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Abstract We give a description of matrix bimodules parametrizing all indecompos-
able homogeneous -modules with a fixed integral slope over a tubular canonical
algebra , for all possible integers (Theorem 4.1). An important role in the first step
of this description (Theorem 2.4) is played by the translation of the shift functor for
coherent sheaves over the associated weighted projective line to the language of -
modules (Theorem 3.2).
Keywords Parametrizing bimodule · Homogeneous module · Canonical tubular
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Quasi-diagonal form
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1 Introduction
The class of canonical algebras, introduced and studied intensively by Ringel [18],
is one of the most significant and well understood from the point of view of the
representation theory class of finite dimensional algebras over a field. Especially
interesting are tubular canonical algebras, which yield a model example of tame
algebras having non-domestic, but polynomial growth representation type.
The structure of the category mod  of finite dimension right -modules for a
tubular canonical k-algebra  is well described. It is in a certain sense a result of
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the fact that mod  is controlled on the level of the Grothendieck group K0() by
the Euler form χ of , in terms expressed by the so called separation property.
In particular, full information on the shape of the Auslander–Reiten quiver  is
available, with a precise description of its connected components: the preprojective
and preinjectitive one, as well as the collection of P1(k)-families of tubes indexed
by the set Q¯
∞
0 := Q≥0 ∪ {∞}. In this sense, the classification of all indecomposable
-modules, up to isomorphism, referring to their dimension vectors and “tubular co-
ordinates” is known since many years. Nevertheless, it is not so satisfactory, as could
be an eventual construction of a complete list of matrix presentations representing
all isomorphism classes of indecomposable -modules. Such a list is not known up to
now and its creation remains one of the very last important open questions concern-
ing representation theory of tubular canonical algebras. Notice that actually there
was even no possibility of an effective direct verification of the definition of tameness
for  (see e.g. [19], cf. also Section 2.3). On the other hand the existence of such a
list would have an essential meaning for studying other challenging open problems of
representation theory for  like determining the multiplicity vectors or isomorphism
question (see [4–6]).
To give an explicit matrix description of all indecomposable modules over a tame
algebra, even in the case the dimension vectors of the indecomposables are known,
is usually not an easy task. Nevertheless, for the case of domestic canonical algebras,
i.e. those of Euclidean type, this problem was completely solved in [15]. In the last
years also for the tubular case a remarkable progress has been achieved. Recently, a
nontrivial effective algorithm for creating matrix presentations for indecomposables
from the exceptional tubes over a tubular canonical algebra  was discovered (see
[8], also [17]). There were obtained also some results [13], which allow to find matrix
presentations of preprojective and preinjective indecomposables over the corre-
sponding hereditary algebra of Euclidean type. In this paper we study the problem
of constructing matrix presentations for the remaining regular indecomposable -
modules, namely, these from homogeneous tubes. It is clear that this problem is
fundamental in context of the verification of tameness for .
More precisely, we want to construct for each index γ ∈ Q¯∞0 , a matrix bimodule
k[ξ ] f B (= k[ξ ] f B(γ )), which yields a parametrization (by means of a tensor prod-
uct) of all indecomposable -modules in homogeneous tubes from the P1(k)-family
T(γ ) by indecomposable k[ξ ] f -modules, where k[ξ ] f is the localization of the poly-
nomial algebra k[ξ ] in one variable ξ , defined by the polynomial f ∈ k[ξ ]. Observe
that once we know B(γ ), then for any pair (c, l) ∈ (k \Z( f )) × N≥1, replacing in the
k[ξ ] f -matrices forming B(γ ) the scalars a by the scalar matrices a· Il and ξ by the Jor-
dan blocks Jl(c), we obtain the matrix -module representing the indecomposable
homogeneous moduleHγ (c, l) of index γ and quasi-length l, over the point c ∈ P1(k).
In this article we present the solution of this problem for all γ ∈ Q¯∞0 such that
the slope q = q(γ ) associated to γ is an integer (see Sections 2.1 and 2.2 for the
definition). In Theorem 4.1 we give the precise matrix description of parametrizing
bimodules as above, for all integral slopes (see Section 4.7).
The solution consists of two steps. In the first one, for each tubular case we find
a common universal presentation for all modules H0(c, l) (they have slope p and
their matrix forms are well known since they are just homogeneous modules over
a hereditary algebra of Euclidean type, see Section 2.1 for the definition of p for
). Next we transform it by some functors ˜(n), n ∈ N, referring to the structure
on mod , which is not visible from the level of  and goes back to the Geigle-
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Lenzing approach of studying the module categories over canonical algebras in terms
of the categories of graded coherent sheaves over the weighted projective lines X
associated to , more precisely, via the equivalence Db (mod )  Db (coh X) of
the respective bounded derived categories [10]. Due to the connection to the shift
by the twisted structure sheaf OX(xt), the functors ˜(n) have nice properties (see
Theorem 3.2) and allow to construct very precisely described presentations, by the
k[ξ ]⊗k-modules being finitely generated free over k[ξ ], of the bimodules C(n)
parametrizing all homogeneous indecomposable -modules with the slope n + p,
(see Theorem 2.4). In the second step, the most important and much more technically
complicated step, we compute matrix forms of the bimodules C(n) applying a very
concrete specialization of a quite general method formulated in Proposition 4.3. We
use for this aim certain not completely trivial computer algebra facts concerning
matrix calculus over k[ξ ] (see Section 4.5), which allow to reduce the amount of
calculations for each tubular type to a finite number of cases and to explain precisely
appearance of the formulas from Section 4.7.
The solution of the discussed problem for the remaining slopes has a different
character and will be given in the subsequent publication (Dowbor, P., Meltzer,
H., Mróz, A.: An algorithm for the construction of parametrizing bimodules for
homogeneous modules over tubular canonical algebras. Preprint, 45pp. (2012),
submitted).
In the paper we use standard definitions and notation which are well known and
commonly used. For example, we denote by N (resp. N≥m) the set of all natural
numbers with 0 (resp. natural numbers greater or equal m). We use the similar
notation in case of the sets Z and Q consisting of all integers and rational numbers,
respectively. Moreover, for n ∈ N≥1 we set [n] := {1, . . . , n}. For the benefit of the
reader, we briefly recall the most important basic notions in the consecutive sections.
For other information concerning representation theory of algebras (respectively,
derived categories, linear algebra) we refer to [1] (respectively, [11, 12], [9, 14]).
A field k is usually assumed to be algebraically closed. For any polynomial f ∈
k[ξ ] in one variable ξ its zero set is always denoted by Z( f ).
2 Modules over Tubular Canonical Algebras
2.1
Let k be a field. By a canonical algebra we mean a canonical algebra of quiver type
over k in the sense of [18]. Such an algebra is given, up to isomorphism, as a quotient
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and Ip,λ is the ideal in the path algebra kQp generated by all elements α(i)pi · · ·α(i)2
α
(i)
1 − α(1)p1 · · ·α(1)2 α(1)1 − λiα(2)p2 · · ·α(2)2 α(2)1 , i = 3, ..., t, where the λi are pairwise distinct
non-zero elements of k. Thus  depends on a sequence of natural numbers p =
(p1, p2, . . . , pt) and a sequence of parameters λ = (λ3, . . . , λt). Recall that  =
(p,λ) is called a tubular canonical algebra if and only if the sequence p is, up to
permutation, one of the following (2, 2, 2, 2), (3, 3, 3), (2, 4, 4) or (2, 3, 6). Without
loss of generality one can assume that λ3 = 1 and then, in case t = 3, we simply
write (p) assuming that p1 ≤ p2 ≤ p3. A tubular canonical algebra  of type
p = (2, 2, 2, 2) depends on one parameter λ = λ4 and depending on the context we
write ((2, 2, 2, 2)) or ((2, 2, 2, 2), λ).
We denote by 0 (respectively, ∞ ∼= op0 ) the hereditary algebra which is
obtained from kQp by deleting the vertex c (respectively, 0).
Let mod  be the category of finite-dimensional right -modules, where  =
(p,λ). We denote by Q0 the set of vertices and by Q1 the set of arrows of Qp. A
finite-dimensional -module M is described by finite-dimensional vector spaces Mi
for each vertex i of Q0 and by linear maps Mα : Mj → Mi for each arrow α : i → j of
Q1 such that the relations of the ideal I are satisfied by the linear maps. The collec-
tions M = ({Mi}i∈Q0 , {Mα}α∈Q1) as above are usually called representations of .
In this paper we consider also matrix representations of , i.e. representations M
for which Mi = kni for each i ∈ Q0 and Mα = Aα· : kn j → kni , where Ai ∈ Mni×n j(k)
for α : i → j of Q1 (we identify then Mα with Aα , so M is in fact a collection of
matrices of suitable sizes). Note that the full subcategory modmat, formed by all
matrix representations of , is a dense subcategory in mod .
For a representation M we always denote by dim (M) the vector (dimk(Mi))i∈Q0 ∈
N
Q0 , called the dimension vector of M. To M we can associate two integers, its rank
and degree, given by the formulas












⎠ − p · dimk Mc
where p denotes the least common multiple of the numbers p1, . . . , pt (note that p =
pt, if p is of tubular type). They give rise to two linear forms rk, deg : K0() → Z.
For an indecomposable -module M we define also its slope μ (M) := deg (M)rk(M) ∈ Q¯,
where Q¯ = Q ∪ {∞}. (Clearly, the value of μ(M) depends only on dim (M)).
For any q ∈ Q¯, we denote by Xq the full subcategory of mod  formed by all
indecomposable -modules with μ (M) = q.
Let R be a commutative k-algebra. Then by mod R⊗k we denote the category
of all R--bimodules being finitely generated as R-modules. Note that any such a
bimodule M can be interpreted as a representation M = ({Mi}i∈Q0 , {Mα}α∈Q1) of 
such that all Mi are finitely generated R-modules and all Mα are R-homomorphisms.
We will consider two full subcategories of mod R⊗k: the subcategory modR
formed by all M such that Mi is a free R-module for every i ∈ Q0, and its dense
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subcategory modmatR  formed by all M such that Mi = Rni for every i ∈ Q0, where
ni ∈ N (then Mα = Aα· : Rn j → Rni , where Ai ∈ Mni×n j(R), for α : i → j of Q1).
For M in modR, by rank vector of M we mean the vector rk (M) = (rkR (Mi)) ∈
N
Q0 , where rkR(Mi) denotes the rank of a free R-module Mi, for every i ∈ Q0.
Clearly, if R = k[ξ ] then M from modmatR  can be treated as a collection (Aα)α
of ξ -matrices (i.e. matrices in coefficients in k[ξ ]) of suitable sizes determined by
rk (M).
2.2
Let  be a canonical algebra of tubular type. Then the structure of the Auslander–
Reiten quiver  of mod , in particular the shape of its components, is well known
[18] and it looks as follows:









• P is a preprojective component which coincides with the preprojective compo-
nent of mod 0,
• (T(γ ))γ∈ Q¯∞0 consists of so-called separating P1(k)-families of tubes, all but T(0) andT(∞) consisting only of stable ones (i.e. not containing a projective or injective
module) of type p,




a := Q¯≤b ∩ Q¯≥a = {q ∈ Q¯ : a ≤ q ≤ b}, for a, b ∈ Q¯).
Recall, that for a fixed γ = γ∞
γ0
∈ Q¯∞0 all dimension vectors of the -modules from
tubes in the family T(γ ) have index γ (see [18] for the precise definition). Moreover,
for each homogeneous tube they form the set N≥1 ·h¯γ , where h¯γ = 1g hγ with hγ =
γ0h0 + γ∞h∞ and g = gcd{(hγ )i : i ∈ Q0} (here h0, h∞ ∈ ZQ0 denote the standard
generators of radical spaces for the hereditary algebras 0 and ∞, respectively; we
assume always that γ∞, γ0 ∈ N are coprime).
Let now q ∈ Q¯. It is well known that if p ≤ q < ∞ (respectively, q ≤ 0) then Xq
coincides with the full subcategory <T(γ )> of mod  formed by all indecomposable
modules isomorphic to those belonging to the family T(γ ) of tubes, where γ (=
γ (q)) = γ∞
γ0
is determined for q by the equality q = μ(hγ ) (see [10, 16, 18] and also
[8] for details). Note that then q = q(γ ), where q(γ ) := p γ0
γ0−γ∞ , since deg (h0) =
p2, deg (h∞) = 0 and rk(hγ ) = p (γ0 − γ∞) (case by case inspection). The rational
number q(γ ) as above is called a slope associated to γ .
Now elementary computations show the following:
Lemma The mapping γ → q(γ ) and its inverse q → γ (q) given for q = ab with
a ∈ N, b ∈ Z coprime, by the formula γ (q) = γ∞
γ0
, where γ0 := a and γ∞ := a −
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p b (≥ 0!), yield a bijection Q¯∞0 ←−→ Q¯
′ := ( Q¯ \ Qp0 ) ∪ {0, p}. In particular, for
the integers q = p, p + 1, p + 2, . . . , p + m, . . . (resp. q = 0,−1,−2, . . . ,−m, . . . ) we
have γ (q) = 0, 1 − pp+1 , 1 − pp+2 , . . . , 1 − pp+m , . . . (resp. ∞, 1 + p, 1 + p2 , . . . , 1 +
p
m , . . . ), and γ (∞) = 1.
Observe that therefore Xp =<T(0)>, X∞ =<T(1)> and X 0 =<T(∞)>.
2.3
Let  = kQ/I be a finite dimensional algebra defined by the bound quiver (Q, I),
where Q = (Q0, Q1). It is clear that for such , in the classical definition of tameness
(see [7] and [19]) one can replace the dimensions of modules by their dimension
vectors. Below we reformulate the known result, characterizing tameness of  in
terms of bimodules, which yield parametrizations not only of the -modules in a
fixed dimension vector (by simple modules over a localization A of k[ξ ]) but all
-modules belonging to the whole family of homogeneous tubes in the Auslander–
Reiten quiver of , simultaneously in all dimension vectors being the multiplicities
of the rank vector of this bimodule (now by indecomposable A-modules).
For a pair d, d′ ∈ NQ0 of vectors we say that d divides d′ (and write d |d′), if d′ = l ·d,
for some l ∈ N; then the unique such l is denoted by d′d .
Theorem A k-algebra , as above, has tame representation type if and only if there
exists a family B(υ), υ ∈ , of Aυ --bimodules, where Aυ := k[ξ ] fυ for some fυ ∈
k[ξ ], such that the left modules Aυ B(υ) are f initely generated free (with rank vector
denoted by r(υ) ∈ NQ0), satisfying the following two conditions:
• the functors − ⊗Aυ B(υ) : mod Aυ → mod ,for υ ∈ , induce an injection be-
tween the sets of isoclasses of indecomposable modules and preserve Auslander–
Reiten sequences,
• for every d ∈ NQ0 , the set (d) := {υ ∈  : r(υ)| d} is f inite and has the property
that for a subset ′ ⊆ (d), the union
⋃
υ∈′
{Aυ/((ξ − c) dr(υ) ) ⊗Aυ B(υ) : c ∈ k \Z( fυ)}
meets all but f initely many isoclasses of indecomposable -modules of dimension
vector d if and only if ′ = (d).
(Note that  = ⋃d∈NQ0 (d) and (d) ⊆ (d′), if d |d′).
Proof The easier implication follows immediately by [7], the main one by the results
from [2]. 
The bimodules B(υ), υ ∈ , satisfying the conditions above are called para-
metrizing bimodules for all indecomposable -modules from the family of
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homogeneous tubes. (Observe that for a fixed υ, the modules Aυ/((ξ − c)l) ⊗Aυ B(υ),
for {(c, l) ∈ k \Z( fυ)} × N≥1, form a 1-parameter family of homogeneous tubes in
mod  consisting of modules with dimension vectors in N≥1 ·r(υ)).
Let now  = (p,λ) be a tubular canonical k-algebra of type p. Then the very
good knowledge on the structure of the category mod  uniquely indicates that
 should have tame representation type, however, the precise description of the
bimodules B(υ), υ ∈ , parametrizing the indecomposables in all homogeneous tubes
is not known! It is clear that  has to be equal to Q¯
∞
0 , so by Lemma 2.2 we can assume
that  = Q¯′. Moreover, r(q) = h¯γ (q), where r(q) is the rank vector of B(q) for q ∈ Q¯′.
Finally, for any d ∈ NQ0 we have (d) = {B(q)}, if d ∈ N≥1 ·r(q) for some q; otherwise,
(d) = ∅.
In this paper we give precise formulas for the bimodules B(q), for all q ∈ Q¯′ ∩ Z.
2.4
Let  = (p,λ) be a canonical k-algebra. Then we can associate to  the commuta-
tive k-algebra
S = S(p,λ) := k[X1, . . . , Xt] / ({X pii − X p11 − λi X p22 }i=3,...,t)
S admits a natural grading S = ⊕x∈L Sx by the rank one abelian group L = L(p)
on generators x1, x2,. . . ,xt with relations p1x1 = p2x2 = · · · = ptxt =: c, such that
the degree of each Xi is just xi. L is an ordered group with L+ := ∑ti=1 Nxi being
its set of positive elements and in fact Sx = 0 if and only if x ∈ L+ (see [10] for
details).
For any y ∈ L, the collection P(y)x := Sy−x, for 0 ≤ x ≤ c, defines a -module




, are given by the multiplications Xi· : Sy− j xi →
Sy−( j−1) xi , for i ∈ [t] and j ∈ [pi]. It is easy to observe that:
• P(y) = 0 if and only if y ∈ L+,
• {P(y)}0≤y≤c forms a complete set of nonisomorphic projective -modules,
• for any i ∈ [t], the multiplication Xi· induces the canonical -homomorphisms
P(y) → P(y + xi), for y ∈ L+.
Let x, y ∈ L+ be a pair such that y = x + jxi for some (i, j) with 0 ≤ j ≤ pi − 1.
Then for any k-homomorphism ψ : V → W, the map ψ ⊗ X ji : V⊗k P(x) → W⊗
k P(y) is called a -homomorphism determined by ψ . (Note that X ji is unique, up
to scalar, -homomorphism from P(x) to P(y)!). Clearly, this definition can be
extended to the matrix context.
Our description of matrix presentations for homogeneous modules is based on the
following general result.
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Theorem Let  be a tubular canonical algebra of type p = (p1, . . . , pt), N := Np the
ξ -matrix from the table
p Np κp


























1 0 0 0
0 1 0 0
−ξ −1 0 0
0 0 1 0
0 0 0 1
−1 0 −1 0
−1 −1 0 −1









1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 −1 0 −1 0 0
−1 0 −1 0 −1 0
−1 −1 0 0 0 −1
0 0 −1 0 0 0




2x2, 2x2, x2, x2;
x3, 2x3, 3x3, 4x3, 5x3)












k[ξ ]⊗k P((n− p)xt + jxi)
is determined by Np, under the ordering of the indices in codomain def ined by the
sequence κp as in the table, and
fp :=
{
ξ(ξ − 1)(ξ − λ) if p = (2, 2, 2, 2),
ξ(ξ − 1) if p = (2, 2, 2, 2),
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Then C(n) belongs to mod k[ξ ] and the k[ξ ] f ⊗k -module (C(n)) f , where f = fp, is
a parametrizing bimodule for all indecomposable -modules from the family of all
homogeneous tubes in Xn, for every n ∈ N≥p.
The proof of Theorem 2.4 needs some preparation and will be given in Section 3.5.
We start by formulating an important property of the modules P(y).
Lemma Let  be a canonical algebra. Then for any x ∈ L+, the mapping P(y) →
P(y + x), for 0 ≤ y ≤ c, extends canonically to functor x between the full subcate-
gories formed by {P(y)}0≤y≤c and {P(y + x)}0≤y≤c.
Proof An easy check on the definition. 
The main idea of the proof of Theorem 2.4 relies on an approximation of our
parametrizing tensor product functors − ⊗k[ξ ] f (C(n)) f by some well behaved functors
associated to (n−p)xt , defined on the derived category level. We explain the details
in the next section.
3 The Functors ˜(n) and  0(n)
3.1
For a canonical algebra  of the type p = (p1, . . . , pt) we denote by pr  the
category consisting of all finite dimensional projective -modules and by pr0 its full
subcategory which is formed by all direct sums of the modules P(y), for 0 ≤ y ≤ c.
Let F : pr0 → mod  be an additive k-functor, where  is a k-algebra. Then by
F˜ and F0 we denote the compositions of functors,
Kb (pr0)
Kb (F)−−−→ Kb (mod ) Q−−→ Db (mod )
and
mod 
E0−→ Db (mod ) P•−→ Kb (pr0) F˜−→ Db (mod ) H
0−→ mod 
respectively, where Db (mod ) (resp. Db (mod )) is the bounded derived category
of finite dimensional  modules (resp. -modules), Q is canonical quotient functor,
E0 is the canonical embedding, H0 the “zero homology functor” and P• is a quasi-
inverse of the canonical functor Kb (pr ) → Db (mod ). Recall that generally the
functor P• is realized by attaching to any bounded complex X• a fixed complex
P•(X•) in K−(pr ) which is quasi-isomorphic to X•, together with a fixed quasi-
isomorphism δX• : P•(X•) → X•. In particular, the composition P•◦E0 attaches to a
-module M its fixed projective resolution. Since gl dim  < ∞, we can assume that
P•(X•) belongs to Kb (pr ); in fact, even to Kb (pr0). Note that different choices
of complexes P•(X•), for X• in Db (mod ), lead to isomorphic functors.
Denote by (n), for n ∈ N, the canonical extension of the functor nxt to pr0
(here  = , see Lemma 2.4 for the definition). If F = (n), the functors F˜ = ˜(n)
and F0 =  0(n) have very nice properties which we discuss below.
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3.2
Recall that to any algebra  = (p,λ) we associate the so-called weighted projective
line X = X(p,λ) defined by setting X := ProjL(p)(S) and we consider the abelian
hereditary category coh X consisting of all coherent sheaves of L(p)-graded modules
over X. Then the sheaf T := ⊕0≤x≤cO(x), formed by summing up the all shifted
structure sheaves O(x) := OX(x) by elements in L(p) such that 0 ≤ x ≤ c, is a tilting
object in coh X and EndX(T ) ∼= . Moroever, the full right derived functor  :=
R HomX(T ,−) : Db (coh X) → Db (mod ), for the functor HomX(T ,−) : coh X →
mod , yields the triangle equivalence Db (coh X)  Db (mod ) (see [10] for all
details).
Let now  be a tubular canonical algebra of the type p. Then for any n ∈ N≥1 we
denote byX ′p+n the full subcategory ofXp+n formed by all -modules nonisomorphic
to those lying on the coray ending with the module (O(c + ω + nxt)), where ω :=
(t − 2)c − ∑ti=1 xi ∈ L(p) is the so-called dualizing element. (From the general theory
it is known that (O(c + ω + nxt)) = HomX(T ,O(c + ω + nxt)) is a -module lying
in the mouth of one of the stable tubes with maximal rank in Xp+n, see [10] and also
[8, 2.3]). We set also X ′p := Xp.
Theorem Let  be a tubular canonical algebra of the type p = (p1, . . . , pt). Then
for any n ∈ N, the functor ˜(n)◦P• is a triangle autoequivalence of Db (mod ) which
sends Xp into Xp+n and induces the equivalence Xp  X ′p+n. In particular:
(a) (˜(n)◦P•)|Xp ∼=  0(n) |Xp ,
(b)  0(n) |Xp yields the equivalence Xp  X ′p+n.
The proof of Theorem 3.2 needs some preparatory facts. The first one has a rather
general character.
Lemma Let A be an abelian category having enough injective objects, T an object in
A with E := EndA(T) and U the full subcategory of D+(A) formed by all complexes
X• = (Xi, di) i∈Z satisfying the following condition:
Ext jA(T, X
i) = 0, for all pairs (i, j) ∈ Z × N≥1. (∗)
Then the mapping X• → HomA(T, X•) yields a functor U = UT : U →
D+(MOD E) and U ∼= |U , where  := R HomA(T,−) is a full right derived functor
of the functor HomA(T,−) : A → MOD E
Proof For any X• in U we fix a quasi-isomorphism γ •X• : X• → I•(X•) constructed
as in [11, 12], where I•(X•) is a complex bounded below, consisting of injective
objects. We show that the map HomA(T, γ •X•) : HomA(T, X•) → HomA(T, I•(X•))
of complexes of E-modules is a quasi-isomorphism, for every X• in U . Observe,
that if now g• : X• → Y•, for Y• in U , is a quasi-isomorphism, then there exists
a complex morphism h• : I•(X•) → I•(Y•) such that h• ◦ γ •X• = γ •Y• ◦ g• (h• is de-
termined uniquely up to homotopy by g•). Hence, h• is a quasi-isomorphism, so it
is invertible in the homotopy category. Consequently, so is HomA(T, h•); hence,
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HomA(T, g•) is a quasi-isomorphism, since so are the remaining three maps in
the equality HomA(T, h•) ◦ HomA(T, γ •X•) = HomA(T, γ •Y•) ◦ HomA(T, g•). Thus
U : U → D+(MOD E) is really well defined and the family {γ •X• }X•∈U of quasi-
isomorphisms yields the isomorphism U ∼= |U . (Recall that we can assume that |U
is given by the formula (X•) = HomA(T, I•(X•))).
To prove our claim we show first that if X• = (Xi, di) i∈Z satisfies (∗) and X• is
acyclic then the complex HomA(T, X•) is also acyclic. Without loss of generality we
can assume that Xi = 0, for i < 0.
Set Ki := Ker di, for any i ∈ Z. Then we have the exact sequences
ηi : 0 → Ki ε
i−→ Xi π i−→ Ki+1 → 0
where εi : Ki → Xi and π i : Xi → Ki+1 are standard embeddings and projections
such that εi+1π i = di. Note that Ext1A(T, Ki) = 0, for every i ∈ Z, since K1 = X0
and by (∗), from the long exact sequences for ηi’s we have Ext jA(T, Ki+1) =
Ext j+1A (T, K
i), for all (i, j) ∈ Z × N≥1. Then all the sequences HomA(T, ηi) are exact
in MOD E. Hence, the inclusions Im HomA(T, di−1) ⊆ Im HomA(T, εi) are in fact
the equalities, since HomA(T, π i−1) is surjective for every i. On other hand the
maps HomA(T, εi) induce the isomorphisms Ker HomA(T, di) ∼= HomA(T, Ki)
Consequently, Hi(HomA(T, X•)) = (Ker HomA(T, di))/(Im HomA(T, di−1)) = 0
for every i ∈ Z, and the complex HomA(T, X•) is acyclic.
Now fix X• in U and denote by Z • the (bounded below) complex, formed by the
cokernels Z i := Coker γ iX• , for i ∈ Z. By construction, γ •X• is a monomorphism, so
the sequence
η : 0 → X• γ
•
X•−→ I•(X•) → Z • → 0
of complexes is exact. Hence, the complex Z • is acyclic, since γ •X• is a quasi-
isomorphism. Moreover, due to property (∗) for X•, the sequence
HomA(T, η) : 0 → HomA(T, X•) γ¨
•
X•−→ HomA(T, I•(X•)) → HomA(T, Z •) → 0
where γ¨ •X• = HomA(T, γ •X•), is also exact and Ext jA(T, Z i) = 0, for all
(i, j) ∈ Z × N≥1. Consequently, by the first part of the proof, HomA(T, Z •) is
acyclic. Thus, HomA(T, γ •X•) is a quasi-isomorphism and the proof is complete. 
3.3
To apply the lemma above in the proof of Theorem 3.2 we need some information
on the vanishing of extension groups between shifted structure sheaves O(x), for
x ∈ L = L(p), for arbitrary fixed weighted projective line X = X(p,λ) associated to
the canonical algebra  = (p,λ).
Lemma Ext1
X
(O(x),O(y + nxt)) = 0 for all 0 ≤ x, y ≤ c and n ∈ N.
Proof We use in the proof the Serre duality formula (see [10]). It states that for any
F ,G in coh X, the k-isomorphism
Ext1
X
(F ,G) ∼= DHomX(G,F( ω))
holds, where F( ω) denotes the shift of F by the dualizing element ω.
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Fix x, y and n as above. Then we have
Ext1
X
(O(x),O(y + nxt)) ∼= DHomX(O(y + nxt),O(x + ω))
∼= DHomX(O,O(x + ω − y − nxt))
It is well known that HomX(O,O(z)) = Sz, for any z ∈ L; moreover, that Sz = 0 if
and only if z /∈ L+; or equivalently, if l < 0, where z = lc + ∑ti=1 lixi is the normal
form presentation of z, i.e. 0 ≤ li < pi for i ∈ [t], l ∈ Z. Note that if z ′ = l′ c + ∑ti=1 l′ixi
is a normal form presentation of z ′ ∈ L then z ≤ z ′ if and only if l′ − l ≥ |{i : l′i <
li} | (≥ 0). Therefore it suffices to estimate properly l, for z := x + ω − y − nxt.
Set q := quopt (n) and r := rempt (n). Applying the relations in between the gener-
ators in L and inequalities x ≤ c, 0 ≤ y, 0 ≤ rxt, we have the following:
z = (t − 2)c −
t∑
i=1
xi + x − y − nxt = (t − 2)c − tc +
t∑
i=1




(pi − 1)xi + x − nxt ≤ −c +
t∑
i=1
(pi − 1)xi − nxt




Now, from the interpretation of the relation ≤ in terms of normal forms as above we
obtain l ≤ −(q + 1) ≤ −1. Consequently, Ext1
X
(O(x),O(y + nxt)) = 0. 
3.4
Proof of Theorem 3.2 A crucial role in the proof plays the shift functor O(xt) ⊗
− : coh X → coh X, induced by an element xt ∈ L. Note that since O(xt) ⊗− is an
exact equivalence, so it induces a triangle equivalence S : Db (coh X) → Db (coh X)
defined by the formula S(F•) = (O(xt) ⊗F i,O(xt) ⊗ di)i∈Z, for a bounded complex
F• = (F i, di)i∈Z.
Fix n ∈ N and consider the composition
 ◦ Sn ◦  : Db (mod ) → Db (mod )
where  := L (− ⊗ T ) : Db (mod ) → Db (coh X) is a full left derived functor for
the tensor product functor (− ⊗ T ), defined by the tilting object T , and is a quasi-
inverse triangle equivalence for  (see Section 3.2). We show that  ◦ Sn ◦  ∼=
˜(n) ◦ P•, equivalently, that
 ◦ Sn ◦ (−⊗T ) ∼= ˜(n) (∗)
as functors from Kb (pr0) to Db (mod ).
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Let X• = (Xi, di)i∈Z be a complex in Kb (pr0), where Xi =
⊕
0≤x≤c P(x)mi,x for
any i. Then applying the definition of the functors we have









and consequently, by Lemmas 3.2 and 3.3,









where d˙i’s and d¨i’s are images of the di’s by the respective functors. Since we
have the natural isomorphism HomX(T ,O(y)) ∼= P(y), for any y ∈ L, we obtain the
isomorphism
(Sn(X• ⊗T )) ∼= ˜(n)(X•)
(the coincidence of the differentials is obvious). It is clear that this isomorphism is
natural with respect to X•; thus, (∗) is proved.
Now the assertions follow from properties of the functor S and the pair of functors
(,). Indeed, for any n ∈ N, we denote by Cp+n the full subcategory of coh X
consisting of all indecomposable sheaves F with the slope μX(F) = n + p and by
C ′p+n its full subcategory formed by all sheaves nonisomorphic to those lying on
the coray ending with O(c + ω + nxt). Then, by the general results, it is known that
Sn yields the equivalences Cp  Cp+n and C ′p  C ′p+n; moreover, (,) induces the
equivalences C ′p  Xp and C ′p+n  X ′p+n, for n > 0 (see [10, 16], cf. Section 2.1). In
this way the proof is complete. 
Remark Assume that the modules {H(p)(c, l)}(c,l)∈(k\Z( f ))×N≥1 form the set of all inde-
composable nonisomorphic homogeneous -modules inXp, where f ∈ k[ξ ] and l is a
quasi-length ofH(p)(c, l). Then for any n ≥ p, the modules {H(n)(c, l)}(c,l)∈(k\Z( f ))×N≥1 ,
defined by the formula H(n)(c, l) :=  0(n−p)(H(p)(c, l)), form the set of all indecom-
posable nonisomorphic homogeneous -modules in Xn. (We say then that H(n)(c, l)
is a homogeneous module of slope n and quasi-length l, “over the point c”).
3.5
Proof of Theorem 2.4 We apply Theorem 3.2. Therefore, for each canonical tubular
algebra  of the type p, we give a precise description of the functor  0(n¯) : mod  →
mod  restricted to some subcategory of addXp containing all homogeneous mod-
ules, where n¯ := n − p, for n ∈ N≥p. For this aim we construct the projective
resolutions for this class of -modules. In particular, we do it for the set of all
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homogeneous -modules in Xp, which in fact are indecomposable homogeneous
modules over hereditary algebra 0 of the Euclidean type D˜4, E˜6, E˜7 and E˜8,
respectively. (We can identify mod 0 with the full subcategory of mod  formed
by all M = ((Mx)0≤x≤c, (Mα(i)j )i∈[t]; j∈[pi]) such that Mc = 0).
We use the full and faithful functors  = p : mod k[ξ ] → mod 0, which are
based on the “functors T” given in the point 8 of the tables in [3, Section 6]
and yield parametrizations of indecomposable homogeneous 0-modules in the
respective cases. Below we list the values of (V) := ((Mx)0≤x<c, (Mα(i)j )i∈[t]; j∈[pi−1]),
for V ∈ mod k[ξ ] interpreted as a pair (V, ϕ) consisting of a k-space V and a k-
endomorphism ϕ.
p = (2, 2, 2, 2) :
(
M0; Mx1; Mx2; Mx3; Mx4








































p = (3, 3, 3) :
(
M0; Mx1 , M2x1; Mx2 , M2x2; Mx3 , M2x3


































































p = (2, 4, 4) :
(
M0; Mx1; Mx2 , M2x2 M3x2; Mx3 , M2x3 , M3x3
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p = (2, 3, 6) :
(
M0; Mx1; Mx2 , M2x2; Mx3 , M2x3 , M3x3 , M4x3 , M5x3
)



















































id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id
0 0 0 0














0 0 0 0 0
id 0 0 0 0
0 id 0 0 0
0 0 id 0 0
0 0 0 id 0






0 0 0 0
id 0 0 0
0 id 0 0
0 0 id 0

























It is well known that Im  ⊂ addXp; moreover, the modules
H(p)(c, l) := (Vc,l) (∗)
for (c, l) ∈ (k \Z( f )) × N≥1 form a full list of nonisomorphic homogeneous -
modules in Xp, where Vc,l := (k[ξ ]/(ξ − c)l, ξ ·) ∼= (kl, J l(c)) and f := fp (see [16,
Section 5.4(i)], cf. Remark 3.4).
Now, observe that the (nonzero) -modules (V) have projective dimension 1
and admit projective resolution of the form
0 −→ V⊗k P1 g−→ V⊗k P0 g
′
−→ (V) −→ 0








P( jxi) (where the ordering of
the direct summands is defined by κp), g = g(V) is determined by the matrix N¯ =
N¯p(V) with coefficients in Endk(V), obtained from N = Np by replacing ξ by ϕ and
1 by idV , and g′ = g′(V) is defined under the identifications V⊗k Sy ∼= V⊗kk ∼= V,
for 0 ≤ y < c, by the components (g′x) 0≤x<c given as follows
g′x =
{













] if x = 0.
An easy check on definitions shows that for every considered p, g′ is an epimorphism
and g′g = 0. The fact that for g is a monomorphism is also almost straightforward.
Now the exactness of the sequence above follows immediately by comparison of the
dimension vectors.
For any V in mod k[ξ ], denote by •(V) the complex
· · · → 0 −→ V⊗k P1 g−→ V⊗k P 0 −→ 0 → . . .
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in K−(pr ) such that 0(V) = V⊗k P 0. Then for a fixed n ≥ p, the complex
˜(n¯)(
•(V)) is naturally isomorphic in Db (mod ) to the complex
· · · → 0 −→ V⊗k Pˆ1 gˆ−→ V⊗k Pˆ 0 −→ 0 → . . .








P(n¯xt + jxi) (the ordering of di-
rect summands is given by κp) and gˆ = gˆ(V) is determined by the matrix N¯ = N¯p(V).
Without loss of generality we can assume that (P•((−))) = •(−). Hence, we
have
( 0(n¯) ◦ )(−) = (H0 ◦ ˜(n¯) ◦ •(−))
as functors from mod k[ξ ] to mod , and
( 0(n¯) ◦ )(−) = Coker gˆ(−).
Since the map V ⊗k[ξ ] N(n) can be canonically identified with gˆ, by the right exactness
of tensor product we have the isomorphism
( 0(n¯) ◦ )(−) = Coker ((−) ⊗k[ξ ] N(n)) ∼= − ⊗k[ξ ] C(n) (∗∗)
of functors.
Finally observe that, by Theorem 3.2(a), Ker gˆ(V) = 0 for all V in mod k[ξ ].
Consequently, for any c ∈ k, the sequence
0 → k⊗k Pˆ1 gˆ−→ k⊗k Pˆ 0 → Vc,1 ⊗k[ξ ] C(n) → 0
of -modules is exact, so the dimension sequence {dimkVc,1 ⊗k[ξ ] C(n)}c∈k is constant.
This implies that C(n) belongs to mod k[ξ ]. Indeed, since C(n) is a finitely generated
k[ξ ]-module, there exists a decomposition C(n) = C′ ⊕ C′′ into a direct sum of k[ξ ]-
submodules such that C′ is free and C′′ is torsion. In case C′′ = 0, then annk[ξ ]C′′ =
k[ξ ], so Z(annk[ξ ]C′′) = ∅. Moreover, we have Vc,1 ⊗k[ξ ] C′′ = 0 if and only if c ∈
Z(annk[ξ ]C′′). On other hand {dimkVc,1 ⊗k[ξ ] C′}c∈k is constant, a contradiction. Thus,
C′′ = 0.
Now the proof is complete, since by Theorem 3.2(b) the indecomposable homoge-
neous -modules {H(n)(c, l)}(c,l)∈(k\Z( f ))×N≥1 of the shape H(n)(c, l) =  0(n¯)(H(p)(c, l))
form the set of all nonisomorphic objects in Xn (see Remark 3.4), and H(n)(c, l) ∼=
Vc,l ⊗k[ξ ] f (C(n)) f by (∗) and (∗∗). 
4 The Main Result
4.1
Let  be a canonical algebra, R a commutative k-algebra and B a module in modR.
Then the module BR := HomR(B, R) in MOD R⊗kop, in fact in modRop, can
be regarded naturally as a module in modR (we have the canonical k-algebra
isomorphism ν :  →˜op induced by the quiver isomorphism Q →˜ Qop, given by
the mapping jxi → (pi − j)xi, for all i ∈ [t] and 0 ≤ j ≤ pi). In particular, the usual
duality Homk(−, k) : mod  → mod op yields via ν the selfduality D : mod  →




)i∈[t], j∈[pi] belongs to mod
mat
R  then B
R is canonically
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)i∈[t], j∈[pi] in mod
mat










)tr, for all i ∈ [t], j ∈ [pi].
Theorem Let  = (p,λ) be a tubular canonical algebra of type p = (p1, . . . , pt)
and {B(n)}n∈Z≥p the family of matrix modules from modmatk[ξ ] as in Section 4.7. Then
for any n ∈ Z≥p (resp. n ∈ Z≤0 ) the matrix module (B(n)) f (resp. ((B(p−n))tr) f )
in modmatk[ξ ] f , where f = fp, is a parametrizing bimodule for all indecomposable -
modules from the family of all homogeneous tubes in Xn.
Remark
(a) For any pair (c, l) ∈ (k \Z( fp)) × N≥1, the matrix module representing the
indecomposable homogeneous module H(n)(c, l) ∼= k[ξ ]/(ξ − c)l ⊗k[ξ ] B(n) of
slope n and quasi-length l, over the point c ∈ k, can be obtained by replacing
in each matrix forming B(n), the scalars a = 0, 1, λ by the matrices a· Il and ξ by
Jl(c).
(b) The bimodule parametrizing the indecomposable modules from the homoge-
neous tubes in X∞ can be easily constructed from that for the case of the
canonical hereditary algebra of the type A˜p1,p2 (see [8]).
To prove Theorem 4.1 we show first how to reduce the case “n ∈ Z≤0” to the case
“n ∈ Z≥p”. The proof of the main part is quite technical. It is presented in Section 4.6.
4.2
Assume that  = (p,λ) is as in Theorem 4.1.
Lemma For any q ∈ Q≤0 ∪ Q≥p, the selfduality D : mod  → mod  yields an
equivalence Xq  (Xp−q)op.
Proof It suffices to show that for any -module M = ((Mx)0≤x≤c, (Mα(i)j )i∈[t]; j∈[pi]) in
mod  with μ(M) = q, the equality μ(D(M)) = p − q holds.
Note that D(M) = ((M′x)0≤x≤c, (M′α(i)j )i∈[t]; j∈[pi]), where M
′
jxi = M∗(pi− j)xi for all
i ∈ [t] and 0 ≤ j ≤ pi. Hence, by the definitions we have rk(D(M)) = −rk(M),
deg (D(M)) = deg (M) − p · rk(M) and consequently, μ(D(M)) = p − q. 
Proposition For any q ∈ Q≤0 ∪ Q≥p, if the module B f , where B is in modk[ξ ], is
a parametrizing bimodule for the whole family of homogeneous tubes in Xq then the
module (B f )k[ξ ] f in mod k[ξ ] f  is a parametrizing bimodule for the whole family of
homogeneous tubes in Xp−q.
Proof We start by invoking a certain general fact: Let R be a commutative k-algebra,
C be a module in modR and N an R-module. Then we have the following natural
left -module isomorphism:
Homk(N, k) ⊗R HomR(C, R) ∼= HomR(C, Homk(N, k)) ∼= Homk(N ⊗R C, k)
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(the first isomorphism holds since C is in modR; the second one is the standard
adjunction formula).
Now, applying the isomorphism above to R := k[ξ ] f and C := B f , we obtain
via ν :  →˜op an isomorphism N∗ ⊗k[ξ ] f (B f )k[ξ ] f ∼= D(N ⊗k[ξ ] f B f ) of right -
modules. Observe that for any indecomposable N we have N∗ ∼= N, since c is the
unique eigenvalue of Jl(c)tr, where N = (kl, Jl(c)), for some (c, l) ∈ (k \Z( f )) ×
N≥1. Consequently, for any indecomposable k[ξ ] f -module N we have the isomor-
phism N ⊗k[ξ ] f (B f )k[ξ ] f ∼= D(N ⊗k[ξ ] f B f ).
Now the assertion follows immediately from the lemma and the fact that the
equivalence Xq  (Xp−q)op preserves the tubular structure. 
Corollary If under the assumptions of the proposition B belongs to modmatk[ξ ] then
(Btr) f is a parametrizing bimodule for the whole family of homogeneous tubes in
Xp−q.
Proof Follows immediately from the proposition, by the canonical isomorphisms
(B f )k[ξ ] f ∼= (Bk[ξ ]) f ∼= (Btr) f in modk[ξ ] f . 
4.3
To prove the case “n ∈ Z≥p”, we apply for the bimodules C(n) from Theorem 2.4, a
quite general method of determining matrix forms of cokernels.
We say that a matrix D ∈ M a×b (k[ξ ]) is quasi-diagonal if in each row and column
of D there exists at most one nonzero element; the set of all nonzero coefficients is
called then a quasi-diagonal of D. Clearly, if D is diagonal; in particular, if D has
a diagonal normal form in the sense of Smith (see [20]), then D is quasi-diagonal.
Consequently, for any matrix F ∈ M a×b (k[ξ ]) there exist invertible matrices U ∈
u(M a(k[ξ ])) and V ∈ u(M b (k[ξ ])) such that D := U FV is quasi-diagonal. Any such
D we call a quasi-diagonal form of F.
Proposition Let  = kQ/I be an algebra given by a bound quiver (Q, I), where
Q = (Q0, Q1). Moreover, let E = (Eα) and E′ = (E′α) be a pair of modules in
modmatk[ξ ] with rank vectors rk (E) = (ev), rk (E′) = (e′v) ∈ NQ0 , respectively, and F =
(Fv) : E′ → E a morphism in mod k[ξ ]⊗k, where Fv ∈ M ev×e′v (k[ξ ]), for v ∈ Q0.
Assume that for any v ∈ Q0, the matrix Dv = Uv FvVv is a quasi-diagonal form
of Fv , having nonzero elements exactly in rows with increasing indices ιv1, . . . , ι
v
gv ,
where Uv ∈ u(M ev (k[ξ ])), Vv ∈ u(M e′v (k[ξ ])) and gv ≤ ev, e′v . If the cokernel C :=
Coker F belongs to modk[ξ ] then the all nonzero elements in each of the matrices
Dv , v ∈ Q0, are invertible and C is isomorphic to the matrix module W˘ = (W˘α)
with rank vector (ev − gv)v∈Q0 , where each W˘α is the submatrix of the matrix Wα :=
Us(α) Eα U−1t(α) ∈ M s(α)×t(α)(k[ξ ]) with coordinates in the set ([es(α)] \ {ιs(α)1 , . . . , ιs(α)gs(α)}) ×
([et(α)] \ {ιt(α)1 , . . . , ιt(α)gt(α)}).
Proof Follows immediately if we interpret {Fv} and {Eα} as maps between the
respective free modules with the bases formed by columns of the matrices {Vv} and
{U−1v }. 
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Let now  = (p,λ) be a canonical tubular k-algebra of type p. To determine for
a fixed n ≥ p, a matrix presentation of the bimodule C(n) = Coker N(n) we have to
proceed in practice as follows:
(P1) for each vertex v = x, where 0 ≤ x ≤ c, find k[ξ ]-bases B 0v = B 0v (n) and B1v =
B1v(n) of the modules (k[ξ ]⊗k Pˆ 0)v and (k[ξ ]⊗k Pˆ1)v , where Pˆ 0 = Pˆ 0(n) and
Pˆ1 = Pˆ1(n) are as in Section 3.5,
(P2) for each vertex v as above, construct the matrix Fv = F(n)v of the map N(n)v with
respect to the bases B 0v and B1v , and next find an invertible ξ -matrix Uv = U (n)v
and quasi-diagonal form Dv = D(n)v of Fv of the shape Dv = Uv FvVv , where
Vv = V(n) is an invertible ξ -matrix,
(P3) for each arrow α = α(i)j , construct the matrix Eα = E(n)α of the structure map
(k[ξ ]⊗k Pˆ0(n))α with respect to the bases B 0t(α) and B 0s(α) and compute the
matrix Wα (= W(n)α ) = Us(α)Eα U−1t(α),
(P4) for each arrow α = α(i)j , form the submatrix W˘α = W˘(n)α of Wα “determined by
the row indices of the quasi-diagonals” in Ds(α) and Dt(α).
Observe that once we have realized (P1), we can always effectively execute all
computations from (P2)–(P4), and obtain a matrix presentation C¯(n) of C(n), which
however do not need necessarily coincide with B(n) from Section 4.7. (In particular,
in the step (P2) there is no uniqueness!). To prove the theorem we provide a quite
restrictive and independent on n way of realization of the program outlined above,
showing how to obtain the formula from Section 4.7. It is based on a certain coherent
universal choice of the bases and on some rather simple formulas for determining




α . These formulas are result of a very specific shape of the
matrices N(n)v , and reduce the required computations “for all n” to a finite number
of cases (reasonable amount, however still to large to present in full version in the
article). In particular, they explain the appearance of formulas and series dependent
of the reminders modulo p.
4.4







0 · · · 0
⎤
⎥⎥⎥⎦ , Y =
⎡
⎢⎢⎢⎣






in M(n+1)×n(k). Moreover, we set Z λ = Z λn := Xn + λYn, for λ ∈ k, and I = In, for
simplicity we write Z = Z 1n. Note that we also consider the empty matrices (for
n = 0).
The following fact plays a fundamental role in our proof and is applied for
realization of (P1) and first parts of (P2) and (P3).
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Lemma Let  = (p,λ) be a canonical k-algebra.
(a) For any y ∈ L+, the set By of cosets of the monomials (X p11 )l−s(X p22 )s Xl11 · · · · ·
Xltt , for s = 0, . . . , l, where y = lc + ti=1lixi is the normal form presentation of y,
is a basis of Sy; in particular, dimkSy = l + 1.
(b) For y ∈ L+, i ∈ [t] and j ∈ [pi − 1], the matrix y; i, j of the map X ji · : Sy → Sy ′
in the ordered bases By and By ′ , for y ′ := y + jxi, is given by the formula:




Xl+1 if l′ > l, i = 1,
Yl+1 if l′ > l, i = 2,
Z λil+1 if l
′ > l, i = 1, 2,
Il+1 if l′ = l,
where y = lc + ti=1lixi and y ′ = l′ c + ti=1l′ixi are the normal form presentations
of y and y ′, respectively.
Proof An easy check on definitions. 
Corollary Let y (n¯, x) := n¯xt − x, where n¯ ∈ N and x ∈ L. Then




Xl+1+m if l′ > l, i = 1,
Yl+1+m if l′ > l, i = 2,
Z λil+1+m if l
′ > l, i = 1, 2,
Il+1+m if l′ = l,
where l, l′ are as above for y := y (r, x) and y ′ := y + jxi, r := remp(n¯) and m :=
quop(n¯).
The formula above indicates that the character of the reduction and the cases we
have to consider in the proof should depend on r := remp(n¯).
4.5
Now we formulate the results necessary for the realization of (P2)–(P4) in our
situation. We use a very specific shape of the matrices we deal with.
Let R be a k-algebra. Then for any matrix H = [hu,w] ∈ M a×b (R) and block
matrix G = [Gu,w]u∈[a],w∈[b ] in M σ×τ (k) with blocks Gu,w ∈ M σu×τw (k), where σ :=∑a
u=1 σu and τ :=
∑b
w=1 τw, we denote by H∗G the block matrix [hu,w · Gu,w]u∈[a],w∈[b ]
in M σ×τ (R) with blocks hu,w · Gu,w ∈ M σu×τw (R).
We say that a matrix H = [hu,w] ∈ M a×b (R) is reduced, if there exist 0 ≤ ρ ≤ a, b
and an increasing sequence u := (u1, . . . , uρ) of indices such that huz,z = 1 for all z ∈
[ρ] and for every 0 ≤ z ≤ ρ, we have hu,w = 0, for all pairs (u, w) with uz ≤ u < uz+1
and w > z, where u0 := 1 and uρ+1 := a + 1. Moreover, we say that H is completely
reduced if it is reduced and huz,w = 0 for all z ∈ [ρ] and w < z.
Lemma Let R = k[ξ ] and let H = [hu,w] ∈ M a×b (R) be a reduced matrix,
G = [Gu,w]u∈[a],w∈[b ] in M σ×τ (k) a block matrix as above and D = D(H∗G) =
[Du,w]u∈[a],w∈[b ] a block matrix in M σ×τ (R) with the blocks Du,w ∈ M σu×τw (R) given
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by Duz,z := huz,z · Guz,z = Guz,z, for z ∈ [ρ], and Du,w := 0, for the remaining pairs
(u, w). Assume that σuz ≥ τz and r(Guz,z) = τz, for all z ∈ [ρ]. Then:
(a) There exists a block lower unitriangular matrix U¯ = [U¯u,u′ ]u,u′∈[a], with U¯u,u′ ∈
M σu×σu′ (R) such that U¯u,u′ = 0 for u′ = u1, . . . , uρ and u = u′, satisfying the
equality U¯ · D = H∗G.










), where G(z) ∈ M τz(k),
then we can set U¯ := U¯ (H∗G), where the blocks U¯u,u′ , for u > u′, def ining
U¯ (H∗G) are given by the formulas U¯u,u′ := [hu,z ·(Gu,z ·G(z)−1) | 0 ] (resp. U¯u,u′ :=
[ 0 | hu,z ·(Gu,z ·G(z)−1)]), if u′ = uz for some z ∈ [ρ] (and U¯u,u′ = 0, otherwise ).
(c) If additionally H is completely reduced and G is as above then U¯uz,u′ = 0
for all z ∈ [ρ] and u′ < uz, where U¯ (H∗G) = [U¯u,u′ ]; hence, the block lower
unitriangular matrix U := U¯−1, for U¯ := U¯ (H∗G), is equal to the block matrix
U (H∗G) = [Uu,u′ ]u,u′∈[a], with the blocks Uu,u′ ∈ M σu×σu′ (R) given by the formulas
Uu,u′ = −U¯u,u′ , for u > u′.
Proof Follows by applying block row Gaussian elimination arguments. 
Corollary Assume that H is completely reduced.
(i) If G(z) = Iτz , for all z ∈ [ρ], (e.g. if Guz,z = Xτz ; resp., Guz,z = Yτz , Guz,z = Iτz)
then D = U · (H∗G) is a quasi-diagonal form of H∗G and the only nontrivial
blocks in the matrices U = [Uu,u′ ]u,u′∈[a] and U¯ = [U¯u,u′ ]u,u′∈[a] as in (c), are
given by the formulas Uu,u′ = [−hu,z ·Gu,z | 0 ] = −U¯u,u′ (resp. Uu,u′ = [ 0 | −
hu,z ·Gu,z] = −U¯u,u′ , Uu,u′ = −hu,z ·Gu,z = −U¯u,u′).
(ii) Let G,U, U¯ be as in (c) and G′ = [G′u,w]u∈[a],w∈[b ] in M σ ′×τ ′(k) be another block
matrix as in (b), with the blocks G′u,w ∈ M σ ′u×τ ′w (k), where σ ′ :=
∑a
u=1 σ ′u and
τ ′ := ∑bw=1 τ ′w; moreover, U¯ ′ := U¯ (H∗G′). Then for any block diagonal matrix
E = [Eu,u′ ]u,u′∈[a] in M σ×σ ′(R) with the blocks Eu,u′ ∈ M σu×σ ′u′ (R), the block
matrix W := U E U¯ ′ is given by the blocks Wu,u′ ∈ M σu×σ ′u′ (R), which are de-
scribed as follows: Wu,u = Eu,u, for u ∈ [a]; Wu,uz = Uu,uz Euz,uz + Eu,u U¯ ′u,uz , for
u = u1, . . . , ur and z ∈ [ρ]; and Wu,u′ = 0, otherwise.
Proof The first assertion is straightforward, the second one follows only by the
general shape of the multiplied matrices. 
Remark Assume that G = [Gu,u′ ] and G′ = [G′u,u′ ] are as in (i), U = U (H∗G) =
[Uu,u′ ] and U¯ ′ = U¯ (H∗G′) = [U¯ ′u,u′ ], E = [Eu,u′ ] as in (ii) and W := U E U¯ ′ = [Wu,u′ ].
Then the block matrix W˘ = [W˘u,u′ ] defined as the submatrix of the matrix W with
coordinates in the set ([σ ] \ {ι1, . . . , ιg}) × ([σ ′] \ {ι′1, . . . , ι′g′ }), where σ :=
∑a
u=1 σu,
σ ′ := ∑au=1 σ ′u and ι1, . . . , ιg, respectively ι′1, . . . , ι′g′ are row indices of all elements
of the quasi-diagonals in D := D(H∗G) and D′ := D(H∗G), are given as follows:
W˘u,u′ = Wu,u′ for u, u′ = u1, . . . , uρ ; W˘uz,u′ is an empty matrix if Guz,z = Iτz , and is
the first (resp. the last) row of Wuz,u′ if Guz,z = Yτz (resp. Guz,z = Xτz ), for z ∈ [ρ]
and u′ = u1, . . . , uρ ; dually, W˘u,uz is an empty matrix if G′uz,z = Iτ ′z , and is the first
(resp. the last) column of Wu,uz if G
′
uz,z = Yτ ′z (resp. G′uz,z = Xτ ′z ), for z ∈ [ρ] and
u = u1, . . . , uρ ; finally, W˘uz,uz′ is an empty matrix if Guz,z = Iτz or G′uz′ ,z′ = Iτ ′z′ , and is
342 P. Dowbor et al.
1 × 1-matrix consisting of the respective corner element of Wuz,uz′ if Guz,z = Xτz (or
Yτz ) and G
′
uz′ ,z′ = Xτ ′z′ (or Yτ ′z′ ), for z, z′ ∈ [ρ].
4.6
Proof of Theorem 4.1 Fix a tubular type p and an integer n ∈ N≥p. Set n¯ := n − p,
m := quop(n¯) and r := remp(n¯). We start the realization of (P1)–(P4) announced in
the end of Section 4.3 by fixing the ordered k-base By of Sy, for every y ∈ L+ (see
Lemma 4.4(a)). We will also treat in a natural way By as a fixed k[ξ ]-base of a free
k[ξ ]-module k[ξ ]⊗kSy, for every y ∈ L+. Then for any vertex v = x, where 0 ≤ x ≤








Bn¯xt+ jxi−x and B1v = B1v(n) :=
∐
p Bn¯xt−x
form canonical k-bases of the spaces Pˆ 0v and Pˆ
1
v , respectively, and of the free











p Sn¯xt−x. Note that both, B 0v and B1v , are naturally equipped with the ordering
induced by κp, so (P1) is finished.
Next, according to (P2), we construct, for any v as above, the matrix Fv = F(n)v
of the k[ξ ]-homomorphism N(n)v with respect to the bases B 0v and B1v . Observe that
the matrix Gv of the k-linear map Pˆ1v → Pˆ 0v with the coordinates defined by the
appropriate multiplications X ji · : Sn¯xt−x → Sn¯xt+ jxi−x, (with respect to B 0v , and B1v)
is given by the blocks Gv; u,w := y (n¯,x); i, j, for w ∈ [b ] and u ∈ [a], where a is the
length of κp, jxi is a uth element of κp and b := p (see Section 4.4). Furthermore,
Fv = N∗ Gv , where N = Np. In particular this implies that “the configuration of the
types of matrix” appearing as the respective blocks Fv; u,w = F(n)v; u,w of Fv , for u, w,
“depends on n periodically modulo p” and we can easily determine them precisely
in each of the cases.
To find for any v the invertible ξ -matrix Uv = U (n)v and the quasi-diagonal
form Dv = D(n)v of Fv , note that all ξ -matrices Np are completely reduced with
ρ (= ρp) equal to b and that the sequence u = u p = (u1, . . . , uρ) is equal to (1, 2),
respectively, (1, 2, 4), (1, 2, 4, 5) and (1, 2, 3, 5, 6, 7), for the consecutive tubular types
p = (2, 2, 2, 2), (3, 3, 3), (2, 4, 4) and (2, 3, 6). Moreover, for any v, among the blocks
Gv; uz,z = G(n)v; uz,z of Gv , for z ∈ [ρ], it can appear only Il , Xl and Yl (“with the periodic
dependence on n modulo p”), since for any p, the vertices from the sequence κp,
which correspond to u1, . . . , uρ , lie on the two upper arms of the quiver Q (see
the formulas from Lemma 4.4(b)). Consequently, for any v all the assumptions
of Lemma 4.5(b,c) and Corollary 4.5.(i) are satisfied. Hence, setting Uv = U (n)v :=
U (Fv) and Dv = D(n)v := D(Fv), where Fv = F(n)v , we automatically have the following:
Dv = Uv · Fv , U−1v = U¯ (n)v , where U¯ (n)v := U¯ (Fv), and Dv is a quasi-diagonal form of
Fv with the quasi-diagonal formed by quasi-diagonals of the matrices Il , Xl and
Yl . Due to the formulas defining Dv , Uv and U¯v “the configuration of the types
of matrices” appearing as the respective blocks in these matrices, in particular,
the blocks Uv; u,u′ = U (n)v; u,u′ of Uv and U¯v; u,u′ = U (n)v; u,u′ of Uv also “depends on n
periodically modulo p” and we can easily determine them in each of the cases.
Now we pass to (P3). It is easily seen that the ξ -matrix Eα = E(n)α = [Eα; u,u′ ]u,u′∈[a]
for an arbitrary arrow α = α(i′)j ′ is always a block diagonal matrix. Since Pˆ 0α is a
direct sum of the multiplications Xi′ · : Sn¯xt+ jxi− j′ xi′ → Sn¯xt+ jxi−( j′−1)xi′ for i ∈ [t] and
j ∈ [pi − 1], the blocks on the diagonal are given by the formula Eα; u,u = y (n¯,x); i′,1,
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for x = j′ xi′ − jxi, where jxi is the vertex which corresponds to u ∈ [a]. Consequently,
“the configuration of the types of matrices” appearing as the respective blocks again
“depends on n periodically modulo p” and we can easily determine them precisely
in each of the cases.
Now, due to the previous information, we can form the block matrices Wα =
W(n)α = [Wα; u,u′ ]u,u′∈[a] such that W(n)α := Us(α)Eα U¯t(α), where Us(α) = U (n)s(α) and
U¯t(α) = U¯ (n)t(α), applying the formulas from Corollary 4.5(ii). Namely for the only
nontrivial block coordinates for Wα we have Wu,uz = Uu,uz Euz,uz + Eu,u U¯ ′u,uz , for u =
u1, . . . , uρ and z ∈ [ρ], where Wu,uz := Wα; u,uz , Euz,uz := Eα; uz,uz , Uu,uz := Us(α); u,uz
and U¯ ′u,uz := U¯t(α); u,uz . A simple analysis of the results obtained by an application of
the formulas from Lemma 4.4 and Corollary 4.5(i) in the previous steps shows that
the blocks Uu,uz , U¯
′
u,uz have one of the following “shapes”: ±I, ± ξ · I, ±Y, ± ξ ·Y,
±Z , ± ξ ·Z , ±Z λ, ±Xtr, ± ξ ·Xtr, ±Y tr, ±[Z | 0 ], ±[ ξ ·Z | 0 ], ±[ 0 | Z ], ±[Z λ | 0 ],
±[ 0 | Z λ ](here 0 denotes the zero column), whereas Eu,u (in particular Euz,uz ) the
shapes I, X, Y, Z or Z λ. Moreover, it is not hard to check that the nonzero Wu,uz ’s
can only appear in the following eight cases:
Uu,uz Im+1 ξ · Im+1 Im+1 Zm+1 ξ ·Zm+1 Zm+1 Z λm+1 Z λm+1
Euz,uz Im+1 Im+1 Im+1 Im+1 Im+1 Im+1 Im+1 Im+1
Eu,u Xm Xm Ym Xm+1 Xm+1 Ym+1 Xm+1 Ym+1





































, for ξ -
matrices A and A′. Consequently, “the configuration of the types of matrices”
appearing as the blocks of matrices Wα again “depends on n periodically modulo
p” and we can easily determine them precisely in each of the cases.
To form in step (P4), for any arrow α = α(i)j , the submatrix W˘α = W˘(n)α of Wα , we
apply Remark 4.5 in each case determined by r. Observe that since the positions of
the indices determining the quasi-diagonals inside the diagonal blocks in D(n)s(α) and
D(n)t(α) depend in fact on r, so by the property of the matrices W
(n)
α formulated above,
the same holds true for “the configuration of the types of matrices” appearing as the
blocks for the resulting matrices W˘(n)α .
To complete the proof, notice that performing all the described processes in each
of the cases we obtain exactly all matrix bimodules from Section 4.7.
For better illustration of the presented construction we provide below an example,
showing how to obtain for one data collection (p, r) and a fixed arrow α, the matrix
W˘(n)α (= B(n)α ), for any m ∈ N, where n¯ = n − p = mp + r. 
Example Let p := (3, 3, 3), r := 1 and α := α(1)1 (the situation for this arrow is the
most complicated one for (3, 3, 3) and moreover, fully representative for all other
p’s). Then t = 3, p = 3, s(α) = 0, t(α) = x1.
Fix an arbitrary n ∈ N≥3 and set n¯ = n − 3, m = quo3(n¯) (so then n¯ = 3m + 1).
Below we use the notation as in the proof above and also that from Section 4.7. By
0 we denote the zero scalar or the zero block matrix of respective size depending on
the context.
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Ad (P1)+(P2) Pˆ 1 = P(n¯x3)3, Pˆ0 = ⊕z=2x1,x1,2x2,x2,x3,2x3 P(n¯x3 + z);
(k[ξ ] ⊗k Pˆ 1)0 ∼= k[ξ ]3(m+1), (k[ξ ] ⊗k Pˆ0)0 ∼= k[ξ ]5(m+1)+(m+2),






− I˙ −ξ·I˙ 0
0 0 I˙






































U0 = U (F0) =
⎡
⎢⎢⎢⎢⎢⎢⎣
I˙ 0 0 0 0 0
0 I˙ 0 0 0 0
I˙ ξ·I˙ I˙ 0 0 0
0 0 0 I˙ 0 0
I˙ I˙ 0 I˙ I˙ 0
Z˙ 0 0 0 0 I¨
⎤
⎥⎥⎥⎥⎥⎥⎦
, U−1x1 = U¯ (Fx1 ) =
⎡
⎢⎢⎢⎢⎢⎢⎣
I˙ 0 0 0 0 0
0 I˙ 0 0 0 0
−Xtr −ξ·Xtr I 0 0 0
0 0 0 I 0 0
−Xtr −Xtr 0 −I I 0




Ad (P3)+(P4) Eα = I˙ ⊕ I˙ ⊕ X ⊕ X ⊕ X ⊕ X˙,
Wα = U0 EαU−1x1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
I˙ 0 0 0 0 0
0 I˙ 0 0 0 0
0m ⊕ [1] 0m ⊕ [ξ ] X 0 0 0
0 0 0 X 0 0

























































We will further use the following abbreviate notation. For a fixed m ∈ N we always
write X := Xm, Y := Ym, Z := X + Y, Z λ = X + λY ∈ M (m+1)×m(k) and I = Im,
respectively, X˙ := Xm+1, Y˙ := Ym+1, Z˙ := Zm+1, Z˙ λ = Z λm+1 ∈ M (m+2)×(m+1)(k),
I˙ := Im+1 and I¨ := Im+2.
For each tubular type p, we give below p series of the matrix bimodules B(n) in
modmatk[ξ ], for n ∈ N≥p, determined by the reminder r := remp(n). We also provide
for the convenience in each case the rank vectors of B(n)’s. For a fixed r ∈ Zp, we
exhibit the bimodules B(n), for n¯ (:= n − p) = mp + r, for all m ∈ N, and their rank
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vectors, using the natural table of matrices convention; the consecutive rows of the
table consist of the all matrices over arrows (resp. ranks over the points) appearing
on the consecutive arms in Qp (see Section 2.1). The empty spaces in the matrices
below always mean the zero blocks.
The Table of the Bimodules B(n)





(m + 1) + m





1 + m + (m + 1)
1 + m + (m + 1)
2(m + 1)













































































































• [3, 3, 3], r = 0; n¯ = 3m:
[
2 + 3m 1 + 3m
3(m + 1) (m + 1) + 1 + 2m (m + 1) + 2m 3m































1 0···0 0···0 0···0
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• [3, 3, 3], r = 1;
n¯ = 3m + 1 :
[
2 + 2m + (m + 1) 1 + 2m + (m + 1)
2(m + 1) + (m + 2) (m + 1) + 1 + m + (m + 1) (m + 1) + m + (m + 1) 2m + (m + 1)

































1 0···0 0···0 0···0






























































• [3, 3, 3], r = 2;
n¯ = 3m + 2 :
[
2 + m + 2(m + 1) 1 + m + 2(m + 1)
(m + 1) + 2(m + 2) (m + 1) + 1 + 2(m + 1) 3(m + 1) m + 2(m + 1)





















































1 0···0 0···0 0···0
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• [2, 4, 4], r = 0;
n¯ = 4m :
[
2 + 4m
4(m + 1) (m + 1) + 2 + 3m (m + 1) + 1 + 3m (m + 1) + 3m 4m






































0···0 0···0 0···0 0···0








































0···0 1 0···0 0···0 0···0
















































• [2, 4, 4], r = 1; n¯ = 4m + 1 :[ 2 + 3m + (m + 1)
3(m + 1) + (m + 2) (m + 1) + 2 + 2m + (m + 1) (m + 1) + 1 + 2m + (m + 1) (m + 1) + 2m + (m + 1) 3m + (m + 1)








































0···0 0···0 0···0 0···0








































0···0 1 0···0 0···0 0···0
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• [2, 4, 4], r = 2; n¯ = 4m + 2:[ 2 + 2m + 2(m + 1)
2(m + 1) + 2(m + 2) (m + 1) + 2 + m + 2(m + 1) (m + 1) + 1 + m + 2(m + 1) (m + 1) + m + 2(m + 1) 2m + 2(m + 1)










































0···0 0···0 0···0 0···0










































0···0 1 0···0 0···0 0···0

















































• [2, 4, 4], r = 3; n¯ = 4m + 3:[
2 + m + 3(m + 1)
(m + 1) + 3(m + 2) (m + 1) + 2 + 3(m + 1) (m + 1) + 1 + 3(m + 1) 4(m + 1) m + 3(m + 1)












































0···0 0···0 0···0 0···0












































0···0 1 0···0 0···0 0···0
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• [2, 3, 6], r = 0; n¯ = 6m:[
3 + 6m
6(m + 1) (m + 1) + 3 + 5m (m + 1) + 1 + 5m 6m






































































0···0 0···0 0···0 0···0 0···0 0···0
0···0 0···0 0···0 0···0 0···0 0···0





































































0···0 1 0···0 0···0 0···0 0···0 0···0
0···0 0 0···0 0···0 0···0 0···0 0···0
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• [2, 3, 6], r = 1; n¯ = 6m + 1:[ 3+5m+(m+1)
5(m+1)+(m+2) (m+1)+3+4m+(m+1) (m+1)+1+4m+(m+1) 5m+(m+1)









































































0···0 0···0 0···0 0···0 0···0 0···0
0···0 0···0 0···0 0···0 0···0 0···0





































































0···0 1 0···0 0···0 0···0 0···0 0···0
0···0 0 0···0 0···0 0···0 0···0 0···0
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• [2, 3, 6], r = 2; n¯ = 6m + 2:[ 3+4m+2(m+1)
4(m+1)+2(m+2) (m+1)+3+3m+2(m+1) (m+1)+1+3m+2(m+1) 4m+2(m+1)












































































0···0 0···0 0···0 0···0 0···0 0···0
0···0 0···0 0···0 0···0 0···0 0···0





































































0···0 1 0···0 0···0 0···0 0···0 0···0
0···0 0 0···0 0···0 0···0 0···0 0···0
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• [2, 3, 6], r = 3; n¯ = 6m + 3:[ 3+3m+3(m+1)
3(m+1)+3(m+2) (m+1)+3+2m+3(m+1) (m+1)+1+2m+3(m+1) 3m+3(m+1)















































































0 ···0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
0 ···0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0








































































0 ···0 1 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
0 ···0 0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
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• [2, 3, 6], r = 4; n¯ = 6m + 4:[ 3+2m+4(m+1)
2(m+1)+4(m+2) (m+1)+3+m+4(m+1) (m+1)+1+m+4(m+1) 2m+4(m+1)


















































































0 ···0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
0 ···0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0











































































0 ···0 1 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
0 ···0 0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
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• [2, 3, 6], r = 5; n¯ = 6m + 5:[ 3+m+5(m+1)
(m+1)+5(m+2) (m+1)+3+5(m+1) (m+1)+1+5(m+1) m+5(m+1)





















































































0 ···0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
0 ···0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0














































































0 ···0 1 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
0 ···0 0 0 ···0 0 ···0 0 ···0 0 ···0 0 ···0
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The symbol × in the last six arrays always denotes the continuation of the row
above.
Final Remark Independently of the proof, all the bimodules B(n) from the table
above have passed detailed tests in order to make sure we did not make any
miscalculations during a whole long and complicated process of their construction.
In particular, we checked that the specializations B(n)(c, l) := k[ξ ]/(ξ − c)l ⊗k[ξ ] B(n),
for (c, l) ∈ (k \Z( fp)) × N≥1 indeed:
• have appropriate dimension vectors,
• are indecomposable (their endomorphism algebras turned out to be local),
• are Hom-orthogonal (i.e. for fixed slope n, Hom(B(n)(c, l), B(n)(c′, l′)) = 0 for
any c, c′ ∈ k \Z( fp), c = c′ and l, l′ ≥ 1),
(cf. Remark 4.1(a)).
Open Access This article is distributed under the terms of the Creative Commons Attribution
License which permits any use, distribution, and reproduction in any medium, provided the original
author(s) and the source are credited.
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