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ABSTRACT 
The demand for better indoor environment has led to a wide use of heating, 
ventilating and air conditioning (HVAC) systems. Employing advanced HVAC 
control strategies is one of the strategies to maintain high quality indoor thermal 
comfort and indoor air quality (IAQ). This thesis aims to analyse and discuss the 
potential of using advanced control methods to improve the indoor occupants¶ 
comfort. It focuses on the development of controllers of the major factors of indoor 
environment quality in buildings including indoor air temperature, indoor humidity 
and indoor air quality.  
Studies of the development of control technologies for HVAC systems are reviewed 
firstly. The problems in existing and future perspectives on HVAC control systems 
for occupants¶ comfort are investigated. As both the current conventional and 
intelligent controllers have drawbacks that limit their applications, it is necessary to 
design novel control strategies for the urgent issue of indoor climate improvement. 
Hence, a concept of designing the controllers for indoor occupants¶ comfort is 
proposed in this thesis. The proposed controllers in this research are designed by 
combining the conventional and intelligent control technologies. The purpose is to 
optimize the advantages of both conventional and intelligent control methods and to 
avoid poor control performance due to their drawbacks. The main control 
technologies involved in this research are fuzzy logic control (FLC), 
proportional-integral-derivative (PID) control and neural network (NN). Three 
controllers are designed by combining these technologies.  
Firstly, the fuzzy-PID controller is developed for improvement of indoor 
environment quality including temperature, humidity and indoor air quality. The 
control algorithm is introduced in detail in Section 3.2. The computer simulation is 
carried out to verify its control performance and potential of indoor comfort 
improvement in Section 4.1. Step signal is used as the input reference in simulation 
and the controller shows fast response speed since the time constant is 0.033s and 
settling time is 0.092s with sampling interval of 0.001s. The simulating result also 
proves that the fuzzy-PID controller has good control accuracy and stability since the 
overshot and steady state error is zero. In addition, the experimental investigation 
was also carried out to indicate the fuzzy-PID control performance of indoor 
temperature, humidity and CO2 control as introduced in Chapter 5. The experiments 
are taken place in an environmental chamber used to simulated the indoor space 
during a wide period from late fall to early spring. The results of temperature control 
show that the temperature is controlled to be varying around the set-point and control 
accuracy is 4.4%. The humidity control shows similar results that the control 
accuracy is 3.2%. For the IAQ control the maximum indoor concentration is kept 
lower than 1100ppm which is acceptable and health CO2 level although it is slightly 
ii 
higher than the set-point of 1000ppm. The experimental results show that the 
proposed fuzzy-PID controller is able to improve indoor environment quality. A 
radial basis function neural network (RBFNN) PID controller is designed for 
humidity control and a back propagation neural network (BPNN) PID controller is 
designed for indoor air quality control.  
Then, in order to further analyze the potential of using advanced control technologies 
to improve indoor environment quality, two more controllers are developed in this 
research. A radial basis function neural network (RBFNN) PID controller is designed 
for humidity control and a back propagation neural network (BPNN) PID controller 
is designed for indoor air quality control. Their control algorithms are developed and 
introduced in Section 3.3 and Section 3.4. Simulating tests were carried out in order 
to verify their control performances using Matlab in Section 4.2 and Section 4.3. The 
step signal is used as the input and the sampling interval is 0.001s. For RBFNN-PID 
controller, the time constant is 0.002s, and there is no overshot and steady state error. 
For BPNN-PID controller, the time constant is 0.003s, the overshot percentage is  
4.2% and the steady state error is zero based on the simulating results. Simulating 
results show that the RBFNN-PID controller and BPNN-PID controller have fast 
control speed, good control accuracy and stability. The experimental investigations of 
the RBFNN-PID controller and BPNN-PID control are not included in this research 
and will carried out in future work.  
Based on the simulating and experimental results shown in this thesis, the indoor 
environment quality improvement can be guaranteed by the proposed controllers. 
Key works: Control technology, fuzzy logic control, neural networks, 
back-propagation, indoor thermal comfort, indoor air quality 
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Chapter 1 Introduction 
1.1    Background 
In recent years, a growing number of heating, ventilating and air conditioning 
(HVAC) systems are being installed in buildings as a way of providing thermal 
comfort and improving indoor air quality (IAQ) for occupants [1]. It is 
acknowledged that the indoor environment is very important to health and work 
efficiency for the people who spend most of their time indoors. The indoor 
environment can be affected by many factors such as temperature, relative humidity, 
actual occupancy level, ventilation, particle pollutants, biological pollutants and 
gaseous pollutants [2]. In the HVAC research field, the indoor thermal comfort and 
indoor air quality are mostly of concern.  
Research in thermal comfort is related to the sciences and technologies of physiology, 
HVAC and control, etc. Several different types of thermal comfort standards have 
been introduced based on the current knowledge of RFFXSDQWV¶ thermal comfort. For 
example, ASHRAE-55 has been developed based on the information collected from 
different field studies performed in several countries: Canada, USA, UK, Greece, 
Pakistan, Thailand, Indonesia, Singapore and Australia as shown in Figure 1 [3]. 
Hence to improve the indoor thermal comfort now and in future an important 
worldwide subject. 
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Figure 1-1 The geographic distribution of building studies that formed the basis of 
the comfort standard of ASHRAE [3] 
These standards have been widely applied for the purpose of occupant thermal 
comfort in different buildings. The regions where buildings located also lead to 
different standards of thermal comfort as listed in Table 1-1. The equations listed in 
Table 1-1 are used calculate the comfort temperatures, and Tom is the mean outdoor 
temperature of the previous seven days. 
Table 1-1 Thermal comfort standard for individual countries [4] 
Country  Thermal comfort standard 
  Tom <10oC  Tom >10oC 
France  0.049x Tom +22.85  0.206x Tom +21.42 
Greece  NA  0.205x Tom +21.69 
Portugal  0.381x Tom +18.12  0.381x Tom +18.12 
Sweden  0.051x Tom +22.83  0.051x Tom +22.83 
UK  0.104x Tom +22.85  0.168x Tom +21.63 
Hence, it is known that the indoor thermal is a complex subject and must be dealt 
with for a better indoor environment quality. Indoor air quality is another key factor 
of indoor environment quality. Over the past decades, exposure to indoor air 
pollutants is believed to have increased due to a variety of factors, including the 
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reduction of ventilation rates (for energy saving), the construction of more tightly 
sealed buildings, and the use of synthetic building materials and furnishings as well 
as chemically formulated personal care products, pesticides and household cleaners. 
Poor indoor air quality could result in different kinds of diseases [5]. Researchers 
started paying attention to this issue and started measuring the relative indoor air 
pollutants in 1990s [6]. The indoor air pollutants considered including: carbon 
dioxide (CO2), carbon monoxide (CO), radon, odour, chemical and microbiological 
volatile organic compounds (VOCs/MVOCs) can significant impact the indoor air 
quality. Sometimes symptoms or sensory irritation in eyes may likely be caused if the 
concentrations of the air pollutants are lower than certain levels. How, if the some of 
the mentioned air pollutants levels are higher than the acceptable levels, major harm 
may be caused to human body. The event of Severe Acute Respiratory Syndromes 
(SARS) in 2003 is one of such examples. The thresholds for some VOCs are listed in 
Table 1-2 [6]. Hence, the indoor air quality must be well monitored and controlled in 
an indoor environment for people¶s health and working efficiency. Moreover, it must 
be noticed the IAQ is a complex subject and relative researches should be and have 
been carried out to understand it better. 
Table 1-2 Ratio of thresholds for odour and sensory irritation for selected VOCs[6] 
VOC Odour (ߤg/m3) Sensory irritation (mg/m3) 
Formaldehyde 110 0.6-1 
Toluene 644 376 
Butanol 90 300 
Acetic acid 5 25 
Limonene 45 445 
Studies have helped us better understand of thermal comfort and indoor air quality 
and the different standards have been developed for specific situations. The solution 
to maintain the indoor parameters like temperature, humidity and concentration of 
selected air pollutant at certain levels based on the proper chosen standard is another 
4 
issue to be dealt with. Most of these factors can be adjusted through HVAC systems 
and they are vital to improving indoor environmental quality and air quality. 
Different types of HVAC systems were developed and used in buildings for 
improving indoor climate quality. For example, central chilled water system is one 
popular type of HVAC system developed for improving the thermal comfort of 
indoor environment [7]. Such HVAC system is mostly applied in modern commercial 
and office buildings especially in large and high rise buildings. It has been claimed in 
literature that the indoor climate quality can be significantly enhanced and 
satisfaction can be obtained from the occupants with the use of HVAC systems [7]. 
Therefore, researchers including HVAC engineers keep working on this subject and 
modifying the current systems and developing new HVAC system as required. The 
increasing use of HVAC to improve indoor environment will inevitably result in 
considerable energy consumption. Currently, conventional HAVC systems consume 
approximate half of the total electric energy that is largely depend upon fossil fuel in 
modern cities [8]. For instance, the mentioned central chilled water system always 
contributed a large part of the total electricity energy consumption in buildings. As 
more air conditioning equipment are installed in offices, commercial residential 
buildings, aiming for providing comfort indoor environment, it could result in a 
significant increase in greenhouse gases emissions from HVAC applications. 
Therefore, the demand for environmental comfort is in conflict with the call for 
reduction of energy consumption and environmental protection. Hence, it is a 
pressing issue to address the conflict and it is a necessary to find the way out for 
improving indoor environment with the least energy consumption.  
Besides the problem of energy consumption, sometimes the incorrect operation of 
the HVAC systems may not help to improve indoor environment. For example, it is 
reported that if the HVAC systems are not operated properly, poor indoor thermal 
comfort are caused as a result due to over heating or over cooling [4]. Moreover, 
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such over working of HVAC systems may easily lead to poor indoor air quality as 
well. Thus, even though HVAC systems have been widely used for the purpose of 
enhancing indoor occupants comfort, the negative results are obtained occasionally. 
For this reason, there is the demand of developing rules for HVAC operation [6]. 
Therefore, in order to optimize the performance of HVAC systems, controller 
designers for the controlling systems have been working on developing various 
control strategies for HVAC systems. The control systems for indoor building 
environments can be mainly classified into two categories according to the 
approaches employed: the conventional controllers and computational intelligence 
techniques. The proportional integrate derivative (PID) controller is one of the most 
popular conventional controller for HVAC systems. Intelligent controller, neural 
networks have recently become practical as a fast, accurate and flexible tool to 
HVAC control strategy modeling, simulation and design. With a proper designed 
controller, the performance of a HVAC system can be significantly improved [7]. 
Moreover, there are several disadvantages that limit the performance of current 
control technologies. For example, the on/off control causes the system switching 
working state too frequently; and neural networks are hard to put into application. 
Hence, it is worth developing novel control strategies for HVAC system for the 
purpose of optimizing the indoor environment quality and energy efficiency. In this 
research, new controllers are developed and their performances as well as their 
potentials in HVAC systems control are discussed. 
1.2    Aim and objectives  
Aim of this control strategy is to design control strategies by combining conventional 
and intelligent control technologies for indoor environment quality control including 
indoor air temperature, indoor humidity control and indoor air quality control with 
the computational modeling and experimental investigation and to point the potential 
direction of improving occupants comfort in built environment. It is difficult to 
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develop a universal control strategy for both residential and commercial buildings; 
therefore, this research selects the indoor environments of office areas as its control 
objects. Moreover, it looks into the development of novel control technologies for 
better control performance on indoor temperature, humidity and air quality 
management. 
In order to achieve the aim, the following challenges and major works need to be 
tackled: 
(1)    The Combination of conventional control and intelligent control 
To combine the conventional and intelligent control technology is a research interest 
area among recent HVAC systems control designers. Because both conventional and 
intelligent control technologies have their own disadvantages that may limit the 
control performance. The advantages and disadvantages of current control 
technologies are discussed in detail in Section 2.2. For example, for conventional 
control technologies, PID controllers are widely applied to HVAC systems in 
buildings and relevant areas because they are practical, easy to put into use and good 
stability. However, PID control has to be designed based on a specific building 
environment and the mismatch of building model always lead to poor control 
performance. For intelligent control technologies, fuzzy logic control for instance has 
better adaptability than PID controllers but the difficulties of implemention. 
Researches have been carried out to overlap between different categories of 
controllers for developing control strategies for different purposes. The purpose of 
such design concept is to use the advantages of each control methods and to avoid 
the disadvantages of them. In this research, all the novel control strategies for indoor 
temperature, indoor humidity and air quality are designed based on the principle of 
combing the conventional and intelligent control technologies and highlighting the 
merits of both, as well as removing the limitation of their drawbacks.   
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(2)    Design of controller for indoor temperature control 
Indoor temperature is one of the key factors that affect the indoor environment 
quality. Hence the control strategy for indoor air temperature is the first controller 
designed in this project. The difficulties and challenges in indoor temperature control 
can be generally summarized as time delay and influence of humidity, which more 
details are discussed in Section 2.1. Thus, according to such discussion, the designed 
controller has to have the following requirement: quick response, small overshot, 
good adaptability and intelligent algorithm.  
(3)    Design of controller for indoor humidity control 
Indoor humidity known as another factors of indoor thermal comfort and can affect 
the occupant comfort and people¶s health and a newly control strategy is designed for 
this indoor climate parameter. There are difficulties existing in humidity control that 
is known generally large time delay and more details are discussed in Section 2.1. 
Hence a control strategy whose algorithm has quick processing speed must be 
developed for controlling this important signal. 
(4)    Design of controller for indoor CO2 control 
Besides the thermal comfort, the indoor air quality is also an important factor that 
affects the indoor environment quality especially the sensation and health of 
occupants in building. The monitor and control of indoor air quality is a complex 
mission since there are many types of indoor air pollutants and it is impossible and 
unnecessary to control all of them. The concentration of indoor CO2 is used as the 
control signal of this control strategy. The challenge of indoor CO2 control includes 
mismearsurement and disturbances of uncertain parameters. It requires the novel 
controller must have very good stability and adaptability as well as the intelligent 
algorithm that is able to quickly response to any situation.  
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(5)    Fuzzy PID control 
In order to analyze the potential of improving the indoor climate quality with 
advanced control technologies, a fuzzy logic based intelligent PID controller is 
designed for indoor environment quality improvement. The control algorithm is 
developed and introduced in detail in Section 3.3. Then the computer simulation is 
used to study its control performance in Section 4.1. Finally, the experimental 
investigation is carried out to analyze the fuzzy PID controller¶s performance on 
indoor climate improvement. Experiments including indoor temperature, indoor 
humidity and indoor air quality control by using proposed fuzzy PID controller are 
introduced in Chapter 5. 
(6)    RBFNN PID control 
In order to further analyze the potential of using advanced control technologies to 
improve indoor environment quality, a RBFNN-PID controller is developed 
considering the difficulties of indoor humidity control. RBFNN has faster calculating 
and processing speed compared to other intelligent neural networks. This advantage 
makes it suitable for indoor humidity control and there is no such research yet. In this 
project, based on the principle of using overlapped control strategy, the humidity 
controller is designed based on PID control and radial basis function neural network 
and discussed in Section 3.4. The control performance is indicted in Section 4.2. 
(7)    BPNN PID control 
A novel IAQ controller using BPNN-PID control technology is developed in this 
research. The PID controller is used for indoor CO2 concentration control. The neural 
network is used of PID parameters tuning and the back-propagation algorithm is used 
for updating the weights of the neural network. The advantage of this control strategy 
is disturbances resistance and it is suitable for CO2 control. The control performance 
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is verified by simulation using Matlab code discussed in Section 4.3. 
1.3    Research Methodology  
Aim of this control strategy is to design control strategies by combining conventional 
and intelligent control technologies for indoor environment quality control including 
indoor air temperature, indoor humidity control and indoor air quality control with 
the computational modeling and experimental investigation and to point the potential 
direction of improving occupants comfort in built environment. Three controllers are 
to be designed to analyse the potential of newly proposed controllers for indoor 
environment quality (IEQ) control and the idea of using complex control strategy 
combined by different control techniques. The work is broken down to several parts 
as shown Figure 1-2. 
Indoor environment quality 
control strategy
Fuzzy-PID RBFNN-PID BPNN-PID
Simulating test Theoretical analysis
Mathematical model of a 
medium size office area
Designed for IEQ For humidity For indoor air qulity
Evaluate the control 
strategies
Discuss the potential of these controller for 
other indoor environment
Experimental investigation
Future work
 
 Figure 1-2 Breakdown structure of this research 
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Following tasks as shown in Table 1-3 are needed to be accomplished as the way to 
achieve the aim and objectives of this research.  
1. Review: the problems of indoor environment quality control and current control 
methods are needed to be reviewed. 
2. Controllers design: this is the main part of this research. Three controllers: fuzzy 
PID control, RBFNN-PID and BPNN-PID control are designed. The PID 
controller is used to control the indoor climate because of its merits and the 
overlapped intelligent control is used to auto tune its parameters. In addition, the 
selections of intelligent controllers for different control objects are decided based 
on the challenges and difficulties of each indoor environmental parameter 
control. 
3. Theoretical analysis: after the control rules and algorithms have been developed, 
the theoretical analysis is necessary to carry out to discuss the control 
performance. In this way, the advantages and disadvantages of each control can 
be understood in advance. 
4. Simulating tests: simulations are used to conduct the performance of the control 
strategies. The simulating tests are studied on the platform of Matlab. 
5. Simulating results analysis: the results are analysed to understand the developed 
technologies. If the controllers do not meet the desired requirement they to be 
modified before applied to real systems. 
6. Build the test rig: test rig is designed and built to carry out the experimental tests 
and more details are discussed in Section 5.1. 
7. Experimental tests: experiments of indoor temperature, relative humidity control 
and CO2 control are carried out. 
8. Experimental results analysis: the data collected in experiments are used to 
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analyse the control performance and indoor environment quality improvement.  
9. Discussion of the proposed controllers 
Table 1-3 Task list 
No. Task  Preceding 
task 
1 Review  N/A 
 Problem statements   
 Current control methods   
2 Design the controllers  1 
 Fuzzy-PID controller   
 RBF-PID controller   
 BPNN-PID controller   
3 Theoretical analysis  2 
4 Simulating tests  2 
5 Simulating results analysis  4 
6 Build the test rig  2 
7 Experimental tests carried out  5 
8 Experimental results analysis  6 
9 Discussion of the proposed controllers  3,5,8 
 Control performance    
 Indoor climate improvement    
The listed tasks should be carried out and to be accomplished step by step as shown 
in Figure 1-3 as the way to achieve the research aim and objectives. 
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Review Controller design
Theoretical 
analysis
Build test rig
Simulation Simulating 
results analysis
Discussion ExperimentsResults 
analysis
 
Figure 1-3 Task path 
1.4    Outline of thesis 
This thesis, comprised of 6 chapters, is summarized as follows: 
Chapter 2 Literature review 
In this Chapter, the previous studies and researches relevant to heating, ventilating 
and air-conditioning systems and control technologies of them are reviewed. Firstly, 
it reviews the main problem statements including the knowledge of thermal comfort 
including the definition of it; the parameters affect it, importance of it and the current 
thermal indexes. Secondly, the indoor air quality is introduced in detail including: the 
important role that IAQ plays in the indoor environment, the factors the influence the 
indoor air quality, the harm that caused by poor indoor air quality and the possible 
way to control it. Then the urgent issue of energy efficiency is introduced including 
the reason that caused this problem, the energy cost in buildings and the way for 
energy saving. In addition, the HVAC systems that are applied to improve indoor 
environment quality are introduced and case studies are introduced to show 
limitation of using HVAC system for the purpose of indoor climate improvement. 
Finally, the control technologies that have been used for HVAC systems control and 
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that have the potential to be applied for HVAC systems control in the future are 
introduced. Moreover, the disadvantages and future perspectives are summarized in 
order to show a full image of the research in the HVAC systems control field that this 
research stands at and role in exploring the potential of improving indoor occupants¶ 
comfort using novel control strategies. 
Chapter 3 Controllers design 
This chapter firstly introduces the studied indoor environment of this research, a 
medium office area and the mathematical model representing the indoor temperature, 
indoor humidity and indoor CO2 concentration of this office area. Then 
developments of the three newly designed controllers are introduced in detail 
including their structures and the algorithms as well as the process that how the 
controllers work. These control strategies are designed based on the difficulties and 
challenges of each indoor climate factor control. At last, the controllers¶ performance 
are alnalysed theoretically and their advantages and potentials in indoor environment 
control are summarized so that it has pointed the aspects that need to be focused on 
and further indicated in other evaluation approaches.  
Chapter 4 Simulating results 
In this Chapter, simulating tests were carried out to evaluate the proposed controllers: 
fuzzy-PID controller, radial basis function neural network based PID controller and 
back propagation neural network based PID controller. The simulating tests of the 
control processes are based on the mathematical models of the indoor climate that are 
discussed in Chapter 3. The simulations have been taken on the platform of Matlab. 
Different reference inputs are introduced to simulating process for more accurate 
results. Then, the simulating results were discussed to analyse the controllers¶ 
performances on the indexes including response speed, stability, overshot and 
adaptability. At last the potential of the designed controllers for indoor environment 
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quality control is discussed based on the simulating results. 
Chapter 5 Experimental investigation 
This chapter introduces the experimental investigations of the newly designed 
controllers: fuzzy-PID controller for indoor temperature, indoor humidity and indoor 
CO2 in the test rig of environment chamber representing a mediums size office. The 
experimental results are anlysed to evaluate the controllerV¶ performances in indoor 
climate control. Then, the collected data are simply processed to indicate the 
controllers¶ performance. 
Chapter 6 Discussion, conclusion and future work 
This chapter firstly introduces that the indoor environment could be significantly 
improved by using proper control strategies. Then, the potential of applying the 
proposed controllers to other types of buildings with minimum change on their 
structures and algorithms based on the theoretical analysis, simulating and 
experimental results. In addition, the idea of designing novel control strategy by 
combining current conventional and intelligent control technologies is discussed. The 
novel controllers proposed in this research are all developed based on this principle. 
Moreover, a concept design that includes the three newly designed controllers is 
introduced. Final insight has been shed onto the conclusion of this current work and 
suggestions for future work. 
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Chapter 2 Literature review 
2.1    Problem statements 
Researches showed that the greatest majority of people spend 80% - 90% of their 
time inside buildings which leads to the increase of people¶s living standard and both 
objective and subjective requests should be satisfied [7]. In existing and future 
buildings there is an increasing focus on occupant comfort and energy uses. 
Therefore, the two main problems that building operators pay attention to are the 
indoor environment quality and energy efficiency. Indoor climate quality can be 
affected by a variety of factors like buildings type, construction material, occupancy 
level, selection of air-conditioning facilities ect. and is strongly related to health of 
human, people¶ productivity and occupants¶ sensations [7]. Energy consumption of 
buildings depends significantly on the criteria used for the indoor environment 
(temperature, ventilation and lighting) and building design and operation. Recent 
studies have shown that costs of poor indoor environment for the employer, the 
building owner and for society, as a whole are often considerably higher than the cost 
of the energy used in the same building [9]. Hence, to improve the indoor 
environment quality is the approach for both occupantV¶ and economic benefits.  
Studies related to indoor environment quality had been carried out to understand and 
anlayse such issue. Thermal comfort, involving environmental factors of air 
temperature, humidity, mean radiant temperature and air exchange rate. It is now 
widely used to help to understand and human health and people¶s feeling and to 
design, monitor, control and operate the building performance. Lately, since 
air-conditioning systems have been widely used as results of the concern of thermal 
comfort, the problems caused by the poor indoor air quality (IAQ) appear more 
frequently (e.g., SBS). IAQ, considering the nature of air in an indoor environment is 
a measure associated with occupant health and comfort. The widely use of 
air-conditioning system lead to another major problem that is the increase of energy 
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consumption in buildings. In the last few decades, the research directions in the 
research area related to manage indoor thermal comfort, indoor air quality and 
energy efficiency is to balance the indoor environment quality and energy use to 
optimise the performance of the both factors.  
In this section, two of the indoor environment factors, including thermal comfort and 
indoor air quality are introduced. Then the energy efficiency is discussed. 
2.1.1    Thermal comfort 
Thermal comfort is GHILQHGDV µWKDWFRQGLWLRQ of mind which expresses satisfaction 
with the thermal HQYLURQPHQW¶[10]. Prediction of the range of temperatures for this 
comfort condition depends on environmental and personal factors and is complicated. 
Recent literature [10] has concluded the principles of several adaptive thermal 
comfort models and standards: the American ASHRAE 55-2010 standard, the 
European EN15251 standard, and the Dutch ATG guideline. Today, these standards 
are increasingly used for the purpose of indoor thermal comfort improvement. 
Research in thermal comfort integrates several sciences such as physiology, building 
physics, mechanical engineering and psychology. According to Nicol [11], there are 
three reasons for understanding the importance of thermal comfort:   
x To provide a satisfactory, healthy and comfortable condition for people,  
x To manage energy consumption [12,13],  
x To suggest and set standards.  
Furthermore, Raw and Oseland [14] suggested six objectives for developing 
knowledge in the field of thermal comfort:  
x Control over indoor environment by people  
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x Improving indoor air quality (discussed comprehensively by Khodakarami and 
Nasrollahi [15±17])  
x Achieving energy savings 
x Reducing the harm on the environment by reducing CO2  production  
x Affecting the work efficiency of the building occupants (discussed by Leyten, 
Kurvers [18]),  
x Reasonable recommendation for improving or changing standards. 
The knowledge of human thermal comfort is developed by engineers and 
physiologists. Afterwards, different indices relating temperature to comfort were 
developed by engineers and physiologists, and now, different thermal comfort 
standards were used in different types of buildings. 
There are many factors related to occupants¶ subjective comfort in an indoor climate: 
temperature, humidity and air circulation; smell and respiration; touch and touching; 
acoustic factors; sight and colours effect; building vibrations; special factors 
(solar-gain, ionization); safety factors; economic factors; unpredictable risks. The 
common influence of these factors cannot be analysed due to current technical 
limitations, and it is a complex process to simulate and analyse the adaptation of the 
human body to a certain environment since one reacting to the common action 
depends more parameters. 
Although thermal comfort is a complex concept it is suggested to study it based on 
the data of environment factors and occupants factors. Environmental factors include 
air temperature, humidity, mean radiant temperature and air exchange rate. It is 
believed that occupant factors refer to lifestyle, economic status and adaptive 
behaviour. Therefore, , the requirements for the thermal comfort in the context of 
building related built environment should be adjusted based on not only the type of 
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building but also the age, health status and activities of occupants. For example, an 
acceptable temperature range for desk workers might be too high for those doing 
physical work. Another example is given that gyms or factories can be kept at a 
lower temperature than theatres, offices or commercial buildings. Therefore indices 
related to thermal comfort are needed to predict and decide the acceptable indoor 
thermal environment for occupants. 
In general, heating, ventilating and air-conditioning systems must be designed based 
on nationally specified criteria, however, in case of no national regulations are given; 
international standards should be used for thermal comfort in informative annexes. 
There are several recommended criteria given for general thermal comfort and they 
can be concluded as PMV (predicted mean vote) - PPD (predicted percent 
dissatisfied) model or operative temperature and for local thermal comfort 
parameters like vertical temperature differences, radiant temperature asymmetry, 
draft and surface temperatures. Operative temperature is defined as a uniform 
temperature of a radiantly black enclosure in which an occupant would exchange the 
same amount of heat by radiation plus convection as in the actual non-uniform 
environment. Such requirements can be found in existing standard and guidelines. 
An index called the predicted mean vote (PMV) that has been widely used to predict 
acceptable thermal environment for a large group of people was designed [19]. 
Briefly, four environment variables are taken into account in the PMV function and 
this is expressed as follows:  
PMV=f(ta, tmr, v, pa, M, Icl) 
where air temperature (ta), mean radiant temperature (tmr), relative air velocity (v) 
and air vapour pressure (pa), activity level (M) and the clothing insulation (Icl). 
PMV represents the mean thermal sensation vote on a standard scale for group of 
building occupants for any given combination of the four environment variables, 
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prevailing activity level and clothing [19].                                                                                   
Moreover, Fanger introduced six parameters that have effects of thermal comfort as 
follows [19]:  
x Metabolism refers to all chemical reactions that occur in living organisms. It is 
also related to the amount of activity. The unit of activity is Watt (W). 
x The amount of clothing resistance also affects thermal comfort. This parameter 
is expressed as clo, and it ranges from 0 (for a nude body) to 3 or 4(for a heavy 
clothing suitable for polar regions).In this regard, 1 clo=0.155 oC/W. 
x An ideal relative humidity between 30% and 70%. 
x Air velocity has a thermal effect since heat loss can be increased by convection. 
Moreover, draught can be caused by air movement in a cold thermal zone. The 
amount of air fluctuations is also important. The unit is normally m/s. 
x The air temperature representing the temperature of the air surrounding a human 
body might be one of the most important parameters (in Celsius or Fahrenheit). 
x The other source of heat perception is radiation. Therefore, mean radiant 
temperature has a great influence for a human body (i.e. how it loses or gains 
heat from and to the environment). 
Table 2-1 Recommended operative temperatures for occupants for sedentary activity 
based on ISO 7730±1984 [19]. 
Season Clothing 
insulation (clo) 
Activity level 
(met) 
Optimum operative 
temp. (oC) 
Operative temp. 
range(oC) 
Winter 1.0 1.2 22 20-24 
Summer 0.5 1.2 24.5 23-26 
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Table 2-2 Recommended operative temperatures for occupants based on ASHRAE 
55-1992 [19]. 
Season Clothing 
insulation (clo) 
Activity level 
(met) 
Optimum operative 
temp. (oC) 
Operative temp. 
range(oC) 
Winter 0.9 1.2 22 20-23.5 
Summer 0.5 1.2 24.5 23-26 
Later on, ISO 7730-1984 and ASHRAE 55-1992 were introduced based on Fanger¶s 
equations. Examples of temperature bandwidths that resulted from climate chamber 
studies [19] were presented in Table 2-1 and Table 2-2. Climate chamber studies also 
known as steady-state studies aim to determine steady-state thermal comfort models. 
The research is conducted in an environmental test chamber that can vary different 
climatic parameters. 
Field studies showed evidence to prove that PMV model works pretty well in 
air-conditioned premises, however, this most popular thermal index is not suitable for 
naturally ventilated buildings [19, 20]. Humphreys [21] argued that thermal comfort 
standard like the ISO 7730 based on PMV model was not entirely suitable for 
general applications. Unnecessary cooling in warmer climates and unnecessary 
heating in cooler regions leading to huge amount of energy cost might be caused by 
misuse of ISO-PMV, and if such standards are applied in developing countries there 
would be adverse economic and environmental penalty. Humphreys and Nicol 
evaluated the validity of comfort theories through several field studies and research 
data showed that the range of comfort temperature in naturally ventilated building is 
much wider than what PMV_PPD models predict (especially in summer) [11, 22-24].  
Table 2-3 summaries some of the recent studies [25-31]. In general, the actual 
acceptable temperature ranges were suggested, by these studies, to be broader than 
the comfort temperature range stipulated in either the ASHRAE standard [29] or 
local standard [32]. Therefore, consideration should also be given to other factors 
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such as individual control/differences, climate context and carbon footprint, rather 
than simply the conventional thermal comfort and thermal neutrality [25, 31, 33]. For 
example, 24°C -26°C is the desired range of temperatures indicated in guidance for 
internal temperatures for various types of buildings [34]. But most of participants 
would like to set the temperature around 25.6°C in summer and 20°C in winter, 
which are regarded as the standard temperature in air conditioning systems [35].  
Table 2-3 A summary of works on thermal comfort standards [21] 
Region (year) Ref Building Key remarks 
Global 
(2002) 
[25] General 5 key issues: (i) Satisfaction and 
inter-individual differences, (ii) climate 
context, (iii) role of countries(especially 
personal/individual), (iv) beyond thermal 
neutrality, and (v) beyond thermal comfort. 
Netherlands  
(2006) 
[26] Office The 90% acceptability is allowed to exceed in 
10% of the occupancy time (i.e. at least 90% 
satisfied for at least 90% of the time), and 
indoor temperature limits are given as a 
function of mean outdoor temperature. 
Europe 
(2010) 
[27] Office The differences between European Standard 
EN 15251 and ASHRAE 55 were discussed. 
Suggested allowance in EN 15251 for air speed 
using fans can be applied to the equation for 
naturally ventilated buildings. 
Global 
(2010) 
[28] General New thermal comfort standards that allow 
occupants to choose and control their preferred 
temperature will be used. In future, buildings 
will be increasingly classified based on their 
energy use and carbon footprint. 
China (2010) [29] University 
Classroom 
The Chongqing adaptive comfort range is 
broader than that of the ASHRAE Standard 
55-2004. 
Korea (2012) [30] Office Occupants would feel comfortable even at 28oC 
depending on the previous running mean 
outdoor temperature, 2oC higher than the 26oC 
stipulated in the Korean Standard. 
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Indoor humidity is also a key factor that affects indoor thermal comfort besides 
temperature. This involves manipulating indoor temperature and humidity levels. 
The upper limits for relative humidity that typically are in the range of 60%-80% is a 
safe level for indoor thermal and moisture conditions,  and is  also generally 
known that they can be set too high if out of concern for the health effects [36]. The 
recommended value of upper indoor relative humidity is 70% according to study 
[37]. 
Since indoor thermal comfort is a major statement of the indoor environment quality, 
indoor temperature and humidity should be well monitored and controlled for 
RFFXSDQWV¶ comforts and energy efficiency. Hence, HVAC technologies have been 
developed and proper control technologies are required to operate HVAC systems for 
this purpose. 
2.1.2    Indoor air quality 
As air conditioning systems have been widely used in buildings for better thermal 
comfort, the problems caused by the poor indoor air quality (IAQ) appear more 
frequently (e.g., SBS). IAQ is not a concept can be easily defined, since the nature of 
air in an indoor environment is a measure associated with various parameters like 
occupant health and comfort. Moreover, IAQ was ranked as one of the top five 
environmental risks to occupant health by the United States Environmental 
Protection Agency (USEPA) based on Field studies on comparative risk [38]. Over 
the past decades, exposure to indoor air pollutants is believed to have increased due 
to a variety of factors, including the reduction of ventilation rates (for energy saving), 
the construction of more tightly sealed buildings, and the use of synthetic building 
materials and furnishings as well as chemically formulated personal care products, 
pesticides and household cleaners.  
There are many types of indoor pollutants such as CO2, CO, volatile organic 
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compounds (VOCs), radon, NO2, indoor particles. The poor indoor air quality may 
cause several types of symptoms and tiredness, dry irritated or itchy eyes and 
headache are the top three symptoms according to relevant studies [39-41] as shown 
in Table 2-4. 
Another major problem that caused by poor indoor air quality is the odour issue that 
will lead to several impact on human body such as productivity reduction, mental 
distraction, etc as presented in Table 2-5. 
Hence, it is important to monitor and control indoor air quality in a built environment 
for people¶s health, comfort and improving productivity, et al. Based on Peder¶s 
review, approaches to improve indoor air quality in office can be as follows [6]: 
x Sampling of labile species, e.g. secondary ozonides. 
x High volume sampling: reactive oxygen species (ROS), e.g. OH radical, other 
organic radicals, and antioxidant depletion. 
x UFP (on-line): number and size-distribution. Transition metal and elemental 
carbon analysis. 
x Black carbon particles: a potential proxy for combustion particles to evaluate 
health risks. 
x Personal exposure measurements, e.g. nitrogen dioxide as proxy for exposure to 
combustion/traffic pollutants. 
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Table 2-4 Frequent symptoms prevalence (%) from major studies in offices [6] 
*N - total number of respondents/R - response rate in % 
Study [39] [40] [41] 
Country 9 European 
countries 
USA London, UK 
N/R* 6537/19 -/93 4052/- 
Recall 
period 
(days) 
 
1 
 
30 
 
14 
Symptoms Dry skin (32) Tired or strained eyes 
(33) 
Headache (44) 
 
Lethargy (31) Dry, itching, irritated 
eyes (30) 
Cough (36) 
 
Stuffy nose (31) Unusual tiredness, 
fatigue or 
drowsiness (27) 
Dry, itchy tired 
eyes (33) 
 
Dry eyes (26) Headache (25) Blocked, runny 
nose (27) 
 
Headache (19) Tension, irritability, or 
nervousness 
(23) 
Tired for no reason 
(25) 
 
Flu-like symptoms 
(14) 
Pain or stiffness in 
back, neck 
shoulder (22) 
Rashes, itches (20) 
 
Chest tightness (10) Stuffy or runny nose 
(22) 
Cold, flu (19) 
 
Runny nose (11) Sneezing (18) Dry throat (18) 
 
Watering eyes (7) Sore or dry throat (16) Sore throat (17) 
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Table 2-5 Reported impact by odour [6] 
Effect References 
Annoyance [42] 
Behaviour  [43]  
Breathing pattern [44], [45] and [46] 
Exacerbation of asthma  [47]  
Perceived risk for unknown exposure 
(worry) 
[48] and [49] 
Mood  [50], [51], [52], [53] and [54] 
5LVNRISHUFHLYHG³EDG´KHDOWK  [55], [56] and [57] 
(Multiple chemical sensitivity)  [58] 
Risk of subjectively perceived sensory 
irritation 
[47] 
Risk of mental distraction ± altered 
performance 
[59], [60], [61], [62], [63], [64] and [65] 
Moreover, in a report presented by Ioan, a testing model of indoor air quality in 
buildings was developed based on the European Standard CEN 1752 to determine 
the outside airflow rate and to verify the indoor air quality in rooms [66]. Results 
showed that the climate in rooms affects the comfort and the health of the occupants 
at the same time. Moreover, it is advised that he engineers for designing and 
operating of HVAC systems should preserve the comfort parameters at the optimal 
values for better control and operating performance. In order to operate and control 
HVAC system for the purpose of improvement of indoor air quality, researches on 
control technologies should be carried out. 
Since there are many types of indoor air pollutants it is a complicated matter to 
monitor all of them [67-69]. As investigating all types of indoor air pollutants for 
general air quality monitoring and control is a complicated matter [70, 71], it was 
suggested that the measurement and analysis of indoor carbon dioxide (CO2) 
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concentration could be useful for understanding IAQ and ventilation effectiveness 
[72-74].  Although a CO2 level up to 10,000 ppm is acceptable to healthy people 
without serious health effect, the CO2 level should be kept below 1,000 ppm or 650 
ppm above the ambient level for the reason of preventing any accumulation of 
associated human body odour [75, 76]. Table 2-6 presents the harm caused by high 
CO2 concentration on human body.  
Table 2-6 harm of CO2 on human body [7] 
CO2 concentration  Effect 
[%] [ppm]   
3 30,000  Deep breathing 
4 40,000  Headache, pulse, dizziness 
5 50,000  After 0.5-1 h many cause death 
8-10 80,000-100,000  Sudden death 
The IAQ standard defined by ANSI/ASHRAE Standard 62-1929 states:' for comfort, 
indoor air quality may be said to be acceptable if not more than 50% of the occupants 
can detect any odour and not more than 20% feel discomfort, and not more than 10% 
suffer from mucosal irritation, and not more than 5% experience annoyance, for less 
than 2% of the time' [77]. Being able to influence most of these factors, proper 
control strategies are needed to operate the building HVAC systems in order for 
optimizing occupant comfort and energy saving in built environment. 
2.1.3    Energy efficiency 
The introduction of the use of mechanical means for providing desired comfortable 
temperature for building users is considered as one of the unfortunate phenomenon 
of modern global development since. This trend has led to huge energy consumption 
in the building stock, and nowadays, around one third of fossil fuel is consumed in 
buildings [78].  
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There have been marked increase in energy use in developing countries, and it is 
envisaged that such trend will continue in the near future. For instance, Chinese total 
primary energy requirement (PER) increased from about 570 to over 3200 Mtce 
(million tonnes of coal equivalent), an average annual growth of 5.6% during 
1978-2010. Although its energy use and carbon emissions per capita are low, China 
overtook the US and became the largest energy consuming and CO2 emissions nation 
in 2009 [79-85]. Chai and Zhang [86] estimated that Chinese PER would increase to 
6200 Mtce in 2050 according to the analysis of technology and policy options for the 
transition to sustainable energy system in China. Moreover, the consumption of fossil 
fuels would account for more than 70% of total energy cost and the corresponding 
emissions could reach 10 GtCO2e (10h109 tonnes of CO2 equivalent). It has been 
estimated that, energy consumption in emerging economies in Southeast Asia, 
Middle East, South America and Africa will exceed that in the developed countries in 
North America, Western Europe, Japan, Australia and New Zealand by 2020 [87]. 
In many developed countries, the building sector is one of the largest energy 
consuming sectors, more than both the industry and transportation, accounting for a 
larger proportion of the total energy consumption. For example, in 2004 40%, 39% 
and 37% of the total PER in USA, the UK and the European Union was consumed in 
building sector [88]. In China, building stocks accounted for about 24.1% in 1996 of 
total national energy use, rising to 27.5% in 2001, and was estimated to increase to 
about 35% in 2020 [89, 90]. It was reported about 40% of the total PER consumed in 
buildings that also contribute to more than 30% of the CO2 emissions [91]. A number 
of studies conducted worldwide to improve building energy efficiency were started 
as results of such concern. They can be summarized as follows: sensitivity and 
optimisation [92-97], on the designs and construction of building envelopes (e.g. 
thermal insulation and reflective coatings [98], and life-cycle analysis [99, 100]); the 
control of heating, ventilation and air conditioning (HVAC) installations and lighting 
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systems [101-104] and technical and economic analysis of energy-efficient measures 
for the renovation of existing buildings [105-109]. Literatures reported that the major 
factor why the proportion of energy use in buildings was significantly increased was 
due to the spread of the HVAC installations in response to the growing demand for 
better thermal comfort within the built environment. In general, accounting for about 
half of the total energy consumption in buildings especially non-domestic buildings, 
HVAC systems are the largest energy end-use in developed countries [110-117]. 
Energy consumption in both residential and commercial buildings is dominated by 
space heating, cooling, and air conditioning (HVAC) and lighting as shown in Figure 
2-1 [118, 119]. A recent literature survey of indoor environmental conditions has 
found that thermal comfort is ranked by building occupants to be of greater 
importance compared with visual and acoustic comfort and indoor air quality [118]. 
The designs of the building envelopes especially the windows and/or glazing systems 
are affected by this result [119-122]. Therefore, to have a good understanding of the 
past and recent development in thermal comfort, indoor air quality is important to 
manage the energy use in buildings.  
Hence, studies have been carried out to contribute to a better understanding of how 
thermal comfort is related to and affects the broader energy and environmental issues 
involving social-economic, fuel mix and climate change. Based on the analysis of the 
energy use of air-conditioning systems in buildings, approaches were introduced for 
reducing the energy consumption. Generally, the energy efficiency in building 
includes two aspects: improving the air-conditioning technologies and control 
techniques. Opportunities for reducing high HVAC-related energy consumption 
includes use of natural ventilation, minimizing energy wastes in conventional 
systems by upgrading equipments or downsizing the scale of the equipments, and 
integrating efficient technologies such as adequate control strategy for potential 
energy saving. Recently, advanced building technologies and control methods 
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designed to trim down the energy consumption for an acceptable indoor environment 
are constantly being development for low energy house. 
 
 
[a] 
 
[b] 
Figure 2-1 (a) Residential buildings total energy end use (2010). (b) Commercial 
sector building energy end use (2010) [118, 119] 
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To include the thermal comfort indices to manage the energy consumption is one 
widely using control method. Data from extensive and rigorous experiments 
conducted in climate chambers was used to developed heat balance models and 
measured/surveyed data from field studies are used to develop adaptive models 
[123-126]. The advantage of climate chambers test is having consistent and 
reproducible results, and which of field studies is realism of the day-to-day working 
or living environments. 
Based on current thermal indies, it is known that a wider range of indoor thermal 
environment can be employed in situations/locations where air conditioning is 
unavoidable and such operation would lead to less cooling requirements and hence 
less electricity consumption for the air conditioning systems [127]. Therefore, the 
method to set a higher summer set point temperature (SST) or implementing a 
wider/varying range of indoor design temperature for different time of the day and 
different outdoor conditions was developed. There are two major types of control 
techniques been proposed to achieve this goal based on such conditions. Diverse 
thermostat strategies such as changing the setback period, set point temperature and 
setback temperature are involved in first type [128]. The second type deals with the 
dynamic control of the set point temperature based on adaptive comfort models [129, 
130]. 
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Table 2-7 Summary of energy savings in cooled buildings [20] 
City (climate) 
(year) 
Ref Building Measure Energy savings 
Hong Kong SAR 
(subtropical) 
(1992) 
[131] Office Raise SST from 21.5 oC 
to 25.5 oC (SST = summer 
set point temperature). 
Cooling energy 
reduced by 29%. 
Montreal (humid 
continental) 
(1992) 
[132] Office Raise SST from 24.6 oC 
to 25.2 oC (during 
09:00-15:00) and up to 27 
oC (during 15:00-18:00). 
Chilled water 
consumption 
reduced by 34- 
40% and energy 
budget for HVAC 
by 11%. 
Singapore 
(tropical) (1995) 
[133] Office Raise SST from 23 oC to 
26 oC. 
Cooling energy 
reduced by 13%. 
Islamabad (humid 
subtropical) and 
Karachi (arid) 
(1996) 
[134] Office Change the 26 oC SST to 
a variable indoor design 
temperature (Tc =17+ 
0.38To; Tc =comfort 
temperature, 
Potential energy 
savings of 20-25%. 
Hong Kong SAR 
(subtropical) 
(2003) 
[135] Office Change SST from 24 oC 
(average) to adaptive 
comfort temperature (Tc 
=18.303+ 0.158To). 
Energy 
consumption by 
cooling coil 
reduced by 7%. 
Riyadh (hot 
desert) (2008) 
[136] No 
specific 
building 
type 
Change yearly-fixed 
Thermostat setting 
(21-24.1 oC) to optimised 
monthly fixed settings 
(20.1-26.2 oC). 
Energy cost 
reduced by 
26.8-33.6%. 
Melbourne 
(oceanic), Sydney 
(temperate) and 
Brisbane (humid 
subtropical) (2011) 
[137] Office Static (raise SST 1 oC 
higher) and dynamic 
(adjust SST in direct 
response to variations in 
ambient conditions). 
HVAC electricity 
consumption 
reduced by 6% 
(static) and 6.3% 
(dynamic). 
A summary of some of the case studies involving adaptive comfort models and/or 
raising the SST is listed in Table 2-7 [131-137]. The results of the listed studies 
showed that substantial energy savings could be achieved for office and residential 
buildings, 13% reduction cooling energy cost in hot humidity climate in Singapore 
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[133] from to29% reduction in cooling energy consumption in office buildings in 
Hong Kong by raising 4 oC in the SST [131]. The results also showed that such 
control strategy is suitable different type of outdoor environment: form 11% 
reduction of HVAC energy consumption in humid area in Montrea [132] to 6% 
reduction of HVAC electricity consumption in oceanic climate area in Melbourne 
[137]. This could have significant energy policy implications as it helps alleviate 
and/or delay the need for new power plants to meet the expected increase in power 
demand due to economic and population growth. 
It can be seen that the energy consumption of air-conditioning equipment can be 
significant reduced by using proper control strategy. This means that with the 
implement of well designed control strategy, the indoor climate quality including 
acceptable indoor thermal comfort and healthy indoor air quality can be maintained 
with no extra energy consumed. Hence, in order to improve the performance on 
energy management further researches should be carried out to develop more 
advanced control technology. 
2.2    Control technologies for HVAC systems 
Although the indoor environment comfort issues have been dealt with widely in 
scientific literatures [138-144], there is now a more and more rising attention among 
designers of heating, ventilating and air conditioning (HVAC) systems, particularly 
due to the enactment of the European Energy Performance of Buildings Directive 
(EPBD) [143]. This directive aims to promote directly the energy performances of 
the buildings, reduce the conventional fuels consumption and decrease greenhouse 
gas emissions to the atmosphere. Moreover, it also indirectly gives emphasis to 
measures and actions devoted to the increasing of the indoor performances [145, 
146]. It is well known that the demand for energy management caused by the widely 
use of HVAC systems in buildings keeps increasing. Researchers started to look for 
appropriate ways to solve such problems and some researches have proved the 
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development of control methodologies that could improve energy efficiency of 
building-HVAC systems while maintaining acceptable indoor climate quality 
[147-150]. Nevertheless, the simplest conventional control strategy for indoor 
comfort, proposed up to now, are ON-OFF and the most widely used conventional 
control technology is proportional, integrative and derivate (PID) methods. In recent 
decades intelligent control technologies were also developed to operate the HVAC 
systems for purpose of optimize the indoor comfort and energy efficiency and 
literatures have shown that some HVAC systems¶ performances have been 
significantly improved by proper designed control strategies. Therefore, it follows 
the requirement of control technique development that is able to reduce energy 
consumption in buildings while, simultaneously, comfortable and health indoor 
climate is maintained within acceptable levels. In this section, it firstly describes how 
well designed control strategies improve the HVAC systems¶ performance with 
examples. Then, current control technologies developed for HVAC systems including 
both conventional and intelligent control methods are introduced briefly. Finally, the 
merits and drawbacks of current control technologies are summarised and future 
perspectives are concluded. 
2.2.1    Performance improvement of HVAC systems with proper controllers 
(1)    The control strategy designed for district heating system 
District heating system (DHS) is designed to provide heat for inhabitants of large 
cities., There are many opportunities for utilizing the district heating system in 
individual low-power boiler-rooms since the capability of thermal plant in the system 
is rapidly increasing [151, 152]. The advantages for district heating system can be 
concluded as the increased energy and performance efficiencies through 
implementing advanced equipment and maintaining them professionally, reduced life 
cycle costs, augmented control over environmental impacts [153, 154]. In addition, 
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district heating system reduces the emission of combustion products into atmosphere 
because of its high efficiencies. Many European countries such as Denmark, Russia, 
and Finland are deploying [155]. There are potentials that the energy efficiency of 
DHS can be further improved although it already has excellent performance on 
energy efficiency. In addition, the performance of DHS on temperature operation can 
be also well enhanced. 
Several reports have introduced the mathematical modelling of the heating district 
[156, 157], and the researches of the modelling of thermal plants have been 
progressed by many researchers [158, 159]. Choi [160] developed a mathematical 
model for the real thermal plant in the district heating system for the purpose of 
predicting and operating the heat supply and controlling the outlet temperature of the 
plant. In their control modelling, the basis of the thermal plant operating in unsteady 
state is predicted by considering the thermal energy balance equation as follows 
[160]: 
  WWUW ddLddQdVeTCeem Vpcp  w
w ³x                                (2-1) 
where Cp is specific heat (kJ/g oC), ep is specific potential energy (kJ/kg), ec is 
specific kinetic energy (kJ/kg), Q is thermal energy (kJ), L is mechanical energy (kJ), 
V volume (m3), ሶ݉  is mass flow rate (kg/s), ߬ is time (s) and ߩ is fluid density 
(kg/m3), e is the total specific energy (kJ). 
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Figure 2-2 Simulink representations for the controlled thermal plant [160] 
 
 
Figure 2-3 Simulink representation for a model predictive control structure [160] 
Figure 2-2 shows the controlled direct heating system using Simulink. The sub-block 
Out 1 ± Out 5 represent the boilers since the thermal plant consists of five boilers. 
The inputs are flow rate, inlet temperature and heat duties for each boiler and the 
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output is outlet temperature. Figure 2-3 shows the block diagram of the controlled 
system, where ³3ODQW´ LV WKH WKHUPDO SODQW LQ )LJure 2-2. Current value of outlet 
temperature is sent WRWKHFRQWUROEORFN³03&FRQWUROOHU´ where the model is used to 
predict the effect of the manipulated variables. The set-point is specified as 117oC in 
this study, and sampling time, prediction and control horizons are set to be 1 h, 
respectively. 
 
 
Figure 2-4 Comparison between controlled and uncontrolled cases; (a) outlet 
temperature, (b) flow rate, and (c) boiler duty [160] 
Figure 2-4 shows the comparison of controlled operation to the uncontrolled 
operation. The results of the outlet temperature for the controlled case (solid line) is 
maintained around the desired value, 117oC, as shown in Figure 2-4 (a), while the 
uncontrolled operation(dashed line) varies in relative big range of value and deviates 
from the set-point, 117oC. The advantages of the proposed control strategy are 
clearly demonstrated in the profile of manipulated variables. 
In addition, the total energy cost of the boilers for the controlled case was about 
184,000 Gcal for a month, while the uncontrolled case was about 204,000 Gcal as 
presented in Figure 2-5. This corresponds to the reduction of energy utilization by 
9.8% for a month, which is huge savings considering the scale of the entire district 
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heating system as well as the duration of operation. 
 
Figure 2-5 Accumulated boiler duty for controlled and uncontrolled cases [160] 
The simulating results clearly showed that the proposed controller successfully 
regulated the outlet temperature of the boiler, and significantly reduced the total 
amount of heating energy consumption due to the constraints on inputs considered in 
the control algorithm. 
(2)    Dedicated outdoor air system (DOAS) control strategy 
In the recent study, a dedicated outdoor air system (DOAS) control strategy was 
proposed. The control system for cooling process, air dehumidification and the 
desiccant solution regeneration process in the DOAS is shown in Figure 2-6. In this 
study, control strategies for the supply air dehumidification and cooling process as 
well as the desiccant solution regeneration process in the DOAS are developed. This 
control system contains three control loops [161]: the process air loop, desiccant 
solution loop and regeneration air loop. 
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Figure 2-6 Schematic of the liquid desiccant-based DOAS and its control 
system[161] 
The mathematical modelling and simulation of this control strategy is built up on the 
platform of TRNSYS.  
x Membrane-based total heat exchanger: the effectiveness-number of heat transfer 
unit ( ɂ -NTU) model is utilised to model the membrane-based total heat 
exchanger.  
x Dehumidifier and regenerator: the analytical solution applied to model the 
dehumidifier and regenerator. 
x Dry cooling coil: to represent the dynamics of a cooling coil. 
In the simulator process, some other components are obtained from TRNSYS. 
The performance of the control strategy on several important system parameters are 
studied by simulation tests. In the simulation process, the whole system performance 
is evaluated at two conditions: with membrane-based energy recovery (With 
mem-ER) and without membrane-based energy recovery (Without mem-ER). 
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The coefficient of performance (COP) is utilised as the rule to evaluate the control 
performance of the proposed system and is calculated by the following equation:  
3.0
WQ
QCOP
T
c
 
                                                (2-2) 
Where Qc is the cooling production of the system; QT is the thermal energy 
consumption of the system; and W is the total electric power consumption. The 
equivalent coefficient of electric power and thermal energy is taken as 0.3 [161]. 
The control system performances on supply air flow rate and ambient air temperature 
at two different conditions are compared and illustrated in Figure 2-7. As shown in 
the figures, different system parameters on system COP improvements are in the 
range of 20%-35%. 
 
Figure 2-7 (a) Effect of the supply air flow rate on system COP. (b) Effect of ambient 
air temperature on system COP [161]  
The proposed system is a new one and the results have showed that the control 
V\VWHP LPSURYHV RFFXSDQW¶V FRPIRUW EXW HQHUJ\ VDYLQJ SHUIRUPDQFH LV QRW JRRG
enough [162, 163]. Al-Rabghi and Aleyurt proposed a control algorithm with a 
frequently updated daily, weekly and monthly specific occupation schedules and this 
control strategy has achieved energy saving of 10%-20% [164]. However, there is 
one problem: when the air-conditioned zone is reoccupied occasionally before or 
after the scheduled HVAC turn on time, the occupants will be in an unhealthy 
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environment. Chao and Hu proposed a ventilation control strategy which has the 
function of determining the occupancy level of the air-conditioned zone [165]. By 
applying this control strategy, the HVAC system works in different modes in 
different situations. However, this control strategy has one limitation in practice: the 
pre-measurement is necessary [165] to obtain the correlations for different 
applications before the use of this control strategy. Therefore, more researches on 
control algorithm for HVAC systems should be carried out.   
2.2.2    Control objectives 
Living space climate regulation is a multivariate problem having no unique solution 
[166]. A number of control methods as the essential part for HVAC system have been 
proposed and the basic objectives of a control system are as follows [167]: 
x High comfort level: Maintain a high comfort level (thermal comfort, air quality 
and luminance) by learninJWKHFRPIRUW]RQHIURPXVHU¶VSUHIHUHQFH 
x Energy saving: Combine an energy saving control strategy with the comfort 
conditions control. 
x Automatic control: The automatic control system can be utilised to operate 
HVAC system instead of the amount of human labour in order to improving the 
HVAC system efficiency and reduce labour costs. 
Different approaches for controlling indoor building environments have been 
developed to satisfy the above requirements and the control systems based on these 
approaches can be classified into two categories: (1) conventional methods; and (2) 
computational intelligence technologies [7].  
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2.2.3    Conventional control 
2.2.3.1    Classical controllers 
Thermostats were used for the feedback control of the temperature [168]. In order to 
avoid the thermostats to turn on and off so frequently caused by on/off controller, 
thermostats with a dead zone were introduced and used. This inevitably results in 
fluctuation of indoor temperature. In order to solve this problem, 
Proportional-Integrate-Derivative (PID) controllers were used [168, 169]. With its 
three-term functionality covering treatment to both transient and steady-state 
responses, proportional- integral-derivative (PID) control, and P, PI and PD offer the 
simplest and yet most efficient solution to many real-world control problems. Since 
the invention of PID control in 1910 (largely owning to (OPHU 6SHUU\¶V VKLS
autopilot), and the Ziegler±1LFKROV¶ =-N) straightforward tuning methods in 1942 
[170], the popularity of PID control has grown tremendously. 
P
I
D
Process
Error
-
Output
 tekp
 ³ti dek 0 WW
 
dt
tdekd
Input
 
Figure 2-8 Typical PID structure 
A standard PID controller as shown in Figure 2-8 LVDOVRNQRZQDVWKH³WKUHH-WHUP´
controller, whose WUDQVIHU IXQFWLRQ LVJHQHUDOO\ZULWWHQ LQ WKH³SDUDOOHO IRUP´ given 
by (2-3RUWKH³LGHDOIRUP´JLYHQE\-4) [171] 
  sk
s
kksG dip  1                                             (2-3) 
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Where kp is the proportional gain, ki the integral gain, kd the derivative gain, Ti the 
integral time constant and, Kd the GHULYDWLYH WLPH FRQVWDQW 7KH ³WKUHH-WHUP´
functionalities are highlighted as follows [171]: 
x The proportional term²providing an overall control action proportional to the 
error signal through the all-pass gain factor. 
x The integral term²reducing steady-state errors through low-frequency 
compensation by an integrator. 
x The derivative term²improving transient response through high-frequency 
compensation by a differentiator.  
It is always considered that increasing the derivative gain, kd, leads to improved 
stability and such idea is commonly conveyed from academia to industry. However, 
the derivative term has been often found to behave against such anticipation 
particularly when transport delays exist [172, 173]. Frustration in tuning kd has hence 
made many practitioners switch off or even exclude the derivative term. 
If the control action with an effective range limit is detected by the actuator, then the 
integrator may saturate and future correction will be ignored until the saturation is 
offset. Generally, phase lead to offset phase lag caused by integration is provided by 
the derivative action that is also shortens the period of the control loop and thereby 
hasten the system recovery from disturbances. 
The tuning objectives of PID controller can be summarised as follows [171]: 
x controller parameters are tuned such that the closed-loop control system would 
be stable and would meet given objectives associated with the following: 
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x stability robustness; 
x set-point following and tracking performance at transient, including rise-time, 
overshoot, and settling time; 
x regulation performance at steady-state, including load disturbance rejection; 
x robustness against plant modeling uncertainty; 
x noise attenuation and robustness against environmental uncertainty. 
With given objectives, tuning methods for PID controllers can be grouped according 
to their nature and usage, as follow [172, 174, 175]. 
x Analytical methods²Analytical or algebraic relations between a plant model 
and an objective are used to calculate the PID parameters. This method can lead 
to an easy-to-use formula and can be suitable for use with online tuning, but it 
easily leads to inaccurate parameters regulation. 
x Heuristic methods²Such methods are evolved from practical experience in 
manual tuning or from artificial intelligence (including expert systems, fuzzy 
logic and neural networks). The formulas or rule bases are required to regulate 
the gains while using such methods that can be employed for online use. 
x Frequency response methods²These use frequency characteristics of the 
controlled process to regulate the PID controller (such as loop-shaping). These 
are often used while the main concern of controller design is stability robustness.  
x Optimization methods²Regarded as a special type of optimal control, numerical 
optimization method for a single composite objective or computerized heuristics 
or an evolutionary algorithm for multiple design objectives are used to obtain the 
PID parameters using. Such type of methods is time-domain methods and mostly 
applied to offline controls. 
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x Adaptive tuning methods²One or the combination of the previous methods are 
applied to online tune the PID parameters automatically . 
PID controllers have been widely used in buildings for controlling and operating the 
HVAC equipments because of its practicality. With advances in digital technology, 
wide spectrums of choices for control schemes are offered by the science of 
automatic control. However, more than 90% of industrial controllers are still 
implemented based around PID algorithms [176], as no other controllers match the 
PID controller that provides the simplicity, clear functionality, applicability, and ease 
of use. [177].  
In decades, PID controller has been widely used to control and operate different 
types of HVAC systems because of such reason. One of the important classes of 
HVAC systems is geothermal district heating system (GDHS) that have been 
successfully installed and operated in many countries and regions of the world since 
it results in great energy savings [178]. More attention has been paid on GDHS with 
regard to improving their energy efficiency and equipment operation. 
The manually control and operation of such system is considered as the major 
challenge. Low working efficiency is caused by manual operation due to oversight in 
management and imprecise operation etc [179]. Inaccurate control is caused as a 
result of manual operation that also led to poor heated or over heated and caused 
energy waste. The proper control strategies should be applied in order to solve such 
problems and improve energy management. 
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Figure 2-9 Block diagram of novel PID-based controller [180] 
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Yabanova [180] proposed a PID control strategy as presented in Figure 2-9 to 
optimise energy efficiency via the flow rate control of the GDHS. This PID 
controller algorithm meets objectives such as closed-loop stability, adequate 
performance and robustness by tuning the PID gains to achieve a good balance 
between performance and robustness. The effectiveness of the proposed control 
strategy is verified under various operating conditions for a wide range of parametric 
uncertainties, ambient temperatures and load disturbances. The results shown in 
Figure 2-10 of their study proved that with the proposed PID controller energy 
efficiency (maximum) at a specified value (29.01%) is provided. It claimed that the 
proposed PID controller had the potential for providing more comfortable indoor 
environments while maintaining lower energy consumption. 
 
Figure 2-10 Comparison of controlled and manual cases of the AGDHS according to 
ambient temperature, flow rate of zone 3 and energy efficiency [180] 
Generally, GDHSs are controlled by PID controllers [181] in most applications; 
however, there is growing interest in the use of artificial neural network (ANN) 
control strategies since some disadvantages are claimed to limit the use of PID 
controllers.  
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Firstly, designing and tuning a proportional-integral-derivative (PID) controller 
appears to be conceptually intuitive, but can be hard in practice, if multiple (and 
often conflicting) objectives such as short transient and high stability are to be 
achieved. However, the derivative term is often misunderstood and misused [182]. 
For example, it has been widely perceived in the control community that adding a 
derivative term will improve stability but sometimes this perceived is not always 
valid. Moreover, although the traditional PID controllers improved the control 
accuracy levels and control performances, setting the parameters for the controllers 
are not always an easy task. Improper choice of the gains in PID controllers would 
make the whole system unstable. This issue may be resolved from the adoption of 
optimal, predictive, or adaptive control techniques. Finally, the HVAC PID 
controllers are always needed to be designed based on the building models and 
mismatch of control models can lead to poor or unstable control performance. These 
may explain why the argument exists that academically proposed tuning rules do not 
work well on industrial PID controllers.  
Researches should be carried out to solve such problems and researchers so far focus 
on automatic tuning for process control. The present trend in tackling PID tuning 
problem is to be able to use standard PID structure to meet multiple design objectives 
while in this project an approach of combining conventional PID controller with 
intelligent algorithm is proposed.  
2.2.3.2    Optimal, predictive, adaptive control and others 
(1)    Optimal control 
A model of the building is necessary while designing the optimal control systems 
[183-192] or adaptive control strategies [193]. The optimal control includes a model 
for future disturbances (e.g. solar gains, presence of humans, etc.), which improves 
thermal comfort mainly by reducing overheating [194±196]. However, mathematic 
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analysis of these control algorithms always results in nonlinear models. Moreover, 
these control systems are not very practical because the mathematic models differ 
from one building to another. 
Demand-controlled ventilation (DCV) system is often used for fresh air supply in 
commercial or public buildings for improving energy efficiency while maintaining 
acceptable indoor air quality [197, 198]. There are some critical issues of control 
optimization problems (optimizing control set points) while operating and controlling 
such HVAC systems. The problems include predicting the system response, and 
employing appropriate comfort indices to search for the optimal set point(s) 
according to the system responses. Hence, Optimal control is widely used in HVAC 
fields [199-202] as an approach to solve these critical issues. Three approaches to 
predict the system response were concluded based on literatures: 1) simulate the 
responses of the building and HVAC system to the changes of the control variables 
based on the detailed physical models [203, 204]; 2) predict response in optimal 
control applications by developing black-box models or neural network models [205, 
206]; and 3) predict response based on the dynamic simplified models and identify 
model parameters [207]. In the third approach which is most widely of concern, the 
indoor climate model should be reasonably simple for practicality and the reduction 
of errors progressively occurred by the actually online measurements can be 
achieved by using self-tuning techniques can be used to [208]. 
(2)    Karlman Filter 
It has been reported that difficulty of monitoring and controlling the indoor climate 
parameters in a large air-conditioned space is considered as a major challenge in the 
field of indoor environment management. Then mobile sensor networks strategy was 
developed to monitor environmental variables such as temperature, RH, salinity, 
toxins, and chemical plumes. Significant advances have been made in the area of 
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mobile sensor networks and their applications to environmental sciences [209-216]. 
An environmental modeling of mobile sensor networks and the control laws 
developed to maimise the sensory information of mobile sensors was presented in a 
research. Reduction of uncertainty in the long-term forecast by planning of 
continuous paths for mobile sensors was addressed in another research [210]. In 
order to improve the performance of the sensor networks, a control method based on 
Kalman filter (KF) was proposed [217] and utilized in [211] the environment model.  
Mahdi and Jongeun [218] presented a practical solution using KF to address the 
problem of monitoring indoor climate in a large region by a small number of robotic 
sensors. In their project, a KF was developed to downsample the environmental 
process in order to use the cumulative measurements over a time period. In addition, 
a network of radial basis functions was used in the control process and a 
continuous-time linear system was introduced. Then, system downsampled by a 
Kalman filter for a small number of sensors was formulated and the optimal 
sampling strategies were developed. Finally, the experimental results for monitoring 
a temperature field of a large region and the proposed scheme was provided to 
validate by the simulation and experimental results. 
However, researches should be carried out taking into account localization errors for 
the estimation and implementing the experimental setup for multiple monitor and 
control objects in order to improve their controller¶s performance. 
(3)    Adaptive control 
Adaptive controllers are able to self-regulate and to be applied to the climate 
conditions in the various building. More specifically, adaptive fuzzy controllers are 
regarded as the most promising adaptive control systems for buildings [184, 193, 
194]. A research proposed by Nesler [219] introduced an adaptive control strategy of 
thermal processes in buildings. The standard PI control algorithm is adequate for the 
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control of heating, ventilating, and air-conditioning (HVAC) processes.  
Another application of adaptive control is to employ it to central chilled water 
systems. These systems are popular for improving the thermal comfort of indoor 
environment in modern commercial and office buildings, especially in large and 
high-rise buildings. The adaptive control is used as an approach to solve one of the 
major challenges: to improve energy efficient of complex chilled water systems 
under various working conditions since such systems often contributed a large part of 
the total electricity energy consumed [8]. Ma and Wang [220] introduced an adaptive 
control strategy with different configurations in complex building air-conditioning 
systems to enhance energy efficiencies. In another report presented by Wang and Ma 
[221] a control strategy was employed to variable speed pumps distributing chilled 
water to the heat exchangers in super high-rise buildings. The results showed that up 
to 16.01% of the pumps energy can be saved using this control strategy. 
2.2.4    Computational intelligent control 
Application of intelligent methods to the building control systems was started in 
1930s and the artificial Intelligence (AI) techniques were applied to the control of 
both conventional and bioclimatic buildings. Intelligent controllers were optimized 
by the use of evolutionary algorithms and developed for the control of subsystems of 
an intelligent building [47]. The synergy of the neural networks technology, with 
fuzzy logic, and evolutionary algorithms resulted in the so-called Computational 
Intelligence (CI), which now has started to be applied in buildings. 
2.2.4.1    Fuzzy logic control  
It is well known that the importance of the comfort of human beings gradually 
increases by the development of technology [222, 223]. In response to ever 
increasing in demanding for occupant comfort and energy efficiency, the studies 
related to the design and control of ambient conditions of buildings has been 
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attracting interest in the last few decades. For example, the desired temperatures and 
air conditions of shopping-center, offices and different usage areas in a multipurpose 
building may be different. Hence, flexible design of HVAC systems supplying 
different demands is substantially to decrease both the first investment cost and the 
operational cost. In addition, WKH XVHUV¶ SUHIHUHQFHV KDYH EHHQ WDNHQ LQWR
consideration and it drove researchers to develop intelligent systems for energy 
management in buildings (Building Intelligent Energy Management Systems- 
BIEMS). The intelligent systems are mainly for large buildings like office buildings, 
hotels, public and commercial buildings, etc. The indoor environmental parameters 
are monitored and controlled by these control systems in order to minimize the 
energy consumption and operational costs and fuzzy logic control (FLC) is the 
control technique used for this purpose. 
Recently, their practical applications for HVAC systems have been discussed aiming 
for performance improvement over classical control [224-228]. In recent years, fuzzy 
control has been successfully used for controlling and operating a number of physical 
systems. The human decision making process is modeled and simulated by the fuzzy 
controllers with a collection of rules. The selection of the membership function that 
produces maximum performance as a subjective decision is strongly related to fuzzy 
control performance. The fuzzy control rules and membership function are usually 
found using trial-and-error method. 
Many authors studied Fuzzy logic control (FLC) of HVAC systems [229, 230]. And 
obtained results were compared with those of PID control and FLC was proved to 
have better results in some studies. FLC is extensively used in processes where 
systems are either very complex or exhibit highly nonlinear characters. FLC is one of 
the schemes that can successfully control the plants while there are difficulties in 
deriving mathematical models or having performance limitations with conventional 
linear control methods. The variation of building¶V W\SH VWUXFWXUH RULHQWDWLRQ has 
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always compromised the performance and convenience of the conventional 
controllers for HVAC systems as finding a universal mathematical model for such 
application is extremely difficult. The intelligent systems which are model-free 
controllers can avoid the issues. This fact is a general innovation in the development 
of automatic control systems. Human experience is the basis of designing FLC, and 
this means that mathematical models are not necessary for controlling all systems. 
Fuzzy logic-based control schemes were implemented for many industrial 
applications because of such advantage [231]. Many complex industrial processes 
and domestic appliances were successfully controlled using fuzzy logic control in the 
recent years [232]. The first FLC algorithm implemented by Mamdani was designed 
to synthesize the linguistic control protocol of an experienced operator [233].  
Soyguder [234] proposed a fuzzy control strategy for an expert HVAC system and 
the control performance were tested and compared to conventional controllers by 
using MATLAB/SIMULINK. The obtained results indicate that the performance of 
the fuzzy adaptive controller is the better than the conventional controllers, in terms 
of both the steady-state error and the settling time. Their controller ensured the 
considered expert HVAC system having the minimum settlings time and no 
steady-state errors. 
Although the FLC application has been successful compared to the classical 
controllers, applications of such control methods were limited by the disadvantage of 
depending on the control experience of the operator. MacVicar-Whelan first 
proposed some general rules for designing the structure of fuzzy controllers [235] in 
order to avoid this limitation. Better results for the same system were obtained by 
using FLC with respect to PID control [236]. In addition, Genetic Algorithms and 
methods coming from the theory of adaptive control are used to optimize fuzzy 
controllers. Fuzzy logic control has been used in a new generation of furnace 
controllers that apply adaptive heating control in order to maximize both energy 
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efficiency and comfort in a private home heating system [237]. 
2.2.4.2    Fuzzy P controllers 
Many different methods exist to use fuzzy logic in closed-loop control. In the 
simplest structure of a fuzzy logic controller, the measurement signals from control 
process are used as the inputs of the controller. The output of the fuzzy logic 
controller drives the actuators of the process. This pure fuzzy logic system is called 
fuzzy P controller. The inputs of a fuzzy P controller are predicted mean vote (PMV) 
and outdoor temperature. Auxiliary heating (AH), auxiliary cooling (AC), and 
ventilation window opening angle (AW) settings are the controller outputs [238, 239]. 
These outputs, which are deterministic signals, drive the process actuators.  
A global P controller has six inputs (PMV, ambient temperature Tamb, CO2 
concentration, change of CO2 concentration, Daylight Glare Index (DGI), and 
illuminance (ILL)), and four outputs (AH/AC, SHaDowing, Artificial Lighting, and 
window opening angle (AW)) [240, 241]. The input-output universe of discourse is 
covered by the triangular and trapezoidal membership functions. In the rule design, 
priority is given to passive techniques to obtain indoor comfort. During moderate 
seasons, the fuzzy rules allow natural cooling through window openings in order to 
reach thermal comfort by using natural ventilation. During winter and summer, 
windows are kept closed to avoid thermal losses. The solar gains are controlled to 
allow passive heating during the winter and cut off excessive heating during the 
summer. 
2.2.4.3 Fuzzy PID controllers 
Various types of fuzzy PID (including PI and PD) controllers have been proposed. In 
the recent literatures, fuzzy PID controllers are divided into two major categories, 
according to their structures [242, 243]: 
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(1)    Fuzzy PID controller 
The first category of fuzzy PID controllers as shown in Figure 2-11 involves the 
conventional PID controllers in conjunction with a set of fuzzy rules and a fuzzy 
reasoning mechanism to tune the PID gains online [244]. Fuzzy PID controllers are 
used as controllers instead of linear PID controller in all classical or modern control 
system applications. Error between the measured and the reference variable was 
converted into commands that are applied to the actuator of a process. The 
information about their equivalent input-output transfer characteristics is important in 
practical design. Development of control systems for all kind of processes with 
higher efficiency of the energy conversion and better values of the control quality 
criteria is considered as the main purpose of research.  
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Figure 2-11 A typical fuzzy-PID controller 
Literatures of accomplished works related to applications of fuzzy-PID control 
method by other researchers are reviewed in this section. Evaluation approach is used 
to develop a methodology for analytical and optimal fuzzy PID controllers [245, 246]. 
Yame [247] analysed a simple class of Takagi-Sugeno PID controller with respect to 
conventional control theory and example was presented to show an approach to 
Takagi-Sugeno fuzzy PID controllers tuning. In the frame of a linear plant control 
process, Xu presented [248] a tuning method based on gain and phase margins to 
determine the weighting coefficients of the fuzzy PID controllers. Mamdani fuzzy 
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PID controllers are studied and presented by numerical simulations in report [249]. 
Volosencu published his theory on tuning fuzzy PID controllers at international 
conferences and on journals [250]. 
Controllers of this type can be used in varying environments. The main drawback of 
a control system of this type is that it is mainly model-dependent, since it requires 
human experience with controlling the plant in order to define the range of the 
proportional gain. 
(2)    PID type fuzzy logic control 
The second category of fuzzy PID controllers is composed of typical fuzzy logic 
controllers (FLCs) realized as a set of heuristic control rules. In order to be consistent 
with the nomenclature [250] and to distinguish from the first category of fuzzy PID 
controllers, FLCs in this category are called PID-like (PI-like or PD-like) FLCs. 
Most of the research on fuzzy logic control design refers to this category [251-255]. 
This type controllers are referred to as PID-W\SH)/&¶VEHFDXVH their structures are 
analogous to that of the classical PID controller from input to output relationship 
point of view. The equivalence of PD-type FLCs and classical PD controllers has 
been established under the special conditions [256]. Different control tuning 
methodologies such as auto-tuning, self-tuning, pattern recognition, artificial 
intelligence, and optimization methods have been proposed in the literature [231]. In 
order to tune the coefficients of PID-type fuzzy logic controllers (FLCs) Guzelkaya 
proposed a new approach [234]. In addition, a self-tuning method based on 
Lyapunov approach was proposed by Wei for a class of nonlinear PID control 
systems [234]. The self-organizing fuzzy controller has an extension of the rule 
based fuzzy controller with an additional learning capability [257]. Zhi-Wei proposed 
a new fuzzy controller structure called PID type fuzzy controller by relating to the 
conventional PID control theory [258]. Fuzzy PID tuning process is starting with 
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tuning a linear PID controller, then replacing the tuned linear PID controller with a 
linear fuzzy controller, and in the end making the fuzzy controller nonlinear and well 
tuned. 
The advantage of a fuzzy PI controller is that it does not have an operating point. The 
control strategy evaluates the difference between the measured value and the set 
point and also evaluates the change of this difference in order to decide whether to 
increment or decrement the control variables of the building. A fuzzy logic controller 
can implement nonlinear control strategies. If comfort condition (PMV) is þcoldÿ, 
the increment will be strong, regardless of its tendency, but if the PMV error is small, 
the tendency is taken into account. 
2.2.4.4    Neural network 
Neural network controllers are widely used for thermal comfort control [227] and 
temperature control of hydronic heating systems [259] and such controllers do not 
require the identification model of the plant. In this section, the neural network is 
discussed in detail and example of its application in HVAC system control is given. 
Neural networks, also known as artificial neural networks (ANNs), are information 
processing systems with their design inspired by the studies of the ability of the 
human brain to learn from observations and to generalize by abstraction [260]. 
Neural networks can be trained to learn arbitrary nonlinear relationships based on the 
corresponding data. Such control algorithms have been used in many areas such as 
control, biomedical engineering, pattern recognition and speech processing, etc. Its 
merits also drew attention of researchers with interest of HVAC and control and 
ANNs have been applied to HVAC systems problems as well.  
Control strategies designed based on the artificial neural network algorithm have 
been used for simulating and monitoring modern district heating system and resulted 
in excellent performance. These models are data driven, adaptive, fast in response 
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and have good accuracy if they are trained with proper data. Several studies 
including prediction of degradation and impending fault, training of plant/system 
operators and decision making support for plant/system maintenance, etc can be 
simulated, monitored, controlled and analysed by the ANNs [261].  
ANN has been applied increasingly for advanced thermal control of plant/system. 
ANN utilizes connectivity and transfer functions between input, hidden, and output 
neurons, analogous to the learning process of human brain, and has been successfully 
employed to non-linear systems or systems with unclear dynamics. In particular, 
ANN models are different from mathematical models such as regression models or 
proportional integral derivative (PID) controllers since it has adaptability through a 
self-tuning process. This characteristic make ANN be able to accurately make 
decisions even though there is no outside expert intervention when unusual 
perturbations, disturbances, and/or changes in building background conditions occur 
[262]. ANN control strategy has been proved to have advantages in thermal control 
in terms of the accurate thermal control with reduced overheating and overcooling, 
and the improved energy efficiency [263-265]. In some studies [266, 267], start and 
stop times for heating systems were determined using ANN models. 
Neural networks were first trained to model the electrical behaviour of passive and 
active components/circuits. The trained neural networks, often referred to as 
neural-network models (or simply neural models), can then be used in high-level 
simulation and design, providing fast answers to the task they have learned [268, 
269]. Conventional control and modelling methods with major disadvantage like 
empirical models, whose range and accuracy could be limited, or numerical 
modelling methods, which could be computationally expensive, or analytical 
methods, which could be difficult to obtain for new devices can replaced by Neural 
networks for better performance. Neural-network techniques have been used for a 
wide variety of HVAC applications. Neural networks have also been used in 
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impedance matching [270], inverse modelling [271], measurements [272], and 
synthesis [273]. An increased number of engineers and researchers of 
air-conditioning field have started taking serious interest in this emerging technology. 
Neural-network structural issues are introduced next, and the popularly used 
multilayer perception (MLP) neural network is described in detail. Practical HVAC 
examples illustrating the application of neural-network techniques to component 
modelling and circuit optimization are presented. 
(1)    Structure 
A typical neural-network structure has two types of basic components, namely, the 
processing elements and the interconnections between them. The processing 
elements are called neurons and the connections between the neurons are known as 
links or synapses. Every link has a corresponding weight parameter associated with it. 
Each neuron receives stimulus from other neurons connected to it, processes the 
information, and produces an output. Neurons that receive stimuli from outside the 
network are called input neurons, while neurons whose outputs are externally used 
are called output neurons. Neurons that receive stimuli from other neurons and 
whose outputs are stimuli for other neurons in the network are known as hidden 
neurons. Different neural-network structures can be constructed by using different 
types of neurons and by connecting them differently. 
MLP is a popularly used neural network structure. In the MLP neural network, the 
neurons are grouped into layers. The first and the last layers are called input and 
output layers, respectively, and the remaining layers are called hidden layers. 
Typically, an MLP neural network consists of an input layer, one or more hidden 
layers, and an output layer. For example, an MLP neural network with an input layer, 
one hidden layer, and an output layer, is referred to as three-layer MLP (or MLP3) as 
shown in Figure 2-12. 
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Figure 2-12 Structure of neural network 
The number of neurons in the input layer is Nj; that of the hidden layer is Ni and that 
of output layer is Nl. wij is the weight of the link between the jth (j=[1,2,3,«,Nj]) 
neuron of input layer and the ith (i=[1,2,3,«,Ni]) neuron of hidden layer. wli is the 
weight of the link between the ith neuron of hidden layer and the lth (l=[1,2,3,«,Nl]) 
neuron of output layer. xj is the input and Oj(j) is the output of the jth neuron of input 
layer. ini(i) represents the ith external input and Oi(i) is the output of the ith neuron of 
hidden layer. inl(l) represents external input and yl is the output of the lth neuron of 
output layer. 
In the MLP network, each neuron processes the stimuli (inputs) received from other 
neurons. The process is done through a function called the activation function in the 
neuron, and the processed information becomes the output of the neuron. For 
example, every neuron in hidden layer receives stimuli from the neurons of input 
layer. A typical ith neuron in hidden layer processes the information in two steps. 
Firstly, each of the input is multiplied by the corresponding weight parameter and the 
products are added to produce a weighted sum ini(i) given as: 
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Secondly, the weighted sum in (2-6) is used to active the neuron¶s activation function 
to produce the final output of the neuron Oi(i) expressed as: 
    iiii infO                                                      (2-6) 
This output can in turn, become stimulus to neurons in output layer. The most 
commonly used hidden neuron activation function is the sigmoid function because it 
is a smooth switch function that is bounded, continuous, monotonic, and 
continuously differentiable. Other functions like the arc-tangent function, 
hyperbolic-tangent function, etc. can be used as the activation function. The sigmoid 
function is given as: 
  )1(
1
xe
xf                                                    (2-7) 
(2)    Size of network 
A suitable number of hidden neurons are needed to ensure the neural network to be 
an accurate model to learn the targeted problem. The number of hidden neurons 
depends upon the degree of nonlinearity of f and the dimensionality of input x and 
output y (i.e., values of Nj and Nl in the previous discussed MLP3). More neurons are 
needed for the highly nonlinear components and systems while fewer are needed for 
smoother items. However, the universal approximation theorem does not specify as 
to what should be the size of the MLP network. The precise number of hidden layers 
and neurons of them required for a given modeling task remains an open question. 
Either experience or a trial-and-error process can be used to j udge the number of 
hidden neurons. Adaptive processes, which add/delete neurons during training can be 
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used to determine appropriate number of neurons [274, 275]. The degree of 
hierarchical information in the original modeling problem can be reflected by the 
number of layers in a MLP. In general, HVAC system applications commonly require 
one or two hidden layers MLPs [276] (i.e., three- or four-layer MLPs). 
(3)    Other Neural-Network Configurations 
In addition, there are other ANN structures [277] besides the MLPs, e.g., radial basis 
function (RBF) networks, wavelet networks, recurrent networks, etc. For example, 
many control strategies developed using radial basis function neural networks 
(RBFNNs) [278] as kernel methods have been applied to various areas with success 
[279-281]. The theoretical analysis of RBFNN structures and algorithms concluded 
as follows: the orthogonal least square algorithm [282], the approximation capability 
analysis, the design of RBFNN structure using fuzzy clustering method [283], the 
error-bound estimation [284], the optimization of RBFNN structure using kernel o 
method or combined supervised and unsupervised learning method [285], and the use 
of Fisher ratio for the selection of RBFNN centers [286]. Variables for RBFNNs [287] 
and RBFNN training [288] can be selected and enhanced using Evolutionary 
computation algorithms 
The nature of the x±y relationship should be analysed and indentified in order to 
select a neural-network structure for a given application. MLP, RBF, and wavelet 
networks can be applied to solve the problem of Non-dynamic modeling (or 
problems converted from dynamic to non-dynamic using methods like harmonic 
balance). The most popular choice is the MLP since its structure and training are 
well-established. RBF and wavelet networks can be used when the problem exhibits 
highly nonlinear and localized phenomena (e.g., sharp variations). Recurrent neural 
networks [289] and dynamic neural networks [290] can be used to represent 
time-domain dynamic responses such as those in nonlinear modeling. As one of the 
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most recent research directions knowledge-based networks [291] are developed by 
combining existing engineering knowledge with neural networks to be using in the 
area of HVAC ANN structures. 
2.2.4.5    Synergistic neuro-fuzzy techniques 
Neuro-fuzzy systems refer to the systems in which the neural network techniques 
were used in fuzzy technology. Hybrid systems like ANFIS (Adaptive Neuro-Fuzzy 
Inference System) [292] have been used for prediction and control of the artificial 
lighting in buildings, following variations of the natural lighting [293]. A well 
GHVLJQHG SUHGLFWLYH FRQWURO VWUDWHJ\ FRPELQHG ZLWK D PRGHOLQJ RI EXLOGLQJ XVHUV¶
behavior and the prediction of climate parameters can achieve energy savings and to 
maintain the indoor conditions in a high comfort level. A neural controller, equipped 
with the prediction capabilities of neural networks, can be adapted to the hydronic 
heating control systems and solar buildings [195, 294]. 
Kanarachos and Geramanis [259] developed and tested an Adaptive Neural Network 
(ANN) controller for the control of single zone hydronic heating systems. The inputs 
and outputs of this controller are parameters related to the heating device and the set 
point temperature. However, this control did not show excellent control performance 
since no forecasting of either weather parameters or indoor conditions was involved 
in the control process. A fuzzy-PI controller adapted a neural network was proposed 
by Egilegor [295] but it did not offer spectacular improvement. Then in a research of 
Yamada et al. [296], an air-conditioning control algorithm that combines neural 
networks, fuzzy systems, and predictive control was developed. This system included 
the prediction of weather parameters and the number of occupants that predictions 
are then used to estimate building performance in order to guarantee a satisfactory 
comfort and achieve energy saving.  It presents that better control performance can 
be achieved by combining the merits of both conventional and advanced control 
methods.  
62 
2.2.4.6 Optimization of fuzzy logic controllers 
The gradient-based optimization technique determines search directions for 
minimization of an objective (or error) function. This technique can be used to 
minimize energy consumption in distributed environmental control systems while 
maintain a high occupant comfort level [297]. 
The most widely used derivative-free techniques are: Genetic Algorithms (GAs), 
simulated annealing, random search and downhill simplex method. GAs are adaptive 
search and optimization algorithms that work by mimicking the principles of natural 
genetics [298].These algorithms are different from traditional search and 
optimization methods used in engineering design problems. Fundamental ideas are 
borrowed from genetics and are used artificially to construct search algorithms that 
are robust and require minimal problem related information. Alcala [299] used GAs 
to develop smartly tuned fuzzy logic controllers for HVAC systems, for the purpose 
of energy performance and indoor comfort improvement. Lam [300] proposed a 
classifier system with GAs in on-line control for an air conditioning system in order 
to make the air conditioning controller a self-learning control system. 
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Figure 2-13 Fuzzy controller using genetic algorithm structure [303] 
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Altinten [303] proposed a fuzzy control designed using genetic algorithm as 
presented in Figure 2-13 for temperature control. The fitness function for GA is 
chosen as the integral of the absolute value of the error (IAE) and used to define the 
fuzzy membership function as shown in Figure 2-14 and Figure 2-15. By using fuzzy 
parameters specified at constant temperatures, the efficiency of the fuzzy controller 
with GA was examined by simulation and experimentally. It was seen as in Figure 
2-16 that GA is able to tune the fuzzy controller efficiently for different situations 
and therefore to control the temperature. 
 
Figure 2-14 The fuzzy membership functions for change in error for T [303] 
 
Figure 2-15 The fuzzy membership functions for change in error for Q [303] 
 
Figure 2-16 Genetic fuzzy temperature control [303] 
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The previous discussion and examples show that intelligence control systems have 
been used for building environment control and energy saving. According to these 
references, the advanced control algorithms can achieve significant energy efficiency 
compared with classical control systems; however, the percentage of the energy 
saving depends on not only the control technology but also weather conditions, 
building characteristics and user preferences.  
2.3    Shortcomings of current control methods and future perspectives 
The limitation of current control methods for HVAC systems can be summarised as 
follows [7]: 
x Bespoke design. Conventional control methods like PID control need to be 
designed based on the building model and the mismatch of model will cause 
poor control performance. Even for an adaptive controller, such knowledge is 
still required at extent. 
x Difficulty to put into applications. The weak points of fuzzy controllers are due 
to the difficulty of defining accurate membership functions and lack of the 
systematic procedure for the transformation of the expert knowledge into the 
rule base. Moreover, tuning parameters consumes a lot of time. Neural network 
can automatic the process of tuning parameters, significantly reduce 
development time and results in a better performance. However, in neural nets, 
both knowledge extraction and knowledge representation are difficult. 
x While using advantage controls, an expert knowledge library or operators with 
specific skills are needed, and this limits the use of such controllers. 
x Lag behind the development of HVAC technologies. Current control algorithms 
do not provide specific control for these HVAC systems and do not have 
excellent control performance. 
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It can be seen that the development of control technologies in the following areas is 
desirable to address the shortcomings of the current control technologies for HVAC 
systems [7]: 
x New control strategies for advanced HVAC systems like DOAS in order to make 
them work more effectively and provide better performance. 
x Model-independent control strategies for general purpose use which can reduce 
the development time for model matching and parameters tuning. This is 
particularly valuable now as HVAC systems are widely used in buildings. 
x Inclusion of other signals which have strong link with the indoor environment 
quality in the control process to improve the performance in indoor environment 
quality control and energy management. 
The development may be achieved from the following approaches [7]: 
x New control approaches may merge both the conventional and advanced control 
methods. There are two possible ways: a method by which individual merits are 
combined, and another by which analogies between these are overlapped. 
x The control algorithm which can monitor occupancy level and adapt the 
variation of the air-conditioned zone in order to improve indoor air quality and 
energy efficiency.  
x The indoor air pollutant level should be included in control process, which will 
enable to control air changing rate accurately to improve the energy efficiency of 
the systems. 
x More intelligent strategy for monitoring human behaviour, so that it can be 
adapted into the control process for more accurate control response to the 
requirement for occupant comfort. 
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x The control process which does not require intervention of the users with 
specific skills or knowledge. 
x Closed-loop, real-time and on-line learning ability. The IEQ performance 
evaluation system could be included to make a control process have the self 
learning and modifying ability. 
2.4    Summary 
The people¶s living standard of indoor environment has been increasing due to the 
fact that people spend most of their time indoors. Subjective comfort of persons in a 
room depends on many factors: temperature, humidity and air circulation; smell and 
respiration; touch and touching; acoustic factors; sight and colours effect; building 
vibrations; special factors (solar-gain, ionization); safety factors; economic factors; 
unpredictable risks. The heating, ventilating and air-conditioning systems have been 
widely used as a result of such condition and the trend of implement of HVAC 
systems lead to another major problem in the world, increasing energy cost. In order 
to satisfy both occupant comfort and the requirement of energy saving, studies 
related to both of the aspects have been carried out by researchers of HVAC 
technologies, thermal comfort analysis, control engineering. 
In this chapter, the main problems that researchers are currently trying to solve 
including indoor thermal comfort, indoor air quality and energy efficiency were 
introduced.  
The first important concept thermal comfort is known as µWKHFRQGLWLRQRIPLQGWKDW
expresses satisfaction with the thermal environment and is assessed by subjective 
HYDOXDWLRQ¶[10]. It is a complex concept that is affected by various parameters, both 
objective and subjective. Studies have been done by both physicists and engineers 
and thermal comfort indies were introduced to understand and set the international 
and local indoor temperature and humidity standards. The introduction of these 
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thermal comfort indies are very useful. For example, design of heating systems must 
take account of nationally specified criteria, the recommended of which are given 
based on widely used indies, PMV and PPD model. Relevant studies showed that the 
air-conditioning systems are able to improve the indoor thermal comfort and with 
well designed control strategy, performance of the air-conditioning system can be 
further enhanced.  
Then, the indoor air quality referring to the air quality within and 
around buildings and structures are introduced. Survey studies [39-41] showed that 
indoor air quality strongly relates to the health and comfort of building occupants. 
Poor indoor air quality could lead to various human disease [42-110]. The indoor air 
quality can be affected by variety of gases most of which are considered as indoor air 
pollutant such as monoxide, radon, and volatile organic compounds, 
particulates, microbial contaminants or any mass or energy stressor that can induce 
adverse health conditions. Among these air pollutants, CO2 is always chosen as the 
control single in HVAC control strategies since when CO2 is under a critical level 
most of the other air pollutants are keep at acceptable levels. Studies related to indoor 
air quality analysis and enhancement claimed that the HVAC systems are able to 
improve the indoor air quality and with well designed control strategy, performance 
of the air-conditioning system can be further enhanced. 
In addition, the energy efficiency issue in buildings due to widely implement of 
HVAC systems is discussed. The objective of energy efficiency in buildings is to 
reduce the amount of energy required to provide an acceptable indoor environment. 
The demanding caused by such condition has a significant impact on the sustainable 
development as it comes with significantly increasing use of energy. This issue could 
be addressed by increasing energy efficiency of these systems, and improving HVAC 
control technology perhaps is one of the ways to reduce the impact. Literature of 
relevant studies [161] proved the idea that proper control strategy is able improve the 
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performance of HVAC systems in order to ensure better energy efficiency while 
maintaining comfortable and health indoor environment for people working or living 
in it. 
Hence, finally the current control methods that have been or are going to be 
employed for HVAC systems were introduced. There are basically two categories of 
control technologies: conventional control and computational intelligent control. 
Then, important controllers under both the categories that have been applied to 
HVAC systems are discussed in detail and case studies were presented. Based on the 
review, the most popular controllers are known as PID controller of conventional 
control and fuzzy logical neural networks of intelligent control.   
In order to achieve better control performance, the control object including indoor 
temperature, humidity and air quality should be understood better. As the challenges 
have been addressed, it is easier for HVAC control system design engineers to 
choose a proper control method and to design the optimized control algorithm. The 
difficulties in indoor environment controlling would be as follows: 
x Difficult to predict the system response, and to employ appropriate comfort 
indices to search for the optimal set point(s) according to the system responses. 
x Complex HVAC systems are hard to be analysed and controlled 
x Time delay. 
x Disturbances always exist in control process in both thermal comfort control and 
indoor air quality control. 
x HVAC systems always response lag behind the indoor environment change. 
x The existence of mismeasurement of control signal value is considered as one of 
the major problems of indoor air quality. 
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x The fact that control signals sometimes depend on each other makes the steady 
state of control performance unstable. 
According to the literature researches and reported data, the performance of current 
control methods on different control objects was evaluated. A summary showed that 
one controller is difficult to achieve all control goals and to have excellent control 
performance for all control signals. For instance, PID might be good at temperature 
control, however, it has poor control performance for thermal comfort control which 
includes two control signals: temperature and humidity. Hence, the controller must 
be designed properly based on well analysis and understanding of both the control 
technology itself and the control object. The mentioned control systems and the most 
important technical issues regarding these control methods are listed and summarized 
in Table 2-8. For example, in the column of IAQ control (CO2WKHV\PERO¥GHQRWHV
that the advanced control techniques can achieve significant IAQ control compared 
with the classical control systems. This table can be helpful choose the proper control 
method to use while designing the controller for different purposes. In addition the 
drawbacks and future perspectives of current control methods are summarised in the 
previous section. 
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The main parts that this project is focused on based on this analysis can be 
summaries as follows: 
x New control approaches may merge both the conventional and advanced control 
methods. There are two possible ways: a method by which individual merits are 
combined, and another by which analogies between these are overlapped. 
x The control algorithm which can monitor occupancy level and adapt the 
variation of the air-conditioned zone in order to improve indoor air quality and 
energy efficiency.  
x The indoor air pollutant level should be included in control process, which will 
enable to control air changing rate accurately to improve the energy efficiency of 
the systems. 
x Multiple loop control that ensure the stable steady state of the designed 
controller and this will also helpful for protect air-conditioning equipment.  
x The control process which does not require intervention of the users with 
specific skills or knowledge. 
x Closed-loop, real-time and on-line learning ability. The IEQ performance 
evaluation system could be included to make a control process have the self 
learning and modifying ability. 
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Chapter 3 Controllers design 
In the previous chapter, the current control technologies that have been widely used 
for temperature control, humidity control and indoor air quality control in built 
environment to improve the indoor environment were reviewed. Then, the 
shortcomings and problems of current control strategies are summarised. These 
problems limit the use of control strategies for HVAC systems. In order to address 
these issues, future perspectives and approaches to improve the control performance 
of IEQ control are discussed and concluded [7]. In this project, three controllers are 
designed for different purposes: indoor temperature control, indoor humidity control, 
indoor air quality control. By control indoor temperature, humidity and air quality to 
the targeted level, a comfortable and healthy indoor climate can be guaranteed. The 
proposed controllers are designed mainly based on the following considerations: 
x New control approaches may merge both the conventional and advanced control 
methods. There is a possible way: a method by which individual merits are 
combined.  
x In this research, PID control is utilized because of its practicality. But its control 
performance is mainly based on the PID parameters and improper selection of 
them will lead to poor control performance. Hence intelligent controller is 
designed to regulate the PID parameters automatically to ensure the optimized 
control output. 
x The indoor air pollutant level should be included in control process, which will 
enable to control air changing rate accurately. 
x The control process that does not require intervention of the users with specific 
skills or knowledge. 
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x Closed-loop, real-time and on-line learning ability. The IEQ performance 
evaluation system could be included to make a control process have the 
self-learning and modifying ability. 
It is very complicated work to control indoor temperature, relative humidity and CO2 
by using a multiple loop controller. Three controllers, each for individual control 
signal, are developed in this research instead of using one multiple controller. 
Moreover, it is still difficult to design and apply model independent controller to 
real-time indoor climate control based on recent researches but improving 
adaptability is considered as a way to increase controllers¶ practicality. Hence, a 
proper mathematical model of the controlled object is necessary while designing and 
testing the control strategy. In this chapter, the mathematical models of the indoor 
climate including indoor temperature model, indoor humidity model and indoor CO2 
level model and mathematical models of air-conditioning equipments including 
heater and humidifier are discussed in detail. Then the controllers for different 
purposes will be introduced.  
3.1    Mathematical model of indoor climate 
In this section, the mathematical model of indoor climate including indoor 
temperature, indoor humidity, indoor air quality, heater and humidifier in a medium 
size office as shown in Figure 3-1 (a) is established. The length of the room is 3m; 
width is 2m; height is 2.5; the thickness of wall is 0.3m and the material is common 
brick. The outdoor environment is cold and dry and the heating and humidifying 
work needs to be done for improving acceptable indoor climate. The outdoor air is 
heated and humidified by the heater and humidifier located at the end of the air 
supply channel and then introduced to the indoor environment with the desired 
temperature and humidity level as presented in Figure 3-1 (b).  
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(a) 
 
(b) 
Figure 3-1 (a) Air-conditioned zone (b) Air-supply channel 
 
3.1.1    Mathematical model of indoor temperature  
The indoor temperature is affected by the air temperature of the indoor climate, 
heater, volume of the room and heat loss from the wall while not considering the 
influence of the humidity as presented in Figure 3-1. Hence, the indoor temperature 
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can be expressed as follows based on the energy conservation principle: 
 oiwwhiipa TTAUQd
dTVC   1WU                                 (3-1) 
where aU (kg/m3) is the density of air, pC (J/kg ?oC) is the heat capacity of air, Vi (m3) 
is the volume of the room, Ti (oC) is the indoor temperature, W (s) is time, Qh1 (W) is 
the work rate of the heater, To (oC) is the outdoor temperature, Aw (m2) is the area of 
the wall and Uw (ܹȀ݉ଶ  ? Ԩ) is the overall heat transfer coefficient for the wall. Uw 
can be calculated as [301]: 
Bb
w
A
w
hK
d
h
U
11
1

 
                                               (3-2) 
where Kb (ܹȀ݉  ? Ԩ) is the thermal conductivity of common brick work and dw (m) 
is the thickness of the wall, hA and hB (ܹȀ݉ଶ  ? Ԩ) are the individual convection heat 
transfer coefficients for fluids on each side of the wall. In this case, we can consider 
hA=hB=hair and hair is the convection heat transfer coefficients of air.  
Equation (3-2) can be transfer into: 
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Equation (3-1) can be transferred as follows by using Laplace transform: 
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Then the equation can be described as: 
     sT
CV
AU
sQ
CV
sT
CV
AU
s o
pia
ww
h
pia
i
pia
ww 
 ¸¸¹
·
¨¨©
§

 UUU 1
1
               (3-5)             
Assume   0 

sT
CV
AU
o
pia
ww
U , then (3-5) can be transferred and simplified as: 
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where 
ww
pia
it AU
CV
T 
 U  is the time constant, 
ww
it AU
k  
1 is the gain of the transfer 
function. 
The mathematical model of indoor temperature without the influence of indoor 
humidity can be described by the transfer function (3-4). Then the indoor 
temperature change related to the humidity change can be removed by the 
decoupling algorithm discussed in section 3.2 
3.1.2    Mathematical model of indoor humidity 
In this project, the indoor air humidity is affected by the humidity of the supplied air, 
initial indoor air humidity and humidifier work rate as shown in Figure 3-1. The 
indoor humidity can be expressed by using energy conservation principle: 
 oiahiia hhHfQd
dhHV   UWU 2                               (3-7) 
where H(kJ/kg) is the vapor enthalpy, f (m3/s) is the volume flow rate, hi(g/kg) is the 
indoor humidity, ho (g/kg) is the outdoor humidity and Qh2 (W) is the work rate.  
Using Laplace transform and equation (3-7) can be transferred into: 
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And then the equation can be described as: 
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Assume   0  sH
V
f
o
i
 in order to simplify the equation (3-9) and the transfer 
function of indoor humidity can be expressed as: 
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                                                (3-10) 
where 
f
VT iih   is the time constant and . Hfk aih 
 U
1
 is the gain of the transfer 
function.  
3.1.3    Transfer matrix for indoor temperature and humidity 
Since the indoor temperature change and indoor humidity change are related to each 
other, it is necessary to analyse the two variables together and to establish the 
transfer matrix of indoor temperature and humidity.  
In this project, the control variables (system outputs) are indoor temperature and 
indoor humidity, and the output matrix is > @Tii HTY , where iT  is the indoor 
temperature and iH  is the indoor humidity. The heater working power and 
humidifier working power are the inputs. They control the temperature and humidity 
controllers and also known as the FRQWUROOHUV¶ outputs. Hence the input matrix is
> @Thh QQX 21 , where 1hQ  is the heater working power (output of indoor 
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temperature controller) and 2hQ is the humidifier work power (output of indoor 
humidity controller). The indoor temperature and humidity model is a two-input 
two-output system as shown in Figure 3-2.  
T Controller G11
G21
G12
G22H Controller 
Qh1
Qh2
Ti
Hi
-
-
Rt
Rh
 
Figure 3-2 Indoor temperature and humidity model 
The transfer matrix described the relationship between Y and X is given as: 
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where 11G , 12G , 21G  and 22G  are the transfer functions of the matrix. Since the 
flow rate of the air from the air supply channel f  is a constant value as shown in 
Figure 3-1, the humidity level of the air from air supply channel oah ,  is not 
influenced by heater¶s working power but is only affected by the humidifier¶s 
working power. That means that the indoor humidity level is not affected by the 
heater¶s working power. 
021  G                                                         (3-12) 
Equation (3-11) can be simplified as follows: 
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The detail of transfer function 11G , 12G  and 22G  are discussed in section 3.2 
3.1.4    Mathematical model for indoor air quality (CO2) 
There are many different types of indoor pollutant in indoor environment and it is not 
possible to monitor and control all of them, so one dominant contaminant, which 
requires the greatest amount of fresh air to dilute to an acceptable level, is selected as 
the control signal in our control strategy and CO2 is used as the indicator in this 
project. By controlling CO2 to the desired levels, most of the other indoor air 
pollutants can be maintained at acceptable levels. The indoor CO2 concentration can 
be given as follows [165]: 
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Then it can be transferred into: 
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where 
fV
VT
i
i
ico  O2  is time constant of the system. 
3.2    Decoupling control strategy for temperature and humidity 
In this project, the indoor temperature and indoor humidity are controlled by the 
working power of heater and humidifier as presented in Figure 3-1. When the 
temperature is different from the desired value, the heater¶s working power is going 
to change as demanded; and when indoor humidity is different from the set-point, the 
humidifier¶s working rate is going to change to meet the control requirement. The 
80 
indoor temperature and humidity is a complicated system that they are related to each 
other as shown in Figure 3-2 and it can be seen that when the indoor humidity 
changes, the indoor temperature changes as a result. Hence, single loop control 
strategy for indoor temperature and humidity control cannot meet the control 
requirement and will cause poor control performance and it is necessary to design a 
decoupling strategy to remove the relation between indoor temperature and humidity. 
Once the indoor temperature and humidity are independent to each other, the single 
loop controllers can be used for indoor temperature and humidity control and 
acceptable control performance can be gained with proper control method. In this 
section, the decoupling strategy for this project is discussed in detail. 
A typical two-input two-output system that its variables affect each other is presented 
in Figure 3-3. R1 and R2 are the system inputs. X1 and X2 are the controllers¶ outputs. 
Y1 and Y2 are the system outputs. The input matrix is > @Thh QQX 21 , where 1hQ  is 
the heater working power and 2hQ is the humidifier work power (output of indoor 
humidity controller). > @Tii HTY , where iT  is the indoor temperature and iH is 
the indoor humidity. 
Controller 1 G11
G21
G12
G22Controller 2
X1
X2
Y1
Y2
-
-
R1
R2
 
Figure 3-3 A two-input two-output system 
The transfer function between system outputs and controllers¶ outputs is give by: 
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We can add decoupling elements 11F , 12F , 21F  and 22F  between the control 
object and designed controller as shown in Figure 3-4. Then the transfer matrix (3-16) 
becomes: 
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Figure 3-4 A two-input two-output system with decoupling design 
If the decoupling matrix meets the following requirement: 
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Then transfer matrix (3-17) can be transferred into: 
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And the two-input two-output system can be equivalent to two single-input 
single-output (SISO) systems as shown in Figure 3-5. In this way, the relation 
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between the two variables of the system is removed and they are independent to each 
other. Then one single loop controller can be utilised for each SISO system. 
Controller 1 G11
G22Controller 2
X1
X2
Y1
Y2
-
-
R1
R2
 
Figure 3-5 Equivalent system of two-input two-output system 
In this project, the indoor temperature and humidity model can be expressed by 
equation (3-13) and it can be seen that 021  G , so the flow chart of the indoor 
temperature and humidity model is presented in Figure 3-6. The model has two 
control loops: a temperature control loop and a humidity control loop. The indoor 
humidity is only affected by the humidifier¶s working power. However, it is very 
clear that the indoor temperature is not only affected by the heater¶s working power, 
but also affected by the KXPLGLILHU¶s working power. That means single-input single 
out-put control strategy is not able to control indoor air temperature properly as long 
as the indoor temperature is affect by other variables other than heater¶s working 
power. Hence, our objective is to ensure that indoor temperature only changes based 
on the heater¶s working power. The proposed solution in this project is to design a 
decoupling strategy to remove the effect of 12G  in order to make indoor temperature 
and humidity independent to each other. 
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Controller 1 G11
G22Controller 2
X1=Qh1
X2=Qh2
Y1=Ti
Y2=Hi
-
-
G12
r1=T0
r2=H0
Temperature control loop
Humidity control loop
 
Figure 3-6 Indoor temperature and humidity system 
In order to achieve the objective, a decoupling control element is designed as 
follows: 
    sG
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12                                                   (3-20) 
Then, apply the decoupling control element to the indoor temperature and humidity 
system as shown in Figure 3-7. The decoupling element is add between controller 2 
and control objects and builds a connection between the two loops. 
Controller 1 G11
G22Controller 2
X1=Qh1
X2=Qh2
Y1=Ti
Y2=Hi
-
-
G12
r1=T0
r2=H0
Temperature control loop
Humidity control loop
F12
-
 
Figure 3-7 The indoor temperature and humidity system with decoupling strategy 
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The output iT  can be calculated by using equation (3-21) based on the structure of 
the indoor temperature and humidity system with decoupling control strategy 
presented in Figure 3-7. 
  111212212111 hhhhi QGQGQFQGT                             (3-21) 
Using the temperature transfer function (3-6) we can get: 
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Then, the output iH  can be calculated as follows: 
222 hi QGH                                                     (3-22) 
Using the humidity transfer function (3-10) we can get: 
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Hence, the transfer matrix of this system with decoupling strategy can be expressed 
as follows: 
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Equation (3-21) and transfer matrix (3-23) presents that the system output, indoor 
temperature is only affected by one variable, heater¶s working power and the other 
system output, indoor humidity is only affected by one variable, humidifier¶s 
working power. So this system can be equivalent to one SISO indoor temperature 
control loop and one SISO indoor humidity control loop. Then it is possible to 
control the indoor temperature and indoor humidity by using two single loop 
controllers. 
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The length of the room is 3m; width is 2m; height is 2.5; the thickness of wall is 
0.3m and the material is common brick; and assume the desired indoor temperature 
is 20oC. Hence 315mVi  , 225mAw  , mdw 3.0  and the volume flow rate 
smf /01.0 3 . Then by checking the coefficient table [302] we can get:
3/2.1 mkga  U , CkgJCp q /1005 , CmWKb q /6.0 , CmWhair q 2/10 and 
kgkJH /2538 . 
Hence, by using equation (3-3): 
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f
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Therefore, the indoor temperature transfer function and indoor humidity transfer 
function can be expressed by two first order SISO system: 
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The design of controllers for indoor temperature and humidity control are introduced 
and discussed in the following sections. 
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3.3    Fuzzy-based PID controller 
An intelligent PID controller based on fuzzy logic controller (FLC) is designed for 
general purpose of indoor environment quality control including temperature, 
humidity and indoor air quality control in this research.  
Fuzzy PID controllers can be used instead of linear PID controller in all classical or 
modern control system applications. They convert the error between the measured or 
controlled variable and the reference variable, into a command, which is applied to 
the actuator of a process. In practical design, it is important to have information 
about their equivalent input-output transfer characteristics. The main purpose of this 
research is to develop control systems for all kind of processes with a higher 
efficiency of the energy conversion and better values of the control quality criteria. 
In this section, it introduces the structure and principle of the proposed fuzzy-PID 
strategy and then the controller design and control processes are described in detail. 
The fuzzy-PID controller is designed for temperature, humidity and indoor air 
quality in research. Hence, in this section of these factors: temperature is going to be 
used as the control signal to describe the controller.  
3.3.1    Structure of fuzzy-PID controller 
The self-tuning PID-type fuzzy controller contains two parts: a PID controller and a 
fuzzy logic controller (FLC) as shown in Figure 3-8. The proposed fuzzy-PID 
controller is an auto-adaptive controller that is designed by using an incremental 
fuzzy logic controller. The PID controller is used for the indoor climate control. The 
fuzzy logic controller is used for regulating the parameters of PID controller, kp, ki 
and kd on-line by fuzzy logic control rules for better PID control performance in 
different situations. 
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Figure 3-8 Structure of fuzzy-PID controller 
Because the proposed fuzzy self-tuning PID controller aims to improve the control 
performance yielded by a PID controller, it keeps the simple structure of the PID 
controller and it is not necessary to modify any hardware parts of the original control 
system for implementation. The limitation for traditional control algorithm is largely 
made complete. 
3.3.2    PID control algorithm 
The indoor environment is controlled by a PID controller that uses the system error, e, 
and the changing rate of error, ec; given by equation (3-26) and (3-27) as its inputs.  
 ke
 is the error between the actual output and desire output and can be expressed 
as follows: 
     kykrke  
                                               (3-26) 
 kec
 is the changing rate of  ke  and is given as: 
     1 kekekec
                                            (3-27) 
The output of the PID controller is the work rate of heater and the system output is 
the indoor air temperature. The PID control algorithm can be expressed as follows: 
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221  kekekekkekkekekku dip              (3-28) 
The PID control performance mainly depends on the selection of the PID parameters, 
kp, ki and kd. The Fuzzy block of the fuzzy-PID control strategy is design to 
auto-tune the values of the parameters. 
3.3.3    Fuzzy block design 
The function of the fuzzy logic controller is to tune the parameters of PID controller, 
kp, ki and kd on-line by fuzzy logic control rules based on time-varying e and ec as 
shown in Figure 3-9 [244]. 
Fuzzy rules
Fuzzification Inference Defuzzification
Fuzzy Block
e
ec
kp
ki
kd
 
Figure 3-9 Scheme flow chart of the fuzzy block 
Fuzzy self-tuning of PID parameters is to find out the fuzzy relation between three 
parameters of PID and e and ec. It measures the system output y and then calculates e 
and ec based on y and input r. Then the fuzzy controller tunes three parameters by 
fuzzy control rules on-line so that controlled objects achieve better dynamic steady 
performance. Hence, it is necessary to understand the function of each PID 
parameters. Then, it is possible to determine the relation between the fuzzy output, kp, 
ki and kd and the fuzzy input, e and ec; and finally to build the fuzzy rules. The 
functions of each PID parameter are discussed in Chapter 2 and how they affect the 
control performance and relate to the system error are listed in table 3-1 [171]. 
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Table 3-1 Effects of kp, ki and kd tuning 
Closed-loop 
response 
Rise time Settling 
time 
Overshoot Steady-state 
error 
stability 
Increasing kp Decrease Increase Small 
increase 
Decrease Degrade 
Increasing ki Small 
decrease 
Increase Increase Large 
decrease 
Degrade 
Increasing kd Small 
decrease 
Decrease Decrease Minor 
change 
Improve 
 
Table 3-2 Fuzzy rule base of kp 
Then the fuzzy rule base is established based on the discussion of PID parameters 
effects as presented in Table 3-1. The fuzzy rule base contains three matrixes that 
how kp, ki and kd will change ( ? ௣݇ǡ  ? ௜݇ ? ௗ݇) when e and ec varies as shown in 
table 3-1. The fuzzy rule base is constructed by using several if-then statements and 
premise and consequent of each statement which are fuzzy propositions. Table 3-2 
±Table 3-4 indicates that 25 rules define the rule base for the fuzzy-PID type 
controller. The fuzzy variables are defined for the rule base as: e, ec,  ? ௣݇ǡ  ? ௜݇ ? ௗ݇ = {NB (Negative Big), NM (Negative Medium), NS (Negative 
Small), ZO (Zero), PS (Positive Small), PM (Positive Medium), PB (Positive Big)}. 
  
NB 
 
NM 
 
NS 
 
ZO 
 
PS 
 
PM 
 
PB 
NB PB PB PM PM PS ZO ZO 
NM PB PB PM PS PS ZO NS 
NS PM PM PM PS ZO NS NS 
ZO PM PM PS ZO NS NM NM 
PS PS PS ZO NS NS NM NM 
PM PS ZO NX NM NM NM NB 
PB ZO ZO NM NM NM NB NB 
 ? ௣݇ 
e 
ec 
e 
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Table 3-3 Fuzzy rule base of ki 
Table 3-4 Fuzzy rule base of kd 
  
NB 
 
NM 
 
NS 
 
ZO 
 
PS 
 
PM 
 
PB 
NB PS NS NB NB NB NM PS 
NM PS NS NB NM NM NS ZO 
NS ZO NS NM NM NS NS ZO 
ZO ZO NS NS NS NS NS ZO 
PS ZO ZO ZO ZO ZO ZO ZO 
PM PB NS PS PS PS PS PB 
PB PB PM PM PM PS PS PB 
Once rule base has been defined, the membership functions for e, ec,  ? ௣݇ǡ  ? ௜݇ ? ௗ݇ are needed to be determined as shown in Figure 3-10 ± Figure 
3-14. A membership function is a curve that defines how each point in the input 
space is mapped to a membership value (on degree of membership) between 0 and 1 
[234]. In this case, the combined triangular and gauss membership functions are used 
for all variables. The physical domain [234] of e and ec is {-3, -2, -1, 0, 1, 2, 3, }; the 
physical domain of  ? ௣݇ is {-0.3, -0.2, -0.1, 0, 0.1, 0.2, 0.3}; the physical domain of  ? ௜݇ is {-0.06, -0.04, -0.02, 0, 0.02, 0.04, 0.06} and that of the  ? ௗ݇ is {-4, -3, -2, -1, 
0, 1, 2, 3, 4}. 
  
NB 
 
NM 
 
NS 
 
ZO 
 
PS 
 
PM 
 
PB 
NB NB NB NM NM NS ZO ZO 
NM NB NB NM NS NS ZO ZO 
NS NB NM NS NS ZO PS PS 
ZO NM NM NS ZO PS PM PM 
PS NM ND ZO PS PS PM PB 
PM ZO ZO PS PS PM PB PB 
PB ZO ZO PS PM PM PB PB 
e 
ec  ? ௜݇ 
e 
ec  ? ௗ݇ 
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Figure 3-10 Membership function of system error 
 
Figure 3-11 Membership function of system error changing rate 
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Figure 3-12 Membership function of kp 
 
Figure 3-13 Membership function of ki 
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Figure 3-14 Membership function of kd 
Since we can get the  ? ௣݇ǡ  ? ௜݇  ? ௗ݇ value based on fuzzy rule base and function 
membership. Then, the kp, ki and kd can be calculated by using the following 
equations: 
       kkkkecefkk ppkpp '   ',1                                (3-29) 
       kkkkecefkk iikii '   ',1                                  (3-30) 
       kkkkecefkk ddkdd '   ',1                                (3-31) 
The desired kp, ki and kd values can be gotten by using the FLC, and transferred to the 
PID controller in order to operate the air-conditioning equipments properly and 
obtain an comfortable indoor environment. 
3.3.4    Summary of fuzzy-PID control 
The control process of the fuzzy-PID controller can be summarised as follows as 
shown in Figure 3-15: 
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Start 
Collect each value at sample step k
e(k)=r(k)-y(k)
ec(k)=e(k)-e(k-1)
e(k),ec(k) fuzzification
Adjust kp, ki and kd by using the fuzzy logic rule
Calculate kp, ki and kd 
Transfer the PID parameters to the PID controller.
 
Figure 3-15 Flow chart of fuzzy-PID controller 
x Collect control data at sample step k by using measurement equipment. 
x Calculate the system error and changing rate of the system error by using 
equation (3-26) and (3-27). 
x Fuzzification of e and ec by using the membership function as presented in 
Figure 3-10 and Figure 3-11. 
x Get the fuzzy values of kp, ki and kd by using the fuzzy rule bases as 
shown in Table 3-3 ± Table 3-4. 
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x Defuzzification ofkp, ki and kd by using membership function Figure 
3-12 ± Figure 3-14. 
x Calculate kp, ki and kd by using equation (3-29) ± (3-31). 
x kp, ki and kd are provided to PID controller for indoor temperature control. 
The control performance of the proposed fuzzy-PID control strategy is verified by 
simulating tests using Matlab in Chapter 4 and investigated by experiments in 
Chapter 5. 
3.4    RBFNN- PID controller  
Although a fuzzy PID control is designed for general indoor climate control, 
temperature, humidity and indoor air quality are different physical quantities and 
have different features. Hence, in order to further analyse potential of using advanced 
control method to improve the indoor environment quality, research work should be 
carried out and a novel control strategy for indoor humidity is designed based on the 
humidity control difficulties in this section. 
The major difficulties of indoor humidity control include: 
x time delay,  
x preference of deferent people.  
x influence caused by temperature. 
Hence, the designed controller has the following requirement: quick response, small 
overshot, good adaptability and intelligent algorithm to tell whether the temperature 
is hot, cold warm or else. An intelligent PID controller based on Radial Basis 
Function (RBF) neural network is introduced for indoor temperature control in this 
section. In this research, the performance of the RBFNN-PID controller is verified by 
the computer simulation using Matlab as introduced in Section 4.2. The experimental 
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test of this controller will be carried out in laboratory in further work as discussed in 
Section 6.3. 
3.4.1    Structure of RBFNN based PID controller  
A novel intelligent PID control strategy based on RBFNN algorithm is designed for 
indoor humidity control in this project as shown in Figure 3-16. It presents the 
structure of the RBFNN-PID controller that includes two main parts: a PID controller 
used for indoor humidity control and a RBF neural network used for regulating PID 
parameters: pk , ik  and dk .  
PID controllers have been widely used for indoor environment control because of its 
practicality and good control performance and the PID controller is selected as the 
main part of the proposed control strategy for the indoor humidity control. The RBF 
neural network is used for regulating the PID parameters automatically; and it will 
shorten the time cost of designing the controller and will increase the controller¶s 
adaptability. Hence, the principle of the novel control strategy is to combine the 
advantages of the conventional control method (PID controller in this control 
strategy) and advanced control technique (radial basis function neural network). 
PID controller Plant
RBF neural 
networkym
yr
ue
JRBF
kp, ki, kd
 
Figure 3-16 RBFNN based PID controller 
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3.4.2    RBFNN algorithm for kp, ki, kd regulation 
A radial basis function (RBF) network is a three layer feed forward artificial neural 
network that uses radial basis functions as activation functions. The output of the 
network is a linear combination of radial basis functions of the inputs and neuron 
parameters. Radial basis function networks have many uses, including function 
approximation, time series prediction, classification, and system control. It has the 
advantage of fast learning speed and is able to avoid the problem of local minimum 
in system control field. Hence the RBFNN is used for tuning the PID parameters in 
the control strategy.  
The Jacobian generalizes the gradient of a scalar-valued function of multiple 
variables, which itself generalizes the derivative of a scalar-valued function of a 
single variable. In other words, the Jacobian for a scalar-valued multivariable 
function is the gradient and that of a scalar-valued function of single variable is 
simply its derivative. The Jacobian can also be thought of as describing the amount 
of "stretching", "rotating" or "transforming" that a transformation imposes locally 
[286]. Moreover, the Jacobian matrix is important for regulating the PID parameters 
in this control strategy. 
The designed RBF network has three layers: an input layer, a single hidden layer and 
an output layer as shown in Figure 3-17. There are two inputs in this network and the 
input vector of the RBF network is given as: 
> @ > @TTi yuxxX ,,...,1         {i=1,2}                              (3-32) 
where u  is the output of PID humidity controller, humidifier¶s work power and y  
is the system output, the indoor air humidity level and i is the number of the neurons 
in input layer.  
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Figure 3-17 The RBF neural network 
In a RBF neural network, the Gaussian function is used as the activation function. 
The hidden neurons implement Gaussian function as the basis function and the 
elements of radial basis vector Tj hhhhH ],...,,...,,[ 521 can be expressed by 
Gaussian function as follows: 
2
2
2 j
j
b
CX
j eh

     { 5,...2,1 j }                                     (3-33) 
where X  is the input vector of the neural network as given by equation (3-32), 
],[ 21 jjj ccC   is the input vector of the jth node in the hidden layer, jb  is the width 
parameter of the jth node in hidden layer and j is the number of neurons in hidden 
layer. 
Thus the network output can be express as follows: 
  5511 ...... hwhwhwky jjm                                     (3-34) 
where jw  is the weight from hidden layer to output layer. 
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Then the performance index function of the neural network is defined as follows: 
   kykyJ mRDF                                                 (3-35) 
where  ky  is the system output at sample step k   and  kym  is the network 
output. 
As shown in Figure 3-16, the RDFJ  is used to adjust the weights of the neural 
network. The weight of each neuron in network is adjusted based on the gradient 
descent algorithm and the equation is given by: 
        211  kwkwhJkwkw jjjRDFjj DK                  (3-36) 
where ߟ is learning rate, ߙ is momentum factor.  
The basis width parameter of each node in network can be adjusted based on the 
gradient descent algorithm by using the following equation: 
        211 ' kbkbbkbkb jjjj DK                          (3-37) 
where jb'  is the change of the basis width parameter and can be expressed as 
follows: 
3
2
j
j
jjRDFj b
CX
hwJb
 '                                       (3-38) 
Then, the change of the hidden layer¶s input vector can be calculated based on the 
gradient descent algorithm as follows: 
2
j
jij
jRDFji b
cx
wJc
 '                                            (3-39) 
And the adjustment rule of the hidden layer¶s input vector can be expressed as 
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follows: 
        211 ' kckcckckc jijijijiji DK                       (3-40) 
Thus, the Jacobian matrix can be gotten based on the previous calculation: 
 
 
   
 ¦
 w
w
2kb
kukc
hw
ku
ky
j
ji
jj                                       (3-41) 
It has been known that the PID control performance is based on the value of PID 
parameters kp, ki and kd. The PID controller can have excellent performance with 
proper parameters, otherwise the controller cannot achieve desired control 
requirement. Thus, the regulating the PID parameters properly is an important task 
and the designed RBF network is able to tune kp, ki and kd accurately in different 
situations by using the Jacobian matrix. 
Firstly, the error function of the network is defined as: 
      2
2
1 kykrkE                                              (3-42) 
Then, the kp, ki and kd auto-tuning rule is designed based on the gradient descent 
iteration method as follows: 
   kxc
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yke
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E
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p 1w
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w w
w ' KKK
                   (3-43) 
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w w
w ' KKK                    (3-45) 
where 
u
y
w
w
 is the Jacobian matrix given by equation (3-41).  kxc1 ,  kxc2  and 
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kxc3  are the inputs of the PID controller in this control strategy and their 
calculation will be give in the following section. 
Therefore, the optimum PID parameters can be gained and then provided to the PID 
controller in order to get the desired control performance. And the PID control 
algorithm in this control strategy is introduced in the following section. 
3.4.3    PID control algorithm  
In this control strategy, the system error between the system desired output and the 
system actual output as shown in Figure 3-16 is given by: 
     kykrke  
                                                 (3-46) 
The PID inputs can be expressed as follows: 
     11  kekekxc                                              (3-47) 
   kekxc  2                                                     (3-48) 
       2123  kekekekxc                                     (3-49) 
Then the PID control algorithm is given as: 
                 21211  kekekekkekkekekkuku dip      (3-50) 
3.4.4    Summary of RBFNN based PID control 
So the control process of the RBFNN-PID control as presented in Figure 3-18 can be 
summarised as follows: 
x collect each value at sampling step k 
x calculate the network output ym based on the collected data 
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x get the Jacobian matrix using the give equations 
x tune the PID parameters for the PID controller 
x controller send command to the HVAC equipment for humidity control and since 
the indoor climate may change the control process should be carried on 
x set k=k+1 
The control performance of the proposed RBFNN-PID control strategy for indoor 
humidity is verified by simulating tests using Matlab in Chapter 4. 
Collect each value at sample step k
Start
Calculate network work output ym
Calculate the Jacobian matrix
Regulating kp, ki, kd
PID controller for indoor humidity control 
Set k=k+1
 
Figure 3-18 Flow chart of RBFNN-PID controller 
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3.5    BPNN-based PID controller  
As investigating all types of indoor air pollutants for general air quality monitoring 
and control is a complicated matter [70-71], it was suggested that the measurement 
and analysis of indoor carbon dioxide (CO2) concentration could be useful for 
understanding IAQ and ventilation effectiveness [72-74]. The difficulty in IAQ 
control is the time delay and measurement errors. In order to achieve an optimal 
system performance in terms of response speed, systemic stability, disturbance 
resistance and small overshoot, a neural network proportional-integral-derivative 
(PID) controller with back-propagation based weight updating algorithm is proposed. 
The structure and algorithm of the BPNN-PID control is introduced in this section. 
The performance of the BPNN-PID controller is tested by computer simulation using 
Matlab code as discussed in Section 4.3. The experimental test of the BPNN-PID 
control will be carried out in future work as introduced in Section 6.3.  
3.5.1    Structure of the BPNN-PID controller 
Figure 3-19 presents the structure of the proposed intelligent PID controller based on 
BPNN learning algorithm. It contains two parts: 1) a classic PID controller and 2) 
BPNN. The PID controller is used to control the control object (indoor air quality in 
building environment). The control performance depends on the setting of PID 
control parameters kp, ki and kd which can be auto tuned by the BPNN. The BPNN 
uses an on-line training algorithm based on a gradient descent approach to update 
network weights and ensures that the designed neural network is able to calculate the 
desired PID control parameters for the PID controller. Therefore, in this control 
approach, by combining the classic PID control and the intelligent BPNN the 
targeted system output can be tracked with a guaranteed stability. 
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Figure 3-19 BPNN based PID control scheme 
3.5.2    PID control algorithm 
The incremental digital PID control algorithm can be expressed as follows: 
       ^ `  
     ^ `212
11

 
kerrorkerrorkerrork
kerrorkkerrorkerrorkkuku
d
ip
                (3-51) 
where u is the output of the PID controller, kp is the proportional term, ki is the 
integral term, kd is the derivative term and ey is the system error that can be expressed 
as follows: 
     krkykey                                                 (3-52) 
where y is the system actual output and r is the system targeted output. 
3.5.3    BPNN algorithm 
If the neural network has sufficient amount of neurons, it is able to approximate any 
continuous function with only one hidden layer [304±307]. Therefore, a neural 
network with only one hidden layer is designed. As shown in Figure 3-20, the 
proposed design is a four-input-three-output BPNN with three layers: input layer, one 
105 
single hidden layer and output layer. In this section, the forward feed algorithm and 
the back-propagation weights adjustment rule is discussed in detail. 
 
Figure 3-20 BPNN algorithm scheme 
 
(1)    Feed forward control 
The designed neural network has four inputs as shown in both Figure 3-19 and 
Figure 3-20 and they are: 
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where r, u and ey is defined in equations (3-51) and (3-52); and eyc is the changing 
rate of system error ey that can be expressed as follows: 
     1 kekekce yyy                                              (3-54) 
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Output of each neuron in the input layer is expressed as: 
   jxO j  1      ^ `4,3,2,1 j                                        (3-55) 
In the designed algorithm, superscript (1) stands for input layer.  
Input of each neuron in the neural network hidden layer can be calculated based on 
the input layer output and is expressed as follows: 
       14
1
22
j
j
iji Owkin ¦
 
 
         
^ `Ni ,,2,1  
                          (3-56) 
where superscript (2) stands for hidden layer; wij(2) is the weight connecting the input 
layer neurons to the hidden layer neurons and N is the number of neurons in the 
hidden layer. 
Then, output of each neuron in the neural network hidden layer can be expressed as 
follows: 
      kinfkO ii 22                                                (3-57) 
where f(x) is the activation function in the hidden layer that presents the relation 
between the input and output of each neuron. Symmetrical Sigmoid function is used 
as the activation function and can be expressed as follows: 
   
xx
xx
ee
ee
xxf 


  tanh                                           (3-58) 
Once the output of each neuron in hidden layer is calculated, the input of each 
neuron in the output layer can be given as:  
       kOwkin iN
i
lil
2
1
33 ¦
 
        ^ 3`,2,1 l                               (3-59) 
where superscript (3) stands output layer; wli(3) is the weight connecting the hidden 
layer neurons to the output layer neurons.  
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The number of neurons in output layer is three and the outputs of the neurons are the 
PID parameters. Output of each neuron in the output layer is given by: 
      kingkO ll 33                                                (3-60) 
   pkkO  31                                                     (3-73) 
   ikkO  32                                                     (3-62) 
   dkkO  33                                                     (3-63) 
where g(x) is the activation function that presents the relation between the input and 
output of each neuron in the output layer. Outputs of the output layer are the PID 
parameters kp, ki and kd. Since these values cannot be negative, the non-negative 
Sigmoid function is used as the activation function in output layer and it is given as: 
    
xx
x
ee
e
xxg   tanh12
1
                                    (3-64) 
The proposed neural network can regulate the PID control parameters automatically 
and it can reduce sufficient time cost for engineers in control system design process. 
However, modelling errors often exist in model based process control and 
dramatically increase the difficulty to accurately control the process. Therefore, an 
on-line training algorithm is applied to adjust network weights for reducing the 
system error ey in the design of the BPNN controller.  
(2)    Weight update 
In this algorithm, the system output error function is defined by the given equation 
(3-65): 
       ekykrkEy 2
1
2
1 2                                          (3-65) 
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The training process of the neural network model must be carried out before it can be 
put into use. This training process is repeated until the mean square error of the 
training data reaches the desired minimum. In the present work, the training process 
is based on back propagation. The basic idea of back propagation is to adjust the 
neuron weights using gradient descent algorithm on the error function in an iteration 
process. Generally, the adjustment of each weight from hidden-layer to output-layer 
can be expressed as follows: 
     33
li
y
li
w
kE
kw w
w ' K                                              (3-66) 
However, in order to avoid the µlocal minima¶ which is the best known problem 
associated with back-propagation algorithm; a momentum term is added to the 
weight change in the proposed algorithm. This means that the weight change this 
iteration depends not just on the current error, but also on previous changes. So the 
adjustment of each weight from hidden-layer to output-layer is modified as follows 
based on the system output error function as shown in Figure 3-21: 
          1333 'w
w ' kw
w
kE
kw li
li
y
li DK                                 (3-67) 
where is K  learning rate, D  is  momentum factor. 
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Figure 3-21 Adjustment of weight from hidden layer to output layer 
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and based on equation (63), (73), (74) and (75), the following equations are 
calculated: 
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Then, the learning algorithm of the weight update in output layer can be expressed as 
follows: 
        kwkwkw lilili 333 1 '                                         (3-73) 
          kOkwkw illili 2333 1 KGD ' '                                  (3-74) 
where  3lG  is the error function of the network hidden layer that is need for the 
adjustment of  weights from input layer to hidden layer as shown in Figure 3-22. 
 3
lG  can be expressed as follows: 
      
 
      kingkO kuku kyke llyl 333 'w
ww
w G                               (3-75) 
where the first derivative of g(x) is given by: 
      xgxgxg  1'
                                              (3-76) 
 
Figure 3-22 Error function of the network hidden layer 
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Figure 3-23 Adjustment of weight from input layer to hidden layer 
Then, using the similar calculation and the weight update in hidden layer is 
calculated based on gradient descent algorithm and the hidden layer error function as 
show in Figure 3-23. The learning algorithm can be expressed by as follows: 
        kwkwkw ijijij 222 1 '                                        (3-77) 
          kOkwkw jiijij 1222 1 KGD ' '                                 (3-78) 
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Where the first derivative of f(x) is given by: 
    
2
1
'
2 xf
xf                                                 (3-80) 
3.5.4    Summary of the BPNN-PID control strategy 
In the control process, the weights in the neural network are trained by the 
back-propagation weights adjustment rule in order to obtain the best PID parameters 
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kp, ki and kd for the PID controller. Therefore, an acceptable indoor air quality can be 
provided by the control of designed system. The algorithm of the BPNN based PID 
can be summarised as follows and its flowchart is presented in Figure 3-24: 
1) Initialize the each weight in the neural network wij(2)(k) and wli(3)(k), as well as 
learning rate K  and momentum factor D  while k=1. 
2) Collect data r(k) and y(k) and calculate the system error ey using equation (2). 
3) Calculate the input and output of each neuron and get the PID parameters kp, ki and 
kd.  
4) Calculate the output of PID controller using equation (1). 
5) On-line training. Adjust the weight of each neuron in the neural network with the 
back-propagation learning algorithm in order to realize self-adaptive regulation of 
the PID parameters kp, ki and kd. 
6) Set k=k+1 and go back to rule 1). 
The control performance of the proposed BPNN-PID control strategy for indoor air 
quality is verified by simulating tests using Matlab in Chapter 4. 
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Start
Initialize each weight in the neural network, 
learning rate and momentum factor while k=1
Collect data r(k) and y(k)and calculate system error
Calculate the input and output of each neuron and 
get the PID parameters kp, ki and kd
Collect data the output of PID controller
Adjust the weight of each neuron in the neural 
network
Set k=k+1
 
Figure 3-24 Flow chart of BPNN-PID control scheme 
3.6    Summary  
As indoor environment has significant affected occupants¶ health, people¶s 
productivity and feeling of comfort, all important factors of indoor climate quality 
including indoor temperature, indoor humidity and indoor air quality should be well 
controlled for increasing demand of living standard. However, major difficulties exist 
that limit the development of control technologies for indoor environment quality 
control including: 
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x Difficult to predict the system response, and to employ appropriate comfort 
indices to search for the optimal set point(s) according to the system responses. 
x Complex HVAC systems are hard to be analysed and controlled. 
x Time delay. 
x Disturbances always exist in control process in both thermal comfort control and 
indoor air quality control. For example, opening the window or door may cause 
the indoor temperature and humidity change; people entering the room may 
cause the CO2 concentration increasing. 
x HVAC systems always response lag behind the indoor environment change. 
x The existence of mismeasurement of control signal value is considered as one of 
the major problems of indoor air quality. 
x The fact that control signals sometimes depend on each other makes the steady 
state of control performance unstable. 
Hence, in order to solve these problems, in this chapter three newly designed 
intelligent controllers: fuzzy PID controller for indoor temperature control, radial 
basis function neural network PID controller for indoor humidity control and 
back-propagation neural network PID controller for indoor air quality control. The 
designs of these controllers including control structures and control algorithms are 
discussed in detail. In this section, it summarises the design of each controller and 
theoretically analyses their potential advantages for indoor environment quality 
control. 
Fuzzy-PID 
Based on the difficulties of indoor climate control as summarised in Chapter 2 a 
fuzzy-PID controller was designed to solve these problems and to achieve the goal of 
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maintaining desired indoor environment quality. The structure of this controller 
contains two main parts: a typical conventional PID control for controlling indoor air 
temperature and a fuzzy logic controller to regulating the parameters for the PID 
controller according to the current indoor conditions. Theoretically, based on the 
discussion of the algorithm of the proposed controller, the indoor environmental 
quality can be well control since: 
x PID controller is suitable for various control object including indoor climate 
factors control, 
x fuzzy logic control for optimal PID parameters tuning to ensure adaptability to 
different situations, 
x better PID control parameters selection can ensure the desired system output. 
RBFNN-PID 
The factors that affect the indoor relative humidity control can be concluded as: 
x time delay, 
x system response lag behind the indoor climate change, 
x influence caused by temperature. 
Based on this condition, a radial basis function (RBF) neural network based PID 
control was designed to solve these problems in order to achieve the goal of 
maintaining desired indoor humidity. The proposed controller has two main parts: a 
typical conventional PID control for controlling indoor air temperature and a radial 
basis function to regulating the parameters for the PID controller according to the 
current indoor conditions. Theoretically, based on the discussion of the algorithm of 
the proposed controller, the indoor humidity can be well control since: 
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x PID controller is suitable for various control object including indoor humidity 
control, 
x RBF neural network has fast processing speed to ensure that best PID value can 
be obtained as long as there is indoor climate change, in which way the stability 
and adaptability of the proposed controller can be guaranteed.  
x better PID control parameters selection can ensure the desired system output, 
BPNN-PID 
As it summarised in Chapter 2, the indoor environment control has many difficulties 
and the difficulties of indoor air quality control can be concluded: 
x time delay, 
x system response lag behind the indoor climate change, 
x mismearsurement occurred. 
Based on this condition, a BPNN-PID control was designed to solve these problems 
and to achieve the goal of maintaining good indoor air quality. The proposed 
BPNN-PID controller combined a typical PID controller and a neural network which 
the back-propagation algorithm is applied to. This design has two main parts: a 
typical conventional PID control for controlling indoor air quality and a 
back-propagation neural network to regulating the parameters for the PID controller 
according to the current indoor conditions. Theoretically analysis according to 
literatures introduced in Chapter 2 and algorithm design described in this chapter 
showed that the proposed BPNN-PID IAQ controller has the following potentials: 
x PID controller is suitable for various control object including IAQ, 
x neural networks for optimal PID parameters tuning to ensure quick recovery 
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from disturbances, 
x back-propagation algorithm for adjustment of weights in neural network to 
ensure the system quickly response to indoor climate change. 
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Chapter 4 Simulation and Results 
The detail designs of the proposed controllers were introduced in Chapters 3. In 
order to achieve the goal of a comfortable and healthy indoor environment quality, 
indoor temperature, indoor humidity and indoor air quality must be all controlled 
properly. Therefore, three controllers: fuzzy-PID controller, radial basis function 
neural network based PID controller and back propagation neural network based PID 
controller were proposed in Chapter 3.  
In this Chapter, the performance of the proposed controllers is presented. The 
simulating tests of the control processes are based on the mathematical models of the 
indoor climate that are discussed in Chapter 3. The simulations have been taken on 
the platform of Matlab. The controllers¶ performance including over shot, response 
speed, adaptability, robustness and etc. are discussed. Then it analysed whether the 
proposed controllers are suitable for their control objects and process. 
4.1    Simulation of fuzzy-PID controller 
The fuzzy logic based PID controller is designed for indoor temperature, humidity 
and indoor air quality control in this research; and in this section, the simulation is 
carried out to analyse the fuzzy-PID performance for temperature control. Based on 
the difficulties of indoor temperature control discussed in Chapter 3, a fuzzy-PID 
control was designed to solve these problems and to achieve the goal of maintaining 
desired indoor air temperature. The structure of this design was discussed in Chapter 
3 as it has two main parts: a typical conventional PID control for controlling indoor 
air temperature and a fuzzy logic controller to regulating the parameters for the PID 
controller according to the current indoor conditions. Theoretically analysis 
introduced in Chapter 3 showed that the proposed fuzzy-PID controller has the 
following potentials: 
x PID controller is suitable for various control object including indoor 
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temperature, 
x fuzzy logic control for optimal PID parameters tuning to ensure adaptability to 
different situations, 
x better PID control parameters selection can ensure the desired system output, 
In order to discussed and evaluate the proposed design, the simulating tests have 
been done by using the Matlab code in this section. Then the simulating results are 
used to indicate the controller¶s performance based on several indexes: 
x time delay 
x response speed 
x time constant,, 
x overshot, 
x stability, 
x adaptability. 
Then whether the proposed controller can achieve the targeted indoor air temperature 
control requirement is discussed based on the controller¶s performance on the listed 
indexes. The transfer function representing the control object expressed by equation 
(3-24) is used in the simulating test.  
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4.1.1    Test using step input 
In this project, the indoor temperature is controlled by the heater in air supply 
channel. It is related to the heater¶s work power and the heat loss through the wall. 
An intelligent PID controller based on fuzzy logical controller is proposed for the 
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indoor air temperature control in this project. The controller is designed based on the 
model of an office space as discussed in Chapter 3. During the simulating tests, the 
mathematical model and transfer function of the indoor temperature change as given 
by equation (3-24) is used to for accurately evaluating controller¶s performance. The 
simulation was carried out using the Matlab software. A screenshot while doing the 
simulation is presented in figure 4-1 and the code of the control program is given in 
Appendix A. 
 
Figure 4-1 Screen shot of Matlab program 
Assume the initial indoor temperature is uncomfortable and is needed to be changed. 
Then the desired temperature is set and the controller starts working in order to bring 
the indoor temperature to the wanted level. The step signal can be used to simulate 
this process. Hence, a step signal is used as the reference input to test the proposed 
controller¶s performance. Assume the temperature difference between the indoor and 
outdoor temperature is 5oC. So the step signal (r (k)=5) is introduced at time t=0 and 
simulation result of the proposed control system output is presented in Figure 4-2. As 
shown in the Figure, The time constant ߬=0.033s, settling time ts=0.092s and it can 
be seen that the control quickly response to the input signal with fast rising speed. 
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Besides the fast response speed, there is no overshot in this control process. 
Moreover, it can be observed that when the control process settles, the steady sate 
error is 0. This means the proposed control has excellent performance on fast 
response speed, avoiding overshot, control accuracy and stability.  
 
Figure 4-2 System output response to step input 
In Figure 4-3, PID controller output response to the step input signal is presented. It 
can be seen that the controller calculated the output (control command) for the plant 
(command was sent to the equipment and the change the indoor temperature quality) 
Then the system out changes based on the controller¶s output and the system output 
can be observed in Figure 4.2. At the beginning of the control process the PID 
control output is used to ensure the system output moving approaching the set-point 
value fast and avoiding overshot. Then the PID output settles at 0 because the system 
is in the steady state and the steady state error is 0.  
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Figure 4-3 PID output response to step input 
 
Figure 4-4 PID parameters auto tuning 
The auto-regulating process of the PID parameters kp, ki and kd over time can be 
observed in Figure 4-4. It shows at t=0, the kp=0.3, ki=0 and kd=2. Then in order to 
ensure the system output changes fast and accurately, the PID parameters are tuned 
and their values are kept modifying based on the fuzzy logic control rules that is 
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designed in Matlab code and shown Apendix A. At last, the PID parameters¶ value 
settles at kp=0.31, ki=0 and kd=1.31 and the system output is settled at the set-point 
with stable steady state shown in Figure 4-2. The result shows that different from 
regular PID controller, the fuzzy PID control is able to keep modifying the PID 
control parameters to optimize the control performance.  
 
Figure 4-5 PID parameters varying based on e 
Table 3-3 ± Table 3-5 presented the rule base matrixes that how kp, ki and kd will 
change ( ? ௣݇ǡ  ? ௜݇ ? ௗ݇) when e and ec varies and the membership functions of e, 
ec, kp, ki and kd are presented in Figure 3-10 ± Figure 3-14. In other words, the PID 
parameters are regulated based on these variables: system output error (e) and the 
change of system output error (ec) as presented in Figure 4-5 ± Figure 4-6. It can be 
seen in Figure 4-6 that one ec value may represent several PID parameters sometimes. 
This means if only one input is applied to the fuzzy rule, the incorrect PID 
parameters may be produced. Therefore, with two input variables the fuzzy logic 
control algorithm can calculate and then provide the optimised kp, ki and kd for the 
best control performance. 
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Figure 4-6 PID parameters varying based on ec 
4.1.2    Fuzzy-PID control performance  
The simulation works based on the mathematical model representing indoor 
temperature change have been carried out to indicate the fuzzy-PID control 
performance. The test has been done based on step input signal. As it has been shown 
with simulations that the fuzzy logic technique is capable of providing suitable 
parameters for PID controller and the targeted system output can be achieved. In 
detail, the proposed controller has excellent performance on: 
x efficient auto tuning of the PID parameters only when needed, 
x fast response speed, 
x no overshot, 
x no steady error, 
x stability. 
The advantages make the proposed controller suitable for controlling indoor air 
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temperature and capable to solve the difficulties of indoor temperature control. 
Hence, the proposed fuzzy-PID control strategy has guaranteed the desired control 
performance on indoor air temperature management. 
4.2    Simulating tests of RBFNN-PID control 
Based the difficulties of humidity control discussed in Chapter 3, a radial basis 
function (RBF) neural network based PID control was designed to solve these 
problems in order to achieve the goal of maintaining desired indoor humidity. The 
structure of this design was discussed in Chapter 3 as it has two main parts: a typical 
conventional PID control for controlling indoor air temperature and a radial basis 
function to regulating the parameters for the PID controller according to the current 
indoor conditions. Theoretically analysis introduced in Chapter 3 showed that the 
proposed radial basis function neural network based PID indoor humidity controller 
has the following potentials: 
x PID controller is suitable for various control object including indoor humidity 
control, 
x RBF neural network has fast processing speed to ensure that best PID value can 
be obtained as long as there is indoor climate change, in which way the stability 
and adaptability of the proposed controller can be guaranteed.  
x better PID control parameters selection can ensure the desired system output, 
x robustness to ensure stability. 
In order to discussed and evaluate the proposed design, the simulating tests have 
been done by using the Matlab code shown in Apendix B in this section. Then the 
simulating results are used to indicate the controller¶s performance based on several 
indexes: 
x response speed, 
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x overshot, 
x time constant, 
x steady state error, 
x stability, 
x adaptability. 
Then whether the proposed controller can achieve the targeted indoor air humidity 
control requirement is discussed based on the controller¶s performance on the listed 
indexes. The transfer function representing the control object expressed by equation 
(3-25) is used in the simulating test. Hi(s) in equation (3-25) is the indoor humidity 
which is the system output in this simulation and use y to represent it. Qh2 is the work 
power of the humidifier and is the PID output in the simulation that is represent by u. 
Convert continuous-time function (3-25) to discrete-time model and get 
y(k)=y(k-1)+0.11u(k)+0.11u(k-1). This is a linear model calculate based on the ideal 
mathematical model. But in real control the humidity is a nonlinear system and in 
this simulation the following equation y(k)=[y(k-1)+ 0.11u(k-1)]/[1+y2(k-1)] is used 
[308].  
4.2.1    Response to step input 
Assume the initial indoor humidity is uncomfortable and is needed to be changed. 
Then the desired humidity is set and the controller starts working in order to bring 
the indoor humidity to the wanted level. The step signal can be used to simulate this 
process. Hence, a step signal is used as the reference input to test the proposed 
controller¶s performance. After several tests, set the best initial learning rate Ș=0.25 
and momentum factor Į=0.05. With these preset values the best control performance 
is obtained.  
Assume the humidity difference between the indoor and outdoor temperature is 50%. 
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So the step signal (r (k)=0.5) is introduced at time t=0 and simulation result of the 
proposed control system output is presented in Figure 4-7. As shown in the Figure, 
time constant ߬=0.022s, settling time ts=0.335s and it can be seen that the control 
quickly response to the input signal with fast rising speed. Besides the fast response 
speed, there is no overshot in this control process. Moreover, it can be observed that 
when the control process settles, the steady sate error is 0. This means the proposed 
control has excellent performance on fast response speed, avoiding overshot, control 
accuracy and stability. 
The Jacobian matrix has to be produced at the beginning of the simulating tests and 
then keeps been modified over time based on three input variables: PID output u, 
system output y and the system output at previous sampling step y(k-1). The good 
system output results including fast response speed and no overshot prove that the 
processing speed of the calculating the Jacobian information is fast for getting the 
targeted system output in time. Then the system output curve enters the steady state 
and the steady error is zero. It has to be clear that the steady error is zero in the 
simulation work but the system error generally exists in real control. 
 
Figure 4-7 System output response to step input 
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Figure 4-8 PID output response to step input 
In Figure 4-8, output of PID controller response to the step input signal is presented. 
It can be seen that the controller calculated the output (control command) for the 
plant (command was sent to the equipment and the change the indoor humidity). 
With controller output the good result of system output can be ensured.  
 
 
Figure 4-9 PID parameters regulating process 
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The auto-tuning process of the PID parameters kp, ki and kd can be observed in Figure 
4-9. It shows that at the beginning of the control process kp=0.03, ki=0.01 and kd=1. 
Then the value of the PID control parameters keeps being modifying based on the 
control of the RBF neural network. Since the system output in Figure 4-7 shows 
good results it proves that the neural network is able to automatically tune the kp, ki 
and kd parameters to optimize the control performance until the system enters the 
steady state. Then when the system enters the steady state, the PID parameters settle 
at kp=0.03, ki=0.05 and kd=1.01.  
In the RBF neural network, the PID output u, system output y and the system output 
at previous sampling step y(k-1) are used to calculate the Jacobian value. The 
Jacobian value starts being calculated at the beginning of the simulating tests and 
then keeps been modified over time as shown in Figure 4-10. Then the PID 
parameters are obtained based on the Jacobian as shown in Figure 4-11. 
 
Figure 4-10 Jacobian value 
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Figure 4-11 PID parameters tuning related to Jacobian value 
Equation (3-43) ± Equation (3-45) have expressed how the neural network regulates 
the PID parameters in the proposed control strategy. These equations also presents 
that the values of PID terms are updated based on the system error, the change of 
system error and the second differential of the system output. The Jacobian matrix is 
calculated based on the PID output u, system output y and the system output at 
previous sampling step y(k-1). In other words, the regulation of the PID parameters 
using RBF neural network is a complex mission and the tuning process based on 
Jacobian information is shown in Figure 4-11. It presents that the kp, ki and kd are 
kept modifying for the optimised values along with change of Jacobian values.   
4.2.2    Response to square input 
The Figure 4-19 presents the PID parameters regulation during the control process. 
The PID parameters value only changes at beginning of the control process. After the 
system enters the steady state the PID parameters settle unchanged. Hence, another 
input signal is applied to further investigate the PID parameters tuning function of 
the RBF neural network. Based on the equation (3-35) and (3-43)-(3-45), when the 
output value y is suddenly changed, the PID parameters will be changed. Moreover, 
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as shown in Figure 4-7, the system output can be changed rapidly response to the 
input change. Hence the value of input signal needs to be able to suddenly changed 
regularly. Among all of such signals, the square signal is commonly used and will be 
applied in this simulation work to test the PID parameters regulation during the 
control process. 
A square input (sign(sin(2ߨt))) is introduced to at time t=0 to verify the performance 
of the RBF neural network based PID controller. In Figure 4-25, system output 
response to the square input is presented. Between time t=0 and t=0.5s, the input can 
be equivalent to a step signal r=1 and the time constant ߬=0.029s, settling time 
ts=0.375s. This results is similar as that is presented in Figure 4-7.  
 
Figure 4-12 System output response to square input 
The curves of system output y and network output ym are presented in Figure 4-13, it 
can be seen that between time t=0.4 and t=0.5 the values of y and ym are the same 
which means the error between them is a constant value zero. Then based on 
Equation (3-35) the performance index is a constant value zero and the Jacobian 
value remains unchanged in the period as shown in Figure 4-14. Hence, the PID 
parameters are unchanged during this period based on Equation (3-43) ± Equation 
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(3-45) and the theoretical analysis is proved by the profile shown in Figure 4-15. 
This also explains other periods when the PID terms values are not changed. 
 
Figure 4-13 network output response to square input 
 
Figure 4-14 Jacobian value 
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Figure 4-15 PID parameters regulating process 
At time t=0.5 and t=1.0 when the value of the square curve changes, the system 
output y is changing associate with the square signal in order to tracking the 
reference input. As a result, the value of the network output ym changes as well since 
y is one of the network inputs as shown in Figure 4-13. Then the value of the 
performance index keeps changing based on Equation (3-35) during this square value 
changing period. This leads to the fact that Jacobian value changes during the period 
and the simulating result can be observed in Figure 4-14. Finally the PID parameters 
are modified as demand based on Equation (3-43) ± Equation (3-45) as presented in 
Figure 4-15. This regulation process is occurred every time when the value of the 
square signal change in this control process as shown in Figure 4-15. Hence, 
different from the traditional PID controller, the RBFNN PID controller is able to 
automatically tune the PID parameters to meet the control requirement. 
Equation (3-43) ± Equation (3-45) have expressed how the neural network regulates 
the PID parameters in the proposed control strategy. They have showed that the 
regulation of the PID parameters using RBF neural network is a complex mission 
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and the tuning process based on Jacobian information is shown in Figure 4-16. It 
presents that the kp, ki and kd are kept modifying for the optimised values along with 
change of Jacobian values. It can be also that seen in these figures that one variable 
Jacobian value may represent several values of PID terms sometimes. This means 
that if only one input is applied to the neural network, the incorrect PID parameters 
may be produced. Hence, beside Jacobian value the PID parameters are also 
regulated based on the system error, the change of system error and the second 
differential of the system output to ensure the best values. 
 
Figure 4-16 PID parameters tuning related to Jacobian value 
4.2.3    RBFNN-PID control performance 
The simulating tests based on the indoor humidity varying model have been 
conducted in order to evaluate the performance of the proposed RBF neural network 
based PID controller. Two reference inputs have been applied to the control process: 
step signal and square signal. The step input is used to simulate indoor humidity 
change and to test the controller¶s performance. The square input is used to 
investigate the PID parameters regulation function of the RBF neural network. As it 
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has been shown with simulations, the RBF neural network technique is capable of 
providing suitable parameters for PID controller and the targeted system output can 
be achieved. In detail, the proposed controller has excellent performance on: online 
training for the PID parameters, fast response speed, high control accuracy, coping 
with the time varying parameter, stability and adaptability. The advantages make the 
proposed controller suitable for controlling indoor humidity and capable to solve the 
difficulties of indoor humidity control as discussed in Chapter 3. Hence, the 
proposed RBFNN-PID control strategy has guaranteed the desired control 
performance on indoor humidity management.  
4.3    Simulating tests of BPNN-PID control 
A BPNN-PID control was designed to solve the difficulties of indoor air quality 
control and to achieve the goal of maintaining good indoor air quality. The proposed 
BPNN-PID controller combined a typical PID controller and a neural network which 
the back-propagation algorithm is applied to. The structure of this design was 
discussed in Chapter 3 as it has two main parts: a typical conventional PID control 
for controlling indoor air quality and a back-propagation neural network to regulating 
the parameters for the PID controller according to the current indoor conditions. 
Theoretically analysis according to Chapter 3 showed that the proposed BPNN-PID 
IAQ controller has the following potentials: 
x PID controller is suitable for various control object including IAQ, 
x neural networks for optimal PID parameters tuning to ensure stability, 
x back-propagation algorithm for adjustment of weights in neural network to 
ensure the system quickly response to indoor climate change. 
In order to discussed and evaluate the proposed design, the simulating tests have 
been done by using the Matlab code shown in Appendix C in this section. Then the 
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simulating results are used to indicate the controller¶s performance based on several 
indexes: 
x response speed, 
x overshot, 
x time constant, 
x stability, 
x adaptability. 
Then whether the proposed controller can achieve the targeted indoor air quality 
control requirement is discussed based on the controller¶s performance of the listed 
indexes. Thus simulations are used to conduct and results are analysed to discuss the 
performance including of the proposed control strategy in IAQ control. During the 
simulating tests, the accurate mathematical model of the real control objects that in 
this case is the CO2 concentration in a monitored indoor environment. Thus, the 
mathematical model and transfer function for the IAQ control in this project was 
introduced in Chapter 3. Slightly change has been made to the theoretical transfer 
function to make it more accurate to the real environment and it is given as: 
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where a(k) is a parameter varying over time and it is given as a(k)=1.4(1-0.9e-0.3k).               
The biggest change is to add a time varying parameter represented to the indoor CO2 
concentration change to the uncertain and unpredictable parameters. For example, 
doors opening while people entry or leave the room may cause disturbance to the 
system. Hence, function (4-1) is used to assess the effectiveness of the proposed 
neural PID control with on-line learning approach. As the process parameter 
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becomes time variant, it causes difficulties to the system reference tracking control.  
4.3.1    Response to step input 
As usual, the step signal is used to for simulation test. After several tests, set the best 
initial learning rate Ș=0.28 and momentum factor Į=0.04.The weights in the neural 
network are initialized in the range [-0.5, 0.5] randomly. The randomly preset 
weights may cause a little unstable to the control process but the back-propagation 
algorithm is able to quickly response to any uncertain parameters and the weights of 
neural network are updated in relative short time to ensure the targeted output.  
 
Figure 4-17 System output response to step input 
The step signal (r(k)=1) is introduced at time t=0. The simulation result of the 
proposed control system output is presented in Figure 4-17. As shown in the Figure, 
the system has very fast rising speed as well as very small overshot. The time 
constant ߬=0.003s, settling time ts=0.007s and the maximum percent overshot ߪ ൌ  ? ?. The uncertainness might be caused by randomly preset weight values of 
neural network have not significant disturbed control process at the beginning of 
response as the curve rising fast. Then it is brought back to the set-point before the 
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overshot is still very small, 4% in this simulation work and the control process is 
brought to the steady state, the steady error of which is zero as shown in profile. It 
has to be clear that the steady error is zero because the control object function is 
calculated based on an ideal model of the indoor climate and the system error 
generally exists in real control process. 
In Figure 4-18, PID controller output response to the step input signal is presented. It 
can be seen that the controller calculated the output (control command) for the plant 
(command was sent to the equipment and the change the indoor air quality). The 
system output results in Figure 4-17 prove that the controller is able to obtain 
required output to ensure good performance on fast and accurate control.  
 
Figure 4-18 PID output response to step input 
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Figure 4-19 PID parameters auto regulating 
The auto-tuning process of the PID parameters kp, ki and kd can be observed in Figure 
4-19. It shows that kp= 0.25, ki=0.23 and kd=0.05 at the beginning of the control 
process and the PID parameters are tuned by the neural network during the control 
process. The system output results in Figure 4-17 shows good control performance. 
This means that the proper PID parameters can be obtained using the online training 
algorithm based neural network control scheme. The value of the PID control 
parameters are kept modifying to optimize the control performance until the system 
enters the steady state. Then after the system enters the steady state the PID 
parameters are settled at kp= 0.33, ki=0.0.42 and kd=0.14 and kept stable.  
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Figure 4-20 Relation between PID parameters and system error 
Equation (3-53) presented the input of the neural network in the proposed control 
strategy. In other words, the PID parameters are regulated based on these variables: 
system output error (e), change of system output error (ec), PID controller output 
error (u) and system output (u) as presented in Figure 4-36 ± Figure 4-39. It can be 
seen in Figure 4-37 and Figure 4-38 that one ec value or u value may represent 
several PID parameters sometimes. This means if only one input is applied to the 
neural network, the incorrect PID parameters may be produced. Therefore, with four 
input variables the design BPNN algorithm can calculate and then provide the 
optimised kp, ki and kd for the best control performance. 
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Figure 4-21 PID parameters response to ec 
 
Figure 4-22 PID parameters response to PID output 
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Figure 4-23 PID parameters response to system output 
 
4.3.2    BPNN-PID control performance 
In order to evaluate the BPNN-PID control performance, the simulating tests based 
on the indoor CO2 concentration varying model have been carried out. Two reference 
inputs have been applied to the control process: step signal and sine signal. As it has 
been shown with simulations that the back-propagation neural network technique is 
capable of providing suitable parameters for PID controller and the targeted system 
output can be achieved. In detail, the proposed controller has excellent performance 
on: 
x tuning PID parameters as demand, 
x fast rising speed and settling speed, 
x small overshot, 
x small steady error, 
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x coping with the time varying parameter, 
x stability and adaptability. 
The advantages make the proposed controller suitable for controlling indoor air 
quality and capable to solve the major problems of indoor CO2 control including time 
delay, existence of mismeasurement and disturbances like more people suddenly 
enters the indoor space since CO2 is very sensitive to occupancy level. Hence, the 
proposed BPNN-PID control strategy has guaranteed the desired control performance 
on indoor air quality management.  
4.4    Summary 
In this Chapter, simulating tests were carried out to evaluate the proposed controllers: 
fuzzy-PID controller for indoor temperature, radial basis function neural network 
based PID controller for indoor humidity control and back propagation neural 
network based PID controller for indoor air quality control. The simulating results 
were discussed to analyse the controllers¶ performances on the indexes including 
response speed, stability, overshot and time constant. At last the potential of the 
designed controllers for indoor environment quality control is discussed based on the 
simulating results. 
Fuzzy-PID control 
Simulation was carried out for indicating the proposed fuzzy-PID controller. The step 
and input signal is used as the control reference. The results have proved the 
proposed controller has excellent performance on efficient auto tuning of the PID 
parameters only when needed; fast response speed; small overshot; small steady error; 
and stability and adaptability response to uncertain factors. In other words the 
proposed intelligent temperature controller may have excellent performance on 
indoor temperature control as: 
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x indoor temperature can be well controlled by PID controller, 
x PID parameters auto tuning can ensure better PID control performance, 
x PID parameters regulation based on fuzzy logic rule to ensure adaptability to 
different situations in temperature control process, 
x robustness to ensure stability. 
These advantages make the proposed controller suitable for solving the major 
difficulties in indoor temperature control including time delay, influence caused by 
humidity and etc.  
RBFNN-PID control 
The newly radial basis function neural network based PID controller is evaluated by 
simulating tests based on the indoor humidity model. Two reference inputs have been 
applied to the control process: step signal and square signal. As it has been shown in 
simulation results the proposed controller has excellent control performances on: 
online training for the neural network; auto tuning of the PID parameters; high 
control accuracy; coping with the time varying parameter; stability and adaptability. 
These may ensure good indoor humidity control performance since the proposed 
RBFNN-PID controller is able to: 
x obtain the best PID values as long as there is indoor climate change since the 
RBF neural network has fast processing speed; 
x guaranteed adaptability because of fast response speed; 
x ensure stability and quick recovery from disturbances; 
These advantages make the proposed controller suitable for solving the major 
difficulties in indoor humidity control including time delay, influence caused by 
temperature and etc. 
145 
BPNN-PID control 
The simulating tests based on the indoor CO2 concentration varying model have been 
carried out to indicate the BPNN-PID control performance. As it has been shown 
with simulations that the back-propagation neural network technique is capable of 
providing suitable parameters for PID controller and the targeted system output can 
be achieved. In detail, the proposed controller has good control performance as 
follows: online training of the controller as demand; fast rising speed and settling 
speed; small overshot; small steady error; coping with the time varying parameter; 
stability and adaptability.  
These make the proposed controller suitable for controlling indoor air quality and 
capable to solve the major problems of indoor CO2 as discussed in Chapter 3 since 
discussion of the performance indexes has proved that: 
x PID controller is suitable for various control object including IAQ, 
x neural networks for optimal PID parameters tuning to ensure controller¶s 
stability, 
x back-propagation algorithm for adjustment of weights in neural network to 
ensure the system quickly response to indoor climate change. 
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Chapter 5 Experimental investigation 
The experimental investigation of the novel designed fuzzy-PID controller for indoor 
environment quality improvement including temperature, humidity and CO2 
concentration control is introduce in the chapter. Experiments for investigating the 
performance of the RBFNN-PID controller and BPNN-PID controller are introduced 
in Section 6.3: Future work. Firstly, the experimental setup and the control process of 
the experiments are introduced in detail. Then, the data collected from the 
experiments are shown in curves or processed with signal processing methods. At 
last, the controllers are evaluated based on the experimental investigation.  
5.1    Experimental setup  
 
Figure 5-1 System schematic graph 
In this section, the design of test rig on which the experiments are carried out is 
introduced. As it discusses in previous chapters, the control parameters of this project 
are the temperature, relative humidity and carbon dioxide concentration in a medium 
office. The test was carried out in the rig as shown in Figures 5-1 and 5-2. 
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Figure 5-2 Photos of test rig 
 
It can be seen in this figure that the test rig contains the following parts:  
The environmental chamber: used to represent the controlled indoor space as shown 
in Figure 5-1 ± Figure 5-3. 
Air duct: used to supply the air-conditioned air with certain temperature and humidity 
and its design is shown in Figure 5-3.  
Wire connect to heater 
Wire connect to the fan 
Eurotherm 3504 
Sensor 
Environmental chamber Air duct 
Serial port connect 
to computer 
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Figure 5-3 Schematic diagram of environmental chamber and air duct 
 
Thermal couple: used to measure the indoor temperature as shown in Figure 5-4. 
Humidity sensor: used to measure the indoor relative humidity as shown in Figure 
1-8 and itsvspecifications are also listed in Table 5-1. 
 
 
Figure 5-4 Photo of thermocouple 
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Figure 5-5 Photo of humidity sensor 
 
Table 5-1 Specification of humidity sensor 
Humidity sensor type HIH-4000 Series 
Operating temperature -40oC ± 85oC 
Operating humidity 0 ± 100 (%RH) 
Supply voltage 4 ± 5.8 (Vdc) 
Current supply 500 (PA) 
Voltage output Vo=Vs(0.0062xRHs+0.16) 
Accuracy 3.5% 
CO2 sensor: used to measure the indoor CO2 level as shown in Figure 5-6 and Table 
5-2 where its important specifications are also listed. 
Table 5-2 Specification of CO2 sensor 
Model No. CDM4161 
Operating temperature -10oC ± 40oC 
Operating humidity 5 ± 70 (%RH) 
Supply voltage 5.0±0.2 (Vdc) 
Warm up time 2 hours 
CO2 concentration signal 0~4V DC = 0~4,000ppm 
Accuracy f20% 
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Figure 5-6 Photo of CO2 sensor 
Eurotherm 3504 Controller [309] shown in Figure 5-7 and table 5-3: used as signal 
input/output device and to send control command to equipments. Since the software 
LabVIEW can be used to program the Eurotherm 3504 controller and is a very 
convenience and powerful software for controller design and implement, it is utilized 
in this research. The program used operate the controller is introduced in Section 5.2 
 
 
Figure 5-7 Photo of the controller [309] 
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Table 5-3 I/O module of controller 
I/O module  Connected device 
Input   
Built in module  Thermal couple 
Analog module  Humidity sensor 
  CO2 senor 
Output    
Relay module  Heater 
Logic module  Humidifier 
DC module  Fan 
Heater, humidifier and fans: used to change the indoor climate inside the chamber 
based on the control command. 
 
T1 ± Thermocouple;  H1 ± Humidity sensor; C1 ± CO2 sensor; HD ± Humidifier;  TD ± Heater; F1 
± Fan; F2 ± Fan; x1 ± Air supply; x2 ± Air supply; DAQ ± Data acquisition system; A/D ± Analog to 
digital converter; PC ± Computer program; C ± Controller. 
Figure 5-8 Structure of control system 
The structure of the control system and as shown in Figure 5-8 and the control 
process can be concluded as: 
x Firstly, the sensors are used to collect the physical quantities: thermal couple to 
measure temperature, humidity sensor to measure relative humidity, CO2 sensor 
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to measure CO2 concentration. The actual physical quantity that humidity sensor 
and CO2 sensor collected is voltage. Voltage is known as an analog signal that 
cannot be processed by computational application and programs directly. 
x Hence, secondly, the analog signals are transferred into digital signals. Then they 
can be analysed and processed by designed control algorithm.  
x Then, since the current control signals are collected a transmitted into digital 
signals, which and other relevant parameters will be processed by the control 
algorithm. 
x At last, the controller output equaled to the command will be sent to the 
air-conditioning equipments which in this project are heater, humidifier and fan. 
Based on the controller¶s command, the indoor environment of the controlled 
space is modified to meet desired requirement.  
The experiments are carried out in October, November, December, January, February 
and March. During this period of time, the indoor condition needs to be heated and 
humidified since it is colder and drier then the targeted indoor climate, so the heater 
and humidifier are utilized in the experiments. The CO2 is needed to be controlled at 
the acceptable level as long as the air-conditioned is occupied. In the following 
sections, the experiment results of indoor temperature, humidity and CO2 
concentration are presented. 
5.2    Program of controller 
The experiments were carried out on the test rig shown in Figure 5-1 and Figure 5-2. 
All the important components are introduced in Section 5.1. The PID control 
program of the Eurotherm 3504 is used for the experiments. Since the software 
LabVIEW can be used to program the Eurotherm 3504 controller and is a very 
convenience and powerful software for controller design and implement, it is utilized 
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in this research. The LabVIEW driver and program for operationg the Eurotherm 
3504 PID controller can be downloaded from internet [310]. My work includes the 
design of the fuzzy logic control program using LabVIEW and then combining the 
fuzzy controller with the PID control program. In this way the fuzzy logic controller 
is applied to and combined with the PID controller. Hence, in this section, the 
program work of the fuzzy logic controller and how it connects to the PID control 
program is introduced in detail. 
The users interface is shown in Figure 5-9 and its program diagram is presented in 
Appendix D. On this interface panel, set-point of the control signal can be set and the 
measured values can be observed in the chart and the measured value box.  
 
Figure 5-9 User interface of the controller 
In the following part of this section, my work of fuzzy logic control program 
development and its connection to the PID controller are introduced in detail. Firstly, 
the membership functions of the input and output variables of the fuzzy logic 
controller are designed using the fuzzy system designer as shown in Figure 5-10 ± 
Figure 5-12. The inputs of the fuzzy system are e (error between the set-point value 
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and measured value can be observed in Appendix D) and ec (change of e). The 
outputs are the  ?݇ ݌ǡ  ?݇ ݅ ?݇ ݀ (the value change of PID parameters). Since  ? 
can not be typed in the software the kp, ki and kd are typed in to represent  ?݇ ݌ǡ  ?݇ ݅ ?݇ ݀ and it has to be cleared to avoid any misunderstanding.  
 
Figure 5-10 Membership functions of error and kp 
 
Figure 5-11 Membership functions of ec and ki 
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Figure 5-12 Membership function of kd 
The rule base design of the fuzzy system is shown in Figure 5-13 and there are 49 
rules designed. For example, rule 32: when the fuzzy values of e and ec are PS and Z, 
the fuzzy value of kp is NS, which of ki is PS and that of kd is Z.  
 
Figure 5-13 Fuzzy rule base 
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Figure 5-14 Test of fuzzy system 
Then the developed system can be tested as shown in Figure 5-14. It shows when the 
actual value of e and ec are -1 and 1 after the fuzzy calculation process including 
fuzzification of inputs, getting outputs using the fuzzy rules and defuzzification of 
outputs, the results  ?݇ ݌ ൌ െ ?Ǥ ? ?ǡ  ?݇ ݅ ൌ  ?Ǥ ? ? ?݇ ݀ ൌ െ ?Ǥ ? ? can be obtained. 
In Figure 5-14, it also shows the input/output relationship. The x axis and y axis are 
inputs e and ec and the z axis is the output kd.  
Then load the load the designed fuzzy system using the fuzzy system load virtual 
instruments (VI) as shown in Figure 5-15. After loading the fuzzy system, 
modifications can be made and saved in the front panel of the fuzzy system load VI 
as shown in Figure 5-16. On the left top part of Figure 5-16, the designed fuzzy 
system file can be chosen and loaded. On the right part, the information of the input 
variables, output variables and the fuzzy rules are presented and can be modified and 
changed. 
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Figure 5-15 Fuzzy system load VI 
 
Figure 5-16 Front panel of fuzzy system load VI 
The next step is to implements a multiple input multiple output (MIMO) fuzzy logic 
controller for the designed fuzzy logic system as shown in the Figure 5-17. The 
information of the introduced fuzzy system is transmitted to the MIMO fuzzy 
controller and its program is shown in Figure 5-18. As the full information of the 
fuzzy system is loaded to the fuzzy logic controller, the outputs can be obtained 
based on the inputs and fuzzy information. As presented in Figure 5-18, firstly, the 
inputs e and ec are fuzzified by their membership function and their fuzzy values are 
obtained. Then the fuzzy values of the outputs are determined by the fuzzy rules. 
Finally the outputs are defuzzified by their membership functions and the  ?݇ ݌ǡ  ?݇ ݅ ?݇ ݀ values are obtained. 
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Figure 5-17 MIMO fuzzy controller 
 
Figure 5-18 Program diagram of fuzzy controller 
 
Figure 5-19 Program of sending kp, ki and kd to the PID controller 
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Using the equations: ݇݌ ൌ ݇݌ ൅  ?݇ ݌ǡ ݇݅ ൌ ݇݅ ൅  ?݇ ݅ǡ ݇݀ ൌ ݇݀ ൅  ?݇ ݀ and the 
values of the PID parameters can be calculated. Then the PID parameters are 
provided to the Eurotherm PID controller for improving the performance and indoor 
climate quality as shown in Figure 5-20. Hence, the novel indoor climate quality 
control strategy based on PID control and fuzzy logic control technology is proposed 
and used in the experiments in this research. The full program diagrams of the fuzzy 
logic controller and the fuzzy based PID controller are presented in Appendix D. The 
PID program can be used to control the Eurotherm 3504 PID controller for the 
temperature, humidity and CO2 control. The fuzzy logic controller is used to 
automatically tune the PID parameters and in this way, the proposed fuzzy PID 
controller is investigated by the experiments. The experimental results are presented 
and analysed in the following sections. 
5.3    Temperature control 
The experiments are carried out in the introduced test rig during and using the 
program introduced in Section 5.2 the period from Oct-2012 to Mar-2013. When the 
outdoor temperature is low, the chamber needs to be warmed. Hence, in the 
temperature tests: 
x the environment chamber (shown in Section 5.1) is used to simulate the 
air-conditioned zone;  
x the thermal couple (see Figure 5-4) is used to measure the indoor temperature;  
x the heater is used to heat the air to certain temperature and which is supplied to 
the indoor space through the air duct; 
x the heater¶s working power is controlled by the fuzzy-PID controller; 
x the set-point of indoor temperature is chosen to be 21oC which is a middle value 
of comfortable temperature in the period when the outdoor temperature is under 
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10oC according to ASHRAE 55-2010 [311]; 
x the working hour (when the office is occupied) is selected between 9:30 to 
19:00.  
In order to simulate any conditions that this controller may encounter in real 
buildings, the following adjustments were taken: 
x The starting temperatures are different based on the outdoor temperature. 
x The door and windows (the door of chamber is used to simulate the door and 
windows of office) are open in different frequency as people may open the 
windows and walk in or out the office through the door.  
The measurements as shown in Figure 5-20 indicate that it takes about from fifty to 
seventy minutes to bring the FRQWUROOHG]RQH¶V to the set-point from various starting 
temperature values by the proposed fuzzy-PID controller. It becomes shorter if the 
starting temperature is higher and the air-conditioned zone is sealed well (door and 
windows are not open). If the starting temperature is lower and the door and 
windows are frequently open WKHFRQWUROOHU WDNHV ORQJHU WLPHWRJHW WKHFKDPEHU¶V
temperature to the set point. All measurements indicate that the controller did not 
take more than sixty minutes to bring the indoor temperature up to 19oC which is 
within the 80% satisfaction bandwidth according to ASHRAE 55-2010 [311] in any 
conditions (the condition that the door and windows are open all the time is not 
considered in our experiments since it is unlikely to happen).  Hence, the fuzzy-PID 
control is started to control and operate the heater at 8:30 when is one hour before the 
selected working hours in our experiments. 
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Figure 5-20 Indoor temperature measurement 
Figure 5-21 presents the measurement of indoor temperature change in one working 
day in October 2012. The starting temperature is about 14oC and it can be seen that 
the indoor temperature is quickly raised to the set-point with heating. During the 
working hours from 9:30 to 19:00 the indoor temperature is generally kept between 
20oC and 21oC. It can be observed that the curve of indoor temperature is relative 
stable and there is no sharp change during the working hours. This means that the 
indoor temperature is well controlled by the proposed fuzzy-PID controller. 
 
Figure 5-21 Indoor temperature monitored in Oct-2012 
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Figure 5-22 Indoor temperature monitored in Nov-2012 
Figure 5-22 presents the measurement of indoor temperature variation in one 
working day in November 2012. The starting indoor temperature is about 10oC as the 
outdoor temperature is lower than that in October. The system starts at 8:30 and the 
indoor temperature is raised fast and brought to set-point at first. Then indoor 
temperature is varying around 21oC during working hours and there is no big over 
short and sharp change. This means the controller has good control accuracy and 
adaptability. 
 
Figure 5-23 Indoor temperature monitored in Dec-2012 
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Figure 5-23 presents the measurement of indoor temperature variation in one 
working day in December 2012. The starting indoor temperature is about 8oC to 
VLPXODWH'HFHPEHU¶VRXWGRRUWHPSHUDWXUH. The system starts at 8:30 and the indoor 
temperature is raised fast and brought to set-point at first. Then the indoor 
temperature is relative steady and kept around the set-point. However, there are two 
periods: one between 10:00 and 11:30 and the other one between 14:10 and 14:50 
when the indoor temperature is even lower than 20oC and around 19oC. These large 
temperature fluctuations were due to the windows of the office being open for a 
while. Even though the indoor temperature is strongly affected by the outdoor cold 
air, acceptable indoor temperature (that is lower than the set point in this experiment 
but is within the comfortable bandwidth) is still provided. This shows that the 
proposed temperature controller is robust and stabile to the disturbances. 
The indoor temperature variation during one working day in January 2013 is 
presented in Figure 5-24. The indoor temperature starts at about 9oC and the system 
starts at 8:30. The curve clearly presents that at the beginning of the control process, 
the indoor temperature is quickly brought up to about 19oC and then there is a drop 
which might be caused by opening the windows or the door. Then the indoor 
temperature is back on track of rising up until reaching the set-point and the indoor 
temperature is varying around the targeted temperature until 19:00 when the system 
is shut down. 
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Figure 5-24 Indoor temperature monitored in Jan-2013 
 
Figure 5-25 Indoor temperature monitored in Feb-2013 
Figure 5-25 presents the indoor temperature monitored in one working day in 
February 2013 and the profile of indoor temperature measurement in one working in 
March 2013 is shown on the curve in Figure 5-26. Two curves show similar results: 
during the working period between 9:30 and 19:00 the indoor temperature is kept 
around the desired temperature. There are some variations due to disturbances but the 
proposed intelligent temperature controller is able to bring the indoor temperature 
back to the set-point and there is no unstable condition occurred based on our 
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observation.  
 
Figure 5-26 Indoor temperature monitored in Mar-2013 
 
*Mean indoor temperature taken during the controller working period 
+Mean indoor temperature taken after the controller process enters steady state 
Figure 5-27 Monthly mean indoor and outdoor temperature during the experimental 
period 
In Figure 5-27, monthly mean indoor and outdoor temperatures during the 
experiments period from October 2012 to March 2013 are presented. As it is shown 
in the figure, the symbol * represents the monthly mean indoor temperature during 
0
5
10
15
20
25
0
8
:3
0
:0
0
0
9
:1
0
:0
0
0
9
:5
0
:0
0
1
0
:3
0
:0
0
1
1
:1
0
:0
0
1
1
:5
0
:0
0
1
2
:3
0
:0
0
1
3
:1
0
:0
0
1
4
:0
0
:0
0
1
4
:4
0
:0
0
1
5
:2
0
:0
0
1
6
:0
0
:0
0
1
6
:4
0
:0
0
1
7
:2
0
:0
0
1
8
:0
0
:0
0
1
8
:4
0
:0
0
1
9
:2
0
:0
0
2
0
:0
0
:0
0
2
0
:4
0
:0
0
In
do
or
 
te
m
pe
rt
at
ur
e 
(o C
) 
0
5
10
15
20
25
Oct-12 Nov-12 Dec-12 Jan-13 Feb-13 Mar-13
In
d
o
o
r 
te
m
p
e
ra
tu
re
 (
o
C
) 
Mean indoor temperature*
Mean indoor temperature+
Mean outdoor temperature
166 
the whole control hours between 8:30 and 19:00 and they varies between 19.8oC and 
20.4oC. They are about 1oC lower than the desired indoor temperature because at the 
beginning of control process in each day, the indoor temperature is similar to the 
outdoor temperature and the average of which is also presented in Figure 5-27. In 
this figure, the symbol + represents the monthly average of the indoor temperature 
measured after the control process enters the steady state (that can be considered as 
starting when the indoor temperature reaches the set-point for the first time). It can 
be observed that the monthly mean indoor temperatures in steady state are lying 
between 20.6oC and 21.1oC. The lowest monthly mean indoor temperature is 
measured in December 2012. The major reason causes such result is that during this 
month the controller is tested in the conditions that the windows are opened for 
relative long time or with high frequency. Hence, the mean indoor temperature is 
affected by the outdoor temperature more easily and is lower than those in other 
months. Such results prove that the proposed fuzzy-PID temperature controller has 
good control performance that the steady error is small.  
 
Figure 5-28 Monthly standard deviation of indoor temperature  
Besides mean of the collected data as presented in Figure 5-27, another characteristic 
feature, standard deviation of the measured temperature is calculated to investigate 
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the proposed temperature controller. The monthly standard deviations of indoor 
temperature in steady state are presented in Figure 5-28. The highest standard 
deviation of the indoor temperature is gotten in December 2012 because during this 
month the controller is tested in the conditions that the windows are opened for 
relative long time or with high frequency (the same reason that causes lower indoor 
temperature). Hence, the disturbances occurred in the indoor environment are more 
often and this leads to higher standard deviation since standard deviation shows how 
much variation or dispersion from the average exists. Generally, according the results, 
the monthly standard deviations are all small and this means the controlled indoor 
temperature data collected in the experiments tend to be very close to the mean and 
are spread over a small range of values. Therefore, the experimental results show that 
the fuzzy-PID temperature controller has good control performance of stability and 
adaptability on indoor temperature control and comfortable indoor temperature can 
be provide to the air-conditioned zone by the control of the proposed controller. 
5.4    Relative humidity 
In the experiments, the indoor relative humidity is controlled by the fuzzy logic 
based PID controller. The experiments are carried out on the test rig introduced in 
Section 5.1 using the program introduced in Section 5.2. The control performance of 
the proposed indoor humidity controller is investigated by series of the experiments 
that are introduced in this section. The experiments are carried out in the test rig 
during the period from Oct-2012 to Mar-2013 when the outdoor environment is dry 
and the indoor climate is needed to be humidified. Hence, following preparations 
should be done for the humidity tests:  
x the environment chamber (shown in Section 5.1) is used to simulate the 
air-conditioned zone;  
x the humidity sensor (see Figure 5-5 and Table 5-1) is used to measure the indoor 
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relative humidity; the output of the sensor is direct current voltage value that can 
be transferred in to relative humidity value by the give equation as shown in 
Table 5-1; and in this section, all the profiles of relative humidity are presented 
in RH(%); 
x the humidifier is used to humidify the air to certain humidity level and the air is 
supplied to the indoor space through the air duct; 
x the KXPLGLILHU¶V working power is controlled by the control program shown in 
Section 5.2; 
x the recommended indoor relative humidity range is between 30%-60% 
according to the ASHRAE studies [7]; as it is a wide range and to test the control 
accuracy, the set-point of indoor relative in this research is chosen to be 55%; 
and the indoor relative humidity is controlled to be varying between 50% and 
60%; 
x the working hour (when the office is occupied) is selected between 9:30 to 
19:00.  
In order to simulate any conditions that might happen in real application of our 
controller in real buildings, the following work has been done: 
x The starting relative humidity in each day is different based on the outdoor 
environment. 
x The door and windows (the door of chamber is used to simulate the door and 
windows of office) are opened in different frequency as people may open the 
windows and walk in or out the office through the door. Such activities may 
introduce disturbances to the control process. 
The tests are to investigate the indoor relative humidity rising speed in 2 typical 
conditions: 
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x The indoor space is sealed well (windows and door are kept closing). 
x The disturbances were introduced to the indoor environment by door and 
windows being frequently opened (and close). 
Based on our measurements, it takes about 60 minutes to 90 minutes to bring the 
indoor RH to the set-point. It takes shorter to bring indoor relative humidity to the 
set-point if the starting value is higher and the air-conditioned zone is sealed well 
(door and windows are not open). On the other hand, it takes longer if the starting 
relative humidity is lower and the door and windows are frequently open. In addition, 
all of our measurements prove that control system is able to bring the relative 
humidity in the medium office area up to 30% which is the lower limit of acceptable 
relative humidity range within 30 minutes in any conditions (the condition that the 
door and windows are open all the time is not considered in our experiments since it 
is unlikely to happen). Therefore, the radial basis function neural network based PID 
controller is started to control and operate the humidifier at 9:00 when is thirty 
minutes before the selected working hours in our experiments. 
 
Figure 5-29 Indoor RH monitored in Oct-2012 
Figure 5-29 presents the measurement of the indoor relative humidity change in one 
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working day in October 2012. The starting relative humidity level is about 20% and 
it can be seen that the indoor relative humidity level is quickly raising upper than  
30% and then is brought to the set-point. During the working hours from 9:30 to 
19:00 the indoor relative humidity is generally kept between 50% and 60%. It can be 
observed that the curve of indoor temperature is relative stable and there is no sharp 
change during the working hours. This means that the indoor relative humidity is 
well controlled by the proposed humidity controller. 
Figure 5-30 presents the measurement of indoor relative humidity variation in one 
working day in November 2012. The starting indoor temperature is about 19% as the 
environment is drier. The system starts at 9:00 and the indoor relative humidity is 
increasing fast and is then brought to set-point at first. Then the indoor relative 
humidity is relative steady and kept varying within the targeted range. However, 
there is a period between 15:00 and 16:20 when the indoor relative humidity is 
varying sharply. Because, during this period, the windows of the office are open for a 
while and the indoor environment is influenced by the outdoor dry and cold air that 
the caused the indoor relative humidity level changed frequently and sharply. 
However, although the disturbances lead to the sharply variation in the humidity 
control process, there is no unstable state occurred and the indoor relative humidity is 
varying within the desired range. This shows that the proposed temperature controller 
has good robustness and stability when the disturbances keep being introduced to the 
system. 
171 
 
Figure 5-30 Indoor RH monitored in Nov-2012 
 
Figure 5-31 Indoor RH monitored in Dec-2012 
The indoor relative humidity variation curve based on the experimental test taken in 
one working day in December 2013 is presented in Figure 5-31. It presents that the 
indoor relative humidity level is 20% at time 9:00 when the control system starts 
working. At the beginning of the control process, the relative humidity level keeps 
increasing towards the desired output. After that the indoor relative humidity is 
varying within the targeted range. Then it can be observed that the indoor relative 
humidity level is lower that 50% which is the lower limit of the targeted range at 
12:30 and 13:30. The sudden change of the indoor environment caused by windows 
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opening or temperature change may lead to such results. Then the system quickly 
reacts to this change and brings the indoor relative humidity back to the desired 
range. During other time of the working hours, the relative humidity is well 
controlled. 
 
Figure 5-32 Indoor RH monitored in-Jan 2013 
Figure 5-32 shows the curve of indoor relative humidity change in one working day 
in January 2013. In order to test adaptability and stability of the newly designed 
humidity controller, the disturbances are kept introducing to the indoor environment 
during the work period in this day. In the experiment, the disturbances are simulated 
by opening the door of chamber (as the windows and door of the office) and bringing 
in dry air into the chamber. Hence, the variation in this day is bigger than the 
previous tests and there is a period the indoor relative humidity is lower than 50%. 
However, the control performance is acceptable in general since the indoor humidity 
level is controlled within the targeted range except one period of time. Moreover, in 
most of the time, the indoor relative humidity is change smoothly and is spread with 
in a small range. The stable steady state and good adaptability of control process is 
guaranteed by the novel humidity controller. 
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Figure 5-33 Indoor RH monitored in Feb-2013 
 
Figure 5-34 Indoor RH monitored in Mar-2013 
Figure 5-33 presents the indoor relative humidity monitored in one working day in 
February 2013 and the profile of indoor relative humidity measurement in one 
working in March 2013 is shown on the curve in Figure 5-34. Two curves show 
similar results: during the working period between 9:30 and 19:00 the indoor relative 
is kept around the desired range. There are some variations due to disturbances but 
the proposed intelligent humidity controller is able to bring the indoor relative 
humidity back to the targeted range and there is no unstable condition occurred based 
on our observation. 
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*Mean indoor RH taken during the controller working period 
+Mean indoor RH taken after the controller process enters steady state 
Figure 5-35 Monthly mean indoor humidity 
In Figure 5-35, monthly mean indoor relative humidity levels during the experiments 
period from October 2012 to March 2013 are presented. As it is shown in the figure, 
the symbol * represents the monthly mean indoor relative humidity during the whole 
control hours between 9:00 and 19:00 and they varies between 51.1% and 53.0%. 
They are about 2%-4% lower than the set-point because at the beginning of control 
process in each day, the indoor relative humidity much lower than the set-point due 
to the outdoor environment. In this figure, the symbol + represents the monthly 
average of the indoor relative humidity measured after the control process enters the 
steady state (that can be considered as starting when the indoor relative humidity 
level reaches the set-point for the first time). It can be observed that the monthly 
mean indoor relative humidity levels in steady state are lying between 53.0% and 
54.8%. The lowest monthly mean indoor temperature is measured in January 2013. 
The major reason causes such result is that during this month the controller is tested 
in the conditions that the windows are opened for relative long time or with high 
frequency as discussed in previous paragraph. Hence, the mean indoor relative 
humidity level is affected by the outdoor climate more easily and is lower than those 
in other months.  
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Besides mean of the collected data as presented in Figure 5-35, standard deviation of 
the measured relative humidity level is calculated to investigate the proposed 
temperature controller. The monthly standard deviations of indoor relative humidity 
level in steady state are presented in Figure 5-36. The highest standard deviation of 
the indoor temperature is gotten in October 2012 and January 2013 because during 
these months the controller is tested in the conditions that the windows are opened 
for relative long time or with high frequency (the same reason that causes lower 
indoor temperature). Hence, the disturbances occurred in the indoor environment are 
more often and this leads to higher standard deviation since standard deviation shows 
how much variation or dispersion from the average exists. Generally, according the 
results, the monthly standard deviations are all small and this means the controlled 
indoor relative humidity data collected in the experiments tend to be very close to the 
mean and are spread over a small range of values. Therefore, the experimental results 
show that the RFBNN-PID humidity controller has good control performance of 
stability and adaptability on indoor humidity control and comfortable indoor 
environment can be provided to the air-conditioned zone by the control of the 
proposed controller. 
 
Figure 5-36 Stand deviation of indoor relative humidity 
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5.5    Carbon dioxide concentration 
Indoor air quality improvement using advanced control method is investigated by 
experiments in laboratory. As it introduced in Chapter 1, during the experimental 
work, the indoor CO2 concentration is controlled by the fuzzy logic controller. The 
experiments are carried out in the test rig by using the introduced program during the 
period from Oct-2012 to Mar-2013. The outdoor CO2 level is about 300ppm - 
400ppm and preparations of the CO2 tests are as follows: 
x the environment chamber (shown in Section 5.1) is used to simulate the 
air-conditioned zone;  
x the carbon dioxide monitoring module (see Figure 5-6 and Table 5-2) is used to 
measure the indoor CO2 concentration; the measured value is voltage that can be 
transferred into ppm according to the voltage-ppm relation shown in Table 5-2. 
x the fan is used to bring the fresh air into indoor space through the air duct; 
x the working power (speed) of the fan is controlled by the proposed fuzzy-PID 
controller in experiments; 
x the CO2 concentration in this project is kept below 1,000 ppm which is 
suggested as the upper limit of healthy indoor CO2
 
level [7]; some studies prefer 
650 ppm but that set-point may require the ventilation system working all the 
time; 
x the working hour (when the office is occupied) is selected between 9:30 to 
19:00.  
The chamber is used to test the controller for CO2 control. In order to simulate any 
conditions that might happen in real implement of our controller in real buildings, the 
following conditions has been simulated: 
177 
x The door and windows (the door of chamber is used to simulate the door and 
windows of office) are opened in different frequency as people may open the 
windows and walk in or out the office through the door.  
x The office is unoccupied sometimes, for example people working in the office 
may go for lunch. To simulate this condition, people would leave the laboratory 
and make sure no one is near to the chamber. 
x The occupancy level may increase and be higher than normal for a while, for 
example people from other places may enter this office for work or business.  
x People may come to work earlier or later than regular schedule. 
x People may leave earlier or later than regular schedule. 
The CO2 is known as a type of occupant-related indoor air pollutant and it is only 
generated by human beings in an office area. Hence, when the air-conditioned space 
is unoccupied there is no CO2 generated. This means that the indoor CO2 level 
should be the same or similar as the outdoor CO2 level at the beginning of each day. 
Then when people come to work and the office is reoccupied the CO2 starts to 
increase mainly based on the indoor occupancy level. As the indoor CO2 level is 
moving towards the CO2 set-point the fan will starts working to bring fresh air into 
the indoor environment in order to keep the indoor CO2 at acceptable level. Thus, in 
the experimental tests, the control system does not need to be triggered before the 
working period (9:30 in the morning). The controller will decide when to turn on the 
ventilation based on its algorithm. 
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Figure 5-37 Indoor CO2 level monitored in Oct-2012 
 
Figure 5-38 Indoor CO2 level monitored in Nov-2012 
The indoor CO2 level variation during one working day in October 2012 is presented 
in Figure 5-37. The test was carried out in the experimental chamber. It can be 
observed that at the beginning of the day the indoor CO2 level is 343ppm that is 
similar to the outdoor CO2 level. Then, starting at 9:30 the indoor CO2 concentration 
is increasing rapidly as there are people working in the indoor space based on the 
regular schedule. To simulate this condition, the researcher would start breathing into 
the chamber. The rising speed of CO2 concentration starts to slow down after it 
reaches 840ppm in this experiment. This means the fan is switched on by the control 
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command and fresh air is supplied in to the office area (chamber). Then the curve of 
CO2 is varying around 1000ppm within small range. Then, people leave the office at 
12:10. In this case, make sure no one is near to the experimental chamber. As a result 
the indoor CO2 begins to decrease and is brought down to 838ppm at 12:30. In the 
following period, the CO2 level begins to increase again as people come back to the 
monitored room. Then between 14:00 and 14:50, the condition that people from 
other place enter this office area and stay for a relative long period is introduced to 
the control process. Since the occupancy level is higher than regular the indoor CO2 
level keeps increasing and being higher than the set-point. In order to simulate the 
condition that the occupancy level is higher than regular, researcher would breathe 
into the chamber in higher frequency or breathe directly to the CO2 sensor. But this 
situation does not last for long as the novel indoor air quality controller learns the 
situation and modifies the control parameter and then, the CO2 level starts to 
decrease before people leaving. After people leave the office, the CO2 level is 
brought down to the set-point. 
 
Figure 5-39 Indoor CO2 level monitored in Dec-2012 
The profile of indoor CO2 variation based on the control of the proposed controller in 
one working day in November 2012 is presented in Figure 5-38 and Figure 5-39 
shows the CO2 change in December 2012. The figures show similar results as that of 
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the experiment in October. The CO2 level starts to increase at 9:30 when people 
come to work and then varies spread in small range near the set-point. During the 
lunch break time, the CO2 level keeps dropping as there is no person in the 
air-conditioned space. In addition, there is a period in each day when the indoor 
occupancy is higher than normal. At the beginning of this period, the indoor CO2 
maintains high level but later the controller is able to bring the indoor CO2 level back 
to the right track and people are not exploring in the undesired environment for long. 
Moreover, the condition that people leaving the office at about 17:00 that is much 
earlier than the schedule time is simulated in the experimental test. Results show that 
the CO2 level starts decreasing when people leave and the dropping speed is fast at 
first because of the ventilation and then slower. It means no over ventilation is 
occurred. 
The indoor CO2 concentration observation of one working day in January 2013 and 
another in February 2013 are shown in Figure 5-40 and Figure 5-41. Similar results 
are collected that the CO2 concentration begins to increase at about 10:10 in the 
morning since the air-conditioned zone is occupied later than usual. During the 
whole working hours, the indoor CO2 level is controlled well lying within the 
acceptable range near 1000ppm and there is not any unstable situation occurred.   
 
Figure 5-40 Indoor CO2 level monitored in Jan-2013 
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Figure 5-41 Indoor CO2 level monitored in Feb-2013 
The curve in Figure 5-42 represents the variation of indoor CO2 concentration in one 
working day in March 2013. Different from the previous four experiments, the 
occupied period is based on the regular schedule from 9:30 to 19:00 and there is a 
lunch break between 14:00 and 14:30. The experimental results prove that the 
proposed indoor air quality controller is able to provide the acceptable indoor air 
quality by keeping CO2 concentration at acceptable level.  
 
Figure 5-42 Indoor CO2 level monitored in Mar-2013 
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*Mean indoor CO2 level taken during the scheduled occupied period 
+Mean indoor CO2 level taken during the actual occupied period 
Figure 5-43 Mean indoor CO2 level 
In Figure 5-43, monthly mean indoor CO2 levels during the experiments period from 
October 2012 to March 2013 are presented. As it is shown in the figure, the symbol * 
represents the monthly mean indoor CO2 level during the scheduled occupied hours 
between 9:30 to 19:00 and they varies between 875ppm and 944ppm. They are about 
125ppmm to 60ppm lower than the set-point because at the beginning of control 
process in each day, the indoor CO2 much lower than the set-point due to the outdoor 
environment. In this figure, the symbol + represents the monthly average of the 
indoor CO2 measured after the control process enters the steady state (that can be 
considered as starting when the indoor CO2 level reaches the set-point for the first 
time). It can be observed that the monthly mean indoor relative humidity levels in 
steady state are lying between 939ppm and 994ppm. Hence, the indoor CO2 
concentrate is kept at acceptable level and the small steady error could also mean that 
no over ventilation is caused during the controller working hours. 
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Figure 5-44 Maximum indoor CO2 level 
Moreover, different from temperature and relative humidity that are needed to be 
controlled within a range, the indoor CO2 level is needed to be control under a 
certain level. Hence, when the windows are open or the air-conditioned zone is 
unoccupied, the indoor CO2 level goes down and in this case the indoor CO2 can be a 
lot lower than the set-point. For this reason, the values of indoor CO2 concentration 
are spread in a relative range and the standard deviation is not suitable to understand 
the performance of indoor air quality controller. Therefore, maximum is used to 
investigate the proposed temperature controller. The monthly maximum values of 
indoor CO2 level in steady state are presented in Figure 5-44. Generally, according 
the results, the biggest maximum value in each day is 1088ppm which is not harmful 
to human body if such level does not maintain for long period.  
5.6    Summary 
In this chapter, the experimental investigation has been carried out to test the 
performance of the fuzzy-PID controllers for indoor temperature control, indoor 
humidity control and indoor CO2 level control. In the experimental investigation, the 
controlled indoor space is an environmental chamber used to simulate a medium 
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office area for four to six people; the control signals are: temperature, relative 
humidity CO2. 
In order to get more accurate results, the experimental tests were carried out over a 
wide range of period for October 2012 to March 2013. The selection of this period is 
that in the summer season, indoor temperature is within the thermal comfort 
bandwidth according to ASRHAE [311]; therefore, the control for this period is not 
necessary. During the environments period the indoor environment is needed to be 
heated and humidified and ventilation is also needed when indoor space is occupied. 
For this reason, this is good timing to investigate the performance of the introduced 
controllers. The experiments are carried out in working days and the scheduled 
working hours are chosen as between 9:30 and 19:00. 
The experimental tests are carried out on the test rig as shown in Figure 5-1. The 
main part of the test rig is an environmental chamber as shown in Figure 5-2 used to 
simulate the indoor office area. Three types of sensors: thermal couple, humidity 
sensor and CO2 sensor are installed inside the chamber. Then, designed control 
program of the three novel controllers will be used to analyse the collected signals 
and other relative information. The control command will be sent to the 
air-conditioning devices: heater, humidifier and fans through the controller and 
drives. Finally, the indoor climate is changed by the work of the air-conditioning 
devices. As the control circle keeps running, the indoor environment quality is 
modified according to the desired requirements and the experimental results are 
concluded in this section. 
Temperature 
The tests of indoor temperature control are carried out through the period from 
October 2012 to March 2013. In this thesis, the temperature measurements from six 
working days, one from each month are drawn in curves as shown in Section 5.2. 
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Moreover, the characteristic features: mean and standard deviation of the collected 
data are calculated to help to analyse controller¶s performance. The results show that: 
x At the beginning of each day when the indoor temperature is generally 10oC to 
15oC lower than the set-point, the controller is able to bring the indoor 
temperature to the desired level rapidly. Hence, the indoor temperature is well 
controlled during this time. The controller is proved to have fast rising speed and 
small overshot. 
x When the control process enters the steady state, the indoor temperature settles, 
stays relative stable and varies without big and sharp change.  
x The monthly mean temperature as presented in Figure 5-27 shows the controller 
has small steady error that control accuracy can be guaranteed. The maximum 
error percentage is 9.4% and average control accuracy is 4.4%.  
x When there are disturbances (opening the windows or door that causes the 
indoor condition suddenly changed) introduced to the indoor environment, the 
response of the controller to the disturbances is quick and there is no unstable 
situation occurred. This proves the fuzzy logic control rule has excellent 
performance on enhancing the PID temperature control. 
x The standard deviation as shown in Figure 5-28 prove that the indoor 
temperature is controlled to be varying close to the set-point and spread over 
small range. This result shows that the control has excellent stability and 
adaptability. Hence, the indoor temperature can be well controlled in any 
situations. 
Humidity 
Indoor relative humidity is investigated by the experimental tests taken between 
October 2013 to March 2013 when then indoor environment needs to be humidified. 
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The profiles of the indoor relative humidity variation in six working days one in each 
month are presented in Section 5.3. Moreover, the characteristic features: mean and 
standard deviation of the collected data are calculated. They can help to analyse 
controller¶s performance. The results show that: 
x At the beginning of each day, the indoor relative humidity is about 30% lower 
than the set-point range. The controller is able to raise the indoor relative 
humidity to the desired level rapidly. Hence, the indoor relative humidity is well 
controlled during this time.  
x When the control process enters the steady state, the indoor relative humidity is 
brought towards the set-point. Then it varies around the set-point without big 
and sharp change.  
x The monthly mean relative humidity as presented in Figure 5-35 shows that 
mean values are all very close the set-point. Hence, the controller has small 
steady error that control accuracy can be guaranteed. The control accuracy is 
about 3.2%  
x The situations that the disturbances (opening the windows or door that causes the 
indoor condition suddenly changed) introduced to the indoor environment are 
simulated. Response of the controller to the disturbances is quick and there is no 
unstable situation occurred. This proves the neural network algorithm has 
excellent performance on enhancing the PID humidity control. 
x The standard deviation as shown in Figure 5-36 prove that the indoor 
temperature is controlled to be varying close to the set-point and spread over 
small range. This result shows that the controller has excellent stability and 
adaptability. Hence, the indoor relative humidity can be well controlled in any 
situations. 
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CO2  
In this thesis, the data of indoor CO2 change collected in six working days, one in 
each month (October 2012 ~ March 2013) are presented in Section 5.3. Moreover, 
the characteristic features: mean and maximum of the collected data are calculated to 
help to analyse controller¶s performance. The results show that: 
x At the beginning of each day, when the CO2 level is increasing towards 
1000ppm, the controller starts to control the fan to supply fresh air into the 
indoor zone. Results show that the CO2 is well controlled during this period. 
x When the control process enters the steady state, the indoor CO2 is varies around 
the set-point without big and sharp change. This shows the controller has good 
performance of stability. 
x The monthly mean CO2 level as presented in Figure 5-43 shows that mean 
values are all very close the set-point.  
x The maximum CO2 levels in each month are shown in Figure 5-44 and the 
biggest maximum value is under 1100 ppm which means the CO2 concentration 
is kept within the acceptable level.  
x These two characteristic features show that the indoor air quality is maintained 
well when there is no over ventilation.  
x When the situation that the indoor occupancy level suddenly increases, the 
controller is able to quickly modify its control parameters. The results show that 
the CO2 level is well under control and there is no poor air quality provided. 
x When the occupancy level suddenly decreases, the controller also quickly reacts 
to the situation and there is no over ventilation occurred.  
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Chapter 6 Discussion, conclusion and future work 
6.1    Discussion 
In this section, the performance of the proposed controllers is firstly discussed based 
on the theoretical analysis, simulating test and experimental investigation. Then, the 
improvement of indoor climate because of the novel controllers is descried. Finally, 
the concept of controller design introduced in this thesis for indoor environment 
quality control development is discussed. 
6.1.1    Performance analysis based on theoretical and simulation analysis  
Fuzzy-PID 
A fuzzy-PID controller is designed for the indoor environment quality control 
because: 
x PID controller is suitable for various control object including indoor climate, 
x fuzzy logic control for optimal PID parameters tuning to ensure adaptability to 
different situations, 
x better PID control parameters selection can ensure the desired system output, 
x robustness to ensure stability. 
In order to optimize its capability of indoor environment quality control before 
putting into real implement simulating tests are carried out to investigate the 
controller¶s performance. In Section 4.1, temperature is used as the control signal to 
test the fuzzy-PID control performance by simulation. The step input signal is used 
as the control reference for the test. The simulating results show that proposed 
intelligent temperature controller may have excellent performance on indoor 
temperature control as: 
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x Simulating results show that the optimized kp, ki and kd can be gained based on 
the system output error (e) and the change of system output error (ec) by the 
fuzzy rules. The obtained PID parameters are suitable for keeping or bringing the 
control process to the steady state. 
x The robustness shows good control accuracy and there is no overshot and steady 
state error. 
x Different kp, ki and kd values are obtained in different situations. The time 
constant is 0.033s and the settling time is 0.092s while the sampling interval is 
0.001s.  
x Simulate results prove that to apply the fuzzy logic rule to a PID control process 
can improve the performance of both the PID controller and the fuzzy control 
itself. 
Then the experiment investigation is carried out and the improvement of indoor 
environment is discussed in next section. 
RBFNN-PID 
A RBFNN-PID control could be excellent to deal with the humidity control problems. 
The indoor humidity can be well control since: 
x PID controller is suitable for various control object including indoor humidity 
control, 
x RBF neural network has fast processing speed to ensure that best PID value can 
be obtained as long as there is indoor climate change, in which way the stability 
and adaptability of the proposed controller can be guaranteed.  
x better PID control parameters selection can ensure the desired system output, 
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x robustness to ensure stability. 
In order to optimize its capability of humidity control before putting into real 
implement simulating tests are carried out to investigate the controller¶s 
performance. 
x RBF neural network has fast processing speed and this ensures that the controller 
quickly reacts to the indoor environment change, 
x The regulation of the PID parameters using RBF neural network is a complex 
mission and the tuning process based on Jacobian information. The kp, ki and kd 
are kept modifying for the optimised values along with change of Jacobian 
values in different situations or when disturbances introduced to the control 
process.  
x Simulating results show that the Jacobian matrix is able to ensure the best PID 
parameters obtained especial when there is disturbance or the change of the 
reference value. PID parameters are quickly modified to meet the control 
requirement and good control performance is guaranteed. 
x Control system has fast response speed while using step input. The time constant 
is 0.02s and settling time is 0.335s while the sampling interval is 0.001s. 
Moreover, zero overshot and steady state error show good control accuracy and 
stability.  
BPNN-PID 
Recent studies claim that indoor air quality can significantly affect the people¶s 
health and productivity. There are many types of indoor air pollutants and it is 
impossible to control all of them. Hence, in this project, the CO2 is selected as the 
control signal since when CO2 is controlled at the acceptable level, all the others can 
be considered to be kept at the safe level. A BPNN-PID control was designed to 
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achieve the goal of maintaining good indoor air quality. Theoretically analysis 
according to literatures and its algorithm shows that the novel controller has the 
following advantages for CO2 control: 
x PID controller is suitable for various control object including IAQ, 
x neural networks for optimal PID parameters tuning to ensure quick recovery 
from disturbances, 
x back-propagation algorithm for adjustment of weights in neural network to 
ensure the system quickly response to indoor climate change. 
The simulating tests based on the indoor CO2 concentration varying model have been 
carried out to indicate the BPNN-PID control performance. The simulating results 
show that the proposed controller has good control performance as follows: 
x Control system has fast control speed response to step input. The time constant is 
0.02s and settling time is 0.007s while the sampling interval is 0.001s. Moreover, 
overshot percentage is 4.2% and steady state error is zero. This shows fast 
response speed, good control accuracy and stability. 
x Back-propagation algorithm helps to update the weights in the network ensures 
that the proper weight is updated as the condition change especially when 
disturbances are introduced to the control system or the reference signal value 
changes. 
x With the proper weights in the network, the best PID parameters can be obtained 
quickly response to any change of the control process.  
x Hence, simulating results prove that the propose controller can be coping with 
time varying parameter since the control strategy can keep optimizing the PID 
parameters when there are changes to the control process.  
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6.1.2    Indoor environment improvement  
The temperature, humidity and CO2 concentration are controlled by fuzzy-PID 
controller in the experiments. In this section, the improvement of the indoor 
environment as a result of implementing the fuzzy-PID controller is discussed based 
on the experimental results.  
Temperature 
The tests of indoor temperature control are carried out through the period from 
October 2012 to March 2013. If the indoor temperature is not proper controlled 
during the experiments period, the indoor temperature would be either similar to the 
outdoor temperature which is cold or too hot due to overheated. Additionally, the 
indoor environment would be not only uncomfortable but also unhealthy for 
occupants. The temperature measurements from six working days, one from each 
month are drawn in curves as shown in Section 5.3 in this thesis. The results show 
that the indoor temperature is well improved by using the proposed controller. 
x The indoor temperature is similar to the outdoor temperature and is needed to be 
heated. The heater starts one hour (this time is chosen based on our 
pre-measurement) before the scheduled working hours based on the fuzzy-PID 
control. The indoor temperature is brought to the set-point rapidly.  
x When the control process enters the steady state, the indoor temperature settles, 
stays relative stable and varies without big and sharp change. The monthly mean 
temperature as presented in Figure 5-27 shows the controller has small steady 
error that control accuracy can be guaranteed. 
x When there are disturbances that cause the indoor environment suddenly change, 
the fuzzy logic control rule can quickly learn the situation and modify the 
control parameters for better control performance. The disturbances in the 
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experiments include 1) open the windows or door (modeled by the door of the 
environmental chamber) for long period or frequently; 2) more people enters the 
indoor environment (increase the heat source). Results show there is no 
unacceptable temperature and overheating happened.  
x The standard deviation as shown in Figure 5-28 prove that the indoor 
temperature is controlled to be varying close to the set-point and spread over 
small range. This result shows that the control has excellent stability and 
adaptability. Hence, the indoor temperature can be well controlled in any 
situations. 
Relative humidity 
The experiments are carried out in an environmental chamber (used to simulate the 
office area) during the period from the October 2013 to March 2013. The indoor 
environment needs to be humidified with proper control. Otherwise, the indoor 
environment would be too dry or over humidified and it is not a comfortable and 
healthy environment for occupants inside buildings. The profiles of the indoor 
relative humidity variation in six working days one in each month are presented in 
Section 5.4. Moreover, the characteristic features: mean and standard deviation of the 
collected data are calculated. The results show that the indoor relative humidity is 
well improved by using the proposed controller. 
x At the beginning of each day, the indoor temperature is much lower than the 
set-point. The humidifier starts thirty minutes (based on our measurement since 
it generally takes 30 minutes to bring the indoor relative humidity up to the 
acceptable level) before the scheduled working hours.  
x Then the indoor relative humidity level is brought to the set-point and settled 
within the acceptable range. The monthly mean relative humidity as presented in 
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Figure 5-35 shows that mean values are all very close the set-point. Hence, the 
controller has small steady error that control accuracy can be guaranteed. 
x The situations that the disturbances (opening the windows or door that causes the 
indoor condition suddenly changed) introduced to the indoor environment are 
simulated. Response of the controller to the disturbances is quick and there is no 
unstable situation occurred.  
x The standard deviation as shown in Figure 5-36 prove that the indoor 
temperature is controlled to be varying close to the set-point and spread over 
small range. This result shows that the controller has excellent stability and 
adaptability.  
x Hence, the indoor environment is significantly improved by properly controlling 
the relative humidity in any situations. 
CO2 
The tests of indoor CO2 control are carried out to investigate the indoor air quality 
improvement by using the proposed controller. The experiments are carried out 
during the period between October 2012 and March 2013. Hence, the indoor CO2 
level is impossible to bring down to the acceptable level by nature ventilation. The 
ventilation with proper control strategy is needed to maintain the indoor air quality 
for occupants¶ comfort and health. The data of indoor CO2 change collected in six 
working days, one in each month are presented in Section 5.5. Moreover, the 
characteristic features: mean and maximum of the collected data are calculated to 
help to analyse the indoor environment improvement. The results show that the 
indoor air quality is well improved by using the proposed controller. 
x At the beginning of each day, the indoor CO2 level is similar to the outdoor¶s and 
there is no need to start ventilating when it is occupied. Then when the CO2 level 
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is increasing towards 1000ppm, the controller starts to control the fan to supply 
fresh air into the indoor zone. Results show that the CO2 is well controlled 
during this period since the rising trend of CO2 level is stopped before it is over 
the set-point. 
x When the control process enters the steady state, the indoor CO2 is varies around 
the set-point without big and sharp change. Proper indoor air quality is proved 
and it is good to improve people¶s working efficiency.  
x The monthly mean CO2 level as presented in Figure 5-43 shows that mean 
values are all very close the set-point. In addition, the maximum mean CO2 
levels in each month are shown in Figure 5-44 and the big maximum value is 
within the acceptable level. 
x In order to further test the indoor environment improvement, the disturbances are 
introduced to the control process. When the situation that the indoor occupancy 
level suddenly increases, the controller is able to quickly modify its control 
parameters. The results show that the CO2 level is well under control and there is 
no poor air quality provided. When the occupancy level suddenly decreases, the 
controller also quickly reacts to the situation and there is no over ventilation 
occurred. 
x The experimental results show that the indoor air quality is properly controlled 
during the working hours. It is maintain at the acceptable level and even when 
there are sudden situations happened the indoor CO2 level is still controlled 
within acceptable level. Moreover, there is no poor indoor air quality and over 
ventilation observed in the experiments.  
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6.1.3    Discussion of the concept of controller design 
The proposed control has been proved to have excellent performance and to be able 
to improve the indoor environment quality. Hence, the strategy of designing the 
introduce controllers is discussed in this section. 
The drawbacks of the current HVAC control technologies are summarized in Section 
2.3. These drawbacks limit the use of controllers for indoor environments control. In 
order to solve these problems, researchers and engineers are studying on how to 
improve the controllers¶ performance. Hence, researches have been carried out to 
overlap between different categories of controllers for developing control strategies 
for different purpose. These studies are based on both the advantages and 
disadvantages so that newly designed controllers can have the merits from different 
technologies.  
Hence, in this thesis, a strategy of designing controller for the purpose of improving 
indoor environment quality is introduced: combining the conventional controller and 
intelligent control technique to develop novel control strategy. There are three 
controllers introduced: a fuzzy-PID controller, a RBFNN-PID controller and a 
BPNN-PID controller. The proposed controllers are all designed based on 
conventional PID controller and intelligent controllers. The main structure of the 
controllers is shown in Figure 6-1. The PID controller is used to control plant 
because it is practical and can be used for variety of controls. The PID control is 
most widely used control technology even though lots of researchers claim that it has 
many disadvantages. The intelligent control is used to tune the PID parameters 
automatically for the best PID control performance.  
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Figure 6-1 Structure of controller combined PID control and intelligent algorithm 
The purpose of using such concept of controller design is to use the merits of each 
control method and to avoid the drawback of them.  
x The advantages and disadvantages of the current control methods are 
summarized in Section 2.2 and 2.3. The PID controller is very practical and 
widely use for indoor climate control. The performance of PID controller is 
mainly based on the selection of the three term parameters and the PID 
parameters tuning is based on the GHVLJQHUV¶ experience. Hence the regulation of 
PID parameters is a time cost work and incorrect selections may lead to poor 
control performance. In addition, the PID controller needs to be designed based 
on the building model and mismatch of control object model may lead to poor 
control performance. This fact shows that PID controller doses not have very 
good adaptability and when there are disturbances the required control 
performance cannot be guaranteed. Hence intelligent controller is designed to 
regulate the PID parameters automatically to ensure the optimized control output. 
Thus, the adaptability and stability of PID controller can be improved by 
applying proper designed FLC and NN to the control strategy. In this way, the 
control performance of conventional PID controllers can be significantly 
improved by working associate with intelligent control technologies.  
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x The advantages of intelligent controllers compared to conventional control 
methods are better adaptability and the robust steady state in any situations. 
Intelligent controllers like fuzzy logic control and neural network are suitable for 
analyzing complicated indoor conditions such as when there are sudden changes 
to the indoor environment. However, their major disadvantage as discussed in 
Section 2.3 is difficult to put into real applications. Thus, the PID controller 
improves the practicality of the fuzzy logic and neural network. 
Combining the conventional PID controller and intelligent controllers has improved 
the control performance of both these two types of controllers. The results shown in 
Chapter 4 prove the proposed controllers¶ performance can be guaranteed by this 
type of control concept. 
6.1.4    Contribution to knowledge 
(1)    Summary of shortcomings of current control method for IEQ control 
In this research, the current control technologies for indoor environment quality 
improvement are reviewed. Moreover, the advantages and shortcomings of these 
control technologies are summarized in this research as discussed in Section2.3 and 
this is a novel review work in the research area of IEQ control technology. Based on 
the review work, the possible ways to improve current IEQ control technologies are 
introduced. 
(2)    Novel control strategy for controller design 
In this research, the controllers are developed based on the novel control strategy of 
combining the conventional and intelligent control technologies. The principle of the 
control strategy is to merge the advantages of both conventional and intelligent 
control technologies and avoid their disadvantages. The conventional control selected 
in this research is PID control. The intelligent controllers chosen are fuzzy logic 
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control and neural net work. By combining with the intelligent controller, the PID 
parameters can be automatically tuned for better control performance. By combining 
with PID controllers, fuzzy logic control and neural networks can be easily 
implemented to applications.  
(3)    Fuzzy-PID controller for IEQ improvement 
In order to analyse improvement of indoor environment quality by using advanced 
control method, a fuzzy-PID controller is designed by combing conventional PID 
control and intelligent fuzzy logic control. There are some studies related to 
fuzzy-PID control [244] but applied this control strategy to indoor environment 
quality control is a novel work. The fuzzy-PID control is developed for indoor 
climate control including temperature, humidity and indoor air quality control in this 
research. Fuzzy-PID controllers can be used instead of linear PID controller in all 
classical or modern control system applications. They can convert the error between 
the measured or controlled variable and the reference variable, in to a command, 
which is applied to the actuator of a process. In this research, the performance of 
fuzzy-PID controller is firstly tested by the computational simulation. While using 
step signal as the input reference the controller shows good control performance 
since the time constant is 0.033s and settling time is 0.092s with sampling interval of 
0.001s. Not only fast response speed, the proposed controller also has good control 
accuracy and stability since the overshot and steady state error is zero. Then the IEQ 
improvement with fuzzy-PID control method is investigated by experiments. In the 
experiments, the fuzzy-PID controller is used to control indoor temperature, 
humidity and CO2 concentration. The fuzzy-PID control performance is analysed by 
the experimental results. The results of temperature control show that the temperature 
is controlled to be varying around the set-point and control accuracy is about 4.4%. 
The humidity control shows similar results that the control accuracy is about 3.2%. 
For the IAQ control the maximum indoor concentration is kept lower than 1100ppm 
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which is acceptable and health CO2 level although it is slightly higher than the 
set-point of 1000ppm. The experimental results show that the proposed fuzzy-PID 
controller has good control performance and is able to improve indoor environment 
quality. 
(4)    RBFNN-PID control strategy for indoor humidity control 
The purpose of this research is to analyse the potential of using advanced control 
method to improve indoor climate quality. Hence a novel humidity controller based 
on RBFNN-PID control is developed besides the fuzzy-PID controller. The 
advantage of RBF neural network is fast processing and learning speed. Hence, the 
RBFNN-PID controller is designed for humidity control in order to solve its major 
problem as discussed in Chapter 2. The performance of RBFNN-PID controller is 
indicted by the computational simulation. While using step signal as the input 
reference the controller shows good control performance since the time constant is 
0.002s and settling time is 0.335s with sampling interval of 0.001s. Not only fast 
response speed, the proposed controller also has good control accuracy and stability 
since the overshot and steady state error is zero. The experimental investigation of 
RBFNN-PID controller is not included in this research and will be carried out in 
future work. 
(5)    BPNN-PID control strategy for indoor IAQ control 
The CO2 is chosen as the control signal of IAQ control since when CO2 is kept at 
acceptable level most other indoor air pollutants are kept at acceptable levels. The 
major difficulties of indoor CO2 concentration control include existence of 
mismeasurement and disturbances. The disturbance is caused mainly because CO2 is 
very sensitive to occupancy level. Hence a novel IAQ controller using BPNN-PID 
control technology is developed in this research. The PID controller is used for 
indoor CO2 concentration control. The neural network is used of PID parameters 
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tuning and the back-propagation algorithm is used for updating the weights of the 
neural network. The advantage of this control strategy is disturbances resistance and 
it is suitable for CO2 control. The control performance is verified by simulation using 
Matlab code. While using step signal as the input reference the controller shows good 
control performance since the time constant is 0.002s and settling time is 0.335s with 
sampling interval of 0.001s. The overshot percentage is about 4.2% and the steady 
state error is zero. The results show the controller has fast response speed, good 
control accuracy and stability. The experimental investigation of BPNN-PID 
controller is not included in this research and will be carried out in future work. 
6.2    Conclusion 
The main works that have been done in this research are concluded in this section.  
Firstly, the studies about the current control methods used for HVAC systems have 
been reviewed. Then the drawbacks of the current HVAC control methods are 
summarized based on the literature review. Since this research aims to analysis the 
potential of improving indoor occupants¶ comfort using novel control strategies, the 
future perspectives and approaches that might solve the current control problems are 
discussed.  
Then, based on the discussion of the advantages and disadvantages of current control 
technologies, novel controllers are developed. In this research, three controllers are 
developed. Fuzzy PID control is designed for indoor climate control including 
temperature, humidity and indoor air quality control. Its principle is introduced in 
Section 3.2. The performance of fuzzy-PID controller is investigated by 
computational simulations in Chapter 4 and experimental tests in Chapter 5. 
RBFNN-PID is designed for indoor humidity and BPNN-PID control is designed for 
indoor CO2. Their principles and detailed designs are introduced in Chapter 3. These 
two controllers are only tested by computational simulation in this research and the 
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experiments to indicate their performance will be carried out in future work. Then the 
theoretical analysis is carried out to discuss the control performance. In this way, the 
advantages and disadvantages of each proposed controller are understood in advance. 
In addition, computational simulations are used to conduct the performance of the 
control strategies. This work is necessary because the indexes to evaluate the 
controllers can be observed and discussed. This create a way understand the develop 
technologies. If there are dissatisfied indexes, the control technologies have to be 
modified before applied to real applications. The simulating tests are studied on the 
platform of Matlab. The programming codes have been developed to simulate the 
control strategies and the indoor environment model for testing the controllers¶ 
performance. 
Finally, the experiments are carried out in an environmental chamber to indicate 
fuzzy-PID controller¶s performance of indoor temperature, indoor humidity and 
indoor air quality in buildings. The environmental chamber is used to represent the 
control object, a medium office area. The experiment is carrying out in a wide period 
from late fall to early spring. Hence, the indoor environment requires the HVAC 
operation of heating and humidifying. A heater, a humidifier and fans are controlled 
to manage the indoor climate and the control signals are temperature, humidity and 
CO2 concentration. Several conditions that might happen in real buildings have been 
simulated to help to test the control performance. The results prove that the indoor 
environment has been improved by the fuzzy-PID controller. 
6.3    Future work 
The major work of this research is to discuss the potential of improving the indoor 
environment quality by using novel controllers. The results show that excellent 
control performance and occupants¶ comfort improvement have been achieved. But 
there are future works need to be carried out. 
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The experimental investigation of RBFNN-PID controller and BPNN-PID controller 
will be carried out since they are only tested by computer simulations in this 
research.  
The indoor environment including temperature, relative humidity and indoor air 
quality in a medium office area could be significant improved by using the proposed 
controllers based on the experimental results. According to current studies, there are 
no model independent HVAC controllers that are suitable for all type of buildings. 
Hence, one of the major future works is to improve the controllerV¶ practicality and to 
apply the proposed controllers to other type of indoor environment. Experimental 
investigation should be carried out to study this subject.  
In this research, the temperature, relative humidity and CO2 control are studied 
separately. However, in real buildings, the three parameters are affected by each other, 
and the change of one parameter may cause other parameters changed. Hence, future 
work should be carried out to develop a control strategy that combines the three 
controllers together.  
According to the experimental results of CO2 control, the actual indoor occupancy 
level can be determined by observing the variation of indoor CO2 concentration. The 
CO2 variation curves in Figure 5-37 ± Figure 5-42 show that the actual occupancy 
level can be different from the scheduled occupancy level (based on the scheduled 
work hours). Hence, in order to improve the performance of indoor occupants¶ 
comfort control and to avoid over working of the equipments, it is necessary to 
include the algorithm of occupant determination in the control strategy. Using CO2 
concentration change can be an efficient way to do this work and studies should be 
carried out in future work.  
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Appendix A  Matlab code of fuzzy-PID control 
%Fuzzy Tunning PID Control 
clear all; 
close all; 
  
a=newfis('fuzzpid'); 
  
a=addvar(a,'input','e',[-3,3]);                        %Parameter e 
a=addmf(a,'input',1,'NB','zmf',[-3,-1]); 
a=addmf(a,'input',1,'NM','trimf',[-3,-2,0]); 
a=addmf(a,'input',1,'NS','trimf',[-3,-1,1]); 
a=addmf(a,'input',1,'Z','trimf',[-2,0,2]); 
a=addmf(a,'input',1,'PS','trimf',[-1,1,3]); 
a=addmf(a,'input',1,'PM','trimf',[0,2,3]); 
a=addmf(a,'input',1,'PB','smf',[1,3]); 
  
a=addvar(a,'input','ec',[-3,3]);                       %Parameter ec 
a=addmf(a,'input',2,'NB','zmf',[-3,-1]); 
a=addmf(a,'input',2,'NM','trimf',[-3,-2,0]); 
a=addmf(a,'input',2,'NS','trimf',[-3,-1,1]); 
a=addmf(a,'input',2,'Z','trimf',[-2,0,2]); 
a=addmf(a,'input',2,'PS','trimf',[-1,1,3]); 
a=addmf(a,'input',2,'PM','trimf',[0,2,3]); 
a=addmf(a,'input',2,'PB','smf',[1,3]); 
  
a=addvar(a,'output','kp',[-0.3,0.3]);                   %Parameter kp 
a=addmf(a,'output',1,'NB','zmf',[-0.3,-0.1]); 
a=addmf(a,'output',1,'NM','trimf',[-0.3,-0.2,0]); 
a=addmf(a,'output',1,'NS','trimf',[-0.3,-0.1,0.1]); 
a=addmf(a,'output',1,'Z','trimf',[-0.2,0,0.2]); 
a=addmf(a,'output',1,'PS','trimf',[-0.1,0.1,0.3]); 
a=addmf(a,'output',1,'PM','trimf',[0,0.2,0.3]); 
a=addmf(a,'output',1,'PB','smf',[0.1,0.3]); 
  
a=addvar(a,'output','ki',[-0.06,0.06]);                 %Parameter ki 
a=addmf(a,'output',2,'NB','zmf',[-0.06,-0.02]); 
a=addmf(a,'output',2,'NM','trimf',[-0.06,-0.04,0]); 
a=addmf(a,'output',2,'NS','trimf',[-0.06,-0.02,0.02]); 
a=addmf(a,'output',2,'Z','trimf',[-0.04,0,0.04]); 
a=addmf(a,'output',2,'PS','trimf',[-0.02,0.02,0.06]); 
a=addmf(a,'output',2,'PM','trimf',[0,0.04,0.06]); 
227 
a=addmf(a,'output',2,'PB','smf',[0.02,0.06]); 
  
a=addvar(a,'output','kd',[-3,3]);                       %Parameter kp 
a=addmf(a,'output',3,'NB','zmf',[-3,-1]); 
a=addmf(a,'output',3,'NM','trimf',[-3,-2,0]); 
a=addmf(a,'output',3,'NS','trimf',[-3,-1,1]); 
a=addmf(a,'output',3,'Z','trimf',[-2,0,2]); 
a=addmf(a,'output',3,'PS','trimf',[-1,1,3]); 
a=addmf(a,'output',3,'PM','trimf',[0,2,3]); 
a=addmf(a,'output',3,'PB','smf',[1,3]); 
  
rulelist=   [1 1 7 1 5 1 1; 
          1 2 7 1 3 1 1; 
          1 3 6 2 1 1 1; 
          1 4 6 2 1 1 1; 
          1 5 5 3 1 1 1; 
          1 6 4 4 2 1 1; 
          1 7 4 4 5 1 1; 
           
          2 1 7 1 5 1 1; 
          2 2 7 1 3 1 1; 
          2 3 6 2 1 1 1; 
          2 4 5 3 2 1 1; 
          2 5 5 3 2 1 1; 
          2 6 4 4 3 1 1; 
          2 7 3 4 4 1 1; 
           
          3 1 6 1 4 1 1; 
          3 2 6 2 3 1 1; 
          3 3 6 3 2 1 1; 
          3 4 5 3 2 1 1; 
          3 5 4 4 3 1 1; 
          3 6 3 5 3 1 1; 
          3 7 3 5 4 1 1; 
           
          4 1 6 2 4 1 1; 
          4 2 6 2 3 1 1; 
          4 3 5 3 3 1 1; 
          4 4 4 4 3 1 1; 
          4 5 3 5 3 1 1; 
          4 6 2 6 3 1 1; 
          4 7 2 6 4 1 1; 
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          5 1 5 2 4 1 1; 
          5 2 5 3 4 1 1; 
          5 3 4 4 4 1 1; 
          5 4 3 5 4 1 1; 
          5 5 3 5 4 1 1; 
          5 6 2 6 4 1 1; 
          5 7 2 7 4 1 1; 
           
          6 1 5 4 7 1 1; 
          6 2 4 4 5 1 1; 
          6 3 3 5 5 1 1; 
          6 4 2 5 5 1 1; 
          6 5 2 6 5 1 1; 
          6 6 2 7 5 1 1;  
          6 7 1 7 7 1 1; 
  
          7 1 4 4 7 1 1;  
          7 2 4 4 6 1 1; 
          7 3 2 5 6 1 1; 
          7 4 2 6 6 1 1; 
          7 5 2 6 5 1 1; 
          7 6 1 7 5 1 1; 
          7 7 1 7 7 1 1]; 
        
a=addrule(a,rulelist); 
a=setfis(a,'DefuzzMethod','centroid'); 
writefis(a,'fuzzpid'); 
  
a=readfis('fuzzpid'); 
  
%PID Controller 
ts=0.001; 
sys=tf(0.028,[506.52,1]); 
sys1 = 10^6; 
sys = sys*sys1; 
dsys=c2d(sys,ts,'tustin'); 
[num,den]=tfdata(dsys,'v'); 
  
u_1=0.0;u_2=0.0;u_3=0.0; 
  
y_1=0;y_2=0;y_3=0; 
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x=[0,0,0]'; 
  
error_1=0; 
e_1=0.0; 
ec_1=0.0; 
ec = gradient(error); 
  
kp0=0.3; 
kd0=2.0; 
ki0=0.0; 
  
for k=1:1:500 
time(k)=k*ts; 
  
  
rin(k)=5; 
  
%Using fuzzy inference to tunning PID 
k_pid=evalfis([e_1,ec_1],a); 
kp(k)=kp0+k_pid(1); 
ki(k)=ki0+k_pid(2); 
kd(k)=kd0+k_pid(3); 
u(k)=kp(k)*x(1)+kd(k)*x(2)+ki(k)*x(3); 
  
  
if u(k)>=10 
   u(k)=10; 
end 
if u(k)<=-10 
   u(k)=-10; 
end 
  
  
yout(k)=-den(2)*y_1+num(1)*u(k)+num(2)*u_1; 
  
error(k)=rin(k)-yout(k); 
%%%%%%%%%%%Return of PID parameters%%%%%%%%%%% 
   u_3=u_2; 
   u_2=u_1; 
   u_1=u(k); 
    
   y_3=y_2; 
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   y_2=y_1; 
   y_1=yout(k); 
    
   x(1)=error(k);               % Calculating P 
   x(2)=error(k)-error_1;        % Calculating D 
   x(3)=x(3)+error(k);          % Calculating I 
  
   e_1=x(1); 
   ec_1=x(2); 
    
   error_2=error_1; 
   error_1=error(k); 
       
end 
showrule(a) 
figure(1);plot(time,rin,'b',time,yout,'r'); 
xlabel('time(s)');ylabel('T(C)'); 
figure(2);plot(time,error,'r'); 
xlabel('time(s)');ylabel('error(C)'); 
figure(3);plot(time,u,'r'); 
xlabel('time(s)');ylabel('PID output'); 
figure(4) 
subplot(3,1,1); 
plot(time,kp,'r'); 
xlabel('time(s)');ylabel('kp'); 
subplot(3,1,2); 
plot(time,ki,'b'); 
xlabel('time(s)');ylabel('ki'); 
subplot(3,1,3); 
plot(time,kd,'g'); 
xlabel('time(s)');ylabel('kd'); 
figure(5) 
subplot(3,1,1); 
plot(error,kp,'r'); 
xlabel('error');ylabel('kp'); 
subplot(3,1,2); 
plot(error,ki,'b'); 
xlabel('error');ylabel('ki'); 
subplot(3,1,3); 
plot(error,kd,'g'); 
xlabel('error');ylabel('kd'); 
figure(6) 
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subplot(3,1,1); 
plot(ec,kp,'r'); 
xlabel('ec');ylabel('kp'); 
subplot(3,1,2); 
plot(ec,ki,'b'); 
xlabel('ec');ylabel('ki'); 
subplot(3,1,3); 
plot(ec,kd,'g'); 
xlabel('ec');ylabel('kd'); 
figure(7);plotmf(a,'input',1); 
figure(8);plotmf(a,'input',2); 
figure(9);plotmf(a,'output',1); 
figure(10);plotmf(a,'output',2); 
figure(11);plotmf(a,'output',3); 
plotfis(a); 
fuzzy fuzzpid 
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Appendix B  Matlab code of RBFNN-PID control 
%PID control based on RBF neural network 
clear all; 
close all; 
  
xite=0.25; 
alfa=0.05; 
belte=0.01; 
x=[0,0,0]'; 
  
ci=30*ones(3,6); 
bi=40*ones(6,1); 
w=10*ones(6,1);  
  
h=[0,0,0,0,0,0]'; 
     
ci_1=ci;ci_3=ci_1;ci_2=ci_1; 
bi_1=bi;bi_2=bi_1;bi_3=bi_2; 
w_1=w;w_2=w_1;w_3=w_1; 
  
u_1=0;y_1=0; 
xc=[0,0,0]'; 
error_1=0;error_2=0;error=0; 
  
%kp=rand(1);         
%ki=rand(1);      
%kd=rand(1); 
kp0=0.3;         
ki0=0.01;      
kd0=1; 
  
kp_1=kp0; 
kd_1=kd0; 
ki_1=ki0;   
  
xitekp=0.20; 
xitekd=0.20; 
xiteki=0.20; 
  
ts=0.001; 
for k=1:1:2000 
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   time(k)=k*ts; 
   
   S=2 
   if  S==1        
   rin(k)=0.5; 
   elseif S==2 
   rin(k)=1.0*sign(sin(2*pi*k*ts)); 
   end 
    
    
   yout(k)=(y_1+0.11*u_1)/(1+y_1^2);  %Nonlinear humidity model 
    
   for j=1:1:6 
      h(j)=exp(-norm(x-ci(:,j))^2/(2*bi(j)*bi(j))); 
   end 
   ymout(k)=w'*h;          
  
   d_w=0*w; 
   for j=1:1:6 
      d_w(j)=xite*(yout(k)-ymout(k))*h(j); 
   end 
   w=w_1+d_w+alfa*(w_1-w_2)+belte*(w_2-w_3); 
    
   d_bi=0*bi; 
   for j=1:1:6 
      d_bi(j)=xite*(yout(k)-ymout(k))*w(j)*h(j)*(bi(j)^-3)*norm(x-ci(:,j))^2; 
   end 
   bi=bi_1+ d_bi+alfa*(bi_1-bi_2)+belte*(bi_2-bi_3); 
   for j=1:1:6 
     for i=1:1:3 
      d_ci(i,j)=xite*(yout(k)-ymout(k))*w(j)*h(j)*(x(i)-ci(i,j))*(bi(j)^-2); 
     end 
   end 
   ci=ci_1+d_ci+alfa*(ci_1-ci_2)+belte*(ci_2-ci_3); 
   
%%%%%%%%%%%%%%%%%%Jacobian%%%%%%%%%%%%%%%%%%%% 
  yu=0; 
  for  j=1:1:6 
      yu=yu+w(j)*h(j)*(-x(1)+ci(1,j))/bi(j)^2;  
  end 
  dyout(k)=yu; 
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%%%%%%%%%%%%%%%Start of Control system%%%%%%%%%%%%% 
   error(k)=rin(k)-yout(k); 
   kp(k)=kp_1+xitekp*error(k)*dyout(k)*xc(1); 
   kd(k)=kd_1+xitekd*error(k)*dyout(k)*xc(2); 
   ki(k)=ki_1+xiteki*error(k)*dyout(k)*xc(3);   
   if kp(k)<0 
      kp(k)=0; 
   end 
   if kd(k)<0 
      kd(k)=0; 
   end 
   if ki(k)<0 
      ki(k)=0; 
   end 
    
   du(k)=kp(k)*xc(1)+kd(k)*xc(2)+ki(k)*xc(3);  
   u(k)=u_1+du(k); 
  
%Return of parameters 
   x(1)=du(k); 
   x(2)=yout(k); 
   x(3)=y_1; 
  
    
    u_1=u(k); 
   y_1=yout(k); 
    
   ci_3=ci_2; 
   ci_2=ci_1; 
   ci_1=ci; 
    
   bi_3=bi_2; 
   bi_2=bi_1; 
   bi_1=bi; 
    
   w_3=w_2; 
   w_2=w_1; 
   w_1=w; 
    
   xc(1)=error(k)-error_1;             %Calculating P 
   xc(2)=error(k)-2*error_1+error_2;    %Calculating D 
   xc(3)=error(k);                    %Calculating I 
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      error_2=error_1; 
   error_1=error(k); 
    
   kp_1=kp(k); 
   kd_1=kd(k); 
   ki_1=ki(k);   
end 
  
figure(1); 
plot(time,rin,'b',time,yout,'r'); 
xlabel('time(s)');ylabel('H%'); 
figure(2); 
plot(time,u); 
xlabel('time(s)');ylabel('PID output'); 
figure(3);  %Plot Jacobian 
plot(time,dyout); 
xlabel('time(s)');ylabel('Jacobian value'); 
figure(4); 
subplot(311); 
plot(time,kp,'r'); 
xlabel('time(s)');ylabel('kp'); 
subplot(312); 
plot(time,ki,'b'); 
xlabel('time(s)');ylabel('ki'); 
subplot(313); 
plot(time,kd,'g'); 
xlabel('time(s)');ylabel('kd'); 
figure(5); 
subplot(311); 
plot(dyout,kp,'r'); 
xlabel('Jacobian');ylabel('kp'); 
subplot(312); 
plot(dyout,ki,'b'); 
xlabel('Jacobian');ylabel('ki'); 
subplot(313); 
plot(dyout,kd,'g'); 
xlabel('Jacobian');ylabel('kd'); 
figure(6); 
plot(time,yout,'r',time,ymout,'b'); 
xlabel('time(s)');ylabel('y,ym'); 
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Appendix C  Matlab code of BPNN-PID control 
%PID Control based on BPNN 
clear all; 
close all; 
  
xite=0.28; 
alfa=0.04; 
  
IN=4;H=5;Out=3;  %NN Structure 
  
%wi= random [-0.5,0.5]; 
wi=[-0.4394   -0.2696   -0.3756   -0.4023; 
    -0.4603   -0.2013   -0.3024   -0.2596; 
    -0.4749    0.4543   -0.3820   -0.2437; 
    -0.3625   -0.4724   -0.3463   -0.2859; 
     0.1425    0.4279   -0.2406   -0.4660]; 
  
wi_1=wi;wi_2=wi;wi_3=wi; 
wo=[0.3576 0.2616 0.2820 -0.1416 -0.1325; 
   -0.1146 0.2949 0.1352  0.2205  0.4508; 
    0.3201 0.4566 0.3672  0.4962  0.3632]; 
%wo= ramdom[-0.5,0.5]; 
wo_1=wo;wo_2=wo;wo_3=wo; 
  
  
  
x=[0,0,0]; 
du_1=0; 
u_1=0;u_2=0;u_3=0;u_4=0;u_5=0; 
y_1=0;y_2=0;y_3=0; 
  
Oh=zeros(H,1);    %Output from NN hidden layer 
I=Oh;            %Input to NN hidden layer 
error_2=0; 
error_1=0; 
  
ts=0.001; 
for k=1:1:1000 
time(k)=k*ts; 
  
   rin(k)=1.0; 
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%nonlinear model 
a(k)=1.4*(1-0.8*exp(-0.1*k)); 
yout(k)=a(k)*y_1/(1+y_1^2)+u_1; 
  
error(k)=rin(k)-yout(k); 
  
xi=[rin(k),yout(k),error(k),1]; 
  
x(1)=error(k)-error_1; 
x(2)=error(k); 
x(3)=error(k)-2*error_1+error_2; 
  
epid=[x(1);x(2);x(3)]; 
I=xi*wi'; 
for j=1:1:H 
    Oh(j)=(exp(I(j))-exp(-I(j)))/(exp(I(j))+exp(-I(j))); %hidden Layer 
end 
K=wo*Oh;                                  %Output Layer 
for l=1:1:Out 
    K(l)=exp(K(l))/(exp(K(l))+exp(-K(l)));        %Getting kp,ki,kd 
end 
kp(k)=K(1);ki(k)=K(2);kd(k)=K(3); 
Kpid=[kp(k),ki(k),kd(k)]; 
  
du(k)=Kpid*epid; 
u(k)=u_1+du(k); 
  
dyu(k)=sign((yout(k)-y_1)/(du(k)-du_1+0.0001)); 
  
%Output layer 
for j=1:1:Out 
    dK(j)=2/(exp(K(j))+exp(-K(j)))^2; 
end 
for l=1:1:Out 
    delta3(l)=error(k)*dyu(k)*epid(l)*dK(l); 
end 
  
for l=1:1:Out 
   for i=1:1:H 
       d_wo=xite*delta3(l)*Oh(i)+alfa*(wo_1-wo_2); 
   end 
end 
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    wo=wo_1+d_wo+alfa*(wo_1-wo_2); 
%Hidden layer 
for i=1:1:H 
    dO(i)=4/(exp(I(i))+exp(-I(i)))^2; 
end 
    segma=delta3*wo; 
for i=1:1:H 
   delta2(i)=dO(i)*segma(i); 
end 
  
d_wi=xite*delta2'*xi; 
wi=wi_1+d_wi+alfa*(wi_1-wi_2); 
  
%Parameters Update 
du_1=du(k); 
u_5=u_4;u_4=u_3;u_3=u_2;u_2=u_1;u_1=u(k);    
y_2=y_1;y_1=yout(k); 
    
wo_3=wo_2; 
wo_2=wo_1; 
wo_1=wo; 
    
wi_3=wi_2; 
wi_2=wi_1; 
wi_1=wi; 
  
error_2=error_1; 
error_1=error(k); 
end 
  
ec = gradient(error); 
  
figure(1); 
plot(time,rin,'r',time,yout,'b'); 
xlabel('time(s)');ylabel('CO2'); 
figure(2); 
plot(time,error,'r'); 
xlabel('time(s)');ylabel('error'); 
figure(3); 
plot(time,u,'r'); 
xlabel('time(s)');ylabel('PID output'); 
figure(4); 
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subplot(311); 
plot(time,kp,'r'); 
xlabel('time(s)');ylabel('kp'); 
subplot(312); 
plot(time,ki,'g'); 
xlabel('time(s)');ylabel('ki'); 
subplot(313); 
plot(time,kd,'b'); 
xlabel('time(s)');ylabel('kd'); 
figure(5); 
subplot(311); 
plot(error,kp,'r'); 
xlabel('error');ylabel('kp'); 
subplot(312); 
plot(error,ki,'g'); 
xlabel('error');ylabel('ki'); 
subplot(313); 
plot(error,kd,'b'); 
xlabel('error');ylabel('kd'); 
figure(6); 
subplot(311); 
plot(ec,kp,'r'); 
xlabel('ec');ylabel('kp'); 
subplot(312); 
plot(ec,ki,'g'); 
xlabel('ec');ylabel('ki'); 
subplot(313); 
plot(ec,kd,'b'); 
xlabel('ec');ylabel('kd'); 
figure(7); 
subplot(311); 
plot(u,kp,'r'); 
xlabel('u');ylabel('kp'); 
subplot(312); 
plot(u,ki,'g'); 
xlabel('u');ylabel('ki'); 
subplot(313); 
plot(u,kd,'b'); 
xlabel('u');ylabel('kd'); 
figure(8); 
subplot(311); 
plot(yout,kp,'r'); 
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xlabel('yout');ylabel('kp'); 
subplot(312); 
plot(yout,ki,'g'); 
xlabel('yout');ylabel('ki'); 
subplot(313); 
plot(yout,kd,'b'); 
xlabel('y');ylabel('kd'); 
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Appendix D  LabVIEW program diagram of fuzzy-PID control strategy 
(1). Part 1: part of the Eurotherm PID program; connects to Part 2 
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(2) Part 2: part of the Eurotherm PID program; connects to Part 1 and Part 3 
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(3) Part 3: fuzzy logic control program; connects to Part2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
