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J.M. Desantesa, J.M. Garćıa-Olivera, J.M. Pastora, A. Pandala,∗, E.
Baldwinb, D.P. Schmidtb
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Abstract
This work evaluates the performance of the Σ-Y Eulerian atomization
model at reproducing the internal structure of a diesel spray in the near-
field. In the study, three different computational domains have been used in
order to perform 3D and 2D coupled simulations, where the internal nozzle
flow and external spray are modeled in one continuous domain, and 2D de-
coupled simulations, where only the external spray is modeled. While the 3D
simulation did the best job of capturing the dense zone of the spray, the 2D
simulations also performed well, with the coupled 2D simulation slightly out-
performing the decoupled simulation. The similarity in results between the
coupled and the decoupled simulation show that internal and external flow
calculations can be performed independently. In addition, the use of spatially
averaged nozzle outlet conditions, in the case of an axisymmetric (single-hole)
convergent nozzle, leads to a slightly worse near-field spray predictions but
to an accurate far-field ones. Finally, a novel constraint on turbulent driven
mixing multiphase flows is introduced which prevents the slip velocity from
exceeding the magnitude of the turbulent fluctuations through a realizable
Schmidt number. This constraint increased model stability, allowing for a 4x
increase in Courant number.
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1. Introduction
In recent years, increasing concern for the environment has lead to more
restrictive regulations on diesel engine emissions all over the world. In addi-
tion to this, the cost of diesel fuel is high and is expected to increase in the
future. For these reasons, it is necessary to achieve both high efficiency and
reduced emissions in modern diesel engines. Many of the improvements to be
made to accomplish this goal are related to the fuel injection process and the
subsequent fuel-air mixing process. This is because these processes play a
major role in combustion and pollutant formation [10, 27, 28]. Therefore, an
accurate prediction of these processes is required in order to produce reliable
engine performance and emissions predictions.
Diesel spray modeling has been carried out by means of the Discrete
Droplet Method (DDM) [12] for more than 30 years. Although commonly
used [1, 21, 22, 45], it presents some well known drawbacks for dense two-
phase flow simulations. For example, this method is best suited for low liquid
volume fraction flows and it often assumes homogeneously distributed parcels
in the computational cells. These conditions are not present in the near noz-
zle flow of diesel sprays. Lagrangian particle tracking approach fails in this
region, because nearly all existing drag, collision, breakup, and vaporization
models are based on assumptions of near-spherical droplets in a sparse spray.
However, the Σ-Y atomization model [39] has emerged for diesel spray sim-
ulations [9, 11, 16, 20, 26] as a promising alternative to classical Lagrangian
models. In this kind of model, an Eulerian description is applied to solve
the two-phase flow together with an interface surface density equation to
compute the extent of the atomization process. In order to model the spray
downstream dilute regions, the Σ-Y model could include a transition to La-
grangian description, the so-called ELSA model [4, 20], but also fully-eulerian
approaches has shown successful predictions in this region[3, 16]. This model
emphasizes the turbulent mixing of the gas and liquid, which is consistent
with the observations of Siebers [33, 34, 35], based on numerous experiments,
that ’the processes of atomization and the ensuing interphase transport of
mass and energy at droplet surfaces are not limiting steps with respect to
fuel vaporization in DI diesel sprays’. A more recent work [6] indicates that
the in-cylinder conditions for diesel fuel injection are supercritical or near-
supercritical. Under these conditions, the gas/liquid interface disappears and
2
spray simulation becomes entirely an exercise in modeling turbulent mixing.
As a result, fully Eulerian treatments of the dense spray region seem to have
both numerical and physical advantages. Additionally, an extensive com-
parison between traditional Lagrangian-DDM models and this Eulerian Σ-Y
model was made at the Engine Combustion Network 2nd Workshop (ECN2)
[13], showing that the model used in this work delivered the most accurate
predictions. More benefits of the Eulerian approach can also be found in
[9, 43, 44].
As it is known, nozzle geometric parameters have a great influence on the
spray behavior [27, 28]. Thus, including nozzle effects by coupling internal
and external flow simulations leads to a better representation of reality. These
simulations are usually done by a two-step methodology [3, 36, 37], transfer-
ring all the spatial and temporal fields from an internal flow simulation to a
primary break-up (blob) model, which uses them to initialize droplet proper-
ties for the Lagrangian external spray simulation. This coupling methodology
presents several issues derived from the mapping procedure because of the
different computational time steps required by the two simulations. Addi-
tionally, this methodology needs to use phenomenological models to capture
the influence of in-nozzle flow and fuel properties on spray [36, 37]. Alter-
natively, these issues can be avoided by using an eulerian atomization model
to simulate internal and external flow together in one simulation [32, 43, 44].
This is a natural approach for including nozzle geometry flow effects on spray
calculations [26] and it provides a more suitable description for the primary
atomization occurring in the near-field of diesel sprays [4]. However, 3D
modeling of internal and external flow together in an Eulerian framework
can be computationally expensive, specially if downstream spray regions are
included [43, 44]. Because of that, it seems interesting to investigate the
potential suitability of eulerian decoupled simulations [3, 41].
In the present work, a fully Eulerian Σ-Y model [16], implemented in the
OpenFOAM CFD open source c++ library [42], is evaluated to simulate cou-
pled/decoupled nozzle flow simulations against experimental measurements
available from the database of the Engine Combustion Network [14]. In or-
der to conduct this study, some of the conclusions presented by [32] will be
used as initial set-up. The aim of the paper is to evaluate the capabilities
of the Σ-Y Eulerian model to reproduce the internal structure of a diesel
spray in the near-field. The study investigates the implications of the cou-
pled internal/external flow simulations, the effectiveness of 2D simulations in
comparison to 3D and the accuracy that can be achieved by different decou-
3
pled simulations. In addition to this, a novel constraint on turbulent mixing
is derived and implemented.
2. Σ-Y model description
The Σ-Y model considers the liquid/gas mixture as a pseudo-fluid with a
single velocity field. Under the assumption that the flow exiting the injector
is operating at large Reynolds and Weber numbers, it is possible to assume
a separation of the large scale flow features, such as mass transport, from
the atomization process occurring at smaller scales. This allows the direct
simulation of the large scale bulk transport of the liquid while unresolved
turbulent transport is modeled using standard closures such as those used in
Reynolds-averaged turbulence models.
To track the dispersion of the liquid phase an indicator function is used,
taking a value of unity in the liquid phase and zero in the gas phase. The
mean liquid volume fraction is denoted (Y ) and the mean mass averaged
fraction is defined as (Ỹ = ρY
ρ̄
). Favre averaging the transport equation for











where u′ denotes the density weighted turbulent fluctuations in velocity and
Y ′ denotes turbulent fluctuations in liquid mass fraction. The turbulent
diffusion liquid flux term, ũ′iY ′, captures the effect of the relative velocity
between the two phases [40]. This term is modeled using a standard turbulent
gradient flux model, which law successfully worked for Diesel spray compared
to DNS results, as indicated in [8].
ρ̄ũ′iY





where µt is the turbulent viscosity and Sc is the constrained Schmidt number
which will be described later in this section.
While the approach used here assumes that the resolved momentum of
the liquid/gas mixture can be characterized by a single bulk velocity, the slip
velocity can be expressed explicitly as derived by [7] and seen in Eq. (3).
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Under the assumption that the two phases form an immiscible mixture,











An equation of state is then assigned to each phase. The gas phase obeys
an ideal gas law, while the liquid phase is estimated following the Hankinson-
Brobst-Thomson (HBT) correlation [31], in which the liquid density is a
function of temperature (T ) and pressure (p).
To close the above system of equations, the temperature is obtained from
a bulk mixture enthalpy equation expressed in the following terms:
h (T ) = Ỹ · hl (T ) + (1− Ỹ ) · hg (T ) (5)
Here hl and hg denote the enthalpy of the liquid and gas phases respectively,
and are calculated as the integrals of




dhg = cp,gdT (7)
where cp,i is the specific heat capacity at constant pressure. This is ob-
tained as a function of temperature T from a set of coefficients taken from
JANAF tables of thermodynamics. For the liquid phase, then it is applied
the Rowlinson-Bondi equation [31]. The coefficient of thermal expansion, α,
is a function of pressure and temperature and it is calculated through its
definition [5], as explained in [24].
Finally, being h the static enthalpy implemented through the following



























The solution of the above equations fully characterizes the large-scale
bulk motion of the flow. Several other options exist for obtaining closure in
the above system of equations (see for example the discussion in [7] and [38]).
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Conversely, the small scale atomization is modeled by solving a trans-
port equation for the evolution of the density of interphase surface area Σ,














+ (A+ a) Σ− VsΣ
2
(9)
A detailed explanation of the different terms in Eq. (9) and how relevant
quantities for spray characterisation, such as Sauter Mean Diameter (SMD),
are obtained together with further description of the numerical implemen-
tation of this solver can be found in [16]. Although in the present work no
comparison of SMD has been made due to the absence of such measurements
in the investigated cases, detailed comparisons in the literature indicate that
this equation provides good trends in terms of SMD predictions [3, 16, 40, 41]
as well as when comparing to DNS results [8, 20].
2.1. A Realizable Constraint to Turbulent Mixing
When an intact liquid jet first contacts gas near the nozzle exit, the gra-
dient of the mass fraction (Y ) is nearly infinite. With the standard turbulent
gradient flux model, this can produce unbounded, unrealistic mixing veloci-
ties. This unbounded mixing may have only modest impacts on overall model
accuracy, but it causes local errors that have significant stability implications.
For this reason, a constraint on the mixing velocity has been implemented in
this study.
For multiphase flows with turbulent driven mixing, it is logical that the
slip velocity should not exceed the magnitude of the turbulent velocity fluc-
tuations,
ui|l − ui|g ≤ u
′
i (10)
Using the expression for slip velocity, Eq. (3), with the definition of turbulent





) · ũ′iY ′ ≤ √2
3
k (11)
This can then be imposed on the turbulent diffusion liquid flux term by
combining Eq. (11) and Eq. (2). The result yields a lower bound to the









Table 1: Conditions for non-evaporating Spray
A experiment
Fuel n-Dodecane
Ambient composition 100% N2
Injection pressure [MPa] 150
Ambient temperature [K] 303
Ambient density [kg/m3] 22.8
Fuel injection temperature [K] 343
Note here that the value of the slip velocity (
√
2/3kỸ (1− Ỹ )) is bounded
to a positive value (always greater than 1e−6 m/s) to avoid the denomina-
tor to be zero near the orifice exit (Ỹ ≈ 1). The implementation is then
achieved by making the Schmidt number in Eq. (2) a field and setting its
value to whichever is greater, the lower bound prescribed by Eq. (12) or the
conventional Schmidt number of 0.9 [16].
3. Experimental data
In order to evaluate and validate the model applied to coupled nozzle flow
and spray simulations, the ECN Spray A database [14, 17] has been used. The
“Spray A” condition consists of a free diesel spray injected into a quiescent
environment, where well-defined boundary conditions and experimental data
are available for model validation purposes. The nominal condition for Spray
A corresponds to 150 MPa injection pressure, 900 K ambient temperature
and 22.8 kg/m3 as ambient density.
In this case, the Spray A non-evaporating condition of ECN is used in
order to evaluate the model in terms of the near-field structure (dense region)
of diesel sprays, taking advantage of the valuable x-ray radiography measure-
ments available at ECN database. This experiment is conducted with the
ambient gas at room temperature (303 K) due to the x-ray transparent poly-
mer windows used, which cannot be used at high temperature. Nevertheless,
the same ambient density of the nominal evaporating Spray A condition is
matched in order to reproduce similar conditions for the spray breakup pro-
cess, assuming that density is a more critical parameter than pressure for
atomization [25]. The main conditions of this experiment are presented in
Table 1. Further details about the experimental set-up are provided in [19].
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Table 2: Nozzle geometric characteristics for single-hole Spray A ECN injector




210675 89.4 116 11.5 0.23 2.7 53
Detailed internal nozzle geometric characterization has been performed
for the injector employed in these experiments, where the main characteris-
tics are presented in Table 2. Do, Di, L and r denote nozzle orifice outlet
diameter, nozzle orifice inlet diameter, length, and inlet radius, respectively.
The nozzle convergence is described by the k-factor, as defined in [23].
4. Computational Domain and Model set-up
The single-hole Spray A injector (Serial# 210675) presents a particularity
in form of an offset of the orifice outlet with respect to the needle axis. Thus a
full three-dimensional domain is needed for performing the CFD simulations,
as depicted in Fig. 1. This computational domain includes a cylindrical spray
chamber 12 mm in length and 14 mm in diameter. In Fig. 1, the mesh
structure can also be seen. It consists of 2.25 million hexahedral cells with a
minimum cell size of 1.5 µm near the walls inside the nozzle and a maximum
cell size of 250 µm far from the orifice exit.
Figure 1: Computational grid for three-dimensional Spray A simulations
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(a) Grid used for coupled nozzle-spray
simulations
(b) Grid used for de-coupled spray simu-
lations
Figure 2: Computational grids for two-dimensional Spray A simulations
In addition to the three-dimensional mesh, a two-dimensional axisym-
metric one is used in order to reduce the computational cost. The geometry
dimensions are the same as in the 3D domain as well as the same order mesh
resolution, see Fig. 2a. The mesh is structured with non-uniform grid reso-
lution. There are 89000 cells with 72 elements at the orifice exit. This mesh
was built following the results of a sensitivity study previously performed as
indicated in [24, 32].
Finally, in order to simulate a fully developed spray with the Σ-Y Eulerian
model, a 2D axisymmetric computational domain without the nozzle geom-
etry is considered. The mesh is structured with non-uniform grid resolution.
There are 20 cells along the orifice diameter, keeping an aspect ratio close to
one in the near nozzle region, as depicted in Fig. 2b. The non-uniform grid
resolution consists of cells with an expansion ratio of 1.01 and 1.06 in the
axial and radial directions, respectively, as indicated in [16]. Note that all the
computational domains use the axis orientation convention from Kastengren
et al. [17].
Boundary conditions selected for all the walls of the domains are no-slip.
A non-reflexive boundary condition is used for the outlet and a time varying
velocity condition is used for the inlet. The inlet velocity is obtained from
experimental mass flow measurements, domain inlet area and fuel density.
A uniform velocity distribution at the domain inlet is assumed. This inlet
condition was used instead of a constant pressure profile because a constant
pressure profile would not capture the experimentally observed time oscilla-
tions in the flow. This is because these oscillations are highly influenced by
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Table 3: Computational grid cases and Set-Up
Case# Computational mesh BC inlet set-up
1 3D internal-external geometry
velocity profile
from mass flow rate
2 2D internal-external geometry
velocity profile
from mass flow rate
3 2D external geometry
simulated fields at
nozzle exit of case 2
4 2D external geometry uniform top-hat profile
the transient needle movement profile, and these simulations used a static
mesh with the needle positioned at maximum lift.
The k-ϵ turbulence model was set to perform the simulations. Due to
the well known round jet spreading overprediction of k-ϵ type models [30],
a corrected value (1.60) for C1ϵ is used, as indicated in [16]. Pope [30] has
previously suggested that the latter value should be used for round jets. The
liquid turbulent flux closure [2] is calculated by means of a gradient closure,
the discretization of the divergence terms was solved with a Gamma NVD
scheme, and a first order Euler scheme is applied for time derivative terms.
Note that x-ray measurements deliver ensemble-averaged values from 128 to
256 individual spray events. Thus, RANS can be considered a reasonable
modeling approach, which can be validated by comparing to such measure-
ments.
In Table 3, the four different cases simulated are summarized, includ-
ing the type of computational domain and the boundary conditions set-up
employed.
5. Results and Discussion
5.1. Realizable Schmidt Number Evaluation
An evaluation of the realizable Schmidt number was conducted with 2D
coupled simulations. Two cases were run, one with a constant Schmidt num-
ber of 0.9 and one with the realizable expression described in sec. 2.1. In
Fig. 3, a snapshot of the distribution of realizable Schmidt number, together
with a 90% liquid contour volume fraction is shown to help understand where
this constraint is effectively acting. This constraint arises from physical phe-
nomena, i.e., slip velocity should not exceed the magnitude of turbulent
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fluctuations. When using a gradient closure for liquid turbulent flux, the
proposed constraint limits unrealistic and unbounded turbulent mixing ve-
locities, thus it improves both physics description and numerical stability.
It can be observed that the constraint takes effect within the intact core of
the liquid fuel (Liquid Volume Fraction > 0.9), where the unrealistic mixing
velocities (numerically introduced) may appear.
Realizable Sc
Figure 3: Computed CFD field of the realizable Schmidt number [-] and
contour of 90 % Liquid Volume Fraction (red solid line) at 500 µs after SOI.
In Fig. 4, the model predicted results of projected mass density are com-
pared against x-ray radiography measurements conducted at Argonne Na-
tional Laboratory. The variable used for comparison is the projected mass
density of the fuel, which is calculated by a line-of-sight integration along
the x-ray beam [19, 29]. A similar procedure is replicated with the data
from simulations to enable fair comparisons against experiments. This com-
parison is made at 0.1 mm, 2 mm, and 6 mm downstream of the nozzle
exit. The results are not dramatically different and only at 0.1 mm can some
insignificant differences be noticed.
Another useful quantity obtained from the x-ray radiography measure-
ments is the transverse integrated mass (TIM), which is obtained from the
integral of the projected density across the transverse position at a particu-
lar axial location [18]. In Fig. 5, it is shown that the constrained case has a
slightly lower TIM value right at the nozzle exit and again in the far field,
due to the limited liquid mass diffusion. It has to be noticed that TIM is
related to spray dispersion,i.e., higher TIM indicates that spray mixing is
faster.
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Figure 4: Computed and measured profiles of projected mass den-
sity [µg/mm2] at 500 µs after SOI at axial locations of 0.1 mm, 2 mm,
and 6 mm downstream of the nozzle exit
























Figure 5: Computed and measured transverse integrated mass (TIM) along
the axis at 500 µs after SOI
Overall, a reasonable agreement with experimental data is provided and
the tendencies are well captured, independently of which Schmidt number is
used. No great differences could be detected between the predicted values
of the simulations, as can be seen in the projected density profiles as well
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Table 4: Computational cost comparison between 3D and 2D simu-
lations
Type of simulation Wall Clock Time (hours) Number of CPU
3D 936 24
2D 72 12
as the TIM within the near-nozzle region. The remarkable utility of this
constrained formulation is that it improves the numerical stability, allowing
the simulation to run with a Courant number four times greater than the
reference case. As a result, the following simulations have been made using
this constrained Schmidt number formulation.
5.2. 3D vs 2D Coupled Simulations
The next study conducted was a comparison of the coupled 3D and 2D
simulations to the experimental data. Obviously, only the 3D geometry is
capable of capturing the experimental asymmetries. However, investigating
the effectiveness of 2D simulations is of interest because of the benefit of
reduced computational cost, see Table 4.
From the projected density contours, Fig. 6, it is seen that the simulations
can capture the fuel distribution in the very near nozzle region (i.e., within
6 mm) with both meshes. Downstream of this axial position, the radial
dispersion of simulations tend to be over-predicted, as also seen in Fig. 5.
Both grids report almost the same results, so a more detailed comparison
should be made.
The projected density along the transverse direction comparing the sim-
ulations and x-ray radiography data is shown at 0.1 mm, 2 mm, and 6 mm
downstream of the nozzle exit in Fig. 7. The 3D computational profiles shown
in this figure were made along the transverse directions Y and Z, respectively.
The profiles in both 3D directions are essentially identical; however, the pro-
file which corresponds to the Y axis is shifted due to the off-center nozzle
position. At the three axial positions, a very similar projected density profile
is predicted by the model independent of the used grid. Comparing the CFD
predictions with the experimental measurements, the largest differences can
be observed at 6 mm. Here projected density is well matched in terms of
radial dispersion but over-predicted in terms of peak value.
As explained in [43], the mass distribution data can be used to describe
the trends in the axial spray velocity under steady-state conditions. This
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is done by means of the TIM, which is inversely proportional to the mass-
averaged axial spray velocity at any given axial location. Thus, the relative
velocity can be obtained by normalizing the TIM at any location with the
TIM at the nozzle exit. This is used to compare the axial spray velocity
profile along the axis among the simulations and x-ray data. Fig. 8 shows
the predicted results of simulations, using the two different computational
domains, compared with measurements. The relative velocity profiles for
both 2D and 3D computations are essentially identical, which shows that 2D
simulations are adequate if nozzle asymmetry does not need to be captured.
Compared with the experimental profile, the relative velocity is increasingly
under-predicted with axial position, with a noticeable divergence occurring














































































(c) 3D baseline CFD simulation
Figure 6: Projected mass density distributions [µg/mm2] at 500 µs after SOI
from x-ray data and baseline CFD simulations
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Figure 7: Computed and measured profiles of projected mass den-
sity [µg/mm2] at 500 µs after SOI at axial locations of 0.1 mm, 2 mm,
and 6 mm downstream of the nozzle exit
that simulations predicts enhanced spray mixing compared to the results
derived from measurements, as also obtained by [43].



























Figure 8: Computed and measured mass-average spray velocity along the
axis at 500 µs after SOI
Overall, the Σ-Y model provides good agreement with experimental data
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and can capture the trend of the internal structure of a diesel spray fairly well
in the near-field. This is shown in the projected density profiles as well the
relative velocity profiles. Beyond 6 mm downstream of the nozzle exit, the
peak projected mass density is over-predicted. Furthermore, it is clear that
the 2D axisymmetric domain is completely capable of predicting satisfactory
results when asymmetry is not present at the nozzle.
5.3. 2D Decoupled Simulations
To conclude the evaluation of the Σ-Y Eulerian model, two more simu-
lations have been made using the 2D axisymmetric computational domain
without the nozzle geometry. The first simulation was conducted using as
an inlet boundary condition the fields obtained at the nozzle exit in the 2D
coupled simulation. To do that, the mapped boundary condition of Open-
FOAM is used. The other simulation was made using as an inlet boundary
condition a top-hat (TH) radial profile of axial velocity obtained from mass
flow rate and momentum flux measurements [27]. In this case, the turbulent
intensity and the length scale were taken as area-averaged values at nozzle
exit from coupled simulation.
Here, the analysis is started with the projected density along the trans-
verse direction comparing the simulations and x-ray radiography data at
0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit in Fig. 9. This
figure shows the profiles of the 2D coupled simulation (as reference) against
the profiles achieved with the decoupled ones. First, it has to be highlighted
that the radial dispersion of all profiles is quite similar, only at the first
axial location is the coupled simulation slightly narrower. More differences
appear when comparing peak projected density. At the three locations, the
profiles predicted with the flat inlet velocity profile achieved a slightly worse
value, being at 6 mm downstream the one which diverges more from the
experimental measurements.
In Fig. 10 the relative velocity axial profile as derived from TIM is shown.
Once again, the three profiles are quite similar and the trends are well cap-
tured. The coupled simulation achieved the best match with the experimen-
tal measurements and predicted a less diffusive spray as indicated by slower
relative velocity decay.
In addition, it is interesting to study the influence of the internal flow
simulation on typical global spray parameters such as penetration and also
on the liquid volume fraction (LVF) field, to see effects on the spray tip pene-
tration evolution, spray dispersion and the intact core length. Consequently,
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Figure 9: Computed and measured profiles of projected mass den-
sity [µg/mm2] at 500 µs after SOI at axial locations of 0.1 mm, 2 mm, and
6 mm downstream of the nozzle exit for different types of 2D simulations




























Figure 10: Computed and measured mass-average spray velocity along the
axis at 500 µs after SOI for different types of 2D simulations
the simulations conducted using the mesh without the internal nozzle geom-
etry (because of computational costs) have been run to a time of 3 ms after
start of injection. In Fig. 11 spray penetration (left) and predicted centerline
liquid volume fraction profiles (right) are compared. In terms of spray pene-
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tration, some impact in the first 0.5 ms can be observed, being the decoupled
simulation the only one that is capable of matching the experimental mea-
surements. Then both simulated curves tend to the same values. In terms
of profiles of liquid volume fraction on the axis, it must be noted that ex-
perimental measurements are available only within the first 12 mm. This
measurements, available at [15], are made by a tomography reconstruction
of radiography data for liquid volume fraction [29]. The decoupled simula-
tion, with the nozzle profile derived from the coupled calculations, clearly
performs better being able to match exactly the decay of the liquid volume
fraction and predicting an intact liquid core (LV F > 0.9) almost in the range
estimated by recent analyses in [29]. The differences in near-nozzle liquid vol-
ume profiles should be caused by using top-hat nozzle outlet profiles instead
of those from coupled nozzle internal and external flow calculations.























































Figure 11: Spray penetration [left] and computed centerline liquid volume
fraction at 1 ms after SOI [right] for different types of 2D decoupled simula-
tions
The tomography reconstruction is also available for radial profiles at dif-
ferent axial positions, so a more detailed comparison between this two simula-
tions was made in Fig. 12. Three computed and reconstructed liquid volume
fraction radial profiles are compared. The axial locations are the same as in
the case of projected mass density analyses (x = 0.1 mm, 2 mm and 6 mm
downstream of the nozzle exit). The radial dispersion at all locations is seen
to be quite similar for both simulations. However, remarkable differences
for the top-hat profile case can be observed in terms of the peak value, in
18
agreement with Fig. 11 (right). Largest discrepancies appear at 6 mm and
further downstream in comparison with the ones previously seen in terms of
projected mass density in Fig. 9, accounting for the effects of the internal
nozzle flow in the near nozzle region of the spray.
All these results, concerning the internal nozzle flow simulation effects
in the developing of the first millimeters of the spray can be also seen in
terms of velocity. In Fig. 13, the axial velocity at three different locations
for both CFD simulations is shown. The simulation using the internal nozzle
flow outlet profiles predicts a higher axial velocity in the near-field, which
progressively decays till matching the predictions of the top-hat profile sim-
ulations from 6 mm downstream. This result indicates that the effects of the
nozzle exit profiles obtained with a coupled simulation, have some impact
only in the near-field region, while predictions for the far-field are almost the
same as the ones made by a simulation with a flat inlet radial profile.
To sum up this final study, a lower accuracy in the near region (i.e., within
10mm) is achieved by the simulations without the nozzle geometry, although
agreement is still quite remarkable with the experimental measurements in
the case of the projected density, as shown in previous works [9]. Neverthe-
less, the effects of the internal nozzle flow profile in the near region of the
spray are shown in the liquid volume fraction radial profiles as well the radial
profiles of axial velocity. The different velocity profile and the subsequent
induced turbulent viscosity modifies spray dispersion and then liquid volume

















































Figure 12: Computed and reconstructed liquid volume fraction radial profiles
at 1 ms after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream
of the nozzle exit for different types of 2D decoupled simulations
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Figure 13: Computed radial profiles of axial velocity at 1 ms after SOI at
axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit
for different types of 2D decoupled simulations
fraction profiles in the near nozzle region. Further downstream the profile
shape effect vanishes, probably due to the fact that mass and momentum
flux of both simulations is similar.
6. Summary and Conclusions
The Σ-Y Eulerian atomization model has been applied to the study of
direct injection diesel sprays, with a focus on reproducing the internal struc-
ture of a diesel spray in the near-field, including the effects of internal nozzle
flow. Calculations have been validated against x-ray radiography measure-
ments of non-evaporating Spray A condition of ECN, conducted at Argonne
National Laboratory. The present work is limited to a non-cavitating nozzle,
but it has to be noticed that the trend in industry is towards highly tapered
nozzles that are less prone to cavitation. So the conclusions may be applied
to other nozzles used in Diesel injection systems.
First of all, a novel constraint on turbulent mixing driven multiphase flows
has been derived and implemented. This constraint prevents the mixing ve-
locity from exceeding the magnitude of the turbulent fluctuations. Although
it does not have a significant influence on the spray development, it increases
the stability of the model, which allows simulations to run at higher Courant
numbers.
The main outcome of this paper is the study of the effect of includ-
ing nozzle flow on diesel spray CFD simulations, using the Eulerian Σ-Y
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atomization model. 3D and 2D coupled internal/external flow simulations
were compared. Both calculations produced qualitatively and quantitatively
good agreement with the experimental data, showing that 3D simulations
can capture measured flow asymmetries close to the nozzle outlet, but 2-D
simulations provides accurate results within a few diameters downstream.
Additionally, in order to explore the necessity of the coupled simulation, two
studies in a domain without the nozzle geometry were run. In one case,
the inlet boundary condition is taken from the coupled simulation and in
the other, a top-hat velocity profile, obtained from mass flow rate and mo-
mentum flux measurements, is applied at the nozzle outlet. Apart from the
near-field study, the effect on further spray development (i.e. far field) was
evaluated. These two simulations have been compared in terms of spray pen-
etration and liquid volume fraction, detecting some influence of the internal
nozzle flow profile in the first instants of the spray penetration. Also, a no-
ticeable impact on the intact core length prediction and LVF profiles were
reported. However, further downstream the differences vanishes and tip pen-
etration and velocity field are nearly the same, indicating that injected mass
and momentum flux plays a major role on spray turbulent mixing.
At the sight of the results, the Σ-Y Eulerian atomization model has proved
its ability to model the internal flow together with the spray, providing fairly
good predictions to match with the experimental data. A remarkable conclu-
sion of the present contribution is that when a good measurement of rate of
injection (ROI) is available, and the study involves a single-hole convergent
nozzle, a two-dimensional eulerian study without the internal flow simula-
tion is perhaps sufficient. Obviously, if the aim of the work is evaluating the
effects of asymmetries of the nozzle geometry, a full 3D coupled simulation
(internal nozzle and spray) will be the proper solution.
Acknowledgement
Authors acknowledge that part of this work was possible thanks to the
Programa de Ayudas de Investigación y Desarrollo (PAID-2013 3198) of the
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