The Building Block Basis (BBB) has recently been shown to be extremely useful in characterising the dynamics of genetic algorithms operating on fixed-length strings. In this paper we show that there is a natural generalisation of the BBB for variable-length strings and program trees.
I. Introduction
An Evolutionary Algorithm (EA) can be viewed as a dynamical system wherein one wishes to solve for the population state at time t given the population state at some initial time, say t = 0. The population state is often stated in terms of a frequency vector, P(t), whose components P I (t), give the proportion of the population in state I at time t. Formally, one specifies a fitness landscape, {f I }, a set of genetic operators, {O α }, and an initial population, P(0); then, there exists an evolution operator, H(t) ≡ H(t, {f I }, {O α }, P(0)), such that P(t) = H(t, {f I }, {O α }, P(0)). The states of the system are elements of a space -the configuration space, C -which may be finite or infinite dimensional. The nature of this space depends on how one parametrises the states of the system. For instance, for the familiar case of fixed-length binary strings of length , the states of a string may be placed in a one-to-one correspondence with the vertices of an -dimensional hypercube, -dimensional in the sense that it may be embedded in R . C in this case is the set of vertices of the hypercube, which has dimension |C| = 2 and which coincides with the search space Ω. If, however, the population includes more than one string, as is usual, the state space C for an EA is the space of all possible populations (note that in this more general case the notion of search and configuration space do not necessarily coincide). For n strings, C naturally has dimension |C| = 2
n . This representation, however, is somewhat over-specified. A more useful representation in Evolutionary Computation (EC) is that based on population vectors, which indicate, for each point in the search space, how many, or what proportion of, individuals sample that point. The population vector is a vector in C with 2 components, (P 1 , P 2 , . . . , P 2 ). Thus, representing the state of the system via a frequency vector, in the dynamical systems point of view, one is interested in the time evolution of P(t) in C. If it was necessary to identify individual strings -even if they were of the same genotype -then the frequency vector representation would not be adequate and appeal would be made to a representation that specifies the state of every individual in the population. Now, C, as a vector space or a simplex, will admit sets of basis vectors with respect to which the components of a vector, such as P, may be defined. Linear transformations between one basis set and another may then also be defined. Such basis transformations are of particular relevance in dynamical systems, as it may well be that in a specific basis the dynamics looks particularly simple. This occurs very commonly in mechanical systems. A simple example of this would be a particle constrained to move on a sphere embedded in R 3 . In this case spherical polar coordinates (r, θ, φ) are much more natural than Cartesian coordinates (x, y, z), as the constraint that the particle moves on the sphere -r = constant -is much more naturally written in this coordinate system. Another simple mechanical example is that of a set of coupled harmonic oscillators, where the coordinates of the positions of the oscillators are coupled between neighbours and hence the dynamics looks complicated. Passing to a description in terms of the eigenmodes of the system however, gives a set of equations wherein the new coordinates on C are uncoupled, and therefore simple. Such simplifications are important in that, when they are found, they inevitably illuminate what are the appropriate effective degrees of freedom of the dynamical system, thereby aiding in both the qualitative understanding, as well as the quantitative analysis, of the system. Simplifications of the dynamics in an appropriate basis are not the exclusive reserve of physical, mechanical systems, but also occur in the dynamics of EAs. For instance, it is well known that the dynamics of mutation for binary fixed-length strings looks simpler in the Walsh basis, as in that basis the mutation operator is diagonal ("simple"), the appropriate effective degrees of freedom being the Walsh modes [4, 3, 22, 23] . This simplification also occurs for higher cardinality alphabets, and is equivalent to a Fourier analysis of the system. Similarly, selection looks "simple" -diagonal and time independent -in the string basis. The most complicated operator is recombination. Nevertheless, also in this case, for fixed-length strings, there exists a preferred basis within which crossover looks simplest -the Building Block basis (BBB) [16, 2] . The BBB is dual to the Taylor basis, as studied in [24] , and has already been found useful in concrete calculations [6] , as well as being interestingly related to geometric quantities in the theory of information [21] . In this basis the natural effective degrees of freedom are schemata, the Building Blocks of a particular string. For a given crossover mask there is a unique pair of conjugate Building Blocks that join together to form the string. For example, for = 3: to construct a string 111 with a crossover mask m = 001, where m i = 0 signifies take the ith bit of the offspring from the ith bit of the first parent, while m i = 1 signifies take the bit from the second parent, there is one and only one Building Block combination that builds 111 with this mask -11 * and its conjugate ** 1. Furthermore, the linear coordinate transformation that allows one to pass to the BBB can be simply generated for arbitrary by taking the -fold tensor product of the transformation for = 1. In fact, the whole machinery of recombination can be simply built up from the = 1 case [2, 1] . The resulting form of the dynamical equations for a fixed-length GA with mutation, selection and homologous recombination is then seen to be identical to that found previously by coarse graining methods that have given rise to socalled "exact schema theorems" [14, 20, 15, 13, 19, 12, 18] . These, in their turn, have allowed for a reconciliation of previously, seemingly antagonistic formulations of the dynamics of GAs. Such coarse grained formulations have further been extended to variable-length linear representations and tree representations [7, 9, 8, 5, 10, 11, 17] , thus leading to a unification of the theory underlying GAs and GP. Given that coarse grained formulations have led to a great number of advances in the theory of GAs and GP, and that in the case of fixed-length strings a natural coarse graining can be implemented via a coordinate transformation, it is natural to ask if such basis transformations also exist in the more complicated cases of variable-length strings and trees. In particular: do there exist analogs of the BBB for variable-length strings and trees? The answer to this question is yes and forms the subject of this paper. In section II we discuss briefly the spaces we will consider, i.e., the search space and the space of configurations of the objects under discussion, be they fixed-or variable-length strings or trees. In section III we formalise these notions, and note the recursive and tensorial nature of these spaces, showing how the search spaces for strings or trees of up to a certain size can be generated from the search spaces for simpler objects. This is quite transparent in the linear case where the search space for length strings can be built up as an -fold tensor product of the search space for length-one strings. As the search space for variable-length strings can be built up as a tensor sum of the search spaces for fixedlength strings of different sizes, the extension to this case is almost immediate. Trees, naturally, are somewhat more subtle. In this case, we exhibit a natural recursion relation built up in terms of tensor products and sums that relates the search space for programs of up to depth-d to that of programs of up to depth-(d − 1). Of course, as linear structures can be generated from the more general tree representation, this recursion relation also applies to strings and yields the already established relations for the linear case. Next, in sections IV and V, we come to the crux of the matter: an analysis of some natural coordinate bases on the search spaces for strings and programs. We first consider the natural basis associated with the evolving objects themselvesstrings and trees. In particular, we study a basis -the δ-basis -whose elements are characteristic functions that take value one on one search point and zero elsewhere. Any univariate function on the search space can naturally be written in terms of this basis. We then show that, due to the recursive structure of the search space itself, the δ-basis can be recursively constructed from the δ-basis for single bits or primitives of a given arity. Having established the δ-basis, by exploiting the recursive structure of the search space, we then go on to consider the BBB. Having eased the reader into the notation and concepts by starting with the case of fixed-length strings, here we dive straight into the general case of program trees. As there is a great deal of freedom as to which BBB one works with, we restrict attention here to a particular manifestation of the BBB wherein one arbitrary symbol or primitive is turned into a "don't care" symbol. We show that the coordinate transformation between the δ-and Building Block bases is effected by a transformation matrix that, due to the recursive structure of the search space, can once again be constructed from the transformation matrices that transform single bits or primitives of a given arity. Finally, in section VI we draw some conclusions.
II. Search Space and Configuration Space
We will begin by considering the different search spaces of interest associated with fixed-length strings, variable-length strings and program trees respectively. Although trees are the most general representation, fixed-and variable-length strings being particular cases where the depth and/or arity of the trees is restricted, they are substantially more complicated than the simpler linear case. Hence, we will begin with the latter. However, we will not dwell on the case of fixed-length strings, as they have been extensively treated elsewhere but, rather, use them for illustration, as they are the least complicated and most easily understandable example. Consider the case of fixed-length strings of length , where the ith locus is associated with an alphabet of cardinality A i . The search space, which we denote with Ω f , where the superscript f emphasises the fixed-length nature of its elements, has dimension
the standard fixed binary alphabet, |Ω f | = 2 . The configuration space for n fixed-length strings is then
which represents the n-fold tensor product of Ω f . As stated in the introduction, given that a representation in terms of frequency vectors is most useful and of interest in EC, we will concentrate on the states of the system as specified by the frequencies. There are many different mathematical structures one may associate with Ω f . For instance, the space of real univariate functions over Ω f , F Ω f , is a real vector space, where a vector, v, on F Ω f has |Ω f | components. Of particular interest in this paper are the different coordinate bases that span this vector space. Note that a vector on this space is an invariant object, i.e., it is basis independent. What do change, of course, are the components of the vector when one passes from one coordinate basis to another. An important example of a function/vector on the search space is the objective or fitness function f : Ω f → R + , which associates points in the search space to non-negative fitness values. Thus, for = 2 and A = 2, Ω f 2 has 4 elements, {00, 01, 10, 11}, and the fitness function can be written as a row vector, (f 00 , f 01 , f 10 , f 11 ). Another natural class of candidates that are of importance in EAs, is that of probability distributions defined over Ω f , such as the selection probability, the probability of generating offspring of a given genotype from a particular genetic operator, etc.
1 These probability distributions are simply functions of the form f : Ω f → [0, 1]. Probably the most important function for population based algorithms, like GAs and GP, is the composition of the population, which is a function,
, that assigns a number (a proportion) to an element of Ω f . In the language of vectors this can be represented elegantly by an incidence, frequency or population, vector, P = (φ 1 , φ 2 , . . . , φ |Ω f | ). The elements of an incidence vector contain integers which indicate how many individuals of each type are currently present in the population, while the frequency vector normalises these numbers by the population size. In an ordinary EA, this vector represents the state of the system, and so, the configuration space C is the space of all such vectors, i.e., the simplex. Note that in the above we have indexed the components of the vectors using the integers, with as many integers as there are points in Ω f . This is not strictly necessary. An incidence vector, for example, can be indexed by the elements of the search space themselves. However, in this case, when writing down a vector (for example, for the purpose of doing some linear algebra operation) one needs to decide in which order to list the coordinates. This requires defining a total order on the elements of the search space, or, alternatively, defining a mapping between search space elements and integers (and then using the standard integer indexing for vectors). In the case of fixed-length binary strings, a natural order is the "odometer" ordering (0 · · · 00 < 0 · · · 01 < 0 · · · 10 < 0 · · · 11 < · · · < 1 · · · 11) and an equivalent natural mapping is the standard binary to decimal conversion (0 · · · 00 ↔ 0, 0 · · · 01 ↔ 1, 0 · · · 10 ↔ 2, 0 · · · 11 ↔ 3, · · · ), and, indeed, these have been used widely in the theory of GAs. However, for more complex spaces there may not be an obvious natural order, and so, if one wants to use vectors to represent information about the problem, algorithm or search space, one needs to explicitly define an order. Of course, results -theoretical or experimental -cannot depend on this arbitrary labelling. If an incidence vector is indexed by the elements of the search space itself, one can interpret it as a function of the form f : Ω f → N (or f : Ω f → Z, depending on the state representation chosen) plus a total order over Ω f or, equivalently, a bijective indexing function g :
{1, 2, · · · , |Ω f |} → R one then obtains an ordinary vector. If one defines an indexing function g over the search space, then all of the functions mentioned in this section -fitness functions, selection probabilities for the elements of the search space, etc. -can conveniently be represented using ordinary vectors on R |Ω f | .
As well as univariate functions, which naturally translate into vectors on Ω f , we can also introduce multivariate functions. A natural bivariate function, for instance, is the mutation probability from one string to another. Just as univariate functions map naturally into vectors, so bivariate functions naturally map into matrices.
Finally, we sometimes need to talk about subsets of elements of the search space, and whether or not a point belongs to a set. Schemata are special types of subsets of the search space, which are typically represented using patterns of symbols (e.g. 10 ** 1, which represents all strings of length 5 starting with 10 and ending with 1, or + r r * * which represents all programs where any two terminal symbols are added together). In the case of strings/trees or schemata, another interesting function on Ω f is the characteristic or membership function -g : Ω f → {0, 1}, which returns 1 when applied to an element that belongs to the set of interest, and 0 otherwise. Turning now to the case of variable-length strings, we denote the search space Ω v max , where max is the maximum string length considered 3 and v refers to the variable length of the elements in the search space. In this case, the dimension of 
where |P a | is the number of primitives of arity a, a max being the maximum arity. As with the linear case one can define the space of univariate functions over Ω , in order to define, for example, the fitness function for programs. In the same way, one may generally define vectors, including the incidence and frequency vectors, more general multivariate functions and schemata. Additionally, if we wish to distinguish program trees above and beyond their genotypic representation then, for a population of n programs, the natural configuration space is
⊗n . Once again though, normally we will be happy with the much smaller space of frequency/population vectors. As mentioned, linear strings are just a special case of trees, where the maximum arity is 1 and parents J and K give rise to an offspring I -that maps into a (2, 1) tensor. See [2] for a discussion of this. 3 One can, of course, consider the limit max → ∞ the relation between d and max is d+1 = max . Equation (1) reduces to |Ω v | for variable-length strings in this case, while the value for fixed-length strings can be found by considering
III. The Recursive Structure of the Search Space
In the previous section, we defined abstractly the search spaces for fixed-length strings, variable-length strings and trees, showing how one could naturally associate uni-and multivariate functions (equivalent to vectors and tensors), schemata etc., with the space. In this section, we wish to show that the search spaces themselves all have natural recursive structures, where the space is built up from simpler, lower-dimensional objects. As will be shown later, this recursive structure greatly simplifies the analysis of these spaces and manifests itself in the appearance of tensor products and sums.
To illustrate this recursive structure, we first consider the case of fixed-length strings. In this case, Ω f has a natural recursive structure based on the concept of the direct (tensor) product, wherein Ω f can be generated from Ω f 1 (i), the search space associated with the ith bit, which is of dimension |Ω
where ⊗ and represent a tensor product of the spaces. In the simpler case of a fixed cardinality alphabet, we can write
⊗ , where ⊗ as a superscript represents the -fold tensor product, in this case, of Ω f 1 , the search space associated with one bit. For variable-length strings the story is similar. In this case, there is first a natural decomposition of Ω v max into the form
represents a tensor sum of the spaces. Thus, the search space of variable-length strings is just the tensor (direct) sum of the search spaces for fixed-length strings of different lengths. One can then use (2) to find
Thus, armed only with knowledge of the one-bit search spaces we can easily generate the search spaces for fixed-or variable-length strings. Obviously, the fixed alphabet case is especially simple. Passing now to the case of trees, we divide the primitive set P into subsets P a , with elements p ai , for i = 1, · · · , |P a |, of primitives of arity a, for a = 0, 1, · · · a max , where a max is the maximum arity of the primitives in P. So, P = a P a . The elements of the search space can be represented as trees, with nodes labelled with primitives in such a way that labels have the appropriate arity for the structure of the tree, e.g. √ + r r x y Alternatively, and equivalently, the elements of the search space can be seen as sequences of primitives, such as √ + x y, of appropriate arity so as to form a valid syntax tree. Formally, a sequence is valid if it is part of a language with the following grammar:
. . .
Note that it must be the case that |P 0 | > 0, that is, we must have at least one terminal symbol. In this grammar we used the prefix notation typical of Lisp and other languages, but we did not include any syntactic sugar, such as brackets. We will, however, in the following, occasionally represent programs using brackets, since this makes the correspondence between expressions (programs) and their syntax tree clearer. So, for example, − + x y x would be written as (− (+ x y) x). The space Ω t d of program trees that can be constructed using the primitives in P, and are of depth up to d, is built using the following recursion:
| be the number of different programs of depth at most d (where a program including a single terminal has depth 0) that can be constructed using primitives from P.
Clearly we have:
a Example 1 Search space for the case of trees with primitives P = {x, y, √ , +, ×}. We have a max = 2, P 0 = {x, y}, P 1 = { √ } and P 2 = {+, ×}. Then, using prefix notation,
where, in the last step, we have distributed all sums over products. Clearly, there are 13 subspaces that are summed up tensorially. It is easy to see that the total number of programs, n 2 , is 2+2+2+8+8+8+32+8+8+32+32+32+128 = 302, which can be more easily calculated using the recursion previously introduced obtaining
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The example above suggests that an alternative but equivalent characterisation of Ω t d based on tree shapes is possible. Let s d be the number of different shapes of depth at most d that can be constructed using primitives from P. This is given by the recursion
Let us then enumerate all shapes of up to depth d, and let S i be the ith shape in the set. Let n(S, a) be a function that returns the number of nodes of arity a in shape S, and ar(x) a function that returns the arity of node x in a shape. We can then write
where by j ∈ S i we mean that the tensor product ranges over the nodes, denoted by j, in shape S i . This gives us another way of computing n d :
Note that the semantics of the primitives is totally irrelevant as far as the definition of the search space is concernedit only matters during fitness evaluation. The primitives are simply labels for the nodes of the trees in the search space. The only thing that really matters is their arity. In this sense the arity of a primitive should not be thought of as the number of arguments required by the primitive (seen as a function), but rather as a description of how the primitive seen as a node is meant to connect to other primitives (nodes). Also, we can even have primitives with the same name and different arities (like the unary minus sign and the binary minus sign in standard algebra), as long as there is a way of determining which is which (i.e. from their arity or from their position in a tree). Therefore, the primitive set P = P 0 ∪ P 2 with P 0 = {0, 1}, and P 2 = {0, 1} is a perfectly valid set. The difference between the primitives in P 0 and the primitives in P 2 is that the primitives in P 0 are followed by no other primitive, while the primitives in P 2 are followed by two arbitrary sequences of primitives (subtrees). In this example Ω t d is the space of all binary trees of depth up to d with binary-labelled nodes. Of particular interest for us is the case where only zero-ary and unary primitives are allowed, i.e. P = P 0 ∪ P 1 . In this situation Ω 
. If one orders the sets P i that make up the primitive set, it is possible to identify their elements using integers. The chosen order is not important, as long as one is consistent. For example, if we have a primitives set P 1 = {C, T, G, A} we can identify C with 0, T with 1, etc., but any other assignment would also work. Similarly, if we reconsider the previous example, where P = P 0 ∪ P 1 ∪ P 2 with P 0 = {x, y}, P 1 = { √ } and P 2 = {+, ×}, we can index the primitives as follows: x ↔ 0, y ↔ 1, √ ↔ 0, + ↔ 0 and × ↔ 1.
Note that we are reusing the same integer index for different primitives. This is fine as long as we have a way of telling to which arity group (P i ) an index refers to. 5 In effect, this indexing operation creates a isomorphism between the original search space and the space of trees with integer-labelled nodes. The simplest case is, of course, when only primitives of arity 0 and 1 are used. In this case, the search space is isomorphic to the space of variablelength sequences of integers (x 0 , ...
if the search is further limited to sequences of primitives of length , the search space is isomorphic to an -dimensional cubic lattice (a hypercube in the case P 0 = P 1 = {0, 1} of binary strings).
IV. The δ-basis
As we have emphasised, the states of populations of strings or programs are naturally represented by particular functions (incidence or frequency vectors) on the search space. We are therefore led to look for natural bases in which these functions (and others) may be expanded. Let us denote by F Ω the space of all univariate functions on our search space, Ω, whatever it may be, to R. We want to introduce a basis for this space. A natural basis for F Ω is formed from the characteristic functions of Ω itself, which are |Ω| unit amplitude δ-like functions, each with support on a single element of Ω.
We call this basis of characteristic functions the δ-basis [2] , B δ (Ω). If we index this basis using v ∈ Ω, the functions in the δ-basis have the form
where δ(expr) is a function that returns 1 if expression expr is true, and 0 otherwise. The expansion of an arbitrary function f in the δ-basis is particularly simple, the coefficient of a basis element (delta function) being the value of f at the corresponding point of Ω,
where v ranges over all elements of the search space and δ v has support only on v.
To obtain a more explicit representation of B δ (Ω) we need to consider a specific search space. Once again, for the purposes of illustration we begin with fixed-length strings. In this case the δ-basis consists of |Ω f | characteristic functions, 
vi is the characteristic function of the x i = v i hyperplane. Thus, we may write the δ-basis as 
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In section III we saw that the search space could be written as a tensor product,
We can thus use the rule for constructing bases on tensor product spaces to construct the basis for Ω f from the bases for Ω f 1 (i). For example, if the bases for spaces V and W are B V = {v 1 , . . . , v n } and B W = {w 1 , . . . , w m } respectively, then the basis B V ⊗W for the tensor product V ⊗ W is taken to be
If we order the elements of B δ (Ω f 1 (i)) into a vector then we can write
and so we see how the δ-basis for length-strings may be constructed from the bases for length-one strings. For a fixed alphabet size
The case of variable-length strings follows straightforwardly from the fixed-length case using the fact that Ω v max is a tensor sum of the Ω f for fixed-length strings. Thus,
where B δ (Ω f ) can be written in terms of the = 1 δ-basis using (5), and the basis, B V ⊕W , for a tensor sum V ⊕ W is taken to be
We now pass to the more complicated case of programs. In this case, in order to give a more precise description of the structure of the functions in the δ-basis we need to be able to analyse the composition of the elements of the search space -trees -node by node. Since trees have a natural recursive structure, as was seen in section III, we will achieve this by using recursion. Let v be an element of the search space Ω 
where the comparison operation v r = x is defined as rt(v) = rt(x) and we use the convention 0 i=1 · = 1 which prevents an infinite recursion. The recursion terminates prematurely when there is a mismatch of arity or label between two nodes in x and v, in which case δ v (x) = 0. If, instead the depthfirst comparison of x and v is successful, then δ v (x) = 1. This formulation is important because it shows how effectively the δ-basis B δ (Ω t d ) is constructed by combining tensorially B δ (Ω t d−1 ) and the bases B δ (P a ) (for a = 0, 1, · · · ) 6 One can easily see this by unrolling the recursion. This produces an expression for δv(x) which is a product of δ(expr)-type expressions (each one checking that a particular node in the two trees matches) and 1's (these derive from the terminating condition is a tensor sum with as many terms as there are possible program shapes. Each term in the sum is a tensor product containing as factors the δ-bases for the subsets P a of the primitive set. 7 As before, we can also recover the linear case as a special version of the tree case. For instance, for variable-length linear structures with |P 1 | = |P 0 |, we can unroll the recursion in the definition of δ v (x), obtaining the following equivalent definition for the elements of the δ basis:
where |v| and |x| are the number of primitives in v and x, respectively, and subscripts are used to index the primitives from the root node (leftmost primitive) to the leaf node (rightmost primitive). Likewise, we can unroll the recursive tensorial definition of B δ (Ω t d ) obtaining:
where we should remember the subtle difference between the size (the number of primitives) |x| of a linear structure x and its depth d(x), when the structure is seen as a tree, i.e., that d(x) = |x| − 1.
As mentioned earlier, if we index the elements of the primitive set, in the linear case, the search space is isomorphic to the space of variable-length sequences of integers (x 0 , ...
In this case, we can explicitly represent characteristic functions using polynomials. To illustrate this, let us consider the special case P 0 = P 1 = {0, 1, · · · A − 1}, and d = − 1. That is, the search space is the space of variable-length strings of up to length built from an alphabet of cardinality A.
We can see in the following examples how our recursion formula for trees, restricted to the arity-one case, yields the same basis as the variable-length δ-basis written down earlier. 7 Bases for F Ω are sets of functions. When we say that we create them combining, via tensor sums and tensor products, other, lower-dimensional, bases we assume that the bases are represented as (1, 0) tensors. Alternatively, one can treat them as sets, but in this case we must interpret ⊗ as Cartesian product and ⊕ as the set union.
Example 3 δ-basis for variable-length binary strings.
The case A = 2 for binary strings is particularly simple, as in this case everything can be built from two characteristic functions: δ(1 = x i ) = x i and δ(0 = x i ) =x i , wherē x i = (e − x i ) is the bit complement of x i , e here being understood as the function (over the primitive set) that always returns 1. In this case, if we use the standard ("odometer"-like) order for binary strings, and we take = 2, we have
where superscripts of the form (i) have been used to represent length-class.
2
Example 4 δ basis for variable-length linear structures with
A = 3 and = 2 This time the δ-basis, in the odometer ordering, is given by
We have considered here the δ-basis as being the natural basis for expanding any univariate function on the search space or, equivalently, any vector. We have mentioned that also of interest, when one considers mutation and recombination, are multivariate functions, which in their turn have a geometrical interpretation as tensors. We emphasise, without going into further detail, that the δ-basis can also serve to build up bases for these higher order tensors too. For instance, for a (0, 2) tensor the natural basis would be B δ (Ω) ⊗ B δ (Ω). For details the reader may consult [1] .
V. Building Block Basis
As we have seen, the δ-basis for F Ω is formed from the characteristic functions of single elements (singletons) of Ω. We know that there is a benefit in defining a basis using characteristic functions for subsets of Ω other than singletons in the case of fixed-length strings. The Building Block Basis (BBB), which we will denote as B β (Ω), does exactly this. One may therefore wonder if these benefits extend to the more general case of variable-length strings and trees.
While in the previous sections we have proceeded from the particular (fixed-and variable-length strings) to the general (trees), in this section we will develop the theory directly for the space of trees and we will then specialise to the simpler cases to better exemplify it. In the BBB the subsets of the search space are schemata which are syntactically represented using either trees or sentences from the following grammar:
Note that this is exactly the same syntax as for the elements of the search space, but we have extended the lexicon with the symbols " *a " (for a = 0, 1, · · · , a max ). These are interpreted as "don't care" symbols that stand for exactly one primitive of arity a. So, semantically a schema H = h 1 h 2 ... is the set of all programs that match its syntactic representation (i.e., all programs with the same structure as h 1 h 2 ... and with exactly the same primitives as h 1 h 2 ... for all the non-"don't care" symbols). An alternative interpretation for the symbols *a is to consider them as the sets of all valid primitives of arity a, that is *a = P a . Although the number of possible schemata of up to depth d is much smaller than the number of elements of the powerset (the set of all subsets) of Ω t d , this number is substantially bigger than n d . So, clearly, a basis for
could not contain the characteristic functions of all possible schemata. Indeed, the BBB selects only one specific subset of schemata. In the simplest case, the set is constructed as follows:
• For each subset of a given arity, P a , of the primitive set, where a = 0, · · · , a max , we choose a primitive p a , and we replace it with the symbol *a .
• We generate all valid trees/sentences in this new language. We call this set H t d . Some trees in H t d will be ordinary elements of the search space (e.g., programs), but most will represent schemata (sets of elements).
• B β (Ω There is complete freedom as to which primitive to replace with a "don't care" symbol in each P a . So, there are amax a=0 |P a | different BBBs that can be constructed in this way. Furthermore, in the most general situation, one can apply a different renaming convention for each tree shape and, even, for each node in each shape class, obtaining, in all cases a valid BBB. BBBs built in this more general way offer advantages when writing the evolution equations for selectorecombinative EAs, in that it allows the "expansion" of the BBB around any particular search space element of interest.
In the following, however, for simplicity of exposition we will ignore this aspect of the BBB-construction procedure. Let us see how we can express more precisely the structure of the characteristic functions in the BBB. For each v ∈ H t d
we have a basis function β v ∈ B β (Ω t d ) recursively defined as follows:
which returns 1 if either the root of x and root of v are identical (non-* ) symbols, or if the root of v is a * symbol and the root of x is a primitive with the same arity as that * symbol. The function δ(x r ∈ v) returns 0 otherwise. So, an alternative way of expressing it is the following
where, with a minor notational stretch, we treat the * symbols returned by rt(v) as sets of primitives and the ordinary primitives returned by rt(v) as singletons (containing such primitives). Clearly, the functions δ(x r ∈ v) depend only on rt(v) and rt(x), not on the actual structure and content of the rest of the trees x and v. So, these are characteristic functions, defined over the primitive set P, i.e., δ(x r ∈ v) : P → {0, 1}. They are particular in that they return 1 only on a whole P a (when rt(v) = *a ) or on just singletons (when rt(v) is an ordinary primitive of arity a). By substituting the expression of δ(x r ∈ v) into β v (x) we obtain
which reveals the relationship between the elements of the δ-basis and the characteristic functions in the BBB: β v (x) is the sum of characteristic functions δ w (x) of all the w ∈ Ω t d which "match" (or, more precisely, are contained) in the schema v, i.e.
Again, a recursive formulation is important because it shows how effectively the BBB, B β (Ω
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where the basis B β (P a ) includes:
• The characteristic functions for the singletons {p ai } for all valid elements p ai of P a , except the element of P a that has been replaced by *a . These, of course, are the same for both B β (P a ) and B δ (P a ).
• The characteristic function for the whole set P a .
Let us assume, to start with, that the sets P a are ordered and that the element of each P a we have replaced with *a is the first element. If we then arrange the elements of B β (P a ) and
where
is an invertible a × a matrix with inverse
The structure of Λ a is simple. It is the identity matrix of size a, in which the 0's in the first row have been turned into 1's. Note that this is exactly the elementary matrix that needs to tensor up to construct the BBB for fixed-length strings from an alphabet with A symbols [1] . Also, note that, if the element of P a replaced with *a is not the first one but the ith, the structure of Λ a remains the same, except that now the 0's in the ith row are turned into 1's. Any δ-basis, including B δ (P a ), is a basis (as it is trivially provable), irrespective of the space it is built on. So, the invertibility of Λ a guarantees that the set of characteristic functions B β (P a ) is also a basis for F Pa . If the primitive sets P a are ordered, we can then extend their order to the space of trees as follows:
• For primitives of the same arity, a, we adopt the order in P a .
• For primitives of different arity, primitives of lower arity preceed primitives with higher arity, i.e., given x ∈ P a and y ∈ P b with a = b, x > y if a > b.
• For any x, y ∈ Ω t d , if rt(x) precedes rt(y) (based on the points above), then x precedes y.
• For any x, y ∈ Ω t d such that rt(x) = rt(y) and ar(rt(x)) = 1. then x precedes y if rt(ch(x, 1)) precedes rt (ch(y, 1) ).
• For any x, y ∈ Ω t d such that rt(x) = rt(y) and ar(rt(x)) = 2, then x precedes y if rt(ch(x, 1)) precedes rt(ch(y, 1)) or rt(ch(x, 1)) = rt(ch(y, 1)) and rt(ch(x, 2)) precedes rt(ch(y, 2)).
• We proceed similarly to compare trees with roots of arity a > 2. x 1 ) T , x β = (e, x 1 ) T we have,
where Λ 1 ≡ 1 1 0 1 and the subscript 1 refers to the length of the strings. For = 3, if we replace the symbols 0 with * 's in P 1 = P 0 = {0, 1}, then the BBB is
Note that this consists of the characteristic functions of all k-cubes, with 0 ≤ k ≤ = 3, containing the string 111, ranging from the entire 3-cube to the vertex itself. The use of the standard tensor product ordering for the basis elements, mentioned earlier, becomes clear if one substitutes e's for the missing coordinates in each of the above monomials, i.e., writing the basis as {e e e , e e x 3 , e x 2 e , . . .}. The BBB for = 3 can be written as a tensor product
The matrix Λ 3 that effects the transition between the two bases is the tensor cube of the matrix Λ 1 defined above, i.e.,
In the more general case of Ω f , we can see that Λ must satisfy the recursion relation
The matrix elements of the BBB transformation Λ , (Λ ) J I , are such that (Λ ) J I = 1 if the vertex J is contained in the k-cube I, and is zero otherwise, i.e. the string I is a member of the schema J. Example 6 Building Block basis for Ω v max , with max = 2 and A = 3 We choose arbitrarily the allele 0 as the allele to be replaced by * , then the schemata used in the BBB, in the odometer ordering, are { * , 1, 2, ** , * 1, * 2, 1 * , 11, 12, 2 * , 21, 22} ,
where * represents the three strings 0, 1 and 2 and ** the nine strings 00, 01, 02, · · · , 22. Similarly, * 1 represents the three strings 01, 11 and 21. Geometrically the schemata in the BBB are hyperplanes. The BBB is
The coordinate transformation matrix that transforms between the δ-and Building Block bases is
where 0 r is a 3 × 9 matrix with all zero entries, 0 c is a 9 × 3 matrix with all zero entries and
and Thanks to the recursive and tensorial structure of the search space we can write
where B β (Ω t 0 ) = B β (P 0 ), and so
where represents the first (left-most) child of the root node, and x (1) 3 represents the second child, then we can write:
As there are two of them, the transformation matrix to go from the δ-basis to the BBB for the primitives of arity 0 is
while for the three primitives of arity 2 it is
So, the coordinate transformation matrix for the trees of up to depth 1 considered in this example is 
VI. Conclusions
In this paper, inspired by the recombinative GA case for fixed-length strings, we showed that there are natural generalisations of the BBB to the case of variable-length strings, and to the case of trees. Furthermore, we developed a mathematical framework within which these basis transformations may be written. The search or configuration spaces of strings and trees have both a natural recursive and modular structure. The modularity manifests itself mathematically in terms of a tensor sum structure of Ω, composed of naturally indexed subspaces. The modularity is indexed by string length in the case of variable-length strings and by tree depth or tree shape in the case of trees. Recursivity, meanwhile, is manifest in the fact that the search space for a higher dimension subspace can be generated from an associated lower order one. For instance, it was known previously that for fixed-length strings, the basis for a given could be generated by taking a tensor product of the bases for = 1. As Ω, generally, has a modular-recursive structure, manifest in the presence of tensor sums and products, we showed that knowledge of Ω and any basis thereon could be generated from the search spaces and corresponding bases for single bits or primitives of a given arity. Further, coordinate transformations between the different bases can be effected by considering the transformation matrices on the subspaces associated with single bits or primitives of a given arity. It is a great simplification that all the relevant coordinate transformations can be achieved using a few simple underlying matrices which, in some sense, act as "building blocks" themselves for constructing the seemingly complicated bases and transformations that exist on the search spaces. Sometimes the mathematics of EAs, particularly trees, can seem overwhelmingly complicated. This is chiefly due to the difficulties of seeing the underlying mathematical structure. Here, we have shown that the language of tensor sums and tensor products is a very elegant way in which the structure inherent in GAs and GP can emerge. It is known that the BBB leads to great simplification of the dynamics of recombinative GAs with homologous recombination, leading to a formulation where the creation of a string or schema via a particular crossover mask is associated uniquely with a single pair of conjugate schemata -Building Blocks. This is distinct to the case of strings, where, for a given mask, there are potentially many string combinations that may give rise to a particular target string. Interestingly, the dynamical equations written in the Building Block basis are identical to those previously found using coarse-graining techniques. Having found and analysed analogs of the BBB for variable-length strings and trees, one may ask if these generalisations of the BBB also lead to simplifications of the dynamics of homologous recombination for variable-length strings and trees. The answer is yes and bears the key characteristic that for a given analog of a crossover mask there is one and only one conjugate pair of schemata that give rise to an offspring string or tree. This result will be examined in more detail in another publication. Although we have here concentrated on the δ-and Building Block bases, it is clear that the formalism we have developed is applicable to any coordinate transformation. It will be interesting to see what other interesting bases exist that simplify the dynamics of EAs or facilitate the analysis of fitness functions. Two natural candidates, for example, are the generalisations of the Fourier and Taylor bases from the case of fixed-length strings.
