ABSTRACT. In this paper we present a variant of the Accelerated Overrelaxation iterative method (AOR), denoted by modified AOR-like method (MAOR-like method) for solving the augmented systems, i.e. the AOR-like method with three real parameters , r and . 
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For the full text of this licence, please go to: http://creativecommons.org/licenses/by-nc-nd/2.5/ l. INTRODUCTION AND PRELIMINARIES Many applications such as fluid dynamics, optimization and constrained or generalized least squares problems, image processing, linear elasticity and mixed Finite Element Method for elliptic equations [1] [2] [3] , [6] and [15] lead us to a linear system of equations of the form: B denotes the transpose of the matrix B. In this paper, the approximation to the solution of the linear system of equations (1.1), which, under the above conditions, has a unique solution, will be obtained. The iterative methods are normally used to obtain an approximation of the solution of (1.1) because of storage requirements and since these methods will not change the structure of the original matrix and therefore preserve sparsity. The well-known Accelerated Overrelaxation iterative (AOR) method introduced by Hadjidimos in 5 can be used if the matrix A of the system (1.1) is nonsingular, many authors have improved the convergence of the AOR method, for instance, 12] and [13. Recently, several authors [7] [8] [9] [10] [11] and [14] have been generalizing the Successive Overrelaxation iterative (SOR) method for the system (1.1).
The most practical and important generalization of the SOR method is the SOR-like method given by Golub et al. [4] . The splitting related to the SOR-like method is The corresponding AOR-like method [11] , denoted in that paper, as generalized AOR (GAOR) is defined as follows: In this paper, the AOR-like method is modified where an extra parameter  is introduced. Let us consider the following splitting:
where Q is a nonsingular and symmetric matrix and
, then a variant of the AOR-like method, denoted by the modified AOR-like method with three parameters can be defined as
The above modified AOR-like (MAOR-like) method involves three parameters , r and , and one preconditioning matrix Q. If the parameter  = 0, i.e.  = 1, then the MAOR-like method becomes the AOR-like method; in addition, if  = r then we have the SOR-like method given by Golub et al. [4] .
Furthermore, we will establish some convergence conditions for the MAOR-like method, which generalizes those presented in [11] and [14] .
From (1.6), we have
where A is a SPD matrix and the matrix Q is nonsingular, therefore we have  , we will also obtain the convergence region for this iterative method in Section 3. Then in order to compare the performance of the MAOR-like method to the other methods, numerical experiments have been carried out and the results are summarized in Section 4.
The results obtained show that with a suitable choice of the parameters , r and  the MAOR-like method is computationally competitive in comparison with the iterative methods presented earlier in this section.
Recently, Zheng et al. [17] have proposed the SSOR-like method to approximate the solution of (1.1), where different choices of the matrix Q were considered. One of the numerical examples they have presented was the Stokes problem. A comparison between the results obtained with the MAOR-like method and those obtained with SSOR-like method of [17] , for this problem, is given in Section 4. The numerical results show that the MAOR-like method is more efficient than the SSOR-like method of [17] .
The SSOR-like method, for the splitting (1.2), is given by
with the matrices D, L and U defined in (1.3b).
SOME RESULTS AND THE BASIC FUNCTIONAL EQUATION
be the iteration matrix of the MAOR-like method. From (1.8) we can write 
From (2.1), we can write (2.2) as
From (2.3) we get the following result:
Proof. The proof is similar to the one given in [11] . 
, then there exists a nonzero vector
so that they satisfy the system (2.2). Therefore, from (2.3) and since   0 we have
Since the matrix B has a full column rank, then the above system is equivalent to 0
As T B is a matrix of order n×m and rank( T B ) = n, we will consider the following cases: , respectively, and
be the iteration matrix of the MAOR-like method, with the parameters r and  satisfying (1.9) and   0 then:
, so that  ,  , r and  satisfy the following functional equation: 
Proof. From Lemma 2.2 we obtain conclusion 1.
In order to prove the equality (2.5), let us consider the eigenvalue  (1 ) of
, r L and the corresponding eigenvector
, which satisfy (2.3), the first equality of (2.3) can be written as
Hence, we can rewrite the second equality of (2.3) as is a non singular matrix. Also, from equation (2.6), we can rewrite equation (2.7) as follows:
Thus, the system (2.3) holds, which is equivalent to the system (2.2). Therefore,  is an
, as the associated eigenvector
is nonnull, resulting in part (3) of the theorem.
be the iteration matrix of the MSOR-like method, then:
, so that  ,  and  satisfy the following functional equation: 
and from 1,
Remarks. (5) As equation (2.5) is a real quadratic equation, in the next section, we will use a result from Young [16] in order to obtain a necessary and sufficient convergence conditions for the MAOR-like method. Therefore, we have: 
CONVERGENCE ANALYSIS
In the sequel, we assume that  and  are eigenvalues of the matrices 
where max  is the largest eigenvalue of the matrix
Proof. Let S be the set of all eigenvalues  of the matrix
. The coefficients of the quadratic equation 
Therefore, we proved that the MAOR-like method converges if and only if (3.3) holds.
If we let  = r in Theorem 3.1, we obtain the following result: Proof. From the last inequality of (3.3) we have
Hence, the required result is obtained.
NUMERICAL RESULTS AND DISCUSSION
We now describe some numerical experiments which were carried out in order to analyse the behaviour of the MAOR-like method for different values of the parameters,  and r and also to compare this iterative method with the MSOR-like method [14] , the AOR-like method [11] and the SOR-like method [4] . The computational study was done for two problems used in literature.
The first example, analyzed in Subsection 4.1, has been chosen from [14] . Here, we consider the linear system of equations (1.1) with the matrix Q and the stopping criterion, used in the computations, chosen according to [14] . For the second example, we consider the Stokes problem; this problem was discussed in [17] . A comparison of the MAOR-like method with the SSOR-like method of [17] and also with the other methods presented earlier is made. The stopping criterion and the different choices of the matrix Q were chosen according to [17] .
The numerical experiments have been performed using Matlab 7.9, on Core 2 Duo, 2.26 GHZ (4GM RAM), laptop (MacBook Pro) with the Macintosh system. The methods have been compared in terms of the error, number of iterations and CPU time (in seconds).
First example.
Let us consider the linear system of equations (1.1), given in [6] , where the matrices A and B are defined as follows:
The vectors p and q are chosen so that the components of the vectors x and y of (1.1) have values equal to 1. In [4] , different choices for the preconditioning matrix Q were considered. However, in order to compare the MAOR-like method with the MSOR-like, AOR-like and SOR-like methods, presented in [14] , [11] and [4] , respectively, we have chosen the preconditioning matrix From these figures we can conclude that the minimum number of iterations is obtained when the parameters ,  and r are near the boundary of the convergence region. In some cases, we can see that the number of iterations increases when  and r are very near the boundary of the convergence region. We would like to point out that we only present here some cases with a big step. However, when we shorten it, later, this fact will be more clarified. These figures reinforce the conclusions we have obtained before. In addition, we can see that the number of iterations for  = 0 is significantly higher than for other values of . It can be noted that the number of iterations increases when  and r are close to the boundary of the convergence region. 13 The results for the SOR-like ( = r and  = 0) and MSOR-like ( = r and  ≠ 0, in this case  = 0.5) methods can be seen more clearly in Figure 9 . Here, we use a solid line and a dashed line to represent the number of iterations obtained with the SOR-like and the MSOR-like methods, respectively. The gray region has the same meaning as in the previous figures.
From this figure we emphasize the superiority of the MSOR-like method over the SOR-like method. Furthermore, we can conclude that the minimum number of iterations is obtained near the boundary of the convergence region.
A much more detailed analysis, using steps of length 0.01 to generate values of the parameters   [0, 2],   (0, 2) and r  [0, 2], was carried out, the obtained results
shows that the methods are quite sensitive to small changes in the values of the parameters when they are near the boundary of the convergence region. To clarify this conclusion we present Figures 10 and 11 which show the number of iterations when the two parameters  and r are near the optimal regions for  = 0 and  = 0.5, respectively. The same behaviour can be noticed for the SOR-like method in the graphs obtained by Golub et al. [4] for the spectral radius.
The obtained results for the SOR-like and AOR-like methods are summarized in Table 1 and the results for the MSOR-like and MAOR-like methods are summarized in Table 2 . The two tables show the minimum number of iterations and computational time required for different values of m and n using the stopping criterion suggested in [14] , i.e., e 1 < 10 -6 and number of iterations < 5000. From the results obtained and recorded in Tables 1 and 2 , we can conclude that the MSOR-like method and MAOR-like method are both superior to the SOR-like method and AOR-like method in terms of number of iterations and computational time. It can also be noted that the restriction  = r, for the SOR-like method and the MSOR-like method, slightly increases the number of iterations in comparison to the versions without this restriction, i.e., the AOR-like method and the MAOR-like method. However, this augmentation is less than 10% for the SOR-like method and 33% for the MSOR-like method and decreases when the size of the problem increases. Finally, from Table 2 , the optimum values of the parameter  are close to 1 and when the size of the problem is large then the optimum value of  is equal to 1 for both MSOR-like and MAOR-like methods. In Table 3 we present the results for the two methods using  = 1. It can be noted from the results obtained that the number of iterations recorded when  = 1 are very close to those presented in Table 2 . Hence, we can use this value as a reference value for .
Second example.
We consider Stokes problem presented in [17] for the SSOR-like method. Hence, we will find u and p, such that:
with  =(0,1)(0,1)ℝ 2 ,  is the component wise Laplace operator,   the boundary of  , u is the vector-valued function representing the velocity and p is the scalar function representing the pressure.
According to [17] , after a suitable discretization, we get the linear system of equations
where f and g are chosen so that the exact solution of the augmented linear system (4.3) is
The matrices A and B of (4.3) are defined as follows:
with h=1/(q+1) the discretization mesh size and  the Kronecker product of two matrices. For a stopping criterion, and in order to compare our results with those presented in [17] , we will use the norm of relative error vectors defined as Furthermore, we consider three different choices for the preconditioning matrix Q according to [17] .
Case or IT ≥ 50000 and the initial vector we have used was
Preliminary results obtained from solving the Stokes problem by the SOR-like and AOR-like methods show that these two methods were less efficient than the MSOR-like and MAOR-like methods. Therefore, for this problem, we will only present computational results for the MSOR-like and MAOR-like methods and we will compare them with the results obtained in [17] for the SSOR-like method.
First, we present the computational results for m = 242 and n = 121. In Table 4 we summarize the results presented in [17] which were obtained by applying the SSOR-like iterative method to the Stokes problem for the three cases above. From this table, we can conclude that the preconditioning matrix Q associated to Case III provides a big reduction in the number of iterations and the system (4.3) can be easily solved. On the other hand, the preconditioning matrix Q associated to Case II makes the system more difficult to solve since more iterations are need to obtain the same error.
The numerical results for the MSOR-like and the MAOR-like methods are presented in Table 5 , the experimental optimum values of the parameters ,  and r are determined to approximate the solution of the Stokes problem for a range of values of these parameters and choosing those which give the minimum number of iterations (IT), the CPU time and the error e 2 defined for this example were also recorded. The CPU times, presented in Tables 4 and 5 , are not comparable, since the computer used to obtain the results presented in Table 4 is different from the computer used to obtain the results presented in Table 5 . However, if we base our comparison on the number of iterations required to solve the problem, then we can conclude that the MSORlike and MAOR-like methods offer significant economies over the SSOR-like method of [17] . In comparison a savings of between 30% and 50% was achieved. In addition, as in the first example, it can be noted from Table 5 that the MAOR-like method appears to be slightly more efficient than the MSOR-like method.
Furthermore, similar to the results obtained in Table 3 of Subsection 4.1, we let  = 1 and calculate the experimental optimum values of r and  which gives the minimum number of iterations and the corresponding computational time, the results obtained are recorded in Table 6 for both the MSOR-like and MAOR-like methods. It can be noted that the two methods are still more efficient than the SSOR-like method in terms of the number of iterations.
Next, we present some numerical results for m = 2048 and n = 1024, using the same stopping criterion, i.e., 2 e  10 7  or IT ≥ 50000. In Table 7 , we summarize the results obtained in [17] to approximate the solution of the Stokes problem using the SSOR-like method for the three different cases where the preconditioned matrix Q is chosen. As expected, the CPU time and the IT value increase with the size of the problem solved. For this reason, we apply the MSOR-like and MAOR-like methods to the same problem with m = 2048 and n = 1024, in a similar manner to Table 6 , we let  = 1. Then we calculate the experimental optimum values of r and , the corresponding minimum number of iterations and the computational time. The results obtained are recorded in Table 8 .
By comparing the two tables, it can be noted that the two methods are again more efficient than the SSOR-like method even with  = 1. 
CONCLUDING REMARKS
In this paper a variant of the Accelerated Overrelaxation (AOR) iterative method, denoted by modified AOR-like (MAOR-like) method for solving the augmented systems has been presented. The convergence analysis of the method has been done and several numerical examples were given. From the obtained results it can be noted that the MSOR-like and MAOR-like methods performed very well, with the MAOR-like method as the most efficient one.
The optimum values of the parameters have been obtained computationally, the results confirm the theoretical analysis presented in Sections 2 and 3. However, further study is needed to determine the theoretical values of these optimum parameters. This subject will be a matter of further research. 
