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a b s t r a c t
We show that steering control can be chosen to give bistability between parallel and anti-
parallel collective motion states for a continuous-time kinetic model of two agents moving
in the plane with unit speed. Variational methods are used to determine the optimal
input to the steering control of one of the agents which leads to switching between these
collective states. For any given time interval of switching, such an optimal input is shown to
exist and to be unique. The properties of optimal inputs are interpreted by considering the
phase space geometry of the Euler–Lagrange equations associated with the optimization.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
There has been much recent interest in finding interaction rules which allow a population of autonomous agents to
robustly operate in a particular collective motion state, perhaps with or without centralized coordination; see, e.g. [1–8].
We consider the model which was recently presented in [4,9,7] in which each agent is modeled as a point particle travelling
at unit speed and interacts with other agents through steering control uk:
r˙k = eiθk , θ˙k = uk(r, θ), k = 1, 2, . . .N. (1)
Here, rk = xk + iyk gives the position of agent k in the (x, y) plane and the phase angle θk gives its orientation relative to
the x axis. In [9], different control laws were presented for stabilizing and switching between different collective motion
patterns, including rectilinear motion of all agents in the same or different directions, and circular formations with agents
at the same location or spread evenly around the circle. Steering control was split into spacing and orientation terms
uk = uspack (r, θ) + uorik (θ), with the latter benefitting from the well-developed theory of coupled oscillators [10,11]. In [12]
it was demonstrated for N = 2 agents that steering control can be chosen to stabilize both rectilinear and circular
collectivemotions at the same control parameter values. This arises due to the interplay between the spacing and orientation
components of the steering control law. We note that bistability may also be important for the collective motion of natural
animal groups [13,14].
In this work, for simplicity, we focus on the orientation control aspect of the problem. Specifically, we show that a
different kind of bistability, in which both parallel and anti-parallel motions are stable, can be achieved for (1) with N = 2
and uk = uorik (θ). Furthermore, we show how the steering control of one of the agents can be modified to optimally switch
between collective states. Existence and uniqueness of the optimal input is proven and a transition time symmetry between
switching problems identified.
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2. Optimal switching
Consider two agents with steering control laws given by
θ˙1 = ω + Kf (θ2 − θ1)+ I(t) ≡ u1, θ˙2 = ω + Kf (θ1 − θ2) ≡ u02. (2)
Borrowing the terminology of coupled oscillators,we refer toω as thenatural oscillator frequency,K as the coupling strength,
and f as the coupling function, which is 2pi-periodic. The input I(t)will be used to switch between collective motion states.
Letting ψ = θ1 − θ2,
ψ˙ = K(f (−ψ)− f (ψ)) ≡ Kg(ψ)+ I(t). (3)
Note that g(ψ) is an odd function since g(−ψ) = f (ψ)− f (−ψ) = −g(ψ).
For I(t) = 0, there are phase-locked solutions for which θ1 − θ2 remains constant for all time, corresponding to fixed
points ψp of (3). The asymptotic stability of a phase-locked solution is determined as follows: if Kg ′(ψp) < 0 then it is
stable, and if Kg ′(ψp) > 0 then it is unstable. Unless otherwise stated, in the following we take K > 0. For any coupling
function f one finds that g(0) = f (0) − f (0) = 0 and g(pi) = f (−pi) − f (pi) = f (pi) − f (pi) = 0. Thus ψ = 0
and ψ = pi are always fixed points of (3). The solution ψ = 0 corresponds to the two agents always having the same
instantaneous orientations, and following the notation of [10,11] will be referred to as the S2 state because such solutions
are invariant under the permutation symmetry (θ1, θ2)→ (θ2, θ1). The solution ψ = pi corresponds to the agents always
having orientations which differ by pi radians, and will be called the Z2 state because such solutions are invariant under
the symmetry (θ1, θ2) → (θ2 + pi, θ1 + pi). Other fixed points of (3), corresponding to phase-locked solutions with the
instantaneous orientation of the agents being an angle not equal to 0 or pi , are also possible, but are not guaranteed to
exist for all coupling functions [10,11]. Such solutions are called S1 × S1 states, and are not invariant under any nontrivial
symmetries. If θ˙1 = θ˙2 = 0 for a phase-locked state, the agents move in straight lines; otherwise, they move in circles.
We will show how to find the input I(t) which takes the system from a stable S2 state at t = 0 to a stable Z2 state at a
specified time t = t1 and minimizes the L2 norm of the input
G[I(t)] ≡
∫ t1
0
[I(t)]2dt. (4)
The L2 norm has been suggested in a slightly different context [4] as an appropriate measure for steering ‘‘energy’’ (defined
as the L2 norm of steering control) which is an important quantity to minimize when designing steering laws for uncrewed
aerial vehicle applications. This norm has the desirable property that smaller inputs are considered to be better. A similar
approach, however, could be taken for other appropriate cost functions of the input I(t). We apply the calculus of variations
to minimize [15]
C[I(t)] =
∫ t1
0
{
[I(t)]2 + λ
(
dψ
dt
− Kg(ψ)− I(t)
)}
︸ ︷︷ ︸
P[I(t)]
dt, (5)
with λ being the Lagrange multiplier associated with requiring that the dynamics satisfy (3). The associated Euler–Lagrange
equations are
∂P
∂ I
= d
dt
(
∂P
∂ I˙
)
,
∂P
∂λ
= d
dt
(
∂P
∂λ˙
)
,
∂P
∂ψ
= d
dt
(
∂P
∂ψ˙
)
,
giving I(t) = λ(t)/2, and
dψ
dt
= Kg(ψ)+ I(t) = Kg(ψ)+ λ/2, dλ
dt
= −Kλg ′(ψ). (6)
To find the optimal I(t) for switching from the S2 state to the Z2 state, (6) has to be solved subject to the conditions
ψ(0) = 0, ψ(t1) = pi. This requires thatwe find the appropriate initial conditionλ(0) ≡ λ0, which can be done numerically
using the shooting method. The solution (ψ(t), λ(t)) using this initial condition can then be used to give the optimal input
I(t).
We start by giving some useful general results. First, (6) has the symmetry property that if (ψ(t), λ(t)) is a solution, then
so is (−ψ(t),−λ(t)). This follows from the fact that g(−ψ) = −g(ψ). Since such trajectories are related by symmetry, we
associate them with each other below. Second, the Hamiltonian function
H(ψ, λ) = Kλg(ψ)+ λ2/4 (7)
is conserved on trajectories for the Euler–Lagrange equation (6), as can be readily verified. This Hamiltonian was obtained
using the Legendre transformation [16]. We are interested in trajectories with ψ = 0 at t = 0. Since g(0) = 0, the
relationship between λ0 and the initial value of the Hamiltonian, H0, is H0 = λ20/4. The fact that there are two possible
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values of λ0 for a given value of H0 follows from the reflection symmetry mentioned above. In the following, without loss
of generality we consider solutions that always have λ0 > 0. Furthermore, Eq. (6) have two classes of fixed points (ψp, λp).
Those in the first class satisfy λp = 0 and g(ψp) = 0, and since the eigenvalues of the Jacobian evaluated at these fixed
points are ±Kg ′(ψp) they are saddles. From (7), the stable and unstable manifolds of these fixed points lie on the curves
λ = 0 and λ/4 + Kg(ψ) = 0. The other class of fixed points satisfy g ′(ψp) = 0 and Kg(ψp) + λp/2 = 0. The eigenvalues
of the Jacobian evaluated at these fixed points are±K√g(ψp)g ′′(ψp), so that when g(ψp) and g ′′(ψp) have opposite signs,
they are centers.
The techniques from [17] can bemodified to show the existence and uniqueness (modulo symmetries) of an optimal I(t)
for any positive t1. Consider the trajectory of (6) which goes from ψ = 0 to ψ = pi in the time t1 with λ0 > 0.
Lemma 1. dψ/dt is always strictly positive for trajectories of (6) with ψ(0) = 0, ψ(t1) = pi , and λ0 > 0.
Proof. Consider a trajectory (ψ, λ) for 0 ≤ t ≤ t1 which solves (6) with ψ(0) = 0, ψ(t1) = pi , and λ0 > 0. It follows from
(6) that dψ/dt = λ0/2 > 0 at t = 0. Suppose by contradiction that dψ/dt < 0 for some time t¯ with 0 < t¯ < t1. Since
any trajectory in the phase plane cannot be self-intersecting, there must be a value of ψ for which there are three different
values for λ. However, the trajectory must be a level set of H , which is quadratic in λ and hence can only have at most two
different values for a given ψ . This is a contradiction and so the lemma follows. 
Proposition 1. There exists a unique optimal input I(t) for any positive t1 (modulo symmetry-related solutions).
Proof. It follows from (7) that trajectories satisfy λ2/4 + Kg(ψ)λ − H0 = 0. Solving for λ, we find that λ =
2
[
−Kg(ψ)+√[Kg(ψ)]2 + H0]. Here we take the ‘+’ solution since from Lemma 1, dψ/dt = λ/2+ Kg(ψ) > 0. Then, the
time of transition t1 from the S2 to the Z2 state may be written as
t1 =
∫ t1
0
dt =
∫ pi
0
dψ
Kg(ψ)+ λ2
=
∫ pi
0
dψ√[Kg(ψ)]2 + H0 ⇒ ∂t1∂H0 = −12
∫ pi
0
dψ
([Kg(ψ)]2 + H0)3/2 < 0. (8)
Thus t1 decreases monotonically as H0 increases. Recalling that H0 = λ20/4, we see that t1 decreases monotonically with
λ0 > 0. Choosing λ0 large gives a solution with arbitrarily small t1, and choosing λ0 so that the denominator of (8) becomes
arbitrarily small gives a solution with arbitrarily large t1. 
We have shown the existence and uniqueness of an optimal input I(t) for switching from the S2 state to the Z2 state
in time t1. This requires an appropriate initial condition (ψ(0) = 0, λ(0) = a) so that ψ(t1) = pi . Similarly, there also
exists a unique I(t) for switching from the Z2 state to the S2 state in time t2. This requires an appropriate initial condition
(ψ(0) = pi, λ(0) = b) so that ψ(t2) = 2pi . We now demonstrate a useful relationship between these switching problems.
Proposition 2. If λ(0) = a, then λ(t1) = a. Furthermore, t1 = t2 whenever a = b.
Proof. Recall that H , as defined in (7), is conserved for trajectories of (6). Thus, for the trajectory with initial condition
(ψ, λ) = (0, a), at time t1 we have H(pi, λ(t1)) = (λ(t1))2/4 = H(0, a) = a2/4 ≡ Ha. This implies that λ(t1) = a. Now, let
Hb ≡ H(pi, b). The time of transition t1 from S2 to Z2 and t2 from Z2 to S2 is
t1 =
∫ pi
0
dψ√[Kg(ψ)]2 + Ha , t2 =
∫ 2pi
pi
dψ√[Kg(ψ)]2 + Hb .
Since g is a 2pi-periodic odd function, g(2pi − ψ) = g(−ψ) = −g(ψ), (g(2pi − ψ))2 = g(ψ)2. Thus, letting φ = 2pi − ψ ,
t2 = −
∫ 0
pi
dφ√[Kg(2pi − φ)]2 + Hb =
∫ pi
0
dφ√[Kg(φ)]2 + Hb .
Therefore, if Ha = Hb, or equivalently a = b, then t1 = t2. 
We now illustrate optimal switching for the coupling function f (θ) = sin(θ) + sin(2θ), which gives stable S2 and Z2
solutions: in this case, g(ψ) = −2 sin(ψ)− 2 sin(2ψ), so that g ′(0) < 0 and g ′(pi) < 0. For definiteness, other parameters
in the steering control laws are taken to be K = ω = 1. (Note that the optimal I(t) is independent of ω.) To find the
optimal I(t) for switching from the S2 state to the Z2 state, the boundary value problem (6) with boundary conditions
ψ(0) = 0, ψ(t1) = pi was solved using a shooting method. This can then be used to obtain the optimal input I(t) = λ(t)/2.
In Fig. 1 (left panel), we show sample trajectories in phase space forψ(0) = 0. As expected, in order to obtain switching for
larger times the trajectories remain closer to the stable and unstable manifolds of the fixed points.
One may follow the trajectories of the agents by integrating Eq. (1) with steering control given by Eq. (2). Fig. 1 (right
panel) shows sample trajectories for agents optimally switching from the S2 to the Z2 state in time t1 = 0.6. Both agents
are initially placed at the origin (x, y) = (0, 0) with θ1 = θ2 = 0 (ψ = 0), so that each agent has initial velocity vector
r˙1 = r˙2 = (1, 0). After the appropriate transition time t1, the input I(t) is turned off so that agents remain in the Z2 state,
following circular paths of radius 1 (since ω = 1) with constant phase difference ψ = pi . Because we are using only phase
control, in general the agents will end up tracing different circles after the optimal input I(t) is turned off.
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Fig. 1. (Left panel) Sample trajectories in the (ψ, λ) plane transitioning from the S2 state (ψ = 0) to the Z2 state (ψ = pi) in time t = 0.6, 1.2, 2.0. As
t increases, trajectories approach the stable and unstable manifolds of the fixed points ψ = 0, ψ = arccos(−1/2), ψ = pi . (Right panel) Sample path of
agents in the (x, y) plane for optimal switching from the S2 state to the Z2 state in time t = 0.6.
3. Conclusion
For a continuous-time kinetic model of two agents moving in the plane with unit speed, we have shown that bistability
between different collective states can be achieved solely through the choice of the coupling function for the control of the
orientation dynamics. These collective states are the S2 symmetric state, in which agents instantaneously have the same
orientations, and the Z2 symmetric state, in which agents instantaneously have opposite orientations.
Variational methods were used to determine the optimal input to the steering control of one of the agents which leads to
switching between these collective states. Here optimality refers to minimization of the square-integral measure of the
input. For any given time interval of switching, such an optimal input was shown to exist and to be unique, provided
symmetry-related solutions are associated. Furthermore, a transition time symmetry was identified which relates the
optimal inputs for transitions from the S2 to the Z2 symmetric state to the optimal inputs for transitions from the Z2 to
the S2 symmetric state. Finally, the properties of optimal inputs were interpreted by considering the phase space geometry
of the Euler–Lagrange equations associated with the optimization.
We have considered optimal inputs which lead to switching over a specified time interval. Such switching has a nice
robustness property: if the input simply puts the system into the basin of attraction of the desired state, the system’s natural
dynamics will lead to an asymptotic approach to the desired state. Provided noise and uncertainties in model parameters
are not too large, one thus expects the inputs considered in this work to robustly lead to successful switching, although not
exactly in the desired amount of time.
We hope that the techniques used in this work can be extended to other collective motion systems which display
bistability, including bistability between other states and systems composed of a larger number of agents. In particular,
using the expressions for the eigenvalues of globally coupled oscillator systems derived in [10,11], it is possible to choose
coupling functions such that the SN and ZN states are bistable. Also, for N ≥ 3 agents it is possible to have periodic orbits in
the steering control subsystem stably coexisting with phase-locked solutions [18]. Optimal switching between coexisting
stable states for such N-agent systems would lead to higher dimensional optimization problems which could be solved
numerically with gradient methods.
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