ABSTRACT: Regional electricity utilization data is closely related to electrical load flow in terms of demand. The corresponding relation between electric power data and regional electricity load can be deeply analyzed through data mining technology in many aspects. Based on variation function theory and its structural analysis, the author realizes the unbiased optimal estimation on regional variations in finite regions through spatial local difference algorithm. According to the data of a number of known sample points in finite regions, a linear unbiased optimal estimation is carried out on unknown sample points after such things are taken into account as shape size and dimensional orientation of sample points, spatial position relation with unknown sample points and structural information provided by variation functions. The objective is to analyze real-time data of power operation with the combination of geographic information and to conclude the overall tendency of power demand so as to conclude the power demand tendency and social activity changes of an entire region and establish a demand model based on electric power data mining. The model is displayed through a new method of visualization based on authentic electric power data and GIS information.
INTRODUCTION
China electric power resources and loads are distributed reversely. Electric power resources are mainly distributed in west and north regions while loads are mainly distributed in east regions, causing predicaments for power industry in China such as high cost of power supply, difficult absorption of wind electricity, severe transmission losses, redundant electric power investment, etc. It causes a series of negative externality effects for the society. It increases the cost of electricity utilization, reduces the efficiency of power utilization, and intensifies atmospheric pollution. It has become a key problem restraining the sustainable development and the low carbonization of electric power industry that how to coordinate power resources and load distribution and realize cross-regional optimal configuration of electric power resources. However, it fails to establish the legal status of power planning along with urban planning due to the short planning period. Planned projects like power supply, transformer substation and grid are often difficult to be implemented because of the opposition of urban residents or forced to be adjusted because of changes of urban function positioning and industrial distribution. Frequent changes of distributing line and dilapidated power transmission corridors are extremely bad for the long-term and healthy development of urban power grid and municipal construction [1, 2, 3] .
Unlike previous electricity load forecasts, the author of this paper designs a data mining model of regional power load flow analysis with data mining technology based on data of power consumers. Urban power grid planning and management can be guided according to load flow analyses. Load flow [4, 5] estimates power load tendency by analyzing power consumption situations of different regions in a certain period of time so as to obtain power consumption analyses from power plants to consumers. The load tends to the central zone of the load peak when grid powers are the same [6] .
Regions of charge peak and load flow can be visualized correspondingly in the regional GIS system.
Regional electricity utilization data is closely related to electrical load flow in terms of demand. The corresponding relation between electric power data and regional electricity load can be deeply analyzed through data mining technology in many aspects and a mathematical model can be finally established for data mining calculation. Real-time load calculation mainly relies on two factors: geographical location information and reading of electricity meter. Data information of each electricity meter of a whole area can be obtained through the detailed data collection network. The scatter diagram of real-time load can be obtained from this information. Real-time load of non-data -source positions can be calculated through data interpolation. Coordinates of the load peak region of the current moment can be obtained through the integration of real-time data and the variation can be obtained through the comparison with coordinates of the load peak region of the last moment.
Load flow and distribution can be calculated and analyzed through the above-mentioned data mining technology. The proportion of regional electricity distribution varies when power supply remains unchanged. A time-scale load flow and distribution diagram can be constructed according to the real-time recording of regional changes. Thus, a population and traffic migration map can be drawn so as to optimize the public transportation layout (route, station, park, battery swap station of electric automobiles, etc.) and finally realize regional load flow and distribution analyses based on power data mining technology [8] .
2 STANDARDIZATION OF THREE-DIMENSIONAL DIFFERENCE DATA BASED ON KRIGING INTERPOLATION
Kriging interpolation
Kriging [9, 10] , also known as Kriging spatial interpolation, is a method realizing unbiased optimal estimations on regional variations in finite regions based on variation function theory and its structural analysis. It is one of the main content of the statistics. Kriging method is a linear unbiased optimal estimation carried out on unknown sample points according to the data of a number of known sample points in finite regions after such things are taken into account as shape, size and dimensional orientation of sample points, spatial position relation with unknown sample points and structural information provided by variation functions. The applicable condition of Kriging is that there is a spatial correlation between regional variables. If a variation function and its result of structural analysis indicate that there is a spatial correlation between regional variables, Kriging method can be used for interpolation and extrapolation. Otherwise, it is not feasible.
The similarity between Kriging interpolation and the interpolation of distance weight reciprocal is that predicted values of unknown points are derived from weighting of known sample points. The general formula of the two interpolations is presented below in the form of total weight of data.
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In the above formula, Z(Xi) is the i th value; λi is the i th unknown weight; X0 is the predicted position; N is the number of known points (points with values). The key of Kriging interpolation is the determination of weight coefficient. Kriging equation set can be concluded from the above formula on the premise of unbiasedness and effectiveness:
In the above formula, λi only depends on the distance from the prediction location; r(Xi, Xj) means that the distance between Xi and Xj is taken as the semi-variance value of parameters when the distance is h; r(Xi, X0) means that the distance between Xi and Xo is taken as the half variance value of parameters when the distance is . It can be known from the above formula that values of r(Xi, Xj), r(Xi, X0) can be solved as long as the parameter equation of semivariance r(h) of parameters is provided. The parameter equation of r(h) in this paper is shown below:
In the above formula, C1 is the variance of Z(Xi) and C0 is the initial variance, which is 0.1C1.
Three-dimensional interpolation data model calculation based on Kriging interpolation
Specific steps of the three-dimensional interpolation data model calculation based on Kriging interpolation are as follows:
(1) Calculate the distance between sampling points; (2) Construct a Krig equation set according to the definition of r(h); (3) Solve the Krig equation set to obtain a weight matrix; (4) Substitute the weight matrix into the weight equation to solve unknown points.
Kriging method should follow two steps to finish the two tasks:
(1) Create a variation function and a covariance function to estimate the value of statistical correlation (namely spatial autocorrelation) that depends on the autocorrelation model (fitting model).
(2) Predict unknown values (prediction). It can be sure that the data is used twice by Kriging method because the two tasks are different. The first time is to estimate the spatial autocorrelation of data while the second time is to make a prediction. Kriging method presumes that the distance or the direction between sampling points can reflect the spatial correlation used for indicating superficial changes. Kriging method is able to fit mathematical functions and points of a specific number or all the points within a specified radius so as to determine the output value of each position. It is a process with multiple steps, including exploratory statistical analysis of data, variation function modeling and surface creation, and the study of variance surface. Kriging method would be the most suitable method if the data has spatial correlation distance or direction deviation. This method is usually used in soil science and geology.
Kriging method weights measured values of the surrounding so as to predict positions that are not measured. It is similar to the method of inverse distance weighting. The commonly used formula of the two interpolation methods consists of a weighted sum of data:
In the above formula, Z(Si) is the i th measured value; λi is the unknown weight of the th measured value; S0 is the predicted position; N is the measured value.
Two tasks are necessary if Kriging interpolation is to be used for prediction:
(1) Find the rules of interdependence; (2) Prediction. In inverse distance weighting, weight λi only depends on the distance from the prediction location. However, the weight depends on not only the distance between measuring points and prediction location but also the entire spatial arrangement based on measuring points when Kriging method is used. Spatial autocorrelation must be quantified so that spatial arrangement can be used in weighting. Therefore, in normal Kriging method, weight λi depends on the distance between measuring points, the distance from the prediction location, and the fitting model of the spatial relation between measured values around the prediction location. It is discussed below that how to use the Kriging formula to create a map of predicting surface and a map of prediction accuracy.
A sample data set A is used in this paper. Data colors after data interpolation are presented in the Figure  2 . Demand flow aims at analyzing real-time data of electric power operation with geographic information to conclude the overall demand for electricity and the electricity demand of a whole region so as to obtain the social activity changes of the whole region. A potential assumption of demand flow is that the overall power demand of a region keeps basically unchanged. The part required by the region with increased power demand is provided by the region with decreased demand. The direction line from the region center of decreased demand to the region center of increased demand is called the flow line. In general, a regional center represents the geometric center. Thus, it is necessary to judge the variation property of data so as to determine regions with increased or decreased demand. This binary calculation is simple but easy to form a concave polygon region, which increases the complexity of judging the region center. Furthermore, it deprives the original data of accuracy and brings great difficulty to the judgment of regions with different attributes. In order to overcome the above-mentioned defects, the point with the largest change is taken as the region center in this paper. So, the model of demand flow can be divided into two steps:
(1) Determination of regional centers Take the difference of the data after interpolation between two time slices so as to obtain a difference matrix. Determine the maximum point of increase and the maximum of decrease according to the crest and the trough of the three-dimensional surface so as to obtain regional centers of increased and decreased demand.
(2) Matching of regional centers Regional centers represent the maximum and the minimum values of the difference matrix. In a smooth curve surface, the gradient change from the maximum value to the minimum value keeps unchanged. It is successfully matched if the gradient between two points to be matched remains unchanged. Otherwise, it is regarded as a failure.
Algorithm of two-dimensional crest and trough
The following steps can be realized based on the algorithm of two-dimensional crest and trough:
( Step 2 so as to obtain R=diff(Trend); (6) Traverse the obtained difference vector R. If R(i)= 2, i+1 is the wave crest, the crest value of which is v(i+1); if R(i)=2, i+1 is the wave trough of the projection vector V, the trough value of which is v(i+1).
Algorithm of three-dimensional trough
As for the crest of a three-dimensional curve surface with the equation z = F(x, y) , the necessary condition z has a partial derivative as well as an extreme value at the point (x 0 , y 0 ). The partial derivative at this point is zero. Fx(x 0 , y 0 )=0, Fy(x 0 , y 0 )=0.
The sufficient condition of the crest is continuous within a certain area of (x 0 , y 0 ) and has continuous partial derivatives of the first order and the second order. Beside, Fx(x 0 , y 0 )=0, Fy(x 0 , y 0 )=0. Suppose Fxx(x 0 ,y 0 )=A, Fxy(x 0 , y 0 )=B, Fyy(x 0 , y 0 )=C, conditions whether z is able to have an extreme value at (x 0 , y 0 ) are as follows:
(1) There is an extreme value when AC-2B>0. Besides, there is a maximum value when A<0 and a minimum value when A>0; (2) No extreme value when AC-2B<0; (3) There may or may not be an extreme value when AC-2B=0. It requires further discussion.
As for the three-dimensional curve surface of Kriging interpolation, the interpolation values of crest and trough correspond to actual values. The condition of the second-order partial derivative is AC-2B>0, so the necessary and sufficient conditions of the crest and trough are:
Now corresponding points of the crest and the trough of z are respectively the superposition of crest and trough of the line curve and the column curve in three-dimensional data.
The crest and trough algorithm of the interpolation data is presented as follows:
(1) Traverse crest and trough in lines and columns of the three-dimensional matrix and constitute a line matrix and a column matrix of Trend respectively; (2) Superpose the line matrix and the column matrix. The coordinate with the value of 4 is the position of the crest and the coordinate with the value of -4 is the position of the trough.
Calculate the crest and the trough of data set A. The distribution of crests and troughs is shown below. Red represents crests while blue represents troughs. 
Algorithm of matching regional centers
Matching of regional centers is to filter segments consisting of multiple centers of increasing regions and decreasing regions. The filtering principle is the principle of the maximum matching in the direction of the largest gradient.
In a smooth curve surface, the largest gradient of a point is the corresponding largest partial derivative. This kind of calculation is too complicated. For this reason, it is simplified in this paper as partial derivatives in 8 directions. The largest gradient direction of P in the following figure is expressed by its difference with the surrounding 8 points, which is shown in Figure 4 . In the three-dimensional numerical matrix after Kriging interpolation, data points are processed one by one so as to obtain a simplified matrix of flow gradient. According to the above-mentioned gradient simplification principle, an integral flow matrix can be obtained through the calculation of data set A. The two-dimensional visualization is shown in Figure 5 , where each arrow represents the largest gradient flow. As for pairwise directed line segments composed by crests and troughs in the data set, a matching consistency calculation is carried out for segments to be measured. All points on directed line segments composed by crest and trough are consistently and statistically matched. The matching principle is: α β π 4 ⁄
Here, α represents the angle of directed line segment;
βp is the largest gradient flow angle of point p on a directed line segment;
A directed line segment will be retained if all the points on the segment satisfy the above matching principle. Otherwise, it will be discarded. The operation of matching regional centers is carried out on the data set A and the overall process is shown in Figure 6 and 7. All the above-mentioned segments constitute a demand flow segment of data, the direction of which is from the trough to the crest. Therefore, the demand flow of data set A is shown in Figure 8 . 
STEPS OF THE ALGORITHM
To sum up, the overall framework of the demand flow algorithm can be divided into 6 steps:
(1) Filtration of the original data set; (2) Deviation calculation based on Kriging algorithm; (3) Calculation of power load flow; (4) Comparative calculation of regional centers matching; (5) Determination of power load demand flow; (6) Comparison of actual data rendering flow. The overall framework of the demand flow algorithm is presented in Figure 9 : Figure 9 . The overall framework of the demand flow.
EXPERIMENT AND ANALYSIS
Operating data of 425 distribution transformers of region H in one day is analyzed. The integral distribution is shown in Figure 10 . In this paper, the author puts forward a standardized algorithm of electric power data based on Kriging interpolation method and proposes a load flow model as well as a visualization method based on GIS. Principal results are as follows:
(1) Standardized processing of three-dimensional difference on electric power data with Kriging method, which provides a good foundation for the next data modeling;
(2) Establishment of a load flow model based on power load data and GIS data with originality, which provides a new idea and basis for analyses of urban power utilization properties; (3) Visualized display of authentic power data with new visualization methods.
