In digital signal processing, shift-invariant filters can be represented as a polynomial expansion of a shift operation, that is, the Z-transform representation. When extended to graph signal processing (GSP), this would mean that a shift-invariant graph filter can be represented as a polynomial of the adjacency (shift) matrix of the graph. However, the characteristic and minimum polynomials of the adjacency matrix must be identical for the property to hold. While it has been suggested that this condition might be ignored as it is always possible to find a polynomial transform to represent the original adjacency matrix by another adjacency matrix that satisfies the condition, this letter shows that a filter that is shift invariant in terms of the original graph may not be shift invariant anymore under the modified graph and vice versa. We introduce the notion of "shift-enabled graph" for graphs that satisfy the aforementioned condition, and present a concrete example of a graph that is not "shift-enabled" and a shift-invariant filter that is not a polynomial of the shift operation matrix. The result provides a deeper understanding of shift-invariant filters when applied in GSP and shows that further investigation of shift-enabled graphs is needed to make it applicable to practical scenarios.
I. INTRODUCTION
In digital signal processing (DSP), a filter F (·) is a system that takes a signal x as an input and generates a new signal x = F (x) as an output. Most filters are time-or shift-invariant filters [1] - [3] , for which the following property holds [4] :
which guarantees that, for two filters F 1 (·) and F 2 (·), the order of the filters does not change the output. An immediate consequence of (1) is that a shift-invariant filter can be represented as a polynomial expansion of a shift operation, that is, the Z-transform representation of the polynomials in z −1 [3] - [5] :
where the coefficients f n are also known as the filter taps. Graph signal processing (GSP) extends DSP to signals with inherent structures [6] , by combining algebraic and spectral graph theory with DSP. Many DSP concepts can be extended to graph signals, including frequency analysis, signal convolution, and filtering [7] . Of particular interest to this study is that a shift-invariant graph filter can be represented as a polynomial of the adjacency matrix A of the graph under the condition that the characteristic polynomial p A (x) and minimal polynomial m A (x) of the adjacency matrix are identical [7] . [7] presented it as a sufficient condition, but argued that this condition could be ignored in practice (see Theorem 2 in [7] and the discussion).
The objective of this letter is to highlight the importance of the aforementioned condition p A (x) = m A (x) through a rigorous analysis with a concrete example, and prove that this condition is a sufficient and necessary condition for a shiftinvariant graph filter to be representable as a polynomial in A. In the next section, the basic concept of GSP is discussed and the notion of a "shift-enabled" graph introduced. Section III provides the theoretical guarantee for a shift-invariant graph filter to be representable as a polynomial in A. Section IV presents a class of graphs that are not "shift-enabled" and an example of a shift-invariant filter that cannot be represented as a polynomial in A. Conclusions and a possible extension are discussed in Section V.
II. BASIC CONCEPT ON GRAPH SIGNAL PROCESSING
In this section, we briefly review notation and concepts of GSP that are relevant to our discussion. For more details, see [4] , [6] - [9] .
GSP studies signals on graphs, where a graph G = (V, A) is determined by its set of vertices V = (v 0 , v 1 , · · · , v N −1 ) and its weighted adjacency matrix A. Furthermore, each vertex corresponds to a continuous or discrete signal element and A reflects the relationship between each element, such as similarity or dependency. A graph signal s : V → C is a mapping from a set of vertices to the complex field and can be expressed conveniently as a vector s:
arXiv:1710.10450v1 [eess.SP] 28 Oct 2017 The adjacency matrix A is also called shift matrix or shift operation which can simply be considered as a graph filter [7] . Indeed,s = As = (s N −1 , s 0 , · · · , s N −2 ) T , shifts s n−1 to the next signals n = s (n−1) modN as shown in Fig. 1(b) . The adjacency matrix of Fig. 1(a) is
where A is a cyclic matrix.
For an arbitrary graph, the graph shifts = As at vertex n is a linear combination of the signals at v n 's neighbors, i.e.,
and can be computed locally.s = A 2 s is a two-step shift, and so on. Since shifting on a graph signal is not obvious as in classic DSP, other shift operators have also been considered in literature (see [10] and references therein), but the adjacency matrix is the most natural and popular choice [7] , and will be assumed in this letter.
With the graph shift operation defined, the shift-invariant filters can be naturally extended from classic DSP to GSP, with the shift matrix A in place of the shift operation z −1 . Indeed, a graph signal filter H(·) is shift-invariant if and only if the filter H(·) and shift matrix A satisfy:
This means that applying a graph shift to the filtered signal is equivalent to a graph filter applied to the shifted signal [7] , that is, in a shift-invariant system the output to an input signal does not depend on when filtering is applied as shown in Fig. 2 . Note that in classic DSP, Eq. (2) is an immediate consequence of shift invariance, and hence holds for all shiftinvariant filters. Similarly to Eq. (2), a shift invariant filter H(·) in GSP can be written as a polynomial in A, but under the condition that p A (x) = m A (x) (see Theorem 1 in [7] ). The question is if any shift-invariant graph filter can be represented as a polynomial in A, regardless of A, which would form a perfect analogy with classic DSP.
III. THE SUFFICIENT AND NECESSARY CONDITION FOR

SHIFT-INVARIANT FILTERS TO BE POLYNOMIALS OF THE SHIFT OPERATOR
In this section, we formulate the sufficient and necessary condition for the representation of shift-invariant filters as polynomials of the shift operation. Theorem 1. The characteristic and minimal polynomials of A are equivalent, i.e., p A (x) = m A (x) if and only if every matrix H commuting with A is a polynomial in A. In other words, there exists a matrix polynomial h(·), such that
where I as a unity matrix.
According to Theorem 1 (proof of theorem can be found in Appendix A), the condition p A (x) = m A (x) is not just a sufficient condition but also a necessary condition for any matrix, hence any shift-invariant filter H, to be representable as a polynomial in A. For convenience, we introduce the notion of a "shift-enabled" graphs as follows:
We say that A is shift-enabled when the above condition is satisfied.
Note that this definition differs from a shift-invariant graph, as introduced in [11] .
The condition p A (x) = m A (x) does not hold for any matrix A. However, [7] introduced the following theorem in order to bypass this condition.
Theorem 2. For any matrix A, there exists a matrixÃ and matrix polynomial r(·), such that A = r(Ã) and pÃ(x) = mÃ(x) [7] .
It is argued in [7] that, based on Theorem 2, for any graph filter H in G = (V, A), there exists a polynomial g = h • r such that h(A) = g(Ã), thus the condition p A (x) = m A (x) can be ignored since h(A) and g(Ã) filters are equivalent and pÃ(x) = mÃ(x) holds. However, based on Theorem 1, h(A) does not necessarily exist, that is, filter H cannot be represented as a polynomial of A since p A (x) = m A (x). For example, we may have * h(A) =
√
A and r(Ã) = A 2 , then
In the following section, a concrete example of a shiftinvariant filter not representable as a polynomial of the shift operation is shown. It is the intention of the authors that this example shed some light on how common intuition in DSP cannot be applied to GSP.
IV. EXAMPLES OF SHIFT-INVARIANT FILTERS NOT
REPRESENTABLE AS POLYNOMIAL OF SHIFT OPERATIONS
To illustrate the importance of the condition p A (x) = m A (x), a specific example is given and extended to a class of filters. * Assuming that A is positive definite and √ A exists.
A. Example filter
For the graph topology shown in Fig. 3(a) , the shift matrix is A = 
In general,
A 2n+1 = 2 2n A and A 2n+2 = 2 2n A 2 , for all n ∈ N.
If we compare individual elements in A n , all powers of A have the structure † A n 2,3 = A n 2,4 . Thus for any polynomial h(A), we must have h(A) 2,3 = h(A) 2,4 . But since H 2,3 = −1 = 0 = H 2,4 , H = h (A) for any polynomial function h(·).
B. A class of filters
The above example can be extended to the following class of filters:
is a polynomial of A}, (7) where A and H are as defined in the previous subsection.
Since apparently q(A)A = Aq(A) for any polynomial q(A) and HA = AH as discussed above, any filter αH +q(A) ∈ H commutes with A as well. Thus any filter in H is shift invariant. However, since H is not representable as a polynomial of A, as discussed above, so does αH + q(A).
From the examples presented above, we note that when the condition p A (x) = m A (x) is violated, we may in fact find an infinite number of shift-invariant filters that are not representable as polynomials of A.
C. Conversion of non-shift-enabled graphs to shift-enabled graph
Let us continue our example by converting A into a shiftenabled graph characterized by a shift matrixÃ using Theorem 2 as suggested in [7] .
Since A is a real symmetric matrix, the Jordan canonical form of A is diagonal. Decomposing A = V JV −1 , we have 
Note that J is a diagonal matrix with the diagonal composed of the eigenvalues of A, and the columns of V are the corresponding eigenvector of A [12] . Now, we "convert" A intoÃ by introducing a polynomial r(·) such that A = r(Ã), obtaining
Note that J = r(J), whereJ is a diagonal matrix and pÃ(x) = mÃ(x) if and only if each diagonal element ofJ is distinct according to the lemma below. Recall that a i needs to be distinct to ensure that pÃ(x) = mÃ(x). We will show that H, as defined in the previous subsection, is not a shift-invariant filter to shiftÃ, regardless of the choice of a i . Assume that HÃ =ÃH, then
Substituting H,J and V into (9), we immediately obtain a 0 = a 1 = a 2 ; this contradicts the condition that a i must be distinct. Therefore, HÃ =ÃH for any shift-enabledÃ converted by the procedure described in Theorem 2. Let us consider a concrete example ofÃ. Let Note that the graph corresponding to adjacency matrixÃ is notably different from the original, as shown in Fig. 3 . In fact, the converted graph is not even undirected (symmetric) anymore (see red edge in Fig. 3 (b) ). In summary, we demonstrated via the above examples, that for a non shift-enabled graph G = (V, A), there exists a shiftinvariant filter H, that cannot be represented as a polynomial in A, and this filter is not shift invariant in any shift-enabled graphG = (V,Ã), obtained through the conversion proposed in Theorem 2 [7] . Remark 1. It would be very desirable if we could find polynomialr(·) such thatÃ =r(A) instead. In that case, H that commutes with A will automatically commute with A also. And ifÃ is shift-enabled, we would be able to find polynomial representation of H in terms ofÃ. Unfortunately, the construction step suggested in Theorem 2 and [7] does not provide a way to seek suchr(·). From our example above, we needJ =r(J) in order to haveÃ =r(A). However, since J 1,1 = J 2,2 = J 3,3 = 0 and r(·) is just a polynomial function, we must haver(J) 1,1 =r(J) 2,2 =r(J) 3, 3 , which contradicts the fact thatJ must have distinct diagonal elements.
V. CONCLUSION
Shift-invariant filters should be representable as a combination of a finite number of shifted components. Therefore, any shift-invariant filter in classic DSP can naturally be represented as a polynomial of the shift operation z −1 . The same idea may be extended to GSP. Namely, a shift-invariant filter in G = (V, A) may still be represented as the polynomial of shift operation matrix A, as pointed out in [7] , but only if condition p A (x) = m A (x) holds. In [7] , it was suggested that this condition could be ignored since one can always find another matrix A = r(Ã), with polynomial r(·), such that pÃ(x) = mÃ(x), and find a filter g that is shift invariant iñ G = (V,Ã) and equivalent to h, i.e., h(A) = g(Ã). However, we showed that g(Ã) may not exist, and hence Theorem 2 [7] bears little practical relevance.
We provided a concrete example that a shift-invariant filter may not be representable as a polynomial of the shift operation A even after polynomial transform r(·), depicted in [7] . This demonstrates the importance of the condition p A (x) = m A (x) and provides a deeper understanding of shiftinvariant filters under the GSP umbrella. In fact, we conjecture that p A (x) = m A (x) may have deeper implications, and these corresponding graphs (shift-enabled graphs) that demonstrate enhanced properties of shift invariant filters may have distinct characteristics and structures apart from graphs that do not satisfy the condition.
An apparent future direction is to study rules and structures that may be used to identify the shift-enabled graphs. Moreover, it is also interesting to see if one may still construct a reasonable basis for non-shift-enabled graphs such that a filter can be represented efficiently by that basis, other than powers of shift operations.
APPENDIX A
We will use the following lemmas to prove Theorem 1. Proof. Let λ i (i = 1, 2, · · · , k) be eigenvalues of adjacency matrix A, then
where t i , q i ∈ N and 1 ≤ t i ≤ q i (i = 1, 2, · · · , k). Then t i is the maximal order of Jordan blocks associated with the eigenvalue λ i in the Jordan canonical form of A, and the sum of the order of the Jordan blocks associated to λ i is equal to q i . Hence, t i = q i if and only if A has only one Jordan block associated to λ i .
The following lemma (Proposition 12.4.1 of [13] ) provides a condition for the eigenvalues of different Jordan blocks to be distinct. The proof is omitted because of space limitation and can be found in [13] .
Lemma 3. Each Jordan block in the Jordan canonical form of A is associated with distinct eigenvalue if and only if every matrix H commuting with A is a polynomial in A [12] , [13] .
It readily follows from Lemma 2 and Lemma 3 that Theorem 1 holds. Note that p A (x) = m A (x) is not only sufficient but also necessary condition for any shift invariant H to be representable as a polynomial in A.
