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ISOSPECTRAL COMMUTING VARIETY, THE HARISH-CHANDRA
D-MODULE, AND PRINCIPAL NILPOTENT PAIRS
VICTOR GINZBURG
ABSTRACT. Let g be a complex reductive Lie algebra with Cartan algebra t. Hotta and Kashi-
wara defined a holonomic D-moduleM, on g× t, called Harish-Chandra module. We relate
grM, an associated graded module with respect to a canonical Hodge filtration onM, to the
isospectral commuting variety, a subvariety of g× g× t× twhich is a ramified cover of the vari-
ety of pairs of commuting elements of g. Our main result establishes an isomorphism of grM
with the structure sheaf of Xnorm, the normalization of the isospectral commuting variety. We
deduce, using Saito’s theory of HodgeD-modules, that the scheme Xnorm is Cohen-Macaulay
and Gorenstein. This confirms a conjecture of M. Haiman.
Associated with any principal nilpotent pair in g, there is a finite subscheme of Xnorm. The
corresponding coordinate ring is a bigraded finite dimensional Gorenstein algebra that af-
fords the regular representation of theWeyl group. The socle of that algebra is a 1-dimensional
space generated by a remarkableW -harmonic polynomial on t× t. In the special case where
g = gln the above algebras are closely related to the n!-theorem of Haiman and our W -
harmonic polynomial reduces to the Garsia-Haiman polynomial. Furthermore, in the gln
case, the sheaf grM gives rise to a vector bundle on the Hilbert scheme of n points in C2 that
turns out to be isomorphic to the Procesi bundle. Our results were used by I. Gordon to obtain a
new proof of positivity of the Kostka-Macdonald polynomials established earlier by Haiman.
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1. INTRODUCTION
1.1. Notation. Wework over the ground fieldC of complex numbers andwewrite⊗ = ⊗C.1
By a scheme X we mean a scheme of finite type over C. We write Xred for the corre-
sponding reduced scheme and ψ : Xnorm → Xred for the normalization map (if Xred is
irreducible). Let OX denote the structure sheaf of X, resp. KX the canonical sheaf (if
X is Cohen-Macaulay), and DX the sheaf of algebraic differential operators on X (if X is
smooth). Write C[X] = Γ(X,OX ), resp. D(X) = Γ(X,DX ), for the algebra of global sec-
tions. Let T ∗X denote (the total space of) the cotangent bundle on a smooth varietyX.
1A more complete Index of Notation is given at the end of the paper.
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Given an algebraic group K and a K-action on E, we write EK for the set of K-fixed
points. In particular, for a K-variety X, one has the subalgebra C[X]K ⊂ C[X], resp.
D(X)K ⊂ D(X), ofK-invariants.
Throughout the paper, we fix a connected complex reductive group G with Lie algebra
g. Let T ⊂ G be a maximal torus, t = LieT the corresponding Cartan subalgebra of g, and
r = dim t the rank of g. WriteN(T ) for the normalizer of T inG so,W = N(T )/T is theWeyl
group. The groupW acts on t via the reflection representation and it acts on ∧rt by the sign
character w 7→ sign(w). We write E sign for the sign-isotypic component of aW -module E.
1.2. Definition of the Harish-Chandra module. We will use a special notation D := Dg×t
for the sheaf of differential operators on g× t. We have Γ(g× t,D) = D(g× t) = D(g)⊗D(t)
where D(g), resp. D(t), is the algebra of polynomial differential operators on the vector
space g, resp. on t. The subalgebra ofD(g), resp. ofD(t), formed by the differential operators
with constant coefficients may be identified with Sym g, resp. with Sym t, the corresponding
symmetric algebra.
Let the group G act on g by the adjoint action. Harish-Chandra [HC] defined a ‘radial
part’ map rad : D(g)G → D(t)W . This is an algebra homomorphism such that its re-
striction to the subalgebra of G-invariant polynomials, resp. of G-invariant constant co-
efficient differential operators, reduces to the Chevalley isomorphism C[g]G ∼→ C[t]W , resp.
(Sym g)G ∼→ (Sym t)W .
Given a ∈ g, one may view the map ad a : g → g, x 7→ [a, x] as a (linear) vector field on
g, that is, as a first order differential operator on g. The assignment a 7→ ad a gives a linear
map ad : g→ D(g) with image ad g. Thus, one can form a left ideal D (ad g⊗ 1) ⊂ D.
Definition 1.2.1. The Harish-Chandra module is a leftD-module defined as follows
M := D/(D (ad g⊗ 1) +D {u⊗ 1− 1⊗ rad(u), u ∈ D(g)G}). (1.2.2)
Remark 1.2.3. For a useful interpretation of this formula see also (2.4.1). ♦
According to an important result of Hotta and Kashiwara [HK1], the Harish-Chandra
module is a simple holonomic D-module of ‘geometric origin’, cf. Lemma 2.4.3(ii) below.
This implies thatM comes equipped with a natural structure of Hodge module in the sense
of M. Saito [Sa]. In particular, there is a canonical Hodge filtration onM, see §2.5. Taking
an associated graded sheaf with respect to the Hodge filtration produces a coherent sheaf
g˜rHodgeM on T ∗(g× t).
The support of the sheaf g˜rHodgeM turns out to be closely related to the commuting
scheme of the Lie algebra g, see Theorem 1.3.3 below. The main idea of the paper is to ex-
ploit the powerful theory of Hodge modules to deduce new results concerning commuting
schemes using information about the sheaf g˜rHodgeM.
Remark 1.2.4. Definition 1.2.1 wasmotivated by, but is not identical to, the definition of Hotta
and Kashiwara, see [HK1], formula (4.5.1). The equivalence of the two definitions follows
from Remark 4.1.2, of §4.1 below.
1.3. Main results. Put G = g × g and let G act diagonally on G. The commuting scheme C is
defined as the scheme-theoretic zero fiber of the commutator map κ : G → g, (x, y) 7→ [x, y].
Thus, C is a G-stable closed subscheme of G; set-theoretically, one has C = {(x, y) ∈ G |
[x, y] = 0}. The scheme C is known to be generically reduced and irreducible, cf. Proposition
2.1.1 below. It is a long standing open problem whether or not this scheme is reduced.
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Let T := t × t ⊂ G. It is clear that T is an N(T )-stable closed subscheme of C and the
resulting N(T )-action on T factors through the diagonal action of the Weyl group W =
N(T )/T . Therefore, restriction of polynomial functions gives algebra maps
res : C[G]G ։ C[C]G → C[T]W . (1.3.1)
The isospectral commuting variety is defined to be the algebraic set:
X = {(x1, x2, t1, t2) ∈ C× T | P (x1, x2) = (resP )(t1, t2), ∀P ∈ C[C]G}. (1.3.2)
We view X as a reduced closed subscheme of G× T, cf. also Definition 2.1.4.
To proceed further, we fix an invariant bilinear form 〈−,−〉 : g × g → C. This gives
an isomorphism g ∼→ g∗, x 7→ 〈x,−〉, resp. t ∼→ t∗, t 7→ −〈t,−〉 (the minus sign in the last
formula is related to the minus sign that appears in the anti-involution v 7→ v⊤ considered
in §2.4). Thus, one gets an identification T ∗(g × t) = G× T so one may view g˜rHodgeM as a
coherent sheaf on G× T.
One of the main results of the paper, whose proof will be completed in §4.5, reads
Theorem 1.3.3. There is a natural OG×T-module isomorphism ψ∗OXnorm ∼→ g˜rHodgeM.
This theorem combined with some deep results of Saito [Sa], to be reviewed in §2.3, yields
the following theorem that confirms a conjecture of M. Haiman, [Ha3, Conjecture 7.2.3].
Theorem 1.3.4. Xnorm is a Cohen-Macaulay and Gorenstein variety with trivial canonical sheaf.
Theorem 1.3.4 will be deduced from Therem 1.3.3 in §2.6.
Corollary 1.3.5 (§6.4). The scheme Cnorm is Cohen-Macaulay.
Corollary 1.3.6 (§9.2). The Dg-module Dg/Dg ·ad g comes equipped with a canonical filtration F
such that one has an isomorphism g˜rF (Dg/Dg ·ad g) ∼= ψ∗OCnorm , of OG-modules.
The last corollary implies (see §9.2) the following result that has been proved earlier by
Levasseur and Stafford [LS2, Theorem 1.2] in a totally different way.
Corollary 1.3.7. (i) D(g)/D(g) ad g is a Cohen-Macaulay (non-holonomic) left D(g)-module.
(ii) The natural right action of the algebra C[g]G makesD(g)/D(g) ad g a flat right C[g]G-module.
1.4. Group actions. One has a natural G ×W -action on g × t, resp. on G × T, where the
group G acts on the first factor and the group W acts on the second factor. There is also a
C×-action on g, resp. on g× t, by dilations. So, we obtain a C××C×-action onG = T ∗g, resp.
onG×T = (g× t)× (g× t) = T ∗(g× t), such that the standard C×-action by dilations along
the fibers of the cotangent bundle corresponds, via the above identification, to the action of
the subgroup {1}×C× ⊂ C××C×. Thus, we have made the space g×t aG×W×C×-variety,
resp. the space G× T a G×W ×C× × C×-variety.
The scheme X is clearly G×W ×C××C×-stable. The resulting G×W ×C××C×-action
on X induces one on Xnorm since a reductive group action can always be lifted canonically
to the normalization, [Kr], §4.4.
On the other hand, the group G×W × C× acts on g× t and the Harish-Chandra module
M has the natural structure of a G×W × C×-equivariant D-module. The Hodge filtration
on M is canonical, therefore, this G × W × C×-action respects the filtration. Hence, the
group G ×W × C× acts naturally on g˜rHodgeM. There is also an additional C×-action on
g˜rHodgeM that comes from the grading. Thus, combining all these actions together, one may
view g˜rHodgeM as a G×W × C× × C×-equivariant coherent sheaf on G× T.
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The isomorphism of Theorem 1.3.3 respects theG×W ×C××C×-equivariant structures.
The equivariant structure on the sheafOXnorm makes the coordinate ringC[Xnorm] a bigraded
locally finite G×W -module.
In §§3.4,4.5, we will construct a ”DG resolution” of Xnorm, a (derived) ”double analogue”
of the Grothendieck-Springer resolution, cf. Remark 4.5.4. We show that the DG algebra
of global sections of our resolution is acyclic in nonzero degrees. Using this, a standard
application of the Atiyah-Bott-Lefschetz fixed point theorem yields the following result.
Theorem 1.4.1 (see [BG, §2.4]). The bigraded T -character of C[Xnorm] is given by the formula
χC
××C××T (OXnorm) =
1
(1− q)r(1− t)r ·
∑
w∈W
w
 ∏
α∈R+
1− qt eα
(1− e−α)(1 − q eα)(1 − t eα)
 .
Here, R+ denotes the set of positive roots of g and the product in the right hand side of
the formula is understood as a formal power series of the form
∑
m,n≥0 am,n · qmtn where
the coefficients am,n are viewed as elements of the representation ring of the torus T .
We refer to [BG] for the proof and some combinatorial applications of the above theorem.
1.5. A coherent sheaf on the commuting scheme. The first projection G × T → G restricts
to a map p : X→ C. Therefore, the composite Xnorm → X→ C factors through a morphism
pnorm : Xnorm → Cnorm. It is immediate to see that pnorm is a finite G × C× × C×-equivariant
morphism and that the groupW acts along the fibers of this morphism.
Let R := (pnorm)∗OXnorm . This is a G × C× × C×-equivariant coherent sheaf of OCnorm -
algebras. The action of the groupW along the fibers of the map pnorm gives aW -action on R
by OCnorm-algebra automorphisms. Therefore, for any finite dimensional W -representation
E, one has a coherent sheaf RE := (E ⊗ R)W , the E-isotypic component of R. Equivalently,
in terms of the contragredient representation E∗, we have RE = HomW (E
∗,R).
The sheaf R enjoys the following properties, see §6.6.
Corollary 1.5.1. (i) The sheaf R is Cohen-Macaulay and we have
OCnorm ∼= RW , resp. KCnorm ∼= R sign.
(ii) There is aG×W ×C× × C×-equivariant isomorphism R ∼= HomOCnorm (R, KCnorm). Further-
more, for any finite dimensionalW -module E, this gives an isomorphism
R
E∗⊗ sign ∼= HomOCnorm (RE , KCnorm).
Given x ∈ g, let gx denote the centralizer of x in g. Similarly, write gx,y = gx ∩ gy for the
centralizer of a pair (x, y) ∈ C in g. We call an element x ∈ g, resp. a pair (x, y) ∈ C, regular
if we have dim gx = r, resp. dim gx,y = r. Let g
r, resp. Cr, be the set of regular elements of g,
resp. of C. One shows that the set Cr is a Zariski open and dense subset of C which is equal
to the smooth locus of the scheme C, cf. Proposition 2.1.1 below.
There is a coherent sheaf g on Cnorm, the ”universal stabilizer sheaf”, such that the geometric
fiber of g at each point is the Lie algebra of the isotropy group of that point under the G-
action, cf. §5.4 for a more rigorous definition. Any pair (x, y) ∈ Cr may be viewed as a point
of Cnorm. The sheaf g |Cr is locally free; its fiber at any point (x, y) ∈ Cr equals, by definition,
the vector space gx,y.
Part (i) of the following theorem says that the sheaf R gives an algebraic vector bundle on
Cr that has very interesting structures. Part (ii) of the theorem provides a description of the
isotypic componentsR∧
s
t = (∧st⊗R)W , coresponding to the wedge powers ∧st, s ≥ 0, of the
reflection representation ofW , in terms of the sheaf g .
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Theorem 1.5.2 (§§6.4,6.5). (i) The restriction of the sheaf R to Cr is a locally free sheaf. Each fiber
of the corresponding algebraic vector bundle is a finite dimensional algebra that affords the regular
representation of the groupW .
(ii) For any s ≥ 0, there is a naturalG×C× × C×-equivariant isomorphism R∧st|Cr ∼= ∧sg |Cr .
1.6. Small representations. Let L be a finite dimensional rational G-representation. Given
a Lie subalgebra a ⊂ g, we put La := {v ∈ L | av = 0, ∀a ∈ a}. In particular, we have that Lt
is the zero weight space of L. In §5.1, we introduce a coherent sheaf Lg on Cnorm such that
the geometric fiber of Lg at any sufficiently general point (x, y) ∈ Cnorm is the vector space
Lgx,y .
Following A. Broer [Br], we call L small if the set of weights of L is contained in the root
lattice of g and, moreover, 2α is not a weight of L, for any root α. Part (i) of our next theorem
provides a description of W -isotypic components of the sheaf R which correspond to the
W -representation in the zero weight space of a small G-representation.
Theorem 1.6.1. Let E be aW -representation, resp. L be a small G-representation. Then, we have
(i) There is a canonical isomorphism Lg ∼= RLt , of G× C× × C×-equivariant OCnorm-sheaves.
(ii) Restriction to T ⊂ Cnorm induces bigraded C[T]W -module isomorphisms:
Γ(Cnorm, R
E)G ∼→ (E ⊗ C[T])W , resp. (L⊗ C[Cnorm])G ∼→ (Lt ⊗ C[T])W .
(iii) For any s ≥ 0, one has an isomorphism Γ(Cr, ∧sg)G ∼= (∧st⊗ C[T])W .
Part (i) of the theorem will be proved in §6.5 and parts (ii)-(iii) will be proved in §6.7.
Remark 1.6.2. (a) The adjoint representation L = g is small. In this case, one has Lg = g.
So, the above theorem yields a sheaf isomorphism g ∼= Rt and a bigraded C[T]W -module
isomorphism (g⊗ C[Cnorm])G ∼= (t⊗C[T])W .
(b) Let G = PGL(V ) and let n = dimV . The natural GL(V )-action on (V ∗)⊗n ⊗ ∧nV
descends to G and the resulting G-representation L is known to be small. Furthermore,
the zero weight space of that representation is isomorphic, as a W -module, to the regular
representation of the Symmetric group W = Sn. Hence, for L = (V
∗)⊗n ⊗ ∧nV , we have
R ∼= RLt . Therefore, Theorem 1.6.1(i) yields an isomorphism R ∼= ((V ∗)⊗n ⊗ ∧nV )g .
Using the tautological injective morphism u : Lg →֒ L ⊗ OCnorm and writing u∗ for the
dual morphism one obtains the following selfdual diagram of sheaves on Cnorm:
V ⊗n ⊗ ∧nV ∗ ⊗KCnorm u
∗
// HomOCnorm (R,KCnorm) ∼= R 
 u // (V ∗)⊗n ⊗ ∧nV ⊗OCnorm ,
where the isomorphism in the middle is due to Corollary 1.5.1(ii).
The above diagram is closely related to formula (40) in [Ha1, Proposition 3.7.2].
1.7. Principal nilpotent pairs. Given a regular point x = (x1, x2) ∈ C, letRx be the fiber at x
of (the algebraic vector bundle on Cr corresponding to) the locally free sheafR. By definition,
one has Rx = C[p
−1
norm(x)] where p
−1
norm(x), the scheme theoretic fiber of the morphism pnorm
over x, is aW -stable (not necessarily reduced) finite subscheme of Xnorm. Thus,Rx is a finite
dimensional algebra equipped with aW -action.
TheW -module Rx is isomorphic to the regular representation ofW, by Theorem 1.5.2(i).
In particular, one has dimRWx = dimR
sign
x = 1. The line R
W
x is clearly spanned by the unit of
the algebra Rx. Further, one has a canonical map Rx → R signx , r 7→ r sign, theW -equivariant
projection to the isotypic component of the sign representation. This map gives, thanks to
the isomorphism KCnorm ∼= R sign of Corollary 1.5.1(i), a nondegenerate trace on the algebra
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Rx. In otherwords, the assignment r1×r2 7→ (r1·r2) sign provides a nondegenerate symmetric
bilinear pairing on Rx.
The most interesting fibers of the sheaf R are, in a sense, the fibers over principal nilpotent
pairs. Following [Gi], we call a regular pair e = (e1, e2) ∈ Cr a principal nilpotent pair if
there exists a rational homorphism C× × C× → G, (τ1, τ2) 7→ g(τ1, τ2) such that one has
τi · ei = Ad g(τ1, τ2)(ei) i = 1, 2, ∀τ1, τ2 ∈ C×. (1.7.1)
Given a principal nilpotent pair e, we introduce a ‘twisted’ C× × C×-action on G given,
for (τ1, τ2) ∈ C× × C×, by the formula
(x, y) 7→ (τ1, τ2) •e (x, y) =
(
τ1 · Ad g(τ1, τ2)−1(x), τ2 ·Ad g(τ1, τ2)−1(y)
)
.
The •e-action on G, combined with the usual C× × C×-action on T by dilations of the
two factors t, gives a C× × C×-action on G × T. The subvarieties C and X are clearly •e-
stable. Lifting the actions to normalizations, one gets aC× × C×-action (to be referred to as a
•e-action again) on Cnorm, resp. on Xnorm. The map pnorm : Xnorm → Cnorm is •e-equivariant.
Equations (1.7.1) force e1, e2 be nilpotent elements of g. The scheme p
−1
norm(e) is nonre-
duced and it has a single closed point, the element (e, 0) ∈ G × T. The point e ∈ Cr is,
by construction, a fixed point of the •e-action on Cnorm. Hence, p−1norm(e) is a •e-stable sub-
scheme of Xnorm. We conclude that the coordinate ring Re = C[p
−1
norm(e)] is a local algebra
and the C× × C×-action on p−1norm(e) gives a Z2-grading Re =
⊕
m,n∈Z R
m,n
e on that algebra.
Associated with the nilpotent pair e = (e1, e2) there is a pair of commuting semisimple
elements of g defined by hs :=
∂g(τ1,τ2)
∂τs
∣∣
τ1=τ2=1
, s = 1, 2. Let g1 = gh2 , resp. g
2 = gh1 (note
that the indices are ”flipped”). Thus, gs, s = 1, 2, is a Levi subalgebra of g such that es ∈ gs.
The Lie algebra gh1,h2 = g
1 ∩ g2 is known to be a Cartan subalegebra of g. So, we may (and
will) put t := gh1,h2 . Let R
+
s be the set of positive roots, resp. Ws the Weyl group, of the
reductive Lie algebra gs.
The pair h = (h1, h2) is regular, [Gi, Theorem 1.2]; furthermore, the fiber p
−1
norm(h) is a
reduced finite subscheme of G × T. Specifically, writing W ·h for the W -orbit of the ele-
ment h ∈ T, one has a bijection W ·h ∼→ p−1norm(h), w(h) 7→ (h, w(h)). Thus, the algebra
Rh = C[p
−1
norm(h)] is a semisimple algebra isomorphic to C[W ·h], the coordinate ring of the
setW ·h.
Let C≤m[t], m = 0, 1, 2, . . . , be the space of polynomials on t of degree ≤ m. We intro-
duce a pair of ascending filtrations on the algebra C[T] = C[t] ⊗ C[t] defined by ′FmC[T] =
C
≤m[t] ⊗ C[t], resp. ′′FmC[T] = C[t] ⊗ C≤m[t]. The algebra C[W ·h] is a quotient of the alge-
bra C[T] hence it inherits from C[T] a pair of quotient filtrations ′F qC[W ·h] and ′′F qC[W ·h],
respectively. We further define bifiltrations
Fm,nC[T] :=
′FmC[T] ∩ ′′FnC[T], Fm,nC[W ·h] := ′FmC[W ·h] ∩ ′′FnC[W ·h], m, n ≥ 0,
on the algebras C[T] and C[W ·h], respectively. Let grF C[T], resp. grF C[W ·h], be an associ-
ated bigraded algebra, see §7 for more details.
One of the central results of the paper is the following theorem motivated, in part, by
[Ha3, §4.1]. Part (i) of the theorem describes how C[W ·h] = Rh, a semisimple Gorenstein
algebra, degenerates to the bigraded Gorenstein algebra Re.
Theorem 1.7.2. (i) There is aW -equivariant Z2-graded algebra isomorphism Re ∼= grF C[W ·h].
(ii) We have Ri,je = 0 unless 0 ≤ i ≤ d1 & 0 ≤ j ≤ d2, where ds := #R+s , s = 1, 2.
The proof of this theorem occupies §§7.2-7.4. The main idea of the proof is to use the
semisimple pair h to produce a 2-parameter deformation of the point e inside Cr. One
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may pull-back the sheaf R|Cr to the parameter space of the deformation. This way, we ob-
tain a locally free sheaf on C2. On the other hand, a construction based on Rees algebras
gives another locally free sheaf on C2 such that its fiber over the origin is the vector space
grF C[W ·h]. Using a careful analysis (Lemma 7.2.1) based on the theory of W -invariant
polynomials on t we obtain an isomorphism between the restrictions of the two sheaves
in question to the complement of the origin in C2 (Proposition 7.3.7). We then exploit the
fact that an isomorphism between the restrictions to the punctured plane of two locally free
sheaves automatically extends across the puncture.
From Theorem 1.7.2 we deduce, cf. §7.6,
Corollary 1.7.3. There is a naturalW -module isomorphism (cf. [Ha3, Proposition 4.1.2]):⊕
m≥0 R
0,m
e
∼= C[W/W1], resp.
⊕
n≥0 R
n,0
e
∼= C[W/W2].
One has the following criteria for the variety X be normal (hence, by Theorem 1.3.4, also
Cohen-Macaulay and Gorenstein) at the point (e, 0), see §7.6:
Corollary 1.7.4. The following properties of a principal nilpotent pair e are equivalent:
(i) The restriction map C[T] = Γ(Cnorm,R)
G → Re is surjective;
(ii) The natural projection grF C[T]→ grF C[W ·h] is surjective;
(iii) The variety X is normal at the point (e, 0).
In the special case of the group G = GLn, Theorem 1.7.2 follows from the work of M.
Haiman, [Ha3, §4.1]. Moreover, in this case, thanks to Haiman’s result on the normality of
the isospectral Hilbert scheme ([Ha1], Proposition 3.8.4) and to the classification of principal
nilpotent pairs in the Lie algebra gln (see [Gi, Theorem 5.6]), one knows that the equivalent
properties of Corollary 1.7.4 hold true for any principal nilpotent pair. We remark also that
Haiman shows that the validity of the Cohen-Macaulay property of the scheme X at each
principal nilpotent pair in the Lie algebra gln is actually equivalent to the validity of the
n!-theorem, see [Ha1, Proposition 3.7.3].
On the other hand, Haiman produced an example, see [Ha3, §7.2.1], of a principal nilpo-
tent pair e for the Lie algebra g = sp6 where the analogue of the n!-theorem fails, hence
the corresponding homomorphism grC[T] → grC[W ·h] is not surjective and the scheme X
is not normal at the point (e, 0). Another example is provided by the exceptional principal
nilpotent pair in the simple Lie algebra of type E7 discussed below.
1.8. The polynomial ∆e. From the isomorphism Re = gr
F C[W ·h], of Theorem 1.7.2, we
see that grF C[W ·h] is a Gorenstein algebra and that the line (grF C[W ·h]) sign is the socle of
that algebra. In most cases, one can actually obtain a more explicit description of the socle.
To explain the meaning of the words ”most cases”, we recall that the simple Lie algebra
of typeE7 has one ‘exceptional’ conjugacy class of principal nilpotent pairs e = (e1, e2) such
that each of the nilpotent elements e1 and e2 has Dynkin labels
[ 0
101010
]
. Following [Gi,
Definition 4.1], we call a principal nilpotent pair e = (e1, e2), of an arbitrary reductive Lie
algebra g, non-exceptional provided none of the components of e corresponding to the simple
factors of g of typeE7 belong to the exceptional conjugacy class of principal nilpotent pairs.
Let hˇs = 〈hs,−〉, s = 1, 2, be a linear function on t that corresponds to the element hs via
the invariant form.
The following result provides a simple description of the socle of the algebra grF C[W ·h]
in the case of nonexceptional nilpotent pairs.
Theorem 1.8.1 (see §7.5). For any non-exceptional principal nilpotent pair e, we have
(grF C[W ·h]) sign = grd1,d2 C[W ·h].
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Morover, a base vector of the 1-dimensional vector space on the right is provided by the image
under the map grF C[T]→ grF C[W ·h] of the class of the following bihomogeneous polynomial:
∆e :=
∑
w∈W
sign(w) · w(hˇd11 ⊗ hˇd22 ) ∈ C[T] sign. (1.8.2)
Remark 1.8.3. The polynomial∆ewas first introduced in [Gi]. It is aW -harmonic polynomial
on T that provides a natural generalization to the case of arbitrary reductive Lie algebras of
the Garsia-Haiman polynomial on Cn × Cn. The proof of Theorem 1.8.1 is based on the
properties of ∆e established in [Gi, §4]. The relevance of the notion of non-exceptional pair
is due to [Gi, Theorem 4.4], one of the main results of loc cit, which says that∆e 6= 0 holds if
and only if the principal nilpotent pair e is non-exceptional. ♦
One may pull-back the function ∆e via the projection Xnorm → T. The resulting W -
alternating function on Xnorm gives a G-invariant section, se, of the sheaf R
sign. Let se(e) ∈
R
sign
e denote the value of the section se at the point e.
Corollary 1.8.4 (see §7.6). For a non-exceptional principal nilpotent pair e, one has: ∆e(h) 6= 0
and se(e) 6= 0. Moreover, we have that R signe = Rd1,d2e = C · se(e) is the socle of the algebra Re.
Let 〈−,−〉 : T×T→ C be the naturalW×W -invariant bilinear form given by the formula
〈x,y〉 := 〈x1, y1〉+ 〈x2, y2〉, for any x = (x1, x2), y = (y1, y2) ∈ T.
We define a holomorphic function E on T× T as follows
E(x,y) :=
∑
w∈W
sign(w) · e〈x, w(y)〉 , x,y ∈ T.
It is clear that, for any x,y, we have E(x,y) = E(y,x). Observe also that the function E
is W -invariant with respect to the diagonal action on T × T and, for any fixed x ∈ G, the
function E(x,−) = E(−,x) is aW -alternating holomorphic function on T.
Similarly to the above, one can pull-back the functionE via the projectionXnorm×Xnorm →
T× T. The resulting function on Xnorm ×Xnorm gives a G×G-invariant holomorphic section,
S, of the coherent sheaf R sign ⊠ R sign on C× C.
The following result shows that the section S provides a canonical holomorphic interpola-
tion between the algebraic sections se associated with various, not necessarily G-conjugate,
principal nilpotent pairs e of the Lie algebra g.
Proposition 1.8.5 (§7.6). For any non-exceptional principal nilpotent pair e, in R sign⊠R signe , resp.
in R
sign
e ⊠ R
sign, one has
S|C×{e} = c · se ⊠ se(e), resp. S|{e}×C = c · se(e)⊠ se where c =
1
d1!·d2!·∆e(h) .
1.9. Relation to work of M. Haiman. Let Hilbn(C2) be the Hilbert scheme of n points in
C
2. In his work on the n!-theorem, Haiman introduced a certain isospectral Hilbert scheme
H˜ilb
n
(C2), a reduced finite scheme over Hilbn(C2), see [Ha1]. The main result of loc cit says
that H˜ilb
n
(C2) is a normal, Cohen-Macaulay and Gorenstein scheme.
Now, let G = GLn. It turns out that there is a Zariski open dense subset C
◦ ⊂ Cr such
that the projection pnorm : p
−1
norm(C
◦) → C◦ is closely related to the projection H˜ilbn(C2) →
Hilbn(C2), see §8. Using this relation, we are able to deduce from our Theorem 1.3.4 that
the normalization of the isospectral Hilbert scheme is Cohen-Macaulay and Gorenstein, see
Proposition 8.2.4. Unfortunately, our approach does not seem to yield an independent proof
of normality of the isospectral Hilbert scheme, while the proof of normality given in [Ha1,
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Proposition 3.8.4] is based on the ‘polygraph theorem’ [Ha1, Theorem 4.1], a key technical
result of [Ha1].
Nonetheless, we are able to use the locally free sheaf R|Cr to construct a rank n! algebraic
vector bundle P on Hilbn(C2)whose fibers afford the regular representation of the Symmet-
ric group. The results of Haiman [Ha1] then insure that the vector bundle P is isomorphic, a
posteriori, to the Procesi bundle, cf. Corollary 8.2.5.
We note that the properties of the vector bundle P that we construct are often sufficient
(without the knowledge of the isomorphism with the Procesi bundle) for applications. This
is so, for instance, in the new proof of the positivity of Kostka-Macdonald polynomials
found recently by I. Gordon [Go]. Another situation of this kind is provided by Theorem
1.9.1 below. See also various combinatorial results established in [BG].
Let V = Cn be the fundamental representation of G = GLn and let V be the tautological
rank n vector bundle on Hilbn(C2), see §8.3.
Given an integer m ≥ 0, let Cm[V ] be the space of degree m homogeneous polynomials
on V , and let Sm be the symmetric group onm letters. The group Sm acts naturally on V
⊗m,
resp. on V⊗m, hence also on C[Xnorm] ⊗ Cm[V ] ⊗ V ⊗m, resp. on P ⊗ V⊗m, via the action on
the last tensor factor.
We also have the group W = Sn and a natural W × C× × C× action on Xnorm, resp.
on P, hence on C[Xnorm] ⊗ Cm[V ] ⊗ V ⊗m, resp. on P ⊗ V⊗m, via the action on the first
factor. Finally, we let the subgroup SLn ⊂ GLn act diagonally on C[Xnorm]⊗Cm[V ]⊗ V ⊗m.
The SLn-action commutes with the previously defined actions of other groups. Thus, the
space
(
C[Xnorm]⊗Cm[V ]⊗V ⊗m
)SLn , of SLn-invariants, acquires the natural structure of an
Sm ×W -equivariant bigraded C[T]-module.
Theorem 1.9.1 (see §8.3). There is aW × Sm-equivariant bigraded C[T]-module isomorphism(
C[Xnorm]⊗ Cm[V ]⊗ V ⊗m
)SLn ∼→ Γ(Hilbn(C2), P⊗ V⊗m), ∀m ≥ 0.
We remark that the space of global sections that appears on the right hand side of the
isomorphism above is the ”polygraph space” that played a key role in the work of Haiman.
In [Ha4, Theorem 3.1], Haiman gives a bigraded character formula for the polygraph space
in terms of Macdonald polynomials. On the other hand, our Theorem 1.4.1 may be used
to find the bigraded character of the vector space
(
C[Xnorm]⊗ Cm[V ] ⊗ V ⊗m
)SLn . Combin-
ing these results with Theorem 1.9.1, one obtains a certain explicit identity that relates the
formal power series in the right hand side of the formula of Theorem 1.4.1 to Macdonald
polynomials, see [BG] for more details.
A particularly nice special case occurs in the situation where the integer m, in Theorem
1.9.1, is a multiple of n, i.e., such that m = kn for some integer k ≥ 1. Let Ak ⊂ C[T] be
the vector space spanned by the products of k-tuples of elements of C[T]sign, the space of
W -alternating polynomials. The bigrading on C[T] induces one on Ak and we have
Proposition 1.9.2. For any k ≥ 1, there is a natural bigraded isomorphism (see §8.5):(
C[Cred]⊗ Ckn[V ]
)SLn ∼→ Ak.
This result may be viewed as an example of a situation involving the isomorphism of
Theorem 1.9.1 where taking normalizations is unnecessary.
1.10. Layout of the paper. In section 2 we begin with basic properties of commuting and
isospectral varieties. We then review the material involving holonomicD-modules and (po-
larizable) Hodge modules that will be used in the paper. We show that the Harish-Chandra
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module M is a simple holonomic D-module and give M the structure of a Hodge mod-
ule. We explain that Saito’s results on Hodge modules imply easily that the coherent sheaf
grHodgeM is Cohen-Macaulay and Gorenstein. This allows us to reduce the proof of The-
orem 1.3.3 to an isomorphism grHodgeM|Xrr ∼= OXrr , where Xrr is a certain open subset
of X, and to a codimension estimate involving Xrr . We finish the section by showing how
Theorem 1.3.3 implies Theorem 1.3.4.
In section 3, we recall the defininition of the Grothendieck-Springer resolution and con-
struct its ‘double analogue’. We introduce a DG algebra A such that its homogeneous com-
ponents are locally free sheaves on the double analogue of the Grothendieck-Springer res-
olution. The spectrum of the DG algebra A may be thought of as a DG resolution of the
isospectral commuting variety.
In section 4, we recall the Hotta-Kashiwara construction of the Harish-Chandra module
M as a direct image of the structure sheaf of the Grothendieck-Springer resolution. We use
the Hotta-Kashiwara construction to obtain a description of the sheaf grHodgeM in terms
of the DG algebra A. From that description, we deduce the above mentioned isomorphism
grHodgeM|Xrr ∼= OXrr .
In section 5, we give the definition of the ‘universal stabilizer’ sheaf. Further, we associate
with any finite dimensionsal representation L of the Lie algebra g a coherent sheaf Lg , on gr.
In the case where the representation L is small, we obtain, using a refinement of an idea due
to Beilinson and Kazhdan, a description of the sheaf Lg in terms the ‘universal zero weight
space’ of L. At the end of the section we indicate how to modify the construction in order to
obtain a similar description of Lg for a not necessarily small representation L.
In section 6, we introduce a stratification of the commutating variety and use it to prove
the above mentioned dimension estimate involving the set Xrr which is required for our
proof of Theorem1.3.3. We then prove Theorems 1.5.2 and 1.6.1 by adapting the construction
of §5 to a ‘double’ setting. We also prove Corollary 1.5.1.
Section 7 is devoted to the proofs of all the results stated in §§1.7-1.8 of the Introduction.
In section 8, we consider the case of the groupGLn. We apply our results about commut-
ing varieties to the geometry of the isospectral Hilbert scheme. We discuss relations with
the work of M. Haiman and prove the results stated in §1.9.
Finally, in section 9, we prove Corollary 1.3.6 and Corollary 1.3.7.
We remark that the proof of the main results, Theorem 1.3.3 and Theorem 1.3.4, is rather
long. The argument involves several ingredients of different nature. The discussion of these
igredients is spread over a number of sections of the paper. Our division into sections has
been made according to the nature of the material rather than to the order in which that
material is actually used in the proof.
To make the logical structure of our arguments more clear, below is an outline of the main
steps of the proof of Theorem 1.3.3 and Theorem 1.3.4, listed in the logical order:
§§2.6, 6.3: Define a Zariski open smooth subset Xrr ⊂ X and show that the set X r Xrr has
codimension ≥ 2 in X (Corollary 2.6.5).
§§3.1, 3.3: Introduce the ‘double analogue’ of the Grothendieck-Springer resolution and show
that it is an isomorphism over Xrr (Corollary 3.3.5).
§§2.4, 2.5: Show thatM is a simpleD-module with the natural structure of a Hodge module.
§§4.2, 4.4: Use the Hotta-Kashiwara construction ofM to get a description (see Corollary 4.4.6)
of g˜rHodgeM in terms of the double analogue of the Grothendieck-Springer resolution.
§4.5: Establish an isomorphism: g˜rHodgeM|Xrr ∼= OXrr (see Proposition 2.6.6 and §4.5).
§2.5: Deduce from Saito’s theory that the sheaf g˜rHodgeM is Cohen-Macaulay and selfdual
(Corollary 2.5.1).
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§2.6: Deduce Theorem 1.3.3 from Lemma 2.6.1, using Proposition 2.6.6 and Corollary 2.6.5
(which were proved at an earlier stage). Deduce Theorem 1.3.4 from Theorem 1.3.3 and
Corollary 2.5.1.
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Special thanks are due to Iain Gordon for showing me a draft of [Go] well before that paper was
finished, for many stimulating discussions, and for a carefull reading of (many) preliminary versions
of the present paper. I thank Eric Vasserot for pointing out a connection of Theorem 1.4.1with a result
in [SV], cf. also §3.4. Vladimir Drinfeld and Mark Haiman have helped me with some questions of
algebraic geometry.
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2. ANALYSIS OF THE HARISH-CHANDRA MODULE
2.1. Isospectral varieties. Let grs ⊂ gr be the set of regular semisimple elements, resp. Crs ⊂
Cr be the set of pairs (x, y) ∈ Cr such that both x and y are semisimple.
Basic properties of the commuting scheme Cmay be summarized as follows.
Proposition 2.1.1. (i) The set Crs is Zariski open and dense in C. Thus, C is a generically reduced
and irreducible scheme; moreover, we have dimC = dim g+ r.
(ii) The smooth locus of the scheme C equals Cr; for any (x, y) ∈ C one has dim gx,y ≥ r.
Here, part (i) is due to Richardson [Ri1]. For the proof of part (ii) see e.g. [Po, Lemma 2.3],
or Remark 6.6.2 of section 6 below.
Let g//G := SpecC[g]G, resp. C//G := SpecC[C]G, be the categorical quotient. The nat-
ural restriction homomorphism C[g]G → C[t]W , resp. C[C]G → C[T]W , cf. (1.3.1), gives
morphisms of schemes t→ t/W → g//G, resp. T→ T/W → C//G.
Remark 2.1.2. The morphism t/W → g//G is an isomorphism by the Chevalley restriction
theorem. One can show, using that the map C[C]G → C[T]W is surjective by a theorem of
Joseph [Jo], that the morphism T/W → C//G induces an isomorphism T/W ∼→ [C//G]red. It
is expected that the scheme C//G is in fact reduced. This is known to be so in the special
case of the group G = GLn, see [GG, Theorem 1.3]. ♦
Next, we form a fiber product x := g ×g//G t, resp. C ×C//G T, a closed G × W -stable
subscheme of g× t, resp. ofG×T. It is clear that the set xrs := grs×g//G t is a smooth Zariski
open subset of x, resp. Xrs := Crs ×C//G T is a smooth Zariski open subset of C×C//G T. The
first projection x → g, resp. C ×C//G T → C, is a G-equivariant finite morphism. The group
W acts along the fibers of this morphism.
Part (i) of the following lemma is Corollary 6.2.3 of §6 below, and part (ii) is clear.
Lemma 2.1.3. (i) The set xrs, resp. Xrs, is an irreducible dense subset of x, resp. of C×C//G T.
(ii) The first projection xrs → grs, resp. Xrs ։ Crs, is a Galois covering with Galois groupW .
The scheme x is known to be a reduced normal complete intersection in g × t, cf. eg [BB].
On the contrary, the scheme C ×C//G T is not reduced already in the case g = sl2. This
motivated M. Haiman, [Ha2, §8], [Ha3, §7.2], to introduce the following definition, which is
equivalent to formula (1.3.2) of the Introduction.
Definition 2.1.4. The isospectral commuting variety is defined as X := [C×C//G T]red, a reduced
fiber product. Let p : X→ C, resp. p
T
: X→ T, denote the first, resp. second, projection.
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Lemma 2.1.3(i) shows that X is an irreducible variety and that we may (and will) identify
the set Xrs with a smooth Zariski open and dense subset of X.
Let r := {(x, t) ∈ x | x ∈ gr}. This is a Zariski open and dense subset of x which is
contained in the smooth locus of x (since the differential of the adjoint quotient map g →
g//G is known to have maximal rank at any point of gr). Let Nr be the total space of the
conormal bundle on r in g× t and let Nr be the closure of Nr in T ∗(g × t).
In general, letX be a smooth variety. An irreducible reduced subvariety Λ ⊂ T ∗X is said
to be Lagrangian if the tangent space to Λ at any smooth point of Λ is a Lagrangian subspace
of the tangent space to T ∗X with respect to the canonical symplectic 2-form on T ∗X.
Lemma 2.1.5. In T ∗(g × t) = G × T, we have Nr = X. In particular, X is a C× × C×-stable
Lagrangian subvariety and Nr is a smooth Zariski open and dense subset of X.
Proof. Let t′ := t ∩ gr and X′ := {(x, y, t1, t2) ∈ X | x ∈ grs}. We claim that X′ ⊂ Nr. To
see this we observe that the assignment gT × (t1, t2) 7→
(
Ad g(t1), Ad g(t2), t1, t2
)
yields an
isomorphism (G/T ) × t′ × t ∼→ X′, see Lemma 6.2.2. Thus, by G-equivariance, it suffices to
show that every point of X′ of the form (t1, t2, t1, t2) is contained in Nr. Any tangent vector
to r at the point (t1, t1) ∈ g× t has the form ξ = ([a, t1]+ t, t) ∈ g× t, for some a ∈ g and some
t ∈ t. Further, the covector that corresponds to the element (t1, t2, t1, t2) via our identification
G × T ∼→ T ∗g × T ∗t = T ∗(g × t) is the linear function ξ∗ : g × t : (u, v) 7→ 〈t2, u〉 − 〈t2, v〉.
Therefore, using the invariance of the bilinear form 〈−,−〉, we find
〈ξ∗, ξ〉 = 〈t2, [a, t1] + t〉 − 〈t2, t〉 = 〈t2, [a, t1]〉 = 〈a, [t1, t2]〉 = 0.
Thus, we have proved that X′ ⊂ Nr. Moreover, it is clear that X′ is an open subset of
X ∩ Nr and, we have dimX′ = dim(G/T × t′ × t) = dim(g × t) = 12 dimT ∗(g × t) = dimNr.
Now, Lemma 2.1.3(i) implies that X is reduced and irreducible. Hence, X′ is a dense subset
both in X and in Nr. It follows that X = X′ = Nr. 
2.2. Let X be a smooth variety and q : T ∗X → X the cotangent bundle. The sheaf DX
comes equipped with an ascending filtration F ordq DX by the order of differential operator.
For the associated graded sheaf, one has a canonical isomorphism grordDX ∼= q∗OT ∗X .
LetM be a DX -module. An ascending filtration F qM such that F
ord
i DX ·FjM ⊂ Fi+jM,
∀i, j, is said to be good if grF M , an associated gradedmodule, is a coherent q∗OT ∗X -module.
In that case, there is a canonically defined coherent sheaf g˜rF M on T ∗X such that one has an
isomorphism grF M = q∗ g˜r
F M of q∗OT ∗X -modules. Wewrite [Supp(g˜rF M)] for the support
cycle of the sheaf g˜rF M , a linear combination of the irreducible components of the support
of g˜rF M counted with multiplicites. This is an algebraic cycle in T ∗X which is known to be
independent of the choice of a good filtration onM , cf. [Bo].
Recall that M is called holonomic if one has dimSupp(g˜rF M) = dimX. In such a case,
each irreducible component of Supp(g˜rF M), viewed as a reduced variety, is a Lagrangian
subvariety of T ∗X. Holonomic DX -modules form an abelian category and the assignment
M 7→ [Supp(g˜rF M)] is additive on short exact sequences of holonomic modules, cf. eg. [Bo],
[HTT]. From this, one obtains
Lemma 2.2.1. IfM is aDX -module such that the cycle [Supp(g˜r
F M)] equals the fundamental cycle
of a Lagrangian subvariety, taken with multiplicity 1, thenM is a simple holonomic DX -module.
Given a morphism f : X → Y of smooth varieties, let DX→Y := OX
⊗
f−1OY
f−1DY .
Assuming f is proper, there is a direct image functor
∫ R
f = Rf∗(−
L⊗
DX
DX→Y ) between
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bounded derived categories of coherent right D-modules onX and Y , respectively. The cor-
responding functor on leftD-modules is then defined by
∫
f M = K−1Y
⊗
OY
∫ R
f (KX
⊗
OX
M),
see [HTT, pp.22-23, 69] for more details.
In the special case where f : X →֒ Y is a closed immersion, one hasOX
⊗
f−1OY
f−1DY =
DY |X so, we get
∫ R
f KX = f∗(KX⊗OX (DY |X)). ThisDY -module comes equippedwith a nat-
ural order filtration defined by the formula F ordm
( ∫ R
f KX
)
= f∗
(KX ⊗OX (F ordm DY )|X), m ≥
0. Thus, writing q : T ∗Y → Y for the cotangent bundle, in this case one obtains
g˜rord
(∫ R
f KY
)
= q∗(f∗KX). (2.2.2)
2.3. Filtered D-modules and duality. Below, we will use rudiments of the formalism of
filtered derived categories. Let
E : . . .
dk−2
// Ek−1
dk−1
// Ek
dk // Ek+1
dk+1
// . . . ,
be a filtered complex in an abelian category. One has the following useful
Definition 2.3.1. The filtered complex E is said to be strict if the morphism dk : FjE
k →
Im dk ∩ FjEk+1 is surjective, for any k, j ∈ Z.
This notion only depends on the quasi-isomorphism class of E in an appropriate filtered
derived category.
Given a filtered complex E, there is an induced filtration on each cohomology group
Hk(E), k ∈ Z. It is immediate from the construction of the standard spectral sequence of
a filtered complex that the filtered complex E is strict if and only if the spectral sequence
H
q
(grE) ⇒ grH q(E) degenerates at the first page, cf. [La, Lemma 3.3.5]. In that case, one
has a canonical isomorphism grH
q
(E) ∼= H q(grE).
Following G. Laumon and M. Saito, for any smooth algebraic variety X, one has an ex-
act (not abelian) category of filtered left DX-modules and also the corresponding derived
category. Thus, let FDX-mod be an additive category whose objects are DX -modules M
equipped with a good filtration F . Further, abusing the notation slightly, we let Dbcoh(FDX)
be the triangulated category whose objects are isomorphic to bounded complexes (M,F ), of
filteredDX -modules, such that each cohomology groupH
i(M,F ) is an object of FDX -mod,
cf. [La], [Sa].
In his work [Sa], M. Saito defines a semisimple abelian category HM(X) of polarizable
Hodge modules, see [Sa, §5.2.10]. The data of a polarizable Hodge module includes, in
particular, a holonomicDX -moduleM with regular singularities and a good filtration F on
M called Hodge filtration.2 Thus, (M,F ) is a filteredDX -module; abusing notation, we write
(M,F ) ∈ HM(X) and let g˜r(M,F ) denote the corresponding coherent sheaf on T ∗X.
Let D(−) = RHomDX (−,DX ⊗OX K−1X )[dimX] be the standard Verdier duality func-
tor on D-modules, cf. [HTT, §2.6]. Laumon and Saito have upgraded Verdier duality to
a triangulated contravariant duality functor FD on the category Dbcoh(FDX), cf. [La, §4],
[Sa, §2]. Furthermore, Saito showed that, for any (M,F ) ∈ HM(X), the filtered complex
FD(M,F ) ∈ Dbcoh(FDX) is strict, see [Sa], Lemma 5.1.13.
LetCohZ denote the abelian category of coherent sheaves on a scheme Z and letDbcoh(Z)
denote the corresponding bounded derived category.
2Part of the data involving ”polarization” will play no role in the present work. For this reason, from now
on, we will refer to polarizable Hodge modules as ‘Hodge modules’, for short.
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The assignment (M,F ) 7→ g˜rF M gives a functor FDX-mod → CohT ∗X that can be ex-
tended to a triangulated functor d˜gr : Dbcoh(FDX) → Dbcoh(T ∗X), cf. [La], (4.0.6). It is
essentially built into the construction of duality on filtered derived categories that the func-
tor d˜gr intertwines the duality FD on Dbcoh(FDX) with the Grothendieck-Serre duality on
Dbcoh(T
∗X), [La, §4], [Sa, §2].
Now let (M,F ) ∈ HM(X). Then M is a holonomic D-module. Hence D(M), viewed
as an object of the derived category, is quasi-isomorphic to its 0th cohomology. Therefore,
the strictness of the filtered complex FD(M,F ) implies that the complex d˜gr(FD(M,F )) has
nonvanishing cohomology in at most one degree. It follows, in view of the above, that the
Grothendieck-Serre dual of the object g˜r(M,F ) ∈ Dbcoh(T ∗X) has nonvanishing cohomology
in at most one degree again. Moreover, the cohomology sheaf in that degree is isomorphic
to g˜r(D(M)). In particular, one concludes that g˜r(M,F ) is a Cohen-Macaulay sheaf on T ∗X,
for any (M,F ) ∈ HM(X), see [Sa], Lemma 5.1.13.
2.4. The order filtration on the Harish-Chandra module. Observe that D(g) · ad g, a left
ideal of the algebraD(g), is stable under the G-action onD(g) induced by the adjoint action
on g. Multiplication in the algebra D(g) gives the quotient A := D(g)G/[D(g) · ad g]G a nat-
ural algebra structure called quantum Hamiltonian reduction, cf. eg. [GG, §7.1]. Furthermore,
it givesD(g)/D(g) · ad g the natural structure of an (D(g),A)-bimodule, [LS3], [GG, §7.1].
It is immediate from definitions that the radial part map rad considered in §1.2 descends
to a well defined map A → D(t)W . According to an important result, due to Levasseur and
Stafford [LS1]-[LS2] and Wallach [Wa], the latter map is an algebra isomorphism. Thus, one
may viewD(g)/D(g) ·ad g as an (D(g),D(t)W )-bimodule. It is easy to see that, taking global
sections on each side of formula (1.2.2), yields an isomorphism, cf. [LS3, p. 1109],
Γ(g× t,M) Ξ [D(g)/D(g)·ad g]⊗D(t)W D(t). (2.4.1)
Here, the object on the left has the structure of a left D(g) ⊗ D(t)-module and the object
on the right has the structure of a (D(g),D(t))-bimodule. These structures are related via
the isomorphism Ξ as follows Ξ[(u ⊗ v)m] = uΞ(m) v⊤, for any m ∈ Γ(g × t,M) and
any u ⊗ v ∈ D(g) ⊗ D(t) where v 7→ v⊤ is an anti-involution of the algebra D(t) given by
t 7→ t, ∂∂t 7→ − ∂∂t .
According to formula (1.2.2) the Harish-Chandra module has the formM = D/I where
I is a left ideal of D. The order filtration on D restricts to a filtration on I and it also
induces a quotient filtration F ordq M on D/I . Using the identifications T ∗(g × t) = G × T
and g˜rordD = OG×T, we get g˜rordM = OG×T/ g˜rord I where g˜rord I , the associated graded
ideal, is a subsheaf of ideals ofOG×T, not necessarily reduced, in general. A relation between
g˜rord I and J ⊂ OG×T, the ideal sheaf of the (non reduced) subscheme C ×C//G T ⊂ G × T,
is provided by part (i) of the lemma below.
Notation 2.4.2. We put δt :=
∏
α∈R+ α and t
r := t ∩ gr. Let dx ∈ Kg, resp. dt ∈ Kt, be a
constant volume form on g, resp. on t. Thus, dx dt is a section of Kg×t.
Write j : r →֒ g×t for the locally closed imbedding and let j!∗Or be theminimal extension,
see [Bo], of the structure sheaf Or viewed as aDr-module.
Lemma 2.4.3. (i) One has inclusions J ⊂ g˜rord I ⊂ √J .
(ii) The Harish-Chandra module M is a simple holonomic D-module, specifically, one has an
isomorphismM∼= j!∗Or and an equality [Supp(g˜rordM)] = [X] of algebraic cycles in G× T.
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Proof. To simplify notation, it will be convenient below to work with spaces of global sec-
tions rather than with sheaves. Thus, we put I = Γ(g × t,I) ⊂ D(g × t), resp. J =
Γ(G× T,J ) ⊂ C[G× T]. The vector space g× t being affine, it is sufficient to prove an ana-
logue of the lemma for the ideals gr I and J where throughout the proof we put gr := grord.
Equip the space D(g)/D(g) · ad g with the quotient filtration. Then, taking associated
graded spaces on each side of isomorphism (2.4.1) yields the following chain of graded
maps, where pr stands for the natural projection(
grD(g)
gr[D(g)·ad g]
) ⊗
grD(t)W
grD(t)
pr
// // gr
[(
D(g)
D(g)·ad g
) ⊗
D(t)W
D(t)
]
grΞ
gr Γ(g × t,M).
We have grD(g) = C[G]. Observe that the map gr(ad) : g → grD(g) may be identified
with the map κ∗ : g = g∗ → C[G], the pull-back morphism induced by the commutator
map κ. By definition, one has C[G]/C[G] ·κ∗(g) = C[C]. Therefore, using the inclusion
grD(g)·gr(ad)(g) ⊂ gr[D(g)·ad g] we obtain a chain of graded maps
C[C] = C[G]/C[G]·κ∗(g) = grD(g)/ grD(g)·gr(ad)(g) ։ grD(g)/ gr[D(g)·ad g]. (2.4.4)
We let a denote the composite map in (2.4.4).
Now, the radial part map rad : D(g)G → D(t)W is known to respect the order filtrations,
[Wa, §3]. Moreover, gr(rad) : grD(g)G → grD(t)W , the associated graded map, is nothing
but the algebra map res : C[G]G → C[T]W in (1.3.1). Thus, combining the maps in the two
displayed formulas above and writing b : C[T] ∼→ grD(t) for the standard isomorphism, we
obtain the following graded surjective maps
C[C]
⊗
C[T]W C[T]
a⊗b
// //
(
grD(g)
gr[D(g)·ad g]
) ⊗
grD(t)W
grD(t)
grΞ ◦ pr
// // gr Γ(g× t,M).
Further, by definition, we have C[G× T]/J = C[C×C//G T] = C[C]
⊗
C[C]GC[T]. Thus, the
composite map in the last formula gives a graded surjective morphism
C[G× T]/J = C[C]⊗
C[C]GC[T]
gr Ξ ◦ pr ◦ (a⊗b)
// // gr Γ(g× t,M) = grD(g× t)/ gr I.
This proves the inclusion J ⊂ gr I . Hence, set theoretically, we have Supp(g˜rordM) ⊂ X.
We know that Xrs is an open dense smooth subset of C×C//G T, by Lemma 2.1.3(i). Hence,
the ideal J is generically reduced. Further, we know that X is a Lagrangian subvariety
(Lemma 2.1.5) and that the dimension of any irreducible component of the support of the
sheaf g˜rM is ≥ dimX.We conclude that eitherM = 0 or else we have that [Supp(g˜rM)] =
[X], so X is the only irreducible component of Supp(g˜rM) and this component occurs with
multiplicity 1. In the latter case,Mmust be a simple holonomicD-module, by Lemma 2.2.1.
Below, we mimic the proof of [HK1, Proposition 4.7.1] to show thatM 6= 0.
Let prg and prt denote the natural projections of x
rs to grs and to tr, respectively. The
restriction of the imbedding j to the open dense subset xrs ⊂ x gives a closed imbedding
jrs : xrs →֒ grs × tr . According to parts (i) and (iii) of Proposition 3.1.1 (of §3.1 below), there
is a nowhere vanishing G-invariant section ω ∈ Kxrs of the canonical bundle. The element
(dx dt)−1 ⊗ (jrs)∗ω is therefore a nonzero G-invariant section of the D-module
∫
jrs
Oxrs on
grs × tr , see §2.2 and [HTT, p.22].
The radial part map rad is known to have the following property, [HC]:
δt · u(f)|t = (rad u)(δt · f |t), ∀u ∈ D(g)G, f ∈ C[g]G. (2.4.5)
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Using the above formula and an equation pr∗g(dx) = (pr
∗
t δt) · ω, see Proposition 3.1.1(iii)
of §3 below, one verifies easily that the section (dx dt)−1 ⊗ (jrs)∗ω is annihilated by the ideal
I |grs×tr , Therefore, similarly to [HK1, §4.7], we conclude that the assignment Dgrs×tr →∫
jrs
Oxrs , 1 7→ (dx dt)−1 ⊗ (jrs)∗ω, descends to a well defined nonzeroD-module morphism
M|grs×tr = (D/I)|grs×tr −→
∫
jrs
Oxrs . (2.4.6)
We conclude that M 6= 0. It follows, as we have shown above, that M is a simple D-
module. Hence, themap (2.4.6) must be an isomorphism. Moreover, we haveM∼= jrs!∗Oxrs =
j!∗Or. Part (ii) of Lemma 2.4.3 follows.
To complete the proof of part (i), we observe that the section ω provides a trivialization
of the canonical bundle Kxrs . This implies, thanks to the isomorphism in (2.4.6) and formula
(2.2.2), that we have (g˜rM)|Xrs ∼= ONxrs . Hence, any function f ∈ gr I viewed as a function
on G × T vanishes on the set Xrs. The set Xrs being Zariski dense in C ×C//G T, by Lemma
2.1.3(i), we deduce that the function f vanishes on the zero set of the ideal J . Hence, f ∈ √J
by Hilbert’s Nullstellensatz. The inclusion gr I ⊂ √J follows. 
2.5. Hodge filtration on the Harish-Chandra module. The minimal extension j!∗Or has a
canonical structure of Hodge D-module, [Sa], p.857, Corollary 2. This makes the Harish-
Chandra moduleM a Hodgemodule via the isomorphism of Lemma 2.4.3(ii). Let FHodgeM
be the Hodge filtration onM and g˜rHodgeM be an associated graded sheaf. Observe further
that theD-module j!∗Or is isomorphic to its Verdier dual so, we have D(M) ∼=M.
Thus, from the discussion of §2.3 and Lemma 2.4.3(ii), we conclude
Corollary 2.5.1. The sheaf g˜rHodgeM is a Cohen-Macaulay coherent OG×T-module which is iso-
morphic to its Grothendieck-Serre dual, up to a shift. In addition, we have Supp(g˜rHodgeM) = X.
Remark 2.5.2. The normalization of the Hodge filtration that we use in this paper differs by
a degree shift from the one used by Saito [Sa].
Our normalization is determined by the requirement that, for any closed immersion f :
X →֒ Y , of smooth varieties, the Hodge filtration on the right DY -module
∫ R
f KX be equal
to the order filtration introduced at the end of section 2.2. Thus, we have FHodge−1
( ∫ R
f KX
)
=
0, which is not the case in Saito’s normalization, see [Sa, formula (3.2.2.3) and Lemma 5.1.9]
and [HTT, p. 222].
Degree shifts clearly do not affect the validity of Corollary 2.5.1. ♦
In the previous subsection, we have considered the order filtration on theHarish-Chandra
moduleM. The isomorphism in (2.4.6) implies, in view of Remark 2.5.2, that the order and
the Hodge filtrations agree on the open dense subset grs × tr. We do not know if these two
filtrations agree on the whole of g× t.
The following result, to be proved in §4.6, provides a partial answer.
Proposition 2.5.3. With our normalization of the Hodge filtration onM, for any k ≥ 0, one has an
inclusion F ordk M⊂ FHodgek M.
According to Lemma 2.4.3, the isomorphism of Theorem 1.3.3 fits into the following chain
of morphisms of coherent sheaves on G× T:
OC×C//G T // // g˜rordM // // OX 

// ψ∗OXnorm Theorem 1.3.3 g˜rHodgeM.
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2.6. Outline of proof of Theorems 1.3.3 and 1.3.4. We begin with the following standard
result.
Lemma 2.6.1. Let X be an irreducible scheme and ψ : Xnorm → Xred the normalization map. Let
j : U →֒ X be a Zariski open imbedding such that U is smooth and the set X rU has codimension
≥ 2 in X. Let F be a Cohen-Macaulay sheaf on X such that j∗F ∼= OU .
Then, there are natural isomorphisms of OX-modules
F ∼= j∗OU ∼= ψ∗OXnorm . (2.6.2)
Proof. Let Z = X rU and letHkZ(F) denote the kth cohomology sheaf of F with support in
Z . One has a standard long exact sequence of cohomology with support
0 −→ H0Z(F) −→ F a−→ j∗j∗F −→ H1Z(F) −→ . . .
where j∗ stands for a (nonderived) sheaf theoretic push-forward and a is the canonical ad-
junction morphism.
A maximal Cohen-Macaulay sheaf has no nonzero torsion subsheaves, [E, §21.4]. There-
fore, the sheaf F is actually an OXred-module. In addition, we have H0Z(F) = 0. Further, a
well known general result says that, for any maximal Cohen-Macaulay sheaf F on X and
any closed subscheme Z ⊂ X, one has a vanishing HkZ(F) = 0 for all k < dimX − dimZ
(the result can be reduced to the case of a local ring where it follows e.g. from [E, Theorem
A.4.3]). Applying this result in our case and using the codimension ≥ 2 assumption of the
lemma, we get that H1Z(F) = 0. Thus, the morphism a in the long exact sequence above is
an isomorphism. We deduce that F ∼= j∗j∗F ∼= j∗OU , the first isomorphism in (2.6.2).
Observe next that the algebra structure on OU makes j∗OU an OXred -algebra. Let Y :=
Spec(j∗OU ) be the relative spectrum of that algebra. Thus, Y is a scheme equipped with a
morphism f : Y → Xred that restricts to an isomorphism f : f−1(U) ∼→ U ; by definition,
we have j∗OU = f∗OY . The scheme Y is reduced and irreducible, since the algebra j∗OU
clearly has no zero divisors. The codimension ≥ 2 assumption implies that j∗OU is a co-
herent OXred -module hence f is a finite birational morphism. Hence, the set Y r f−1(U)
has codimension ≥ 2 in Y . We conclude that the scheme Y is smooth in codimension 1
and that it is Cohen-Macaulay, thanks to the isomorphism F ∼= j∗OU . It follows, by Serre’s
criterion, that Y is a normal variety; moreover, f = ψ is the normalization map so, we have
j∗OU = f∗OY = ψ∗OXnorm . 
We need the following definition, motivated in part by [Ha1, Lemma 3.6.2].
Definition 2.6.3. Let Ci, i = 1, 2, be the set of pairs (x1, x2) ∈ C such that xi is a regular
element of g. Put Crr = C1 ∪ C2.
Clearly, each of the sets Ci, i = 1, 2, is an open subset of C
r. Thus, Crr is an open subset of
Cwhich is contained in the smooth locus of C. Furthermore, in §6.3 we will prove
Lemma 2.6.4. The set Cr Crr has codimension ≥ 2 in C.
Corollary 2.6.5. The set Xrr := p−1(Crr) is a smooth Zariski open subset of X; furthermore, the set
XrXrr has codimension ≥ 2 in X.
Proof of Corollary. Let Xi := p
−1(Ci), i = 1, 2. According to Lemma 2.1.5, we have X1 = Nr, a
Zariski open subset contained in the smooth locus ofX. By symmetry, the setX2 is contained
in the smooth locus of X as well. Therefore, Xrr = X1 ∪ X2 is a smooth Zariski open subset
of X. Furthermore, the map p being finite, it follows from Lemma 2.6.4 that the set X r Xrr
has codimension ≥ 2 in X. 
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Write j : Xrr →֒ X for the open imbedding. A key role in the proof of Theorem 1.3.3 is
played by the following result
Proposition 2.6.6. There is a natural isomorphism j∗(g˜rHodgeM) ∼= OXrr .
The proof of this proposition will occupy most of sections 3 and 4. Our approach is based
on the Hotta-Kashiwara construction ofM via the Springer resolution, see §4.5.
Remark 2.6.7. We observe that the isomorphism M = j!∗Or of Lemma 2.4.3 and the fact
that the canonical bundle Kr is trivial (see Proposition 3.1.1(i), (iii)) imply an isomorphism
(g˜rHodgeM)|Nr ∼= ONr of coherent sheaves, see (2.2.2). Note further that we have X2 = σ(X1)
where σ is the following involution
σ : G× T ↔ G× T, (x1, x2)× (t1, t2) ↔ (x2, x1)× (t2, t1). (2.6.8)
Therefore, it would be tempting to try to deduce Proposition 2.6.6 from the isomorphism
(g˜rHodgeM)|Nr ∼= ONr by proving an isomorphism σ∗(g˜rHodgeM) ∼= g˜rHodgeM. Such an
approach is motivated by the observation that theD-moduleM is isomorphic to its Fourier
transform in the sense ofD-modules, which is an immediate consequence of Definition 1.2.1.
The functor σ∗ : CohT ∗(g × t) → CohT ∗(g × t) may be viewed as a ‘classical analogue’ of
the Fourier transform of D-modules on g × t. Thus, Proposition 2.6.6 would follow from
the invariance of M under the Fourier transform, had we known a general result saying
that the functor g˜rHodge(−) on (C×-monodromic) HodgeD-modules on a vector space, com-
mutes with Fourier transform. Unfortunately, such a result is not available at the moment
of writing of this paper. Indeed, this seems to be a very difficult question (we are grateful to
C. Sabbah for information on this subject). ♦
Proposition 2.6.6 and Lemma 2.6.4 imply Theorem 1.3.3. Let J Hodge ⊂ OG×T be the annihilator
of g˜rHodgeM viewed as an OG×T-module and letX ⊂ G× T be a closed subscheme defined
by the ideal J Hodge. By Corollary 2.5.1, the sheaf g˜rHodgeM is Cohen-Macaulay and, set
theoretically, one has X = X. Further, the isomorphismM ∼= j!∗Or of Lemma 2.4.3 implies
that the ideal J Hodge is generically reduced. Hence,X is reduced and we haveX = X, since
X is reduced by definition.
Thus, thanks to Corollary 2.6.5, we are in the setting of Lemma 2.6.1, where we take
F = g˜rHodgeM and let j : U = Xrr →֒ X = X be the open imbedding. We see that
Theorem 1.3.3 is a direct consequence of Lemma 2.6.1 combined with Proposition 2.6.6. 
Theorem 1.3.3 implies Theorem 1.3.4. By Theorem 1.3.3, we have g˜rHodgeM ∼= ψ∗OXnorm . Fur-
ther, thanks to Corollary 2.5.1, we know that the sheaf g˜rHodgeM is Cohen-Macaulay and,
moreover, it is isomorphic to its Grothendieck-Serre dual, up to a shift. Thus, the sheaf
ψ∗OXnorm has similar properties. Since, Grothendieck’s duality commutes with finite mor-
phisms, we deduce that OXnorm is a Cohen-Macaulay sheaf which is, moreover, isomorphic
to its Grothendieck-Serre dual, that is, to the dualizing sheafKXnorm , up to a shift. Therefore,
we have OXnorm ∼= KXnorm , completing the proof. 
3. SPRINGER RESOLUTIONS
3.1. An analogue of the Grothendieck-Springer resolution. Let B be the flag variety, the
variety of all Borel subalgebras b ⊂ g. Motivated by Grothendieck and Springer, we intro-
duce the following incidence varieties
g˜ := {(b, x) ∈ B× g | x ∈ b}, resp. G˜ := {(b, x, y) ∈ B× g× g | x, y ∈ b}.
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The first projection makes g˜, resp. G˜, a sub vector bundle of the trivial vector bundle
B× g→ B, resp. B×G→ B. Given a Borel subgroupB ⊂ Gwith Lie algebra b = LieB, we
have B ∼= G/B. That gives a G-equivariant vector bundle isomorphism g˜ ∼= G ×B b, resp.
G˜ ∼= G×B (b× b). Thus, g˜ and G˜ are smooth connected varieties.
Recall that, for any pair b, b′ of Borel subalgebras of g, there is a canonical isomorphism
b/[b, b] ∼= b′/[b′, b′], cf. eg. [CG, Lemma 3.1.26]. Given a Cartan subalgebra t ⊂ b, the
composite t →֒ b ։ b/[b, b] yields an isomorphism t ∼→ b/[b, b]. Therefore, the assign-
ment (b′, x) 7→ xmod [b′, b′] ∈ b′/[b′, b′], resp. (b′, x, y) 7→ (xmod [b′, b′], ymod [b′, b′]) ∈
b′/[b′, b′]× b′/[b′, b′], gives a well defined smooth morphism ν : g˜→ t, resp. ν : G˜→ T.
Finally, we introduce a projective G-equivariant morphism µ : g˜ → g, (b, x) 7→ x, resp.
µ : G˜→ G, (b, x, y) 7→ (x, y). The map µ is known as the Grothendieck-Springer resolution.
Proposition 3.1.1. (i) The image of the map µ× ν : g˜→ g× t is contained in x = g×g//G t. The
resulting morphism π : g˜→ x is a resolution of singularities, so π−1(r) ∼→ r is an isomorphism.
(ii) The image of the map µ × ν : G˜ → G × T is contained in G ×G//G T. The resulting map
G˜ ։ [G×G//G T]red is a proper birational morphism.
(iii) The canonical bundle on g˜ has a natural trivialization by a nowhere vanishing G-invariant
section ω ∈ Kg˜ such that one has µ∗(dx) = (ν∗δt) · ω, cf. Notation 2.4.2.
(iv) We have K
G˜
= ∧dimB q∗TB (here TB is the tangent sheaf and q : G˜→ B is the projection).
Part (i) of Proposition 3.1.1 is well-known, cf. [BB], [CG]. The descriptions of canonical
bundles in parts (iii)-(iv) are straightforward. The equation of part (iii) that involves the
section ω appears eg. in [HK1], formula (4.1.4). This equation is, in essence, nothing but
Weyl’s classical integration formula.
Part (ii) of Proposition 3.1.1 is an immediate consequence of Proposition 6.1.2, of §6.1
below. Lemma 6.1.1 implies, in particular, that the image of the map µ equals the set of
pairs (x, y) ∈ G such that x and y generate a solvable Lie subalgebra of g. We remark also
that the statement of Proposition 3.1.1(ii) is a variation of results concerning the null-fiber of
the adjoint quotient map G→ G//G, see [Ri2], [KW]. 
Question 3.1.2. Is the variety [G×G//G T]red normal, resp. Cohen-Macaulay ?
3.2. Symplectic geometry interpretation. The map (b, x) 7→ (b, x, ν(b, x)) gives a closed
immersion ǫ : g˜ →֒ B × g × t. The image of this immersion is a smooth subvariety ǫ(g˜) ⊂
B × g × t. Let Λ be the total space of the conormal bundle of that subvariety. Thus, Λ is a
smooth C×-stable Lagrangian subvariety in T ∗(B× g × t) = T ∗B× (G × T). Let prΛ→T ∗B :
Λ → T ∗B, resp. prΛ→G×T : Λ → G × T, denote the restriction to Λ of the projection of
T ∗B×G× T to the first, resp. along the first, factor.
Let N be the variety of nilpotent elements of g and put N˜ := {(b, x) ∈ B × g | x ∈
[b, b]}. There is a natural isomorphism T ∗B ∼= N˜ of G-equivariant vector bundles on B
that identifies the cotangent space at a point b ∈ B with the vector space (g/b)∗ ∼= [b, b],
cf. [CG, ch. 3]. Let Φ : N˜ ∼→ T ∗B be an isomorphism obtained by composing the above
isomorphism with the sign involution along the fibers of the vector bundle T ∗B.
Restricting the commutator map κ to each Borel subalgebra b ⊂ g yields a morphism
κ˜ : G˜→ N˜ , (b, x, y) 7→ (b, [x, y]). LetΨ denote the map (Φ ◦ κ˜)×µ×ν : G˜→ T ∗B×G×T.
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Proposition 3.2.1. The map Ψ yields an isomorphism G˜ ∼→ Λ that fits into a commutative diagram
G× T
Id
G˜
Ψ
κ˜ //
µ×ν
oo N˜
Φ
G× T Λ prΛ→T∗B //
prΛ→G×T
oo T ∗B
(3.2.2)
Proof. Fix b ∈ B and x ∈ b. So, (b, x) ∈ g˜ and the corresponding point in B×g× t is given by
the triple u = (b, x, x mod [b, b]). The fiber of the tangent bundle T (B × g × t) at the point
umay be identified with the vector space Tu(B× g× t) = (g/b)× g × t. Hence, the tangent
space to the submanifold ǫ(g˜) equals
Tu(ǫ(g˜)) =
{
(α mod b, [α, x] + β, β mod [b, b]) ∈ (g/b)× g× t ∣∣ α ∈ g, β ∈ b}.
Now, write 〈−,−〉 for an invariant bilinear form on g and use it to identify the fiber of the
cotangent bundle T ∗(B×g×t) at uwith the vector space [b, b]×g×t. Let (n, y, h) ∈ [b, b]×g×t
be a point of that vector space. Such a point belongs to Λu, the fiber at u of the conormal
bundle on the subvariety ǫ(g˜), if and only if the following equation holds
〈α, n〉+ 〈[α, x] + β, y〉+ 〈β mod [b, b], h〉 = 0 ∀α ∈ g, β ∈ b. (3.2.3)
Taking α = 0 and applying equation (3.2.3) we get 〈[b, b], y〉 = 0. Hence, y ∈ b and
h = −y mod [b, b]. Next, for any α ∈ g, we have 〈[α, x], y〉 = 〈α, [x, y]〉. Hence, for β = 0 and
any n ∈ [b, b], y ∈ b, equation (3.2.3) gives
0 = 〈α, n〉 + 〈[α, x], y〉 = 〈α, n+ [x, y]〉 ∀α ∈ g.
It follows that n+ [x, y] = 0. We conclude that
Λu = {(−[x, y], y, y mod [b, b]) ∈ [b, b]× g× t, y ∈ b}. (3.2.4)
We have a projection ̟ : G˜ → g˜, (b, x, y) → (b, x) along the last factor. The vector
space in right hand side of (3.2.4) is equal to the image of the set ̟−1(b, x) under the map
Ψ = (Φ ◦ κ˜) × µ × ν. We conclude that the map Ψ gives an isomorphism of vector bundles
G˜→ g˜ and Λ→ ǫ(g˜), respectively. 
3.3. The scheme X˜. We use the notation ı : X →֒ T ∗X for the zero section of the cotangent
bundle on a varietyX.
We consider the following commutative diagram where the vertical map µ|
N˜
is known as
the Springer resolution,
B = µ−1(0)
µ

  ı: b 7→(b,0) // N˜
µ|
N˜

G˜
κ˜oo
µ

ν // T

{0}   // N   // g Gκoo // G×G//G T
(3.3.1)
Let X˜ := κ˜−1
(
ı(B)
) ⊂ G˜, a scheme theoretic preimage of the zero section. Set theoretically,
one has
X˜ = {(b, x, y) ∈ B× g× g | x, y ∈ b, [x, y] = 0}. (3.3.2)
Diagram (3.3.1) shows that the morphism µmaps X˜ to C, resp. µ× ν maps X˜ to C×C//G T.
It follows from Proposition 3.2.1 that the map Ψ induces an isomorphism of schemes
X˜ = κ˜−1
(
ı(B)
) Ψ∼= pr−1Λ→T ∗B (ı(B)) = Λ ∩ (B×G× T)
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where the scheme structure on each side is that of a scheme theoretic preimage.
Let X˜rr := µ−1(Crr), a Zariski open subset of the scheme X˜ = κ˜−1
(
ı(B)
)
.
Lemma 3.3.3. The differential of the morphism κ˜ : G˜→ N˜ is surjective at any point (b, x, y) ∈ X˜rr;
in particular, the set X˜rr is contained in the smooth locus of the scheme X˜.
Proof. Let x ∈ b and write adb x for the map b 7→ [b, b], u 7→ [x, u]. One has dim b − dim gx ≤
dim b − dimKer(adb x) = dim Im(adb x) ≤ dim[b, b]. For x ∈ b ∩ gr, we have dim gx = dim t
and the above inequalities yield dim[b, b] = dim b − dim gx ≤ dim(Imadb x) ≤ dim[b, b].
Thus, in this case, Im(adb x) = [b, b] i.e. the map adb x is surjective.
Now, let (b, x, y) ∈ X˜rr. Without loss of generality, we may assume that x is a regular
element of g. The differential of the commutator map κ : b× b→ [b, b] at the point (x, y) ∈
b×b is a linear map db,x,yκ : b⊕b→ [b, b] given by the formula db,x,yκ : (u, v) 7→ adb x(u)−
adb y(v). We see that Im(adb x) ⊆ Im(db,x,yκ). By the preceding paragraph, we deduce that
the map db,x,yκ is surjective. The lemma follows from this by G-equivariance. 
Remark 3.3.4. The scheme X˜ is not irreducible, in general, cf. [Ba]. So, the open set X˜rr is not
necessarily dense in X˜. ♦
We use Proposition 3.2.1 to identify the set X˜rr ⊂ X˜ ⊂ G˜with a subset of Λ∩ (B×G×T).
Recall the notation Xrr = p−1(Crr).
Corollary 3.3.5. (i) The varieties Λ and B×G× T meet transversely at any point of X˜rr , so X˜rr
is a smooth Zariski open subset of Λ ∩ (B×G× T).
(ii) The morphism π : X˜rr → Xrr, the restriction of the morphism µ × ν to the set X˜rr, is an
isomorphism of algebraic varieties.
Proof. Part (i) is equivalent to the statement of Lemma 3.3.3 . To prove (ii), let X denote the
preimage of Crr under the first projection C ×C//G T→ C, so we have Xred = Xrr. It is clear
that the morphism µ × ν maps X˜rr to X. We claim that the resulting map π : X˜rr → X
is a set theoretic bijection. Indeed, it is surjective, by Lemma 2.1.3(i), since the image of
this map contains the set Crs ×C//G T and µ × ν, hence also π, is a proper morphism. To
prove injectivity, we interpret the map (b, x, y) 7→ (x, y) as a composition of the imbedding
X˜ →֒ g˜× g, (b, x, y) 7→ (b, x)× y and the map π × Idg : g˜× g→ x× g. This last map gives a
bijection between the set r× g and its preimage in g˜× g, thanks to Proposition 3.1.1(i). Our
claim follows.
Recall that X˜rr is a smooth scheme by Lemma 3.3.3. Hence, the scheme theoretic image of
X˜rr under the morphism π is actually contained in Xrr = Xred. The reduced scheme X
rr is
smooth by Corollary 2.6.5. Thus, π : X˜rr → Xrr is a morphism of smooth varieties, which is
a set theoretic bijection. Such a morphism is necessarily an isomorphism, by Zariski’s main
theorem, and part (ii) follows.
There is an alternative proof that themorphismπ : X˜rr → Xrr is e´tale based on symplectic
geometry. In more detail, put X = B and Y = g × t and let ǫ : g˜ →֒ X × Y be the
imbedding, cf. §3.2. We have smooth locally closed subvarieties r ⊂ g × t, π−1(r) ⊂ g˜ and
Z := ǫ(π−1(r)) ⊂ X × Y , respectively. We use Proposition 2.1.5, resp. Proposition 3.2.1, to
identify X1 with Nr, resp. π
−1(gr × g) ∩ Λ with NZ .
We know that the projectionX × Y → Y induces an isomorphism Z ∼→ r, by Proposition
3.1.1(i). Now, one can prove a general result saying that, in this case, the map (X × T ∗Y ) ∩
NZ → Nr induced by the projection T ∗X × T ∗Y → T ∗Y is e´tale at any point where NZ
meets the subvariety X × T ∗Y ⊂ T ∗(X × Y ) transversely. The latter condition holds in our
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case thanks to part (i) of the Corollary. This implies the isomorphism π : π−1(C1)
∼→ X1.
The isomorphism π : π−1(C2)
∼→ X2 then follows by symmetry. 
3.4. A DG algebra. In this subsection, we construct a sheaf A of DG O
G˜
-algebras such that
H0(A), the zero cohomology sheaf, is isomorphic to the structure sheaf of the closed sub-
scheme X˜ ⊂ G˜. To explain the construction, let T := TB and write ı : B →֒ T ∗B for the zero
section, resp. q : T ∗B→ B for the projection.
The sheaf q∗T ∗ on T ∗B comes equipped with a canonical Euler section eu such that, for
each covector ξ ∈ T ∗B, the value of eu at the point ξ is equal to ξ. Further, there is a
standard Koszul complex . . . → ∧3q∗T → ∧2q∗T → q∗T → 0 with differential ∂eu given by
contraction with eu. The complex (∧ qq∗T , ∂eu) is a locally free resolution of the sheaf ı∗OB
on T ∗B.
We may use the isomorphism T ∗B ∼= N˜ to view the morphism κ˜ as a map G˜ → T ∗B.
Hence, the pull-back of the Koszul complex above via the map κ˜ is a complex of locally free
sheaves on G˜ that represents the object Lκ˜∗(ı∗OB) ∈ Dbcoh(G˜).
Let q : G˜ → B denote the first projection, so we have κ˜∗q∗T = q∗T and one may identify
κ˜∗eu, the pull-back of the section eu, with a section of q∗T ∗. For each n ≥ 0, let An =
∧n q∗T = ∧n κ˜∗q∗T , where A0 := OG˜. Contraction with κ˜∗eu gives a differential ∂κ˜∗eu :
A q → A q−1. Thus, we may (and will) view A :=
⊕
n≥0An as a sheaf of coherent DG OG˜-
algebras, with multiplication given by the wedge product and with the differential ∂κ˜∗eu, a
graded derivation of degree (−1).
Notation 3.4.1. WriteHj(F) ∈ CohX for the jth cohomology sheaf of an objectF ∈ Dbcoh(X).
By construction, one has H0(A, ∂κ˜∗eu) = OX˜, cf. (3.3.2). Thus, one may view A as the
structure sheaf of a certain DG scheme, a ”derived analogue” of the scheme X˜.
The DG algebra A has also appeared, in an implicit form, in a calculation in [SV].
Remark 3.4.2. The DG algebra A is concentrated in degrees 0 ≤ i ≤ d := dimB and we have
Ad = KG˜, by Proposition 3.1.1(iv). It follows thatA is a self-dual DG algebra in the sense that
multiplication in A yields an isomorphism of complexes
Ad− q
∼→ Hom
O
G˜
(A q,Ad) = HomO
G˜
(A q,K
G˜
).
4. PROOF OF THE MAIN THEOREM
4.1. The Hotta-Kashiwara construction. The structure sheafOg˜ has an obvious structure of
holonomic left Dg˜-module. So, one has
∫
µ×ν Og˜, the direct image of this Dg˜-module via the
projective morphism µ × ν, cf. §3.1. Each cohomology group Hk(∫µ×ν Og˜) is a holonomic
D-module set theoretically supported on the variety x ⊂ g× t.
Hotta and Kashiwara proved the following important result, [HK1, Theorem 4.2].
Theorem 4.1.1. For any k 6= 0, we have Hk(∫µ×ν Og˜) = 0; furthermore, there is a natural isomor-
phism H0(
∫
µ×ν Og˜) ∼= j!∗Or of D-modules.
The D-module H0(
∫
µ×ν Og˜) has a canonical nonzero section (dx dt)−1
⊗
(µ × ν)∗ω, cf.
Proposition 3.1.1(iii). Hotta and Kashiwara [HK1, §4.7] show that this section is annihilated
by the left ideal
I
′ := D · (ad g⊗ 1) +D · {P − rad(P ) | P ∈ C[g]G}+D · {Q− rad(Q) | Q ∈ (Sym g)G}
(we have exploited their argument in the proof of Lemma 2.4.3).
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Furthermore, it is proved in [HK1, §4.7] that D/I ′ is a simple D-module and the assign-
ment u 7→ u[(dx dt)−1⊗(µ × ν)∗ω] yields a D-module isomorphism D/I ′ ∼→ H0(∫µ×ν Og˜).
An alternative, more direct, proof of an analogous isomorphism may be found in [HK2].
Remark 4.1.2. Hotta and Kashiwara defined the Harish-Chandra module as the quotient
D/I ′. Comparing formula (1.2.2) with the definition of the ideal I ′ we see that one has
I
′ ⊆ I . This inclusion of left ideals yields a surjectionD/I ′ ։ D/I =M. SinceD/I ′ is a
simpleD-module, this surjectionmust be an isomorphism. So, Definition 1.2.1 is equivalent,
a posteriori, to the one used by Hotta and Kashiwara.
4.2. Direct image for filtered D-modules. Let f : X → Y a proper morphism. The di-
rect image functor
∫
f can be upgraded to a functor D
b
coh(FDX) → Dbcoh(FDY ), (M,F ) 7→∫
f (M,F ) between filtered derived categories, cf. [La, §4], [Sa, §2.3]. The latter functor is
known to commute with the associated graded functor d˜gr(−). We will only need a special
case of this result for maps of the form f : X × Y → Y, the projection along a proper variety
X. In such a case, one has a diagram
T ∗Y X × T ∗Y̟oooo   ς=ı×IdT∗Y // T ∗X × T ∗Y = T ∗(X × Y ). (4.2.1)
Here,̟ denotes the second projection and ı is the zero section.
The relation between the functors d˜gr(−) and ∫f is provided by the following result, see
[La], formula (5.6.1.2).
Theorem 4.2.2. Let f : X × Y → Y be the second projection where X is proper. Then, for any
(M,F ) ∈ Dbcoh(FDX×Y ), in Dbcoh(T ∗Y ) there is a functorial isomorphism
d˜gr
(∫
f (M,F )
)
= R̟∗
[
(KX ⊠OT ∗Y )
⊗
OX×T∗Y
Lς∗ d˜gr(M,F )
]
. ✷
The cohomology sheavesH
q
( ∫
f (M,F )
)
of the filtered complex
∫
f (M,F ) come equipped
with an induced filtration. However, Theorem 4.2.2 is not sufficient, in general, for describ-
ing g˜rH
q
( ∫
f (M,F )
)
, the associated graded sheaves. A theorem of Saito stated below says
that, in the case of Hodge modules, Theorem 4.2.2 is indeed sufficient for that.
Let f : X → Y be a proper morphism of smooth varieties. A Hodge module on X may
be viewed as an object (M,F ) ∈ Dbcoh(FDX), so there is a well defined object
∫
f (M,F ) ∈
Dbcoh(FDY ).
One of the main results of Saito’s theory reads, see [Sa, Theorem 5.3.1]:
Theorem 4.2.3. For any (M,F ) ∈ HM(X) and any projective morphism f : X → Y , the filtered
complex
∫
f (M,F ) is strict, cf. Definition 2.3.1, and each cohomology group H
j(
∫
f (M,F )) has the
natural structure of a Hodge module on Y .
In the situation of the theorem, we refer to the induced filtration on Hj(
∫
f (M,F )), j =
0, 1, . . ., as the Hodge filtration and let g˜rHodgeHj(
∫
f (M,F )) denote the associated graded
coherent sheaf on T ∗Y . Similar notation will be used for rightD-modules.
4.3. Key result. We recall the setup of §3.2. Thus, we have the immersion ǫ : g˜ →֒ B×g× t,
(b, x) 7→ (b, x, ν(b, x)) and we write Λ ⊂ T ∗(B × g × t) for the total space of the conormal
bundle on ǫ(g˜). We will view the structure sheaf OΛ as a coherent sheaf on T ∗B × G × T
supported on Λ.
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In the special case whereX = B and Y = g× t diagram (4.2.1) takes the form
Λ ⊂ T ∗B×G× T B×G× T? _ςoo ̟ // // G× T. (4.3.1)
Theorem 4.3.2. All nonzero cohomology sheaves of the object R̟∗Lς
∗OΛ ∈ Dbcoh(G× T) vanish
and, we have
H
0(R̟∗Lς
∗OΛ) = g˜rHodgeM.
Proof. Let E :=
∫ R
ǫ Kg˜, a right HodgeD-module on B× g× t. Using the notation of Remark
2.5.2, from (2.2.2), we obtain grHodgeE = q∗(ǫ∗Kg˜) = q∗(ǫ∗Og˜), where in the last equality we
have used that the canonical bundle on g˜ is trivial, see Proposition 3.1.1(iii). Therefore, for∫
ǫOg˜ = K−1B×g×t ⊗ E, the corresponding leftDB×g×t-module, we find
Lς∗
(
g˜rHodge
(∫
ǫOg˜
))
= Lς∗q∗(K−1
B×g×t⊗ǫ∗Og˜) = Lς∗q∗(K−1B ⊠Og×t) = K−1B ⊗Lς∗OΛ, (4.3.3)
where we have used simplified notation K−1
B
⊗ (−) = (K−1
B
⊠OG×T)
⊗
OB×G×T
(−).
We factor themap µ×ν as a composition of the closed imbedding ǫ and a proper projection
f : B × g × t → g × t along the first factor. We get ∫µ×ν Og˜ = ∫f (∫ǫOg˜). Hence, applying
Theorem 4.2.2 to the D-module M =
∫
ǫOg˜ and using (4.3.3), we obtain d˜gr
( ∫
µ×ν Og˜
)
=
d˜gr
( ∫
f (
∫
ǫOg˜)
)
= R̟∗Lς
∗OΛ. Thus, by Theorem 4.2.3 applied to the HodgemoduleOg˜, we
get g˜rHodgeHj(
∫
µ×ν Og˜) = Hj(d˜gr
∫
µ×ν Og˜) = Hj(R̟∗Lς∗OΛ) for any j ∈ Z. We conclude
thatHj(R̟∗Lς
∗OΛ) = 0 for any j 6= 0, thanks to Theorem 4.1.1.
Finally, we observe that the Hodge structure on the minimal extention D-module j!∗Or
is determined by the Hodge structure on Or. The morphism µ × ν : g˜ → x is generi-
cally an isomorphism. It follows that the isomorphism of Theorem 4.1.1 respects the Hodge
structures. Therefore, the isomorphismM ∼= H0(∫µ×ν Og˜), which is based on the isomor-
phism M ∼= j!∗Or of Lemma 2.4.3(ii), also respects the Hodge filtrations. We deduce that
g˜rHodgeM = H0(R̟∗Lς∗OΛ). 
4.4. Let X be a smooth variety and let iY : Y →֒ X, resp. iZ : Z →֒ X, be closed
imbeddings of smooth subvarieties. Below, we will use the following simple
Lemma 4.4.1. InDbcoh(X), there are canonical quasi-isomorphisms
(iY )∗Li
∗
Y [(iZ)∗OZ ] ∼= (iY )∗OY
L⊗
OX
(iZ)∗OZ ∼= (iZ)∗Li∗Z [(iY )∗OY ]. (4.4.2)
Proof. Let ∆X : X → X × X be the diagonal imbedding and define a map ∆Y X : Y →
Y ×X, y 7→ (y, iY (y)). We have a cartesian diagram of closed imbeddings
Y
iY

∆YX // Y ×X
iY ×IdX

X
∆X // X ×X
For any F ∈ Dbcoh(X), we have [(iY )∗OY ]⊠ F = (iY × IdX)∗f∗F , where f : Y ×X → X
is the second projection. Therefore, we obtain
[(iY )∗OY ]
L⊗
OX
F = ∆∗X([(iY )∗OY ]⊠ F) = ∆∗X(iY × IdX)∗(f∗F)
= (iY )∗[∆
∗
Y X(f
∗F)] = (iY )∗(f ◦∆Y X)∗F = (iY )∗i∗Y F ,
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where the third isomorphism is a consequence of proper base change with respect to the
cartesian square above. Taking here F := (iZ)∗OZ yields the isomorphism on the left of
(4.4.2). The isomorphism on the right of (4.4.2) is proved similarly. 
Associated with diagram (3.3.1), there are derived functors
Dbcoh(B)
ı∗ // Dbcoh(N˜ )
Lκ˜∗ // Dbcoh(G˜)
R(µ×ν)∗
// Dbcoh(G× T). (4.4.3)
In §3.4, we considered a Koszul complex (∧ qq∗T , ∂eu), a locally free resolution of the
sheaf ı∗OB on T ∗B. Therefore, the object Lκ˜∗(ı∗OB) ∈ Dbcoh(G˜) may be represented by the
DG O
G˜
-algebra (A, ∂κ˜∗eu) = κ˜
∗(∧ qq∗T , ∂eu) introduced in §3.4.
The following result provides a link between the DG algebra A and Theorem 4.3.2.
Lemma 4.4.4. InDbcoh(G× T), there is a natural isomorphism
R̟∗Lς
∗((iΛ)∗OΛ) ≃ R(µ× ν)∗A.
Proof. To simplify notation, we put Z := B × G × T. Further, write prT ∗B, resp. prG×T, for
the projection of the variety T ∗B×G×T to the first, resp. along the first, factor. Clearly, we
have ς∗OZ = pr∗T ∗B(ı∗OB). Also, using the notation of diagram (3.2.2), we get prΛ→T ∗B =
prT ∗B ◦ iΛ, resp. prΛ→G×T = iΛ ◦prG×T.We deduce a chain of isomorphisms
Li∗Λ(ς∗OZ) = Li∗Λ[pr∗T ∗B(ı∗OB)] = L(iΛ ◦prT ∗B)∗(ı∗OB) = L pr∗Λ→T ∗B(ı∗OB).
Next, we use the isomorphism Φ : N˜ ∼→ T ∗B, see §3.2, to identify the imbedding B →֒ N˜
with the zero section ı : B →֒ T ∗B. Thus, from the above chain of isomorphisms, using
commutative diagram (3.2.2), we get
R(prΛ→G×T)∗Li
∗
Λ(ς∗OZ) = R(prΛ→G×T)∗L pr∗Λ→T ∗B(ı∗OB) ∼= R(µ× ν)∗Lκ˜∗(ı∗OB). (4.4.5)
Now, we apply Lemma 4.4.1 in the case whereX = T ∗B×G×T and Y = Λ. So, we have
iZ = ς and the composite isomorphism in (4.4.2) yields (iΛ)∗Li
∗
Λ[ς∗OZ ] = ς∗Lς∗[(iΛ)∗OΛ].
Note that̟ = ς ◦prG×T, so R̟∗ = (RprG×T)∗ς∗. Hence, we obtain
R̟∗Lς
∗[(iΛ)∗OΛ] = R(prG×T)∗ς∗ς∗[(iΛ)∗OΛ] (4.4.2)== R(prG×T)∗(iΛ)∗Li∗Λ[ς∗OZ ]
(4.4.5)
== R(prΛ→G×T)∗Li
∗
Λ(ς∗OZ) = R(µ× ν)∗Lκ˜∗(ı∗OB).
Here, the object on the right is R(µ× ν)∗A, and the lemma is proved. 
Corollary 4.4.6. The sheaves Hk
(
R(µ× ν)∗A
)
vanish for all k 6= 0 and there is an OG×T-module
isomorphism H0
(
R(µ× ν)∗A
) ∼= g˜rHodgeM.
Proof. This is an immediate consequence of Theorem 4.3.2 and Lemma 4.4.4. 
4.5. Completing the proof of Theorem 1.3.3. We recall that in order to complete the proof
of Theorem 1.3.3 it remains to prove Proposition 2.6.6 and Lemma 2.6.4. The proof of the
lemma will be given later, in §6.3.
Proof of Proposition 2.6.6. Let A0 be the degree zero homogeneous component of A. We may
view A0 as a DG algebra equipped with zero differential and concentrated in degree zero.
Thus, one has a natural DG algebra imbedding f : (A0, 0) →֒ (A, ∂κ˜∗eu).
To simplify notation, put π := µ × ν. Applying the functor Rπ∗ and using that A0 =
O
G˜
= π∗OG×T, we obtain the following chain of DG algebra morphisms
OG×T
adjunction
// Rπ∗π
∗OG×T = Rπ∗A0
Rπ∗(f)
// Rπ∗A. (4.5.1)
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Let Grr ⊂ G be a Zariski open subset such that (Grr × T) ∩ X = Xrr. From Lemma 3.3.3
and Corollary 3.3.5(ii), we deduce that the composite morphism in (4.5.1) induces an iso-
morphism OXrr ∼→ Rπ∗A|Grr×T. Combining the latter isomorphism with the isomorphism
H0
(
Rπ∗A
) ∼= g˜rHodgeM of Corollary 4.4.6 yields the required isomorphismOXrr ∼→ ∗(g˜rHodgeM).

The statement of the next result was suggested to me by Dmitry Arinkin.
Theorem 4.5.2. There is G× C× × C×-equivariant DG OG×T-algebra quasi-isomorphism:
R(µ× ν)∗A ≃ ψ∗OXnorm .
Proof. The fact that R(µ× ν)∗A and ψ∗OXnorm are isomorphic as objects ofDbcoh(G×T) is an
immediate consequence of Theorem 1.3.3 and Corollary 4.4.6.
To establish the DG OG×T-algebra quasi-isomorphism, one can argue as follows. Let F :=
H0
(
R(µ×ν)∗A
)
. We claim that the sheafF is Cohen-Macaulay. This follows from Corollary
4.4.6 since we know that g˜rHodgeM is a Cohen-Macaulay coherent sheaf set theoretically
supported on X, see Corollary 2.5.1.
There is also an alternative proof of the claim that does not use the Cohen-Macaulay
property of associated graded sheaves arising from Hodge modules. That alternative proof
is based instead on the self duality property of the DG algebra A, see Remark 3.4.2. The
latter property, combined with the fact that the morphism µ × ν is proper, implies that
the object R(µ × ν)∗A ∈ Dbcoh(G × T) is isomorphic to its Grothendieck-Serre dual, up to
a shift. Therefore, the cohomology vanishing from Corollary 4.4.6 forces the sheaf F =
H0
(
R(µ× ν)∗A
)
be Cohen-Macaulay. The claim follows.
Now, according to the proof of Proposition 2.6.6 given above, the composite morphism
in (4.5.1) induces aG×C× × C×-equivariant OG×T-algebra isomorphismOXrr ∼→ ∗F . Thus,
Lemma 2.6.1 provides a G× C× × C×-equivariant algebra isomorphism ψ∗OXnorm ∼→ F . 
We observe next that H
q
(G˜,A), the hyper-cohomology of the DG algebra (A, ∂κ˜∗eu), ac-
quires the canonical structure of a graded commutative algebra. From Theorem 4.5.2, for
any k ∈ Z, we deduce
H
k(G˜, A) = Hk(G× T, R(µ× ν)∗A) = Hk(G× T, ψ∗OXnorm).
The group on the right vanishes for any k 6= 0 since the schemeG×T is affine. So, we obtain
Corollary 4.5.3. The hyper-cohomology groups Hk(G˜,A) vanish for all k 6= 0 and there is a G-
equivariant bigraded C[G× T]-algebra isomorphism H0(G˜,A) ∼= C[Xnorm]. 
Remark 4.5.4. Write X := SpecA for the DG scheme associated with the DG algebra A in the
sense of derived algebraic geometry, cf. [TV]. The DG scheme X may be thought of as a
‘derived analogue’ of the scheme X˜, cf. §3.3. Then, Corollary 4.5.3 says that the morphism
µ × ν induces a DG-algebra quasi-isomorphism C[Xnorm] → RΓ(X , OX ). This may be
interpreted as saying that the DG scheme SpecA provides, in a sense, a ‘DG resolution’ of
the variety Xnorm.
4.6. Proof of Proposition 2.5.3. Let f : B× (g × t)→ g× t be the second projection.
Lemma 4.6.1. All nonzero cohomology sheaves of the complex
∫ R
f DB×g×t vanish and one has an
isomorphism H0(
∫ R
f DB×g×t)
∼= Dg×t of right Dg×t-modules.
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Proof. There is a standard Koszul type complex K
q
with terms Kj = DB ⊗OB ∧−jTB, j =
0,−1, . . . ,− dimB, that gives a resolution of the structure sheafOB, cf. [HTT, Lemma 1.5.27].
Using that H0(B,OB) = C and Hk(B,OB) = 0 for any k 6= 0 we deduce that RΓ(B, K q)
= RΓ(B,OB) = C. Therefore, an explicit construction of direct image for right D-modules
(see [HTT, Proposition 1.5.28] for its left D-module counterpart) shows that
∫ R
f DB×g×t =
RΓ(B, K
q
) ⊗C Dg×t = Dg×t. 
Next, we recall the setting of §4.3. We observe that E = ∫ Rǫ Kg˜ is a cyclic right DB×g×t-
module generated by the section ǫ∗(ω ⊗ 1) where 1 ∈ Dg˜→B×g×t = DB×g×t|g˜. Therefore, the
assignment 1 7→ ǫ∗(ω ⊗ 1) can be extended to a surjective morphism γ : DB×g×t ։ E of
right DB×g×t-modules. The quotient filtration on E induced by the projection γ is equal,
by our normalization of the Hodge filtration, to the Hodge filtration FHodgeE, see Remark
2.5.2. This filtration onE, resp. the order filtration onDB×g×t, makes
∫ R
f E, resp.
∫ R
f DB×g×t,
a filtered complex. Applying the functor
∫ R
f to γ, a morphism of filtered D-modules, one
obtains a morphism
∫ R
f γ :
∫ R
f DB×g×t →
∫ R
f E of filtered complexes.
We identify the sheafDg×t withD
op
g×t via the trivialization of the canonical bundle on g× t
provided by the section dx dt. Thus, using Lemma 4.6.1, we obtain a chain of morphisms of
left Dg×t-modules
Dg×t = K−1g×t ⊗H0(
∫ R
f DB×g×t)
∫R
f γ
// K−1g×t ⊗H0(
∫ R
f E) = H
0(
∫
µ×ν Og˜) =M. (4.6.2)
It is straightforward to see, using the explicit formula u 7→ u[(dx dt)−1⊗(µ× ν)∗ω] for the
isomorphismM ∼→ H0(∫µ×ν Og˜), cf. §4.1, that the composite morphism in (4.6.2) is equal to
the natural projectionDg×t ։ Dg×t/I =M.
The proof of Lemma 4.6.1 shows that the filtration on the D-module H0(
∫ R
f DB×g×t) in-
duced by the filtered structure on
∫ R
f DB×g×t goes, under the isomorphism of the Lemma,
to the standard order filtration on the sheaf Dg×t. It follows that all the maps in (4.6.2) re-
spect the filtrations. Thus, writing γ¯ : Dg×t ։ M for the composite map in (4.6.2), we get
γ¯(F ordk Dg×t) ⊂ FHodgek M for any k ∈ Z. Proposition 2.6.6 follows from this since the order
filtration F ordM was defined as the quotient filtration onDg×t/I .
5. A GENERALIZATION OF A CONSTRUCTION OF BEILINSON AND KAZHDAN
5.1. The universal stabilizer sheaf. Given a G-action on an irreducible scheme X, one
defines the ”universal stabilizer” scheme GX as a scheme theoretic preimage of the diag-
onal in X × X under the morphism G × X → X × X, (g, x) 7→ (gx, x). Set theoreti-
cally, one has GX = {(g, x) ∈ G × X | gx = x}. The group G acts naturally on GX by
g1 : (g, x) 7→ (g1gg−11 , g1x). The second projection GX → X, (g, x) → x gives GX the natural
structure of a G-equivariant group scheme overX. The Lie algebra of the group scheme GX
is a coherent sheaf gX := Ker(g⊗OX → TX), the kernel of the natural ”infinitesimal action”
morphism. Let g∗X := HomOX (gX ,OX) be the (nonderived) dual of gX .
Let L be a finite dimensional g-representation. There are natural morphisms of sheaves
L⊗OX −→ HomC(g, L)⊗OX = L⊗ g∗ ⊗OX −→ L⊗ g∗X . (5.1.1)
Here, the first morphism is induced by the linear map L → HomC(g, L) resulting from the
g-action on L, and the second morphism is induced by the sheaf imbedding gX → g⊗OX .
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Let LgX denote the kernel of the composite morphism in (5.1.1). Thus, LgX is a G-
equivariant coherent subsheaf of L ⊗ OX . The geometric fiber of the sheaf LgX at a suf-
ficiently general point x ∈ X equals Lgx .
Lemma 5.1.2. For an irreducible normal variety X with a G-action, we have
(i) The sheaf imbedding LgX → L⊗OX induces an isomorphism Γ(X, LgX )G ∼→ (L⊗C[X])G,
provided general points of X have connected stabilizers.
(ii) Let j : U →֒ X be an imbedding of a Zariski open subset such that dim(XrU) ≤ dimX−2.
Then, the canonical morphism LgX → j∗j∗(LgX ), resp. gX → j∗j∗(gX), is an isomorphism.
Proof. For any x ∈ X and any G-equivariant morphism f : X → L, the element f(x) ∈ L is
fixed by the group Gx. This implies (i).
To prove (ii), we use the isomorphism g ⊗ OX ∼→ j∗j∗(g ⊗ OX), due to normality of X.
Thus, we deduce
gX = Ker[j∗(g⊗OU )→ TX ] = j∗
(
Ker[g⊗OU → j∗TX ]
)
= j∗gU .
Next, let V ⊂ X be an open subset and let s ∈ Γ(V, j∗j∗(LgX )). One may view s as
a morphism V ∩ U → L. This morphism can be extended to a regular map s¯ : V → L,
since X is normal. Let s′ be the image of s¯ under the composite morphism in (5.1.1). Thus,
s′ ∈ Γ(V, L⊗ g∗X) and, by the definition of the sheaf LgX , we have s′|U = 0.
Now, the dual of a coherent sheaf is a torsion free sheaf. Therefore, the sheaf L ⊗ g∗X is
torsion free. Hence, s′|V ∩U = 0 implies that s′ = 0. We deduce that s¯ is actually a section
(over V ) of the sheaf LgX , the kernel of the map (5.1.1). Since s¯|U = s, we have proved that
the morphism LgX → j∗j∗(LgX ) is surjective. This morphism is injective since LgX , being a
subsheaf of a locally free sheaf L⊗OX , is a torsion free sheaf. 
5.2. A canonical filtration. Let X be the weight lattice of g. Given a Borel subalgebra b, we
identify elements of X with linear functions on b/[b, b]. We let R (= the set of roots), resp.
R+ (= the set of positive roots) be the set of nonzero weights of the ad b-action on g, resp. on
g/b. We introduce a partial order on X by setting λ′ 2 λ if λ− λ′ is a sum of positive roots.
Fix a finite dimensional g-module L and a Borel subalgebra b. Let L = ⊕λ∈X Lλt be the
weight decomposition of L with respect to a Cartan subalgebra t ⊂ b. For any λ ∈ X,
we put L2λt :=
⊕
λ′2λ L
λ′
t , resp. L
≺λ
t :=
⊕
λ′2λ, λ′ 6=λ L
λ′
t . This is a b-stable subspace of
L that does not depend on the choice of a Cartan subalgebra t ⊂ b. Therefore, the above
construction associates with each Borel subalgebra b a canonically defined b-stable filtration,
to be denoted by L2
q
b , labeled by the partially ordered set X.
One may let the Borel subalgebra b vary inside the flag variety. The family {L2 qb , b ∈ B},
of filtrations on L, then gives a filtration L2
q
B
of the trivial sheaf L ⊗ OB by G-equivariant
locally free OB-subsheaves. We put LλB = L2λB /L≺λB and let LB :=
⊕
λ∈X L
λ
B
, an associated
graded sheaf. This is a G-equivariant locally free sheaf on B.
In the special case L = g, the adjoint representation, one has L20b = b, resp. L
≺0
b = [b, b],
for any b ∈ B. Furthermore, the above construction yields, for each root α ∈ R, a G-
equivariant line bundle gα
B
:= g2α
B
/g≺α
B
. Thus, we have
gB := g
0
B
⊕ ( ⊕
α∈R
gαB
)
. (5.2.1)
The Lie bracket on g induces a natural fiberwise bracket on the locally free sheaf gB. Further,
it is easy to check that the invariant bilinear form on g induces an isomorphism g−α
B
∼= (gαB)∗,
of line bundles on B.
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Given a finite dimensional representation L, the action map g ⊗ L → L induces, for any
α ∈ R and λ ∈ X, a well defined morphism gα
B
⊗ Lλ
B
→ Lλ+α
B
, of G-equivariant locally free
sheaves on B. This way, one obtains a natural ’action’ morphism gB ⊗ LB → LB.
Note that any Borel subgroup B ⊂ G acts trivially on the vector space L20b /L≺0b . It fol-
lows that there is a canonical isomorphism L20b /L
≺0
b = L
20
b′ /L
≺0
b′ , for any Borel subalgebras
b and b′. In other words, the OB-sheaf L0B comes equipped with a canonical G-equivariant
trivialization. In the case of the adjoint representation the canonical trivialization reads
g0
B
= h ⊗ OB, where the vector space h is referred to as the universal Cartan algebra of g.
More generally, for an arbitrary representation L, one has the canonical G-equivariant iso-
morphism L0
B
∼= Lh ⊗OB, where the vector space Lh may be called the ‘universal zero weight
space’ of L. The groupG acts on Lh ⊗OB through its action on OB.
Remark 5.2.2. In the above discussion, we have implicitly viewed elements of the weight
lattice X as linear functions on h, the universal Cartan algebra.
5.3. W -action. Let g˜r = µ−1(gr), a Zariski open subset of g˜. An important role below will
be played by the following commutative diagram
g˜r
µ
((R
RR
RR
RR
RR
RR
RR
RR
RR
R
π
∼
// r = gr ×t/W t γ˜ //
pr

t
ϑ

gr
γ
// gr/G = t/W,
(5.3.1)
In this diagram, the map pr is the first projection, ϑ is the quotient map, γ˜ is the second
projection and γ is the adjoint quotient morphism. The map π, in the diagram, is the iso-
morphism from Proposition 3.1.1(i). Note that the square on the right of diagram (5.3.1) is
cartesian, by definition.
Given a g-representationL, we pull-back the canonical filtration on the trivial sheafL⊗OB
via the vector bundle projection g˜ → B. We obtain a filtration L2 q
g˜
, of the sheaf L ⊗ Og˜, by
G-equivariant subsheaves. The sheaves Lλ
g˜
:= L2λ
g˜
/L≺λ
g˜
are locally free, and so is Lg˜ =
⊕λ∈X Lλg˜ , an associated graded sheaf. In particular, for λ = 0 and L = g, the adjoint repre-
sentation, one gets the sheaf g0
g˜
= h⊗Og˜.
TheWeyl groupW acts on the fibers of the map pr in (5.3.1). Wemay transport this action
via the isomorphism g˜r ∼→ r to get a W -action on g˜r. Thus, for any w ∈ W and (b, x) ∈ g˜r
there is a unique Borel subalgebra b′ such that we have w(b, x) = (b′, x).
Assume now that the element x is regular semisimple. Then, gx is a Cartan subalgebra of
g contained in b ∩ b′. Thus, one has the following chain of isomorphisms
h = g0g˜
∣∣
(b,x)
= b/[b, b] ∼← gx ∼→ b′/[b′, b′] = g0g˜
∣∣
w(b,x)
= h. (5.3.2)
Here, the composite map from the copy of h on the left to the copy of h on the right is the
map h→ h, h 7→ w(h). One also has the dual map h∗ → h∗, λ 7→ w(λ). It follows that, given
λ ∈ X, there is an analogoue of diagram (5.3.2) for any g-representation L; it reads:
LλB
∣∣
(b,x)
= L2λb /L
≺λ
b
∼← Lλgx ∼→ L2w(λ)b′ /L≺w(λ)b′ = Lw(λ)g˜
∣∣
w(b,x)
.
Now, we let the Borel subalgebra b vary. We conclude that the above construction yields
a canonical isomorphism
w∗(Lλg˜ )
∣∣
g˜rs
∼= Lw(λ)g˜
∣∣
g˜rs
, ∀λ ∈ X, w ∈W, (5.3.3)
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of G-equivariant locally free sheaves on g˜rs := µ−1(grs):
In the special case where λ = 0, we have that L0
g˜
= Lh ⊗ Og˜ is a trivial sheaf. Hence,
w∗(L0
g˜r
) = L0
g˜r
, canonically. Thus, the isomorphism in (5.3.3) yields a canonicalW -action on
the universal zero weight space Lh.
5.4. The morphisms λk and λL. In this section, we are interested in the universal stabilizer
contruction of §5.1 in the special case where the group G acts on X = gr by the adjoint
action. Below, we will use simplified notation g := ggr . Thus, g is a rank r locally free sheaf
on gr. The geometric fiber of the sheaf g at any point x ∈ gr equals gx, the centralizer of x.
From now on, we let L be a finite dimensional rational G-representation such that the set
of weights of L is contained in the root lattice. In this case, the results of Kostant [Ko] insure
that Lg is a locally free sheaf on gr.
Let µ∗(Lg) be the pullback of Lg via the map µ : g˜r → gr. Thus, both µ∗(Lg) and L20
g˜r
are
G-equivariant locally free subsheaves of the trivial sheaf L⊗Og˜r .
Lemma 5.4.1. The sheaf µ∗(Lg) is a subsheaf of L20
g˜r
so, for any Borel subalgebra b and any x ∈
gr ∩ b, we have an inclusion Lgx ⊂ L20b .
Proof. We may (and will) identify the locally free sheaf µ∗(Lg), resp. L20
g˜r
, with the corre-
sponding vector bundle on g˜r. Thus, both µ∗(Lg) and L20
g˜r
are G-equivariant sub vector
bundles of the trivial vector bundle on g˜r with fiber L.
Let (b, x) ∈ g˜rs. Then, gx is a Cartan subalgebra contained in b and, by definition, we have
Lgx = L0gx ⊂ L20b . Hence, for any (b, x) ∈ g˜rs, the fiber of the vector bundle µ∗(Lg) at the
point (b, x) is contained in the corresponding fiber of the vector bundle L20
g˜r
. The statement
of the lemma follows from this by continuity since the set g˜rs is dense in g˜r. 
Thanks to the above lemma, one has the following chain of canonical morphisms of lo-
cally free G-equivariant sheaves on g˜r:
µ∗(Lg) −→ L20
g˜r
։ L20
g˜r
/L≺0
g˜r
= L0g˜r = L
h ⊗Og˜r . (5.4.2)
We are now going to transport various sheaves on g˜r to r via the isomorphism π : g˜r ∼→ r
of diagram (5.3.1). This way, one obtains a filtration L2
q
r of the trivial sheaf L ⊗ Or and an
associated graded sheaf Lr = ⊕λ∈X Lλr . Further, we factor the morphism µ in (5.3.1) as a
composition µ = pr ◦π. Thus, we have µ∗(Lg) = π∗pr∗(Lg), where we put Lgr := pr
∗(Lg).
Transporting the composite morphism in (5.4.2) via the isomorphism π yields a morphism
pr∗(Lg) −→ L0r = Lh ⊗Or. (5.4.3)
Applying adjunction to the above morphism, one obtains a morphism λL : Lg → Lh⊗pr∗Or,
of locally free G-equivariant sheaves on gr.
An important special case of the above setting is the case where L = g, the adjoint repre-
sentation. The weights of the adjoint representation are clearly contained in the root lattice.
Furthermore, for L = g one has Lgx = gx, hence, we have L
g = g . Since g20b = b, we
see that Lemma 5.4.1 reduces in the case L = g to a well known result saying that, for any
x ∈ b ∩ gr, one has an inclusion gx ⊂ b. Further, the composite morphism in (5.4.2) becomes
a morphism pr∗g → h⊗Or.We take exterior powers of that morphism. This gives, for each
k ≥ 0, an induced morphism pr∗(∧kg)→ ∧kh⊗Or. Finally, applying adjunction one obtains
a morphism λk : ∧kg → ∧kh⊗ pr∗Or.
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Associated with anyW -module E, there is a G-equivariant coherent sheaf (E ⊗ pr∗Or)W
on gr. In particular, one may let E = Lh, the universal zero weight space of a G-module L
Lemma 5.4.4. (i) The sheaf (E ⊗ pr∗Or)W is locally free for anyW -module E.
(ii) The image of the morphism λL, resp. λk, k ≥ 0, is contained in the corresponding sheaf of
W -invariants, so the morphism in question factors through an injective morphism
λL : Lg → (Lh ⊗ pr∗Or)W , resp. λk : ∧kg → (∧kh⊗ pr∗Or)W , k ≥ 0. (5.4.5)
(iii) On the open dense set grs ⊂ gr, each of the morphisms in (5.4.5) is an isomorphism.
Sketch of Proof. The statement of part (i) is well known but we recall the proof, for complete-
ness. First, we apply base change for the cartesian square in diagram (5.3.1). This yields a
chain of isomorphisms pr∗Or = pr∗γ˜∗Ot = γ∗ϑ∗Ot. Here, the sheaf on the right is locally free
and, moreover, the Weyl group W acts on the geometric fibers of that sheaf via the regular
representation. We deduce that the sheaf pr∗Or has similar properties. Part (i) follows from
this.
The proof of part (iii) is straightforward. Finally, part (ii) follows from part (iii) ‘by conti-
nuity’, using that the sheaves Lg and ∧kg are locally free. 
The theorem below, which is the main result of this section, is inspired by an idea due
to Beilinson and Kazhdan. In [BK], the authors considered the isomorphism of part (i) of
Theorem 5.4.6 in the special case k = 1 (equivalently, of part (ii) in the case L = g).
Theorem 5.4.6. (i) For any k ≥ 1, the morphism λk : ∧kg ∼→ (∧kh ⊗ pr∗Or)W is an isomor-
phism.
(ii) For any small representation L, the morphism λL : Lg ∼→ (Lh ⊗ pr∗Or)W is an isomor-
phism.
The proof of Theorem 5.4.6 will be completed in §5.6.
In §5.7 we sketch a generalization of part (ii) of the above theorem to the case of an arbi-
trary, not necessarily small, representation L.
5.5. Proof of Theorem 5.4.6(ii). Let CohG(gr) be the category of G-equivariant coherent
sheaves on gr. We begin with an easy
Lemma 5.5.1. The functor Γ : CohG(gr) ∼→ C[t]W -mod, F 7→ Γ(gr, F)G is an equivalence.
Proof. Recall the adjoint quotient morphism γ, cf. (5.3.1). We have a diagram of functors
CohG(gr)
F 7→ (γ∗F)G
// Coh(t/W )
γ∗
oo
Γ(t/W,−)
// C[t]W -mod.
It is known, thanks to results of Kostant [Ko], that γ is a smooth morphism, moreover,
each fiber of that morphism is a single G-orbit. It follows by equivariant descent that the
functor F 7→ (γ∗F)G is an equivalence, with γ∗ being its quasi-inverse. The functor
Γ(t/W,−), in the above diagram, is an equivalence since the variety t/W is affine. Finally,
the functor Γ is isomorphic to the composite functor F 7→ Γ(t/W, (γ∗F)G) = Γ(gr, F)G.
It follows that Γ is also an equivalence. 
It is useful to transport the morphisms in (5.4.5) via the equivalence Γ of Lemma 5.5.1. To
this end, for a G-module L, we compute
Γ(Lg) = Γ(gr, Lg)G = Γ(g, Lgg) = (L⊗ C[g])G, (5.5.2)
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where the second equality holds by part (ii) of Lemma 5.1.2 and the third equality holds by
part (i) of the same lemma.
Recall next that x is known to be a normal variety and the set x r r has codimension ≥ 2
in x. This yields natural isomorphisms C[g] ⊗C[t]W C[t] = C[x] ∼→ C[r]. In particular, we
deduce C[r]G = (C[g]⊗C[t]W C[t])G = C[t].
Thus, for anyW -representation E, we find
Γ((E ⊗ pr∗Or)W ) = Γ(gr, (E ⊗ pr∗Or)W )G = (E ⊗ Γ(gr, pr∗Or))W×G (5.5.3)
= (E ⊗ Γ(r, Or))W×G = (E ⊗ C[r]G)W = (E ⊗ C[t])W .
Now, fix t ⊂ b ⊂ g and write i : t →֒ g for the resulting imbedding of the Cartan
subalgebra. This gives, for any G-representation L, an identification Lt ∼→ Lh and also a
natural restriction map i∗ : (L⊗ C[g])G → (Lt ⊗ C[t])W .
Lemma 5.5.4. The following diagram commutes
Γ(Lg)
Γ(λL)

(5.5.2)
(L⊗ C[g])G
i∗

Γ((Lh ⊗ pr∗Or)W )
(5.5.3)
(Lh ⊗ C[t])W (Lt ⊗ C[t])W
(5.5.5)
Proof. To prove commutativity of the diagram it suffices to check this after localization to
the open dense set grs ⊂ gr of regular semisimple elements. The latter is straightforward
and is left for the reader. 
By commutativity of diagram (5.5.5), using the equivalence of Lemma 5.5.1 we conclude
that themorphism λL, in (5.4.5), is an isomorphism if and only if so is the map i∗ on the right
of diagram (5.5.5). At this point, the proof of Theorem 5.4.6(ii) is completed by the following
result of B. Broer [Br].
Proposition 5.5.6. The restriction map i∗ : (L ⊗ C[g])G → (Lt ⊗ C[t])W is an isomorphism, for
any small representation L. 
5.6. Proof of Theorem 5.4.6(i). Write ΩkX for the sheaf of k-forms on a smooth variety X.
Thus, using the identification g∗ ∼= g, resp. t∗ ∼= t, for each k ≥ 0, we have an isomorphism
∧kg⊗Og ∼= Ωkg , resp. ∧kt⊗Ot ∼= Ωkt .
Let f1, . . . , fr be a set of homogeneous generators of C[g]
G, a free polynomial algebra.
Thus, one may think of the 1-forms dfi, i = 1, . . . , r, as being sections of the sheaf g ⊗Og ∼=
Ω1g. A result of Kostant says that the values (df1)|x, . . . , (dfr)|x, of these sections at any point
x ∈ gr, give a basis of the vector space gx = g|x. Hence, the r-tuple (df1, . . . , dfr) provides a
basis of sections of the sheaf g .
Next, let f¯i be the image of fi under the Chevalley isomorphism C[g]
G ∼→ C[t/W ]. The
map h 7→ (f¯1(h), . . . , f¯r(h)) yields an isomorphism t/W ∼→ Cr. Hence, the r-tuple df¯1, . . . ,
df¯r, of 1-forms on t/W , provides a basis of sections of the sheaf Ω
1
t/W . Therefore, the r-tuple
γ∗(df¯1), . . . , γ
∗(df¯r) provides a basis of sections of the sheaf γ
∗Ω1
t/W , on g
r.
Thus, the assignment γ∗(df¯i) 7→ dfi, i = 1, . . . , r, gives an isomorphism of sheaves
γ∗Ω1
t/W
∼→ g. Taking exterior powers, one obtains, for each k ≥ 0, an isomorphism Ψ :
γ∗Ωk
t/W
∼→ ∧k g , of locally free sheaves on gr.
On the other hand, we recall that the square on the right of diagram (5.3.1) is cartesian
and the morphism ϑ in the diagram is finite and flat. Hence, by flat base change, for any
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k ≥ 0, we get W -equivariant isomorphisms pr∗Or = pr∗γ˜∗Ot = γ∗ϑ∗Ot. Tensoring here
each term by the W -module ∧kt and taking W -invariants in the resulting sheaves, yields a
natural sheaf isomorphism Φ : (∧kt⊗ pr∗Or)W ∼→ γ∗[(ϑ∗(∧kt⊗Ot))W ] = γ∗(ϑ∗Ωkt )W .
Combining all the above morphisms together, we obtain the following diagram
γ∗Ωk
t/W
Ψ
∼
// ∧kg λ
k
(5.4.5)
// (∧kt⊗ pr∗Or)W Φ∼ // γ∗((ϑ∗Ωkt )W ) (5.6.1)
Lemma 5.6.2. The composite morphism in (5.6.1) equals the pull back via the map γ of the canonical
morphism of sheaves Ωk
t/W → (ϑ∗Ωkt )W .
Proof. The statement amounts to showing that, for each i, the composite morphism (5.6.1)
sends the section dfi to the section γ
∗(d(ϑ∗f¯i)), where d(ϑ
∗f¯i) ∈ ϑ∗Ω1t is viewed as a 1-form
on t. Furthermore, it suffices to check this on the open dense set of regular semisimple
elements where it is clear. 
At this point, we apply a result due to L. Solomon [So] saying that the canonical morphism
Ωk
t/W → (ϑ∗Ωkt )W is in fact an isomorphism. It follows, thanks to Lemma 5.6.2, that the
morphism λk in the middle of diagram (5.6.1) must be an isomorphism. This completes the
proof of Theorem 5.4.6(i). 
Remark 5.6.3. There is an alternative approach to the proof that the morphisms in (5.4.5) are
isomorphisms as follows. First of all, on the open set of regular semisimple elements our
claim amounts to Lemma 5.4.4(ii). Next, one verifies the result in the case g = sl2. It follows
that the result holds for any reductive Lie algebra of semisimple rank 1. Using this, one
deduces that the morphisms of locally free sheaves in (5.4.5) are isomorphisms outside a
codimension 2 subset. The result follows.
A similar strategy can also be used to obtain direct proofs of the above mentioned results
of Broer and Solomon, respectively.
5.7. The case of a not necessarily small representation. The sheaf morphism λL : Lg →
(Lh ⊗ pr∗Or)W , in (5.4.5), may fail to be surjective in the case where L is a not necessar-
ily small representation. Nonetheless, using a result by Khoroshkin, Nazarov, and Vinberg
[KNV], we will give a description of the image of that morphism for an arbitrary represen-
tation L.
To this end, we first apply the construction of sections 5.3 and §5.4 in the special case
of the adjoint representation L = g. Thus, starting from the sheaf gB on B, see (5.2.1), the
construction produces a sheaf gr := h⊗Or
⊕ ( ⊕
α∈R
gαr
)
. This is a G-equivariant locally free
sheaf on r that comes equipped with a fiberwise Lie bracket.
For any representationL, there is a natural action morphism gr⊗Lr → Lr. Taking adjoints
and using the isomorphism g−αr
∼= (gαr )∗ yields, for any α ∈ R and λ ∈ X, an induced
coaction morphism eα : L
λ
r → Lλ+αr ⊗ g−αr . Iterating the latter morphism k times we obtain
morphisms
ekα : L
λ
r → Lλ+k·αr ⊗ g−k·αr , k = 1, 2, . . . .
Let kerα ⊂ t be the root hyperplane corresponding to a root α ∈ R+. The inverse image
of this hyperplane via the map γ˜ : r → t, cf. (5.3.1), is a smooth G-stable irreducible divisor
Dα ⊂ r. Given k ≥ 1, we use the standard notation Lk·αr ⊗ g−k·αr (−k ·Dα) for a subsheaf of
Lk·αr ⊗ g−k·αr formed by the sections which have a k-th order zero at the divisor Dα.
Our description of the image of the morphism λL is provided by the following result
inspired by [KNV].
33
Theorem 5.7.1. Let L be a finite dimensional g-representation such that the weights of L are con-
tained in the root lattice. Then the morphism λL : Lg → (Lh ⊗ pr∗Or)W , in (5.4.5), yields an
isomorphism of Lg with a subsheaf L of the sheaf (Lh ⊗ pr∗Or)W defined as follows
L := {s ∈ (Lh ⊗ pr∗Or)W
∣∣ ekα(pr∗(s)) ∈ Lk·αr ⊗ g−k·αr (−k ·Dα), ∀α ∈ R+, k ≥ 1}.
Remark 5.7.2. It is not difficult to check that, in the case where L is a small representation,
one has L = (Lh ⊗ pr∗Or)W . So, Theorem 5.7.1 reduces in this case to Theorem 5.4.6(ii). ♦
The proof of Theorem 5.7.1 is parallel to the arguments used in §5.5. There is an analogue
of commutative diagram (5.5.5). The space (Lh ⊗ C[t])W in that diagram is replaced by its
subspace defined in [KNV, p.1169], resp. the space Γ((Lh ⊗ pr∗Or)W ) is replaced by Γ(L).
The role of Broer’s result from Proposition 5.5.6 is played by [KNV, Theorem 2].
Theorem 5.7.1 will not be used in the rest of the paper; so, details of the proof will be
given elsewhere.
6. GEOMETRY OF THE COMMUTING SCHEME
6.1. Another isospectral variety. We write x = hx + nx for the Jordan decomposition of an
element x ∈ g. We say that a pair (x, y) ∈ G is semisimple if both x and y are semisimple
elements of g. Let Gb be the set of pairs (x, y) ∈ G such that there exists a Borel subalgebra
that contains both x and y.
Lemma 6.1.1. (i) Let (x, y) ∈ G. Then (x, y) ∈ Gb if and only if there exists a semisimple pair
(h1, h2) ∈ T such that, for any polynomial f ∈ C[G]G, we have f(x, y) = f(h1, h2).
(ii) If (x, y) ∈ C then the G-diagonal orbit of the pair (hx, hy) is the unique closed G-orbit
contained in the closure of the G-diagonal orbit of (x, y).
Proof. Let t ⊂ b be Cartan and Borel subalgebras of g and let T be the maximal torus cor-
responding to t. Clearly, there exists a suitable one parameter subgroup γ : C× → T such
that, for any t ∈ t and n ∈ [b, b], one has lim
z→0
Ad γ(z)(t + n) = t.
To prove (i), let (x, y) ∈ b × b. We can write x = h1 + n1, y = h2 + n2 where hi ∈ t and
ni ∈ [b, b]. We see from the above that the pair (h1, h2) is contained in the closure of the
G-orbit of the pair (x, y). Hence, for any f ∈ C[G]G, we have f(x, y) = f(h1, h2).
Conversely, let (h1, h2) ∈ T and let (x, y) ∈ G be such that f(x, y) = f(h1, h2) holds for
any f ∈ C[G]G. The group Gh1,h2 is reductive. Hence, the G-diagonal orbit of (h1, h2) is
closed in G, cf. eg. [GOV]. Moreover, this G-orbit is the unique closed G-orbit contained
in the closure of the G-orbit of the pair (x, y) since G-invariant polynomials on G separate
closed G-orbits. By the Hilbert-Mumford criterion, we deduce that there exists a suitable
one parameter subgroup γ : C× → G such that, conjugating the pair (h1, h2) if necessary,
on gets lim
z→0
Ad γ(z)(x, y) = (h1, h2).
Now, let a be the Lie subalgebra of g generated by the elements x and y and let t be a
Cartan subalgebra such that lim
z→0
Ad γ(z)(x, y) ∈ t × t. We deduce from the above that one
has lim
z→0
Ad γ(z)
(
[a, a]
) ⊂ [t, t] = 0. This implies that any element of [a, a] is nilpotent. Hence,
[a, a] is a nilpotent Lie algebra, by Engel’s theorem. We conclude that a is a solvable Lie
algebra. Hence, there exists a Borel subalgebra b such that a ⊂ b and (i) is proved.
To prove (ii), observe that the elements hx, hy, nx, ny generate an abelian Lie subalgebra
of g. Hence, there exists a Borel subalgebra b that contains all of them. Choose a Cartan
subalgebra t ⊂ b such that hx, hy ∈ t. Then, the argument at the beginning of the proof
shows that the pair (hx, hy) is contained in the closure of the G-diagonal orbit of (x, y). 
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Note that, by definition, we have Gb = [µ(G˜)]red, the reduced image of the morphism
µ : G˜→ G, see §3.1. The following result implies Proposition 3.1.1(ii).
Proposition 6.1.2. The morphism µ× ν : G˜→ [G×G//G T]red is birational and proper.
The first projection G× T→ G induces a birational finite morphism [G×G//G T]red → Gb.
Proof. Let G♥ be the set of pairs (x, y) ∈ G such that the vector space Cx+ Cy ⊂ g spanned
by x and y is 2-dimensional and, moreover, any nonzero element of that vector space is
regular in g. It is clear that G♥ is a G-stable Zariski open and dense subset of G.
According to [CM], Lemma 6(i), the set (b×b)∩G♥ is nonempty, for any Borel subalgebra
b. Hence, this set is Zariski open and dense in b × b. Furthermore, it follows from [CM],
Lemma 7(i) and Lemma 8(i), that for any pair (x, y) ∈ G♥ there is at most one Borel subal-
gebra that contains both x and y (in [CM], this result is attributed to Bolsinov [Bol]). Hence,
the map µ restricts to a bijection µ−1(G♥) ∼→ Gb ∩ G♥. Both statements of the proposition
follow from this since the map µ is proper. 
6.2. A stratification of the isospectral commuting variety. Below, we will have to consider
several reductive Lie algebras at the same time. To avoid confusion, we write C(l) for the
commuting scheme of a reductive Lie algebra l and use similar notation for other objects
associated with l.
LetN(l) be the nilpotent commuting variety of l, the variety of pairs of commuting nilpotent
elements of l, equiped with reduced scheme structure. It is clear that we have N(l) = N(l′),
where l′ := [l, l], the derived Lie algebra of l. According to [Pr], the irreducible components
of N(l) are parametrized by the conjugacy classes of distinguished nilpotent elements of l′.
The irreducible component corresponding to such a conjugacy class is equal to the closure
in l′× l′ = T ∗(l′) of the total space of the conormal bundle on that conjugacy class. It follows,
in particular, that the dimension of each irreducible component of the variety N(l) equals
dim l′.
Fix a reductive connected group G and a Cartan subalgebra t ⊂ g = LieG. Recall that
the centralizer of an element of t is called a standard Levi subalgebra of g. Let S be the set
of standard Levi subalgebras. Given a standard Levi subalgebra l, let
◦
tl ⊂ t, resp.
◦
Tl ⊂ T,
denote the set of elements h ∈ t, resp. (h1, h2) ∈ T, such that we have gh = l, resp. gh1,h2 = l.
Let tl denote the center of l. It is clear that
◦
tl is an irreducible Zariski open dense subset
of tl, resp.
◦
Tl is an irreducible Zariski open dense subset of tl × tl. We get a stratification
t = ⊔l∈S
◦
tl, resp. T = ⊔l∈S
◦
Tl.
Let X = X(g), the isospectral commuting variety of g, and let p
T
: X(g) → T be the
projection. For each standard Levi subalgebra l of g, we put Xl(g) := (pT)
−1(
◦
Tl). Thus,
we get a partition X(g) = ⊔l∈S Xl(g) by G-stable locally closed, not necessarily smooth,
subvarieties.
We consider a map G×G× T→ G× T given by the following assignment
g × (y1, y2)× (t1, t2) 7→
(
Ad g(y1 + t1), Ad g(y2 + t2)
)× (t1, t2). (6.2.1)
Lemma 6.2.2. For any standard Levi subalgebra l with Levi subgroup of L ⊂ G, the map (6.2.1)
induces a G-equivariant isomorphism(
G×L N(l)
) × ◦Tl ∼→ Xl.
The second projection
(
G×LN(l)
) × ◦Tl → ◦Tl goes, under the isomorphism, to the map pT : Xl →
◦
Tl. Thus, all irreducible components of the set Xl have the same dimension equal to dim g + dim tl
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and are in one-to-one correspondence with the distinguished nilpotent conjugacy classes in the Lie
algebra l.
Proof. Let (x1, x2, t1, t2) ∈ Xl. Lemma 6.1.1(ii) implies that, for any polynomial f ∈ C[C]G,
we have f(x1, x2) = f(hx1 , hx2). We know that the semisimple pair (hx1 , hx2) is G-conjugate
to an element of T, that W -invariant polynomials separate W -orbits in T, and that the re-
striction map (1.3.1) is surjective, [Jo]. It follows that the pair (hx1 , hx2) is G-conjugate to the
pair (t1, t2). Hence, the pair (x1, x2) is G-conjugate to a pair of the form (t1 + y1, t2 + y2) for
some (y1, y2) ∈ N(l). The isomorphism of the lemma easily follows from this.
Now, for any irreducible component V of N(l), using the result of Premet mentioned
above, we find
dim
(
(G×L V )×
◦
Tl
)
= dimG− dimL+ dimV + 2dim tl
= dim g− dim(tl + [l, l]) + dim[l, l] + 2dim tl = dim g+ dim tl.
This proves the dimension formula for irreducible components of the variety Xl. 
We are now ready to complete the proof of Lemma 2.1.3.
Corollary 6.2.3. The set Xrs is an irreducible and Zariski dense subset of X.
Proof. Let Css be the set of semisimple pairs (x, y) ∈ C and let Xssl := Xl ∩ p−1(Css). Lemma
6.2.2 implies that, for any Levi subalgebra l, any element (x, y, t1, t2) ∈ Xssl is conjugate to the
element (x′, y′, t1, t2) for some (x
′, y′) ∈ ◦Tl. In the special case where l = t, we have Xrs = Xt.
Hence, Lemma 6.2.2 implies that Xrs is irreducible and, moreover, we have Xssl ⊂ Xrs, for
any standard Levi subalgebra l.
Thus, using the isomorphism of Lemma 6.2.2 one more time, we see that proving the
Corollary reduces to showing that N(l), the nilpotent commuting variety of l, is contained
in the closure of the set Css(l). But we have Css(l) ⊇ Crs(l) and the set Crs(l) is dense in C(l),
by Proposition 2.1.1(i); explicitly, this is Corollary 4.7 from [Ri1]. The result follows. 
6.3. Proof of Lemma 2.6.4. We have the projection p : X(g) → C(g) and, for any standard
Levi subalgebra l ⊂ g, put Cl(g) = p(Xl(g))where we use the notation of Lemma 6.2.2. Thus,
one has C(g) = ∪l∈S Cl(g). Note that, for a pair of standard Levi subalgebras l1, l2 ⊂ g, the
corresponding pieces Cl1(g) and Cl2(g) are equal whenever the Levi subalgebras l1 and l2 are
conjugate in g; otherwise these two pieces are disjoint.
Let l be a standard Levi subalgebra in g. We are interested in the dimension of the set
Cl(g) r C
rr. The dimension formula of Lemma 6.2.2 shows that the codimension of the set
Cl(g) in C(g) equals dim(t/tl). We see that to prove Lemma 2.6.4 it suffices to show that, for
any standard Levi subalgebra l ⊂ g such that the codimension of tl in t equals either 0 or 1,
the set Cl(g)r C
rr has codimension ≥ 2 in C(g).
In the first case we have t = tl = l. Thus, one has N(l) = {0}, so N(l) +
◦
Tl =
◦
T, where
we have used simplified notation
◦
T :=
◦
Tt. The set
◦
Tr Crr consists of the pairs (h1, h2) ∈
◦
T
such that neither h1 nor h2 is regular. Therefore, each of these two elements belongs to some
root hyperplane in t, that is, belongs to a finite union of codimension 1 subspaces in t. We
conclude that the set
◦
Tr Crr has codimension ≥ 2 in N(l) + ◦Tl, as required.
Next, let dim(t/tl) = 1. In that case, l is a minimal Levi subalgebra of g. Thus, there is a
root α ∈ t∗ in the root system of (g, t) such that tl = Kerα is a codimension 1 hyperplane
in t. We have l = tl ⊕ [l, l] where [l, l] is an sl2-subalgebra of g associated with the root α. It
is easy to see that N(sl2) is an irreducible variety formed by the pairs of nilpotent elements
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proportional to each other (the zero element is declared to be proportional to any element).
Thus,N(l) +
◦
Tl is an irreducible variety.
To complete the proof of the lemma in this case, we must show that the complement of
the set U = (N(l) +
◦
Tl) ∩ Crr has codimension ≥ 1 in N(l) +
◦
Tl. The set U is a Zariski open
subset in an irreducible variety. Thus, it suffices to show that the set U is nonempty. For
this, pick h ∈ ◦tl and let n ∈ sl2 be any nonzero nilpotent element. Then, n is a regular
element of the Lie algebra [l, l] = sl2; hence h + n is a regular element of g. Therefore, we
have (h+ n, h+ n) ∈ U , and we are done. 
6.4. Proof of Theorem 1.5.2(i). The property of a coherent sheaf be Cohen-Macaulay is sta-
ble under taking direct images by finite morphisms and taking direct summands. Thus,
Theorem 1.3.4 implies that the sheaf R, as well as the isotypic components RE for any W -
module E, is Cohen-Macaulay.
The scheme Xnorm/W is reduced and integrally closed, as a quotient of an integrally
closed reduced scheme by a finite group action, [Kr], §3.3. Further, by Lemma 2.1.3(ii), the
map pnorm is generically a Galois covering with W being the Galois group. It follows that
the induced map Xnorm/W → Cnorm is a finite and birational morphism of normal varieties.
Hence it is an isomorphism, that is, the canonical morphism OCnorm → ((pnorm)∗OXnorm)W =
RW is an isomorphism. This yields an isomorphism Xnorm/W ∼= Cnorm and implies Corol-
lary 1.3.5.
Observe next that the sheaf R|Cr is a Cohen-Macaulay sheaf on a smooth variety, hence
it is locally free. The fiber of the corresponding algebraic vector bundle over any point of
the open set Crs ⊂ Cr affords the regular representation of the Weyl group W , by Lemma
2.1.3(ii). The statement of Theorem 1.5.2(i) follows from this by continuity since the set Crs
is dense in Cr.
6.5. Proof of Theorem 1.5.2(ii) and of Theorem 1.6.1(i). We use the notation of Definition
2.6.3 and let X˜1 := µ
−1(C1). Write q˜ : X˜1 → g˜r, (b, x, y) 7→ (b, x), resp. q1 : C1 →
gr, (x, y) 7→ x, for the natural projection, and let π be the map from Corollary 3.3.5. Thus,
one has a commutative diagram
X˜1
q˜

π
∼
// X1
q

p
// C1
q1

g˜r
π
∼
// r
pr
// gr
(6.5.1)
Lemma 6.5.2. The right square in diagram (6.5.1) is cartesian.
Proof. It is immediate from Lemma 5.4.1 that themap q˜×(p ◦π) : X˜1 → g˜r ×gr C1 that results
from the diagram is a set theoretic bijection. Further, all the varieties involved in diagram
(6.5.1) are smooth and the map q1 is a smooth morphism (the vector bundle projectionNr →
r, cf. Lemma 2.1.5). It follows that g˜r ×gr C1 is a smooth variety and, moreover, the bijection
above gives an isomorphism X˜1
∼→ g˜r ×gr C1, of algebraic varieties. We deduce that the
rectangle along the perimeter of diagram (6.5.1) is a cartesian square.
To complete the proof, we observe that the map π in (6.5.1) is an isomorphism by Corol-
lary 3.3.5, resp. the map π is an isomorphism by Proposition 3.1.1(i). We conclude that the
right square in diagram (6.5.1) is cartesian as well. 
37
The morphism pr in diagram (6.5.1) is finite and the morphism q1 is smooth. So, thanks
to Lemma 6.5.2, we may apply smooth base change for the cartesian square on the right of
(6.5.1). Combining this with smooth base change for the cartesian square on the right of
diagram (5.3.1), yields a chain of naturalG×W ×C× × C×-equivariant sheaf isomorphisms
R|C1 = p∗OX1 = p∗q∗Or = q∗1pr∗Or = q∗1pr∗(γ˜∗Ot) = q∗1γ∗(ϑ∗Ot). (6.5.3)
Therefore, for anyW -representationE, we deduce
R
E|C1 = (E ⊗ q∗1pr∗Or)W = q∗1
(
(E ⊗ pr∗Or)W
)
= q∗1γ
∗
(
(E ⊗ ϑ∗Ot)W
)
. (6.5.4)
Observe next that, for any (x, y) ∈ C1, the Lie algebra gx is abelian, hence we have gx,y =
gx∩gy = gx. From this, writing g1 := gC1 for short, we get a natural isomorphism g1 = q∗1ggr ,
of sheaves on C1. We deduce that the sheaf g1 is a locally free. Furthermore, applying
to functor q∗1(−) to the isomorphism of Theorem 5.4.6(i) and using (6.5.4) one obtains the
following isomorphisms
∧k g1 = q∗1(∧kggr) ∼→ q∗1
(
(∧kt⊗ pr∗Or)W
)
= R∧
kt|C1 . (6.5.5)
Now, let L be a rationalG-module such that the set of weights of L is contained in the root
lattice. Then, a similar argument yields a natural isomorphism Lg1 = q∗1(L
ggr ). Therefore
the sheaf Lg1 is locally free. Moreover, applying the functor q∗1(−) to the isomorphism of
Theorem 5.4.6(ii) and using (6.5.4) again, one similarly obtains an isomorphism
Lg1 ∼→ RLh |C1 . (6.5.6)
Similar considerations apply, of course, in the case where the set C1 is replaced by the
set C2. It follows, in particular, that grr := gCrr and L
grr := LgCrr are locally free coherent
sheaves on Crr = C1 ∪ C2. However, it is not clear a priori, that the ‘C2-counterparts’ of
morphisms (6.5.5)-(6.5.6) agree with those in (6.5.5)-(6.5.6) on the overlap C1 ∩ C2.
To overcome this difficulty, we now produce an independent direct construction of canon-
ical morphisms
λkrr : ∧kgCrr → R∧
kt|Crr , resp. λLrr : Lgrr → RL
h |Crr . (6.5.7)
This will be done by adapting the strategy of §5.3 as follows. Let Xrr = p−1(Crr) and
X˜rr = µ−1(Crr). We know by the above that the sheaf µ∗grr, resp. µ
∗(Lgrr), is locally free,
being a pull-back of a locally free coherent sheaf on Crr.
Now let (x, y, b) ∈ X˜rr. Then, x, y ∈ b and, moreover, we have that either gx,y = gx
or gx,y = gy. In each of the two cases, applying Lemma 5.4.1, we deduce an inclusion
Lgx,y ⊂ L20. Therefore, one gets, as in §5.3, a well defined morphism µ∗(Lgrr)→ Lh⊗O
X˜rr
.
We may further transport this morphism via π, the isomorphism of Corollary 3.3.5(ii). This
way, one constructs a canonical morphism f : p∗(Lgrr) → Lh ⊗ OXrr . The morphisms in
(6.5.7) are now defined from the morphism f , by adjunction, mimicing the construction of
§5.3.
Lemma 6.5.8. The restriction of the morphism λkrr, resp. λ
L
rr, in (6.5.7), to the open set C1 ⊂ Crr
reduces to isomorphism (6.5.5), resp. (6.5.6).
Similar claim holds in the case of the set C2 ⊂ Crr.
Proof. All the sheaves involved areG-equivariant and locally free. Hence, it suffices to check
the statement of the lemma fiberwise, and only at the points of the form (x, y) ∈ tr × tr. In
that case verification is straightforward and is left for the reader. 
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Lemma 6.5.8 implies that each of the morphisms in (6.5.7) is an isomorphism of locally
free sheaves on Crr.
To complete the proof of Theorem 1.6.1(i) write j : Crr →֒ Cnorm be the open imbedding.
We know that the sheaf RE is Cohen-Macaulay for anyW -representation E. It follows, that
the canonical morphism RE → j∗(RE |Cr) is an isomorphism, cf. Lemma 2.6.1. Similarly,
by Lemma 5.1.2(ii), we have a canonical isomorphism LgCnorm ∼→ j∗(LgCr ). Thus, applying
the functor j∗(−) to the isomorphism LgCr ∼= RLh |Cr proved earlier, we deduce LgCnorm =
j∗(L
gCr ) ∼= j∗(RLh |Cr) ∼= RLh and Theorem 1.6.1(i) follows.
A similar (even simplier) argument proves Theorem 1.5.2(ii).
Remark 6.5.9. In the case of a not necessarily small representation L, one can still obtain
a description of the image of the corresponding morphism λLrr, in (6.5.7), in the spirit of
Theorem 5.7.1. That description is not very useful, however, since the sheaf LgC |Cr turns out
to be not locally free, in general, already for g = sl2.
6.6. Proof of Corollary 1.5.1. The isomorphismOCnorm ∼= RW , in Corollary 1.5.1(i), has been
already established at the beginning of §6.4.
Proof of the isomorphism KCr ∼= R sign|Cr . Given a point (x, y) ∈ C, let Tx,yC, resp. T ∗x,yC, be the
Zariski tangent, resp. cotangent, space to C at (x, y). Let κ∗ : g⊕ g→ g be the differential of
the commutator map κ at the point (x, y). Then, one has an exact sequence of vector spaces
0 // Tx,yC // g⊕ g κ∗ // g // Coker(κ∗) // 0.
We use an invariant form on g to identify g∗ with g and write κ⊤∗ for the linear map dual
to the map κ∗. Then, dualizing the exact sequence above yields an exact sequence
0 T
∗
x,yCoo g⊕ goo g
κ⊤∗oo Ker(κ⊤∗ )
oo 0oo (6.6.1)
Now, the map κ∗ is given by the formula κ∗ : (u, v) 7→ [x, u]− [y, v]. Using the invariance
of the bilinear form one easily finds that the dual map is given by the formula κ⊤∗ : a 7→
[x, a]⊕ [y, a].We conclude that Ker(κ⊤∗ ) = gx,y.
Write det for the top exterior power of a vector space. From (6.6.1), we deduce a canonical
isomorphism detT ∗x,yC = det(g⊕g)⊗(det g)−1⊗det gx,y. For (x, y) ∈ Cr, we have det gx,y =
∧rgx,y = ∧rgC|(x,y). Therefore, a choice of base vector in the 1-dimensional vector space
det g determines, for all (x, y) ∈ Cr, an isomorphism detT ∗x,yC ∼= ∧rgC|(x,y). This yields an
isomorphism KCr ∼= ∧rgCr of locally free sheaves. 
We can now complete the proof of Corollary 1.5.1. We know that Cnorm is a Cohen-
Macaulay variety and that the sheaf R on Cnorm is isomorphic to its Grothendieck dual
RHomOCnorm (R, KCnorm). It follows that for any j 6= 0 one has RjHomOCnorm (R, KCnorm) = 0
and, moreover, there is an isomorphism R ∼=HomOCnorm (R, KCnorm). Further, since OCnorm is
a direct summand of R the sheaf KCnorm is a direct summand of HomOCnorm (R, KCnorm) ∼= R.
Hence,KCnorm is a Cohen-Macaulay sheaf. Similarly, the sheaf R sign is also Cohen-Macaulay.
Recall that two Cohen-Macaulay sheaves are isomorphic if and only if they have iso-
morphic restrictions to a complement of a closed subset of codimension ≥ 2. The isomor-
phism KCnorm ∼= R sign of Corollary 1.5.1(i) now follows from the chain of isomorphisms
KCnorm |Cr ∼= ∧rgCr ∼= (∧rt ⊗ R)W |Cr = R sign|Cr where the second isomorphism holds by
Theorem 1.5.2(ii).
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Finally, the isomorphism of part (ii) of Corollary 1.5.1 follows, thanks to the isomorphism
KCnorm ∼= R sign, by equating the correspondingW -isotypic components on each side of the
self-duality isomorphismHomOCnorm (R, R
sign) ∼= R proved earlier. 
Remark 6.6.2. The short exact sequence (6.6.1) implies that, for any (x, y) ∈ C, one has
r+ dim g = dimC ≤ dimT ∗x,yC = 2dim g− (dim g− dimKerκ⊤∗ ) = dim g+ dim gx,y,
where in the first equality we have used Proposition 2.1.1(i). We deduce an inequality r ≤
dim gx,y. Moreover, we see that this inequality becomes an equality if and only if (x, y) is a
smooth point of the scheme C. This proves Proposition 2.1.1(ii).
6.7. Proof of Theorem 1.6.1(ii)-(iii). We have the following chain of naturalW -equivariant
algebra maps
C[T] = C[T]W ⊗C[T]W C[T] = C[Cred]G ⊗C[Cred]G C[T]
= C[Cred ×Cred//G T]G ։ C[X]G →֒ C[Xnorm]G.
Let f be the composition of the above maps. It follows from the isomorphism Crs ∼=
G ×N(T )
◦
Tt that the map f induces an isomorphism between the fields of fractions of the
algebras C[T] and C[Xnorm]
G, respectively. The algebra C[Xnorm]
G is, by definition, a finitely
generated C[X]G-module, hence, also a finitely generated module over the image of f .
Thus, since the algebra C[T] is integrally closed, we obtain Γ(Cnorm, R)
G = C[Xnorm]
G =
C[T]. Equating W -isotypic components on each side of this isomorphism yields the first
isomorphism of Theorem 1.6.1(ii).
To prove the second isomorphism, we compute
(L⊗C[Cnorm])G = Γ(Cnorm, L⊗OCnorm)G
= Γ(Cnorm, L
gCnorm )G by Lemma 5.1.2(i)
= Γ(Cnorm, R
Lh)G by Theorem 1.6.1(i)
= (Lh ⊗ C[T])W by the previous paragraph.
It is immediate to check, by restricting to the open set of regular semisimple pairs, that the
composition of the chain of isomorphism above goes, via the identification Lh = Lt induced
by the imbedding i : t →֒ g, to the restriction homomorphism i∗ : (L ⊗ C[Cnorm])G →
(Lt ⊗ C[T])W . This proves part (ii) of Theorem 1.6.1.
To prove part (iii) we use Theorem 1.5.2(ii). From that theorem, we deduce Γ(Cr, R∧
st) ∼=
Γ(Cr, ∧sgCr), for any s ≥ 0. Further, we know that the set Cnorm r Cr has codimension
≥ 2 in Cnorm and that R∧st is a Cohen-Macaulay sheaf on Cnorm. It follows that the natural
restriction map induces an isomorphism Γ(Cnorm, R
∧st) ∼→ Γ(Cr, R∧st). The proof is now
completed by the following chain of isomorphisms:
Γ(Cr, ∧sgCr)G ∼= Γ(Cr, R∧
st)G ∼= Γ(Cnorm, R∧st)G ∼= (∧st⊗ C[T])W . ✷
7. PRINCIPAL NILPOTENT PAIRS
7.1. Filtrations and Rees modules. Given a vector space E we refer to a direct sum de-
composition E =
⊕
i,j≥0 E
i,j as a bigrading on E. Similarly, a collection of subspaces
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Fi,jE ⊂ E, i, j ≥ 0 such that Fi,jE ⊂ Fi′,j′E whenever i ≤ i′ and j ≤ j′ will be re-
ferred to as a bifiltration on E. Canonically associated with a bifiltration Fi,jE, there is a pair
of bigraded vector spaces
grE :=
⊕
i,j≥0
gri,j E, gri,j E :=
Fi,jE
Fi−1,jE + Fi,j−1E
, resp. RE :=
⊕
i,j≥0
Fi,jE. (7.1.1)
We view the polynomial algebraC[τ1, τ2] as bigraded algebra such that deg τ1 = (1, 0) and
deg τ2 = (0, 1). Below, we will often make no distinction between RE and the Rees module
of E defined as
∑
i,j τ
i
1τ
j
2 · Fi,jE ⊂ C[τ1, τ2] ⊗ E, a bigraded C[τ1, τ2]-submodule of a free
C[τ1, τ2]-module with generators E. There is a canonical bigraded space isomorphism
grE ∼= RE/(τ1 · RE + τ2 · RE). (7.1.2)
Given a vector space E equipped with a pair of ascending filtrations ′F qE and ′′F qE, there
are Rees modules ′RE :=
∑
i τ
i
1 · ′FiE ⊂ C[τ1]⊗E, resp. ′′RE :=
∑
j τ
j
2 · ′′FjE ⊂ C[τ2]⊗E,
as well as associated graded spaces ′gr qE, resp. ′′gr qE. One may further define a bifiltration
onE by the formula Fi,jE :=
′FiE∩ ′′FjE, i, j ≥ 0. One has the corresponding ReesC[τ1, τ2]-
module RE. There are canonical isomorphisms
C[τ±12 ]
⊗
C[τ2]
RE ∼= C[τ±12 ]
⊗ ′
RE, resp. grE ∼= ′gr(′′grE) ∼= ′′gr(′grE),
of graded C[τ1, τ
±1
2 ]-modules, resp. bigraded vector spaces. Specializing the first of the
above isomorphisms at the point (τ1, τ2) = (0, 1) and using that
′
RE/τ1 · ′RE ∼= ′grE we
deduce a canonical isomorphism of graded vector spaces
RE/
(
τ1 ·RE + (τ2 − 1)·RE
) ∼= ′grE. (7.1.3)
Now let E =
⊕
i,j E
i,j be a bigraded vector space itself. Associated naturally with the
bigrading, there are two filtrations on E defined by ′FmE :=
⊕
{i,j| i≤m} Ei,j and
′′FnE :=⊕
{i,j| j≤n} Ei,j, respectively. Let Fm,nE :=
′FmE ∩ ′′FnE =
⊕
{i,j| i≤m, j≤n} E
i,j be the cor-
responding bifiltration. Further, equip the C[τ1, τ2]-module C[τ1, τ2] ⊗ E with a standard
tensor product bigrading (C[τ1, τ2]⊗ E)p,q :=
∑
{0≤i≤p, 0≤j≤q} C
i,j[τ1, τ2]⊗ Ep−i,q−j.
Lemma 7.1.4. For a bigraded vector space E =
⊕
i,j E
i,j , the assignment
ℵ : τm1 τn2 ⊗ ui,j 7−→ τm+i1 τn+j2 · ui,j, ui,j ∈ Ei,j , i, j,m, n ≥ 0,
yields a bigraded C[τ1, τ2]-module isomorphism ℵ : C[τ1, τ2]⊗E ∼→ RE. 
This lemma is clear. Later on, we will use the following simple result
Corollary 7.1.5. Let E be a finite dimensional vector space equipped with a pair of ascending filtra-
tions ′F qE and ′′F qE, respectively. Then RE is a finite rank free C[τ1, τ2]-module.
Proof. The filtrations ′F qE and ′′F qE form a pair of partial flags in E. Hence, applying the
Bruhat lemma for pairs of flags, we deduce that there exists a bigrading E = ⊕m,n Em,n
such that the original filtrations are associated, as has been explained before Lemma 7.1.4,
with that bigrading. The corollary now follows from the lemma. 
Remark 7.1.6. For a general bifiltration on a finite dimensional vector space E that does not
come from a pair of filtrations one may have dim(grE) > dimE, so the C[τ1, τ2]-module RE
is not necessarily flat, in general. ♦
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Next, let I ⊂ E be a subspace of a vector subspace E and put A = E/I . Write V for the
image of a vector subspace V ⊂ E under the projectionE ։ E/I . A filtration onE induces
a quotient filtration on A. Therefore, given a pair of filtrations ′F qE and ′′F qE on E one has
the corresponding quotient filtrations ′F qA = (′F qE + I)/I and ′′F qA = (′′F qE + I)/I on A.
There are two, potentially different, ways to define a bifiltration on A as follows
Fmini,j A := Fi,jE =
[
(′FiE ∩ ′′FjE) + I
]
/I ∼= (′FiE ∩ ′′FjE)/(′FiE ∩ ′′FjE ∩ I),
Fmaxi,j A := FiE ∩ FjE =
[
(′FiE + I) ∩ (′′FjE + I)
]
/I = ′FiA ∩ ′′FjA.
Clearly, for any i, j, one has Fmini,j A ⊂ Fmaxi,j A where the inclusion is strict, in general.
Therefore, writing RminA, resp. RmaxA, for the Rees module associated with the bifiltration
Fmini,j A, resp. F
max
i,j A, one obtains a canonical, not necessarily injective, bigraded C[τ1, τ2]-
module homomorphism can : RminA→ RmaxA.
7.2. A flat scheme over C2. We have the standard grading C[t] =
⊕
i≥0 C
i[t], resp. filtra-
tion Fm = C
≤m[t] =
⊕
i≤m C
i[t], where Ci[t] denotes the space of degree i homogeneous
polynomials on t. Similarly, one has a bigrading C[T] =
⊕
i,j C
i,j[T] where Ci,j[T] :=
Ci[t] ⊗ Cj [t]. Associated with this bigrading, we have the pair of filtrations ′F qC[T] and
′′F qC[T], respectively, and the corresponding bifiltration Fm,nC[T] =
′FmC[T] ∩ ′′FnC[T] =⊕
{i≤m, j≤n} C
i,j[T], m, n ≥ 0, cf. §7.1.
Recall the setting of §1.7. Thus, we have the semisimple pair h = (h1, h2) ∈ T associated
with the principal nilpotent pair e = (e1, e2). The coordinate ring of the finite subscheme
W ·h ⊂ T has the form C[W ·h] = C[T]/Ih where Ih ⊂ C[T] is an ideal generated by the
elements {f − f(h), f ∈ C[T]W }. The quotient algebra C[W ·h] = C[T]/Ih inherits a pair,
′F qC[W ·h] and ′′F qC[W ·h] of quotient filtrations. Associated with these filtrations, there are
bifiltrations Fmaxi,j C[W ·h], resp. Fmini,j C[W ·h].
We put Y := SpecRmaxC[W ·h]. This is an affine scheme that comes equipped with a
W × C× × C×-action and with a C× × C×-equivariant morphism ℘ : Y → C2 induced by
the canonical algebra imbedding C[τ1, τ2] →֒ RmaxC[W ·h].
Let ϑ : t → t/W be the quotient morphism and write C[ϑ−1(W · h2)] for the coordinate
ring of the scheme theoretic fiber of ϑ over the orbitW · h2 viewed as a closed point of t/W .
Lemma 7.2.1. (i) The scheme Y is a reduced, flat and finite scheme over C2.
There are naturalW -equivariant algebra isomorphisms
C[℘−1(0, 0)] ∼= grmaxC[W ·h] =
⊕
m,n≥0
Fmaxm,n C[W ·h]
Fmaxm−1,nC[W ·h] + Fmaxm,n−1C[W ·h]
, (7.2.2)
C[℘−1(0, 1)] ∼= ′grC[W ·h] ∼= C[ϑ−1(W · h2)], (7.2.3)
C[℘−1(1, 1)] ∼= C[W ·h]. (7.2.4)
(ii) We have Fmaxd1,d2C[W ·h] = C[W ·h], where ds = #R+s , s = 1, 2, see §1.7.
Proof. The isomorphism in (7.2.2) follows from (7.1.2), resp. the isomorphism in (7.2.4) fol-
lows from definitions. The latter isomorphism implies, by C× × C×-equivariance, that we
have ℘−1(C× × C×) ∼= C× × C× ×W ·h.
Further, the map ℘ is flat by Corollary 7.1.5. Therefore, Y is a Cohen-Macaulay scheme
such that ℘−1(C× × C×) is a reduced scheme. It follows that the schemeY is reduced.
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To complete the proof of the lemma, we consider the Levi subalgebra g1 = gh2 and its
Weyl groupW1, the subgroup ofW generated by reflections with respect to the set R
+
1 ⊂ t∗
formed by the roots α ∈ R+ such that α(h2) = 0.
Let I1 ⊂ C[t] denote the ideal of the orbitW1 ·h1 ⊂ t viewed as a reduced finite subscheme
of t. The element h1 has trivial isotropy group under the W1-action, [Gi, Proposition 3.2].
Therefore, a standard argument based on the fact thatC[t] is a freeC[t]W1-module shows that
the ideal grF I1 equals (C[t]
W1
+ ), the ideal generated by W1-invariant homogeneous polyno-
mials of positive degree. We deduce a chain of graded algebra isomorphisms
grF C[W1 · h1] ∼= grF C[t]/ grF I1 = C[t]/(C[t]W1+ ) = C[(ϑ1)−1(0)] (7.2.5)
where we have used the notation ϑ1 : t → t/W1 for the quotient morphism. Thus, there is
an isomorphism Spec grF C[W1 · h1] ∼= (ϑ1)−1(0) of (not necessarily reduced) schemes.
Let pr2 : W ·h→ W · h2, w(h) 7→ w(h2) be the second projection. We may view the fiber
pr−12 (t), t ∈ W · h2, as a subset of t × {t} ∼= t. Fix m ≥ 0 and let f ∈ ′FmC[W ·h]. Then, by
definition of the filtration ′F qC[W ·h], for any t ∈W ·h2, there exists a polynomial f˜t ∈ C≤m[t]
such that we have f˜t|pr−1
2
(t) = f |pr−1
2
(t). Conversely, let f ∈ C[W ·h] be an element such that,
for any t ∈ W · h2, there exists a polynomial f˜t ∈ C≤m[t] such that f˜t|pr−12 (t) = f |pr−12 (t).
Then, using Langrange interpolation formula, one shows that f ∈ ′FmC[W ·h]. Thus, we
have established a naturalW × C×-equivariant isomorphism
Spec(′grC[W ·h]) ∼= W ×W1
(
Spec grF C[pr−12 (h2)]
)
,
of (not necessarily reduced) schemes.
Note further that we have pr−12 (h2) = W1 · h1. Moreover, the scheme Spec grF C[W1 · h1]
is isomorphic to (ϑ1)
−1(0) thanks to (7.2.5). Thus, one obtainsW × C×-equivariant isomor-
phisms
Spec(′grC[W ·h]) ∼= W ×W1
(
(ϑ1)
−1(0)
) ∼= ϑ−1(W · h2). (7.2.6)
The isomorphisms in (7.2.3) follow since we have
C[℘−1(0, 1)] =
R
max
C[W ·h]
τ1 · RmaxC[W ·h] + (τ2 − 1) · RmaxC[W ·h] =
′grC[W ·h] = C[ϑ−1(W · h2)].
Here, the first isomorphism holds by definition, the second isomorphism is (7.1.3), and the
last isomorphism is (7.2.6).
To prove part (ii), we recall that the coinvariant algebra C[t]/(C[t]W1+ ) is a graded algebra
which is known to be concentrated in degrees≤ d1. We deduce, using isomorphisms (7.2.5)
and (7.2.6), that the graded algebra ′grC[W ·h] is also concentrated in degrees ≤ d1. Thus,
we have ′Fd1C[W ·h] = C[W ·h]. By symmetry, we get ′′Fd2C[W ·h] = C[W ·h]. Part (ii) of the
lemma follows. 
The group C× × C× acts on C2 and on T. This makes C[C2 × T] = C[τ1, τ2] ⊗ C[T]
a bigraded algebra with respect to the natural bigrading on a tensor product. Let I♮ =⊕
i,j I
i,j
♮ ⊂ C[τ1, τ2]⊗ C[T] be a bihomogeneous ideal generated by the set
{τm1 τn2 · fm,n(h)− fm,n | fm,n ∈ (Cm,n[T])W , m, n ≥ 0},
of bihomogeneous elements. It is clear that we have C[C2 × T]/I♮ = C[C2 ×T/W T], where
the fiber product on the right involves the map C2 → T/W, (τ1, τ2) 7→ (τ1·h1, τ2·h2)modW .
According to the definition of the map ℵ of Lemma 7.1.4, for any fm,n ∈ Cm,n[T], we
find ℵ(τm1 τn2 · fm,n(h) − fm,n) = τm1 τn2 · (fm,n(h) − fm,n). The right hand side here clearly
belongs to the subspace τm1 τ
n
2 · (Ih ∩Fm,nC[T]). Hence, for any i, j ≥ 0, one has an inclusion
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ℵ(Ii,j♮ ) ⊂ τ i1τ j2 · (Ih ∩ Fi,jC[T]). These inclusions insure that the map ℵ descends to a well
defined map ℵ : C[C2 × T]/I♮ → RC[T]/RIh = RminC[W ·h].
Thus, we obtain the following chain of bigradedW -equivariant C[τ1, τ2]-algebra maps
C[C2 ×T/W T] = C[C2 × T]/I♮ ℵ // RminC[W ·h] can // RmaxC[W ·h] = C[Y]. (7.2.7)
7.3. A 2-parameter deformation of e. It follows from definitions that the nilpotent elements
e1, e2 and the semisimple elements h1, h2 satisfy the following commutation relations, cf.
[Gi, Theorem 1.2]
[e1, e2] = 0 = [h1, h2], [hi, ej ] = δij · ei, i, j ∈ {1, 2}. (7.3.1)
The above relations imply that the elements e1 + τ1 · h1 and e2 + τ2 · h2 commute for any
τ1, τ2 ∈ C. Therefore, one can define the following map that will play an important role in
the arguments below
κ : C2 → C, (τ1, τ2) 7→ κ(τ1, τ2) = (e1 + τ1 ·h1, e2 + τ2 ·h2). (7.3.2)
Lemma 7.3.3. For any f ∈ C[C]G and τ1, τ2 ∈ C, one has f(κ(τ1, τ2)) = f(τ1 ·h1, τ2 ·h2).
Proof. This easily follows from Lemma 6.1.1. An alternative way of proving the lemma is
based on a useful formula exp ad(τ · ei) (hj) = hj − δi,j · τ · ei, i = 1, 2. Define a holomorphic
(non-algebraic) map γ : C× × C× → G as follows γ(τ1, τ2) = exp( 1τ1 e1 + 1τ2 e2). Then, using
the formula, we find (we note that hi = 0 holds only if ei = 0):
τ ·hi = Ad exp( 1τ ei)(ei + τ ·hi) ∀τ 6= 0, i = 1, 2; (7.3.4)
hence, we have (τ1 ·h1, τ2 ·h2) = Ad γ(τ1, τ2)(κ(τ1, τ2)), (τ1, τ2) ∈ C× × C×.
The last equation in (7.3.4) clearly implies the lemma. 
From Lemma 7.3.3 we deduce that, for any (τ1, τ2) ∈ C2, in C//G = T/W one has
κ(τ1, τ2)modG = (τ1 ·h1, τ2 ·h2)modW . Thus, one can introduce a map κ˜ that fits into
the following diagram of cartesian squares
C
2 ×T/W T C2 ×C (C×C//G T)

κ˜ // C×C//G T

pr2
// // T

C
2 κ // C
proj
// // C//G = T/W.
The composite of the maps in (7.2.7) is a homomorphism of coordinate rings that gives a
certainW×C× × C×-equivariant morphismY → C2×T/WT. Thus, we obtain the following
chain ofW × C× × C×-equivariant morphisms
Y // C2 ×T/W T C2 ×C (C×C//G T) κ˜ // C×C//G T. (7.3.5)
The compositemorphism in (7.3.5) factors through the reduced schemeX, since the scheme
Y is reduced by Lemma 7.2.1. Thus, we have constructed aW ×C× × C×-equivariant mor-
phism Υ that fits into a commutative diagram
Y
℘

Υ // X
p

C
2 κ // Cred
(7.3.6)
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The proof of Theorem 1.7.2 is based on the following result concerning the structure of
the map Υ over C2 r {0}, the complement of the origin 0 = (0, 0) ∈ C2.
Proposition 7.3.7. (i) The image of the map κ is contained in Cr.
(ii) For any (x, y) ∈ κ(C2 r {0}) we have:
• The fiber p−1(x, y) is contained in the smooth locus of the variety X
• The map p is flat over (x, y).
(iii) The map ℘×Υ yields the following isomorphism of schemes over C2 r {0}:
℘−1(C2 r {0}) ℘×Υ∼ // (C2 r {0})×C X.
Proof. Part (i) is clear for (τ1, τ2) = (0, 0) since we have κ(0) = (e1, e2) = e ∈ Cr. Thus, for
the rest of the proof we may assume that (x, y) = κ(τ1, τ2) for some (τ1, τ2) ∈ C2 r {0}.
One has an open covering C2 r 0 = U1 ∪ U2 where Ui = {(τ1, τ2) ∈ C2 | τi 6= 0}.We will
consider the case where (τ1, τ2) ∈ U2, the other case being totally similar. Thus, we have
(x, y) = (e1 + τ1 · h1, e2 + τ2 · h2) for some τ2 6= 0.
If τ1 6= 0 then the element (x, y) is G-conjugate to the element (τ1 · h1, τ2 · h2), by formula
(7.3.4). In that case, one has (x, y) ∈ Crs and all the statements of parts (i)-(ii) of Proposition
7.3.7 are clear.
It remains to consider the case τ1 = 0. Thus, we have (x, y) = (e1, e2 + τ2 · h2) where
τ2 6= 0. Applying the formula in the first line of (7.3.4), we deduce that the element (x, y)
is G-conjugate to the element (e1, τ2 · h2). Further, using the C×-action, we may assume
without loss of generality that τ2 = 1.
To complete the proof of parts (i)-(ii), we write G = C2 ⊗ g, resp. G × T = C2 ⊗ (g × t).
The natural GL2-action on C
2 induces, via the action on the first tensor factor, a GL2-action
on G, resp. on G × T, such that the C× × C×-action considered earlier corresponds to the
action of the maximal torus in GL2 formed by diagonal matrices. The scheme C ⊂ G, resp.
X ⊂ G×T, is clearlyGL2-stable. Further, it is clear that there is an element g ∈ GL2 that takes
the point (e1, h2) ∈ C to the point (e1 + h2, h2). Now, according to [Gi, Proposition 3.2.3],
the element e1 is a principal nilpotent in the Levi subalgebra gh2 . It follows that e1 + h2 is a
regular element of g. Hence, we have (e1 + h2, h2) ∈ C1, cf. Definition 2.6.3. It follows that
(e1 + h2, h2) is a smooth point of C. Moreover, the fiber p
−1(e1 + h2, h2) is contained in the
smooth locus of X and the map p is flat over the point (e1 + h2, h2), by Lemma 2.1.5. All
statements of Proposition 7.3.7(i)-(ii) follow from this using the GL2-action.
We see from part (ii) that U2 ×C X is a reduced scheme, flat over U2. Proving part (iii)
amounts to showing that the map ℘−1(U2) → U2×CX induced by ℘×Υ is an isomorphism.
The map in question is a C× × C×-equivariant morphism of flat schemes over U2 = C×C×.
Therefore, this map is an isomorphism if and only if it induces an isomorphism
Ψ : ℘−1(0, 1) ∼→ {(0, 1)} ×C X = p−1(e1, e2 + h2), (7.3.8)
of the corresponding fibers over a single point (0, 1) ∈ C× C×.
Observe next that the argument used in the proof of part (ii), based on the GL2-action,
yields an isomorphism of schemes p−1(e1, e2 + h2) ∼= p−1(e1 + h2, h2). Further, we know
that e1 + h2 is a regular element of g. Therefore, taking the fibers at e1 + h2 of the locally
free sheaves involved in the chain of isomorphism (6.5.3), yields an algebra isomorphism
C[p−1(e1 + h2, h2)] = R(e1+h2,h2)
∼= C[ϑ−1(W · h2)]. On the other hand, by Lemma 7.2.1, we
have C[℘−1(0, 1)] ∼= C[ϑ−1(W · h2)]. Thus, we obtain the following chain ofW -equivariant
algebra isomorphisms
C[{(0, 1)} ×C X] = C[p−1(e1, e2 + h2)] ∼= C[p−1(e1 + h2, h2)] ∼= C[ϑ−1(W · h2)] ∼= C[℘−1(0, 1)].
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We claim that the composite of the above isomorphisms is equal to the algebra map Ψ∗ :
C[{(0, 1)} ×C X] → C[℘−1(0, 1)] induced by the morphism Ψ in (7.3.8). To see this, one
observes that the algebra C[{(0, 1)} ×C X] is a quotient of the algebra C[T]. Hence, it suffices
to verify our claim for linear functions on T, the generators of the algebra C[T]. Checking
the latter is straightforward and is left to the reader.
We conclude that the morphism Ψ in (7.3.8) is itself an isomorphism, and part (iii) of
Proposition 7.3.7 follows. 
7.4. Proof of Theorem 1.7.2. Part (i) of Proposition 7.3.7 implies that the map κ gives a
closed imbedding κ : C2 →֒ Cr. Therefore, we may view κ as a map C2 → Cnorm and form
an associated fiber product C2 ×Cr Xnorm. From diagram (7.3.6) we obtain, by base change,
the following commutative diagram of W × C× ×C×-equivariant morphisms of schemes
over C2
Y
℘

℘×Υ
// C
2 ×Cr X

C
2 ×Cr Xnorm
Id
C2
×ψ
oo
pκ

C
2 Id
C
2 Id
C
2.
(7.4.1)
Restricting this diagram to the open set C2 r {0} one obtains a diagram of isomorphisms
℘−1(C2 r {0}) ℘×Υ∼ // (C2 r {0})×Cr X (C2 r {0})×Cr Xnorm.
Id
C2
×ψ
∼
oo (7.4.2)
Here the map ℘ × Υ on the left is an isomorphism thanks to part (iii) of Proposition 7.3.7
and the map IdC2 × ψ on the right induced by the normalization map ψ : Xnorm → X is an
isomorphism thanks to part (ii) of Proposition 7.3.7.
Themap pnorm : Xnorm → Cnorm being flat, by flat base changewe get that (pκ)∗OC2×CrXnorm∼= κ∗[(pnorm)∗OXnorm ] = κ∗R is a locally free sheaf on C2. We conclude that ℘∗OY and
κ∗R areW ×C× × C×-equivariant locally free sheaves of OC2-algebras and we have aW ×
C
× × C×-equivariant algebra isomorphism (℘∗OY)|C2r{0} ∼= (κ∗R)|C2r{0} induced by dia-
gram (7.4.2). Therefore, the isomorphism can be extended (uniquely) across the origin 0 ∈
C
2. The resulting isomorphism κ∗R ∼→ ℘∗OY is automatically W × C× × C×-equivariant
and respects the OC2-algebra structures. Restricting the latter isomorphism to the fibers at
the origin yields a bigraded W -equivariant algebra isomorphism Re
∼→ C[℘−1(0)]. On the
other hand, by (7.2.2), we have C[℘−1(0)] = grmax C[W ·h]. The isomorphism of Theorem
1.7.2 follows.
The last claim in the theorem is a consequence of Lemma 7.2.1(ii). 
7.5. Proof of Theorem 1.8.1. First of all, we introduce some notation and define several
vector spaces associated with the pair ′F qC[T] and ′′F qC[T] of filtrations on C[T].
We may (and will) view elements of the vector space SymT as constant coefficient differ-
ential operators on T = t × t. Thus, an element u ∈ Symi t ⊗ Symj t is a bihomogeneous
differential operator of order i with respect to the first, resp. of order j with respect to the
second, factor in the cartesian product t× t = T. For anym ≥ 0, we write Sm := Symm t and
let Ŝ :=
∏
i,j≥0 (Sym
i t⊗ Symj t).
For any i, j ≥ 0, the assignment u × f 7→ u(f)(0) gives a perfect pairing (Si ⊗ Sj) ×
C
i,j[T] → C.We obtain canonical isomorphisms(
C[T]
)∗
=
(⊕
i,j
C
i,j[T]
)∗ ∼= ∏
i,j≥0
(
C
i,j[T]
)∗
=
∏
i,j≥0
(Si ⊗ Sj) = Ŝ . (7.5.1)
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Thus, one has a perfect pairing Ŝ×C[T]→ C. It is instructive to think of an element u ∈ Ŝ as
a constant coefficient differential operator onT ”of infinite order”. Accordingly, wewrite the
above pairing as u× f 7→ u(f)(0) similarly to the finite order case. Given a vector subspace
H ⊂ C[T], letH⊥ ⊂ Ŝ denote the annihilator ofH with respect the pairing.
Below, we will use the following simplified notation ′Fi :=
′FiC[T], resp.
′′Fj :=
′′FjC[T],
and Fi,j = Fi,jC[T] =
′Fi ∩ ′′Fj . Further, let I = Ih so, we have C[T]/I = C[W ·h]. Then, for
anym,n ≥ 0, there are natural imbeddings
Fm,n =
′Fm ∩ ′′Fn   // [′Fm + I] ∩ [′′Fn + I] 

// ′Fm +
′′Fn + I
  // C[T].
These imbeddings induce the following chain of natural linear maps
grm,nC[T] =
Fm,n
Fm,n−1 + Fm−1,n
=
′Fm ∩ ′′Fn
′Fm−1 ∩ ′′Fn + ′Fm ∩ ′′Fn−1
a // grmaxm,nC[W ·h] = [
′Fm + I] ∩ [′′Fn + I]
[′Fm−1 + I] ∩ [′′Fn + I] + [′Fm + I] ∩ [′′Fn−1 + I]
b //
C[T]
′Fm−1 + ′′Fn−1 + I
. (7.5.2)
For eachm,n ≥ 0, let
′Ŝ
>m
:=
∏
{i>m, j≥0}
Si ⊗ Sj , resp. ′′Ŝ >n :=
∏
{i≥0, j>n}
Si ⊗ Sj.
Clearly, we have (′Fi)
⊥ = ′Ŝ
>i
, resp. (′′Fj)
⊥ = ′′Ŝ
>j
. Hence, we get F⊥i,j = (
′Fi ∩ ′′Fj)⊥ =
′Ŝ
>i
+ ′′Ŝ
>j
and [′Fi + I]
⊥ = ′Ŝ
>i ∩ I⊥, resp. [′′Fj + I]⊥ = ′′Ŝ >j ∩ I⊥. Further, we find
(
C[T]
′Fi−1 + ′′Fj−1 + I
)∗
= (′Fi−1 +
′′Fj−1 + I)
⊥ = ′Ŝ
>i−1 ∩ ′′Ŝ >j−1 ∩ I⊥;(
Fm,n
Fm,n−1 + Fm−1,n
)∗
=
(′Ŝ
>m−1
+ ′′Ŝ
>n
) ∩ (′Ŝ >m + ′′Ŝ >n−1)
′Ŝ
>m
+ ′′Ŝ
>n = S
m ⊗ Sn. (7.5.3)
Therefore, dualizing the maps in (7.5.2) one gets the following linear maps
′Ŝ
>m−1 ∩ ′′Ŝ >n−1 ∩ I⊥ b∗ // (grmaxm,n C[W ·h])∗ a
∗
// (grm,n C[T])
∗ = Sm ⊗ Sn. (7.5.4)
Proof of Theorem 1.8.1. We write αˇ ∈ t for the coroot corresponding to a root α ∈ R+. Recall
the notation R+s ⊂ R+ for the set of positive roots of the Levi subalgebra gs, s = 1, 2, and
put δs :=
∏
α∈R+s
αˇ ∈ Sds . Further, let Vs = C[W ] · δs ⊂ Sds , s = 1, 2, be theW -submodule
generated by the element δs. It is known, that Vs is a simpleW -module and, moreover, this
W -module occurs in Sds with multiplicity one, see [Mc]. Therefore, there is a canonically
defined copy of the simple W ×W -submodule V1 ⊗ V2 inside Sd1 ⊗ Sd2 . Dually, there is a
canonically defined copy of the simple W ×W -submodule Vˇ1 ⊗ Vˇ2 inside Cd1,d2 [T] where
Vˇs ⊂ Cds [t], s = 1, 2, stands for the contragredientW -module (in fact, one has Vs ∼= Vˇs, since
any simpleW -module is known to be selfdual).
Following [Gi, §4], we consider the element ∇ := ∑w∈W sign(w) · ew(h) ∈ Ŝ. More
explicitly, we let
∇ =
∑
i,j≥0
∇i,j where ∇i,j := 1
i! · j!
∑
w∈W
sign(w) · w(hi1 ⊗ hj2) ∈ Si ⊗ Sj . (7.5.5)
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Using the Taylor formula, for any polynomial f on T, we find ew(h)(f)(0) = f(w(h)).
Hence, we get∇(f)(0) =∑w∈W sign(w)·f(w(h)). It follows that the linear functionC[T]→
C, f 7→ ∇(f)(0) annihilates the ideal I = Ih in other words, we have ∇ ∈ I⊥. Further, by
[Gi, Lemma 4.3], one has ∇i,j = 0 whenever i < d1 or j < d2. We conclude that ∇ ∈
′Ŝ
>d1−1 ∩ ′′Ŝ >d2−1 ∩ I⊥. Thus, there is a well defined element a∗(b∗(∇)) ∈ Sd1 ⊗ Sd2 , cf.
(7.5.4). In addition, it is clear from (7.5.3)-(7.5.5) that we have an equation:
∇d1,d2 = a∗(b∗(∇)) mod (′Ŝ
>d1
+ ′′Ŝ
>d2
). (7.5.6)
From now on, we assume that e is a non-exceptional principal nilpotent pair. Then, accord-
ing to [Gi, Theorem 4.4], one has an isomorphism V2 ∼= V1 ⊗ sign ofW -modules. It follows
that (V1 ⊗ V2) sign is a 1-dimensional vector space, moreover, according to loc cit, the element
∇d1,d2 is a nonzero element of that vector space. Dually, (Vˇ1 ⊗ Vˇ2) sign is a 1-dimensional
vector space and ∆e is a nonzero element of that vector space.
The canonical perfect pairing (V1 ⊗ V2) × (Vˇ1 ⊗ Vˇ2) → C is W -invariant with respect to
theW -diagonal action. Therefore, this pairing yields a perfect pairing between (V1 ⊗ V2) sign
and (Vˇ1 ⊗ Vˇ2) sign, the corresponding sign-isotypic components. These are 1-dimensional
vector spaces, with ∆e and ∇d1,d2 being respective base vectors. Hence, one must have
∇d1,d2(∆e)(0) 6= 0. Thus, writing 〈〈−,−〉〉 : (grmaxd1,d2 C[W ·h])∗ × (grmaxd1,d2 C[W ·h]) → C for
the canonical pairing and using (7.5.6), we deduce
〈〈b∗(∇), a(∆e)〉〉 = 〈〈a∗(b∗(∇)), ∆e〉〉 = ∇d1,d2(∆e)(0) 6= 0.
The map a in (7.5.2) is clearly W -equivariant (with respect to the action induced by theW -
diagonal action on C[t]⊗C[t]). Thus, we have shown that a(∆e) is a nonzero element of the
vector space (grmaxd1,d2 C[W ·h]) sign. In particular, we get (grmaxd1,d2 C[W ·h]) sign 6= 0.
We know that grmaxC[W ·h] is a graded algebra such that grmaxi,j C[W ·h] = 0 whenever
i > d1 or j > d2, by Theorem 1.7.2. Also, we have dim(gr
max
C[W ·h]) sign = 1 and Theo-
rem 1.7.2 says that theW -equivariant projection grmaxC[W ·h] ։ (grmaxC[W ·h]) sign gives a
nondegenerate trace on the algebra grmaxC[W ·h]. Therefore, since (grmaxd1,d2 C[W ·h]) sign 6= 0,
it follows that we must have grmaxd1,d2 C[W ·h] = (grmaxd1,d2 C[W ·h]) sign = (grmaxC[W ·h]) sign. In
particular, the vector space grmaxd1,d2 C[W ·h] is 1-dimensional, with a(∆e) being a base vector.
The theorem follows. 
7.6. The algebra Re. We use the notation of the previous section and keep the assumption
that e is a non-exceptional principal nilpotent pair.
Proof of Corollary 1.7.4. LetOe,0 denote the local ring of the algebra C[X] at the point (e, 0) ∈
G × T. The variety X is normal at (e, 0) if and only if the canonical imbedding Oe,0 →
Oe,0 ⊗C[X] C[Xnorm] is an isomorphism. The latter holds, by the Nakayama lemma, if and
only if the natural map C[p−1(e)] → C[p−1norm(e)] = Re is surjective. This yields the equiva-
lence (i) ⇔ (ii) of the Corollary, since the restriction map C[T]→ C[p−1(e)] is surjective.
The equivalence (ii) ⇔ (iii) is a direct consequence of Theorem 1.7.2. 
Proof of Corollary 1.7.3. Let I = Ih be the ideal of the reduced subscheme W ·h ⊂ T and
choose d >> 0 such that ′′FdC[W ·h] = C[W ·h] (by Lemma 7.2.1(ii), one can take d = d2).
Thus, we have ′′FdC[T]+ I = C[T]. Also, by definition, one has
′F0C[T] = 1⊗C[t]. Therefore,
we find
F0,dC[W ·h] = ((1⊗ C[t]) + I)) ∩ (
′′FdC[T] + I)
I
=
(1⊗ C[t]) + I
I
∼= 1⊗ C[t]
(1⊗ C[t]) ∩ I .
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The ideal (1 ⊗ C[t]) ∩ I corresponds, via the identification 1 ⊗ C[t] = C[t], to the ideal in
C[t] of the image of the orbit W ·h under the second projection T → t. This image equals
the setW · h2 ⊂ t. We conclude that the rightmost space in the displayed formula above is
isomorphic to C[W · h2]. Thus, using that formula, we obtainW -module isomorphisms
′′gr(F0,dC[W ·h]) ∼= F0,dC[W ·h] ∼= C[W · h2] ∼= C[W/W1].
This yields the first isomorphism of the corollary. The second isomorphism is proved
similarly. 
As an immediate consequence of the (proof of) Theorem 1.8.1, we have
Lemma 7.6.1. There is a nonzero constant c ∈ C such that ∆e(wh) = c · sign(w), ∀w ∈W .
Proof. Any W -alternating function on the orbit W ·h is a constant multiple of the function
signW ·h : w(h) 7→ sign(w). The function ∆e|W ·h isW -alternating, hence it must be propor-
tional to the function signW ·h. We know that the class of∆e in gr
max
d1,d2
C[W ·h] is nonzero, by
Theorem 1.8.1. Hence, the function∆e|W ·h is not identically zero and the result follows. 
Let f be a holomorphic function on T. The pull-back of f via the composite Xnorm →
X → T is a G-invariant holomorphic function on Xnorm. One may view that function as
a holomorphic section, f ♯, of the sheaf R, resp. view the restriction of that function to the
subscheme p−1norm(e) →֒ Xnorm as an element rese(f) ∈ Re = C[p−1norm(e)], the value of the
section f ♯ at the point e.
We know, thanks to Theorem 1.8.1 and Lemma 7.6.1, that the class in grmaxC[W ·h] of the
function signW ·h gives a base vector of the 1-dimensional vector space (gr
maxC[W ·h]) sign =
grmaxd1,d2 C[W ·h]. Let u ∈ R
sign
e be the image of that base vector under the isomorphism
(grmaxC[W ·h]) sign ∼→ R signe , of Theorem 1.7.2. Thus, u is a base vector of the 1-dimensional
vector space R
sign
e .
It is clear that, for any W -alternating function f , on T, there is a constant c(f) ∈ C such
that one has rese(f) = c(f) · u.
Proof of Corollary 1.8.4. Let pr
sign
R
: Re ։ R
sign
e , resp. pr
sign
W ·h : C[W ·h] ։ C[W ·h] sign, be
the projection to the sign isotypic component. Further, we will use a natural identification
ζ : C[T] = grC[T], as bigraded algebras, resulting from the bigrading on C[T] =
⊕
i,j C
i,j[T]
on the algebra C[T] itself. We have a diagram
C[T]
ζ
rese // Re
Theorem 1.7.2
pr
sign
R //
R
sign
e
Theorem 1.8.1
grC[T]
a // grmaxC[W ·h] pr
sign
W ·h // grmaxd1,d2 C[W ·h].
(7.6.2)
Here, the map a is induced by the projection C[T] ։ C[W ·h], cf. (7.5.2).
Going through the construction of the isomorphism of Theorem 1.7.2, see esp. formulas
(7.2.7) and (7.3.5), shows that the left square in diagram (7.6.2) commutes. The right square
commutes trivially.
For any W -alternating function f on T we have f |W ·h = f(h) · signW ·h. Assume, in
addition, that f ∈ (Cd1,d2 [T]) sign, a homogeneous polynomial of bidegree (d1,d2). Then, the
equation f |W ·h = f(h) · signW ·h, in C[W ·h], implies an equation a(ζ(f)) = f(h) · signW ·h,
in grmaxd1,d2 C[W ·h].
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We transport the latter equation via the isomorphism of Theorem 1.7.2. Thus, using com-
mutativity of diagram (7.6.2) and our definition of the base vector u ∈ R sign, we deduce
rese(f) = f(h) · u, ∀f ∈ (Cd1,d2 [T]) sign. (7.6.3)
Next, by definition one has se = ∆
♯
e. Hence, se(e) = rese(∆e). Thus, applying formula
(7.6.3) to the polynomial∆e, we get se(e) = ∆e(h) · u.
Now, Lemma 7.6.1 implies that ∆e(h) 6= 0. It follows that se(e) 6= 0. 
Remark 7.6.4. We have shown in the course of the proof of Theorem 1.8.1 that, we have
∇d1,d2(∆e)(0) 6= 0. This provides an alternative proof that ∆e(h) 6= 0, thanks to a simple
formula ∇d1,d2(∆e)(0) = (d1!d2!)2 ·∆e(h).
Proof of Propositions 1.8.5. For each x ∈ T, we let Ex(−) := E(x,−), a W -alternating holo-
morphic function on T. Unraveling definitions, one finds that S|C×{e} = s♯ ⊠ u, where s♯
is a G-invariant holomorphic section of the sheaf R sign that corresponds to the holomorphic
function s : T→ C, x 7→ c(Ex).
Fix x = (x1, x2) ∈ T. For each i, j ≥ 1, we define a homogeneous polynomial on T of
bidegree (i, j) by the formula
Eijx (y1, y2) =
1
i!j!
∑
w∈W
sign(w) · (〈x1, w(y1)〉)i(〈x2, w(y2)〉)j .
Writing y = (y1, y2) ∈ T, one obtains an obvious expansion
Ex(y) =
∑
w∈W
sign(w)·e〈x,w(y)〉 =
∑
w∈W
sign(w)·e〈x1,w(y1)〉 ·e〈x2,w(y2)〉 =
∑
i,j≥0
Eijx (y1, y2).
Observe next that the composite map pr
sign
W ·h
◦a, in the bottom row of diagram (7.6.2),
annihilates the homogeneous component Ci,j[T] unless we have (i, j) = (d1,d2). From the
commutativity of the diagram we deduce that the map pr
sign
R
◦ rese, in the top row of the
diagram, annihilates all the components Ci,j[T], (i, j) 6= (d1,d2). It follows that we have
pr
sign
R
(rese(Ex)) = pr
sign
R
(rese(E
d1,d2
x )). Since each of the functions E
d1,d2
x and Ex is W -
alternating, we deduce rese(Ex) = rese(E
d1,d2
x ). Hence, applying formula (7.6.3), we obtain
rese(Ex) = rese(E
d1,d2
x ) = E
d1,d2
x (h) · u,
where u is the base vector of R
sign
e defined earlier in this section.
Now, using the definition of the polynomial∆e, we compute
Ed1,d2x (h) =
1
d1!d2!
∑
w∈W
sign(w)·(〈x1, w(h1)〉)d1(〈x2, w(h2)〉)d2 = 1d1!d2! ·∆e(x).
Recall finally the function s : x 7→ c(Ex), where the quantity c(Ex) is determined from
the equation rese(Ex) = c(Ex) · u. Thus, using the above formulas, we find
s(x) = c(Ex) = E
d1,d2
x (h) =
1
d1!d2!
·∆e(x).
Since se = ∆
♯
e, for the corresponding sections of the sheaf R we deduce an equation s
♯ =
1
d1!d2!
· se. Also, according to the proof of Corollary 1.8.4, we have se(e) = ∆e(h) · u.
Combining everything together, we obtain
S|C×{e} = s♯ ⊠ u =
1
d1!·d2! · se ⊠ u =
1
d1!·d2!·∆e(h) · se ⊠ se(e),
proving the first equation of Proposition 1.8.5. The proof of the second equation is similar.

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8. RELATION TO WORK OF M. HAIMAN
8.1. A vector bundle on the Hilbert scheme. We keep the notation of §1.9, soG = GLn and
V = Cn. We have g = EndC V . For any (x, y) ∈ C, one may view the vector space gx,y as
an associative subalgebra of EndC V . Let Gx,y ⊂ G be the isotropy group of the pair (x, y)
under the G-diagonal action. The groupGx,y may be identified with the group of invertible
elements of the associative algebra gx,y hence, this group is connected.
Let C〈x, y〉 denote an associative subalgebra of EndC V generated by the elements x and
y. Recall that a vector v ∈ V is said to be a cyclic vector for a pair (x, y) ∈ C if one has
C〈x, y〉v = V . Let C◦ be the set of pairs (x, y) ∈ Cwhich have a cyclic vector.
Part (i) of the following result is due to Neubauer and Saltman and part (ii) is well-known,
cf. [NS, Theorem 1.1].
Lemma 8.1.1. (i) A pair (x, y) ∈ C is regular if and only if one has C〈x, y〉 = gx,y.
(ii) The set C◦ is a Zariski open subset of Cr. For (x, y) ∈ C◦, all cyclic vectors for (x, y) form a
single Gx,y-orbit, which is the unique Zariski open dense Gx,y-orbit in V . 
LetG act on C× V by g : (x, y, v) 7→ (gxg−1, gyg−1, gv). We introduce a variety of triples
S = {(x, y, v) ∈ g× g× V ∣∣ [x, y] = 0, C〈x, y〉v = V }. (8.1.2)
This is a Zariski open G-stable subset of C× V . Lemma 8.1.1 shows that S is smooth and
that the G-action on S is free. It is known that there exists a universal geometric quotient
morphism ρ : S → S/G. Furthermore, the variety S/G may be identified with Hilb :=
Hilbn(C2), the Hilbert scheme of n points in C2, see [Na].
The first projection C × V → C restricts to a G-equivariant map δ : S → C◦. We let
GC◦ , the universal stabilizer group scheme on C◦, cf. §5.4, act along the fibers of δ by
(γ, x, y) : (x, y, v) 7→ (x, y, γv). Lemma 8.1.1(i) implies that GC◦ is a smooth commutative
group scheme, furthermore, the GC◦-action makes S → C◦ a G-equivariant GC◦-torsor over
C◦. In particular, δ is a smooth morphism.
We use the notation of §1.5 and put P = (ρ∗δ∗(R|C◦))G. There is aW -action on P inherited
from the one onR. By equivariant descent, one has a canonical isomorphism ρ∗P = δ∗(R|C◦),
cf. diagram (8.2.1) below. The sheaf R|C◦ is locally free (Theorem 1.5.2) and self-dual (Theo-
rem 1.3.4). Thus, we deduce the following result
Corollary 8.1.3. The sheaf P is a locally free coherent sheaf of commutative OHilb-algebras equipped
with a naturalW -action by algebra automorphisms. The fibers of the corresponding algebraic vector
bundle on Hilb afford the regular representation of the group W and the projection P ։ P sign
induces a nondegenerate trace on each fiber. 
8.2. The isospectral Hilbert scheme. Let W := SpecHilb P be the relative spectrum of P, a
sheaf of algebras on the Hilbert scheme. By Corollary 8.1.3, the schemeW comes equipped
with a flat and finite morphism η : W→ Hilb and with aW -action along the fibers of η. We
conclude thatW is a reduced Cohen-Macaulay and Gorenstein variety.
One can interpret the construction of the scheme W in more geometric terms as follows.
Let X◦ := p−1norm(C
◦), an open subvariety in Xnorm. We form a fiber product Xnorm ×C◦ S and
consider the following commutative diagramwhere p˜ denotes the second projection, cf. also
[Ha2, §8],
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X◦
pnorm
%%K
KK
KK
KK
KK
K
X◦ ×C◦ Sδ˜oooo
p˜
&& &&M
MM
MM
MM
MM
MM
h
∼=
// S ×Hilb W
η˜
xxpp
pp
pp
pp
pp
p
ρ˜
// // W
η
yyyyrr
rr
rr
rr
rr
C◦
(1.3.1) && &&M
MM
MM
MM
MM
M
S
δ
oooo
ρ
// // Hilb
Hilbert-Chowxxxxqq
qq
qq
qq
qq
q
T/W
(8.2.1)
We let G act on S ×Hilb W through the first factor, resp. act diagonally on X◦ ×C◦ S . The
morphisms δ and ρ in diagram (8.2.1) are smooth, resp. the morphisms pnorm and η are finite
and flat. The morphism δ˜, resp. ρ˜, p˜, and η˜, is obtained from δ, resp. from ρ, pnorm, and η, by
base change. Hence, flat base change yields
δ∗(R|C◦) = δ∗(pnorm)∗OX◦ = p˜∗OX◦×C◦S , resp. ρ
∗
P = ρ∗η∗OW = η˜∗OS×HilbW . (8.2.2)
Since δ∗(R|C◦) = ρ∗P we deduce a canonical isomorphism p˜∗OX◦×C◦S ∼= η˜∗OS×HilbW of
G-equivariant sheaves of OS -algebras. This means that there is a canonical G-equivariant
isomorphism of schemes h : X◦ ×C◦ S ∼→ S ×Hilb W, the dotted arrow in diagram (8.2.1).
The map ρ˜ makes S ×Hilb W a G-torsor over W. Therefore, the composite ρ˜ ◦h makes
X◦ ×C◦ S a G-torsor over W hence, we have W = (X◦ ×C◦ S)/G, a geometric quotient by
G. From (8.2.2), we obtain ρ∗δ
∗(R|C◦) = ρ∗p˜∗OX◦×C◦S = ρ∗η˜∗OS×HilbW = η∗ρ˜∗OS×HilbW.
Therefore, taking G-invariants, we get P = [ρ∗δ
∗(R|C◦)]G = [η∗ρ˜∗OS×HilbW]G = η∗OW.
The W -action on X◦ induces one on X◦ ×C◦ S . This W -action commutes with the G-
diagonal action, hence, descends to (X◦×C◦ S)/G. The resultingW -action may be identified
with the one that comes from theW -action on the sheafP, see Corollary 8.1.3. The composite
map X◦ ×C◦ S → X◦ → [C◦ ×C◦//G T]red → T descends to aW -equivariant map σ : W→ T.
Thus, we have a diagram
X◦ X◦ ×C◦ Sδ˜oooo
ρ˜ ◦ h
// // (X◦ ×C◦ S)/G = W η×σ // Hilb×T/WT. (8.2.3)
Following Haiman, one defines the isospectral Hilbert scheme to be [Hilb×T/WT]red, a re-
duced fiber product.
Proposition 8.2.4. The map η × σ on the right of (8.2.3) factors through an isomorphism
W
∼→ [Hilb×T/WT]norm.
In particular, the normalization of the isospectral Hilbert scheme is Cohen-Macaulay and Gorenstein.
Proof. It is clear that ρ˜ ◦h(δ˜−1(Xrs)) is a Zariski open subset of W. Lemma 2.1.3(ii) implies
readily that the map η × σ restricts to an isomorphism ρ˜ ◦h(δ˜−1(Xrs)) ∼→ Hilb×T/WTr; in
particular, η × σ is a birational isomorphism. The image of the map η × σ is contained in
[Hilb×T/WT]red since the schemeW is reduced.
Further, Corollary 8.1.3 and Lemma 2.6.4 imply that the scheme W is Cohen-Macaulay
and smooth in codimension 1. We conclude that W is a normal scheme which is birational
and finite over [Hilb×T/WT]red. This yields the isomorphism of the proposition. 
As a consequence of Haiman’s work, since P = η∗OW we deduce
Corollary 8.2.5. The vector bundle P on Hilb is isomorphic to the Procesi bundle, cf. [Ha1]. 
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Remark 8.2.6. For any (x, y) ∈ C, one has a surjective evaluation homomorphism C[z1, z2] ։
C〈x, y〉, P 7→ P (x, y). The kernel of this homomorphism is an ideal Ix,y ⊂ C[z1, z2]. If
(x, y) ∈ Cr then we have C[z1, z2]/Ix,y = C〈x, y〉 = gx,y, by Lemma 8.1.1(i). Hence, Ix,y
has codimension n in C[z1, z2]. Therefore, the assignment (x, y) 7→ Ix,y gives a well defined
morphism ̺ : Cr ։ Hilb such that one has (̺|
C◦
) ◦ δ = ρ. It follows that ̺∗P, the pull back
of the sheaf P, is a G ×W -equivariant locally free sheaf of OCr -algebras. Furthermore, we
have canonical isomorphisms δ∗(̺∗P) = ρ∗P = δ∗R of G×W × GC◦-equivariant sheaves of
OS -algebras. By equivariant descent, this yields a canonical isomorphism (̺∗P)|C◦ ∼= R|C◦ .
Since Cr r C◦ is a codimension ≥ 2 subset in the smooth variety Cr and the sheaves ̺∗P
and R|Cr are both locally free, we deduce that the above isomorphism extends canonically
to an isomorphism ̺∗P ∼= R|Cr ofG×W -equivariant locally free sheaves ofOCr -algebras. In
other words, there is a G×W -equivariant isomorphism Cr ×Hilb W ∼= p−1norm(Cr) of schemes
over Cr.
8.3. Proof of Theorem 1.9.1. Given a G-variety X and a rational representation E of G
we put MapG(X,E) =
(
C[X] ⊗ E)G, the vector space of G-equivariant polynomial maps
X → E. IfX → Y is aG-torsor, we let LY (E) be the sheaf of sections of an associated vector
bundleX ×G E → Y on Y . By definition, one has Γ(Y,LY (E)) = MapG(X,E).
We may apply the above to the geometric quotient morphism ρ : S → Hilb. The tauto-
logical bundle on the Hilbert scheme is defined to be V := LHilb(V ), a rank n vector bundle
associated with the vector representation of G = GL(V ) in V .
Remark 8.3.1. According to Lemma 8.1.1, for any (x, y, v) ∈ S , one has a canonical vector
space isomorphism gx,y → V, a 7→ a(v). This gives a canonical isomorphism δ∗(g
C◦
) ∼→ ρ∗V,
of G-equivariant sheaves on S . ♦
For any m ≥ 0, one has a vector bundle LW(V ⊗m) on W associated with the G-repre-
sentation V ⊗m and with the G-torsor ρ˜ ◦h : X◦ ×C◦ S → W. Clearly, we have LW(V ⊗m) =
η∗(LHilb(V
⊗m)) = η∗V⊗m where η : W→ Hilb is the map from (8.2.1). Hence, the projection
formula yields
MapG(X
◦ ×C◦ S, V ⊗m) = Γ(W, LW(V ⊗m)) = Γ(Hilb, η∗η∗V⊗m) = Γ(Hilb, P⊗ V⊗m),
where we have used that P = η∗OW. Let Φ1 be the composite of the above isomorphisms.
Write u 7→ (xu, yu), xu, yu ∈ g for the projection Xnorm → Cred. Then, by definition, we
have X◦ ×C◦ S = {(u, v), u ∈ Xnorm, v ∈ V | C[xu, yu]v = V }. Thus, there is a natural open
imbedding α : X◦×C◦ S →֒ Xnorm× V and one has the corresponding restriction morphism
α∗ : MapG(Xnorm × V, V ⊗m) −→ MapG(X◦ ×C◦ S, V ⊗m). (8.3.2)
LetC× ⊂ GLn be the group of scalar matrices. The scalar matrix z ·Id ∈ GLn, z ∈ C×, acts
trivially on Cred hence, for any ℓ ≥ 0, the element z ·Id acts on the subspaceC[Cred]⊗Cℓ[V ] ⊂
C[Cred × V ] via multiplication by z−ℓ. It follows that the natural inclusion Cm[V ] →֒ C[V ]
induces an isomorphism Cm[V ] ⊗ V ⊗m ∼→ (C[V ] ⊗ V ⊗m)C×. The group G = GLn being
generated by the subgroups C× and SLn, we obtain a chain of isomorphisms(
C[Xnorm]⊗Cm[V ]⊗V ⊗m
)SLn ∼→ MapG(Xnorm, C[V ]⊗V ⊗m) ∼→ MapG(Xnorm×V, V ⊗m).
Write Φ2 for the composite isomorphism.
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The isomorphism of Theorem 1.9.1(i) is defined as the following composition(
C[Xnorm]⊗ Cm[V ]⊗ V ⊗m
)SLn Φ2−→
∼
MapG(Xnorm × V, V ⊗m)
α∗−→ MapG(X◦ ×C◦ S, V ⊗m) Φ1−→∼ Γ(Hilb, P⊗ V⊗m).
All the above maps are clearly W × Sm-equivariant bigraded C[T]-module morphisms.
We see that proving the theorem reduces to the following result
Lemma 8.3.3. The restriction map α∗ in (8.3.2) is an isomorphism.
Proof. The map α∗ is injective since the set X◦ ×C◦ S is Zariski dense in Xnorm × V .
To prove surjectivity of α∗ recall that a linear operator x : V → V has a cyclic vector if and
only if x ∈ gr. Also, for any (x1, x2) ∈ C and v ∈ V , either of the two equations, C[x1]v = V
or C[x2]v = V , implies C[x1, x2]v = V . It follows that we have C
rr = C1 ∪ C2 ⊂ C◦ where
Ci, i = 1, 2, are the open sets introduced in Definition 2.6.3.
Next, let Si, i = 1, 2, be the open subset of S formed by the triples (x1, x2, v) ∈ C×V such
that we have C[xi]v = V . Restricting the map δ : S → C◦, (x1, x2, v) 7→ (x1, x2) gives well
defined maps Si → Ci. This way, we get a commutative diagram of open imbeddings
Xi ×Ci Si 

//
_
αi

Xrr ×Crr S 
 βS
//
_
αrr

X◦ ×C◦ S
_
α

(Xi × V )   // Xrr × V   βV // Xnorm × V
(8.3.4)
Recall that the morphism δ : S → C◦ is smooth and the set Xnorm r Xrr has codimension
≥ 2 in Xnorm, by Lemma 2.6.4. Hence, the complement of the setXrr×Crr S has codimension
≥ 2 in X◦×C◦ S , resp. the complement of the set Xrr × V has codimension≥ 2 in Xnorm × V .
The varieties X◦ ×C◦ S and Xnorm × V are normal. Therefore, restriction of functions yields
the following bijections:
(βS)
∗ : C[X◦ ×C◦ S] ∼→ C[Xrr ×Crr S], resp. (βV )∗ : C[Xnorm × V ] ∼→ C[Xrr × V ]. (8.3.5)
Similarly, the inclusion αi in diagram (8.3.4) induces a restriction map
α∗i : MapG(Xi × V, V ⊗m) −→ MapG(Xi ×Ci Si, V ⊗m), i = 1, 2. (8.3.6)
We will show in Lemma 8.4.1 below that this map is surjective.
To complete the proof of Lemma 8.3.3, let f : Xrr ×Crr S → V ⊗m be a G-equivariant map.
Then, thanks to the surjectivity of (8.3.6), there exist maps fi ∈ MapG(Xi×V, V ⊗m), i = 1, 2,
such that one has f |Xi×CiSi = fi|Xi×CiSi . It follows that the restrictions of the maps f1 and f2
to the set (X1 × V )∩ (X2 × V ) agree. Therefore, the map f can be extended to a regular map
Xrr × V = (X1 × V ) ∪ (X2 × V ) → V ⊗m. Thus, we have proved (modulo Lemma 8.4.1) the
surjectivity of the restrictionmap (αrr)∗ induced by the vertical imbedding αrr in themiddle
of diagram (8.3.4). This, combined with isomorphisms (8.3.5), implies the surjectivity of the
map α∗ and Lemma 8.3.3 follows. 
8.4. To complete the proof of the theorem, it remains to prove the following
Lemma 8.4.1. The map α∗i , i = 1, 2, in (8.3.6) is surjective.
Proof. Wemay restrict ourselves to the case i = 1, the case i = 2 being similar.
Let x ⊂ g × t be the closed subvariety considered in §2.1, and let r = {(x, t) ∈ x | x ∈ gr}.
Write q : X → x, (x, y, t1, t2) 7→ (x, t1) for the projection. According to Lemma 2.1.5 we
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have that q−1(r) = Nr, the total space of the conormal bundle on r. Thus, we obtain X1 ={
(x, y, t1, t2) ∈ X, x ∈ gr
}
= q−1(r) = Nr.
It will be convenient to introduce the following set
Y := {(x, t, v) ∈ g× t× V | (x, t) ∈ x & C[x]v = V }.
Note that, for any (x, t, v) ∈ Y , the element x is automatically regular, as has been already
observed earlier. Therefore, we have Y ⊂ r × V and the projection (x, t, v) 7→ (x, t) gives a
smooth and surjective morphism Y → r. Unraveling the definitions we obtain
X1 ×C1 S1 = {(x1, x2, t1, t2, v) ∈ X × V | C[x1]v = V } = q−1(r) ×r Y = Nr ×r Y.
Using these identifications, we see that the map α1 from (8.3.4) fits into a cartesian square
Nr ×r Y
prY

  α1 // Nr × V
qV :=q×IdV

Y
  // r× V
(8.4.2)
LetD := (r×V )rY . This is an irreducible divisor in r×V , the principal divisor associated
with the function (x, t, v) 7→ 〈vol, v∧x(v)∧x2(v)∧ . . .∧xn−1(v)〉where vol ∈ ∧nV ∗ is a fixed
nonzero element. Using the cartesian square in (8.4.2), we see that (Nr × V ) r (Nr ×r Y ) =
(qV )
−1(D) is an irreducible divisor in Nr × V . Now, view D as a subset of g × t× V . Then,
Drs := D ∩ (grs × t × V ) is an open dense subset of D hence (qV )−1(Drs) is an open dense
subset of (qV )
−1(D).
Let T be the maximal torus of diagonal matrices in GLn. Thus, the set t ∩ gr may be
identified with the set of matrices t = diag(z1, . . . , zn) ∈ Cn such that zi 6= zj ∀i 6= j. Let
x = t = diag(z1, . . . , zn) ∈ t ∩ gr. For v = (v1, . . . , vn) ∈ Cn = V , the triple (x, t, v) is
contained in Drs if and only if v is not a cyclic vector for the linear operator x which holds
if and only if there exists an i ∈ [1, n] such that vi = 0. Let Vi ⊂ V denote the hyperplane
formed by the elements with the vanishing i-th coordinate.
To complete the proof of the lemma, let f ∈ MapG(X◦ ×C◦ S, V ⊗m). We must show that
(α1)
∗(f), viewed as a map Nr ×r Y → V ⊗m, has no singularities at (Nr × V ) r (Nr ×r Y ),
a divisor in a smooth variety. The set (qV )
−1(Drs) is an open dense subset of that divisor.
Hence, by G-equivariance, it suffices to prove that, for x = t ∈ t ∩ grs and a fixed element
(x, y, t, t′) ∈ q−1(x, t) = Nr, the rational map fV : V → V ⊗m given by the assignment
v 7→ f(x, y, t, t′, v) has no poles at the divisor ∪i Vi ⊂ V .
It will be convenient to choose a T -weight basis {uγ} of the vector space V ⊗m. Thus,
for each γ and any diagonal matrix diag(z1, . . . , zn) ∈ T , we have diag(z1, . . . , zn)uγ =
z
m(γ,1)
1 · · · zm(γ,n)n · uγ where m(γ, i) ∈ Z≥0. Expanding the function fV in the basis {uγ}
one can write fV (v) =
∑
γ f
γ
V (v) · uγ where fγV are Laurent polynomials of the form
v = (v1, . . . , vn) 7→ fγV (v) =
∑
k1,...,kn∈Z
aγk1,...,kn · v
k1
1 · · · vknn , aγk1,...,kn ∈ C.
Now, the map f hence also the map (α1)
∗(f) is G-equivariant. Since (x, y) ∈ Twe deduce
that fV is a T -equivariant map. Thus, for each γ and all diag(z1, . . . , zn) ∈ T , we must have∑
k1,...,kn∈Z
aγk1,...,kn · (z1v1)k1 · · · (znvn)kn · uγ = f
γ
V [diag(z1, . . . , zn)v]
= diag(z1, . . . , zn)[f
γ
V (v)] =
∑
k1,...,kn∈Z
aγk1,...,kn · vk11 · · · vknn · [z
m(γ,1)
1 · · · zm(γ,n)n · uγ ].
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The above equation yields ki = m(γ, i) whenever a
γ
k1,...,kn
6= 0. Therefore, the function fV
takes the following simplified form
fV (v1, . . . , vn) =
∑
γ
aγ · vm(γ,1)1 · · · vm(γ,n)n · uγ , aγ ∈ C. (8.4.3)
Since the weights of the T -action in V ⊗m are nonnegative, i.e.,m(γ, i) ≥ 0, the right hand
side of (8.4.3) has no poles at the divisor ∪i Vi and the lemma follows. 
8.5. Proof of Proposition 1.9.2. Let vo = (1, 1, . . . , 1) ∈ Cn = V . Restriction of polynomial
functions via the imbedding ζ : T = T×{vo} →֒ Cred×V gives an algebra homomorphism
ζ∗ : C[Cred]⊗ C[V ] = C[Cred × V ] −→ C[T], f 7→ f |T×{vo}. (8.5.1)
Given a G-variety X and an integer k ≥ 0, let C[X]detk = {f ∈ C[X] | g∗(f) = (det g)k · f,
∀g ∈ G} be the subspace of detk-semi-invariants of the group G = GLn. Looking at the
action of the group C× ⊂ GLn, of scalar matrices, shows that one has C[Cred × V ]detk =(
C[Cred]⊗ Ckn[V ]
)SLn .
Following [GG], we introduce an affine variety
S¯ := {(x, y, v, v∗) ∈ g× g× V × V ∗ | [x, y] + v ⊗ v∗ = 0}. (8.5.2)
The assignment (x, y, v) 7→ (x, y, v, 0) gives a G-equivariant closed imbedding ι : Cred ×
V →֒ S¯ . Pull-back of functions via the imbedding ζ , resp. ι, yields linear maps
C[S¯]detk ι
∗
// // C[Cred × V ]detk =
(
C[Cred]⊗Ckn[V ]
)SLn ζ∗ // Ckn[T], k ≥ 0. (8.5.3)
The composite map in (8.5.3) was considered in [GG]. According to Proposition A2 from
[GG, Appendix], the image of themap ζ∗ ◦ ι∗ is equal toAk and, moreover, this map yields an
isomorphism C[S¯]detk ∼→ Ak. Note further that the restriction map ι∗ in (8.5.3) is surjective
since the group G is reductive. It follows that each of the two maps in (8.5.3) must be an
isomorphism. This yields the statement of the proposition. 
9. SOME APPLICATIONS
9.1. For each AdG-orbit O ⊂ g, the closure NO of the total space of the conormal bundle
on O is a Lagrangian subvariety in T ∗g. We define
Cnil := {(x, y) ∈ G | [x, y] = 0, x ∈ N} = ∪O⊂N NO, (9.1.1)
where the union on the right is taken over the (finite) set of nilpotent AdG-orbits in g.
Let γ : g → g//G = t/W be the adjoint quotient morphism. We introduce the following
maps
θC : Cred → g//G = t/W, (x, y) 7→ γ(y) resp. θX : X→ t, (x, y, t1, t2) 7→ t2. (9.1.2)
The proposition below may be viewed as an analogue of the crucial flatness result in
Haiman’s proof of the n! theorem, see Proposition 3.8.1 and Corollary 3.8.2 in [Ha1]. Propo-
sition 9.1.3 was also obtained independently by I. Gordon [Go] who used it in his proof of
positivity of the Kostka-Macdonald polynomials.
Proposition 9.1.3. The composite morphism θ˜C : Cnorm → Cred θC→ g//G, resp. θ˜X : Xnorm →
X
θX→ t is flat. Furthermore, the scheme theoretic zero fiber θ˜−1C (0), resp. θ˜−1X (0), is a Cohen-Macaulay
scheme, not necessarily reduced in general.
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Proof. The dilation action ofC× on t descends to a contractingC×-action on t/W . This makes
the map θ˜C a C
×-equivariant morphism. Hence, for any t ∈ t/W , one obtains
dim(θ˜C)
−1(t) = dim(θ−1C (t)) ≤ dim(θC)−1(0) = dimCnil = dim g = dimC− dim t/W,
Here, the inequality holds thanks to the semi-continuity of fiber dimension, the second
equality is a consequence of the (set theoretic) equation (θC)
−1(0) = Cnil, and the third equal-
ity is a consequence of (9.1.1). The scheme Cnorm being Cohen-Macaulay, we conclude that
the map θ˜C is flat and each scheme theoretic fiber of that map is Cohen-Macaulay, cf. [Ma,
§16A, Theorem 30].
The proof of the corresponding statements involving the variety X is similar and is left to
the reader. 
9.2. We takeW -invariant global sections of the sheaves on each side of formula (2.4.1). The
functor Γ(g× t,−)W being exact, one obtains an isomorphism of left D(g)-modules
Γ(g× t,M)W = D(g)/D(g)·ad g. (9.2.1)
Proof of Corollary 1.3.6. The Hodge filtration onM isW -stable and it induces, by restriction
toW -invariants, a filtration F q on Γ(g× t,M)W . The functor Γ(g× t,−)W clearly commutes
with taking an associated graded module. Therefore, we deduce
grF [D(g)/D(g)·ad g] = grF [Γ(g× t, M)W ] = [ grHodge Γ(g× t, M)]W
= Γ(g× t, grHodgeM)W = C[Xnorm]W = C[Cnorm],
where the fourth equality holds by Theorem 1.3.3 and the fifth equality is a consequence of
the isomorphism C[Cnorm] = C[Xnorm]
W , see Corollary 1.5.1(i). 
We recall that the vector spaceD(g)/D(g) · ad g has a natural right action of the algebra A,
cf. §2.4. The isomorphism in (9.2.1) intertwines the natural leftD(t)W -action on Γ(g×t,M)W
and the right A-action onD(g)/D(g) · ad g via the isomorphismD(t)W ∼= Aop induced by the
map Ξ, see (2.4.1). Therefore, the filtration F q makes D(g)/D(g) · ad g a filtered (Dg,A)-
bimodule. In particular, one may view D(g)/D(g) · ad g as a right filtered (Sym g)G-module
via themap (Sym g)G → A given by the composition of natural maps (Sym g)G →֒ D(g)G ։
D(g)G/[D(g)·ad g]G.
Proof of Corollary 1.3.7. By Corollary 1.3.6, we have grF
[
D(g)/D(g)·ad g] = C[Cnorm]. There-
fore, Corollary 1.3.5 implies that grF
[
D(g)/D(g) ·ad g] is a Cohen-Macaulay C[G]-module;
moreover, this module is flat over the algebra (Sym g)G, by Proposition 9.1.3. Now, a re-
sult of Bjork [Bj] insures that D(g)/D(g) ·ad g is a Cohen-Macaulay D(g)-module which is,
moreover, flat over (Sym g)G. 
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