We propose a simple approach predicting the cumulative risk of disease accommodating predictors with time-varying effects and outcomes subject to censoring. We use a nonparametric function for the coefficient of the time-varying effect and handle censoring through self-consistency equations that redistribute the probability mass of censored outcomes to the right. The computational procedure is extremely convenient and can be implemented by standard software. We prove large sample properties of the proposed estimator and evaluate its finite sample performance through simulation studies. We apply the method to estimate the cumulative risk of developing Huntington's disease (HD) from subjects with huntingtin gene mutation using a large collaborative HD study data and illustrate an inverse relationship between the cumulative risk of HD and the length of cytosine-adenine-guanine (CAG) repeats in the huntingtin gene.
Introduction
In many biomedical studies, the research goal is to predict the age-specific cumulative risk of onset of a disease from a set of covariates. For example, Huntington's disease (HD) is a progressive neurodegenerative disorder caused by the expansion of cytosine-adenineguanine (CAG) trinucleotide repeats in the huntingtin gene [1] . The genetic model for HD is dominant [2] , and there is an inverse relationship between the age-at-onset of HD and the CAG repeats length: the greater the CAG expansion, the earlier the age-at-onset of the disease. Accurate prediction of a subject's age-at-onset of HD from CAG repeats and other covariates is useful to assess an individual's risk of developing HD based on available genetic mutation testing results when providing genetic counseling. Such estimates are also useful when designing a clinical trial. For instance, estimating the age-at-onset distribution of HD from a subject's CAG repeats and other baseline information can be used to recruit patients who are close to the onset of disease to improve efficiency of a therapeutic trial. Improving existing estimation of HD risk is one of the research goals in the Cooperative Huntington's Observational Research Trial (COHORT) study which includes 42 sites [3, 4] .
Age-at-onset of disease information is usually subject to right censoring due to termination of study, patient loss to follow up, or death of a subject. Popular regression models for censored outcomes include Cox-proportional hazards model [5] , which relates hazard rate at a particular age to covariates. Although it is possible to obtain cumulative risk function in this model, the interpretation of the regression coefficients of the covariates is reflected through the hazard function. Instead of working through a hazard function, a more appealing approach is to model the cumulative disease risk directly since predicting disease onset is our primary goal and hazard function is not of interest. Another motivation to avoid proportional hazards model and to work with cumulative distribution function directly is that the proportional hazards assumption may not be satisfied in certain applications. For example, Langbehn et al. [6] reported that the proportional hazards assumption does not hold with HD data, and proposed a parametric model for the cumulative risk function involving six parameters through a logistic transformation of pr(T i ≤ t|X i ), where T i denotes age-at-onset of HD, and X i denotes the covariate of interest (i.e., CAG repeats length). Specifically, their model is logit{pr(T i ≤ t|X i )} = {t − µ(X i ; α)}/s(X i ; γ), where µ(X i ; α) and s(X i ; γ) are exponential functions with parameters α and γ. In Langbehn et al. [6] these functions are µ(x; α) = α 1 +exp(α 2 −α 3 x) and s(x; γ) = γ 1 + exp(γ 2 − γ 3 x).
The correlation between the estimated parameters may be high, causing numerical difficulties in practice. We fitted Langbehn's model on COHORT data and the results were reported in an earlier paper [7] . Other ad-hoc parametric models are also proposed for HD data, with no consensus on the best model to use [8] .
In this work, we consider a varying-coefficient proportional odds model logit{pr(T i ≤ t|X i )} = β 0 (t) + β 1 (t)X i .
(
To provide flexibility and protect against misspecification, β 0 (t) and β 1 (t) are left as unknown nonparametric functions. The interpretation of β 1 (t) is then directly related to the cumulative risk of disease, since exp{β 1 (t)} is the odds ratio of experiencing disease onset by age t for subjects with one unit difference in X. Since pr(T i ≤ t|X i ) is a cumulative distribution function, β 0 (t) and β 0 (t) + β 1 (t)X i are constrained to be non-decreasing functions of t.
In applications where X i 's are positive, we require β 1 (t) to be non-decreasing as well. When β 0 (t) and β 1 (t) take some parametric form of t, model (1) reduces to a standard proportional odds model. An extension to model (1) is a nonparametric varying-coefficient model of the cumulative risk using a logistic link
where c 0 (x) and c 1 (x) are known parametric functions of covariates. Note that when c 1 (x) = 1/s(x; γ), c 0 (x) = −µ(x; α)/s(x; γ), β 0 (t) = 0, and β 1 (t) = t, model (2) reduces to that in Langbehn et al. [6] .
In the literature, Jung [9] directly modeled survival function using regression model at a fixed time point without considering temporal effect. There are a number of other works on extending proportional hazards or proportional odds model to account for temporal covariate effect or time-varying covariates. Peng and Huang [10] proposed an alternative extension of Cox proportional hazards model to account for a nonparametric temporal effect of a covariate. The procedure involves solving a series of estimating equations sequentially. In contrast, our method is proposed for a proportional odds model with a nonparametric timevarying effect. Chen et al. [11] proposed methods to extend transformation models considered in for example, Zeng and Lin [12] , to account for external time-varying covariates.
Here, we take a completely different approach that does not involve counting process and with straightforward and simple computational algorithm. When there is no censoring, to estimate the cumulative risk function at a time point t 0 given a covariate, e.g., pr(T i ≤ t 0 |X i ), a straightforward analysis is to fit a logistic regression of I(T i ≤ t 0 ) on the covariates X i .
When the outcome is subject to censoring, I(T i ≤ t) may not be observed for some of the censored subjects. Let C i denote the censoring time, Efron [13] proposed a nonparametric estimator of a survival function by re-distributing the conditional masses for the censored subjects, pr(T i > C i |C i ), equally to all the non-censored observations above C i , where the common weight for these subjects depends on the number of at-risk subjects at C i . Portnoy [14] and Wang and Wang [15] used similar ideas to fit a quantile regression with covariates X i , where the conditional point masses pr(T i > C i |C i , X i ) for censored subjects are re-distributed to the right. For quantile regression, the estimator only depends on the signs of residuals and thus the point masses for censored subjects are re-distributed to +∞. Since there are covariates involved, the conditional masses to be estimated depend on the covariates and the unknown distribution function.
In this work, to estimate β(t 0 ) from (1) or (2), we fit a pseudo-logistic regression of I(T i ≤ t 0 ) through redistributing weights to the right to account for censoring. We apply the procedure to estimate the coefficient function at distinct uncensored event times, and smooth the coefficient functions across the entire support of event times when necessary. This type of smoothing was found to be equivalent to applying local kernel smoothing directly [16] . The proposed computational procedure is extremely easy to implement and can be handled by standard softwares. We investigate the asymptotic properties of the proposed estimator to show consistency and normality, and conduct simulation studies to examine its finite sample performance. The proposed methods are applied to estimating the cumulative risk of developing HD from subjects with huntingtin gene mutation using the COHORT data and illustrate an positive relationship between the cumulative risk of HD and the length of CAG repeats in the huntingtin gene. We compare the estimates under model (1) with fully nonparametric Kaplan-Meier estimates using subjects with the same CAG values and reveal consistent results.
Methods
For the purpose of illustration, we mainly focus on the varying coefficient model (1) . Extension to the more general model (2) is discussed in Section 4.
Uncensored data
First we investigate estimation at a fixed time point t 0 when the outcome is not subject to censoring. Let β(t) = {β 0 (t), β 1 (t)} T , let β t 0 = β(t 0 ) denote β(·) evaluated at t 0 , and let
When there is no censoring, the likelihood for {I(
under a logistic link takes the standard form,
. To estimate β t 0 , we solve the estimating equation
The influence function for the estimate β t 0 is
. We fit a logistic regression of I(T i ≤ t 0 ) on X i and repeat this process while varying t 0 at all distinct values of observed T i 's. One can then smooth the estimates as a function of t 0 [16] subject to the monotonicity constraint. An alternative is to fit a nonparametric regression (for example using splines) treating I(T i ≤ t) as generalized outcomes. This method was shown to have similar performance as the post-hoc smoothing above [16] , but is more difficult to implement under the monotonicity constraint, therefore we do not further explore here.
Censored data
When a subject is right censored (i.e., T i > C i ) and C i ≥ t 0 , we still observe I(T i ≤ t 0 ) = 0.
Ambiguity occurs when a subject is censored and C i < t 0 . One type of estimator for β(·) can be obtained by the inverse probability of censoring weighting (IPW) proposed in Bang and Tsiatis [17] , which weights subjects having an event by the inverse of their probabilities of not being censored. To be specific, we can obtain the IPW estimator by solving the estimating equation
where G(·) is the survival function for the censoring times C i . Estimating G(·) by the Kaplan-Meier of the censoring process, the estimating equation for β(·) is
This process is repeated for t 0 on a grid (u 1 , · · · , u M ). Alternatively, one can let the grid points include only uncensored observations, which is equivalent to creating the grid.
Here we propose a new type of estimator that re-distributes weights to the right for ambiguous subjects based on self-consistency equations similar to Efron [13] and Wang and
Wang [15] .
} denote the ith observation. We solve the following weighted estimating equation
where
and
Here F (t|x) = µ{x; β(t)} is the conditional distribution of T i given X i introduced in model (1) , and the weight for the ith subject depends on β(·) evaluated at t 0 and C i .
To gain insights on the weights, note that subjects with observed I(T i ≤ t 0 ) will receive a weight of one for their contributions to the estimating equation. Subjects with missing I(T i ≤ t 0 ) have conditional probability masses
Treating (X i , C i ) as pseudo-observations for censored subjects with censoring time less than t 0 , they receive weights
We re-distribute their
Since the outcomes are binary variables, the complementary masses 1 − w{O i ; t 0 , β(·)} for pseudo-observations (X i , C i ) can be re-distributed to any point that is greater than all observations that is not specific to any observation above C i (also see Portnoy [14] and Wang and Wang [15] ). Thus, any point above C i contributes the same information to the estimating equation. Without loss of generality, we re-distribute the complementary mass to +∞, and the contribution from these observations to the estimating equation is
In practice, the weights w{O i ; t 0 , β(·)} in (5) depend on unknown distribution function F (·|X) which needs to be estimated. We substitute β(·) with the IPW estimators, denoted as β(·), to obtain the weights w{O i ; t 0 , β(·)} to be redistributed. The REW estimator β t 0 then solves the weighted estimating equation
It is extremely easy to implement this weighting scheme. Without loss of generality, assume the first n 0 subjects have unobserved outcomes I(T i ≤ t 0 ). Create pseudo-observations
. Append all pseudo-observations to the original observations to obtain observations (
Then β t 0 is estimated by a weighted logistic regression. The weights w{O; t 0 , β(·)} extract information at multiple time points simultaneously, and thus pool information across time points to estimate the distribution function at t 0 .
Asymptotic properties
To show consistency and asymptotic normality of β(t) at fixed t obtained from (6), we will need the following technical conditions:
A1. Assume that β(t) is right continuous with left-hand limits (cadlag) componentwise.
A2. Assume that for t ∈ [a, b] with b < ∞ to be finite, and there exists subjects with
A3. Assume that the covariates X i are not degenerate, i.e., pr(X i = x 0 ) = 1 and are bounded in probability, i.e., pr(|X i | < c) = 1.
A4. Assume that the censoring times are bounded, i.e., pr(C i < c) = 1.
The conditions A1-A2 control the size of the parameter space. The condition A2 states that one can only estimate distribution function in the time range where there are still subjects with positive probability of being at risk. The conditions A3-A4 exclude some degenerate cases. The condition A5 ensures a unique solution to the estimating equation.
For the simplicity of notation we let θ = β(t 0 ) denote β(·) evaluated at t 0 in this subsection.
The following theorem establishes the consistency of the estimator θ.
. random samples, and T i and C i are independent given X i . Then under model (2) and assumptions A1-A5, θ → θ in probability as n → ∞ for any t 0 ∈ (a, b).
The proof of this theorem uses the semiparametric asymptotic results developed in Newey [18] and Chen et al. [19] .
Since the final estimator involves estimates β(·) in the entire range of T i , uniform consistency of the initial estimator is required. The next theorem establishes the asymptotic normality of θ.
Theorem 2 Under the assumptions of Theorem 1, as n → ∞,
is the density function for C i , h(x) is the density function for X i , z = (1, x) T , and ψ{x, T i ; u, β(u)} is defined in the appendix.
The proof of this theorem is in the appendix and it also uses the results in Newey [18] .
Numeric results
In this section, we provide Monte Carlo results on simulation experiments and application of the method to a real world study.
Simulation studies
To study the finite sample performance of the proposed estimator, we ran two sets of simulation studies. In each set, the true survival times were generated from the model (1) with β 0 (t) = β 00 + β 01 log(t), β 1 (t) = β 10 + β 11 log(t) and (β 00 , β 01 , β 10 , β 11 ) T = (−80, 21.5, −1.4, 0.7) T . The parameters were designed such that the cumulative risk functions resembles the fit from COHORT data in Section 3.2. In simulation setting A (Tables   1 and 2) , we simulated X i from a multinomial distribution with support on integer values between 41 and 50 representing CAG repeats. CAG 41-45 were simulated with an equal probability, which is two times of the equal probability that CAG 46-50 were simulated from. The censoring times were generated from a Beta distribution where the overall cen-soring rate is about 35%. We simulated two samples sizes n = 1000 and n = 2000 since the real data has a sample size of 1151.
We compared two types of estimators. The first is the initial inverse probability weighted estimator (IPW) β(t) from (3) and the second is the proposed redistribution to the right weighted estimator (REW) β(t) from (6) . Since the theoretical variance estimator involves integrations and unknown quantities which are difficult to compute, we used bootstrap to obtain the mean estimated standard errors of the two estimators in each simulation repe- We presented the true and the mean estimated cumulative distribution functions (CDFs) obtained from the REW estimator and their empirical 95% CI at various CAGs in figure   1 . The estimated curves coincide with the true curves in most cases. When CAG=42
and n = 1000, there appears to be a small bias at the tail area, for example, at t = 65 (bias=0.0051, empirical SE=0.0015). However, this bias is within the variability range, which may be explained by the higher censoring rate within this range for subjects with CAG=42 (about 45%). When we increase the sample size to n = 2000, the bias decreased to almost zero.
In simulation setting B (table 3) In addition to the above estimators, we also investigated a smoothed REW estimator, where β(t) were smoothed across the range of t subject to monotone constraint using a Generalized Pooled-Adjacent-Violators Algorithm [20] . The mean estimated cumulative distribution functions and empirical standard errors are almost identical to those of the nonsmoothed estimator. The maximum absolute difference in the mean of the two estimators averaged across simulations was very small. Therefore we omit the results of the smoothed estimator here.
Application to COHORT data
As introduced in Section 1, despite identification of the causative gene for HD, there is currently no effective treatment that delays HD onset or stops disease progression. To improve the care of HD patients and inform the development of effective treatment, a large genetic epidemiological study on HD, the Cooperative Huntington's Observational Research Trial (COHORT), was started in 1996. This is a study organized by 42 Huntington Study
Group research centers in North America and Australia [3, 4] . Participants in COHORT underwent a clinical evaluation where blood samples are genotyped for huntingtin gene mutation and their CAG repeats lengths were obtained. Modeling the inverse association between the CAG repeats length and age-at-onset of HD accurately is important.
In this section, we fit the COHORT data by the model (1) where we do not assume a parametric form of β 0 (t) or β 1 (t) and the censoring distribution G(). In our analysis, information on CAG repeats length, age at the time of evaluation, and age at diagnosis of HD onset (if a subject had been diagnosed) were available for 1151 subjects recruited in COHORT. In the study, both HD affected carriers and pre-symptomatic carriers (24%) were included. Their ages-at-first-motor-symptom were also recorded. Among 1151 subjects, 876 (76%) subjects had experienced HD motor sign onset and the average age of the diagnosis was 44 years of age. There were 280 (24%) participants who did not develop HD by the end of study and were treated as censored. All the participants were alive at the baseline in order to participate in the study, and none of them died without HD during the follow up years. Censoring was assumed to be independent of HD diagnosis.
To estimate the distribution of age-at-onset of HD given a subject's CAG repeats length, we fit three estimators: IPW, REW, and the Kaplan-Meier (KM) estimator using only subjects with a particular CAG repeats length at a time. Figure 2 presents the estimated CDFs at various CAG values. The results show a positive correlation between the onset probability and the CAG repeats, that is, the cumulative risk of HD onset by a given age increases with increasing number of CAG repeats. Subjects with longer CAG repeats have a higher probability of developing HD by a certain age, which is consistent with the literature [6] . We summarize numerical results of estimated CDFs at a few CAGs and ages in table 4.
As a comparison, we see that IPW and REW provides point estimates of CDFs similar to KM using only subjects with the same CAG values. However, the standard errors of REW at different ages and CAGs are smaller than both KM and IPW, suggesting an efficiency gain.
For example, at CAG=42 and age 50, the standard error of the cumulative risk estimated by IPW is 18% larger than REW, and KM is 40% larger than REW. The post-hoc smoothing of β(t) leads to a CDF close to the non-smoothed CDF and therefore not reported here. We also modeled the survival function for the censoring times G(·) based on CAG repeats using a Cox model. The estimates are identical to those in table 4 up to the third decimal place and therefore not reported here.
Discussion
We propose methods to estimate cumulative disease risk from a known mutation (i.e., also referred as the penetrance function in genetic epidemiology) from a nonparametric varyingcoefficient model. For most complex diseases, predicting the age-at-onset of a disease from genetic markers such as single-nucleiotide polymorphisms continues to be a challenging issue [21] . The proposed method explores a pseudo-logistic regression and redistributes the probability mass at the censored outcomes to the right. The procedure has desirable numerical and asymptotic properties and is extremely easy to implement. Although we focused on assessing the effect of CAG repeats on HD onset, it is easy to include other covariates with time-invariant effect through a backfitting procedure for models such as
or model (2) . The proposed methods have computational advantages compared to, for example, Peng and Huang [10] . In addition to the logistic link as discussed here, the developed methods can be adapted to transformation models with a known link function.
Satten and Datta [22] showed an equivalence between IPW-based and self-consistencyequation-based methods for Kaplan-Meier estimator for a pure nonparametric model. It is less clear whether such equivalence still holds for our model (1) which is equivalent to a proportional odds model with nonparametric time-varying coefficients. This may be worth future exploration. In some applications, investigators may be interested in testing the distribution function at more than one time point or building confidence bands. We proposed a procedure to test a distribution function in a sequence of pre-specified time points simulta-neously in Ma and Wang [23] , which can be adapted here. The construction of simultaneous confidence bands may rely on theoretical properties of supremes of Gaussian processes (e.g., Fine et al. [24] ). However, such confidence bands may be conservative and the details are beyond the scope of this work.
Lastly, in practice it may not be easy to correctly specify a biologically meaningful parametric form for c 0 (X i ) and c 1 (X i ) as in model (2) . In these situations, using a twodimensional nonparametric function of X i and t may be helpful. or the p-value of the test will be computed empirically based on simulations under the null hypothesis.
[25] showed that the IPW estimator can be expanded as
, hence Glivenko-Cantelli. In addition, µ{X i ; β(t)} is Lipschitz continuous. By assumption A1, β(t) belongs to a cadlag processes therefore are also bounded in uniform entropy integral.
Since Lipschitz continuous functions of classes bounded in uniform entropy integral and pointwise measurable are also bounded in uniform entropy integral and pointwise measurable,
, under assumption A5, A{X i ; β(t)} is bounded from below and above by positive constants component-wise and bounded in uniform entropy integral, therefore is Glivenko-Cantelli. Lastly, since X i is bounded and products of classes with bounded uniform entropy integral also have bounded uniform entropy integral, we have φ{X i , T i ; t, β(t)} :
Now we check the second term in ψ{X i , T i ; t, β(t)}. Note that
Under condition A4, G(C i ) > 0. Under model (2) and conditions A1, A2, the above term indexed by t is also Glivenko-Cantelli. This proves that ψ{X i , T i ; t, β(t)} : 
whereβ(u) is on the line segment between β(u) and β(u). Here the last equality is obtained by taking pathwise derivative with respect to β. See also (10). Since 0 < µ{x;β(u)} < 1 for
, it follows that there exists b(O i ) such that component-wise we have
By condition A5, the assumption 5.5 in Newey (1994) is satisfied. Finally, by Lemma 5.2 of Newey [18] , we have θ = θ + o p (1).
A.2 Proof of Theorem 2
We show the asymptotic normality of θ by Lemma 5.3 of Newey [18] . For assumption 5.1(i), note again
We now compute a pathwise derivative of w(O i ; t 0 , β) w.r.t. β evaluated at the true β in the
Let
From (9), we can verify
where againβ(u) is on the line segment of β(u) and β(u). It is now easy to see that
For (ii) in assumption 5.1, we need to show that the convergence rate of the IPW estimator β is at least n 1/4 . Let F denote all cadlag functions uniformly bounded on [a, b] . By adapting the proof in the previous item, we know that {ψ{X i , T i ; β(t)} : t ∈ [a, b], β ∈ F} belongs to a Donsker class. Therefore √ n{ β(·) − β(·)} converges weakly to a Gaussian process.
Therefore this assumption is satisfied.
We now prove assumption 5.2 (stochastic equicontinuity). Note
A sufficient condition for stochastic equicontinuity is provided in Chen et al. [19] , Remark 2. To be specific, we need to show for δ n = o p (1), 
for some α(·) (p.1366, 18). Using the expansion (7) for β(t), we obtain
Therefore assumption 5.3 holds.
For assumption 5.6, it is straightforward that (i) and (ii) are satisfied. We have
which is nonsingular under the assumption A5. It is easy to see that (iv) holds. For (v),
By Lemma 5.3 of Newey [18] , we obtain CDF by inverse probability weighting (IPW) estimator, β t , solving (3). ‡ : CDF by re-distributed to right (REW) weighted estimator, β t , using IPW as initial estimator for weight to solve (6) .
: Empirical SE of CDF by IPW estimator. 
