This paper proposes a novel remote monitoring system using a head mounted display (HMD). By using an HMD, a high degree of immersion and the sense of reality is provided to the user. Further, it becomes more convenient to move the camera position while controlling the robot arm on which the camera is mounted through the coordinates obtained from the HMD sensors. The proposed system performs two tasks. Initially, in order to render images in the HMD, the camera captures input images, and the PC connected to the robot arm sends the image to the PC connected to the HMD in real-time after which the image is rendered in the HMD. For the real-time monitoring, we increased the frame per second by reducing the data size. In order to reduce the data size, we define region of interest which is the region a user can see. Then, region of interest of the image is cropped and the resolution of entire image is degraded. Therefore, two images composed of cropped image and degraded image are transmitted and merged into an image. In this way, we can reduce the data size and provide the user with monitoring the image of the original quality. Next, using the inertial measurement unit sensor and base station sensors built into the HMD, the user controls the displacement of the camera during rotation and translation by controlling the robot arm by the user's own motion. The PC connected to the HMD transmits the motion coordinates of the HMD acquired from the sensor into the PC connected to the robot arm. To control the translation of the camera, we define a coordinate system that represents the y-axis as running from top to bottom, and the x-axis as running from the front to the back in three-dimensional space. Thus, each step motor along each axis, which controls the robot arm, has its movement controlled by supplying appropriate values of angular degrees. Through the above process, the proposed method implements a remote monitoring system with five degrees of freedom. In the experiment, we measured the data transmission delay time and the displacement error due to the robot arm's motion control to determine whether the system is suitable for a real-time remote monitoring system. Experimental results show that the proposed system can be optimally operated with a frame rate of 15 frames per second and a group of pixel resolutions of 640×640 of the cropped image and 240×120 of the degraded image. In addition, the average error rate of the robot arm's displacement was 6.45% when the camera position was controlled through the robot arm.
I. INTRODUCTION
The remote monitoring system enables users to acquire images from the camera at a remote location and monitor the images through a display device. There are various methods that can be used to realize this goal, such
The associate editor coordinating the review of this manuscript and approving it for publication was Yan-Jun Liu. as remote monitoring of a fixed area using closed circuit television (CCTV) [1] , [2] , and remote monitoring by controlling the position of the camera through the use of a robot [3] - [6] . Donato et al. [5] proposed a remote monitoring system using an autonomous mobile robot. The autonomous mobile robot is equipped with a monocular camera, a laser scanner, encoders, and a radio frequency identification (RFID) device. By using autonomous mobile VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ robots, Donato et al. [5] implemented a vision scene change detector and a larger scene change detector to detect unexpected changes such as the addition or removal of objects. Liu et al. [6] proposed a remote monitoring system that enables security personnel to track intruders remotely using an internet-based security robot. The internet-based security robot identifies intruders by facial recognition using features such as facial expression, three-dimensional posture, and personal appearance. In addition, remote monitoring systems using drones [7] - [9] have also been studied. However, the drones are difficult to use due to the low battery capacity and a lack of safety. Remote monitoring systems can be efficiently used in many fields from large and complex facilities such as factories and power plants, to smaller spaces meant for individuals, such as houses. For example, when we consider a surveillance system in a hazardous environment such as a factory or a power plant, the surveillant is not exposed to the environment directly, thereby reducing the potential for harm to the surveillant. In addition, the surveillant can easily monitor the scene without any extra effort at remote sites. Recently, by using various sensors, remote monitoring systems have been developed.
Users may want a realistic monitoring system. For example, when the user experiences a remote location through a remote monitoring system, the user may want to have realistic monitoring feeling like the user is in the monitoring location. However, conventional remote monitoring systems are less stereoscopic and immersive, because they are monitored by displays such as monitors.
With the development of the virtual reality (VR) and augmented reality (AR) industries, the use of head mounted displays (HMDs) has increased, and various products such as Facebook Oculus [10] , HTC Vive [11] , and Microsoft Hololens [12] have been released. HMD senses the head movement of the user through head tracking, and can adjust the user's viewpoint.
In this study, we proposed a novel monitoring system to provide the sense of reality through an HMD, and to automatically control the camera position according to the movement of the user using sensors in the HMD. The proposed method maximizes the stereoscopic and immersive feeling through the HMD designed with the pupil forming system, partial binocular overlap, and eye tracking system [13] , rather than the display used in conventional monitoring systems [1]- [9] . Therefore, it provides a realistic monitoring system to users, and it can improve the immersion experience of the conventional monitoring system. The main contributions of the proposed system are as follows:
• While the traditional method does not consider the realistic monitoring environment, the proposed system focuses on realistic remote monitoring by using sensors of the HMD which provides the stereoscopic effect for monitoring and the realistic control of the robot arm for moving the camera position.
• The proposed system controls the camera position according to the user's movement through the robot arm on which the camera is mounted. In addition, the user's height and robot arm's height are mapped in consideration of the different height for each user to reflect the whole movement of the user's height. Also, we formulated an equation to obtain the proportional ratio that synchronizes the movement of the HMD with the movement of the robot arm. By applying this ratio of movement to control the robot arm, the camera translation control system can adjust the camera position more precisely.
• For real-time image transmission, the proposed system decreases the original image resolution to reduce the data size. However, we define region of interest (RoI) that the user can see. Then, the image of RoI is cropped same as an original resolution and the whole image resolution is decreased. When the image is rendered on the HMD, the cropped image of RoI and the degraded image are merged. Therefore, we can not only reduce the data size, but also provide user to monitor the image with the original resolution. Fig. 1 shows the overall proposed remote monitoring system. The proposed system consists of the transmission and rendering of image data and the control of the rotation and translation of the camera (installed on one end of the robotic arm), based on the user's HMD motion, via the use of the robot arm. In this system, the PC connected to the robot arm is used as a client, and the PC connected to the HMD is used as a server. The details are as follows.
II. PROPOSED REMOTE MONITORING SYSTEM BASED ON HMD AND ROBOT ARM
A. IMAGE TRANSMISSION AND RENDERING Fig. 2 shows the image transmission and rendering system. At the start of the image transmission and rendering process, the image transmission system obtains the current frame data. The frame data is captured by a camera module mounted on the robot arm, and it is sent to the client PC. The raw frame data is converted to a byte array before transmission, and it is transmitted to the server PC. When all the data has been transmitted, the server PC converts the byte array back into an image. Finally, the reconstructed image is rendered on the HMD, and the whole process is repeated.
1) IMAGE CAPTURING AND PREPROCESSING OF DATA
The camera module used for the image capture is the RICOH Theta S [14] , and it uses USB serial communication. In addition, it has a pixel resolution of 1920 × 960 and a transmission rate of 15 frames per second (fps). In order to transmit and render an image to the HMD in real-time, rapid image transmission is needed. The frame rate can be increased by reducing the resolution of the original image. Therefore, preprocessing to modify the resolution of the image and its transformation into a byte array is required before the transmission of an acquired image. The captured image is in the bitmap format, and this data type is converted to the joint photographic experts group (JPEG) format [15] stored in the backup storage.
If the frame rate of the original data is less than 15 fps, the resolution of the image is modified and the image is resized. At this time, if the resolution of the image is degraded to reduce the size of the data, the user may monitor the image with a low resolution, and it can cause heterogeneity. Therefore, as shown in Fig. 3 , considering that the camera used in the proposed system is an omnidirectional camera with a binocular lens, when the image resolution is degraded, the image resolution needs to be degraded without RoI. In this way, because the camera is controlled by the user's head rotation in real-time, the user can only see the image acquired from the center of the front side lens. Therefore, RoI is defined as a pixel resolution of 640 × 640 which is center of region acquired from front side lens of binocular. While reducing the size, the quality of the image viewed by the user can be provided in the same quality as the original. This is because the video may be cut-off when real-time image rendering is performed, if the frame rate is less than 15 fps. After adjustment of the resolution, the frame data stored in two memory streams is converted into byte arrays. Finally, the frame data stored as byte arrays is ready to be transmitted from the client to the server. 
2) IMAGE TRANSMISSION AND RECEPTION
For a real-time monitoring system using HMD, a stable data transmission network environment is needed. Although various communication techniques exist, the proposed system uses the transmission control protocol/internet protocol (TCP/IP) for its communication [16] . The TCP/IP communication scheme carries out the transmission of the data to the receiver upon receiving the ready signal of the receiver. Further, once the data is fully transmitted, the sender receives a response signal from the receiver; if such a response signal is not received, the sender retransmits the data. Therefore, each step of the data transmission and reception workflow processes a single frame image stored in the byte array format, and the process is repeated until all the frame images are transmitted. In the proposed system, a frame image is divided into packets, each of size 1024 bytes.
3) RENDERING IMAGES TO HMD
While the client continuously transmits frame images to the server, the server needs to render the frame image to the HMD independently during such a transmission. In order to render the frame image on the HMD, the image should be reconstructed with the received byte array data composed of the RoI and entire images. Finally, two images are merged into an image to render on the HMD. Therefore, we implemented the rendering process in Unity 3D, which provides the Steam VR plugin software development kit (SDK) [17] that enables collaboration between the HMD and the development environment. As a result, the real-time image transmission and rendering system is implemented by continuously transmitting the frame data of the image captured by the client to the server and rendering the frame images to the HMD.
B. CONTROLLING THE ROBOT ARM USING HMD
In order to perform remote monitoring, images should be acquired at various rotated and translated positions. Therefore, our proposed system is designed so that the rotation and translation positions of the camera which is mounted on the end of robot arm can be controlled by using a robot arm having five step motors. The motion control of the robot arm can be classified into the rotation control and the translation control of the camera. Fig. 4 shows the overall HMD-based robot arm control system. To implement the control of the robot arm system, rotation information and translation information are required. Therefore, in our system, the rotation angles and the translation coordinates of x and y are acquired through the inertial measurement unit (IMU) in the HMD, which is used to track the rotation angle, and the two base stations, which are used to track the translation motion.
The HMD used in the proposed system is the HTC VIVE [11] . Further, three ROBOTIS MX-28 actuators [18] for the camera rotation control and two ROBOTIS L54-30-S500-R actuators [19] for the camera translation control are used in our system. The communication protocol to control the robot arm is the same TCP/IP communication that is used in the real-time image transmission and rendering process, the details of which are described as follows. Fig. 4 shows the camera rotation control system. As the robot arm control system begins, the rotation data of the HMD are collected on the server PC. Rotation data are based on Euler's principle [20] , [23] and have three values: yaw, pitch, and roll. The obtained angle information data of the rotation is sent to the client, and on the client the data received from the server is supplied to the three step motors connected to the PC to synchronize the angular position of the camera with the angular position of the HMD.
1) CAMERA ROTATION CONTROL
This process can be divided into two stages: the angle data acquisition and the motion control of the camera. Initially, the angle data is acquired by updating the HMD direction in real-time using the steam VR plugin SDK [17] , [24] of Unity 3D with the HMD connected to the server PC. This data is measured by an IMU sensor inside the HMD. Angle data indicate the rotation angles of yaw, pitch, and roll, respectively. As shown in Fig. 5 , if the user rotates his head, the equivalent rotation has to be applied to the camera on the Unity 3D. To facilitate this, the obtained angle data is transmitted to the client. In order to control the direction of the camera module according to the Euler angles as shown in Fig. 5 , three step motors are attached to the bottom of the camera. Each motor corresponds to the rotation axis of pitch, roll, and yaw in that order. By applying the direction data to each step motor, the direction of the camera module can be synchronized with the direction of the HMD. As the direction of the camera is changed, the image acquired in the changed direction is rendered on the HMD. As a result, the user can view the image acquired from the camera module through the HMD in real-time, and can control the direction of the camera by just turning his head without any other special operation.
2) CAMERA TRANSLATION CONTROL
The camera translation control system is shown in Fig. 4 . The translation coordinates of the HMD in three-dimensional space can be obtained by using two base station sensors provided by an HTC VIVE VR system and the steam VR plugin SDK of Unity 3D that are the same as those provided for the camera's rotation control.
The acquired translation data is of three types, representing information from each of the x, y, and z axes, respectively. However, because the translation of the robot arm is controlled only by two step motors, it is necessary to transform the three-dimensional coordinates into two dimensional coordinates. To accomplish this transformation, we define the following equation that is used to calculate the intended displacement of the user's HMD.
where x 3−d and z 3−d denote the x and z axes coordinates in the three-dimensional coordinate system, respectively, and x 2−d denotes the x axis coordinate in the two-dimensional coordinate system obtained by transformation from the threedimensional coordinate system. In the two-dimensional coordinates system, the coordinate values of x 2−d are defined using the Euclidean distance of the coordinate values of x 3−d and z 3−d ; the y axis value of the two-dimensional coordinate is the same as the three-dimensional y axis value. We designate the x 2−d axis as the x axis of the robot arm, and it describes the width of the robot arm as shown in Fig. 6 .
In addition, we let the y axis on the robot arm represent the height. In order to control the translation of the robot arm, when the motion of the user's head occurs in HMD coordinates, the changed angles should be applied to the two joints of the robot arm constituted by the two step motors. Two conditions are necessary to perform the above procedure. To begin with, users have each individual height. Therefore, if the robot arm does not have a height that fits perfectly the length of the arm, the robot arm may not use the full range of motion. For example, let's assume there are the robot arm with a height of 20 and the user with a height of 20. if the user moves 10, the robot arm is moved by 10. therefore, both of remaining movable ranges of the robot and the user are 10. However, if the user with a height of 15 moves 10, FIGURE 6. Concept for camera translation control system: To control the translation of the camera, the translation is controlled by applying the ratio of the distance the HMD moves to the distance moved by the robot arm to the coordinates of the robot arm.
the remaining range of the robot arm also moves 10. In this case, the remaining movable range of the user is 5 and the robot arm's movable range is 10. therefore, the user can't use full of the height of the robot arm, even if the user moves his whole remaining movable range. Therefore, the height of the user and the length of the robot arm should be proportionally mapped onto each other at the beginning of the robot arm control process. By mapping the height of the user and the height of the robot arm, the translation of the camera can be controlled using the entire length of the robot arm according to the height of the user, which helps in realistic monitoring. Second, after applying the coordinates obtained from the HMD to the coordinates of the robot arm, the angle values to be applied to each step motor should be acquired to control the translation of the robot arm. This is because the translation data is not the value of the angle of movement, but the linear coordinate value. The process is as follows.
To map the height of the user to the length of the robot arm, it is necessary to know the height range of the user (his maximum and minimum heights). Therefore, at the start of this process, the user pulls the trigger of the controller at his maximum height to receive the corresponding maximum coordinate value, and then releases the trigger at his lowest height to receive the corresponding minimum coordinate value. The difference between the highest and lowest heights thus obtained, can be proportionally mapped to the length of the robot arm. After obtaining this range, the user's height and movable range are decided as shown in Fig. 5 . Thus, when the user's motion reflects in the coordinates of the HMD, the ratio of the distance moved by the user to the movement in each axis of the two-dimensional coordinates x and y of the robot arm is calculated. Because user's physical characteristics, such as the height of the user, are different for each other, this ratio is used to control the extent of the motion of the robot arm, instead of moving the robot arm through the absolute moving distance value obtained from the HMD. The process can be expressed by the following equations.
where x moved and y moved denote the coordinates x and y of the HMD after the movement, and x current and y current denote the current coordinates, before the movement of the HMD occurs, along the x-axis and y-axis of the HMD, respectively. Therefore, (2) and (3) calculate the distance moved on each axis x and y by the HMD. α x and α y represent the coordinates after the movement on each axis, where user width and user height denote the range of the width and height that the user can traverse. (4) and (5) represent the ratio of movement to the possible range of movement for each axis. α x and α y represent the ratio of moving distance of the HMD for each axis obtained by dividing the distance moved obtained from (2) and (3) by the whole range of movement for each axis. The ratios of the acquired moving distances are applied to the robot arm to facilitate the translation of the robot arm. The motion of the robot arm is governed by the following equations.
rob_y moved = rob_y current + ( α y × rob height ). (7) In the equations above rob_x current and rob_y current denote the current coordinates, before the motion in the x and y directions of the robot arm. (6) and (7) show the process of applying the proportionally adjusted magnitude of the motion to the coordinates of the robot arm. rob_x moved and rob_y moved represent the coordinate values for the respective axes of the robot arm to which the motion is applied. The movements of the robot arm are calculated by multiplying the motion ratios α x and α y by rob width and rob height , respectively. Finally, the coordinate values after moving the robot arm are acquired by adding the current coordinates rob_x current and rob_y current to the distance over which the robot arm moved, ( α x ×rob width ) and ( α y ×rob height ), respectively. In order to perform the motion according to the coordinates of the robot arm, the angles of the two joints constituted by the two step motors should be obtained. In this system, the angles according to the translated coordinate values are obtained by using the principle of inverse kinematics [21] . The principle of operation through inverse kinematic is shown in Fig. 7 . l 1 and l 2 denote the length of each linker, respectively. In order to move to the target coordinate represented by x and y, the angle values θ 2 and θ 1 to be applied to each step motor are calculated in order, beginning from the position at the end of the arm. The end of the arm is the point of attachment of the camera. Therefore, it is possible to transmit the obtained angle data θ 1 and θ 2 to the client and control the translation, while the client supplies the angles by which to move to each step motor.
3) DATA FOR ROBOT ARM COMMUNICATION
Unlike the real-time image transmission and rendering system, the robot arm control data communication has the client as a data reception unit and the server as a data transmission unit. All the Euler angle data with yaw, pitch, and roll, and the angle data with θ 1 and θ 2 for translation control need to be preprocessed to transmit five pieces of data at a time. The preprocessing procedure converts the data for the five angles with yaw, pitch, roll, θ 1 , and θ 2 into JavaScript object notation (JSON) data so that it can be treated as a single data string. The converted JSON data is sent to the client when both the server and the client are ready. This data communication process is performed by a separate communication with the real-time image system. Because there is a large difference between the frame size of the image and the size of a single piece of JSON data, there is a large difference in speed between the JSON data communication and a single frame data communication. If the JSON data is transmitted with the frame data, the position controlling system of the camera experiences unnecessary deterioration in terms of performance. Therefore, in this system, an additional communication system for the JSON data is established separately from the real-time image transmission system. This new communication system operates independently of the real-time image communication system.
The received JSON data is restored by extracting the angle values at the client to obtain the yaw, pitch, roll, θ 1 , and θ 2 values. As shown in Fig. 4 , the Euler angle values for rotation control and the angle values for translation control are applied to each step motor attached to the camera, and the above process is repeated.
III. EXPERIMENTAL RESULTS
The proposed system does not allow cut-off renderings or a large latency from the motion controls of the HMD-based robot arm system for the real-time operation. In addition, the robot arm should move the same distance as the user's movement to get images from the desired position. Therefore, two experiments are conducted for the evaluation. Initially, the image transmission time delay was checked to verify the real-time HMD rendering and real-time robot arm control. Next, the distance error was measured to check if the user's movement data acquired from the HMD are precisely applied to the robot arm. These experiments were carried out with the client and server. In the case of the client, the robot arm, which has five step motors, three of them being ROBOTIS MX-28, and two being ROBOTIS L54-30-S500-Rs, held a RICOH Theta S camera on the arm, and a mini PC, namely the intel NUC7i7BNH on the body. The server consisted of an HTC VIVE VR system connected to a PC.
A. DATA TRANSMISSION DELAY MEASUREMENT
All processes in the remote monitoring system should be completed in real-time. If the transmission speed is not above a certain level, users will see choppy and discontinuous videos that will diminish their viewing experience. Therefore, the following experiment measured two transmission delays, the delay in image transmission from the camera to the HMD, and the delay in the data transmission from the HMD to the robot arm, during the control of the robot arm. Decreasing the image resolution is expected to sustain a certain frame rate that can avoid the phenomenon of choppily rendered images. The results are shown in Table 1 and Fig. 8 . In this experiment, the average data sizes of various image resolutions, and the average transmission delay of different robotic-arm control data, are measured to compare the relationship between image resolutions and frame rates. Images are groups of three sizes: the size with the original image resolution, the group of sizes with the original resolution of RoI and four times degraded resolution of the original resolution of whole image, and the group of sizes with the original resolution of RoI and eight times degraded resolution of the original resolution of whole image. The robot arm control data that are in the JSON file format had five pieces of information that are necessary to control the robot arm. The averages of the data sizes and the transmission delay are obtained through the transmission of more than two hundred packets of data. Based on intuition, we expressed the number of frames per second (fps) at each resolution for checking transmission delay. As the transmission delay increases, the unit of fps is inversely related. In the real-time image transmission issue, the unit of fps is important, so it is preferable to check the transmission delay through fps. In addition, to identify the variation according to the number of pieces of data, we experimented by dividing the data from two hundred data packets into a thousand packets of data. The image transmission system was able to achieve 9.992 fps on average, over each set of data when transmitting the original resolution image. This implies that the transmission of the original images causes a loss in frame sequencing while being rendered on the HMD, because when we monitored the experiment, we detected that the video looks broken at less than 15 fps. Therefore, it was experimentally confirmed that at least 15 fps is required for a real-time monitoring environment. Therefore, to satisfy the constraint of a minimum frame rate of 15 fps, the system should transmit the original image resolution of RoI and the lower resolution of whole images more than eight times to enable a smooth and continuous rendering of the captured images in the HMD. During the robotic-arm control data transmission, the average transmission delay for each piece of data measured 1.038 ms, leading us to conclude that the control of the robot arm system can be implemented in real-time.
B. DISTANCE ERROR MEASUREMENT
In the proposed monitoring system, the rotation angle information and translation information of the user obtained through the sensors of the HMD are transmitted to the client, after which the client applies the received data to each step motor. In this process, there should be extremely small displacement error in controlling the rotation and translation of the robot arm to facilitate precise monitoring. Table 2 shows the result of the experiment regarding the displacement errors between the data received from the users and the actual movement of the robot arm. In the experiments, the results are obtained by actual measurements that are carried out by using the displacement measurement tool like a tape measure and ruler. The displacement error of the robot arm is represented by the proportional mapping between the length of the robot arm and the user's height. On average, 6.45% of error is observed depending on the distance moved, which can be considered as being due to the error in the sensor accuracy of the HMD and in the step motors.
IV. CONCLUSION
In this study, we have proposed a convenient and realistic camera control system with an HMD equipped the robot arm to give users the ability to manipulate the movable camera easily from a distance to permit remote monitoring. In addition, users can immerse themselves in the monitored scenes from different camera angles using the HMD. Further, we designed a system to control the camera position according to the user's motion using the sensors of the HMD. The proposed remote monitoring system improves the lack of the sense of reality due to the lack of stereoscopic effect and immersion of the conventional monitoring methods. Further, in order to provide the user with the image quality of the original image and to ensure the monitoring system in real-time, we used a method that preserves the image resolution of the region that the user views and reduces efficiently the image resolution of only the remaining areas. The proposed system is used in circumstances where human operators cannot keep direct watch, or can be deployed in hazardous environments and in extreme weather conditions. The experimental results prove that the proposed system is suitable for remote monitoring systems because it satisfies the requirement of a low translation error of displacement, and the requirement that the transmission system must maintain a certain frame rate (fps).
Further applications include multi camera modules that can be set up robustly in various environments, and systems that can perform advanced functions with an artificial intelligence (AI)-based computer vision system. 
