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Abstract
Along the lines of Janssen’s and Pfanzagl’s work the testing the-
ory for statistical functionals is further developed for non-parametric
one-sample problems. Efficient tests for the one-sided and two-sided
problems are derived for nonparametric statistical functionals. The
asymptotic power function is calculated under implicit alternatives
and hypotheses, which are given by the functional itself, for the one-
sided and two-sided cases. Under mild regularity assumptions is shown
that these tests are asymptotic most powerful. The combination of
the modern theory of Le Cam and approximation in limit experiments
provide a deep insight into the upper bounds for asymptotic power
functions tests for the one-sided and two-sided problems of hypothe-
sis testing. As example tests concerning the von Mises functional are
treated in nonparametric context.
Dr Vladimir Ostrovski, Niederbeckstr., 23, 40472 Du¨sseldorf; email:
vladimir.ostrovski@web.de
1 Introduction
Varios statistical problems can be formulate as problems of hypothesis testing
of the real-valued statistical functionals. For the non-parametric statistics the
theory of testing statistical functionals is the natural point of view, which due
to Pfanzagl, Wefelmayer (1982, 1985), Jansson (1999, 2000) and some other.
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Moreover some already known important tests can be understood as tests
for statistical functionals. They are studied exact with the general theory.
The statistical model is given by a set P ⊂ M1(Ω,A) of relevant prob-
ability measures which is a subset of the set M1(Ω,A) of all probability
measures on the some measure space Ω,A. We observe n ∈ N independent
identically distributed replication X1, . . . , Xn of random variables which have
a distribution P ∈ P. Let pii denote the i-th canonical projection. Then we
set Xi := L (pii|P n). Let k : P → R, P 7→ k(P ) be a real-valued statistical
functional. A test problem is often given by the one-sided hypothesis
H1 = {P ∈ P : k(P ) ≤ a} against K1 = {P ∈ P : k(P ) > a} (1)
or two-sided hypothesis
H2 = {P ∈ P : k(P ) = a} against K1 = {P ∈ P : k(P ) 6= a} (2)
for some a ∈ {k(P ) : P ∈ P} ⊂ R. Here has to be noticed that not every
test problem can be taken to this form. For many purposes this is, however,
sufficient. The treatment of the more general statistical functionals and test
problems is a subject for future research.
An outline for this paper is as follows. Section 2 describes the differen-
tiable statistical functionals and the other basics. Section 2 provides implicit
alternatives and hypotheses which are given by the functional itself. The
tests for implicit hypotheses against implizit alternatives are given. Section
3 studies asymptotic power functions of these tests. Section 4 deals with the
local asymptotic efficiency and optimality of tests. Section includes proofs
and concludes the paper.
2 Differentiable statistical functionals
Let be P0 ∈ P be fixed. The local geometry of the set P of probability
measures is discribed by all L2(P0)-differentiable curves t 7→ Pt and their
tangents g ∈ L2(P0), see Bickel et. al. (1993) and Strasser (1985,1998). A
function f : (−ε, ε)→ P, t 7→ Pt for some ε > 0 is called L2(P0)-differentiable
curve in P with tangent g ∈ L2(P0) if
lim
t→0
∥∥∥∥∥2t
((
dPt
dP0
) 1
2
− 1
)
− g
∥∥∥∥∥
L2(P0)
= 0, (3)
2
lim
t→0
1
t2
Pt
({
dPt
dP0
=∞
})
= 0, (4)
there ‖g‖L2(P0) =
(´
g2dP0
) 1
2 is the L2(P0)-norm of g. Note that
´
gdP0 = 0
for a tangent g and
d
dt
ˆ
h dPt
∣∣∣∣
t=0
=
ˆ
hg dP0 (5)
for any bounded function h : (Ω,A) → (R,B), see Bickel et. al. (1993) or
Strasser (1985) for more information about L2(P0)-differentiable curves. Set
L
(0)
2 (P0) =
{
h ∈ L2(P0) :
ˆ
hdP0 = 0
}
.
There is the concept of the one-sided L2(P0)-differentiable curves f :
[0, ε) → P, t 7→ Pt which assumes the one-sided limits t ↓ 0 in (3) and
(4), see van der Vaart (1988). For our purposes the one-sided L2(P0)-
differentiable curves are not necessary because in the non-parametric statis-
tics the set of the probability measures is not not fixed exactly. Moreover the
one-sided L2(P0)-differentiable curves can be extended to two-sided L2(P0)-
differentiable curves. The following small lemma is useful for the work with
the L2(P0)-differentiable curves.
Lemma 1. Let t 7→ Pt be a L2(P0)-differentiable curve in P with tangent
g ∈ L2(P0). For any a ∈ R the curve t 7→ Pat is then L2(P0)-differentiable
with tangente ag.
Let K(P0,P) be a set of tangents of all L2(P0)-differentiable curves in
P. Lemma 1 implies, that K(P0,P) is a cone. The tangent space T (P0,P)
of P0 in P is defined as a L2(P0)-closure of K(P0,P). Tangent spaces was
introduced by Pfanzagl and Wefelmeyer(1982, 1985) and found an extended
application in the works of Janssen (1999, 2000). The concept of differen-
tiable statistical functionals due to Pfanzagl is motivated by the local linear
approximation of the differentiable functions, that is Taylor expansion of first
order. In addition assume that this approximation depends on the tangent
of L2(P0)-differentiable curve linearly. A statistical functional k : P → R is
called differentiable at P0 with gradient k˙ ∈ L(0)2 (P0) if
lim
t↓0
1
t
(k(Pt)− k(P0)) =
ˆ
k˙g dP0 (6)
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for all L2(P0)-differentiable curves t 7→ Pt in P with tangent g. Note that
the gradient k˙ is not uniquely determined in general and it depend on P0.
The one-sided limit in 6 does not represent any restriction. Let t 7→ Pt
be L2(P0)-differentiable curve in P with tangent g. The curve t 7→ P−t is
L2(P0)-differentiable with tangent −g. By equation (6) we obtain
lim
t↑0
1
t
(k (Pt)− k (P0)) = lim
t↓0
1
(−t) (k (P−t)− k (P0)) =
ˆ
k˙g dP. (7)
The exists a unique canonical gradient k̂ ∈ T (P0),P), which has the smallest
L2(P0)-norm among all gradients. The canonical gradient can be calculated
as orthogonal projection of some gradient k˙ on the tangent space T (P0,P).
Example 2. [von Mises functional] Let h ∈ L1(P ) for all P ∈ P. The
function k : P → R, P 7→ ´ h dP is called von Mises functional. Let t 7→ Pt
be L2(P0)-differentiable curve in P with tangent g. If EP0(h2) < infty and
lim supt↓0 EPt(h
2) hold then we have
d
dt
k(Pt)
∣∣∣∣
t=0
=
ˆ
gh dP0 =
ˆ
g(h− EP0)(h))dP0, (8)
see Bickel et. al. (1993), p. 457, Proposition 2 for the proof.
The conditions for the differentiability can be formulated in the non-
parametric context by means of Hellinger distance. Let d(P,Q) denote the
Hellinger distance of probability measures P,Q ∈M1(Ω,A), see [14] for the
definition of the Hellinger distance.
The following three statements are equivalent:
(a) lim supn→∞EPn (h
2) < ∞ for all sequences (Pn)n∈N in P such that
lim
n→∞
d (Pn, P0) = 0.
(b) There exists ε > 0 such that sup{EP (h2) : P ∈ P with d(P, P0) <
ε} <∞.
(c) There exist ε > 0 and K > 0 such that EP (h
2) < K for all P ∈ P
with d (P, P0) < ε.
By (8) the functional k is differentiable at P0 if one of the statements of
Lemma 2 is fulfilled. The function h−EP0 is then a gradient of k at P0 and
h − EP0 ∈ L(0)2 (P0). If h − EP0 ∈ T (P0,P) holds then h − EP0 is already
the canonical gradient. For most situations of the non-parametric statistics
it can be assumed that the condition h − EP0 ∈ T (P0,P) is satisfied at all
P0 ∈ P.
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Example 3. [Median functional] Let P ⊂M1(R,B) be a set of probability
measures with connected support and strictly positive Lebesgue density on
its support. Let med(P) be the unique defined median of P . If the Lebesgue
density fP0 of P0 ∈ P is continuous in the some neighbourhood of med(P0),
then the functional k : P → R, P 7→ med(P) is differentiable at P0 with
gradient
k˙(x) = (2fP0(med(P0)))
−1 sign
(
FP0(x)−
1
2
)
(9)
where FP0 denotes the distribution function of P0, see Pfanzagl and Wefel-
mayer (1985), p. 150, Proposition 5.5.4 for the proof.
Example 4. [multinomial distributions] Let Ω = a1, . . . , am be finite set
for some m ∈ N and A be the power set of Ω. Let P = M1(Ω,A). Any
statistical functional k : P → R has a representation
k(P ) = f(P ({a1}), . . . , P ({am}))
for some f : [0, 1]m → R. Let t 7→ Pt be L2(P0)-differentiable curve
in P with tangent g. Assume that f is differentiable at (p1, . . . , pm) :=
(P0({a1}), . . . , P0({am})) and denote wi = ddxif(x1, . . . , xm)
∣∣∣
(p1,...,pm)
. By (5)
we obtain
d
dt
k(Pt)
∣∣∣∣
t=0
=
m∑
i=1
wi
ˆ
1{ai}g dP0 =
ˆ
g
(
m∑
i=1
wi1{ai}
)
dP0. (10)
Thus the functional k is differentiable at P0 with the gradient
k˙ =
m∑
i=1
wi1{ai} −EP0
(
m∑
i=1
wi1{ai}
)
=
m∑
i=1
wi(1{ai} − pi), (11)
which depends on P0.
3 Implicit alternatives and hypotheses
We fix a particilar P0 ∈ H2 and assume further that a functional k : P → R
is differentiable at P0 with the canonical gradient k˜ ∈ T (P0,P) andˆ
k˜2dP0 6= 0. (12)
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The assumption (12) is necessary. However, there are some important cases
in nonparametric statistics such that it is not fulfilled. Let k : P → R be a
some distance between P and P0. The following two cases are then possible.
Either the statistical functional k is not differentiable at P0 or the canonical
gradient k˜ equals 0 ∈ L2(P0).
We keep in mind that the canonical gradient k˜ depends on P0 in general.
For the one-sided and two-sided test problems we look for local parametriza-
tion which depends only on the statistical functional k. The basic idea of
the implicit alternatives due to Pfanzagl and Wefelmayer (1982, Section 8;
1985, Section 6). The reader finds a discussion and interpretation about
this in Janssen (1999a, 1999b). The implicit alternatives and hypotheses are
represented formalized here and generalized a little.
Definition 5. The set F of all imlizit alternatives and hypotheses contains
all sequences (Ptn)n∈N of probability measures which satisfy the following
requirements:
The sequence tn ∈ [0,∞) fulfills limn→∞ tn
√
n > 0.
There exist some ε > 0 and L2(P0)-differentiable curve f : (−ε, ε) →
P, t 7→ Pt such that f(tn) = Ptn holds for all n ∈ N
Definition 6. Implicit alternatives and hypotheses for H1 against K1] The
set K1 of the implicit alternatives is given by The set H1 of the implicit
hypotheses is given by
H1 :=
{
(Ptn)n∈N ∈ F : lim
n→∞
√
n(k(Ptn)− k(P0)) ≤ 0
}
.
In Definition 5 would suffice if a sequence (Ptn)n∈N lies in the set P. The
appropriate L2(P0)-differentiable curve does not need to lie in P. However
the established elegant definion is chosen here, see also Janssen(1999 a,b).
In this case the set K(P0,P) of tangents describes the local properties of the
sets K1 of all implicit alternatives and H1 of all implicit hypotheses. Hence
the generalization of the definition is renounced. In addition, the difference
is not really significant because in the non-parametric statistics the set P
is not fixed exactly enough. The local modeling happens much more via
the set K(P0,P) of tangents. The one-sided test problem H1 against K1
is asymptotically equivalent to the test problem H1 against K(P0,P) local
in the neighbourhood of P0, see Janssen(1999 a,b) for details. For the two-
sided test problemH2 againstK2 we obtain analogously the following implicit
alternatives and hypotheses.
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Definition 7. [Implicit alternatives hypotheses for H2 against K2] The set
K2 of the implicit alternatives is given by
K2 :=
{
(Ptn)n∈N ∈ F : lim
n→∞
√
n(k(Ptn)− k(P0)) 6= 0
}
.
The set H2 of the implicit hypotheses is given by
H2 :=
{
(Ptn)n∈N ∈ F : lim
n→∞
√
n(k(Ptn)− k(P0)) = 0
}
.
We solve the local test problems H1 against K1 and H2 against K2. Thus
we derive the sequences of the tests for local test problems, which usually
depends on P0. If there exists a distribution-free form of these tests then the
original one- and two-sided test problems are solved too. The construction
of the distribution-free tests is not an aim of this work. There exist an
extensive literature about it, see Ha´jek et al. (1999) and Janssen (1999,2000)
for example.
4 Tests and their asymptotic power functions
Let ‖h‖ := (´ h2dP0) 12 denote the L2(P0)-norm of h ∈ L2(P0). A meaningful
test for H1 against K1 is defined by
ϕ1n(X1, . . . , Xn) = 1(u1−α‖k˜‖,+∞)
(
1√
n
n∑
i=1
k˜(Xi)
)
(13)
and a reasonable test for H2 against K2 is given by
ϕ2n(X1, . . . , Xn) = 1(u
1−
α
2
‖k˜‖,+∞)
(∣∣∣∣∣ 1√n
n∑
i=1
k˜(Xi)
∣∣∣∣∣
)
, (14)
where u1−α is the 1−α quantile of the standard normal distribution. The de-
tailed motivation of these tests can be found in Pfanzagl andWefelmayer(1982,
1985) and Jansson(1999 a,b). Next we compute the asymptotic power func-
tion of tests ϕ1n and ϕ2n along implicit alternatives and hypotheses exactly.
Theorem 8. For each sequence (Ptn)n∈N ∈ F we have
lim
n→∞
EPntn (ϕ1n) = Φ
(
ϑ
‖k˜‖
− u1−α
)
, (15)
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lim
n→∞
EPntn (ϕ2n) = Φ
(
ϑ
‖k˜‖
− u1−α
2
)
+ Φ
(
− ϑ
‖k˜‖
− u1−α
2
)
, (16)
where ϑ := limn→∞
√
n(k(Ptn)− k(P0)) is an additional local parameter.
Equation (15) of theorem 8 coincides with Janssen(1999a), theorem 3.1(a).
The proof of theorem 8 follows the canonical lines of Le Cam’s theory and is
presented in section ??.
The results of theorem 8 have some interesting consequences for tests ϕ1n
and ϕ2n.
• Local asymptotic unbiasedness: For each implicit hypothesis (Ptn)n∈N ∈
Hi we have limn→∞EPntn (ϕin) ≤ α for i = 1, 2.
• Level α property: For each implicit alternative (Ptn)n∈N ∈ Ki we get
limn→∞EPntn (ϕin) ≥ α for i = 1, 2.
• Independence on the L2(P0)-differentiable curves: The asymptotic power
functions (15) and (16) depend only on a local parameter ϑ ∈ R and
the L2(P0)-norm ‖k˜‖ of the canonical gradient. They do not depend
on the underlying L2(P0)-differentiable curve immediately.
5 Efficiency
In this section we present the main results to the asymptotic efficiency of the
tests ϕ1n and ϕ2n. For the readers convenience we begin with the preliminary
results, which are partially known, see Pfanzagl and Wefelmayer (1982, 1985)
and Strasser (1985). The proof is a bit different as in the given references.
Definition 9. The sequence φn of tests for H1 against K1 has the level α
property asymptotically if limn→∞
´
φndP
n
tn
= α for all (Ptn)n∈N ∈ H2.
The sequence φn of tests for H2 against K2 is asymptotically unbiased if
limn→∞
´
φndP
n
tn
≥ α for all (Ptn)n∈N ∈ K2 and limn→∞
´
φndP
n
tn
≤ α for all
(Ptn)n∈N ∈ H2.
Theorem 10. Suppose that T (P0,P) = K(P0,P).
(a) The sequence ϕ1n of tests is then asymptotically most powerfull in the
set of all sequences of tests for H1 against K1, which have level α property
asymptotically.
(b) The sequence ϕ2n of tests is then asymptotically most powerfull in the
set of all asymptotically unbiased sequences of tests for H2 against K2.
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The short but comprehensible proof of theorem 10 is given in section ??.
Further we need the following Definition for the conveniently notation.
Definition 11. The set N(k˜, P0,P) := {h ∈ T (P0,P) :
´
hk˜ dP0 = 0} is the
orthogonal complement of the canonical gradient k˜ in the tangential space
T (P0,P).
Thus we introduce the main results. The assumption T (P0,P) = K(P0,P)
of theorem 10 can be relaxed for the one-sided and for the two-sided tests.
The proof of the following two theorems use an asymptotic representation
theorem of van der Vaart (1991). The following theorem is the main result
for the one-sided tests ϕ1n for H1 against K1.
Theorem 12. Suppose, that the set K(P0,P) ∩ N(k˜, P0,P) is dense in
N(k˜, P0,P) with respect to L2(P0)-norm. The sequence ϕ1n of tests is then
asymptotically most powerfull in the set of all sequences of tests for H1
against K1, which have level α property asymptotically.
Theorem 12 generalizes theorem 3.1 and corollary 3.3 of Janssen (1999a),
since the main assumption of Janssen (1999a) is quite stronger as the as-
sumption of theorem 12. This will be discussed in remark 14 below. The
proof of theorem 12 differs explicitly from the proofs in Janssen (1999a). The
theorem 13 below is the main result for the two-sided tests ϕ2n forH2 against
K2.
Theorem 13. Suppose, that the set K(P0,P) ∩ N(k˜, P0,P) is dense in
N(k˜, P0,P) and K(P0,P) is dense in T (P0,P) with respect to L2(P0)-norm.
The sequence ϕ2n of tests is then asymptotically most powerfull in the set of
all asymptotically unbiased sequences of tests for H2 against K2.
The proofs of theorems 12 and 13 are given in section ??.
Remark 14. We show, that the assumption of theorems 12 and 13 are already
satisfied if K(P0,P) is a vector space. The set K(P0,P) is a vector space iff
it is convex since K(P0,P) is a cone. If K(P0,P) is a vector space then it is
obviously dense in tangential space T (P0,P), see definition of T (P0,P). The
set W := K(P0,P)∩N(k˜, P0,P) is then a vector space. Let h ∈ N(k˜, P0,P)
be fixed. There exists some sequence (hn)n∈N in K(P0,P) such that.
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6 Proofs
Proof. of Lemma 1
The case a = 0 is trivial. Let a 6= 0. The condition (4) is fulfilled since
lim
t→0
1
t2
Pat
({
dPat
dP0
=∞
})
= a2 lim
t→0
1
t2
Pt
({
dPt
dP0
=∞
})
= 0.
The condition (3) is satisfied because
lim
t→0
∥∥∥∥∥2t
((
dPat
dP0
) 1
2
− 1
)
− ag
∥∥∥∥∥
L2(P0)
= |a| lim
s→0
∥∥∥∥∥2s
((
dPs
dP0
) 1
2
− 1
)
− ag
∥∥∥∥∥
L2(P0)
= 0.
Proof. Lemma 2 The equivalence between (b) and (c) is easy to show.
(a)⇒ (b) Supposed the statement (b) is wrong. Then there exists a sequence
Pn ∈ P such that limn→∞ d(Pn, P0) = 0 and limn→∞EPn(h2) = ∞. That
implies lim supn→∞EPn(h
2) =∞. This is contradiction to (a).
(b) ⇒ (a) Let Pn ∈ P be a sequence in P with limn→0 d(Pn, P0) = 0. For
any ε > 0 there exists n0 ∈ N such that d(Pn, P0) < ε for all n ≥ n0.
Consequently we have
lim sup
n→∞
EPn(h
2) < sup{EP (h2) : P ∈ P with d(P, P0) < ε} <∞.
Proof. of Theorem 8 Let (Ptn)n∈N ∈ F and let f : t 7→ Pt be an associated
L2(P0)-differentiable curve in P with tangent g ∈ L2(P0) such that f(tn) =
Ptn for all n ∈ N. At first we calculate a local parameter
ϑ = lim
n→∞
√
n(k(Ptn)− k(P0)) = t
ˆ
gk˜ dP0, (17)
where t := limn→∞ n
1
2 tn. Assume, that
´
g2 dP0 = 0. By (17) we obtain ϑ =
0. Let |P −Q| denote the variational distance between probability measures
P and Q on the same probability space, see Strasser(1985), p. 5. It is well
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known, that limn→∞ |P ntn −P n0 | = 0, see Strasser(1985), p.386, theorem 75.8.
In this case we have∣∣∣∣ˆ ϕindP ntn − ˆ ϕindP n0 ∣∣∣∣ ≤ 2|P ntn − P n0 | → 0
for i = 1, 2. This implies
lim
n→∞
ˆ
ϕindP
n
tn
= lim
n→∞
ˆ
ϕindP
n
0 = α
for i = 1, 2, where the last equality follows from central limit theorem. Thus,
the statement of the theorem is proved for the case
´
g2 dP0 = 0.
Further we assume
´
g2dP0 6= 0. The sequence (Ptn)n∈N of probability mea-
sures is local asymptotic normal with central sequence
∑n
i=1 tig(Xi), see Le
Cam and Yang(2000), p. 177, section 7.2. The central limit theorem implies
L
((
1√
n
n∑
i=1
k˜(Xi),
n∑
i=1
tig(Xi)
)∣∣∣∣∣P n0
)
→ N
((
0
0
)
,
(
σ21 σ12
σ12 σ
2
2
))
,
where σ21 =
∥∥∥k˜∥∥∥2 , σ12 = ϑ and σ22 = t2 ´ g2dP0. Le Cam’s third lemma now
implies
L
(
1√
n
n∑
i=1
k˜(Xi)
∣∣∣∣∣P ntn
)
→ N (σ12, σ22) = N (ϑ, ‖k˜‖2) ,
see Ha´jek et. al (1999), p. 257. Hence we obtain
lim
n→∞
ˆ
ϕ1ndPtn = 1− Φ
(
u1−α‖k˜‖ − ϑ
‖k˜‖
)
= Φ
(
ϑ
‖k˜‖
− u1−α
)
,
lim
n→∞
ˆ
ϕ2ndPtn = 1− Φ
(
u1−α
2
‖k˜‖ − ϑ
‖k˜‖
)
+ Φ
(
−u1−
α
2
‖k˜‖ − ϑ
‖k˜‖
)
.
The proof of theorem 10 needs some preparations. For the application
of the theory of the Gaussian shift experiments we need the explicit assign-
ment between the probability measures from P and tangents from T (P0,P).
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Hence we construct a semiparametric family of probability measures which
parameter space is equal to T (P0,P). The following construction of the
L2(P0)-differentiable curves corresponds to the normal tangent master model
of Janssen(2004).
Lemma 15. The function fg := c(g)
−1
(
1 + 1
2
g
)2
with c(g) :=
´ (
1 + 1
2
g
)2
dP0
is then a density of the probability measures Pg := fgP0 for all g ∈ L(0)2 (P0).
Moreover for each g ∈ L(0)2 (P0) the curve R→M1(Ω,A), t 7→ Ptg is L2(P0)-
differentiable with tangent g.
Proof. The function fg is well-defined for all g ∈ L(0)2 (P0) since
c(g) :=
ˆ (
1 +
1
2
g
)2
dP0 = 1 +
t2
4
ˆ
g2dP0 ≥ 1. (18)
The function fg is also the P0-density of some probability measures Pg :=
fgP0. We show now that the curve R →M1(Ω,A), t 7→ Ptg is differentiable
with tangent g. The condition 4 is fulfilled because of Ptg ≪ P0. The condition
3 remains to prove. We obtain at first d
dt
c(tg)
∣∣
t=0
= 0 and 2
t
(|1 + 1
2
tg| − 1)→
g almost everywhere under P0 for t → 0. By the low of the dominated
convergence we have
lim
t→0
∥∥∥∥2t
(∣∣∣∣1 + 12tg
∣∣∣∣− 1)− g∥∥∥∥
L2(P0)
= 0 (19)
since
∣∣2
t
(∣∣1 + 1
2
tg
∣∣− 1)∣∣ ≤ 2
|t|
∣∣1 + 1
2
tg − 1∣∣ = |g|. In addition we obtain
lim
t→0
c(tg)−
1
2 − 1
t
=
d
dt
c(tg)−
1
2
∣∣∣∣
t=0
= −1
2
c(tg)−
3
2
d
dt
c(tg)
∣∣∣∣
t=0
= 0. (20)
By (19) and (20) together we conclude∥∥∥∥∥2t
((
dPtg
dP0
) 1
2
− 1
)
− g
∥∥∥∥∥
L2(P0)
=
∥∥∥∥2t
(∣∣∣∣1 + 12tg
∣∣∣∣ c(tg)− 12 − 1)− g∥∥∥∥
L2(P0)
=
∥∥∥∥c(tg)− 12 (2t
(∣∣∣∣1 + t2g
∣∣∣∣− 1)− g)+ 2t (c(tg)− 12 − 1)
12
+g
(
c(tg)−
1
2 − 1
)∥∥∥
L2(P0)
≤ c(tg)− 12
∥∥∥∥2t
(∣∣∣∣1 + 12tg
∣∣∣∣− 1)− g∥∥∥∥
L2(P0)
+
∣∣∣∣2t (c(tg)− 12 − 1)
∣∣∣∣
+ ‖g‖L2(P0)
∣∣∣c(tg)− 12 − 1∣∣∣
→ 0 for t→ 0.
This statement concludes the proof.
Define Pn,g := P
n
−
1
2 g
for all g ∈ T (P0,P) and n ∈ N. Recall that T (P0,P)
is a Hilbert space with scalar product (h, g) 7→ ´ hg dP0. We consider the
sequence En := (Ω
n,An, {Pn,g : g ∈ T (P0,P)}) of the statistics experiments.
Lemma 16. The sequence En converges weakly to a Gaussian shift on H.
Proof. We use Theorem 80.2 of Strasser(1985), p.409 for the proof. From Le
Cam and Yang(2000), p. 177, section 7.2 we obtain the expansion
log
(
Pn,g
Pn,0
)
=
1√
n
n∑
i=1
g(Xi)− 1
2
ˆ
g2 dP0 +Rn,g, (21)
where limn→∞ Pn,0(|Rn,g| > ε) = 0 for all ε > 0. This expansion implies
Ln(g) := log
(
Pn,g
Pn,0
)
+
1
2
ˆ
g2dP0 =
1√
n
n∑
i=1
g(Xi) +Rn,g. (22)
Thus we have the weak convergency L(Ln(g)|Pn,0)→ N(0,
´
g2 dP0) and for
all a, b ∈ R, g1, g2 ∈ T (P0,P) and ε > 0 we obtain
Pn,0(|aLn(g1) + bLn(g2)− Ln(ag1 + bg2)| > ε)
= Pn,0(|aRn,g1 + bRn,g2 +Rn,ag1+bg2 | > ε)
→ 0 for n→∞
This conclude the proof.
Proof. of Theorem 10 Let (Ptn)n∈N ∈ F and let f : t 7→ Pt be an associated
L2(P0)-differentiable curve in P with tangent g ∈ L2(P0) such that f(tn) =
Ptn for all n ∈ N. For t := limn→∞ n
1
2 tn we obtain
ϑ = lim
n→∞
√
n(k(Ptn)− k(P0)) = t
ˆ
gk˜ dP0. (23)
13
The ULAN property of (Ptn)n∈N implies∣∣P ntn − P nsn∣∣→ 0 for n→∞, (24)
where sn := n
− 1
2 t, see Strasser(1985) and Ha´jek et. al.(1999) for details. Let
ψ : (Ωn,An)→ [0, 1] be sequences of tests. For each subsequence (nj)j∈N we
obtain
lim
j→∞
ˆ
ψ dP
nj
tnj
= lim
j→∞
ˆ
ψ dP njsnj
= lim
j→∞
ˆ
ψ dPnj ,tg (25)
if one of the limits exists. The last equality holds, since the asymptotical
distributions of dPn,tg
dPn,0
and
dPnsn
dPn
0
under P n0 are equal, see Strasser (1985). Let
ψ1n be a some sequence of the test for H1 against K1, which have level
α property asymptotically. By (23) we obtain, that ψ1n is a sequence of
tests for the linear test problem {h ∈ T (P0,P) :
´
hk˜ dP0 ≤ 0} against
{h ∈ T (P0,P) :
´
hk˜ dP0 > 0}. Lemma 82.6 from Strasser (1985) and (25)
imply
lim sup
n→∞
ˆ
ψ1ndPtn = lim sup
n→∞
ˆ
ψ1ndPnj ,tg ≤ Φ
 ϑ∥∥∥k˜∥∥∥ − u1−α

if (Ptn)n∈N ∈ H1 is an implicite alternative and
lim inf
n→∞
ˆ
ψ1ndPtn = lim inf
n→∞
ˆ
ψ1ndPnj ,tg ≥ Φ
 ϑ∥∥∥k˜∥∥∥ − u1−α

if (Ptn)n∈N ∈ K1 is an implicite hypothese. Thus the asymptotic power func-
tions of tests ϕ1,n is the upper bound for the asymptotic power functions of
sequences of tests for H1 against K1, which have level α property asymptoti-
cally. This proves part (a) of theorem 10. The proof of part (b) of theorem 10
runs analogously under the application of lemma 82.12 of Strasser (1985).
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