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Abstract
Loop agreement is a family of wait-free tasks that includes instances of set agreement and
approximate agreement tasks. A task G implements task F if one can construct a solution to
F from a solution to G, possibly followed by access to a read=write memory. Loop agreement
tasks form a lattice under this notion of implementation.
This paper presents a classi!cation of loop agreement tasks. Each loop agreement task can be
assigned an algebraic signature consisting of a !nitely presented group G and a distinguished
element g in G. This signature characterizes the task’s power to implement other tasks. If F and
G are loop agreement tasks with respective signatures 〈F; f〉 and 〈G; g〉, then F implements G
if and only if there exists a group homomorphism h :F → G carrying f to g. c© 2002 Elsevier
Science B.V. All rights reserved.
1. Introduction
A task is a distributed coordination problem in which each process starts with a
private input value taken from a set (usually !nite), communicates with the other
processes by applying operations to shared objects, and eventually halts with a private
output value, also taken from a !nite set. Examples of tasks include consensus [13],
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renaming [3], and set agreement [9]. A protocol is a distributed program that solves a
task. A protocol is wait-free if it tolerates halting failures or delays by n out of n+ 1
processes.
A task G implements task F if one can construct a protocol for F by calling any
protocol for G, possibly followed by access to a shared read=write memory. This notion
of implementation induces a partial order on tasks and hence it induces a classi9cation
of a set of tasks T, by partitioning T into disjoint classes C0;C1; : : : such that tasks
in the same class implement each other. In this sense, all tasks in a class are compu-
tationally equivalent. We say that a class of tasks G is computationally more powerful
than a class of tasks F if any task in G implements any task F, but not vice versa.
Loop agreement is a family of tasks that includes set agreement and approximate
agreement. This paper presents the !rst classi!cation of loop agreement tasks. Each
loop agreement task can be assigned an algebraic signature consisting of a !nitely
presented group G and a distinguished element g in G. Remarkably, this signature
completely characterizes the task’s computational power. If task G has signature 〈G; g〉
and task G′ has signature 〈G′; g′〉, then G implements G′ if and only if there exists a
group homomorphism h :G→G′ carrying g to g′. In short the algorithmic problem of
determining how to implement one loop agreement task in terms of another reduces to
a problem of abstract algebra.
We believe these results are interesting for several reasons. First, loop agreement
tasks are interesting in themselves, as they generalize a number of well-known prob-
lems (see Section 4) and they have a rich combinatorial structure. They have proved to
be essential in obtaining a variety of results concerning the decidability of distributed
tasks [23]. Second, the techniques introduced here diHer in important ways from earlier
approaches to understanding the computational power of wait-free tasks. Much recent
work on task composition and robustness has focused on proving that two tasks are
inequivalent by constructing speci!c counterexamples for which equivalence fails, or
else, presenting speci!c simulations to show equivalence. Although the resulting con-
structions are usually interesting, there seems to be a lack of an underlying theory
explaining the results.
We would like to augment the search for counterexamples with a more systematic
method of analysis. We identify speci!c (algebraic) properties of tasks that, in a sense,
capture their relative power. Evaluating whether one task is stronger, weaker, or incom-
parable to another reduces to the problem of analyzing certain group homomorphisms.
Finally, while most earlier applications of topological techniques focused on impossi-
bility results, we have been able to identify general su;cient topological conditions
for one task to implement another.
The implementation relation in our classi!cation induces a partial order on its classes;
two loop agreement tasks are in the same class whenever each one implements the
other, or equivalently, whenever there is a homomorphism from the signature of each
one to the signature of the other. One class C is more powerful than another, C′ if there
is a homomorphism from the signature of any task in C to the signature of any task
C′, but not in the opposite direction. We prove that (3; 2)-set agreement [9] belongs
to the most powerful class in the classi!cation, while (various forms of) approximate
agreement belong to the weakest class. We also show that the classi!cation includes
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an in!nite number of classes, such that no class implements any other class. These
relations are described in Section 8, where we show that loop agreement protocols can
be divided into torsion classes which also have a nice mathematical structure. This is
a coarser partition which still shows how rich the structure of a task classi!cation can
be, but is de!ned in terms of simpler algebraic properties.
To illustrate the power of the theorem, we give short proofs of two known results:
!rst, that (3; 2)-set agreement cannot be implemented wait-free [7,24,38]. Second, that
wait-free task solvability is undecidable [15,23]. This last result implies that checking
whether a task belongs to the weakest class in the loop agreement classi!cation is
undecidable.
We are hopeful that the techniques introduced here can be used to derive more
general classi!cation results. Moreover, because any more general classi!cation scheme
must encompass the algebraic structure described here, these results suggest to us
that algebraic and topological techniques remain the most promising approach toward
classifying tasks in general.
Section 2 describes related work, and Section 3 summarizes some basic notions from
elementary algebraic topology. Section 4 de!nes the loop agreement task, and Section 5
de!nes algebraic signatures. Section 6 proves the main theorem stating their relation.
Section 7 describes some simple applications of the results, and Section 8 explores a
simpler but coarser characterization of loop agreement tasks.
2. Related work
Perhaps the !rst paper to investigate the solvability of distributed tasks was the land-
mark 1985 paper of Fischer, Lynch, and Paterson [13] which showed that consensus,
then considered an abstraction of the database commitment problem, had no 1-resilient
message-passing solution. Consensus is also impossible in shared read=write memory
[10,30]. Since then, other tasks have attracted attention, like approximate agreement
[12], renaming [3] and set agreement [9]. The 1-resilient impossibility of consensus
in [13] was extended in 1988 into a characterization of the 1-resilient solvable tasks
in the seminal work of Biran, Moran, Wolfstahl, and Zaks [5,33]. This characteriza-
tion showed that 1-resilient solvability of a task is equivalent to connectivity of certain
graphs associated to the task, and hence provided a !rst step to an underlying distributed
computability theory. The next step had to wait until 1993, when three independent
research groups [7,24,38] found that to deal with higher degrees of resilience, higher
degrees of connectivity are needed. Since then the theory has been expanded with a
variety of results [4,14,15,21–23,25,26,34] about distributed computability under diHer-
ent synchrony assumptions, communication objects, and resilience degrees, which use
techniques from topology. There has also been related work using topology but with
a semantic approach [16–19]
Herlihy and Shavit [24,25] introduced the use of homology theory to show certain
impossibility results for set agreement and renaming. (The set agreement results were
shown independently by Borowsky and Gafni [7] and Saks and Zaharoglou [38] us-
ing diHerent techniques.) More recently, Herlihy and Rajsbaum used homology theory
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to derive further impossibility results for set agreement [21], and to unify a variety
of known impossibility results in terms of the theory of chain maps and chain com-
plexes [22].
A novel aspect of the work described here is the extensive use of the fundamental
group; that is, homotopy instead of homology theory. Gafni and Koutsoupias [15] were
the !rst to use the fundamental group to analyze distributed tasks, showing that it is
undecidable whether certain wait-free read=write tasks have a protocol. Herlihy and
Rajsbaum [23] used the fundamental group to prove undecidability results in a variety
of other models, and introduced convergence tasks, a generalization of loop agreement.
It should be emphasized that our results apply to short-lived tasks, not to long-lived
objects. Classifying objects raises the intriguing question of robustness: the question
whether one can combine “weak” objects to derive “strong” objects. Jayanti [27] was
the !rst to raise the question of robustness with respect to the consensus hierarchy [20].
Since then, several researchers have provided a variety of counter-examples showing
that diHerent restrictions of the consensus hierarchy are not robust [8,32,37,39]. Neiger
et al. [36] and Borowsky et al. [11] present preliminary claims that the consensus
hierarchy is robust for objects having deterministic sequential speci!cations, while Lo
and Hadzilacos [29] show that the hierarchy is not robust if non-deterministic objects
are allowed.
3. Framework
In the !rst subsection we describe the model and other notions from distributed com-
puting. In the second subsection, we include some background material from algebraic
topology.
3.1. Distributed computing
We consider a set of n + 1 sequential processes that communicate by reading and
writing a shared memory, possibly augmented by other kinds of synchronization objects.
There are many variants of the read=write memory model, but they are computationally
equivalent [1,28]. In this paper, we use atomic snapshot memory consisting of an array
where any process can atomically update a single array element or instantaneously
scan (that is, read) the entire array. Processes are asynchronous: there is no bound on
relative process speed. Processes can also fail by halting. One process cannot determine
whether an unresponsive process has failed or is just slow.
A task is a coordination problem in which each process starts with a private input
value taken from a !nite set, communicates with the other processes, and eventually
halts with a private output value, also taken from a !nite set. More formally let DI
and DO be data types, possibly the same, called the input and output data types. An
(n+1)-process input vector I˜ (respectively output vector O˜) is an (n+1)-component
vector, each component of which is either a value of type DI (respectively DO), or the
distinguished value ⊥. At least one component of I˜ (respectively O˜) must be diHerent
from ⊥. An input vector I˜ represents a possible assignment of input values to processes:
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K; L simplicial complexes
(K) subdivided complexes
K; S simplexes
Kn; Sn superscripts indicate dimension of complexes or simplexes
x˜; k˜ ; l˜ vertexes or points
;  paths or loops
f; g continuous maps
h a group homomorphism
f∗ homomorphism induced by a continuous map
 a simplicial map
Fig. 1. Some notational conventions
if I˜ [i] is an input value v, then v is Pi’s input at the start of the execution, while if
I˜ [i] is ⊥, then Pi does not participate in that execution: it has no input and takes no
steps. Similarly, an output vector O˜ represents a possible choice of output values by
processes. Vectors thus describe the input=output behavior of !nite executions in which
some subset of processes participate.
A set V of vectors is pre9x-closed if for all V˜ ∈V , every pre!x U˜ of V˜ is in V .
Vector U˜ matches vector V˜ if, for 06i6n, U˜ [i] =⊥ if and only if V˜ [i] =⊥.
Denition 3.1. Let I and O be pre!x-closed sets of input and output vectors. A task
speci9cation is a relation ⊆ I ×O, carrying each input vector to a non-empty subset
of matching output vectors.
Examples of tasks include consensus [13], renaming [3], and set agreement [9].
A protocol is a distributed program that solves a task in a particular model of
computation. A protocol is wait-free if it tolerates failures by n out of n+1 processes.
All protocols considered in this paper are wait-free.
Task L implements task K if one can construct a wait-free protocol for K by
interleaving calls to any number of instances of protocols for L with operations on
any number of read–write registers. In this paper we deal only with the more restricted
notion of implementation, in which the protocol for K is allowed to call only one
instance of a protocol for L in any execution, and only after that invokes read–write
operations.
Two tasks are equivalent if each implements the other, and a task is universal for
some set of tasks if it implements any task in that set.
3.2. Combinatorial and algebraic topology
This section summarizes the mathematical background for this paper. We rely pri-
marily on undergraduate-level algebraic and combinatorial topology, and our discussion
here follows Armstrong’s excellent introductory text [2]. Other excellent treatments can
be found in texts by Massey [31] and Munkres [35]. Fig. 1 summarizes our notational
conventions.
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A vertex v˜ is a point in a Euclidian space of arbitrary !nite dimension. A set
{˜v0; : : : ; v˜n} of vertexes is a;nely independent if the vectors v˜1 − v˜0; : : : ; v˜n − v˜0 are
linearly independent.
Let {˜s0; : : : ; s˜n} be a set of aOnely independent vertexes. The n-simplex S = (˜s0;
: : : ; s˜n) is the set of points x˜ such that x˜=
∑n
i=0 ti · s˜i where
∑n
i=0 ti =1 and 06ti61,
for 06i6n. (The vertexes s˜0; : : : ; s˜n are said to span the simplex Sn.) For example, a
0-simplex is a vertex, a 1-simplex an edge, a 2-simplex a solid triangle, and a 3-simplex
a solid tetrahedron.
The integer n is the dimension of S, also denoted dim(S). For brevity, we often
indicate a simplex’s dimension by a superscript, such as Sn= (˜s0; : : : ; s˜n). A face of a
simplex S = (˜s0; : : : ; s˜n) is a simplex induced by a subset of its vertexes. The interior
of a simplex Sn= (˜s0; : : : ; s˜n) is the set of points x˜ such that x˜=
∑n
i=0 ti · s˜i, where∑n
i=0 ti =1 and 0¡ti¡1. For any simplex S of dimension greater than zero, the interior
of S is the notion of interior from point-set topology. The sole exception occurs at
dimension zero, where the interior of a 0-simplex s˜ is s˜ itself (not the empty set).
A simplicial complex (or complex) is a set of simplexes satisfying
• every face of a simplex in K is also in K, and
• the intersection of any two simplexes in K is a face of each of them (possibly
empty).
A complex L is a subcomplex of K if every simplex of L is a simplex of K. The
dimension of a complex K is the highest dimension of any simplex in K.
The k-skeleton of a complex K, denoted skelk(K), is the subcomplex of K con-
sisting of all simplexes K∈K of dimension k or less.
The polyhedron of a complex C, denoted |C|, is the (point-set) union of the sim-
plexes in C.
If K and L are complexes, a vertex map ! :K→L carries each vertex of K
to a vertex of L. A vertex map ! :K→L is simplicial if it also carries simplexes
to simplexes. A simplicial map  :K→L induces a continuous map || : |K|→ |L|
de!ned on the simplex (˜k0; : : : ; k˜n) by
||
(
n∑
i=0
ti · k˜i
)
=
n∑
i=0
ti · (˜ki)
for any point
∑n
i=0 ti · k˜i of the simplex.
3.2.1. Subdivisions
A complex (K) is a subdivision of a complex K if:
• each simplex in (K) is contained in a simplex in K, and
• each simplex of K is the union of !nitely many simplexes in (K).
Note that |K|= |(K)|. If s˜ is a point in |K|, the carrier of s˜, denoted carrier(˜s;K),
is the unique smallest T∈K such that s˜∈T .
One subdivision of particular interest is the barycentric subdivision bary(K) [2,
p. 125], inductively obtained by introducing a new vertex at the barycenter (center of
mass) of each i-simplex of K, and then introducing all simplexes of dimension less
than or equal to i determined by the additional vertexes (see Fig. 2). We use bary k(K)
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barycenter of 2-simplex barycenter of 1-simplex
Fig. 2. A barycentric subdivision of a 2-simplex.
to denote the kth iterated barycentric subdivision of K: bary k(K)= bary(bary k−1
(K)).
Let f : |K|→ |L| be a continuous map. A simplicial map  :K→L is a simplicial
approximation of f if for every point k˜ in |K|; ||(˜k) lies in the carrier of f(˜k) [2,
p. 128].
The classical simplicial approximation theorem states that [2, Theorem 6:7]:
Theorem 3.2. Any continuous map f : |K|→ |L| has a simplicial approximation  :
baryK (K)→L for some large enough K¿0.
We also exploit the following lemma.
Lemma 3.3. Let K and L be complexes with respective subcomplexes K0 and L0,
and f : |K|→ |L| a continuous map such that f(|K0|)⊆ |L0|. If  : baryK (K)→L
is a simplicial approximation to f, then ||(|K0|)⊆ |L0|.
Proof. Let k˜ be a point of K0. The carrier of f(˜k) is in L0, because f(|K0|)⊆ |L0|.
Since  is a simplicial approximation to f, ||(˜k)∈ |L0|.
3.2.2. The fundamental group
Given a complex K, pick a point x˜0 ∈ |K|, and call it the base point. Let I = [0; 1]
be the unit interval. A path  in K is a continuous map
 : I → |K|:
Let  and  be paths such that (1)= (0). The result of concatenating these paths is
another path
 ∗ (s) =
{
(2s) for 06s6 12 ;
(2s− 1) for 126s61:
A loop  in K with base point x˜0 is a path such that (0)= (1)= x0. The reader
may check that the result of concatenating two paths with base point x˜0 is also a path
with base point x0. A loop  is simple if (t) is unique for all 06t¡1. Thus, if  is
simple, then its inverse, −1 can be de!ned on [0; 1).
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α β
x0
α
x0 γ
Fig. 3. Loop  is homotopic to , but not &.
Two loops  and  with base point x0 are homotopic if one can be continuously
deformed to the other while leaving the base point !xed. More precisely, there exists a
continuous map h : I × I→|K|, called a homotopy, such that h(s; 0)= (s); h(s; 1)=
(s), and h(0; t)= h(1; t)= x0 for all s; t ∈ [0; 1]. Homotopy is an equivalence relation.
Let [] denote the equivalence class of loops homotopic to . For example, Fig. 3
shows two views of a complex shaped like a disk with two holes (for simplicity, the
complex is drawn as if it were a surface). The upper part of the !gure shows two
loops: an outer loop  and an inner loop . These loops are homotopic because  can
be continuously deformed to  without leaving the complex. The lower part of the
!gure shows the same loop , and a loop  that wraps around only one hole. These
loops are not homotopic because we cannot deform  to  because one of the holes
obstructs the deformation.
The fundamental group [2, p. 87] '1(K; x˜0) of K is de!ned as follows. The
elements of the group are equivalence classes under homotopy of loops with base
point x˜0. The group operation “·” on these equivalence classes is concatenation. De!ne
[] · [] = [ ∗ ]. It is a standard exercise to check that this operation de!nes a group
whose identity element is the equivalence class [˜x0] of the constant loop (s)= x˜0, and
where the inverse of [] is obtained by traversing  in the opposite direction,
−1(t) = (1− t);
and []−1 = [−1]. The identity element is the equivalence class of loops that can
be continuously deformed to x˜0, called contractible loops. Fig. 4 shows examples of
contractible and non-contractible loops.
For example, it is a standard result that the fundamental group of the circle is Z, the
group of integers under addition. The constant loop corresponds to the identity element
0: concatenating the constant loop to any other loop does not change its homotopy type.
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x0
x0
Fig. 4. Contractible and non-contractible loops.
The loop that wraps around the circle once in the clockwise direction corresponds to
the generator 1, and counter-clockwise to the generator −1. Any loop is homotopic to
one that “wraps” around the circle k times, where positive k is clockwise, and negative
k is counter-clockwise.
If the complex K is connected (there is a path between any two of its points), its
fundamental group is independent of the base point, up to isomorphism. In this paper
all the complexes are connected, so we often write '1(K) in place of '1(K; x˜0).
Let f : |K|→ |L| be a continuous map, and  a loop in |K|. The composition f ◦ 
is a loop in |L|. De!ne the homomorphism induced by f, f∗ : '1(K)→ '1(L), to be
f∗([])= [f ◦ ].
3.2.3. Edge groups
Notice that the construction of the fundamental group does not use the complex K
itself. Everything is de!ned in terms of the underlying space |K|. Thus, any topological
space X has an associated fundamental group. However, when working with spaces that
come from complexes, there is a systematic way of calculating the fundamental group
[2, p. 131]. An edge loop ) is a sequence of vertexes such that each two consecutive
vertexes are the vertexes of a 1-simplex (called an edge of the loop) of K, and the
initial and !nal vertexes are equal. For technical reasons it is convenient to allow two
consecutive vertexes to be equal. Two edge loops are equivalent if they are homotopic
(as loops), or more precisely, if one can be transformed into the other by a sequence
of operations of the following types. If v˜ v˜ appears in the loop, replace it by v˜, and
vice versa. If v˜0; v˜1; v˜2 appears in the loop and these three vertexes span a simplex
of K, replace it by v˜0˜v2, and vice versa. The edge group E(K; x˜0) is the set of
equivalence classes of edge loops, with loop concatenation as the group operator. The
groups E(K; x˜0) and '1(K; x˜0) are isomorphic, as follows. Each edge loop corresponds
to a loop that traverses its edges “at the same speed”. Each loop with a vertex as a
base point is homotopic to a loop on the 1-skeleton, skel1(K), of K, and this loop
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traverses a sequence of vertexes which form an edge loop with the same base point.
It follows that we can move back and forth between loops and edge loops whenever
convenient.
We can calculate E(K; x˜0) as follows. Let T be a spanning tree of skel1(K), and
let x˜0 = v˜0; v˜1; : : : ; v˜s be the vertexes of K. Each pair of vertexes v˜i ; v˜j, i¡j that span
an edge of skel1(K)−T de!ne a generator gij. Each 2-simplex with vertexes v˜i ; v˜j ; v˜k ,
i¡j¡k de!nes a relation gij ◦ gjk = gik . The group generated by these generators and
relations is isomorphic to the edge group E(K; x˜0) (and hence isomorphic to the funda-
mental group). The isomorphism sends each generator gij to an edge loop constructed
by concatenating the following paths: (1) from x˜0 to vi along the tree, (2) the edge
vivj, and (3) the edge back from vj to x˜0 along the tree. In particular, the fundamental
group of a !nite complex is !nitely generated.
Let S2 = (˜s0; s˜1; s˜2) be a 2-simplex, S1ij its face (˜si; s˜j), S
2 the complex consisting of
all faces of S2 (including S2), and S˙1 the boundary complex consisting of all proper
faces of S2 (not including S2). We can treat a loop ) as a continuous map
) : |S˙1 | → |K|:
We will use the following lemma.
Lemma 3.4 (Spanier [40, 1.3.12, p. 27]). Let ) : |S˙1 |→ |K| be a loop. The following
two conditions are equivalent:
1. ) is contractible, and
2. ) can be extended to a continuous map f : |S2|→ |K|.
4. Loop agreement
Let K be a !nite 2-dimensional simplicial complex, ) a simple edge loop of K,
and k˜0, k˜1, k˜2 three distinguished vertexes in ). For each permutation i0; i1; i2 of 0; 1; 2,
let )i0i1 be the subpath of ) linking k˜i0 to k˜i1 without passing through k˜i2 . De!ne the
(K; ))-loop agreement task as follows. The inputs to the processes are taken from the
set {0; 1; 2}.
• If all processes have input i, they all choose k˜i.
• If all processes have input i or input j, then the vertexes chosen span a simplex
in )ij.
• If the processes get all three input values then the vertexes chosen span any simplex
in K.
In other words, we think of the processes starting by positioning themselves on vertexes
in {k˜0; k˜1; k˜2}, and then communicating with one another, eventually converging on a
simplex inK. If all processes have the same input vertex, they converge on it (Fig. 5).
If the processes have only two distinct input vertexes, they converge on some simplex
(of dimension 0 or 1) along the path linking them (Fig. 6). Finally, if the processes
have all three input vertexes, they converge to any simplex of K, of any dimension
(Fig. 7).
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2 1
0
loop 
k2
k1
k0
Fig. 5. Loop agreement with a single input.
Fig. 6. Loop agreement with two distinct inputs.
Fig. 7. Loop agreement with three distinct inputs.
We now present some examples of interesting loop agreement tasks. Let S2 be the 2-
simplex (˜s0; s˜1; s˜2), and S2 the complex consisting of S2 and its faces. Thus, skel1(S2)
is a complex consisting of the edge loop (˜s0; s˜1); (˜s1; s˜2); (˜s2; s˜0) and its vertexes.
• In the (3; 2)-set agreement task [9], each of n + 1 processes has an input taken
from a set of 3 possible values, and each chooses an output value such that (1)
each output is some process’s input, and (2) no more than 2 distinct values are
66 M. Herlihy, S. Rajsbaum /Theoretical Computer Science 291 (2003) 55–77
chosen. This task is the loop agreement task (skel1(S2); ,), where , is the edge
loop (˜s0; s˜1); (˜s1; s˜2); (˜s2; s˜0).
• Let (S2) be an arbitrary subdivision of S2. In the 2-dimensional simplex agree-
ment task, each process starts with a vertex in S2. If S∈S2 is the face spanned by
the starting vertexes, then the processes converge on a simplex in (S). This task
is the loop agreement ((S2); (,)), where , is the loop described above, and each
distinguished vertex k˜i is just s˜i, a vertex of S2.
• The 2-dimensional Nth barycentric simplex agreement task is simplex agreement
for the N th iterated barycentric subdivision. Notice that 0-barycentric agreement is
just the trivial loop agreement task (S2; ,) where a process with input i can directly
decide s˜i.
• In the 2-dimensional .-agreement task [6], input values are vertexes of a simplex
S of S2, and output values are points of |S| that lie within .¿0 of one another
in the convex hull of the input values. This task can be solved by a protocol for
K-barycentric simplex agreement, for suitably large K .
• In the 1-dimensional approximate agreement task [12], input values are taken from
the set {0; 1}, and output values are real numbers that lie within .¿0 of one another
in the convex hull of the input values. This task can be solved by a 2-dimensional
.-agreement protocol.
Of course, not all tasks can be cast as loop agreement tasks. For example, the renaming
task [3] does not seem to have any natural representation as a loop agreement task.
5. Algebraic signatures
Consider a loop agreement task (K; )) with distinguished vertexes k˜i. The edge loop
) represents an element [)] of the edge group E(K; k˜0) and as a loop, it represents an
element of the fundamental group '1(K; k˜0). The edge loop and the loop are equivalent
under the isomorphism between E(K; k˜0) and '1(K; k˜0) (e.g. Section 3.2).
Denition 5.1. The signature of a loop agreement task (K; )) is the pair ('1(K); [)]).
Notice that algebraic signatures are de!ned only for loop agreement tasks.
Consider another loop agreement task (L; 0) with distinguished vertexes ‘˜0; ‘˜1; ‘˜2,
and fundamental group '1(L; ‘˜0). We use the notation
h : ('1(K); [)])→ ('1(L); [0])
to denote a group homomorphism h from '1(K) to '1(L) that maps [)] to [0], i.e.,
with h([)])= [0]. Similarly, we use the notation
f : (K; ))→ (L; 0)
to indicate a continuous map from |K| to |L| such that f ◦ )= 0. f(˜ki)= ‘˜i and f()ij)
= 0ij, considering ) and 0 as loops. That is, f ◦ ) is a loop in |L|, which is exactly
the same loop as 0.
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Fig. 8. Complex K and loop ) (top), 1-skeleton K1; treeK0 and edge k (bottom).
Recall that f∗ denotes the homomorphism on underlying fundamental groups induced
by f.
Lemma 5.2. If there exists a continuous map f : (K; ))→ (L; 0), then the induced
homomorphism f∗ is such that f∗ : ('1(K); [)])→ ('1(L); [0]).
Proof. By de!nition of the induced homomorphism, f∗([)])= [f ◦ )] = [0].
We can show that the converse also holds.
Lemma 5.3. If there exists a homomorphism h : ('1(K); [)])→ ('1(L); [0]) then there
exists a continuous map f : (K; ))→ (L; 0).
Proof. The 1-dimensional carrier of an edge loop is the smallest 1-dimensional com-
plex that contains the loop’s vertexes and edges. Since ) is simple, as a loop, restricted
to the domain [0; 1), it is a one-to-one map. Thus, the inverse )−1 : |carrier())|→ [0; 1)
exists. De!ne a continuous map g from |carrier())| to |carrier(0)|, denoted g : )→ 0,
by g= 0 ◦ )−1. Thus, g ◦ )= 0, since g ◦ )= 0 ◦ )−1 ◦ ).
To illustrate this proof, consider the upper part of Fig. 8, which shows a complex
K (a subdivided triangle with a “hole” in the middle) and a loop ) (drawn in darker
lines).
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LetK1 be the 1-skeleton ofK. The map g is de!ned on |carrier())|, |carrier())| ⊆
|K1|. We proceed to extend g to all of |K1|. For this we use the representation of
the fundamental group in terms of generators and relations (see Section 3.2).
Because ) is a simple edge loop, if we remove one of edge e) from ), the remaining
edges form an acyclic subgraph )0 of K1. Now extend )0 to a spanning tree T in
K1 (see lower half of Fig. 8).
For every vertex k˜ of T, there is a unique simple edge path from k˜0 to k˜ in T.
Denote the corresponding path (traversing edges at the same “speed”) by 2[˜k], oriented
so that 2[˜k](0)= k˜0 and 2[˜k](1)= k˜.
For each pair of vertexes v˜0 and v˜1 such that (˜v0; v˜1) is an edge in K but not in
T, de!ne the loop &(˜v0; v˜1) to be
&(˜v0; v˜1) = 2[˜v0] ∗ (˜v0; v˜1) ∗ 2[˜v1]−1; (1)
the concatenation of: (1) the path running from k˜0 to v˜0 in T, the single-edge path
from v˜0 to v˜1, and the path running back from v˜1 to k˜0 in T.
For each set of three vertexes v˜0; v˜1; v˜2 spanning a 2-simplex of K, consider the
relation
[&(˜v0; v˜1)] = [&(˜v0; v˜2)] · [&(˜v2; v˜1)]: (2)
Number the vertexes of K as v˜0; v˜1; : : : ; v˜s, in a way that the vertexes of ) get
increasing indexes, with the edge e) equal to (˜vi; v˜j) for some i¡j. It is a standard
result (e.g. [2, p. 135]) that the fundamental group of K is the group generated by the
loops &(˜vi; v˜j), i¡j, of Eq. (1), subject to the relations in Eq. (2): [&(˜vi; v˜k)]= [&(˜vi; v˜j)]·
[&(˜vj; v˜k)], for every i¡j¡k.
Notice that if e) = (˜vi; v˜j), then the element [)] of '1(K) is equal to [&(˜vi; v˜j)].
Recall that g ◦ )= 0 and we want to extend g to all K. For every vertex k˜ of T,
de!ne 3(˜k) to be 2[˜k](t) for the maximum t, 06t61, such that 2[˜k](t)∈ carrier()).
(If k˜ is in ), then 3(˜k)= k˜.) Some such t exists because k˜0 = 2[˜k](0) is in ), and a
maximum exists because T∩ carrier()) is compact.
De!ne f0 on the zero-skeleton of K by
f0(˜k) = g(3(˜k)):
Thus, the image of f0 is contained in carrier(0). Moreover, f0 restricted to the vertexes
of ) is equal to g. We extend f0 to a continuous map f1 on edges as follows. First,
on edges of ), g is already de!ned, so on these edges we let f1 = g. Also, notice that
if (˜v0; v˜1) is an edge of T not in ), then f0(˜v0)=f0(˜v1); we let f1(˜v)=f0(˜v0) for
every point v˜ in the edge.
For each edge (˜v0; v˜1) of K not in T, we construct a path 4[˜v0; v˜1] as follows.
Pick a representative 5 of h([&(˜v0; v˜1)]); thus 5 is a loop with base point ‘˜0. The path
4[˜v0; v˜1] goes from f1(˜v0) to f1(˜v1) and consists of three subpaths. The !rst subpath
goes from f1(˜v0) to ‘˜0 along 0, and is equal to f1(2−1(˜v0)); recall that 2−1(˜v0) is a
path that goes from v˜0 to k˜0 along T, and hence f1(2−1(˜v0)) is a path that goes from
f1(˜v0) to f1(˜k0)= ‘˜0 along 0. The second subpath extends the !rst one, by going once
around 5. The third subpath extends the second one, by going from ‘˜0 to f1(˜v1) along
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0 and is equal to f1(2(˜v1)); recall that 2(˜v1) is a path that goes from k˜0 to v˜1 along
T, and hence f1(2(˜v1)) is a path that goes from f1(˜k0)= ‘˜0 to f1(˜v1) along 0. That is,
4[˜v0; v˜1] = f1(2−1(˜v0)) ∗ 5 ∗ f1(2(˜v1)):
We de!ne f1 on the edge (˜v0; v˜1) to be equal to 4[˜v0; v˜1]. More precisely, every non-
vertex point k˜ of (˜v0; v˜1) can be uniquely expressed as
k˜ = (1− t) · v˜0 + t · v˜1;
where 0¡t¡1. De!ne
f1((1− t) · v˜0 + t · v˜1) = 4[˜v0; v˜1](t):
Notice that
[f1(&(˜v0; v˜1))] = h([&(˜v0; v˜1)]) (3)
because
f1(&(˜v0; v˜1)) =f1(2[˜v0] ∗ (˜v0; v˜1) ∗ 2[˜v1]−1)
=f1(2[˜v0] ∗ (˜v0; v˜1) ∗ 2[˜v1]−1):
But both f1(2[˜v0]) ∗f1(2−1(˜v0)) and f1(2(˜v1)) ∗f1(2[˜v1]−1) are contractible, and thus,
f1(&(˜v0; v˜1)) is homotopic to 5, i.e. [f1(&(˜v0; v˜1))]= [5] = h([&(˜v0; v˜1)]), where the last
equality follows by the choice of 5.
So far, we have de!ned the continuous map f1 on the 1-skeleton of K, with
f1 ◦ )= 0. We now extend f1 from the 1-skeleton K1 to K, to construct the de-
sired f : (K; ))→ (L; 0). Consider any 2-simplex K2 of K with vertexes v˜i ; v˜j ; v˜k ,
i¡j¡k. The relation [&(˜vi; v˜j)] · [&(˜vj; v˜k)]= [&(˜vi; v˜k)] implies that [&(˜vi; v˜j)] · [&(˜vj; v˜k)] ·
[&−1(˜vi; v˜k)] is the identity element, and therefore, that the loop = &(˜vi; v˜j) ∗ &(˜vj; v˜k) ∗
&−1(˜vi; v˜k) is contractible inK ( is the loop that starts in k˜0, goes to v˜i along T, runs
around the boundary of K2, and goes back to k˜0 along T). Since [] is the identity
element in '1(K), the homomorphism h sends [] to the identity element of '1(L).
But h([])= [f1()]. This claim proved as follows.
h([]) = h([&(˜vi; v˜j) ∗ &(˜vj; v˜k) ∗ &−1(˜vi; v˜k)])
= h([&(˜vi; v˜j)]) · h([&(˜vj; v˜k)]) · h([&−1(˜vi; v˜k)])
= [f1(&(˜vi; v˜j))] · [f1(&(˜vj; v˜k))] · [f1(&−1(˜vi; v˜k))];
where the last step follows from Eq. (3). But h is a homomorphism, so this expression
is equal to [f1(&(˜vi; v˜j) ∗ &(˜vj; v˜k) ∗ &−1(˜vi; v˜k))], which is equal to [f1()]. The identity
h([])= [f1()] implies that f1() is contractible in L. Thus, f1 carries the boundary
of K2 to a contractible loop in L. It follows from Lemma 3.4 that f1 can be extended
continuously across each 2-simplex K2. This extension is the map f : (K; ))→ (L; 0),
and in fact, induces the homomorphism h, sending generators to generators and pre-
serving the relations.
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shared vertex view[N ][n];
protocol(vertex ‘˜)
for r in 0::N do
view[r][P] := ‘˜;
‘˜ :=barycenter(simplex spanned by vertexes in scan(view[r]));
end for;
decide ‘˜
end protocol
Fig. 9. Barycentric agreement protocol (for process P).
Combining Lemmas 5.2 and 5.3 yields
Theorem 5.4. There exists a continuous map f : (K; ))→ (L; 0) if and only if there
exists a homomorphism h : ('1(K); [)])→ ('1(L); [0]).
6. Main theorem
In this section, we demonstrate the equivalence of the existence of a continuous map
f : (K; ))→ (L; 0) and the existence of an implementation of (L; 0) by an instance
of (K; )). This will imply our main result, Theorem 6.8.
6.1. Map implies protocol
In the complex agreement task, processes start with vertexes that span a simplex
S in a complex L (of arbitrary dimension), and they must converge to vertexes of a
simplex in baryN (S), the N th barycentric subdivision of the input simplex.
The next result follows from Theorem 1 in [23]; the proof is included here for
completeness.
Lemma 6.1. There is a wait-free read–write protocol for the Nth barycentric complex
agreement task.
Proof. We claim the protocol shown in Fig. 9 solves N th barycentric agreement. Each
process repeatedly writes its input to a shared array, snapshots the array [1], and
chooses the barycenter of the simplex spanned by the vertexes read.
The processes start with vertexes of a simplex S in a complex L. We argue by
induction on the number of rounds. Let ‘˜ (r)i be the value of ‘˜i at the start of round
r, and let L(r) be the simplex spanned by the ‘˜ (r)i . Initially, the ‘˜
(0)
i span a simplex
L(0)= S of L. At the end of each round, the ‘˜ (r)i span a simplex of bary(L
(r−1)). At
the end of the protocol, the ‘˜ (K)i span a simplex of bary
N (L(0)).
This protocol is wait-free because all loops are bounded.
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Lemma 6.2. If there exists a continuous map f : (K; ))→ (L; 0), then an instance
of (K; )) implements (L; 0).
Proof. By Theorem 3.2, f has a simplicial approximation
 : baryN (K)→L
for some N¿0. We construct a protocol as follows. Assume a process has input ‘˜i.
• Run the wait-free protocol for (K; )) with input k˜i, and let o˜i be its output.
• Run the wait-free read–write N th barycentric agreement protocol for K with o˜i as
input, and let z˜i be its output.
• Choose (˜zi) and halt.
The entire protocol is wait-free because all its parts are wait-free.
The outputs of the (K; ))-loop agreement protocol lie on a single simplex of K,
and the outputs of the N th barycentric agreement protocol, lie on a single simplex of
baryN (K). Because  is a simplicial map, the decision values lie on a single simplex
of L.
Suppose the processes have two distinct inputs ‘˜i and ‘˜j. The outputs of the (K; ))-
loop agreement protocol lie on a single simplex of )ij, and the outputs of the N th
barycentric agreement protocol, lie on a single simplex of baryN ()ij). Because ) and
0 are edge loops, )ij and 0ij can be considered subcomplexes of K and L, re-
spectively. Because f(|)ij|)⊆ |0ij|, Lemma 3.3 states that the simplicial approximation
 carries baryN ()ij) to 0ij. All processes thus choose vertexes that span a simplex
in 0ij.
Suppose all processes have the same input k˜i. The outputs of the (K; ))-loop agree-
ment protocol are all k˜i, and the outputs of the N th barycentric agreement protocol
are all k˜i. The vertex k˜i is itself a subcomplex of K. Because f(˜ki)= ‘˜i, Lemma
3.3 states that the simplicial approximation  carries k˜i to ‘˜i. All processes
thus choose ‘˜i.
6.2. Protocol implies map
We now turn our attention to the other direction: showing that if a protocol exists
that shows that an instance of (K; )) implements (L; 0), then so does a continuous
map f : (K; ))→ (L; 0). Our basic strategy is the following. We are given a two-phase
protocol. In the !rst phase, it calls a “subroutine” to solve (K; ))-loop agreement, and
in the second phase, it uses the result as input to a pure read=write phase. We can treat
the read=write phase as a protocol in its own right, where each process has a vertex
of K as input, and chooses a vertex of L as output.
First, some additional de!nitions. An (n + 1)-coloring of a complex is a way to
assign labels to vertexes so that the colors labeling the vertexes of any simplex are
distinct. Formally, an (n + 1)-coloring of K is a simplicial map < : K→X n, where
X n is an n-simplex, and for every simplex K of K, dim(<(K))= dim(K). A colored
complex (K; <) is a complex K together with a coloring < of K. When it is clear
from context, we usually omit explicit mention of <.
72 M. Herlihy, S. Rajsbaum /Theoretical Computer Science 291 (2003) 55–77
Let (K0; <0) and (K1; <1) be colored complexes. A simplicial map  :K0→K1 is
color-preserving if <1((˜k))= <0(˜k). A subdivision (K0) is chromatic if it has a
coloring <′ such that <′(˜x) ∈ <(carrier(˜x;K0)), for every vertex x˜ in (K).
An initial (or !nal) local state of a process is modeled as a vertex v˜, labeled with a
process id P and an input (or output) value v. We denote this labeling by v˜= 〈P; v〉.
We say the vertex is colored with the process id. We say id(˜v)=P and val(˜v)= v. A
set of d+1 mutually compatible initial (or !nal) local states is modeled as a d-simplex
Sd= (˜s0; : : : ; s˜d). If S is a simplex, vals(S) is the set of values of vertexes in S.
A decision task 〈I;O; 〉 for (n + 1) processes is given by an input complex I,
an output complex O, and a recursive relation  carrying each m-simplex of I to a
set of m-simplexes of O, for 06m6n. Informally,  has the following interpretation:
if the (m+ 1) processes named in Sm start with the designated input values, and only
they take steps, then each simplex in (Sm) indicates a legal !nal set of values.
Intuitively, in loop agreement, each output vertex o˜ is labeled with a process id,
id(˜o), and a vertex of K, val(˜o). In each output simplex (˜o0; : : : ; o˜n), id(˜oi) = id(˜oj)
if i = j, and the set val(˜o0); : : : ; val(˜on) spans a simplex in K. (These vertexes need
not be distinct.)
Formally, there is a simple way to transform K into an output complex.
Denition 6.3. Let K be a complex. The colorized complex K˜ is de!ned as follows.
• The vertexes of K˜ are all combinations of the form 〈P; k˜〉, where P is a process id
and k˜ a vertex of K.
• Vertexes 〈P0; k˜0; : : : ; 〈Pm; k˜m〉 span an m-simplex in K˜ if and only if the Pi are
distinct, and k˜0; : : : ; k˜m (not necessarily distinct) span a simplex in K.
Let ' : K˜→K be the projection simplicial map that discards colors.
The read=write phase can now be recast as the decision task 〈K˜; L˜; 〉, where 
is the “colorized” version of the loop agreement relation. Let k˜i denote the simplex
of K˜ where vals(k˜i)= {k˜i}, and )˜ij the subcomplex of K˜ such that for all S ∈ )˜ij,
vals(S)⊆{k˜i ; k˜j}, and similarly for ‘˜i and 0˜ij. The relation  carries each k˜i to ‘˜i, and
each simplex of )˜ij to 0˜ij.
The circumstances under which a decision task has a wait-free read–write imple-
mentation are given by the following asynchronous computability theorem [24]:
Theorem 6.4. A decision task 〈I;O; 〉 has a wait-free protocol using read–write
memory if and only if there exists a chromatic subdivision  of I and a color-
preserving simplicial map
! : (I)→ O
such that for each vertex s˜ in (I), !(˜s)∈(carrier(˜s;I)).
Applying this theorem to the read=write phase, yields a color-preserving simplicial
map
! : (K˜)→ L˜
that carries each k˜i to ‘˜i, and each )˜ij to 0˜ij.
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Composing ! with the color-discarding projection map ' yields a simplicial map
!0 : (K˜)→L:
The map !0 carries each k˜i to ‘˜i, and each )˜ij to 0ij.
We now claim that we can assume without loss of generality thatK has a 3-coloring.
Lemma 6.5. If K is a 2-dimensional complex, then bary(K) has a 3-coloring.
Proof. Assign each x˜ in bary(K) the label dim(carrier(˜x;K)). The result is a 3-
coloring.
Lemma 6.6. The loop agreement tasks (K; )) and (bary(K); bary())) are equivalent:
an instance of one implements the other.
Proof. To implement (bary(K); bary())), each process runs the protocol for (K; ))-
loop agreement, and feeds the output to a round of barycentric agreement.
To implement (K; )), each process runs the protocol for (bary(K); bary()))-loop
agreement, yielding output k˜. Each process then chooses any vertex in carrier
(˜k;K).
Assume K is 3-colorable. Pick a 3-coloring for K with the !rst three process ids,
and let K∗ be the resulting colored complex. Clearly, K and K∗ are isomorphic (the
only diHerence is the labeling of vertexes). Let k˜∗i and )
∗
ij denote the images of k˜i and
)ij in K∗.
Note that K∗ is a subcomplex of K˜, so (K∗) is a subcomplex of (K˜). We
now have a simplicial map
!1 : (K∗)→L;
the restriction of !0. Thus, the map !1 carries each k˜∗i to ‘˜i, and each )
∗
ij to 0ij.
Lemma 6.7. If an instance of (K; )) implements (L; 0), then there exists a contin-
uous map f : (K; ))→ (L; 0).
Proof. The map !1 constructed above induces a continuous map
|!1| : |(K∗)|→ |L|
carrying each k˜∗i to ‘˜i, and each |)∗ij| to |0ij|. Since |(K∗)|= |K|, |!1| is the desired
continuous map |K|→ |L| carrying each k˜i to ‘˜i, and each )ij to 0ij.
Theorem 6.8. An instance of (K; )) implements (L; 0) if and only if there exists a
group homomorphism h : ('1(K); [)])→ ('1(L); [0]).
Proof. From Lemmas 6.2, 6.7, and Theorem 5:4.
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7. Applications
We start with a known [7,24,38] result, but one that illustrates the power of the
theorem.
Proposition 7.1. (3; 2)-set agreement has no wait-free implementation using read=write
registers.
Proof. Recall that (3,2)-set agreement is (skel1(S2); ,), where , is the loop (˜s0; s˜1; s˜2).
It is a standard result that '1(skel1(S2)) is in!nite cyclic with generator [,]. Im-
plementing (3; 2)-set agreement wait-free is the same as implementing it with 0th
barycentric agreement (S2; ,). Because '1(S2) is trivial, the only homomorphism h :
('1(S2); [,])→ ('1(skel1(S2)); [,]) is the trivial one that carries [,] to the identity
element of the group, and not to [,].
It is now easy to identify the most powerful and least powerful loop agreement tasks.
We say that a task is universal if it implements any loop agreement task whatsoever.
Proposition 7.2. (3; 2)-set agreement is universal.
Proof. Recall that (3,2)-set agreement is (skel1(S2); ,), where , is the loop (˜s0; s˜1; s˜2).
It is a standard result [2, p. 136] that '1(skel1(S2)) is the in!nite cyclic group Z with
generator [,]. To implement any (L; 0), let h([,])= [0].
Proposition 7.3. Uncolored simplex agreement is implemented by any loop agreement
task.
Proof. The complex for uncolored simplex agreement has trivial fundamental group
[2, p. 96], because it is a subdivided simplex, and hence its polyhedron is a convex
subset of Euclidean space. To implement this task with any (L; 0), let h of every
element be the identity.
As another example that illustrates the power of the theorem, we show that the loop
agreement tasks classi!cation is undecidable. In fact, we prove a more speci!c result:
it is undecidable to compute if a loop agreement task belongs to the weakest class
(of loop agreement tasks equivalent to uncolored simplex agreement, by the previous
proposition).
The following gives a diHerent proof of the result in [15,23] showing that wait-free
task solvability is undecidable.
Proposition 7.4. It is undecidable to compute if an instance of uncolored simplex
agreement implements a loop agreement task (L; 0).
Proof. By Theorem 6.8, an instance of uncolored simplex agreement ((S2); (,))
implements (L; 0) if and only if there exists a group homomorphism h : ('1((S2));
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[(,)])→ ('1(L); [0]). Since '1((S2)) is the trivial group, h exists if and only if
[0] is the identity of '1(L). That is, if and only if 0 is contractible in L. But it is a
classic result that loop contractibility is undecidable in 2-dimensional complexes (e.g.
[41]).
8. Torsion classes
The torsion number of (K; )) is the least-positive integer k such that [)]k is the
identity element of '1(K) (related notions appear, for example, in [2, p. 178] or
[35, p. 22]). If no such k exists, then the order is in!nite. Every loop agreement task
has a well-de!ned torsion number. De!ne torsion class k to be the tasks with torsion
number k.
As an example of a loop agreement task with a non-trivial torsion number, let K
be complex whose polyhedron is isomorphic to a Mobius strip, and let the loop )
be “equator” of the strip. This loop is the generator of '1(K; k˜0), and has torsion
class 2.
How much information does a task’s torsion number convey? The following prop-
erties follow directly from Theorem 6.8.
• If a task in class k (!nite) implements a task in class ‘, then ‘|k (‘ divides k).
• Each torsion class includes a universal task that solves any loop agreement task in
that class.
• A universal task for class k (!nite) is also universal for any class ‘ where ‘|k.
• A universal task for class k (!nite) does not implement any task in class ‘ if ‘ does
not divide k.
• A universal task for class ∞ is universal for any class k.
Torsion classes form a coarser partitioning than our complete classi!cation, but they
are de!ned in terms of simpler algebraic properties, and they too have an interesting
combinatorial structure.
9. Conclusions
We have established a connection between the computational power of a class of
distributed tasks and the structure of the fundamental groups of topological spaces re-
lated to the tasks. This connection raises a number of open problems. Can we use
a similar approach to characterize the computational power of tasks other than loop
agreement tasks? A potential obstacle here is that 5:4 is known to be false above di-
mension two, so it may be necessary to settle for weaker characterizations in higher
dimensions. Can we characterize the computational power of compositions of tasks? In
the implementations considered here, we compose one copy of a protocol for (K; ))
with an arbitrary read=write protocol to construct a protocol for (L; 0). Can we give
a similar characterization for multiple tasks in terms of the fundamental groups of
their components? We hope this paper will inspire further investigations into these
questions.
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