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ABSTRACT 
The analysis and design of new non-centralized learning algorithms for 
potential application in distributed adaptive estimation is the focus of 
this thesis. Such algorithms should be designed to have low processing 
requirement and to need minimal communication between the nodes 
which would form a distributed network. They ought, moreover, to 
have acceptable performance when the nodal input measurements are 
coloured and the environment is dynamic. 
Least mean square (LMS) and recursive least squares (RLS) type in-
cremental distributed adaptive learning algorithms are first introduced 
on the basis of a Hamiltonian cycle through all of the nodes of a dis-
tributed network. These schemes require each node to commllIlicate 
only with one of its neighbours during the learning process. An original 
steady-steady performance analysis of the incremental LMS algorithm 
is performed by exploiting a weighted spatial-temporal energy conser-
vation formulation. This analysis confirms that the effect of varying 
signal-ta-noise ratio (SNR) in the measurements at the nodes within 
the network is equalized by the learning algorithm. 
A novel incremental affine projection algorithm (APA) is then pro-
posed to ameliorate the problem of ill-convergence in adaptive filters 
with coloured inputs which are controlled by the incremental LMS al-
gorithm. The computational and memory costs of this incremental 
ii 
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APA algorithm are shown for a range of filter lengths to be lower than 
those of an incremental RLS algorithm. The transient and steady-
state performances of the incremental APA algorithm are evaluated in 
detail through analytical and simulation studies. The nature of the 
inter-node collaboration within the incremental APA algorithm is fur-
ther enhanced through the adoption of a diffusion-based cooperation 
protocol. 
The concept of variable tap-length (VT) adaptive filtering is next 
introduced to facilitate structural change during learning. The mono-
tonically non-increasing nature of the converged difference between the 
segmented mean square error (MSE) of a filter formed from a number 
of the initial coefficients of an adaptive filter and the MSE of the full 
adaptive filter, as a function of the tap-length of the adaptive filter, is 
confirmed through analysis. An innovative strategy for adaptation of 
the leakage factor, a key parameter in the fractional tap-length (FT) 
learning algorithm, is proposed to ensure the converged tap-length can 
be used to calculate the true length of the unknown system fcir a range 
of initial tap-lengths. For sub-Gaussian noise conditions, a VT adap-
tive filtering algorithm which exploits both second and fourth order 
statistics is also presented. 
Finally, VT adaptive filters are introduced for the first time into 
distributed adaptive estimation. In particular, an FT learning algo-
rithm is used to determine the length of the adaptive filter within each 
node in parallel with the scheme to calculate the coefficients of the fil-
ter. The efficacy of this technique is confirmed through analytical and 
simulation studies of the steady-state performance. 
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STATEMENT OF 
ORIGINALITY 
The contributions of this thesis concentrate on the design and anal-
ysis of new distributed adaptive algorithms, which take advantage of 
cooperation among the individual adaptive nodes and thereby exploit 
the space-time data. The contributions are supported by five published 
papers (including one journal paper and four conference papers), one 
submitted transactions paper and one submitted conference paper. The 
summary of contributions are given as follows: 
In Chapter 2, a steady-state performance analysis of the incremen-
tal LMS algorithm is performed for an incremental network with non-
Gaussian wide sense stationary data. In addition, the closed-form equa-
tions describing mean-square performance are also derived by utilizing 
a weighted spatial-temporal energy conservation formulation. The work 
of this chapter has been presented in: 
• L. Li, Y. Zhang, J. A. Chambers and A. H. Sayed, "Steady-state 
performance of incremental learning over distributed networks for 
non-Gaussian data," in Proc. 9th Int. Gonf. on Signal Processing 
(lGSP), Beijing, China, vo!. 1, pp. 227 - 230, October 2008. 
In Chapter 3, motivated by Newton's method, a novel incremental 
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algorithm relying on the APA rule is proposed to improve convergence 
performance with correlated inputs as compared with the incremental 
LMS algorithm, and to obtain acceptable misadjustment performance 
together with reduced computational and memory cost for certain tap-
lengths as compared with the incremental RLS algorithm. The results 
have been published in Signal Processing and submitted to IEEE Trans. 
on Signal Processing: 
• L. Li and J. A. Chambers, "A new incremental affine projection 
based adaptive algorithm for distributed networks," (Fast Com-
munications in) Signal Processing, vol. 88, no. 10, pp. 2599-
2603, October 2008. 
• L. Li, J. A. Chambers, C. G. Lopes and A. H. Sayed, "Distributed 
estimation over an adaptive incremental network based on the 
affine projection algorithm," IEEE Trans. on Signal Processing, 
In reVIew. 
In Chapter 4, the adaptive APA-based method in incremental net-
works is extended to more general topology networks, namely, diffusion-
based cooperation protocols. Moreover, the proposed algorithm is also 
, 
studied in dynamic topology networks. The work of this chapter has 
been submitted in: 
• L. Li and J. A. Chambers, "Adaptive distributed estimation 
based on the APA algorithm over a diffusion network with chang-
ing topology," submitted in Proc. Int. Conf. on Statistical Signal 
Processing (SSP'09), Cardiff, UK. 
In Chapter 5, two novel VT adaptive schemes are proposed to search 
for a good estimate of the optimal tap-length and to obtain improved 
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convergence performance as compared with the FT algorithm. The 
research results have been published respectively in: 
• L. Li and J. A. Chambers, "A novel adaptive leakage factor scheme 
for enhancement of a variable tap-length learning algorithm," in 
Proc. IEEE Int. Con! Acoustics, Speech, Signal Processing 
(ICASSP), Las Vegas, USA, pp. 3837 - 3840, April 2008. 
• Y. Zhang, L. Li and J. A. Chambers, "Variable tap-length adap-
tive algorithm which exploits both second and fourth order statis-
tics," in Proc. 9th Int. Con! on Signal Processing (ICSP), Bei-
jing, China, vo!. 1, pp. 223 - 226, October 2008. 
In Chapter 6, it is the first time to introduce the concept of VT into 
distributed adaptive estimation. A novel incremental VT algorithm 
is therefore developed for distributed networks in certain situations, 
where the optimal tap-length of the filters within the corresponding 
network is unknown or time-varying. The steady-state performance of 
the proposed algorithm is studied and verified by simulation results. 
The work of this chapter has been presented in: 
• L. Li, Y. Zhang and J. A. Chambers, "Variable length adaptive 
filtering within incremental learning algorithms for distributed 
networks," in Proc. Asilomar Con! on Signals, Systems and 
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Chapter 1 
INTRODUCTION 
1.1 Stochastic-gradient algorithms 
In the literature, the linear estimation problem shown in Figure 1.1 is 
widely discussed [3], [4], [5], [6], [7] in the context of the development of 
various adaptive algorithms, which is based upon a convex cost function 
of the form, 
minJ(w) = minEld - uwl2 
w w 
(1.1.1) 
where the desired output d is a zero-mean random complex value with 
variance (J~, the input u denotes a 1 x M row vector with zero-mean, 1.1 2 
indicates absolute squared operation and E is statistical expectation. 
Both d and u are assumed jointly wide-sense stationary processes. The 
solution WO = R';;' Rdu is the optimal weight vector, and the resulting 
minimum mean square error (MMSE) cost is given by, 
(1.1.2) 
where Ru = Eu'u is a positive definite covanance matrix, ~u = 
Edu' = R~d is a cross correlation vector and (.)' denotes complex-
conjugate transposition. Such least mean square problems (1.1.1) are 
quadratic in wand have a unique global minimum at wo, provided Ru 
1 
Section 1.1. Stochastic-gradient algorithms 
Input 
u 
linear Filter 
'" 
Output 
UTI' 
Error 
e 
Desired 
Output 
d 
J f1 
- \. Cl 
Figure 1.1. Linear estimation problem. 
2 
has full column rank. Throughout the thesis, the following notations 
are adopted: boldface small and capital letters are used for random 
complex vectors or scalars and matrices respectively; normal font is 
employed for deterministic complex quantities. 
The steepest-descent algorithm provides an iterative procedure to 
approximate the solution wo, namely, as in [6], 
=Wi-1 + JL[Rdu - Ru1Oi-d, i ~ 0 W-1 = initial value (1.1.3) 
where the positive scalar JL is the step-size, i denotes the iteration index 
and \7",J(wi_d is the gradient vector of J(w) at w = 1Oi-1. Lack of the 
exact signal statistics in practice leads to the development of stochastic-
gradient algorithms, which can usefully also track the variations in the 
signal statistics. Let {d( i), Ui} denote the observations of the random 
variables {d, u} in (1.1.1). According to its simplicity and robustness, 
Section 1.1. Stochastic-gradient algorithms 3 
the LMS algorithm is developed on the basis of the steepest-descent 
algorithm, where the statistical quantities {Rdu, Ru} are replaced by 
the instantaneous approximations {d(i)u;, U;Ui} (Widrow 1959/60) [3] 
and the corresponding recursion (1.1.3) therefore becomes, 
(1.1.4) 
In addition, LMS is also the exact solution to the localized constrained 
optimization problem as [6], 
minll10i - wi_111 2 , subjecttor(i) = (1-/11IuiI12)e(i) w, (1.1.5) 
where 11 . 112 indicates squared Euclidean norm operation and two esti-
mation errors are defined by: 
e( i) ~ d( i) - UiW;-1 (a priori output estimation error) (1.1.6) 
r( i) ~d( i) - Ui10i (a posteriori output estimation error). (1.1.7) 
When for all i the condition 0 < I111udl 2 < 2 holds, it is always the 
case that Ir(i)1 < le(i)!, namely, Ui10i yields a better estimate for d(i) 
than UiUJi-l (except for the case of e(i) = r(i) = 0). Using <510 = 
10i -1Oi-l and the constraint in (1.1.5), the optimization problem (1.1.5) 
is equivalent to, 
(1.1.8) 
In the case of IIudl 2 # 0,.610° = I1U; e( i) has the smallest Euclidean 
Section 1.1. Stochastic-gradient algorithms 4 
norm [6] and with .swo = Wi -Wi-l the LMS recursion for Wi is obtained, 
Wi = W'-l + fLU; [d(i) - U,W'_I]' (1.1.9) 
This therefore verifies that LMS is the exact solution to the localized 
constrained optimization problem (1.1.5). 
Regularized Newton's method is developed to obtain the optimal 
solution WO and the resulting recursive form is 
Wi =Wi-l + fL[E! + \7~J( Wi_tlt 1 [\7 wJ( Wi-tl]' 
=Wi-l + fL[E! + Rutl[Rdu - RuWi-l] (1.1.10) 
where the regularization parameter E is a small positive value to avoid 
the inversion of a rank deficient matrix Ru and \7~J(Wi_tl is the fur-
ther differentiation of \7 wJ(Wi-l) with respect to W;_l and called the 
Hessian Matrix. One well-known property of Newton's method (E! is 
dropped in (1.1.10)) is that the choice fL = 1 guarantees convergence 
in a single iteration to the minimizing argument of a quadratic cost 
function J(w). By replacing the quantities {Rdu, R-u} by different in-
stantaneous approximations [6], several stochastic-gradient algorithm 
Section 1.1. Stochastic-gradient algorithms 
variations based on (1.1.10) have been devised, for example:. 
NLMS : W; = W;_I + E + ~u;112 u;[d(i) - U;W;-d 
u; 
APA U;= Ui-l and d; = 
d(i) 
d(i - 1) 
RLS 
d(i - T + 1) 
W; = W;_I + pU;(El + U;Un-l[d; - U;w;-d 
p = ,\-I(P _ ,\-IP;_IU;U;P;_I) 
, ,-I 1 \ I P * + /\ Ui i-lUi 
W; = W;_I + P;u;[d(i) - u;w;-d 
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(l.l.ll ) 
(1.1.12) 
(1.1.13) 
where in APA T denotes the number of recent regressor samples, and in 
RLS the initial condition P_ I = Cl I is generally used and 0 « ,\ < 1 
is the weighting or forgetting factor. In normalized LMS (NLMS) the 
adaptive gain is a scalar but it is time-varying, and E is a constant 
to avoid divide by zero and associated gain amplification. The term 
"affine projection" in APA represents linear projection type mapping 
onto the subspace defined by the columns of a low column-rank input 
matrix. In fact, as in [61 where further details can be found, the precise 
term would be E-APA, where E represents the weighting on a regular-
izing identity matrix in the algorithm formulation; however, in this 
thesis, as in [61 the E is dropped for notational convenience. Although 
the RLS algorithm is derived as an exact solution to a least-squares 
estimation problem, it can also be motivated as a stochastic-gradient 
method (details shown in [6]). These algorithms generally trade per-
formance with computational complexity. Employing adaptive filters 
within the nodes of a network motivates the development of adaptive 
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estimation over distributed networks, which allows applications to ob-
tain improved performance by exploiting data in both the spatial and 
temporal dimensions as compared to individual filters without cooper-
ative implementation. 
1.2 Distributed adaptive estimation 
Compared with a traditional centralized solution that requires a pow-
erful central processor and extensive amount of communications, the 
objective of a distributed solution is to reduce significantly the amount 
of processing and communications between nodes relying only on local 
data exchange and interactions between their immediate neighborhood 
nodes whilst retaining the accuracy of a centralized solution [8], [9], [10J. 
Distributed adaptive networks can therefore find potential application 
in a wide number of fields, such as precision agriculture, environmen-
tal monitoring, defence, transportation and factory instrumentation [8J. 
, 
Particular merits of a distributed adaptive estimation solution are col-
lab oration and adaptation. The computational burden is shared over 
the individual nodes so that communications are reduced as compared 
to a centralized network, and power and bandwidth usage are also 
thereby reduced [lJ. On the other hand, the adaptive capability en-
ables tracking of not only the variations of the environment but also 
the topology of the. network. 
As shown in [1], three modes of distributed cooperative network are 
illustrated in Figure 1.2. An incremental network tends to require the 
least amount of communications and power, and exploits a cyclic co-
operative pattern, generally a Hamiltonian cycle through the network, 
where the information flows from one node to the immediate neighbour 
Section 1.2. Distributed adaptive estimation 
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(b) 
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(c) 
Probabilistic Diffusion 
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Figure 1.2. Three modes of cooperation between nodes in a dis-
tributed estimation environment [1). 
nodes. On the other hand, each node in a diffusion network 'communi-
cates more than in an incremental fashion; namely, it interacts with all 
its neighbours and obtains more data. A probabilistic diffusion on the 
other hand selects the nodes with which it communicates in a prob-
abilistic fashion. Novel adaptive algorithms are required to perform 
learning in such cooperative environments the development of which is 
the focus of the research of this thesis. 
In all previous work, such distributed networks have been assumed 
to use a fixed tap-length of the adaptive filter at each node. When the 
tap-length is chosen too long or sometimes too short in some typical 
scenarios, the convergence performance and computational cost will 
be significantly impacted. According to the conflicting requirements 
of performance and complexity, it is desirable to derive for the first 
time distributed adaptive algorithms that can automatically find the 
optimum tap-length for distributed adaptive estimation. 
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1.3 Variable tap-length LMS (VTLMS) algorithm 
As a key parameter, tap-length plays an important role in the design of 
adaptive filters based on the LMS algorithm, which has been utilized 
in a wide range of applications [4], [5], [6], as a consequence of its sim-
plicity and robustness. However, in many applications the tap-length 
of the adaptive filter is for simplicity assumed to be fixed, which is 
not suitable for certain situations where the optimal tap-length of the 
system filer is unknown or variable. Furthermore, it is well known that 
the selection of tap-length significantly influences the performance of 
adaptive filters: deficient tap-length is likely to result in increase of the 
MMSE; whereas the computational cost and the excess mean square er-
ror (EMS E) may become too high if the tap-length is too large. Since 
the concept of variable tap-length in adaptive filters was initially pro-
posed in [11], many related works [12], [13], [14], [15], [16], [17], [18] have 
been reported in the literature on the basis of this concept. Utilizing 
instantaneous errors for the tap-length adaptation, the FT algorithm 
has been proposed to arrive at improved convergence properties over 
other methods and is formulated as follows [17]: 
e~(:;~Ll(i)=d(i) - "i(l: L(i) - 6)1Oi_l(l: L(i) - 6) 
lj(i + 1)=lj(i) - er + ,B[(e~~g~Ll(i)? - (e~~g))(i))2] 
(1.3.1) 
(1.3.2) 
where er is the leakage factor, ,B is the step-size of the fractional tap-
length update and L(i) is the integer value of lj(i) calculated by 
{ 
Rd (lj(i)) 
L(i + 1) = 
L(i) 
ifIL(i) -lj(i + 1)1 :::: v (1.3.3) 
otherwise 
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where Rd(-) rounds the embraced value to the nearest integer and the 
parameter v is a small integer. The FT algorithm is therefore extended 
for the first time to distributed adaptive estimation to obtain the es-
timate of the optimal tap-length of adaptive filters within distributed 
adaptive estiIllation schenles. 
1.4 Organization of the thesis 
The remainder of this thesis is organized as follows: 
Chapter 2 provides a brief review of the development of incremental 
learning algorithms based on LMS or RLS methods over distributed 
networks. In addition, a steady-state performance analysis of the dLlv[S 
algorithm is provided for an incremental network with non-Gaussian . 
data which is supported by simulation. 
In Chapter 3, a new incremental adaptive learning scheme based 
on APA is proposed to overcome efficiently the ill-convergence in LMS-
type adaptive filters with coloured inputs for incremental distributed 
networks and provides an improved convergence rate as compared to an 
LMS based scheme. As compared to RLS for a range of filter lengths, 
the new scheme requires less computational cost and communications 
to obtain an acceptable misadjustment at the steady-state stage. 
Chapter 4 presents a novel diffusion affine projection algorithm 
for adaptive estimation over distributed networks, where the network 
topology exploits more communication resources and computational 
costs than the incremental type to increase the cooperation among 
nodes. Such a strategy is robust to node and link failures and uti-
lizes the network connectivity to obtain improved performance over the 
non-cooperative method. In addition, the proposed algorithm is also 
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extended to networks with dynamic topology, where the links between 
nodes are random due to link failures or time delays. 
Chapter 5 provides an analysis of the converged difference between 
the segmented MSE of a filter formed from a number of the initial co-
efficients of an adaptive filter, and the MSE of the full adaptive filter, 
which is confirmed as a function of the tap-length of the adaptive fil-
ter to be monotonically non-increasing. Based on this analysis, a new 
strategy for adaptation of the leakage factor is therefore developed to 
systematically choose the key parameters in the FT learning scheme 
to ensure convergence to the desired range, which can be used to com-
pute the true tap-length of the unknown filter. In addition, a novel 
VTLMS algorithm exploiting both second and fourth order statistics 
of the errors is presented to improve the convergence performance of 
the fractional tap-length function for the sub-Gaussian noise case. 
In Chapter 6, motivated by both ideas of tap-length adaptation and 
distributed adaptive estimation, a variable tap-length adaptive filtering 
algorithm within the context of incremental learning for distributed 
networks is presented for situations where the optimal tap-length of 
the filters within the corresponding network is unknown or variable 
with respect to time. 
Chapter 7, finally, summarizes the content of this thesis and pro-
vides the overall conclusions and suggestions for future work. 
Chapter 2 
INCREMENTAL LEARNING 
SCHEMES FOR 
DISTRIBUTED ADAPTIVE 
ESTIMATION 
2.1 Introduction 
A motivational example for distributed adaptive networks is to exam-
ine an application in the context of measuring some quantity such as 
temperature or humidity across a spatial field. Consider that a net-
work with N sensors is deployed to observe a physical phenomenum 
and events in a specified environment. At time i, each sensor at node 
k collects a measurement dk ( i), where i denotes the discrete time index 
and k indicates the node index, and assuming an autoregressive (AR) 
model (shown in Figure 2.1) is adopted to represent these measurements 
as follows [19]: 
M 
dk(i) = L (3mdk(i - m) + vk(i) (2.1.1) 
m=l 
11 
---------------------------------------------------------------------------------- - ---- -
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o 
Figure 2.1. Modelling application: AR field [21. 
where vk(i) is additive zero-mean noise and the random selected coef-
ficients {fJm} are the parameters of the underlying model. Define the 
1 x !vI regression vector 
(2.l.2) 
and the M x 1 parameter vector 
W° = COI{f31,fJ2,'" ,fJm}, (M xl) (2.l.3) 
where col{ (t} indicates column vector with entries (t, then the measure-
ment equation (2.l.1) at each node k can be rewritten as an equivalent 
linear measurement model 
(2.l.4) 
---------
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The objective is to estimate the model parameter vector WO from the 
measurements dk(i) and Uk,; over the network and thereby has the form 
of a system identification problem. Thus, in order to find the M x 1 
vector w, the.linear space-time least mean square estimation problem 
is posed as: 
min J(w) and J(w) = Elld - Uwl12 
w 
where the global desired response vector and input matrix are 
where the {dk(i),uk,;} are realizations of {dk, ud. 
(2.1.5) 
(2.1.6) 
(2.1.7) 
One solution is a non-distributed implementation, which allows an 
individual adaptive filter at each node k to solely respond to its local 
data {dk(i),Uk,;} and estimate WO independently of the other nodes. 
As a result, the quality of the local estimate at each node relies on the 
statistical properties of its own data. When a multitude of nodes in the 
network has access to data, in order to take advantage of node cooper a-
tion, it is useful to seek solutions that utilize the assumed collaboration 
among the nodes to arrive at the parameters of interest. 
The following desirable features should be required for an adaptive 
estimation approach over distributed networks: 
• Adaptive implementation: The variance in the statistical profile 
of the data can be promptly tracked by the solution, which allows 
each node to combine the received information and local data to 
update its local estimate of the parameter of interest. 
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• Convergence performance: The local estimates are shared in a 
cooperative fashion according to the network topology. Each node 
in the network should end up with an estimate that is as accurate 
as it could be obtained if the space-time dimension of the data 
were fully exploited. 
• Energy consumption and complexity: Communications and local 
processing at the nodes should be minimized. 
Distributed adaptive solutions are therefore derived to satisfy these 
requirements, where local processing at every node allows an appli-
cation to obtain an estimate in a collaborative manner, thereby sav-
ing communications and network resources. Such cooperative adaptive 
solutions are expected to obtain improved performance over the non-
cooperative individual filters. Several developments of the LMS and 
RLS types based on distributed adaptive estimation have been pro-
posed in both incremental and diffusion network topologies [1], [19], 
[20], [21], [22], [23], [24], [25], [26], [27], [28], [29). Due to space con-
straint, the following section will give a brief introduction to incremen-
tal distributed solutions. These solutions allow the local information 
of a certain node to create a ripple effect through the network and 
influence the performance behaviour of other nodes. 
2.2 Incremental adaptive solutions over distributed networks 
Inspired by the earlier studies on incremental methods for distributed 
optimization problems [9], [30], [31], [32], Lopes and Sayed extended 
these incremental methods in the context of adaptive estimation over a 
distributed network, where at least one cyclic path can be established 
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across the network. In this distributed network with incremental learn-
ing, a local estimation at each node is computed via combining the 
received information from its immediate neighbourhood node and the 
local information from its own sensor. Let 1/Jii) denote a local estima-
tion at node k and time i and Wi denote a global estimation at time 
i. The steepest-descent solution is therefore introduced to compute the 
optimal tap weight wo, via, 
01.(;) 01.(;) ['" J ( )]. 
o/k = 'Yk-l - J1. v. k Wi-l 1 k = 1, 2, ... , N (2.2.1) 
At time instant i, the first node starts with the initial local tap vector 
1/J6i) = Wi-l, which is regarded as the current global estimation obtained 
cyclically across the network. At the last node, the local estimation1/JW 
is given to the next global estimation at time i + 1, namely Wi = 1/Jt) 
Using the instantaneous approximations, the implementation of the 
stocha~tic single global weight scheme is formed as, 
(i) 1/Jo = Wi-l 
ol.(i) ol.(i) + • (d (.) ) 
o/k = 'Yk-l /lkUk,i k Z - 'lJ.k,iWi-l 1 k = 1, ... , N (2.2:2) 
For a truly distributed solution to avoid transfer of the global estimate 
Wi-l through the network, the evaluation of \1 Jk(Wi-l) is replaced by 
\1 Jk(1/Jk~I)' Thus, the implementation of (2.2.2) becomes, 
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Table 2.1. Pseudo-code implementation of dLMS. 
For each time instant i. 2': 0 repeat: 
(i) 1/;0 = Wi_1 
For k=l, ... N 
ol.(i) - ol.(i) * [d ol.(i) J 
'¥k - '¥k-l + P'kUk,i k,i - Uk,ilf"k_l 
end 
11Ii = 1/;t) 
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where the received information 1/;ii21 is obtained from node k - 1. 
The simulated results of noncooperative LMS (nLMS), stochastic single 
global weight LMS (sLMS) [lJ and distributed LMS (dLMS) solutions 
are compared in Figure 2.2, where a 20-node network seeks a 10 x 1 
unknown filter. The input signal is from an independent Gaussian se-
quence with Rk = I and the background noise is from zero-mean real 
white Gaussian data with variance <T~ = 0.001. The simulated curves 
are obtained by averaging 100 independent Monte Carlo runs and the 
global EMSE evolution curves are obtained by averaging all the local 
EMSEk results of nodes in the network, namely, 
1 N 
global EMSE = N L EMSEk 
k=! 
(2.2.3) 
In simulation, both dLMS and sLlVIS solutions have the same step-
size as I"k = 0.05. As the analysis in [1], the dLMS algorithm has 
improved steady-state perform31lce and faster convergence rate than 
the sLMS algorithm. Figure 2.2 shows the converged global EMSE of 
dLivIS at approximately 34.5dB after 10 iterations, on the other hand, 
the converged global EMSE of sLMS is at approximately 29.5dB but 
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F igure 2.2. Global EMSE of optimization algorithms within an incre-
men tal network. 
only after 15 iterations. However, for the nLMS solution, the selection 
of J.Lk = 0.095 allows the global EMSE to converge after 100 iterations at 
almost the same rnisajustment as the sLMS solution but the converged 
global EMSE is still 5dB above dLl'dS. Compared with other methods, 
the dLMS algorithm therefore has the best performance. 
With the development of hardware manufacturing, the computa-
tional capability of the processor is continuously increased but the cost 
is reducecl. Therefore, more complicated adaptation rules can be con-
sidered and an incremental RLS-based implementation [27] is intro-
duced to obtain better performance at the price of computational com-
plexity and memory cost. The implementation of such an algorithm is 
constructed as, 
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Table 2.2. Pseudo-code implementation of dRLS. 
For each time instant i ~ 0 repeat: 
0/'(;) d TJ _ \ -1 TJ 0/0 = 1.J)i-l an r-O,i - A Fi-l 
end 
where 'Yk > 0 indicate;; a spatial weighting factor and 0 « .\ < 1 is a 
forgetting factor. To reduce the communications between nodes, a low 
communication distributed RLS (Lc-dRLS) adaptation that requires 
the same amount of communication as other algorithms is also proposed 
in [27], as, 
Table 2.3. Pseudo-code implementation of Lc-dRLS. 
For each time instant i ~ 0 repeat: 
U) 1/Jo = W;_l 
For k=l, ... N 
0/,(;) 0/,(;) + 1",.-1 • [i (.) o/,U) ] 
tflk = 'Pk-l 1+ _p _ • u k i (k Z - Uk,i'Pk_l l'k Uk.1 k.I-IUk,i ' 
D . = p. _ Pk,i-1Uk,iuk,iPk,i-l 
r-k,t k,t-l i+ I' • 
"Ik ilk,i k,i-lUk,i 
end 
where matrix Pk ,; evolves locally at node k to reduce the transmission 
complexity from O(M2) to O(M). The performance analyses of adap-
tive estimation algorithms based on LMS and RLS type learning over 
incremental networks for Gaussian data have been studied in [1], [27]. 
--~- -- ------
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For the non-Gaussian case, the steady-state performance analysis of 
dLMS is studied for the first time in the following section. This is 
an important practical consideration as in many sensor network-type 
applications Gaussianity of the data can not be guaranteed. 
2.3 Performance analysis for non-Gaussian data 
To evaluate the performance of dLMS, the following assumptions as 
in [1] are utilized 
AI) The relation between the unknown system vector WO and {dk(i), Uk,,} 
is: 
(2.3.1) 
where vk(i) is a temporally and spatially distributed white noise 
sequence with variance O'~,k and independent of Ul,j for alll and 
j; and dl(j) for k i- l or i i- j; 
A2) lik,' is spatially independent and temporally independent, namely 
lik,' is independent of lil,' and lik.j for k i- l or i i- j 
These two assumptions are utilized to build a spatial-temporal inde-
pendent model. In addition, with the purpose to facilitate analysis, the 
dLMS algorithm is assumed to be used in a stationary environment, 
where the statistics of various input and noise signals, and the system 
vector WO are assumed to be fixed. It is important to point out that 
the algorithm derivation is carried out without regard to any indepen-
dence assumptions: the distributed algorithm does work, as the error 
curves show; the algorithm operation/formulation is not related to the 
assumptions required to analyze its (mean-square) performance. 
---~I 
, 
, 
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The following local error signals defined as in [1] are introduced to 
carry out the evaluation: 
.I.(i) .f:;. WO _ .,.U) 
o/k-l - o/k-l' 
.I.(').f:;. 0 .,'(') 
o/k - 'UJ - o/k 
( .) l> .I.(i) ea,k 1. = Uk,io/k_t: 
Note that the ontput error is given by 
(2.3.2) 
(2.3.3) 
(2.3.4) 
The objective is to evaluate the following steady-state mean square 
deviation (MSD), EMSE and MSE measures at each node k: 
1)k ~ EII.J;tlI1 2 
(k~Elea,dCXlW 
Introduce further the weighted error signals: 
(MSD) 
(EMSE) 
(MSE) 
(2.3.5) 
(2.3.6) 
(2.3.7) 
(2.3.8) 
where Ek is a Hermitian positive-definite weighting matrix that can 
be chosen arbitrarily at each node k. Also exploit the weighted norm 
notation II:J:II~ = x'Ex for a vector x and Hermitian positive-definite 
E > O. After the same manipulations as in [1], the expression relating 
between two neighboring nodes is formulated as: 
(2.3.9) 
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By calculating the energies of both sides of (2.3.9), a spatial-temporal 
energy relation is obtained as 
I Ek(')12 I Ek(')12 11 '1.(;) 112_ + eo,k ' = 11·I.(i) 112 + e p•k ' 
'f'k Ek IIU .112 'f'!,-i Ek IIU '112_ k,t E,I;: k,t E,I;: 
(2.3.10) 
which is an exact energy relation between two adjacent nodes in space 
and time, and is derived without any approximations. For simplicity, 
the time index i is dropped. Applying the expectation operation to 
both sides of (2.3.10), it becomes 
(2.3.11) 
where l:~ is given by 
(2.3.12) 
In order to evaluate the performance of the learning algorithm, the 
following three moments must be examined: 
Ellukllt = Tr'(R'U,kl:!) 
E(lluk lit U~Uk) 
where Tr (A) indicates trace of the matrix A. 
(2.3.13) 
(2.3.14) 
(2.3.15) 
In 11], with the assumption of Gaussian regressors, eigendecompo-
sition and diagonalization methods are exploited to derive the closed-
form equations for (2.3.11) and (2.3.12). In the non-Gaussian wide 
sense stationary case (with finite variance), vectorization and a prop-
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erty of Kronecker products are introduced to achieve the theoretical 
mean-square quantities of dLMS. First, the !vJ2 x 1 vectors are intro-
duced, given by: 
lik = vec{Ed and o~ = vec{E~} (2.3.16) 
which allow these relations (2.3.11) and (2.3.12) to be expressed by 
using a convenient vector notation [6J, [33J. The vec{·} notation is used 
in two ways: 0 = vec{E} denotes an !vI2 X 1 column vector whose entries 
are formed by stacking the successive columns of an !v! x !vI matrix on 
top of each other, and E = vec{ o} indicates a matrix whose entries are 
recovered from O. The following useful property for the vec{-} notation 
when working with Kronecker products [34J is also introduced: for any 
matrices {P, E, Q} of compatible dimensions, it holds that 
vec{PEQ} = (QT (9 P)vec{E} (2.3.17) 
where (-)T indicates matrix transposition and A (9 B is a Kronecker 
product of A and B. Using (2.3.17) to express some items in the right 
side of (2.3.12), these moments become 
vec{E(U~Uk)Ed =(! (9 Ru,k)Ok 
vec{EkE(u~Uk)}=(RJ,k (9 1)Ok 
vec{ E(llukll~k U~Uk)} =E[(U~Uk)T (9 (U~Uk)JOk. 
(2.3.18) 
(2.3.19) 
(2.3.20) 
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The vec{-} operation is applied to both sides of (2.3.12) to obtain a 
linear relation between the corresponding vectors {o~, od, namely, 
(2.3.21) 
where Fk is an M2 x !vJ2 matri~ and given by 
(2.3.22) 
clarity, recall the time index i. Therefore, expression (2.3.11) becomes 
(2.3.23) 
where it exploits the fact that Ell Uk.i IlL = Tr( Ru,kL,d = r'~ Ok with 
fk = vec{R~d· For simplicity of notation, the vec{-} notation is 
dropped from the subscripts in (2.3.23): 
(2.3.24) 
(2.3.25) 
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By iterating (2.3.25) over one cycle, N coupled equations are obtained: 
EllpdlJI =EllpNII~'I';1 + glOI 
Ellp211~, =Ellpdl},.;, + g202 
Ellpk-IIILI =Ellpk-211},_I';,_1 + gk-IOk-1 
Ellpkllt =Ellpk-l II},.;, + 9kOk 
(2.3.26) 
(2.3.27) 
with 9k = f1%U;,krl. By choosing the free parameters {Ok,Ok-d such 
that Ok-I = Fkok, (2.3.26) and (2.3.27) are combined to obtain 
EllpkllJ, =Ellpk-l IILI + 9kOk 
=Ellpk-21Ih_ I F,.;, + gk-IFkok + gkOk' 
Next, iterate across the cycle to arrive at 
and let 
Ellpk-IIIJ,_1 =Ellpk-III},,,.FNFI,,·F,_I';'_1 
+gkFk+I'" FNF I ··· Fk_10k_1 
+gk+IF k+2'" FNFI ... Fk_IOk_1 
... + 9k-2F k-I Ok-1 + 9k-I Ok-I' 
IIk-I,I=Fk+I- 1 + ... FNFI ... Fk_ l , 1= 1,2, ... , N 
ak-l=gkIIk-I,2 + ... + gk-2 IIk-I,N + 9k-1 
(2.3.28) 
(2.3.29) 
(2.3.30) 
(2.3.31) 
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so that 
(2.3.32) 
Expression (2.3.32) can be exploited to evaluate the desired perfor-
mance measures at node k, as follows: 
1)k=Ellpk-tll~, q = vec{I} (MSO) 
(k=Ellpk-tll;" rk = vec{R",d (EMSE) 
c'k=(k + (J~,k (MSE). 
(2.3.33) 
(2.3.34) 
(2.3.35) 
Since the weight vector 6k-1 is free to select at node k, choosing 6k-1 = 
(I - I1k- l,d- I q or 6k-1 = (I - I1k_ I,I)-l rk results in the expressions for 
the steady-state MSO, EMSE and MSE: 
1)k=ak-l(I - I1k- l,d- Iq (MSO) 
(k =ak-I (I - I1k_ I ,1 )-Irk (EMSE) 
c'k=(d a~,k (MSE). 
These expressions are next verified by simulation study. 
2.4 Simulations 
(2.3.36) 
(2.3.37) 
(2.3.38) 
In this section, the theoretical performance is compared with that ob-
tained from computer simnlations in a system identification scenario. 
All simulation results are averaged over 100 independent Monte Carlo 
rnns. The steady-state curves are obtained by averaging the last 2000 
instantaneous samples of 20,000 iterations. Consider a network with 
20 nodes seeking an unknown filter with M = 10 taps, coefficients of 
which are selected randomly. A quasi-uniformly distributed signal is 
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Figure 2.3. Statistical property per node over the quasi-uniform data 
network. 
used to generate the inpu ts at each node k according to the recursion 
(2.4.1) 
Expression (2.4.1) describes a first-order AR process with a pole at ak; 
Tk(i) is a white, zero-mean, uniformly distributed random sequence with 
u;'ity variance, ak E (0,0.5J and (3k = Ja~.k . (1 - aD- In this way, the 
covariance matrix Ru,k of the regressor Uk,i is a 10 x 10 Toeplitz matrix 
with entries rk(m) = a~,kaLml, m = 0, ... M-I with a~,k E (0, 1J. One 
should note that (2.4.1) can be transformed approximately to a finite 
impulse response (FIR) process 
n 
uk(i) = L ak(i - j)Tk(i - j). 
j=o' 
(2.4.2) 
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Figure 2.4. Steady-state MSD using f.1.k = 0.02 per node for quasi-
uniformly distributed inputs. 
where {ak(i - j)} are calculated parameters and n denotes the order 
of the delayed inputs. According to the central limit theorem [35], as 
n ---t 00, the distribution of Uk will approximate Gaussian despite the 
uniformly distributed sequence Tk. As a consequence, the choice of 
!Y.k E (0,0.5] allows the FIR. process transformed from (2.4.1) to likely 
have a limited number of n. From a strict definition, the distribution 
of Uk in (2.4.1) is not Gaussian or uniform. Due to simplification, Uk 
generated by (2.4.1) is termed as correlated quasi-uniform data. The 
background noise per node is generated from Gaussian distributed data 
with variance U~,k E (0,0.1]. These statistical profiles for uniformly 
distributed data are illustrated in Figure 2.3. 
Comparison curves between the theoretical and simulated results 
are illustrated in Figures 2.4-2.9. Figures 2.4-2.6 illustrate the steady-
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Figure 2.7. Steady-state MSD versus Ilk for quasi-uniformly distribu-
tion data at node 5. 
state performance of dLMS using Ilk = 0.02. For the steady-state MSD, 
both the theoretical and simulation curves shown in Figure 2.4 are al-
most flat through the network, namely, the simulated MSD fluctuates 
at approximately -22.20dB with ±0.12dB and the theoretical MSD at 
approximately -22.40dB with ±0.12dB. One can see in Figures 2.5-2.6 
that the steady-state EMSE and MSE are more sensitive to the node 
statistics and the theoretical results for the steady-state MSE match 
well with the simulated results. The small differences are a conse-
quence of independence assumption A2 but these differences reduce in 
amplitude as the step-size reduces. Even though there are some small 
discrepancies for the steady-state EMSE between simulation and theory 
at certain nodes, but these discrepancies can be reduced by decreasing 
the step-size as shown in Figure 2.8. 
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Figures 2.7-2.9 illustrate the steady-state performance of node 5 
within the range of the step-size [0.0008,0.01]. One can clearly see 
that as the step-size decreases the discrepancy between theoretical and 
simulated results decreases. This is due to the simplifying assumptions 
used in the analysis, which will be degraded by large step-sizes. For 
the steady-state MSD and MSE, there is a good match between theory 
and practice shown in Figure 2.7 and Figure 2.9. Although it is clearly 
shown in Figure 2.8 that EMSE almost has the same discrepancy in 
dB for the different step-sizes, one can find that a decrease of the step-
size leads to a decrease of the discrepancy in absolute value. This 
simulation study confirms the theoretical expressions (2.3.36)-(2.3.38) 
for the non-Gaussian wide sense stationary case. 
2.5 Conclusions 
In this chapter, the steady-state mean-square performance evaluation 
of dLMS is carried out under the assumptions Al and A2 for the non-
Gaussian wide sense stationary case. Using weighted spatial-temporal 
energy conservation- arguments, the key contribution of this chapter 
is obtained, namely, to derive expressions for the steady-state MSD, 
EMSE, MSE without restricting the distribution of the inputs. This 
work is a useful extension for the dLMS study. However, different learn-
ing rules can be applied in the context of a distributed network with 
incremental topology. Chapter 3 therefore illustrates a novel incremen-
tal algorithm based on the APA algorithm. 
Chapter 3 
DISTRIBUTED ESTIMATION 
OVER AN ADAPTIVE 
INCREMENTAL NETWORK 
BASED ON THE APA 
ALGORITHM 
3.1 Introduction 
In order to reduce the requirement of a powerful central processor and 
extensive amount of communications in a traditional centralized solu-
tion, a distributed solution is developed to obtain significant reduction 
in the amount of processing and communications between nodes within 
a network, relying only on local data exchange and interactions be-
tween immediate neighbourhood nodes, whilst retaining the estimation 
accuracy of a centralized solution [8], [91. Distributed solutions which 
exploit consensus implementation presented in [36], [37], [381 require 
two time scales: during the initial period of time each node makes an 
individual estimation and then through consensus iterations the nodes 
32 
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combine estimations to reach the desired estimate. This approach relies 
on particular condi tions for the coefficients and network topology. 
Recent investigations [1], [21], [26], [271 have therefore focused on 
incremental learning over a distributed network, which has a cyclic 
pattern of cooperation with minimum power and communications. In 
such a network, each node cooperates only with one adjacent node to 
exploit the spatial dimension, whilst performing local computations in 
the time dimension. The incremental algorithms thereby obt.ain the 
global estimat.ion in a defined cyclic learning framework. In addition, 
this approach reduces communications between nodes and improves 
the network autonomy as compared to a centralized solution. In prac-
t.ical wireless sensor networks, it. should be highlighted, however, that it 
may become more difficult to establish a Hamiltonian cycle as required 
in the incremental mode of cooperation as the number of sensors in-
creases. Moreover, such incremental distributed processing schemes 
may not scale well for very large networks. In this work, the net.-
work size is therefore assumed to be sufficiently small, typically less 
than one hundred, so that incremental schemes can be used. In the 
next chapter, adaptive algorithms of the diffusion type will be studied, 
which removes the requirement of a Hamiltonian cycle at the expense 
of a slightly reduced mean-square performance [21. The incremental 
approach in this chapter can be viewed as a reference point against 
which other algorithms can be measured; this is because incremental 
approaches provide one of the best performances when cycles are per-
mitte<l. It is well known that in the case of a single adaptive filter, 
one major drawback of the LMS algorithm is its slow convergence rate 
for coloured input signals and the APA algorithm is a better alterna-
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tive to LMS in such an environment [39], [40], [41]. For distributed 
networks, highly correlated inputs also deteriorate the performance of 
the dLMS algorithm. This chapter therefore describes a new APA-
based distributed learning scheme for an incremental network. This 
distributed solution is proposed to obtain a good compromise between 
convergence performance and computational cost, rather than eonsid-
ering a precise application. A key contribution of this chapter is using 
the weighted spatial-temporal energy conservation relation to reveal the 
nature of the energy flow through the network and to evaluate the per-
formance of the resulting ring network of nodes, which incorporates the 
space-time structure of the data. These theoretical results are found to 
agree well with the simulation results for both Gaussian and uniform 
distributed input signals for sufficiently small step-sizes. 
3.2 Estimation problem 
Firstly, consider an N node network, as in [1], where each node has a 
separate random complex valued desired response d k with zero-mean 
and a 1 x !vI spatially distinct row input vector Uk with zero-mean and 
random elements; d k and Uk are jointly wide-sense stationary, and k in-
dicates the node index. Each node obtains time realizations {dk(i), Uk,;} 
of {d k , ud, where i denotes the discrete time index. Thus, the linear 
space-time least mean square estimation problem is formed as: 
min J(w) and J(w) = Eiid - Uwll 2 (3.2.1) 
w 
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where the global desired response vector and input matrix are 
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(3.2.2) 
(3.2.3) 
and the data are obtained from N spatially distinct nodes and exploited 
to estimate the M x 1 vector w. Thus, the optimal MMSE solution W° 
is calculated, for which the normal equations [6) are satisfied, 
(3.2.4) 
where Ru = EU'U and Rdu = EU'd. 
When a multitude of nodes in the network have access to data, in 
order to take advantage of node cooperation, an incremental adaptive 
method is introduced to a distributed network, where at least one cyclic 
path can be established around the network. In such a network, infor-
mation should be transferred from one node to its immediate neighbor-
hood node in a cyclic manner to return to the initial node (See Figure 
3.1). As in [11, the cost function can be decomposed int.o 
N 
J(w) = L Jk(w) and Jk(w) = Eldk - llkW l2 . (3.2.5) 
k=l 
In previous works [1), [21), [261, [27], the incremental distributed LMS-
based and distributed RLS-based schemes have been introduced. These 
algorithms exploit a cyclic estimation strategy, which at each discrete 
time entails visiting every node within the whole network only once, 
i.e. a Hamiltonian cycle. The contribution of this chapter aims at 
improving upon the convergence performance of the dLMS algorithm 
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Figure 3.1. Data processing of the dAPA algorithm in an incremental 
network, 
with coloured input signals whilst reducing the complexity of the Lc-
dRLS algorithm and dRLS algorithm of [27]. 
Let 7/Jii) denote the local estimation of the desired optimal weight 
vector at node k and time instant i and let Wi indicate the global esti-
mation at time instant i. Consider a regularized Newton's search based 
approach to solving (3.2.5) for incremental learning within a distributed 
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network. The optimal tap weight WO is estimated via [6] 
N 
1Oi=1Oi-1 - I:>dEl + \72 Jk("'ki~llrl[\7,h("'ki~l)]' 
k=l 
N 
=1Oi-1 + L /lk(El + R""k)-I[Rdu .k - Ru,k",ii~l] 
k=l 
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(3.2.6) 
where Ru,!. = EUkUk, Rdu,k = Edkuk and E denotes a regularization 
parameter with small positive value. The parameter J1.k indicates an 
appropriately chosen step-size, which is evaluated in Section 3.3.5, and 
the scheme is initialized with an M x 1 vector 10-1 = col{O, ... , O}. 
For a practical scheme to realize (3.2.6), and utilizing the correla-
tion of the input signal at each node, {Ru,k, Rdu,d is replaced by the 
following sample sliding-window estimates, 
(3.2.7) 
with T equal to the number of recent regressors of each node whilst Uk,j 
and ddj) denote the corresponding input vector and desired response 
at instant time j for the k-th node, Hence, using the matrix inversion 
formula, recursion (3.2.6) becomes, 
N 
Wi = Wi-I + L J1.kU~,,( El + Uk,iU~,;l-1 [dk,i - Uk,i"'ki~l] 
k~1 
(3.2.8) 
------------------------- - - -
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where the local T x !vI block data matrix and T x 1 data vector are, 
Uk,i dk(i) 
Uk,i = 
Uk,i-l 
1 dk,i = 
dk(i - 1) 
(3.2.9) 
Uk,i-T+l dk (i-T+1) 
and E is employed to avoid the inversion of a rank deficient matrix 
Uk,iUk,i' As such, recursion (3.2.9) is the dAPA learning algorithm in 
an incremental network, the operation of which is shown in Figure 3.1. 
At each time instant i, each node utilizes local data {dk,i, Uk,i} and 
<pii2J is received from its previous node k - 1 in the cycle to update the 
local estimation. At the end of the cycle, the local estimation <Pr.;) is 
employed as the global estimation Wi and the initial local estimation 
<pli+1) for the next discrete time instant i + 1. The final weight vector 
shown ,at the bottom of Figure 3.1 can either be used to generate a 
filter output vector term of the form Uk,i<Pii) or the vector <pii) itself can 
then be used for system identification or equalization. The pseudo-code 
implementation of dAPA is described in Table 3.1. In addition, dAPA 
has intermediate computational and memory cost between dLMS and 
dRLS, for certain regressor lengths, which is verified in Appendix A. 
3.3 Performance analysis 
The convergence behaviours of classical APA-based algorithms are stud-
ied in [41], [42], [43) exploiting arguments based on a single adaptive 
filter. In order to study the performance of the dAPA algorithm, the 
weighted energy conservation approach for the APA-based algorithms 
of [42], [43) is extended to the case of a distributed incremental network, 
Section 3.3. Performance analysis 
Table 3.1. Pseudo-code implementation of dAPA. 
For each time instant i 2': 0 repeat: 
(i) 
,po = Wi-I 
k=l, ... N 
ol,(i) ol.(i) + U' (I U U' )-1 [d U ol,(i) } 
o/k = 'Pk-l Pk k,i E + k,i k,i k,i - k,io/k_l 
end 
where {dk,i, Uk,i} are defined by (3.2.9). 
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which involves both thc'spacc and the time dimensions. However, due 
to the energy flow across the interconnected filtcr, some of the simpli-
fications for a single filter case cannot be adopted. A set of wcight-
ing matrices is particularly chosen to decouplc a set of equations and 
the transient and steady-state performances at each individual node 
are evaluated in terms of MSD, EMSE and MSE. The closed-form ex-
pressions for the theoretical results are formed under some simplifying 
assumptions described below. 
3.3.1 Data model and assumption 
As defined earlier, boldface letters are used as the random quantities 
and the same model as in the previous chapter is assumed to carry out 
the performance analysis: 
AI) The relation between the unknown system vector WO and {dk(i), Uk,i} 
takes the form: 
(3.3.1) 
where vk(i) is a tcmporally and spatially indcpendent noise se-
quence with variance a;,k independent of dt(j) for I # k or j # i, 
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and Ul,j for all land j; 
A2) Uk,i is spatially independent and temporally independent, namely 
Uk,i is independent of Ul,i and Uk,j for k # l or i # j 
It is highlighted that assumption A2 is an extension of that made for 
time-only adaptive filtering to space-time filtering. The spatial inde-
pendence assumption is generally more likely to hold than the temporal 
independence assumption, as a consequence of the different locations 
of the nodes. The temporal independence assumption is necessary for 
analysis purpose and is commonly used to provide useful performance 
mea~ures in adaptive signal processing [7J. In terms of analysis in this 
chapter, only the stationary case is studied, where the system vector 
is fixed and the statistics of the various input and noise signals are 
time-invariant, but the following analysis could be extended to a non-
stationary model, such as the random-walk model (see [3], [4], [44]). 
3.3.2 Weighted spatial-temporal energy conservation relation 
Using the following error vectors: 
.i:(i) ~ 0 _ .I.(i) 
'Pk -w 'Pk 
'" d U ./.(iJ ek,i= k,i - k,io/k-l 
(weight - error vector) 
(error vector) 
(3.3.2) 
(3.3.3) 
to represent the update tap weights expression in dAPA, the relation 
expression of {.,&ri ) , "&k'~I} is therefore obtained, 
.i:(i) .i:(i) U* (I U U* )-1 
o/k = o/k-l - J-Lk k,i ( + k,i k,i ek,i- (3.3.4 ) 
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Multiplying both sides of (3.3.4) by Uk,i from the left, equation (3.3.4) 
becomes 
U .;;(i) U .;;(i) U U'· ( 1+ U U' )-1 k,i'Pk = k,i'Pk_l - J-Lk k,i k,i E k,i k,i ek,i- (3.3.5 ) 
The a posteriori and a priori error vectors {ep,k, ea,d are introduced 
e(i) ~ U .• ;;(i) 
p,k - k,lo//.,; 
As a result, expression (3.3.5) becomes, 
(i) (i) U U' (I U U' )-1 e k=e k-J-Lk ki k' E + ki k; eki· p, a, ',. , ,. , (3.3.6) 
Note that the error vector is given by 
(3.3.7) 
where 
(3.3.8) 
The following performance measures at each node k must be evaluated: 
(MSD) 
(EMS E) 
(MSE) 
(3.3.9) 
(3.3.10) 
(3.3.11) 
where under the assumed data conditions the weighted norm notation 
Ilxll~ ~ x'Ex is introduced with a vector x and a Hermitian positive 
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definite matrix B > O. In order to study the performance behaviour of 
the dAPA algorithm for incremental networks, the method of weighted 
energy conservation described in [6], [1] is used in this section. As a 
consequence, the weighted a posteriori and a priori error vectors at 
node k are defined by, 
(3.3.12) 
(3.3.13) 
. where Bk is a Hermitian positiv~definite weighting matrix and is free to 
choose for each node k. The weighted definitions (3.3.12) and (3.3.13) 
are used to expand (3.3.6) in terms of weighted error vectors and the 
regressor data as follows: 
~k'(') ~.,(') U" U' ( [+ U U' )-1 e k = e k - Pk k i~k k,' E k i k,' ek i p, a, " ", (3.3.14) 
If the special case Bk = [ is chosen, equation (3.3.14) is simplified to 
(3.3.6). With the assumption that Uk"BkUk,i is invertible, (3.3.14) can 
be used to replace ek,i in (3.3.4). After rearrangement, the expression 
.i.(i) +U' (U "u· )-1 ~k,(i) 
'Pk k,i k,i4...Jk k,i ea,k = 
.i.(i) U' (U "u· )-1 ~k,(i) 
'Pk-l + k,i k,i~k k,i ep,k (3.3.15) 
is obtained. If the weighted energies of both sides of (3.3.15) are 
equated, the space-time version of the weighted energy-conservation 
------- - - -- - ------- -- ----
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relation for dAPA is established: 
(3.3.16) 
Then, substituting (3.3.14) into (3.3.16) and rearranging the result, 
(3.3.16) becomes 
(3.3.17) 
with 
(3.3.18) 
By using ek,i = Uk,i~ki21 + Vk,i, taking expectations of both sides and 
ignoring dependence between Vk,i and {e~i,~" e;,%,(i)} due to assumption 
AI, expression (3.3.17) becomes 
Ell o,,(i) 112 - Ello,,(i) 112 2E[ • BE, 1 'f/k Lk - o/k-l:Ek + Ilk Vk,i k Vk,i (3.3.20) 
where :E~ is a stochastic weighting matrix 
(3.3.21) 
with 
C U• A U I DEk - U' BEkU k = k,i k k,i MC k - k,i k k,i" (3.3.22) 
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Equation (3.3.20) is difficult to evaluate due to the dependence of 1/>ii~1 
on previous regressors of U k,i and ~~ on U k,i' In order to resolve this 
problem in terms of analysis, an independence assumption is introduced 
on the regressor sequence Uk,i, namely, 
A3) The matrix sequence Uk,i is independent of Uk,i-l. 
which guarantees that 1/>ki~1 is independent of both Uk,i and ~~. As 
compared to A2, A3 is a strong assumption. However, a weaker as-
sumption can be made: 
which is derived from (3.3.21) for ~~ to satisfy the requirement. It is 
highlighted that these are only assumptions necessary to facilitate anal-
ysis similar to those in [42], [43] used for the original non-distributed 
APA algorithm, but such assumptions will be verified by simulations 
to yield useful performance measures when the step-size is sufficiently 
small. For compactness of notation, the index i is dropped. Using this 
assumption, the expectation EII.,j;k-III~, is separated into 
k 
(3.3.23) 
where the mean of the weighted matrix ~~ is given by E~~ = L:~: 
(3.3.24) 
and L:~ is now a deterministic matrix. In this manner, expressIOn 
(3.3.20) is replaced by . 
(3.3.25) 
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For studying the behaviour of the distributed learning algorithm, 
the following three moments must be evaluated: 
ECk= R[V~Ak Vd 
EDfk = E[V~Ak V kEk U~Ak U kl 
E[v~Bfkvkl=E[v~AkVkEkukAkv.]. 
(3.3.26) 
(3.3.27) 
(3.3.28) 
The terms in (3.3.27) and (3.3.28) are difficult to calculate, even the 
eigendecomposition and diagonalization methods used for Gaussian 
data in [11 are not available to express (3.3.24) and (3.3.25) in a compact 
manner and thereby closed-forms of the mean-square quantities can not 
be obtained. To proceed, we need to extract Ek from the right side of 
expressions (3.3.27) and (3.3.28). This is achiev~d by vectorization and 
exploiting the property of Kronecker products. 
3.3.3 Weighted variance relation 
With the purpose to evaluate EII,pkllt, 1vJ2 x 1 column vectors as in 
Chapter 2 are introdllced: 
(3.3.29) 
When working with Kronecker products, the vec{·} notation has the 
following property, 
vec{PEQ} = (QT ® P)vec{E} (3.3.30) 
where matrices {P, E, Q} have compatible dimensions. 
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By applying (3.3.30) to express some items in (3.3.24), the following. 
expressions are obtained 
vec{EkECd=(ECT 0 I)ak 
vec{ ECk' Ed = (10 ECk)ak 
(3.3.31 ) 
(3.3.32) 
(3.3.33) 
Therefore, a linear relation between the corresponding vectors {a~, ad 
is formed, namely 
(3.3.34) 
where Fk is an M2 x M2 matrix and given by, 
As a result, expression (3.3.25) becomes 
(3.3.36) 
For the sake of clarity, the time index i is reintroduced but the vec{-} 
notation is dropped from the subscripts in (3.3.36) for compactness. 
Expression (3.3.36) becomes 
(3.3.37) 
Due to the assumption that Vk i is independent from U H, the last item , , 
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in (3.3.37) can be written a.5 
(3.3.38) 
with iPk = Uk,i(El + l,h,iUk,i)-2Uk,i and "Ik = vec{EiPd. Therefore, 
expression (3.3.37) can be written a.5 . 
(3.3.39) 
3.3.4 Learning curves 
Expression (3.3.39) involves spatially local information from two nodes, 
namely, ;Pii) and ;Pii2 1 • The ring topology with the weighting matrices 
allows this problem to be resolved. By iterating (3.3:39), IV coupled 
equalities are obtained, 
(3.3.40) 
(3.3.41) 
with 9k = J1%O~ k "Il- In order to describe the energy flow through the 
interconnected nodes it is necessary to connect the free parameters O"k 
and O"k-l. Following the approach in [1], a linear relation O"k-l = FkO"k 
Section 3.3. P~rformance analysis 48 
is adopted and (3.3.40) and (3.3.41) are thereby combined to obtain 
EII~ki) II~k = EII~k~III~k-l + 9k 1h 
-(i) 2 
=EII"I/>k-21I F k_1 F k Uk + 9k-IFkUk + 9kUk (3.3.42) 
where Fk is as in (3.3.35) and includes statistics of local data. The 
matrix Fk turns out to determine the dynamics of propagation of the 
energy through the network. Conditions to ensure stability and con-
vergence end up depending on the matrix Fk . A detailed discussion on 
such energy relations appears in [7]. Iterating in this way, an equality 
involving only ~ki~l and ~ti) is obtained, namely 
(3.3.43) 
One should note that the a posteriori and a priori error vectors {e~~L e~~~} 
have spatial connotation, which is different from the traditional termi-
nologyas in [6]. Since the expression Uk-l = F!Pk denotes the relation-
ship of two free parameters {Uk_l, ud, repeating this manner through 
the network, N relation equations are obtained, where UN = FIUI at 
the end of the cycle. To begin with, note that there are N degrees of 
freedom since N different UkS are introduced. Moreover, the UkS are 
dummy variables, and this flexibility is used to decouple the set of N 
equations that arise from the cyclic structure of the algorithm. In this 
sense, the equations are only rewritten in an equivalent form, using the 
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set {ad for "pivoting". Then, the flexibility introduced by the dummy 
variables can be explored to explicitly assign to the aks quantities that 
will allow closed-form expressions to be recovered for the quantities of 
interest. By choosing ak-I = q = vec(I), the closed-form expression is 
formulated for the MSD learning curve at node k: 
EII-r,bii~,II; = EII-r,bt~) Ilink_',)'q 
+ Itk-I(I + ... + (Il k_l.1)i-l)q (3.3.44) 
where the product of Fk matrices for each node, Ilk-I,l and the 1 x M2 
row vector Itk-I are defined by 
Ilk-I,l= Fk+l-IFk+l ··· FNFI ··· Fk- I , 1= 1,2, ... , N 
and 
(3.3.45) 
Itk-I = gk Ilk-I,2 + gk+I Il k-I,3'" + gk-2 Ilk-I,N + gk-I (3.3.46) 
Therefore, the theoretical transient performance of the MSD of node k 
is formulated as 
(3.3.47) 
where the vectors fi-I and fJi-1 are given respectively by 
fi-I =Ilk-l.1fi-2, f-I = q, and 
fJi-1 = fJi-2 + fi-I, fJ-l = M2 X 1 null vector. 
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Let Elea,k(iW and Elek(i)j2 denote respectively the EMSE and 
MSE learning curves of the set of adaptive filters, in terms of time 
iterations, indexed for k = 1,2, , .. , N. Under the assumption that Uk,i 
is i.i.d., the EMSE and MSE expressions are formulated as 
Elea,k(iW = Eluk,i.pii~112 = EII.pii~lllh",k 
Elek(iW = EII.pii~dlh"'k + 1T~,k 
(3.3.48) 
(3.3.49) 
which are used to evaluate the learning curves. Thus, the selection of 
(Jk-l = Tk = vec(Ru,k) leads to the closed-form expressions for EMSE 
and MSE learning curves at node k: 
Elea,k(iW=EII.pt:~)IIL + ak-lfJ:_1 
Eledi)12=Elea,k(i)12 + (J~,k 
where the vectors 1:-1 and fJ!_1 are formulated by 
3.3.5 Mean and mean-square stability 
(3.3.50) 
(3.3.51) 
Substitute ek,i in (3.3.4) by (3.3.7) to obtain the following relationship 
between ,i.(i) and ,i.(i) as If''k If''k-l 
,i.(i) (1 U' (1 U U' )-IU ),i.(i) If''k = -j1k k,i E + k,i k,i k,i If''k-l 
(3.3.52) 
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Then, taking expectation of both sides leads to the corresponding result 
for the evolution of the mean of the weight-error vector: 
(3.3.53) 
. To guarantee convergence in the mean of dAPA, the step-size I"k should 
satisfy the condition: 
(3.3.54) 
where Amax(A) is defined as the largest eigenvalue of A. Note, it is not 
necessary for there to be an infinite number of nodes for this to hold, 
as through the incremental learning the repeated visits of the nodes at 
each discrete time i will achieve convergence with only a finite number 
of nodes. In the same way, dAPA will be said to be mean-square stable 
if all eigenvalues of Fk from (3.3.39) satisfy -1 < A(Fk) < 1 as in [6J. 
Therefore, the matrix Fk is described in (3.3.35) as 
(3.3.55) 
with X k = ECr ® I + I ® ECk and Y k = E[Cr ® CkJ. Exploiting the 
approach as in [6], the convergence of the mean-square error of dAP A 
will be achieved for values of I"k in the range 
o < 1"< < min ex (~'y), -' (~)EIR+ } IllaX k k max k (3.3.56) 
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where the second condition is the reciprocal value of the largest positive 
eigenvalue of 
(3.3.57) 
3.3.6 Steady-state behaviour 
In the above, the variance relation (3.3.39) is used to evaluate the tran-
sient behavior of dAPA. The same variance relation can be also used to 
characterize the steady-state mean-square performance of dAPA. For 
the convenience of studying the steady-state performance of dAPA, 
letting Pk = ,pioo ) , (3.3.39) is rewritten as 
(3.3.58) 
where the step-size Ilk of 9k = /1%5; krf is chosen to guarantee stability 
of the filters. Iterating (3.3.58) for an incremental network and choosing 
the proper weighting vectors Uk for k = 1,2, ... , N, an expression only 
containing Pk-l is obtained, given by 
Ellpk-lll~k_l = Ellpk-lll~k .. ·FNFl ... Fk-lak_l 
+9k F k+l'" FNFl ... Fk-1Uk-l 
+9k+1 F k+2'" FNF1 ··• Fk-1Uk-l 
(3.3.59) 
Use (6.3.22) and (3.3.46) to simplify this expression, which becomes 
(3.3.60) 
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Expression (3.3.60) is used to evaluate the steady-state performance 
measures at node k, as follows: 
1]k(oo)=Ellpk-ll)~, q = vec{I} (tvISD) 
(k(oo)=Ellpk-llI;k' 1"k = vec{Ru,d (EMSE) 
(MSE). 
(3.3.61) 
(3.3.62) 
(3.3.63) 
Since the weighting vector lJk_1 can be freely chosen, it can be ex-
ploited to calculate the steady-state performance of each node. Se-
lecting the weighting vector lJk_1 as the solution of the linear equation 
(I - Ih-l,dlJk-1 = q or (I - Ih-I,I)lJk_1 = rk, the desired MSD, EMSE 
and MSE at node k are obtained as 
Tlk(oo)=ak_l(I - IIk-I,I)-l q (MSD) 
(k(oo)=ak-I(I - IIk-l,d-Irk (El\'ISE) 
(k(OO) =(1,(00) + lJ~,k (MSE). 
(3.3.64) 
(3.3.65) 
(3.3.66) 
The matrix IIk_I,/ can be regarded as the transition matrix for the 
weighting vector lJk-1 and the vector ak-I can be interpreted as the 
effect of combining the transformed noise and local data statistics from 
all the nodes in the ring topology. 
The distributed NLMS (dNLMS) algorithm can be regarded as a 
. special case of dApA with the number of recent regressors T = 1. 
Since' the autocorrelation matrix Ru,k of the input at each node is a 
Hermitian matrix, then a unitary Gk and a diagonal matrix Ilk with 
the eigenvalues of Ru,k are utilized to decompose the autocorrelation 
Section 3.3. Performance analysis 54 
matrix into Ru,k = GkAkGk, The following transformed quantities 
are then used to obtain Ilpk-IIIL = Ilpk-lll~, and IlukllL 
Then, the transformed quantities are used to obtain 
(3,3,67) 
where ECk = GkECkGk and ED;' = GkED;'Gk, At the steady-
state stage, (3,3,26) is rewritten for dNLMS as 
ECk=E[GkUkUkGk] 
E+ IIukl12 
Ak 
which is a diagonal matrix, For a small step-size, F\ "" I -/Lk(ECk@I)-
/Lk(I @ ECk), namely, F\ also becomes a diagonal matrix, Therefore, 
matrix Ilk-I,I = Il = F IF2", FN will be diagonal as well and ak-I "" 
~~=I gk, Using Ellpk_dl2 = Ellpk_1112, expression (3,3,64) can be 
rewri t ten as 
N 
1)k(OO) "" L gk(I - Il)-Iq (3,3,68) 
k=l 
which means that the steady-state MSD at each node is approximately 
the same value, This clearly explains why there is an equalization 
effect on the MSD of dNLMS throughout the network, and is verified 
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in Figures 3.7 and 3.10 even for a large step-size. However, for the 
case of the rank T i 1 in dAPA, some simplifying approximations in 
(3.3.68) can not be used, which means that dAPA with T i 1 can 
not obtain the equalized performance of MSD throughout the network. 
Now it is required to be proceed to confirm these values through Monte 
Carlo simulations. 
3.4 Simulations 
The above analysis is based on the independence assumptions A2 and 
A3, but simulations presented in this section were carried out under 
independence assumption A2 or a more realistic situations where the 
input regressors have shift structure and are generated by feeding data 
uk(i) into a tapped delay line as 
(3.4.1) 
As mentioned in [45], the regularization parameter E plays an important 
role in the convergence behavior of APA-based algorithms. 
A large regularization parameter results in a small step-size, which 
implies that an APA-based solution has a slow convergence rate but a 
small misadjustment error in the steady-state, while a small E provides 
a large step-size, which causes a poor steady-state performance but a 
fast convergence rate during learning. In all the experiments, the reg-
ularization parameter E = 0.001 is set as a small value, whose influence 
on the step-size J.!k of the APA-based solution is very small and can be 
neglected. All the coefficients of the adaptive filters within the network 
are ini tialized to zeros. 
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3.4.1 Comparison of distributed algorithms 
In the first experiment, the proposed algorithm is performed under 
shift structure for an incremental network in a system identification 
scenario, which corresponds to identifying the parameter vector WO in 
(2.1.4). Consider a network with N = 50 nodes in order to seek the 
two unknown filters with M = 40, whose z-domain transfer fnnctions 
are given by, 
19 M-I 
WI(z) = Lz-n - L z-n and 
n=O n=21 
M-I 
W2(Z) = - L Z-n 
n=O 
(3.4.2) 
where WO(z) = WI(z) for i :<::: 4000 and WO(z) = W2 (z) for 4000 < i :<::: 
8000. At each node, the input Uk( i) is generated by passing a unit-
variance white Gaussian sequence through a colouring filter (proposed 
in [4]) with the system function as 
H(z) = 0.1-0.2z-1 - 0.3z-2 + 0.4z-3 
(3.4.3) 
which results in the input correlation matrix of each node having an 
eigenvaiue spread t:: ~ 91.85. The background noise at each node is a 
white additive uncorrelatednoise component with variance a~ k = 0.01. 
As seen in [26], when the forgetting factor Tk reaches close to unity, 
both dRLS and Lc-dRLS enable the distributed adaptive estimation 
to have similar steady-state performance. However, Lc-dRLS has slow 
convergence rate during the initial learning stage due to the matrices 
Pk,i evolving locally. As such, dRLS is chosen in the comparison exper-
iment. 
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Figure 3.2. Comparison of simulated EMSE learning curves at node 
8 for the dLMS, dAPA, and dRLS algorithms in a time-varying envi-
ronment. 
Each node within the incremental network is trained by exploit-
ing either dLMS with step-size Ilk = 0.0011, or dAPA with step-size 
Ilk = 0.0125 and T = 3, or dRLS, for which the forgetting factor is 
selected as Tk = 0.95, the initial value of Po = £-11 and the spatial 
weighting factor (h = 1. Since the spatial weighting factor (h in [27] 
is not considered by other distributed algorithms, (2;. = 1 ensures a 
fair comparison. The selection of the parameters for the different alga-
ri thms allows dLMS, clAP A and dRLS to converge to a similar steady-
state EMSE approximating 37dB. In addition, as shown in Figure 3.19 
in Appendix A of this chapter, the setting T = 3 enables clAPA to have 
approximately one-third of the computational cost of dRLS per itera-
tion per node. For dRLS, the small value of Tk gives more relevance 
to recent data in the estimaLion process so that changes in the input 
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can be better tracked. The selection Tk = 0.95, which corresponds 
to a window length of (1 - Tk)-I "" 20, is therefore used to ensure 
dRLS has the best convergence performance over other algorithms in 
the time-varying WO environment. The curves are shown in Figure 3.2 
by running 8000 iterations and averaging 500 Monte Carlo runs, where 
iteration number stands for discrete time index. This figure shows 
that the dRLS algorithm obtains the fastest convergence rate with the 
largest computational complexity, while the dLMS algorithm has the 
slowest convergence rate with the smallest computational complexity. 
The dAPA algorithm provides good compromise between convergence 
behaviour and computational complexity, namely, dAPA achieves the 
improved convergence rate with reasonable computational cost. Since 
for each learning scheme the performances are similar at different nodes, 
Figure 3.2 illustrates a comparison of the EMSE learning curves of the 
different distributed schemes only at node 8. 
In the following examples, computer simulations are performed to 
compare the experimental results with the theoretical values obtained 
by using the theoretical expressions. Consider a network with N = 20 
nodes in order to seek an unknown filter with NI = 10, whose tap 
weights are generated randomly from a standardized Gaussian distri-
, 
bution. The correlated input lLk( i) at each node is obtained by passing a 
white Gaussian or quasi-uniform random process with variance O";,k = 1 
through a first-order AR. model filter with z-domain transfer [unction 
. VI - 0'%/(1- O'kz-1) and O'k E (0,0.5] as in Chapter 2. In this way, the 
covariance matrix Ru,k of the regressor Uk,i is a 10 x 10 Toeplitz matrix 
with entries rk(m) = O";,kO'~ml, m = 0"" ,9. The background noise of 
each node is a white Gaussian process with variance O";,k E (0,0.1]. Fig-
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Figure 3.3. Node profile: a) Noise power for the Gaussian data net-
work b) Correlation index for the Gaussian data network c) Noise power 
for the quasi-uniform data network cl) Correlation index for the quasi-
uniform data network. 
ure 3.3 illustrates respectively the node profiles of O'~,!, and ctk for both 
coloured Gaussian network inputs and coloured quasi-uniform data net-
work inputs. Furthermore, as seen in Figure 3.3, since node 5 and node 
12 have the most highly correlated inputs within the corresponding net-
works, a comparison of their performance between theory and practice 
is prOvided in the following example. 
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Figure 3.4. Simulated MSE curves of dAPA as a fWlction of the step-
size: a) Node 5 in the coloured Gaussian data network b) Node 12 in 
the coloured quasi-uniform data network. 
Table 3.2. Stability bounds of step-size for dAPA at node 5 in the 
Gaussian data network (4 decimal place precision is used as this corre-
sponds to the resolution in the changes of I-'max) 
~nH.x(EC5) ~"'&X{X5 [YG) ~m&x(H5)ER+ I-'max 
T=1 9.1204 2.0003 5.0117 2.0003 
T=2 6.5406 2.0004 3.9605 2.0004 
T=4 3.9959 2.0005 3.4544 2.0005 
T=6 2.8628 2.0008 2.8974 2.0008 
Table 3.3. Stability bounds of step-size for dAPA (at node 12 in the 
quasi-uniform data network). 
~m;u:(EC12) ~mu(XI2[Y 12) ~max(1I12)ER+ I-'max 
T=1 10.3941 2.0002 5.5589 2.0002 
T=2 7.1882 2.0003 4.1698 2.0003 
T=4 4.1641 2.000.J. 3.4132 2.0004 
T=6 2.9241 2.0006 2.9498 2.0006 
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Figure 3.5. Learning MSE curves of dAPA using J.lk = 0.01 for Node 
5 in the coloured Gaussian data network. 
3.4.2 Mean and mean-square stability 
The experimental values are obtained by running dAPA for 10,000 iter-
ations and then averaged over 100 independent experiments to generate 
the ensemble-average curves. Using expressions (3.3.54) and (3.3.56), 
the step-size bounds for dAPA with shift structure are evaluated at the 
two corresponding nodes in Table 3.2 and Table 3.3, which verify that 
the stability bounds on /-tk are approximately 0 < J.lk < 2. This fact 
is further confirmed in Figure 3.4, where steady-state MSE curves are 
plotted as a function of the step-size. X5 , Y 5, Xl2 and Y 12 which are 
invol ved in evaluating the expectations for the bounds of step-size, are 
calculated via ensemble averaging. 
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F iglITe 3.6. Learning MSE curves of dAPA using J.ik = 0.01 for Node 
12 in the coloured quasi-uniform data network. 
3.4.3 Transient performance 
Figures 3,5 and 3.6 illustrate the transient performance curves of dAPA 
with shift structure during the initial 180 samples, Since the same 
step-size as ftk = 0.01 is chosen for dNLMS and dAPA with different 
T, increasing T results in faster convergence rate but poorer expected 
misadj ustment in the steady-state, namely, dNLMS obtains the best 
steady-state performance, which can be clearly seen in Figure 3,9, For 
the transient performance, the simulation results present good agree-
ment with the theoretical results using equation (3,3,51), where Fk and 
ak are calculated by ensemble averaging, 
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3.4.4 Steady-State performance 
In these simulation, the aim is to satisfy independence assumption A2. 
Therefore, the following simulations are performed with temporally in-
dependent Gaussian or uniform inputs, i.e. the elements of Uk,i satisfy 
the temporal assumption in A2. At each node the regressors are gener-
ated as independent realizations, so that the spatial assumption in A2 
is satisfied. The sample temporal correlation indices for those inputs 
are shown in Figure 3.3, which also illustrates the noise power at each 
node for the corresponding networks. In Figures 3.7-3.18, it is clear 
to see a good match between theory and simulation. The simulated 
curves are obtained by averaging the last 1000 instantaneous samples 
of 10,000 iterations and then averaging 100 independent trials. The 
theoretical results are calculated by using equations (3.3.64)-(3.3.66). 
Figure 3.7-3.12 show the steady-state MSO, EMSE and MSE curves of 
dAPA with different T using a particular choice of the step-size Ilk = 0.2 
for both the coloured Gaussian input data network and the coloured 
uniform input data network. These quantities combine the transformed 
noise and local statistics from the whole network. As equation (3.3.68) 
claims, even for a large step-size Ilk = 0.2, the MSO curves of dNLMS in 
.Figures 3.7 and 3.10, are approximately flat throughout the networks. 
Compared to the MSO, the EMSE and the MSE are more sensitive to 
local statistics. Since the theoretical iVlSO of dNLMS is roughly even 
over the network due to equation (3.3.68), (3.3.65) enables the EMSE 
curves of dNLMS to have a similar shape as the correlation index. 
As can be seen in Figures 3.8 and 3.11, there seems a better fit 
between theory and practice for the steady-state EMSE of dAPA with 
ranks T = 2,4,6, which is mostly due to the steady-state EMSE of 
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Figure 3.7. Steady-state MSD for dNLMS and dAPA nsing I'k = 0.2 
for the coloured Ganssian data network. 
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Figure 3.9. Steady-state lvlSE for dNLlvlS and dAPA using Ilk = 0.2 
for the coloured Gaussian data network. 
dNLlvlS having the smallest absolute value approximately -21.4dB for 
the Gaussian input network or approximately - 22.4dB for the uniform 
inputs network. For the absolute value of the difference between theory 
and simulation, dNLlvlS has smaller absolute value than dAPA, for 
example, as shown in Figure 3.11 for node 13 the absolute gap value 
of dNLlvlS between -22.25dB and -22.65dB is approximately 0.00052 
while that of dAPA with T = 4 between -20.4dB and -20.7dB is 
also approximately 0.0006. In addition, the theoretical results of lvlSE 
evaluated by equation (3.3.66) are very close to the simulated results 
even with the large step-size ilk = 0.2 as shown in Figures 3.9 and 3.12. 
It should be highlighted that the assumptions in A3 and A3' underlies 
the mismatch between the theoretical and simulated results. Moreover, 
as shown in Figures 3.9 and 3.12, the lvlSE curves roughly coincide 
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Figure 3.10. Steady-state MSD for dNLMS and dAPA using JLk = 0.2 
for the coloured quasi-uniform data network. 
with the noise power, which indicates that when the proper step-size 
JLk is chosen, the adaptive filter of each node has good performance and 
WO can be well estimated by 7f;koo), namely, the residual error ek( (0) 
is close to the background noise. In addition, a similar finding as in 
[1J is obtained if the whole network is required to have an equalized 
performance, Figures 3.9 and 3.12 confirm that the spatial diversity 
of the adaptive networks can be used to design the step-size for each 
node. Nodes with poor performance, or high noise level, can be tuned 
with properly small step-sizes to guarantee a good level of performance 
equalization throughout the network. In certain cases, they are just 
relay nodes. 
Figures 3.13-3.18 illustrate the steady-state MSD, EMSE and IVISE 
C\lfves of dNLMS and dAPA at node 5 for the coloured Gaussian 1Il-
--~~~~-----------------------------------------------
Section 3.4. Simulations 
dNLMS dAPA ..... UhT=2 
-21.8 . -20.5 . 
'I! 
-22.6 ·"6' • 
-22.8 -22.5 
5 10 15 20 5 10 15 20 
Node !-A-SirTlJ1ationl Node 
dAPA"";!h T:4 
. -0- . TheoIy 
dAPA'NithT=6 
-16 
-17 
in 
" ~ -18 ~ 
w 
-1' 
-20 
5 10 15 20 5 10 15 20 
Node Node 
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Figure 3.12. Steady-state MSE for dNLMS and dAPA using Ilk = 0.2 
for the coloured quasi-uniform data network. 
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Figure 3.13. Steady-state MSD curves of dNLMS and dAPA at node 
5 in the coloured Gallssian data network as a function of the step-size. 
put data network and at node 5 for the coloured uniform input data 
network as a function of the step-size. For both corresponding net-
works, the step-size varies in the range [0.008 0.5]' which guarantees 
the stability of the scheme as mentioned before. Equations (3.3.64)-
(3.3.66) are used to calculate the theoretical resnlts. In order to obtain 
the instantaneous mean square error measurements in the steady-state, 
the simulation results are obtained by averaging the last 2000 sample 
in 20000 iteration numbers and then averaging 100 independent trails. 
The experimental values match well with the theoretical values for small 
step-size but deviate from the theoretical ones for a larger step-size and 
larger T. As is expected, when the step-size is the same, dNLMS has the 
smaller absolute value of the discrepancy between theory and practice 
than dAPA, namely, increase of T results in an increase of discrep-
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Figure 3.14. Steady-~tate EMSE curves of dNLMS and dAPA at node 
5 in the coloured Gall~sian data network as a function of the step-size. 
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Figure 3.16. Steady-state MSD curves of dNLMS and dAPA at node 
5 in the coloured quasi-uniform data network as a function of the step-
SIze. 
ancy. This is because larger T enables more local input regressors to 
be involved in the Wk,i update, which will degrade the simplifying as-
sumptions adopted in the analysis. On the other hand, the use of large 
step-sizes usually does not satisfy these simplifying assumptions, which 
will lead to large deviations between theory and simulation. Therefore, 
the range of the step-size is chosen in small values with the purpose of 
comparison. Onc can clearly seen that as the step-size decreases, the 
discrepancy decreases. 
3.5 Conclusions 
This chapter described a new incremental adaptive learning algorithm 
based on APA for a distributed network and presented detailed per-
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Figure 3.17. Steady-state EMSE curves of dNLMS and dAPA at 
node 5 in the coloured quasi-uniform data network as a function of the 
step-size. 
formance analysis based on the weighted space-time energy conserva-
tion approach of Lopes and Sayed [lJ under assumptions AI, A2, A3 
and A3'. The theoretical expressions for MSD, EMSE and MSE de-
rived in this chapter do not restrict the distribution of the inputs to 
being Gaussian or white. Both stationary environments and a single 
non-stationary environment were considered to test the proposed algo-
rithm. Compared to the dRLS algorithm for certain regressor lengths, 
the dAPA algorithm at each node involves less computational cost and 
reduced inter-node communications and memory cost whilst retaining 
an acceptable steady-state performance. In addition, this algorithm 
has obtained improved performance as compared to dLMS in the highly 
correlated input case. The bounds of the step-size for mean and mean-
square stability of dAPA have also been evaluated, which have been 
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Figure 3.18. Steady-state MSE curves of dNLMS and dAPA at node 
5 in the coloured quru;i-uniform data network ru; a function of the step-
SIze. 
employed consistently within the simulation experiments. Furthermore, 
the theoretical expressions are compared with the simulated results, for 
both the transient and steady-state performance of dAPA in both the 
Gaussian data network and quasi-uniform data network. In addition, 
it can be clearly seen that the theoretical results of the steady-state 
performance have a good match with the experimental results for small 
step-size. 
In the problem of incremental estimation, a Hamiltonian cyclic path 
across the network is required to be defined and nodes communicate 
with neighbours within this path. However, this manner limits the 
mode of node collaboration in the network and the ability of the net-
work to respond to a topological change, which is likely to be problem-
atic in practical wireless sensor networks. Thus, if more communication 
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and computation resources are available, more sophisticated coopera-
tive modes (rather than the incremental type) for the APA-ba.~ed al-
gorithm can also be pursued, e.g., a diffusion mode of the form used 
in [23], [24], where each node cooperates with a subset of neighbouring 
nodes, but this will be very much dependent upon the network size and 
topolgy. These topics will be addressed in the following chapter. 
3.6 A~pendix A: Comparison of complexity. memory and trans-
mission costs 
The computational costs for the different schemes in the same style as 
the presented complexity formulas in [6J are compared in this appendix. 
Since a complex addition includes two real additions, and a complex 
multiplication is assumed to be computed with four real multiplications 
and two real additions, the estimated number of real multiplications, 
real additions and real divisions, which are required for the case of 
real-valued data for the various algorithms per node per time instant, 
is depicted in Table 3.4, and the total nmnber of operations for complex-
valued data is shown in Table 3.5. In order to ensure that dAPA has 
intermediate complexity between dLMS and c!IlLS in the real-valued 
data ca.~e, a complexity condition should hold which ensures that the to-
tal number of computational operations in dRLS is the largest, namely 
2M2+8M+2 > 2']'2M+4TM+M+2T3+7T2 +T > 4M+l, whichcorre-
sponds to the region below the solid quadratic curve in Fig. 3.19 which 
shows the complexity comparison for each update of the different algo-
rithms per node. On the other hand, the complexity condition for com-
plex data is 8M2 + 28M + 1 > 8']'2 M + 16T M + 2M + 8']'2 + 2']'2 + 4T > 
16M + 2. Note that dNLMS always has higher complexity than dLMS, 
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Table 3.4. Comparison of the estimated complexity per iteration per 
node for various algorithms for the case of real-valued data. 
I Solution 11 x I + I .;- I 
dLMS 2M+l 2M 
dNLMS 3M+l 3M 1 
dAPA PM+2TM TLM+2T1I1 
+1I1+T3+T +T3 + T2 
dRLS 111"+5111 +1 !vP +3111 1 
Table 3.5. Comparison of the estimated complexity per iteration per 
node for various incremental algorithms for the case of complex-valued 
data. 
I Solution 11 x + I .;- I 
dLMS 8111+2 8M 
dNLMS 10111 +2 lOM 1 
dAPA 4T"1I1 +8T1I1 4T"1I1 +8T1I1 
+2111 +4T3 +4T +41'3 + 4T2 
dRLS 4111" + lG1I1 + 1 41112 + 12M-l 1 
which is illustrated in Figure 3.19. The increase of the tap length 111 
enables the maximum T of dAPA, which has lower complexity than 
dRLS, to become larger, e.g. at !v! = 25, dAPA has less complexity 
than dRLS when T < 5; whereas at 111 = 90, T < 9. 
For communications between nodes, since the entire inverse sam-
pie input correlation matrix requires to be transferred between nodes, 
dRLS of [IJ at each node requires 0(!vJ2) transmission complexity. On 
the other hand, the requirement of other algorithms is 0(111) as essen-
tially only the tap vector is transferred between nodes. A simplified 
distributed RLS algorithm presented in [27J can reduce the communi-
cations between nodes to O( 111) at the expense of reduced steady-state 
performance and tends to the same performance as dRLS implementa-
tion when the forgetting factor Ak approaches unity. On the other hand, 
for real data the estimated memory costs of dLMS, dAPA and dRLS are 
respectively 5111 +4, 51'2+4111+3T+2T1I1+2, 5T'+3M+4T+3T1I1 +1 
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Figure 3.19. Complexity comparison in terms of operations per it-
eration per node for various algorithms (dLMS, dNLMS, dAPA and 
dRLS). 
and 6M 2 + lOM + 6 at each node. Since T < M always holds for APA 
based methods, dAPA has intermediate memory cost between dLMS 
and dRLS. The above memory computations rely on the assumption 
that all the scalars, vectors and matrices involved during the computing 
process are stored. However, in practice only unique values of vectors 
and matrices are required to be stored and some storage of intermedi-
ate results can be removed after computations, which cuts down the 
memory storage. 
Chapter 4 
DISTRIBUTED ADAPTIVE 
ESTIMATION BASED ON 
THE APA ALGORITHM OVER 
A DIFFUSION NETWORK 
WITH CHANGING 
TOPOLOGY 
4.1 Introduction 
In a network! of nodes spreading over a physical area, the objective 
is to estimate the parameters of interest by exploiting observations of 
temporal data collected from nodes with different spatial locations, sta-
tistical profiles of which are possibly different. However, applications 
in some environments suffer limited capabilities of communications and 
complexity due to tight energy and bandwidth constraints, especially 
in wireless sensor networks. Such constraints lead to the development 
of distributed adaptive algorithms based on LMS and RLS rules for 
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incremental networks as in [1], [27]. This type of topology reduces the 
level of communication and computational resources as compared with 
networks having other topologies. It is well known that an incremental 
topology requires to establish a Hamiltonian cycle to connect all the 
nodes in the network at every iteration. This mode of cooperation is 
only likely to be suitable for small size networks and limits the auton-
omy of the network topology. An ideal cooperation strategy should be 
capable of dealing with different network topologies, possibly dynamic 
changing. Therefore, peer-to-peer distributed algorithms based on dif-
fusion protocols have been derived and studied in [22], [25], [28], [29], 
which take advantage of the cooperation among the individual adaptive 
nodes. In these types of diffusion distributed algorithms, each node in 
a network only communicates with the nodes within its neighbourhood, 
but also experiences the effect of the entire network. The applications 
of these schemes could be found useful to solve the problem of estima-
tion and event detection by using multiple nodes to collect space-time 
data [8], [46], [47], [48], [49]. 
In the case of a single adaptive filter, the advantage of the APA 
algorithm is well known: it achieves an improved convergence perfor-
mance as compared with the LMS algorithm for some coloured input 
signals but obtains a reasonable convergence performance by using less 
computational cost than the RLS algorithm for certain tap-lengths. In 
the former chapter, a new incremental distributed algorithm based on 
an APA rule was developed with the purpose to obtain a good bal-
ance between computational cost and convergence performance. As a 
consequence, a new diffusion type learning algorithm relying on the 
APA rule is derived in this chapter to solve the distributed estimation 
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problem, where the cooperation strategy between nodes is a peer-to-
peer diffusion protocol and nodes communicates only with their peer 
neighbours at every iteration. Simulations confirm that the proposed 
algorithm achieves a greatly improved performance as compared with 
a noncooperative scheme. 
4.2 Estimation problem 
Consider the distributed estimation problem as in Chapter 2: the ob-
jective is to seek an unknown A1 x 1 vector w over an N - node network 
by solving 
min Elld - Uwl1 2 
w 
where two global data matrices 
(4.2.1) 
(4.2.2) 
(4.2.3) 
are formulated by the zero-mean random measurement data d k and re-
gression data Uk, the time realizations of which are denoted by {dk,i' 1i.k,;} , 
k = 1, ... , N with time index i. The optimal solution WO satisfying the 
normal equations [6J is therefore obtained by solving 
(4.2.4) 
with Ru = EU'U and Rdu = EU'd. 
The purpose is to design a distributed adaptive scheme relying on 
the APA rule to achieve a good estimate approximating the solution 
WO of (4.2.4) at every node within the network. As mentioned in the 
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introduction, diffusion topology can be used as a node cooperation 
strategy, where at node k the adaptive filter fuses the local estimates 
from its neighbourhood and exploits the resulting aggregated estimate 
to update the local estimate. Let 1fJ~-I) denote the local estimate at 
node k at time i-1. Node k therefure ubtains a set of unbiased estimates 
{1fJ?-I)}/ENk .i-I from its neighborhood Nk,i-I, which is defined as the 
set of all nodes connecting to node k at any given time i - 1. At node 
k, a local combining function fk is used to fuse these local estimates, 
yielding the aggregate estimate rP~-I), 
",(i-I) f (",i-I I .r ) '¥~~ = k 0/1 ; E JVk,i-1 (4.2.5) 
where Nk,i-I is time dependent and includes node k itself. The time-
dependent neighbourhood provides a robust framework when the link 
failures are possible. Due to every node having a diffusion linking neigh-
bourhood, one should note that this aggregate step combines informa-
tion from the whole network. The APA-based adaptive filter updates 
the local estimate 1fJi') by using the resulting aggregate estimate rP~-I. 
As mentioned in [25), the combiner function fk may be nonlinear, to 
respond to the time-varying conditions. In this work, linear combiners 
are used and fk is therefore replaced by some weighted combination, 
yielding 
",(i-I) _ 
'i'k - '"""' (. l)",(i-l) ~ Ck,l 1- - 0/[ (4.2.6) 
with weighted coefficients Ck,l(i - 1) ~ 0 and L:/EN
k
,._, Ck,l(i - 1) = 1. 
Let 71.k,i-1 and 71.l,i-1 denotes the degree of the neighbourhoods, i.e. 
71.k,i-1 = INk.i-d. One choice for the combiner is the Metropolis rule, 
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as in [37], 
max(nk,i_l,nl,i_d: if k links I but k oF I 
(4.2.7) 
0, if k and I are not linked. 
Other combiners are the Laplacian and the nearest neighbour rules [36], 
[50]. 
Recall the update recursion of the diffusion LMS strategy as in [25], 
which can be rewritten in theory as follows: 
ol,(i-l) _ ",(i-I) _ ["J (",(i-1))], f d k 
'l-'k - 'l-'k ILk v k 'l-'k or no e (4.2.8) 
where Ilk denotes the local step-size. With the purpose of improving 
the convergence performance, a regularized Newton's search based ap-
proach [6] is therefore adopted in (4.2.8), yielding, 
1/Jii)=ifJki- 1) -Ilk[d + \l2Jk(ifJ~~llrl[\lJk(ifJki~l)]' 
=ifJt 1) + ILk(d + Ru,k)-I[Rdu ,k - R",kifJ~~I] (4.2.9) 
where Ru,k = Eu;, Uk, Rdu,k = Edk uk ancl ( clenotes a regularization 
parameter with small positive value. One method to realize (4.2.9) 
in practice is to replace {Ru,k' Rdu,d by the following sample sliding-
window estimates, 
(4.2.10) 
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where T indicates the rank of recent regressors. Hence, recursion (4.2.9) 
becomes, 
o/,(i) _ ),(i-1) + U' ( I+ U U' )-I[d U ),(i-I)[ 
IfIk - IPk J-Lk k,i (: k,i k,i k,i - k,i'Pk (4.2.11) 
where the local T x NI block data matrix and T x 1 data vector are, 
U~:,i = 
Uk,i-l (4.2.12) 
and E is employed to avoid the inversion of a rank deficient matrix 
Uk,iUk.i' Therefore, a linear combiner model and APA-type local adap-
tive rule are employed to result in the diffusion APA algorithm as sum-
marized in Table 4.l. The convergence performance of the proposed 
algorithm will be studied in the following sections. 
Table 4,1. Pseudo-code implementation of diffusion APA. 
For each time instant i :::: 0 repeat: 
I .. I' . ),(-1) 0 nltla lzatlOn 'Pk = 
k=l, ... N 
1;ii-l) = I:1EN
k
•
1
_
1 
Ck,l(i - 1)1/;1'-1) 
"/,(i) ),(i-1) U' (I U U' )-1 [d U ),(i-I)] 
If'k = 'Pk + J-Lk k,i E + k,i k,i k,i - k,ilPk 
end 
where {dk,i, Uk,i} are defined by (4.2.12). 
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4.3 Network global model 
The space-time structure of the algorithm leads to challenge in the 
performance analysis. To proceed, first, the global representations, in 
terms of the stochastic quantities, are formulated to gain the insights 
into the effects of cooperation strategy and network model on system 
performance and are defined as, 
ol.i-l = l{ol. (i-I) o/,(i-I)} 
'"Pc co '"P1 , ... , '"PN , ",i-l = l{",(i-I) ",(i-I)} lYe. co 1Y1 "")IYN 
d~ = col{ dl,i,' .. , d N ,;} 
where U~ is an NT x N M block diagonal matrix. An N M x N M 
diagonal matrix D is defined by 
(4.3.1) 
to collect the local step-sizes. The measurements for the APA rule can 
be expressed in a traditional manner, given by, 
(4.3.2) 
where Vk,i is obtained by 
Vk,i = col{vk(i), ... , vk(i - T + I)}, (T x 1) (4.3.3) 
and vk(i) is background noise, spatially and temporally independent 
with variance O'~,k' From the linear model of the form (4.3.2), the 
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global model for diffusion APA is obtained 
(4.3.4) 
where w~ = Qwo with an N NI x NI transition matrix 
Q=col{hl, ... ,IM } (4.3.5) 
and an NT x 1 global error vector 
(4.3.6) 
To facilitate analysis, the network topology is assumed to be static (i.e. 
Ck,/(i) = Ck,/). It should be highlighted that this assumption does not 
compromise the algorithm derivation or its operation, and is used for 
analysis only. Using the above expressions, the global model of diffusion 
APA is therefore formulated as follows: 
.I,i = G.I,i-l + DUi'(d, + UiUi')-l(di _ UiG."i'--l) 
o/c o/c c 1 Nee c c 'Pc (4.3.7) 
where G = C IS! hI is the N M x N M network topology matrix and the 
symmetric combining matrix C, is formed by {CA"/}' Now the objective 
is to study the performance behavior of cooperative systems governed 
by the form (4.3.7). 
4.4 Performance analysis 
Since the spatial indepcndence assumption of {U k,i} is likely to hold, 
the independence assumptions in Chapter 3 can thereforc be extended 
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to the global matrix U~. These types of assumptions are very common 
in the adaptive signal processing literature, and are frequently necessary 
to permit analysis even for the simplest of adaptive schemes. For the 
later reference, the local error vector is defined as 
d U ",i-I ek,i = k,i - k,i'f'k : (T xI) (4.41) 
which is related to the global error vector ec,i 
ec,i = col{ el,i,"" eN,;}, (NT xI). (4.4.2) 
Let .,p~ denote the global weight error vector, given by, 
.'i.i - WO .I.i (N M xI). 
'Vc - e - 'Pc 1 (4.4.3) 
As a consequence, (4.4.2) can be rewritten as 
(4.4.4) 
where 
(4.4.5) 
and 
.'i.i = c.'i.i-I _ DUi*(EI + UiUi')-le ". 
'Pc !fie c TN c c e,t (4.4.6) 
Let L: denote an N M x N M arbitrary positive matrix. Pre-multiply 
U~DL: to both sides of (4.4.6) to yield, 
DE DEG UiD"'DUi.( I + UiUi*)-1 ep,i =ea,i - e i..J e E TN c c ec,i (4.4.8) 
------=-- - - -
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where the global a priori and a posteriori weighted estimation errors 
are given by: 
e DEG = U i D:£G-i.i- I 
a,l c ~c 
Replacing ec.i in (4.4.6) by {effG,e~n from (4.4.8) leads to 
(4.4.9) 
( 4.4.10) 
-J;i + DUi'(Ui D:£DUi')-leDEG = G-J;i-I + DUi'(Ui D:£DUi')-leDE 
c c c c a,l c c C C p,l 
(4.4.11) 
with the assumption that U~D:£DU~' is invertible. Weight energy 
balance is performed on both side of (4.4.11) to yield 
= II-J;ci - 1 11 2G'''G + eDE'(Ui D:£DUi,)-leDE (4.4.12) 
_ <:... p,l C C p,l 
Then, substituting (4.4.8) in (4.4.12) and rearranging the result, the 
following equation is obtained, 
II -/. i 112 11-/' i -111 2 DEG,X ' X DEG , v (44 13) ~c E = ~c G*EG - ea,i ec,i - ec,i ea,i + ec,i I.ec,i .. 
where {X, Y} are denoted by 
X=(El + UiUi')-1 TN c c (4.4.14) 
Recall that ec,i = U~G-J;~-I + v~. Taking expectation of both sides of 
(4.4.14) and using the independence assumption for the noise signals, 
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the expression relating to the terms of {~~, ~~-l} can be obtained 
EII~~II~=EII~~-lll~' + E[V~'yEv~l 
"5:,'=G'EG - G'EDUi'XUiG 
c c 
(4.4.16) 
(4.4.17) 
Evaluating expression (4.4.16) is challenging since the weighting matrix 
"5:,', dependent on U~, is a random quantity. Recall the independence 
assumption of U~, which allows ~~-l to be independent of U~. In this 
way, (4.4.16) can be expressed as 
(4.4.18) 
where the mean of the weighted matrix "5:,' is given by E"5:,' = E': 
E'=G'EG - G'EDE[U~'XU~lG 
-G' E[U~'XU~lDEG + G' E[U~'yEU~lG (4.4.19) 
In order to study the behaviour of the diffusion APA algorithm, the 
following moments in (4.4.18) and (4.4.19) must be evaluated: 
E[Ui'(Ef + UiUi')-IUil c TN c c c (4.4.20) 
------------------------------- ---
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To extract the matrix 2:: from the expectation terms, a weighted vari-
ance relation is introduced by using N 2 kJ2 X 1 column vectors: 
a = bvec{2::} and a' = bvec{2::'} (4.4.23) 
where bvec{·} denotes the block vector operator and 2:: is an N 111 x N 111 
block matrix, formed by 
2::11 ... 2:: 1n ... 2:: IN 
2::= 
2::21 ... 2::2n ... 2::2N (4.4.24) 
where each 2::mn is an kI x kI matrix for m, n = 1, ... , N. A more 
detailed discussion of the block vectorization is presented in Appendix 
A. In addition, 2:: = bvec{ a} is also used to recover the original matrix 
2:: from a. One property of the bvec{-} operator when working with 
the block Kronecker product [51], [52] is used in this work, namely, 
(4.4.25) 
where P8Q denotes the block Kronecker product of two block matrices 
P and Q and its mn-block is defined as 
[P8Q]mn = 
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where {Pmn,Qmn} are!l1 x M matrices for m,n = 1, ... ,N. Using 
(4.4.25) to (4.4.19) after block vectorization, the following terms on the 
right side of (4.4.19) are given by 
bvec{G'EG}=(GT 0 G')a 
bvec{G'ED· EZ· G}=(GT 0 G')bvec{EDZ} 
(4.4.27) 
=(GT 0 G')(ZT 0 INM )(DT 0 INM)a (4.4.28) 
bvec{G' . EZ· DEG}=(GT 0 G')bvec{ZDE} 
=(GT 0 G')(INM 0 Z)(INA! 0 D)a 
bvec{ G' E[ZDEDZ]G} = (GT 0 G')bvec{ E[ZDEDZ]} 
=(GT 0 G')E(ZT 0 Z)(DT 0 D)a 
(4.4.29) 
(4.4.30) 
where Z = U~'(ElTN + U~U~')-IU~ and Z = EZ. Therefore, a linear 
relation between the corresponding vectors {u, u'} is formulated by 
u' = Fu (4.4.31 ) 
where F is an N 2 lvJ2 x N 2 lv[2 matrix and given by 
F=(GT OG')[IN2AJ2 - (ZT 0 INM)(DT 0 INM ) 
-(INA! 0 Z)(INAJ 0 D) + IT· (DT 0 D)] (4.4.32) 
with IT = E[(ZT 0 Z)]. For the sake of compactness, the bvec{·} 
notation is dropped from the subscripts and (4.4.18) becomes 
(4.4.33) 
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Let Av = E[v~v~'l denote a TN x TN diagonal matrix, whose entries 
are the noise variances {(J~,.} for k = 1, ... , N, and given by 
(4.4.34) 
Using the independence assumption of noise signals, the last item in 
(4.4.33) can be written as 
where tl> = Ui'(tI + UiUi,)-IA (El + UiUi,)-IUi and c TN c c v TN c c c ( 
,=vec{D· Etl>· D} 
=(DT 0 D)· vec{E[W'A"W]} 
=(DT 0 D) . E[(WT 0 W')] "v 
(4.4.35) 
(4.4.36) 
with W = (tI7'N + U~U~*)-IU~ and ,,, = vec{A,,}. Therefore, the 
mean-square behaviour of the diffusion APA algorithm is summarized 
by the following expressions: 
( 4.4.37) 
F=(GT 0 G') [IN2A/2 - (ZT 0 INAI )(DT 0 INAI ) 
-(INM 0 Z)(INM 0 D) + IT· (DT 0 D)]. (4.4.38) 
The global transient behaviour of the adaptive network is shown in 
{~~-I, ~~} by expressions (4.4.37) and (4.4.38), which can be used be-
low to study the mean-square behavior of diffusion APA. 
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4.4.1 Mean and mean-square stability analysis 
This section presents a discussion on the mean and mean-square sta-
bility of diffusion APA. According to Cw~ = w~. the global data model 
(4.3.4) is used and w~ is abstracted from both sides of (4.3.7) to obtain 
_7.i = Cwo _ C_I.i-1 
'Pc c 'Pc 
-DUi'(El + UiUi')-I[UiWO + Vi _ UiC_I.i-l] 
c TN c c c c c c 'Pc 
=(1 - DUi'(Ef + UiUi.)-IUi)C_l.i-l NM c TN c c c If/c 
+DUi*( I + UiUi*)-1 i c E TN c c vc' (4.4.39) 
Then, taking expectation in both sides of (4.4.39) and using the inde-
pendence assumption of U~, leads to 
E_7.i = [I - DE(Ui'(Ef + UiUi.)-IUi)]CE_7.i-l If/c NM c TN c c c 'Pc ( 4.4.40) 
In order to guarantee the stability in the mean, all eigenvalues of BC 
should satisfy 
1-1 < >'(BC) < 11 (4.4.41) 
where B = [INM -DE(U~'(EfTN + U~U~')-IU~)] and >'(A) denotes 
all eigenvalues of a matrix A. Therefore, the convergence of diffusion 
APA depends on the data moment E(U~'(EfTN + U~U~')-IU~) and 
the topology matrix C. In the noncooperative algorithm, the mean 
evolution of the global weight error vector is formed by 
( 4.4.42) 
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where the topology matrix C disappears due to C = INM In a non-
cooperation network. Using matrix 2-norms, the following result can 
be obtained, 
(4.4.43) 
where Amax(A) denotes the largest eigenvalue of matrix A. The deriva-
tion of (4.4.43) is presented in Appendix B. Moreover, with the purpose 
to show the convergence in the mean-square sense, F in (4.4.37) can be 
rewritten as 
F = (CT 0) C')H (4.4.44) 
where H is an Hermitian matrix, given by 
H = IN2M2-(ZT0)INM)(DT0)INM)-(INM0)Z)(INM0)D)+II·(DT0)D) 
(4.4.45) 
so that F should satisfy 
1-1 < A(F) < 11 ( 4.4.46) 
to guarantee the mean-square stability. In other words, the spectrum 
of F must be strictly inside the unit disc. For both the mean and the 
mean-square stability, the selection of /J,k and the network topology C 
must satisfy (4.4.41) and (4.4.46). In the similar way, the following 
result is obtained 
(4.4.47) 
which is proved in Appendix B. Thus, the diffusion cooperation strategy 
leads to a stabilizing, effect on the network. In addition, cooperation 
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Figure 4.1. The subnetworks Cj with corresponding probability PcJ 
reduces the eigenmode of both the mean and mean-square weight error 
evolutions as compared with its noncooperative counterpart, which will 
be verified by simulation results. 
4.5 Dynamic network topology 
In the dynamic network topology model (i.e. probabilistic diffusion 
network as in [23]) it is assumed that the nature of links between nodes 
is determined randomly due to link failures or time delays. At time i, 
when the connection between undirected nodes k and t is established 
with probability Pk,lo the value of Ck,l(i) is set to be equal to Ck,h where 
Ck,l denotes the link weighted coefficient as in (4.2.6). Otherwise, ck,l(i) 
is zero with probability 1 - Pk,l' Therefore, for undirected nodes k and 
t, the elements of the corresponding combining matrix C i are formed 
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by, for k,l = 1, ... ,N: 
with Pk,l 
with 1 - Pk,l 
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(4.5.1 ) 
where Ck,l = Cl,k and Pk,l = Pl,k' In an N-node network, nl is defined 
as the maximum number of links and Cj is a subnetwork matrix for 
j = 1, ... , 2n ,. A simple example is shown in Figure 4.1, which describes 
a 3-node network with nl = 2. The probability Pc,j of Cj depends on 
{Pk,a, for instance, Pc,3 = Pl,2P2,3 is the probability of the subnetwork 
C3 . In this manner, the mean topology matrices G = EGi and Gc = 
E(G; 0 Gi) for the dynamic network topology are given by, 
(4.5.2) 
j=1 j=1 
which are therefore used to replace the corresponding terms in the 
above equations (4.4.40) and (4.4.44) to obtain the similar analysis of 
the mean and mean-square stability. 
4.6 Simulations 
In this section, computer simulations are carried out in a system iden-
tification scenario. In the following examples, a correlated input signal 
at a local node is generated as a Gaussian or uniform first-order Markov 
process, which allows the local covariance matrix Ru,k to be a Toeplitz 
matrix with entries Tk(m) = "~,kcy~nl for m = 0, ... ,!vI - 1, where CYk 
denotes the correlation index and the variance of the local input signal 
. 2 1 IS set as "u,k = . In addition, for all APA-based schemes the regu-
larization parameter E = 0.001 is chosen as a small value to reduce its 
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F igure 4 .2. Example 1: Network topology (left) and node profile 
of the statistical setting for both Gaussian and Uniform data. The 
parameter Oik denotes the correlation index. 
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F igure 4.3. Network mode for Example 1: a) NLMS-based schemes in 
Gaussian data network; b) APA-based schemes with T = 2 in Gaussian 
data network; c) NLMS-based schemes in uniform data network; d) 
APA-based schemes with T = 2 in uniform data network. The value 
Pk,l = P denotes the probability of the link. between nodes k and l. 
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F ig ure 4.4. Example 2: network topology (left) and node profile of 
statistical setting for Gaussiall data. The pa.rameter Cl:k denotes the 
correla.tion index. 
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Figure 4.5 . The N2J.I2 modes of F for Exanlple 2: a.) NLMS-based 
schemes; b) APA-based schemes with T = 3. The value Pk,/ = P denotes 
the probability of the link between nodes k and I. 
effect ou step-sizes. For the theoretical evaluations, all the expected 
terms {Z, IT} me calcula.ted by ensemble averaging. Moreover , all the 
coefficients of the adaptive filters within the network are initia.lized to 
zeros. An LMS-based stra.tegy can be regmdcd as a special case of an 
APA-based scheme with T = 1. All the simulated results in this work 
are obtained by a.veraging 100 Monte Carlo runs. 
In Example 1, consider a. 6-node network to seek a 5 x 1 unknown 
vector W O by using Ji-k = 0.1. The ba.ckground noise is set as a~,k 
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F igure 4 .6. Global transient performance: a) MSD for NLMS-based 
schemes; b) EMSE for NLMS-based schemes; c) MSD for APA-ba~ed 
schemes with T = 3; d) EM SE for APA-based schemes with T = 3. 
Pro-diffusion denotes the probability diffusion algorithm. 
0.001. In addition, Pk,l = P denotes the probability of the link between 
nodes k and l. The ranks of APA-based schemes are set as T = 1,2. 
Noncooperative APA, diffusion APA and probabilistic diffusion are im-
plemented in this network. In addition, noncooperative and diffusion 
APA algori thms can be also regarded as the probabilistic diffusion AP A 
with P = 0 and P = 1 respectively. On the left of Figure 4.2 , it illus-
trates the network topology. In this network, coloured Gaussian or 
uniform data are used as input signals respectively. The statistical set-
tings of these data are also shown in Figure 4.2. For the probabilistic 
APA algorithms, the probabilities P = 0.1 , 0.5 are chosen. In Figure 
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b) NLMS--.:I ~ at node 2 
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Figure 4.7. Local transient performance for various NLMS-bascd al-
gorithms: a) MSD for Li\lS-based schemes at node 1: b) MSD for 
NLMS-based schemes at node 2; c) ISD for NLi\lS-based schemes at 
node 3; d) i\ISD for NLi\IS-based schemes at node 4. 
4.3, one can clearly see that the mode of diffusion cooperation reduces 
the cigenmodes of the mean weight error evolution, as compared with 
the noncooperative APA. In addition, as shown in Figure 4.3, a large 
probability decreases greatly the cigenmodes of mean weight error evo-
lution. Moreover, the mean-square stability of diffusion APA is verified 
by the following example. 
Figure 4.4 presents the network topology of Example 2, where var-
ious algorithms are performed to estimate a 6 x 1 unknown vector WO 
in an -node network by using flk = 0.2. The corresponding statis-
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Figure 4.8. Local transient performance for various LMS-based al-
gOl'ithms: a) EMSE for NLMS-based schemes at node 1; b) EMSE for 
NLMS-based schemes at node 2; c) EMSE for NLMS-based schemes at 
node 3; d) EMSE for NLMS-based schemes at node 4. 
tical settings of Gaussian input and noise signals are plotted on the 
right of Figure 4.4. Figure 4.5 presents the mean-square eigcnmodcs 
for Example 2 in Figure 4.4. For the probabilistic APA algorithms, the 
probabilities p = 0.1,0.5 are chosen. It is clear to see that cooperation 
also decreases the eigenmodes of the mean-square weight error evolu-
tion, which is verified by FigUTe 4.6. Figure 4.6 illustrates the global 
transient performance of various algorithms in 200 time samples. For 
the probabilist.ic APA algorithm, the probability p = 0.1 is chosen. One 
can clearly see that cooperation results in improvement of mean-square 
performance. 
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F igure 4 .9. Local steady-state performance for various APA-based 
algorithms over the network by using !J.k = 0.02: a) MSD for NLMS-
based schemes; b) EMSE for NLMS-based schemes; c) MSD for APA-
based schemes with T = 3; d) EMSE for APA-based schemes with T 
= 3. 
Since the result of the comparison of various APA-based schemes is 
similm' as that of various NLMS-based schemes, only the local transient 
performances of NLMS-based schemes are shown at nodes k = 1,2,3,4 
by using !J.k = 0.02 in Figure 4.7-4.8. It should be noted that due to the 
cooperation strategy, the nodes present a strikingly similar mean-square 
performance. Figure 4.9 presents the local steady-state performance 
over the network by using step-size !J.k = 0.02. Figure 4.10 shows 
the global steady-state performmlce as a function of the step-size in 
the range [0.004 0.6]. The results shown in both of these figures also 
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Figure 4.10. Global steady-state performance for various APA-based 
algorithms as a function of the step-size: a) MSD for NLMS-based 
schemes; b) EMSE for NLMS-based schemes; c) MSD for APA-based 
schemes with T = 3; d) EMSE for APA-based schemes with T = 3. 
confirm the improvement in performance over the noncooperative case. 
Another example with a larger network is also provided to carry out 
various algorithms by using J1!- = 0.1. The topology of the network with 
21 nodes is shown in Figure 4.11. Figure 4.12 a) presents the statistical 
setting of the network. In ru:ldition, the instantaneous network traffic is 
plotted in Figure 4.12 b) , which illustrates the network mean usage is 
somewhat below its maximum capacity. The network usage denotes the 
number of available links at time i. Figure 4.13 shows that even with 
a very low probability, i.e. p = 0.01, the probabilistic diffusion APA 
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F igure 4.13. Example 3: Global transient performance comparison 
for Example 3: a) MSD for NLMS-based schemes b) EMSE for NLMS-
based schemes c) MSD for APA-based schemes with T = 3 d) EMSE 
for APA-based scehemes with T = 3. 
algorithm can achieve a reasonable improved performance as compared 
with the noncooperative scheme. 
4.7 Conclusions 
This chapter described a new diffusion adaptive learning algorithm 
based on APA for a distributed network and presented detailed perfor-
mance analysis based on the weighted space-time energy conservation 
approach of Lopes and Sayed [25] under independence assumptions. 
This approach yields insight into the energy flow between nodes. One 
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main contribution of tbis chapter is to study the mean and mean-square 
stabilities of diffusion APA, wbich is consistent with simulations. Com-
pared with the non-cooperative APA scheme, diffusion APA acbicves 
a great improvement in terms of not only convergence rate but also 
steady-state performance. 
4.8 Appendix A: block vectorization 
Recall 2: is an N M x N 111 block matrix, gi ven by, 
Ell ... E1n ... EIN 
E= 
E21 ... E2n ... E2N (4.8.1 ) 
with the block element matrix Em,n for m, n = 1, ... , N. The bvec{-} 
notation works in the following steps: firstly amn = vec{Emn} forms an 
1112 x 1 column vector by staclcing the successive columns of 2:mn on 
top of each other; then the block columns are stacked on top of each 
other to obtain 
(4 .8.2) 
and this is vectorized to obtain the corresponding column vector 
(4.8.3) 
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then the N 2 M x M stacked matrix 2:v is formed by {2:,.} , 
(4.8.4) 
which yields the final column vector 
(4.8.5) 
4.9 Appendix B: mean and mean-square eigenmodes of diffusion 
APA 
Using matrix 2-norms in (4.4.41), it has 
(4.9.1) 
Given the block structure of U~, B can be regarded as a Hermitian 
matrix. Using G = C <21 fM, (4.9.1) becomes 
(4.9.2) 
where Amax(A) is defined as the largest eigenvaiue of A. The proper 
choice of stochastic and symmetric matrix C leads to IIClI2 :'0 1. For 
1IC112 = 1, the result is obtained, 
( 4.9.3) 
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which describes that the robustness of the cooperative scheme is greater 
than that of the noncooperative scheme. In a similar way as in [25], 
recall matrix 2-norms for (4.4.46), yielding, 
11F11z= II(GT 0 G')Hllz 
:::; IIGT 0 G'llz ·IIHllz 
= IlrlT(GT ® G')rlllz ·IIHllz 
:::; IIGT ® G'llz ·IIHllz 
=IIGTllz ·IIG'llz ·IIHllz (4.9.4) 
where the standard Kronecker product is used to express (GT 0G') with 
some permutation matrix rl [53]. Since H is Hermitian and G = C®IM , 
the result is obtained 
(4.9.5) 
which illustrates that the mean-square evolution of the overall system 
depends on the data matrix H and the chosen topology matrix C. 
Therefore, choosing IICII~ :::; 1 can guarantee the robustness of the coop-
erative scheme over that of the noncooperative scheme. With IICII~ = 1 
as a Metropolis rule is used in the combiner, then (4.9.5) becomes 
(4.9.6) 
Chapter 5 
TAP-LENGTH ADAPTATION 
WITHIN LMS LEARNING 
ALGORITHMS 
5.1 Overview of VTLMS algorithms 
The LMS adaptive algorithm has been extensively used as a conse-
quence of its simplicity and robustness [4], [5], [6]. In many appli-
cations of LMS type algorithms, the tap-length of the adaptive fil-
ter is kept fixed. However, in certain situations the tap-length of 
the optimal filter is unknown or variable. According to the analysis 
in [54], [55], the MSE of the adaptive filter is likely to increase if the 
tap-length is under-modelled. To avoid such a situation, a sufficiently 
large tap-length is required to be chosen in the steady-state. How-
ever, the computational cost and the EMSE of the LMS algorithm 
will increase if the tap-length is' too large, thus a VTLMS algorithm 
is needed to find a proper choice of the tap-length. Several algorithms 
based on the concept of variable tap-length [11] have been studied in 
recent years [12], [14], [16], [17], [18], [56], [57]. The algorithm in [11] 
compares the current MSE of a deficient tap-length adaptive filter to 
106 
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the pre-estimated minimum MSE for a specific tap-length to improve 
convergence rate. In [12], a variable tap-length algorithm with a pre-
calculated time constfmt is proposed. However, both algorithms were 
initial attempts at enhancing the convergence behavior of the MSE 
in an environment where the tap-length of the system is known. In 
time-varying scenarios, where the system to be identified has changing 
length, Riera-Palou et al. presented an algorithm which relies on the 
concept of partitioned segments, the number of which must be care-
fully chosen dependent on application [13]. During learning in vari-
able tap-length adaptive filters, when the adaptation noise is low, the 
"wandering" problem is encountered, that is, the tap-length wanders 
within a range that is always greater than the optimum tap-length [14]; 
this issue is also addressed in Section 5.3 through careful selection of 
the leakage factor for the FT algorithm. The algorithms in [16] were 
presented to make the estimated tap-length converge to the optimum 
tap-length in the mean. However, both algorithms suffer from slow 
tap-length convergence in certain scenarios. 
Gong and Cowan [17] introduce a low-complexity FT algorithm 
based on instantaneous errors, which obtains improved convergence 
properties. A convex combination structure of the FT algorithm has 
been proposed in [56] to establish the optimal tap-length in high noise 
conditions, in which two filters are updated simultaneously with dif-
ferent parameters, so that the overall filter can obtain both a rapid 
convergence rate from the fast filter and a smooth curve for the steady-
state tap-length from the slow filter. In [18], a variable tap-length nat-
ural gradient blind equalization algorithm based on the FT algorithm 
is proposed, which gives a good compromise between steady-state per-
-------
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formance and computational complexity. A steady-state performance 
analysis of the FT algorithm is provided in [57], which also gives aguide-
line for the parameter choice of the FT algorithm. As analyzed in [17], 
the FT algorithm is more robust and has lower computational com-
plexity when compared wit.h other met.hods. For expressing the analy-
sis clearly, when the initial tap-length of the adaptive filter is smaller 
than the converged tap-length of the adaptive filter, it is termed w; an 
increasing tap-length (ITL) estimation; when the initial tap-length is 
larger than the converged tap-length, it is named as a decreasing tap-
length (DTL) estimation. The next section therefore will give a brief 
introduction of the FT algorithm. 
5.2 The FT algorithm 
The FT algorithm based on the tap-length adaptation and LIIIS-type 
rule is designed to find the opt.imal t.ap-length of t.he adaptive filt.er. In 
agreement. wit.h most approaches used to derive algorithms for adapt.ive 
filtering the design problem is related to the optimization of a certain 
criterion that is dependent on t.he tap-length. For convenience, the 
LMS algorithm is formed within a syst.em identification framework, in 
which the unknown filt.er WO has an unknown tap-length III which is to 
be identified. In this case, t.he desired signal d( i) is observed from the 
model: 
d(i) = "iWo + v(i) (5.2.1 ) 
where "i is a 1 x i'vI row input vector, v( i) indicates a zerO mean additive 
noise term uncorrelated with the input 1/'i and i. denotes the discrete 
time index. All quantities are assumed to be real valued for convenience 
-------------------~---
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of development but extension to complex values is straightforward. It is 
well known in [4], [5], [6] that the traditional LMS algorithm computes 
Wi = Wi-l + IW;(d(i) -1LiWi-J) (5.2.2) 
where It is the step-size of the tap weight update. 
In order to calculate the unknown .tap-length of the adaptive filter, 
variable tap-length schemes can be employed. But, as mentioned in [16], 
MSE-based variable tap-length schemes can lead to under estimation 
of the tap-length in certain applications. In order to overcome this 
problem, a parameter 6, which is a positive integer and sufficiently 
large to avoid suboptimum tap-lengths, has been introduced in [16]. 
Suppose the estimated length of the variable tap-length adaptive filter 
is a fixed value and denoted by N, which satisfies N > 6. Thus, the 
segmented error is constructed, as in [17] by, 
(5.2.3) 
where "i(l : N - 6) and 'Wi-l (1 : N - 6) are vectors consisting of 
the first N - 6 coefficients of "i and Wi-l respectively. In addition, let 
e\:26(i) denote the realization of random quantity e\:26 (i). As i --'-t 00, 
the steady-state segmented l\'ISE is further defined by, 
(5.2.4) 
The cost function to search for the optimum tap-length is described as: 
min{NlfN ) - J(N) < c} N-6 - (5.2.5) 
-------
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where E: is a predetermined small positive value selected according to 
the requirements of the adaptive filter. The minimum N that satisfies 
(5.2.5) is then chosen as the optimum tap-length for the adaptive filter. 
A detailed description of this criterion and another similar criterion can 
be found in [17]. 
Gradient-based methods can be used to estimate the optimum tap-
length on the basis of (5.2.5). However, the tap-length that should 
be used in the adaptive filter structure must be an integer, and this 
constrains the adaptation of the tap-length. Different approaches have 
been applied to solve this problem [13], [14], [15], [16] , [17]. In [17], the 
concept of "pseudo fractional tap-length", denoted by lj(i), is utilized 
to make instantaneous tap-length adaptation possible. The update of 
the fractional tap-length is as follows: 
(5.2.6) 
where ex is the leakage factor, (3 is the step-size for the fractional tap-
length update [17] and 'h(n (i) is the difference between the segmented 
M8E and the full M8E, given by, 
( .) _ [ (L(i)) (")]2 [(L(i)) ( .)]2 T/L(i) ~ - CL(i)-t> ' - CL(i) ~ (5:2.7) 
where L( i) is constrained to be not less than Lmin with Lmin > 6., 
since any tap-length below it cannot be calculated in (5.2.7). One 
should note that lj(i) is no longer constrained to be an integer, and the 
tap-length L( i + 1), which will be used in the adaptation of the filter 
weights in the next iteration, is obtained from the fractional tap-length 
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If(i) as (1.3.3): 
{ 
Rd (If(n)) 
L(i+l)= 
L(i) 
if IL(i) -If(i + 1)1 > v 
otherwise. 
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(5.2.8) 
where Rd(-) rounds the embraced value to the nearest integer and the 
parameter v is a small integer. Similar to the step-size in the LMS 
algorithm, a large parameter fJ will speed up the convergence rate of the 
tap-length, but will result in a large fluctuation of the steady-state tap-
length. Once the tap-length fluctuates under the optimal tap-length, 
extra error will be introduced. This is named as the under-modelling 
phenomenon for VT algorithms. On the other hand, a small parameter 
fJ can obtain a small fluctuation of the steady-state tap-length, but 
leads to a slow convergence rate of both the tap-length and EMSE. 
Compared with the leakage factor used in the LMS algorithm [58], 
[59], [60], the objective of the leakage factor Cl' introduced in the FT 
algorithm is to prevent the adaptive tap-length from increasing to an 
undesirable large value. A large Cl' leads to a slow convenience rate 
for the ITL estimation, but a small Cl" may result in the "wandering" 
problem for the DTL estimation. 
Motivated by the FT algorithm, two new VTLMS algorithms are 
therefore developed to obtain the improved performance over the orig-
inal FT algorithm. 
5.3 A novel adaptive leakage FT algorithm 
Through analysis provided in the following subsection, the converged 
difference between the segmented MSE of a filter formed from a number 
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of the initial coefficients of an adaptive filter, and the MSE of the 
full adaptive filter, is confirmed as a function of the tap-length of the 
adaptive filter to be mono tonically non-increasing under the assumption 
that the final element of the unknown filter is significantly different 
from zero. This analysis also provides a systematic way to select the 
key parameters in the FT learning algorithm, first proposed by Gong 
and Cowan, to ensure convergence to permit calculation of the true tap-
length of the unknown system and motivates the need for adaptation 
in the leakage factor during learning. 
5.3.1 Analysis of the tap-length update function 
As defined earlier, boldface letters are used to denote random van-
abies. Let {d( i), Ui, v( i)} denote realizations of the real random quan-
tities {d(i), Ui, v(i)}. To simplify the analysis, three assumptions are 
therefore made: 
AI) The input u(i) is a zero-mean stationary white signal with vari-
ance O"~ and the input vector Ui is uncorrelated with Uj for i # j. 
A2) The background noise v(i) is abo a zero-mean stationary white 
signal with' variance O"~ and uncorrelated with Vj for i # j and 
u(j) for all j. 
A3) The final optimum weight vector coefficient is sufficiently different 
from zero, wO(M) # O. 
After the initial convergence, assuming close proximity to the opti-
mal adaptive filter length and small misadjustment, the converged tap-
length E[L(oo)] should be designed to vary within [M +6 -1, M +6], 
from which the true tap-length of the unknown system M can be found. 
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When E[L( 00)] equals to M +.0. ~ 1, the fractional tap-length function 
should be increased towards M +.0., namely E['1]Af+~-I(OO)] > 0:/{3. 
On the other hand, when E[L(i)] = M +.0., the fractional tap-length 
should be decreased, namely E['1]Af+~-l (00)] < 0:/ {3. Therefore, the 
problem becomes how to select the parameters 0: and {3 in equation 
(5.2.6) to satisfy the above requirements. In order to make the ap-
propriate selection of 0:/ {3, the performance of '1]M+~-1 (i) should be 
evaluated, which is, 
( .) _ ((M+~_I)(.))2 ((M+~_I).)2 '1]M+~-1 l - e M _ 1 l - eM+~_1 (l) (5.3.1) 
Taking statistical expectation of both sides, expression (5.~.1) becomes 
(5.3.2) 
Due to the assumption A2, the following expression is obtained 
(5.3.3) 
where WO( M) is the final coefficient of the tap weight in the unknown 
system, B is formulated by, 
B = E [(ui(l : M +.0. - l)[wO(l : M +.0. - 1) - wi(l : M + to - 1)])2] 
(5.3.4) 
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and A is constructed as, 
A=E [(ui(1 : M -1)[wO(1 : M-I) - wi_I(1 : M - 1)])2] 
-2wO(M)E[ui(M)ui(l: M -1)wi_I(I: M-I)] 
+2wO(ivI)E [ui(M)ui(1 : M - 1)]wO(1 : M-I) 
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(5.3.5) 
According to the assumption AI, ui(M) is uncorrelated with ui(1 : 
M-I) and Wi-I (1 : M-I). Thus, the result of the last two items on 
the right side of equation (5.3.5) is zero. Therefore, as i -> 00, equation 
(5.3.3) becomes 
E[ ( )) _j(M+ll-I) _ j(M+ll-I) 2 O(M)2 ( ) TJA/+l::J.-l 00 - M-I, excess M+l::J.-l, excess + au'W 5.3.6 
(AI+ll-I) I j(AI+ll-I) . . . 
where JM _ 1, excess anc M+l::J.-l, excess are used to Indicate the steddy-
state ElvlSE, namely, 
j (,,"l+ll-l) -E [( ( . M ) - ( . M ))2] M-l,cxccss- Ui 1. -1 Wi 1 . - 1 (5.3.7) 
(AI +ll-I) _ E [( ( . ) - ( . ) )2] ( ) JM+ll-1,excc.,- Ui I.M + Cl. - 1 Wi 1. !vI + Cl. -1 5.3.8 
where the error vectors {wi(1 : M-I), wi(l: M + Cl. -I)} are defined 
by 
wi(1 : M - 1)=wO(1 : AI - 1) - WHO: M-I) (5.3.9) 
wi(l: M +.6. - 1)=wO(1 : AI +.6. -1) - wi_I(I: AI +.6. - 1). (5.3.10) 
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For E[L(i)] = M +6, after the same manipulations as in (5.3.2)-(5.3.6)' 
the converged E['1/AI +6 (00)] can be obtained as, 
[ ( )] (M+6) (AI+6) E 1]A1+6 00 = J/J.!, excess - JlI!+6, excess 
=- [u;(M + 1: M + 6)w;(M + 1: M + 6)]2 (5.3.11) 
the result of which is a small negative value. Therefore, given that the 
leakage parameter is positive, E['1/M+6-1(OO)] should be bigger than 
. . I O( "1)2 J(AI+6-1) J(M+6-l) . d . 
zero, lldme y w 1V.J > 1\-/-1, f~xcess - • A1+6.-1, excess as requlre ll~ 
A3. Only when the ratio of the optimum parameters 0./ f3 is chosen 
bigger than zero and smaller than the value of E['1/AI+6-1(OO)], can the 
resulting steady-state tap-length of the FT algorithm be used to find 
the true tap-length of the system. 
However, in the FT algorithm E[L(oo)] may converge to it value 
within (M, !vI +6] when the parameters a. and f3 are not chosen appro-
priately. Thus, the analysis for this case is developed. The expectation 
of the f\'lSE difference, E['1/L(oo)] is given by, 
(5.3.12) 
where M < L :::; M + 6. Applying the same manipulations as in the 
earlier analysis, as i -> 00, expression (5.3.10) becomes 
[ )] (L) (L) E 1]L(OO = JL _ 6 , excess - JL , excess 
+(M + 6 - L)llwO(L - 6 + 1: M)W. (5.3.13) 
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The steady-state EII'ISE of the LMS algorithm in [6J is formulated as 
(5.3.14) 
According to the stability condition of the LMS algorithm (see [4]), the 
value of /1Lu~ is chosen significantly smaller than 2. As a result, the 
EMSE of the LMS algorithm (5.3.14) becomes 
L 2 2 J . /1 UuUv 
LM S, excess ~ 2 (5.3.15) 
In order to facilitate the analysis, it is assumed that with a small /1 
the difference between the segmented EMSE and the full length EMSE 
is trivial compared to (M + il - L)u~lllf)O(L - il + 1 : M)W. Thus, 
equation (5.3.13) is approximated as 
(5.3.16) 
From the above analysis, it is clear that E[71doo)J is a monotonic non-
increasing function with respect to the tap-length L, which is within 
the range (NI, NI + ilJ. From the above analysis, when the value of 
0i1f3 is close to zero the converged E[L(oo)J will vary within [M + 
il - 1, M + il], which can be utilized to calculate the true tap-length 
of the unknown system. However, when Oil f3 is chosen too small, as 
observed in [14J the "wandering" problem occurs in the DTL estimation, 
which results in a very slow convergence rate for the adaptation of 
the fractional tap-length of the adaptive filter. Careful choice of Oil f3 
is therefore crucial for successful operation of the FT algorithm, and 
this motivates the work of the development of a Bew FT strategy with 
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leakage factor adaptation to satisfy these requirements in both DTL 
and ITL estimations. In the proposed algorithm, a variable leakage 
factor based on the squared smoothed error is used to improve the 
convergence behavior of the fractional tap-length as compared to the 
original FT algorithm. 
5.3.2 Proposed novel algorithm and performance analysis 
Due to the analysis in the above subsection, a novel algorithm based 
on the FT algorithm [17] is therefore proposed to control leakage factor 
adaptation. The objective is to allow the leakage factor a( i) to be big 
enough during the learning stage to avoid the "wandering" problem 
but to approach the desired value in the steady-state to limit the con-
verged range of E[L( (0)]. To achieve this objective, the use of smoothed 
errors [61], [62], [63] is introduced in the proposed algorithm, which ex-
ploits an estimate of e(i) to control leakage factor update. To facilitate 
analysis, the full MSE e~~;))(i) is replaced by e(i). Let {e(i)} denote 
the realizations of {e(i)}. Such an estimate is a time average of e(i), 
formulated as, 
p(i) = pp(i - 1) + (1 - p)c(i) (5.3.17) 
where p (0 « p < 1) is a forgetting factor and the initial value is chosen 
as p(O) = O. The positive parameter p governs the timc averaging 
window to reduce the effect of the distant past and adapt to the current 
statistics. In the steady-state, as the error autocorrelation approaches 
zero, the resulting a( i) decreases to the desired value. Therefore, the 
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proposed leakage factor update is given by 
\ 
~ if a(i) < a max a( i.) = p"(i)+5 
CYmax otherwi.se 
If(i + l)=lf(i) - a(i) + j3 . 1'/1-(i) (i) 
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(5.3.18) 
(5.3.1!J) 
where 15 indicates a positive constant and 1'/L(i) (i) is the difference of the 
errors a.s defined in (5.3.12). As a result of the averaging operation, the 
instantaneous behaviour of the leakage factor will be smoother. 
For convenience of analysis, the following assumption is established: 
A4) In the steady-state, if the EMSE is much smaller than the MSE, 
the full error signal e( i) is approximately equal to the noise signal 
v( i) in the system identification case. 
Since the squared norm of the smoothed errors p2(i) plays a key role 
for the proposed algorithm, a steady-state performance analysis of this 
term is firstly developed. From (5.3.17), the recursive expression of p(i) 
can be formed as 
p(i) = (1- p) I>i-je(j) (5.3.20) . 
j=1 
with p(O) = 0 and e(O) = l. Let p(i) denote the realization of p(i). 
The expected performance of the squared norm of p( i) can be obtained 
E[p2(i)] = (1- p)2 L L Cj,k (5.3.21) 
j=1 k=1 
where Cj,k is defined as 
(5.3.22) 
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The following analysis will only discuss the item in the steady-state, i.e. 
j and k are both steady-state time indices. The l\'ISE is given by [64) 
E[e2 (i)) = Em;', + Ecx(i) (5.3.23) 
where Emin indicates the minimuril value of the MSE and Ecx( i) denotes 
the EMSE. In the steady-state, when j = k, (5.3.22) therefore becomes 
C( ") 2i-2J( ( )) ],] ;:::::::: P (min + (ex 00 (5.3.24) 
From assumption A4, with Ecx(OO) « E[e2 (00)) and Emin = a~, (5.3.24) 
becomes 
(5.3.25) 
where a~ is the variance of the noise signal. When j cl k, the samples of 
errors can be assumed uncorrelated, i.e., E[e(j)e(k)) = 0, which yields, 
C(j,k) = ° (5.3.26) 
Substitute (5.3.25) and (5.3.26) into (5.3.21) to obtain 
lim E[p2(00)) "" (1 - p)2 L p2(i-j)a~ 
i-DO . 
(5.3.27) 
J=n 
where n is the time index when the system is assumed in steady-state. 
Since ° « p < 1 holds, expression (5.3.27) is simplified as 
E[p2(00)) = 11 - P a~ 
+p 
(5.3.28) 
Therefore, when 0"» p2(i) is chosen as i -> 00, according to (5.3.18), 
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the converged variable leakage factor is obtained 
a(CXl) '" (1 - fJ)a~ 
-'-;-( 1=-+--'-;:1')78 
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(5.3.29) 
In addition, when 8 is smaller than the square of the instantaneous 
errors and amax is big enough, (5.3.18) leads to a(i + 1) = a max during 
the initial learning. Therefore, proper oelection of I' and 8 enables the 
variable leakage factor to become large initially but to converge to the 
desired value in the steady-otate. 
It is clear that as compared with the original FT learning algorithm, 
two additional update equations (5.3.17) and (5.3.18) are involved in 
the proposed algorithm. The added complexity is therefore onc divi-
sion, two additions and three multiplications per iteration. 
The following simulation study is preoented in order to verify the 
advantage of the proposed algorithm. 
5.3.3 Simulations 
This section shows results of the computer simulations which compare 
the performances of the original FT learning algorithm and the novel 
algorithm. Experiments are performed in a system identification model. 
Although the performance analysis is studied for the stationary envi-
ronment, the simulations are carried out in the nonstationary environ-
ment, where the system weight vector abruptly changes at a certain 
time. The input signal u(i) is a zero-mean white-noise Gaussian se-
quence with a~ = 1 and the background noise is also a zero mean 
white-noise Gaussian sequence with a~ = 0.001. The coefficients of 
the adaptive filter were initialized with zeros. Simulated results are 
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Figure 5.1. Two unknown systems: a) I'V,; b) W2 . 
obtained by averaging 200 independent runs. 
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There are two unknown systems W, and W2 adopted to be tested. 
The coefficients of these filters are chosen from a zero-mean uniformly 
distributed random sequenc~ and the tap-lengths are 20 and 10 re-
spectively, shown in Figures 5.1(a) and 5.1(b). To satisfy A3, both 
variances of the final coefficients W,(M)2 and W2(M)2 are always big-
ger than 0.01. Initially, the unknown system is assumed to be IV" a 20 
tap-length filter; then after 2000 instants, it is replaced by W 2 , which 
has a 10 tap-length; then after 4000 instants, W, is recalled to sub-
stitute H'2 to be the unknown filter. The choice of parameters follows 
the guidelines of the corresponding publications [17], [18]. For b9th 
algorithms, the parameter 6. = 6 is selected and the initial tap-length 
L(O) equals to the minimum tap-length Lmin = 6. + 1 = 7. And the 
step-size (3 for the fractional tap-length update is set as unity. It is well 
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known that, for the case of uncorrelated Gaussian data, the resulting 
bound of the step-size is obtained as follows [65]: 
2 
0< J1 < 3Tr(Ru) (5.3.30) 
In this example, the step-size of the adaptive filter is therefore chosen 
as J1 = 0.005, which not only ensures the stability of LMS but satisfies 
h d · . O( "')2 J(M+C>-I) J(M+C>-I) . I '1 d . t e con ItIon 10 IVl > M-I, exccss - AJ+~-l, exccss as (escn)e In 
Subsection 5.3.1. The leakage factors of the FT algorithm are chosen 
as 0.1 and 0.0005 respectively. For the proposed algorithm, a max IS 
chosen as 0.1 and " = 0.01 is used to control the adaptive leakage 
factor. And the smoothing factor of the error is chosen as p = 0.99, 
which results in the converged smoothed MSE of the novel algorithm 
having approximately the value of 0.0050'~, as in equation (5.3.19). 
Figure 5.2(a) illustrates the evolution curves of the fractional tap-
length adaptation. Figure 5.2(b) plots the learning curve of the adap-
tive leakage factor. According to equations (5.3.16) and (5.3.18), the 
converged leakage factor can be estimated and the value is approxi-
mately 0.0005. As expected, Figure 5.2(a) shows that the proposed 
scheme not only avoids "wandering" in high value areas, which the FT 
algorithm with Cl< = 0.0005 encounters during the period [2001, 4000], 
but also obtains an improvement that its fractional tap-length better 
calculates the true tap-length as compared to the FT algorithm with 
Cl< = 0.1 for example during periods [1000, 2000], [2500, 4000] and 
[5000, 6000]. 
In addition, it gives a good compromise for the fractional tap-length 
convergence rate in both the ITL estimation and the DTL estimation. 
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F igure 5 .2 . Learning curves of the FT algorithm and the proposed 
algorithm for Gaussian data by averaging 200 Monte Carlo runs in 30dB 
SNR: a) fractional tap-length, b) leakage factor. 
The learning curve in Figure 5.2(b) shows the fluctuation of the variable 
leakage factor in the time varying scenario which confirms the tracking 
ability of the variable leakage factor. Therefore, it is dear that when 
the value of the leakage factor of the Dovel scheme for the true tap-
length is located in the approximate range (0.0005, 0.1) , the proposed 
algorithm can be utilized to seardl for the true tap-length without the 
"wandering" problem. 
5.4 A new VT algorithm with second and fourth order statistics 
Several VTLMS algorithms have been proposed in recent years [13], 
[14], [15], [16], [54], [56J, [66J; a summary of these works is given in [17J. 
All the above work on the VTLMS algorithms on the update of both the 
adaptive filter coefficients and the tap-length of the LMS algorithm are 
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based on second order statistics (SOS). It is well known that algorithms 
based on higher order statistics (HOS) potentially work more efficiently 
for sub-Gaussian noise environments since they utilize the information 
contained in higher order moments, which yields a better approximation 
of the actual distribution of the signal. A typical algorithm is the 
least mean fourth (LMF) algorithm, which has been proved to have a 
faster convergence rate as compared with the LMS algorithm [67] in 
sub-Gaussian noise environments. However, it suffers from a stability 
condition. If the LMF algorithm is initialized far from the optimal filter 
coefficients, it may be unstable [68]. 
Motivated by the FT algorithm, the next subsection will describe a-
new VTLMS algorithm, in which the update of the tap-length is con-
trolled by fourth order statistics whilst the coefficient update retains 
as conventional LMS form. Such an approach utilizes the good proper-
ties of both SOS and HOS, i.e., good stability and quick convergence. 
As will be shown by simulations, the proposed approach has a faster 
convergence rate as compared with the FT variable tap-length LMS 
algorithm in sub-Gaussian noise environments. 
5.4.1 Proposed algorithm 
It is clear to see from (5.2.6) that in the FT algorithm, the tap-length 
of the adaptive filter is updated based on the information provided 
by SOS, i.e., squared value of instantaneous errors, and no HOS in-
formation is utilized. In the proposed algorithm, the update of the 
coefficients of the adaptive filters still utilizes the SOS, i.e., the LMS 
algorithm, to have a good stability property, but the update of the 
tap-length is driven by HOS to obtain a faster convergence rate. The 
Section 5.4. A new VT algorithm with second and fourth order statistics 125 
update of the tap-length of the proposed algorithm is as follows 
(5.4.1) 
It is clear to see that the update equation (5.4.1) is very similar to 
(5.2.6), and the fourth moments of the instantaneous errors are utilized. 
In order to speed up the convergence rate of the tap weight adaptation 
in the proposed algorithm, the step-size is made variable rather than 
fixed, according to the range of Jl described in [14]: 
M(i) = /i / [(L(i) + 2)(J~J (5.4.2) 
where /l is a constant and (J~ is the variance of the input. The coef-
ficients of the adaptive filter are then updated according to the LMS 
algorithm by using L(i) and /1(i). As analyzed in [57] the parameter 
(3 controls the adaptation process of the variable tap-length. Similar 
to that in [17] the tap-length L(i + 1) which will be used in the adap-
tat ion of the filter weights in the LMS algorithm is obtained from the 
fractional tap-length If(i + 1) according to (5.4.1), and the step-size 
is chosen according to (5.4.2), followed by the update of the adaptive 
filter coefficients according to the LMS algorithm. 
By decomposing (3 [(e~~g))(i))4 - (e~~g~6. (i))4] in expressing (5.4.1) 
into (3 [( e~~g)) (i) j2 + ( e~~g~6. (i) )2] [( e~~g)) (i) J2 - ( e~g~6. (i) )2] , one can 
find that the proposed algorithm can be deemed as the FT algorithm 
. h . 11 t (3 [( (L(i)) ( '))2 (L(i)) ('))2] A 1 WIt a vana) e parame er eL(i) 1, + e L (i)_6. 1, • s comparec 
with a fixed parameter (3, it is large initially and small in the steady-
state. Thus as compared with the FT algorithm, the proposed al-
gorithm will have a smaller variance of the tap-length but a similar 
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convergence rate of the tap-length, which results in a quick conver-
gence rate of the EMSE, but also reduces or avoids the under-modeling 
phenomenon. As will also be shown in the simulations in the next sub-
section, the proposed algorithm has a better performance as compared 
with the FT algorithm in sub-Gaussian noise environments. 
5.4.2 Simulations 
Two simulations are performed in this section to show the advantages 
of the proposed algorithm as compared with the FT algorithm in sub-
Gaussian noise environments. The setup of the first simulation is as 
follows. The impulse response sequence of the unknown filter is a ran-
dom sequence with zero mean and variance 0.01. The tap-length Lop, 
is set to 200. The input signal is a white Gaussian sequence with zero 
mean and unit variance. The noise signal is a white uniformly dis-
tributed sequence with zero mean and scaled to make the SNR OdB. 
The parameter 1/ in (5.2.8) is set to 2. The step size fJ.' in (5.4.2) is set 
to 0.5. The leakage parameter a is set to 0.01, and t. is set to 20. 
To show the advantages of the proposed algorithm, the original 
FT algorithm is perforn:ed with different values f3 = 1 and f3 = 5 
respectively. The parameter f3 for the proposed algorithm is set to 0.2. 
In Figure 5.3, one run of the simulation is plotted according to the 
above set up. It is clear to see in Figure l(a) that the tap-length of 
the proposed algorithm has a similar convergence rate as that of the 
FT algorithm with a parameter f3 = 5, but has a much smaller steady 
state variance. For the FT algorithm with a large parameter f3 = 5, 
the under-modeling phenomenon appears, which results in an increase 
of the EMSE, as can be seen in Figure l(b). The proposed algorithm 
Section 54. A new VT algorithm with second .and fourth order statistics 
100 
50 
o 
w -10 
~ 
~ 
w -20 
-30 
t 
Under-modelling 
0.2 04 0.6 0.8 11 14 
--Proposed 
FT (P" 1 ) 
FTI/'5) 
1.6 1.' 
Sample number 
(b) Evolution QJryas 01 EIolSE 
flip: 1 J Under-modelling --Proposed FTI/") 
FTI"5) 
-,, '----:-::---:-::---:-::---:-::-~---:':---;':---:'::---:'::----:! 02 0.4 06 0.8 12 1.4 1.6 1.8 
Sam~le number 
127 
Figure 5.3. The evolution curves of the tap-length and EMSE for 
both the proposed algoritlun and the FT algorithm with a uniformly 
distributed noise and SNR=OdB. 
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Figure 5.4 . The evolution curves of the EMSE for both the proposed 
algorithm and the FT algorithm with a uniformly distributed noise and 
SNR=OdB, obtained by averaging 100 independent runs. 
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has both a quicker convergence of the tap-length and the ElvlSE as 
compared with that of the FT algorithm with (3 = 1. 
Figure 5.4 shows the evolution curves of the EMSE of both algo-
rithms by averaging the results of 100 independent runs. It is clear to 
see from this figure that the proposed algorithm has a similar conver-
gence rate of the EMSE with that of the FT algorithm with (3 = 5, but 
approximately 8dB EMSE improvement. It has a similar steady-state 
EMSE with that of the FT algorithm with (3 = 1 but a quicker conver-
gence. Based on the above simulation results it can be concluded that 
the proposed algorithm outperforms the FT algorithm in this uniform 
distributed noise environment. 
In the second simulation, the set up is the same as that of the first 
simulation, but the noise is a binary sequence and scaled to make the 
SNR. OdB. Similar to that of the first simulation, Figure 5.5 shows the 
evolution curves of the tap-length and EMSE obtained from a single 
run of both the proposed algorithm and the FT algorithm. In Figure 
5.6, the evolution curves of both algorithms are obtained by averaging 
the results of 100 independent runs. Again, it is clear to see from both 
Figure 5.5 and Figure 5.6 that the proposed algorithm outperforms the 
FT algorithm for the binary noise environment. 
5.5 Conclusions 
This chapter presented a novel adaptive leakage factor variable tap-
length learning algorithm based on the FT algorithm together with an 
analysis of the converged difference between the segmented MSE of a 
filter formed from a number of initial coefficients of an adaptive fil-
ter, and the MSE of the full adaptive filter, which motivated the novel 
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Figure 5.5. The evolution curves of the tap-length and EMSE for 
both the proposed algorithm and the FT algorithm with a binary noise 
sequence and SNR=OdB. 
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scheme. The simulation results have confirmed the advantages of the 
presented algorithm over the original FT algorithm in terms of the per-
formance behavior of the fractional tap-length to ensure convergence 
to permit calculation of the true tap-length in both the ITL estimation' 
and DTL estimation cases. Although this chapter focuses on the un-
correlated white-noise input, further improvements can be expected by 
extending it to general coloured input. In addition, a new VT adaptive 
algorithm based on the FT method is also proposed in this chapter. 
In this algorithm, the update of the tap-length is controlled by fourth 
order statistics. As have been shown by simulation results the proposed 
algorithm has a better performance as compared with the original FT 
algorithm in sub-Gaussian noise environments, and can be potentially 
utilized in many applications. The work of this chapter provided a 
deeper understanding of VTLMS algorithms based on the FT method, 
which motivates the further study of tap-length adjustment within dis-
tributed adaptive estimation. 
Chapter 6 
VARIABLE LENGTH 
FILTERING WITHIN 
INCREMENTAL LEARNING 
ALGORITHMS FOR 
DISTRIBUTED ADAPTIVE 
ESTIMATION 
6.1 Introduction 
Distributed solutions, only exploiting local data exchanges and com-
munications between immediate neighboring nodes, have been pro-
posed for adaptive networks [1] and [27], with the purpose of reducing 
processing and communications requirements as compared to central-
ized solutions. 'The applications of such distributed adaptive networks 
range from sensor networks to environmental monitoring and factory 
instrumentation [8] and [9]. However, in many applications of such 
distributed adaptive estimation the tap-length of the adaptive filters 
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is assumed fixed, which is not appropriate for certain situations where 
the optimal tap-length is unknown or variable. 
The concept of tap-length adaptation is therefore introduced in the 
design of the structure of thc adaptive filter. With low-complexity and 
robustness, the FT learning algorithm based on squared instantaneous 
errors has been proposed in [17) to obtain improved convergence per-
formance, as compared with other methods. The steady-state perfor-
mance analysis of the FT algorithm is provided in [17) and [18), which 
also provides a guideline for parameter selection in the FT algorithm. 
Motivated by both the ideas of distributed adaptive estimation 
and variable tap-length, this chapter proposes an adaptive learning 
algorithm which solves the parameter estimation problem in a dis-
tributed network where the tap-length of the optimal filter is not known. 
The steady-state performance of the new algorithm for Gaussian data 
is studied using weighted spatial-temporal energy conservation argu-
ments [1), [21). In particular, theoretical expressions are derived for 
the MSD, EMSE and MSE of each node within the network. Simula-
tion studies are presented to confirm the convergence properties of the 
scheme and to verify the theoretical results. 
6.2 Estimation problem and formulation 
Consider an N - node network, where data are observed and collected to 
seek an unknown system vector wo, whose tap weights and tap-Icngth 
are desirable to be estimated. Note that the adaptation rules can be 
decoupled into the tap weights and tap-length adjustments respectively, 
which means that the selection of one does not explicitly depend on the 
other. Assuming the tap-length is L, which is estimated by the tap-
Section 6.2. Estimation problem and formulation 133 
length search solution that will be discussed later, each node k obtains 
the time observations {dk(i), Uk,J of zero-mean complex spatial data 
{dk, ud at time instant i. Each d k is a scalar value and each Uk is a 
1 x L row regression vector. In order to seek the unknown coefficients of 
w, which is a 1 x L vector, the linear minimum mean-square estimation 
pro blem is formulated as: 
min JIL)(w) and JIL)(w) = Elld - Uwl1 2 (6.2.1 ) 
w 
where two global matrices of the desired response and regression data 
are defined by 
(6.2.2) 
(6.2.3) 
Let Wi be an estimate for WO at time instant i and 'lj;k( i) be a local 
estimate for WO at node k at time instant i. The incremental stcepest-
descent solution [lJ is introduced to estimate the optimal solution WO by 
iterating 'lj;o(i) through an incremental network in the following manner: 
(6.2.4) 
which begins with the setup of the initial condition 'lj;o(i) = Wi-I at 
node 1. 
With the assumption of the tap-length L, the segmented cost func-
tion is defined 
(6.2.5) 
where 1 :s; M :s; L, WM and U M consist of the initial M elements of w 
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and the initial M column vectors of U, respectively, as 
WAJ~col{w(l), ... , w(M)}, (1 x M) 
UAJ~col{ul(l: M), ... , uN(l: M)}, (N x M). 
134 
(6.2.6) 
(6.2.7) 
Thus, t.he minimum difference of mean-square errors estimat.ion prob-
lem is posed to seek the optimal tap-length L" for the adapti vc filters 
(6.2.8) 
where c, predetermined by system requirements, is a small positive 
value and 6. is an integer value to avoid the suboptimum tap-lengths. 
Motivated by distributed adaptive estimation, the segment cost 
function and full cost function can be decomposed as 
where 
N 
Jl~l,.(w)= L J~~L6 (w) 
k=l 
N 
.JIL)(w) = L J~~:(w) 
k=l 
(6.2.9) 
(6.2.10) 
Jk,L_6(w)=Eldk - uk(l : L - 6.)w(l : L - 6.W (6.2.11) 
Jk,L(w)=Eldk - ukwl2. (6.2.12) 
Therefore, (6.2.8) for distributed adaptive estimation is formulated as 
N N 
min {LI L Jk~:_6(W) - L Jk~2(w) :::; c} , (6.2.13) 
k=l k=l 
Such results lead to the fractional tap-length adaptation function (5.2.7) 
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being rewritten as 
where 
(6.2.16) 
With proper choice of Ci and (3, such a distributed algorithm can obtain 
L(i) --> LO i!>; i --> 00 for any initial condition, where LO is an optimal 
tap-length and always larger than the true tap-length of WO. Let ek,j(i) 
denote the local estimate of t.he fract.ional tap-lengt.h at. node k at t.ime 
i. The paramet.ers Ci and {3 can be decomposed to Ci = L:~=l Ok and 
{3 = L:~=l {3k respectively, where Cik indicates the local leakage factor 
and (3k dEmotes the local st.ep-size for ek,j(i) adaptation at node k. In 
the defined cycle, node k received t.he estimated fractional t.ap-length 
ek_1,j(i) from the node k - 1. At each time instant i, it. starts with the 
init.ial condition eO.j(i) = Lf(i) at node 1 (Lf(i) is the current global 
estimation). At the end of the cycle, the local estimation eN,f(i) is 
employed as t.he global estimation Lf{i + 1) for the next time i + 1 
and the integer t.ap-length L(i + 1) is also evaluated by (5.2.8). Such 
implementation of a centralized solution for tap-length adaptation is 
described as follows: 
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Table 6.1. Pseudo-code implementation of centralized solution. 
For each time instant i 2': 0 repeat: 
€o,f(i) = Lf(i) 
For k=I, ... N 
€k,J(i) = €k-l,f(i) - Ok + (Jk 'lk(Wi-,) 
end 
Lf(i + 1) = €N,J(i) 
. {Rd [Lf(i + 1)] ifIL(i) - Lf(i + 1)1 2': v 
L(2 + 1) = 
L( i) otherwise 
_ ( (L(i)) ) 2 ((L(i)) ) 2 
where Ik(Wi-l) - ek,L(i)_~JWi-l) - ek,D(i)(Wi-,) 
where it always holds that €k,J(i) 2': L miu , which is the minimum tap-
length. This method also requires all nodes to access the global in-
formation Wi-l and only adapts the integer tap-Iengt.h at. t.he end of a 
cycle. A fully distributed solution can be achieved by evaluating the 
segmented mean-square error and mean-square error from its local esti-
mate 1/Jii2,. This approach leads to distributed adaptation for both tap 
weight.s and tap-length. For the estimation of tap weights, a distributed 
version of algorithm of (6.2.4) is presented in [1] as 
Let Lk(i) denote the local integer estimate of L" at node k at time i. 
A distributed solution for tap-length adaptation is summarized below: 
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Table 6.2. Pseudo-code implementation of distributed solution. 
where 
For each time instant i :::: 0 repeat: 
eO,j{i) = Lf{i) 
For k=I, ... N 
ek,f(i) = ek-l,j(i) - Qk + fik . 'Yk(,pii~l) 
. {Rd [ek(i)1 ijILk(i) - ek,j(i) I :::: Vk 
L k+1 (t) = 
L k ( i) otherwise 
end 
(Lk(i)) ( (i)) d (.) ,/,(i) 
Ck,Ldi) 1fJk - 1 = k'f - Uk,i'Pk_l (6.2.19) 
Figure 6.1 illustrates that in optimization theory the distributed solu-
tion can outperform the centralized solution. The simulated curves 
are obtained by averaging 500 independent Monte Carlo runs with 
J.lk = 0.05. The network utilized in the experiment has 12 nodes 
and seeks an unknown filter with variable tap-length M = 10 for 
i :::: 140 otherwise M = 19. The input signal is Gaussian data with 
R" k = I and the background noise is zero mean real white Gaussian 
with cr~,k = 0.001. For both algorithms, the selection of the parameters 
is set as: Vk = v = 1, Qk = 0.03, fik = 1, 8. = 4 and Lm;n = Lf{O) = 6; 
such selection follows the rules in [17], [181. Note that, in theory, the 
upper bound for the value of fractional ta:p-Iength is not necessary to 
be chosen. However, since the length estimation uses instantaneous 
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Figure 6.1. Evolution curves for the distributed solution and the 
centralized solution at node 1: a) EMSE performance b) Fractional 
tap-length performance. 
errors rather than averaged errors, the fractional tap-length may be, 
at certain time instants, at an undesired large value, which lea£ls in-
stantaneously to high computational and memory cost. Therefore, in 
practice, the upper bound is required to avoid such a situation. The 
performance of the distributed solution for an incremental network is 
studied in the subsequent section. 
6.3 Performance analysis 
In this section, weighted spatial-temporal energy conservation argu-
ments [11 are used to evaluate the steady-state performance of the dis-
tributed algorithm. The following assumptions are utilized 
AI) In order to simplify the analysis, the estimated tap-length is as-
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sumed to be fixed in the steady-state. 
A2) The unknown system vector WO and {dk(i), Uk,,} construct: 
(6.3.1) 
where vk(i) is a temporally and spatially white noise sequence 
with variance CT~ k and independent of d l (j) for k # l or i # j and 
Ul,j for all I and j; 
A3) Uk,i is spatially and temporally independent, namely Uk,i is inde-
pendent of Ul,i and Uk,j for k # l or i # j 
The following local error signals defined as in [1 J are introduced to 
perform the evaluation: 
.I.Ci) ~ 0 .I,Ci) 
o/k-l - 10 - o/k-l' 
.I.Ci) ~ 0 .I,Ci) 
'Pk - w - 'Pk 
e (i) ~ U·I.Ci) 
a,k - k,Zo/k-l' 
Introduce further the weighted error signals: 
(6.3.2) 
(6.3.3) 
(6.3.4) 
where Ek is an arbitrary Hermitian positive-definite weighting matrix 
at each node k. Note that the output error ek(i) = ea,k(i) + vk(i). As 
a result, the steady-state quantities for each node are formed as 
(MSD) 
(MSE). 
(6.3.5) 
(6.3.6) 
(6.3.7) 
Section 6.3. Performance analysis 140 
where the weighted norm notation Ilxll~ = x'Ex is used with a vector 
x and Hermitian positive-definite matrix E > O. 
As presented in [1], the spatial-temporal energy conservation rela-
tion between two successive nodes is given by 
(6.3.8) 
where E~ is given by 
Assume that the regressors are from a circular Gaussian distribution 
and introduce the eigendecomposition Ru,k = QkAkQ~, where Qk is 
unitary and Ak is a diagonal matrix with the eigenvalues of Ru,k' The 
transformed quantities are defined as 
Since Qk is unitary, it is easy to derive EII.j;k-lllt = EII1,i!k-lllt and 
Ellukll~ = Ellfikll~· Let Tr{A} denote the trace of a matrix A. Using 
the results for Gaussian data [6]' the transformed expressions from 
(6.3.8) and (6.3.9) are obtained 
(6.3.10) 
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where f:;, is given by 
(6.3.11) 
where X k = Akf:k+f:kAk and Yk = AkTr(f:kAk)+TAkf:kAk with T = 1 
for complex data and T = 2 for real data. 
A different method for the analysis as compared with that in [11 is 
therefore used for originality, the M2 x 1 vectors as in [61 are therefore 
introduced 
(6.3.12) 
to develop expressions (6.3.10) and (6.3.11). One can exploit the fol-
lowing useful property for the vec{·} notation when working with Kro-
necker products as in Chapter 2 and 3: for any matrices {P, L:, Q} of 
compatible dimensions, it holds that 
vec{PL:Q} = (QT ® P)vec{L:}. (6.3.13) 
The choice of L:k can make both f:k and f:~ become diagonal in (6.3.11). 
Applying the vecr} operation to both sides of (6.3.11), a linear relation 
between the corresponding vectors {O~, Ok} is obtained, namely, 
(6.3.14) 
where Fk is an !vI2 x M2 matrix and given by 
(6.3.15) 
------------------------ - -- -
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Therefore, expression (6.3.10) becomes 
(6.3.16) 
where the time index i is recalled for clarity. For simplicity of notation, 
the vec{·} notation is dropped from the subscripts in (6.3.16): 
(6.3.17) 
Let Pk = if;ioo), then 
(6.3.18) 
By iterating (6.3.18) over one cycle, N coupled equations are obtained: 
Ellplll~, =EllpNIILol + glo, 
Ellp211~2 =Ellplll~202 + g202 
Ellpk-IIIL, =Ellpk-211~k-lOk-l + gk-IOk-1 
Ellpkllt =Ellpk-lll~kOk + gkOk 
(6.3.19) 
(6.3.20) 
with gk = J1.%(J~ k),.T· Choose the free parameters Ok and Ok-I such 
that Ok-I = Fkok and combine (6.3.19) and (6.3.20), then iterate this 
------ - ----------
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procedure across the cycle to obtain 
Let 
then 
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(6.3.21) 
(6.3.22) 
(6.3.23) 
(6.3.24) 
Since the weight vector Ok-l in (6.3.24) is selected arbitrarily due to 
Ok-l = vec~k_l' choosing Ok-l = (I - I1k_1,d-1q or Ok-l = (I -
I1k_ 1,1)-1 Ak results in the expressions for the steady-state MSD, EMSE 
and MSE at node k: 
17k=Ellpk-lll~ = ak-l(I - I1k_1,1)-lq (MSD) 
(k=Ellpk-lIIL = ak-l(I - I1k - 1,1)-1 Ak (EMS E) 
(MSE) 
(6.3.25) 
(6.3.26) 
(6.3.27) 
where q = vec{I} and Ak = vec{ Ad. In the subsequent section, simu-
lation study verifies the theoretical expressions (6.3.25)-(6.3.27). 
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Figure 6.2. Node profile throughout the network: a) Input power; b) 
Noise power; c) Correlation index; d) SNR. 
6.4 Simulations 
A system identification model is used in this section in order to demon-
strate the performance of the proposed algorithm, whose theoretical 
performance and computer results are compared in the simulations. 
Although the analysis is developed based on the independence assump-
tions, regressors with shift structure in all the simulations are used in 
order to approach real-time scenarios. All simulated results are aver-
aged by using 100 independent Monte Carlo runs to generate the per-
formance curves. The steady-state curves (MSD, EMSE and MSE) are 
obtained by averaging the last 5000 instantaneous samples of 50,000 
iterations. Consider a network with 20 nodes to seek an unknown fil-
ter with M = 10 taps, whose coefficients are selected from a uniform 
distributed sequence. A correlated Gaussian signal is used to generate 
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Figure 6.3. Fractional tap-length versus node k - ILk = 0.02. 
the inputs at each node k which satisfies the recursion 
(6.4.1) 
Expression (6.4.1) produces a first-order autoregressive (AR) process 
with a pole at ak; Ck is a white, zero-mean, Gaussian random sequence 
with unity variance, ak E (0,1] and bk = J(J~,k' (1 ~ a%). In this way, 
the covariance matrix R'U,k of the regressor Uk,i is an !vi x /v! Toeplitz 
matrix with entries Tk(rn) = (J~,ka~ml, rn = O, ... !vI ~1 with (J~,k E (0,1]. 
The background noise has variance (J~ k E (0,0.1] across the network. 
The statistical profiles are illustrated in Figure 6.2. For the proposed 
algorithm, the selection of parameters is I/k ~ 1, CYk = 0.05, f3k = 1, 
[::" = 3, and Lm;n = Lf(O) = 4. In addition, the initial global estimate of 
the unknown system is assumed as an Lm;n X 1 column vector with zero 
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elements. It is expected that the use of large step-sizes usually does not 
satisfy the simplifying assumptions adopted in the analysis, which will 
lead to large deviations between theory and simulation. Therefore, the 
step-size is chosen as a small value in all simulations for comparison. 
In the first example, the step-size of the proposed algorithm is se-
lected as ILk = 0.02, which leads to a good quality for the theoretical 
modeL Figure 6.3 illustrates the simulated results of the converged frac-
tional tap-length throughout the network, with a deviation of approx-
imate ±O.26 at 12.02. Therefore, as it is expected, in the steady-state 
the proposed algorithm can obtain a good estimate of the tap-length. 
One can see that the steady-state results, both in theory and in ex-
periment, are plotted for comparison in Figures 6.4-6.7, which show 
that they have a good match. Figures 6.4-6.6 describe the steady-state 
performances of interest, namely, MSD, EMSE and MSE, as a function 
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of t,he node k using a particular choice of the step size flk = 0.02. The 
MSD shown in Figure 6.3 is roughly flat over the network, with a de-
viation about 0.2dB between theory and simulation. Figure 6.4 shows 
that the EMSE is more sensitive to the node profiles. The selection of 
parameter allows the proposed algorithm to have a good estimate for WO 
in the steady-state, which means ek.Lk(oo) (00) is close to the background 
noise. In Figure 6.4, one can. therefore see that the MSE curve is similar 
to the noise power. It is clearly shown in these curves how node profiles 
affect the filters in the network, which provides a good guideline for the 
setup of the step-size Ilk at certain nodes in the network. Therefore, as 
a result of the proper selection of the step-size at each node, a perfor-
mance equalization in the EMSE is expected to be achieved throughout 
the network. In the second example, the steady-state MSE is depicted 
as a function of the step-size in the range [0.0008,0.04] for a particular 
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node k = 8 in' Figure 6.9, which shows a good match between simu-
lated results and theoretical results. As it is expected, the decrease of 
step-size leads to the improvement of the steady-state performance and 
reduces the deviation between theory and simulation. This is because 
small step-sizes strongly support the simplifying assumptions used in 
the analysis. Similar results for MSD and EMSE can be obtained and 
are therefore shown in Figures 6.7-6.8. 
6.5 Conclusions 
Several research studies appear in the literature to develop distributed 
estimation algorithms based on an incremental adaptive network. How-
ever, the adaptive filters involved in such algorithms are assumed to 
have fixed structures, namely, the tap-length is known due to the sys-
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tem requirement. In a more general vain, variable tap-length filters are 
more flexible in terms of an unknown vector estimation, where both 
tap weights and tap-length are unknown or variable. In this chapter, 
a new algorithm therefore has been proposed for structure adaptation 
of adaptive filters for an incremental distributed estimation. Under the 
assumptions A1, A2 and A3, weighted spatial-temporal energy con-
servation arguments are used to analyze steady-state mean square per-
formance in the Gaussian case. Numerical simulations show that there 
is a good match between simulated results and theoretical results. 
____ ~ :---:- -- =c::cc::c._. _ .. 
Chapter 7 
CONCLUSION 
This final chapter presents a summary of the work and contributions in 
the previous chapters of this thesis. In addition, overall conclusions of 
this study and recommendations for future research are also provided. 
7.1 Summary of the thesis 
This thesis concerns distributed adaptive estimation, which is posed 
to resolve the problem of using adaptive filters scattered in a physical 
area to estimate some parameters of interests. Compared to tradi-
tional methods, such as centralized and consensus schemes, distributed 
adaptive strategies have lower requirements of communication and com-
plexity, and could therefore find a wide field of applications. Different 
adaptive methods employed at node filters, accompanied with different 
cooperation strategies, lead to various distributed adaptive schemes 
with various complexities. Thus, new approaches are required to im-
prove the distributed adaptive estimation within different topological 
networks. 
In this thesis, a background introduction to adaptive techniques, i.e. 
the least mean square algorithm (LMS), the affine projection algorithm 
(APA), the recursive least squares scheme (RLS) and the fractional 
tap-length algorithm (FT), was firstly presented. A brief review was 
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also given to describe the incremental adaptive schemes based on LMS 
and RLS methods in distributed networks. By utilizing the space-time 
weighted energy conservation arguments, a useful extension of the anal-
ysis for distributed LMS (dLMS) was developed to obtain the closed-
form equations of the mean-square quantities in the non-Gaussian wide 
sense stationary data case. 
Then, a new distributed APA algorithm (dAPA) was proposed to 
be adopted in incremental adaptive networks. The motivation of the 
proposed algorithm was to improve the poor convergence performance 
of the LMS-based distributed algorithm due to coloured input signals. 
In addition, it was shown to achieve a reasonable performance for cer-
tain tap-lengths with lower computational cost as compared with the 
corresponding RLS-based scheme. A key contribution of this work was 
to provide the analysis of its mean-square performance. One should 
note that studying the mean-square performance of the APA algorithm 
is demanding even for standard filters (without networks); when net-
working is added, the complexity is compounded due to the spatial and 
temporal interconnectedness of the data. For an incremental method, 
a Hamiltonian cycle must be established at every time in the network, 
which limits applications of dAPA. As a consequence, a new diffusion 
APA adaptive algorithm without topological constraints was developed 
and its performfIllce analysis was also provided. 
It is clear to see in some applications, the optimal tap-length for 
the adaptive filter is unknown. In order to obtain a good estimate 
of the steady-state adaptive filter tap-length, the variable tap-length 
LlI'[S (VTLMS) algorithm is required. New research results have been 
achieved for the VTLMS algorithms, i.e., a new VTLMS algorithm 
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based on the fractional tap-length (FT) scheme and a new VTLMS 
itlgorithm which exploited both high order statistics (HOS) and second 
order statistics (SOS). All the analysis and proposed algorithms were 
verified and supported by simulations. Although these schemes can not 
be adopted directly in the field of distributed adaptive estimation due 
to the nonstationarity of the statistical spatial-temporal data found in 
networks, these research results provide a deeper understanding of the 
VTLMS algorithms, and may be potentially used in other applications. 
Within this thesis it was the first time that the idea of variable 
tap-length was introduced into the distributed adaptive estimation re-
search area, in particular for incremental adaptive networks. A novel 
variable tap-length dLMS algorithm based on the FT method was pro-
posed to search for a good choice of the tap-length of the adaptive filters 
within the network. A steady-sate performance analysis was also pre-
sented to achieve the closed-form equations of mean-square quantities, 
which provide good performance measures. As shown in simulation 
results, the proposed algorithm can converge to a tap-length, which 
provided a good trade-off between the steady-state performance and 
computational complexity. Due to the similarity of the optimal tap-
length model for the LMS algorithm and the dLMS algorithm, more 
research is required for variable tap-length distributed algorithms. The 
idea of variable tap-length can be potentially extended to distributed 
networks with different topologies. 
7.2 Overall conclusions and recommendations of future research 
The study of steady-state performance of dLMS revealed new insights 
into the energy flow through an incremental network for non-Gaussian 
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data. The work on VTLMS algorithms provided new tap-length ad-
justment techniques for applications where the optimal tap-length of 
the adaptive filter is unknown. The research results on incremental 
APA and diffusion APA were very useful in several problems involving 
distributed networks. The analyses of both algorithms also provided 
the insights into their mean-square performance. The work of variable 
tap-length dLMS showed that the proposed algorithm achieves a good 
performance in both tap-length and tap weight estimation in an in-
cremental network. To make the proposed variable tap-length dLMS 
estimation approach more practical in reality, future research is sug-
.gested: 
1. The concept of variable tap-length can be potentially used with 
various adaptive rules in networks with various topologies, including 
diffusion networks and networks with dynamic topology. The improve-
ment of the performance of distributed adaptive networks with adjust-
ing the structures of the filters is then the most valuable work for further 
research. 
2. In order to choose reasonable parameters of variable tap-length 
dLMS, future work should include analysis for the deficient tap-length 
case of adaptive filters in distributed adaptive networks. More theo-
retical research is needed to investigate the relationship between the 
performance of distributed adaptive networks with different topologies 
·and the tap-length order. 
3. The existing two VTLMS algorithms, including the research re-
sults shown in this thesis are not suitable for applications where both 
input and noise signals are statistical nonstationarity. In further work, 
new VTLMS algorithms, robust to such nonstationarity, should there-
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fore be pursued and could be extended to distributed adaptive esti-
mation. In addition, future work should also include evaluating the 
performance of the FT algorithm with coloured signals to provide a 
good guide for parameter selection. 
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