Review of Lemieux et al.
Sleep slow waves have gained increasing attention since the pioneering work of Steriade et al. (1993a,b) unraveled their underlying cellular mechanism, i.e., the slow (Ͻ1 Hz) and sometimes rhythmic alternation of the membrane potential between depolarized (up) and hyperpolarized (down) states. Since then, it has been discovered that slow waves can emerge in cortical and subcortical brain areas (Crunelli and Hughes, 2010) , and it has been proposed that they have important roles in the consolidation of memory (Marshall et al., 2006) .
In vitro studies (Sanchez-Vives and McCormick, 2000; Crunelli and Hughes, 2010) have identified some of the ionic and synaptic mechanisms critical for the emergence of slow oscillations at both the cortical and thalamic levels. However, how in vivo network mechanisms generate the often dynamic and complex physiology of sleep slow waves remained largely elusive. How can slow waves be either local or generalized across brain areas? Why do their frequency and regularity vary? Is there only one site of initiation, and if so where? The recent study by Lemieux et al. (2014) bridges the gap between theories attributing an exclusive origin of slow waves to the cortex (Steriade et al., 1993b; Sanchez-Vives and McCormick, 2000) and contradictory observations involving other structures, especially the thalamus (Crunelli and Hughes, 2010; David et al., 2013) .
In Steriade et al.'s (1993b) early work on the cellular mechanisms of the slow oscillation (and slow waves), a crucial experiment suggested that the thalamus did not play a role in the generation or upkeep of the slow oscillation: recordings performed in cats 2 d after the thalamus had been lesioned still revealed robust slow oscillations in cortex. This was reinforced by later experiments in vitro in cortical slices and in vivo in cortical slab (i.e., a deafferented piece of cortex maintained in situ), which showed that some of the main dynamic features typical of slow oscillations were still present in these isolated pieces of cortex (for review, see Crunelli and Hughes, 2010) . In the same species and under similar anesthesia as in Steriade et al. (1993b) , but contrary to the earlier findings, Lemieux et al. (2014) Why did Lemieux et al. (2014) obtain a different result than Steriade and colleagues (1993b) had 21 years before? In contrast to Steriade et al. (1993b) , Lemieux et al. (2014) were continuously monitoring cortical slow wave activity after thalamic inactivation. This revealed that within 12 h after deafferentation of the cortex from the thalamus, slow wave activity started to recover and was nearly fully recovered after 30 h. Thus, the cortical circuit that generates slow waves can quickly compensate for the loss of synaptic input. A possible explanation for Steriade et al.'s (1993b) result might therefore be that at the time of their recordings (2 d after the thalamic lesion), a homeostatic process operating in the cortex had already recovered the slow wave dynamics. Given the importance of slow waves for memory consolidation, the discovery of this homeostatic plasticity mechanism that reinstates up and down dynamics might be important for understanding the functional role of sleep.
In this respect, however, one has to ask how valid a model for sleep the experiments under anesthesia are. As the various regimes and types of anesthesia generally used for the study of slow oscillations (isoflurane, ketamine-xylazine, urethane) tinker with cellular mechanisms to knock out awareness and pain, they may induce (and interact with) brain oscillations in a way that may be different in frequency, regularity, and/or synchrony from natural oscillations. However, in Lemieux et al.'s (2014) study, nonafferented areas still expressed slow waves: this result, therefore, excludes long-term effects of the anesthetic on the mechanisms generating slow waves. In addition, a different study has indeed shown a similar decrease in slow wave frequency after thalamic inactivation in naturally sleeping rats (David et al., 2013) .
It is also interesting that Lemieux et al. (2014) found that not only slow waves and corresponding intracellular up and down states were affected by the cortical deafferentation (Lemieux et al., 2014, their Fig. 2b ), but also activity in the frequency range above 10 Hz was affected. In fact, whereas the membrane potential seemed to compensate the loss of thalamic inputs with increased intracortical input (Lemieux et al., 2014, their Fig. 6 ) and thereby reinstated slow waves, the frequency range above 10 Hz did not recover. This suggests a potential role of the thalamus for the generation of higher frequency activity beyond slow wave and sleep spindle activities.
The authors also developed a computational model of the thalamocortical circuit that could reproduce their experimental observations. They proposed that upscaling of intracortical connectivity (Lemieux et al., 2014, their Figs. 9 and 10) and a change in the intrinsic/synaptic properties (their Fig. 11 ) of cortical neurons might be responsible for recovery from thalamic inactivation. In their model, the columnar organization of the thalamocortical circuit crucially determined how slow waves were affected ( Fig. 1 ): the population of thalamocortical neurons with diffuse projections (i.e., matrix cells) had a much stronger impact on the amount and synchrony of cortical slow waves states than those cells that project to a single cortical column (i.e., core cells). However, in their experiment, Lemieux et al. (2014) inactivated the lateral posterior nucleus of the thalamus, which contains both diffuse and focused projections to cortex (Jones, 2001) . The strong prediction of the model that diffuse projecting cells are responsible for the synchronization of slow waves across cortex, therefore, remains to be experimentally tested. If their hypothesis is correct, selective inactivation of first-versus higher-order thalamic nuclei or a cell-typespecific approach targeting core versus matrix cells (calbindin or parvalbumin immunoreactive) should reveal a differential effect on slow waves.
Finally, a question that still needs conclusive demonstration concerns the exact role played by the thalamic inputs on the slow waves during natural sleep: is it the spike timing and pattern of firing that contributes to the up state or is it the average thalamic input that helps the cortex to maintain its activity and global synchrony? Future studies should address these important questions. Figure 1 . Slow waves in the intact brain are a product of synchronized up and down states in the thalamocortical system (traces, left column). After removal of the excitatory thalamic drive into cortex via core (diagram, solid blue lines) and matrix (diagram, dashed red lines) projections, slow wave dynamics in cortex are disrupted (traces, right column). Oscillations partially recover within 30 h via homeostatic processes in cortex (green arrows).
