Using the notions of frame transform and of square integrable projective representation of a locally compact group G, we introduce a class of isometries (tight frame transforms) from the space of Hilbert-Schmidt operators in the carrier Hilbert space of the representation into the space of square integrable functions on the direct product group G × G. These transforms have remarkable properties. In particular, their ranges are reproducing kernel Hilbert spaces endowed with a suitable 'star product' which mimics, at the level of functions, the original product of operators. A 'phase space formulation' of quantum mechanics relying on the frame transforms introduced in the present paper, and the link of these maps with both the Wigner transform and the wavelet transform are discussed.
Introduction
The formulation of quantum mechanics 'on phase space' dates back to the early stages of development of quantum theory. As it is well known, the foundations of this elegant formulation have been laid by E. Wigner in his 1932 celebrated paper [1] , with the aim of exploring the quantum corrections to classical statistical mechanics. Strictly related to Wigner's work are the pioneering studies of H. Weyl on quantization [2] . On one hand, Wigner was interested in associating with a quantum state a suitable phase space 'quasi-probability distribution' (association that leads to the Wigner transform). On the other hand, Weyl aimed at associating with a classical observable -a function on phase space -a quantum observable in such a way to overcome the ambiguities related to the 'operator ordering' (association that leads to the Weyl map). These procedures can be regarded as the two 'arrows' of a unique theoretical framework that we may call the 'quantization-dequantization theory'. This subject is a richly branched, old -but still extremely vital -tree. Since it is really huge, we will not attempt at giving even a brief overview; the reader may consult the collection of papers [3] (and the bibliography therein) as a general reference on the subject.
It is also worth mentioning the fact that, quite recently, the impressive progress of experimental techniques -as well as the need of gaining a deeper understanding of some fundamental (and controversial) aspects of quantum mechanics -have motivated a renewed interest in the description of quantum states by means of phase space functions, the so-called 'quantum state tomography' or simply 'quantum tomography'; see e.g. refs. [4, 5, 6, 7, 8, 9] .
There is a deep link between the quantization-dequantization theory (including the formalism of quantum tomography) and another huge research area -mainly focused on applications to signal analysis -which we may globally call '(generalized) wavelet analysis'. The main mathematical tool in wavelet analysis is that of frame [10] , a notion that will play a central role in the present paper. Again, we will make no attempt at providing an overview on this vast and interesting subject; we will then refer the reader to the excellent references [11, 12, 13, 14] . It is a remarkable fact that several issues, concepts and techniques can be translated 'from one language into another' -from quantum theory into signal analysis and vice versa -opening the way to new insights (see, e.g., ref. [15] ). Several anticipations of the unified framework encompassing the quantization-dequantization theory and wavelet analysis were already present in the pioneering work of Klauder (and his co-authors), who introduced a 'continuous representation theory' [16, 17] , and of Cahill and Glauber [18] .
It turns out that, from the mathematical point of view, the main trait d'union between the two mentioned subjects is the remarkable notion of square integrable representation [19, 20, 21, 22] . In fact, using this invaluable mathematical tool, one is able to perform all the fundamental tasks of the quantization-dequantization theory and of generalized wavelet analysis:
• to define generalized families of coherent states (covariant frames), see refs. [11, 12, 23] ; in particular, the standard family of coherent states of Schrödinger [24] , Glauber [25] , Klauder [16] and Sudarshan [26] ;
• to obtain 'discretized frames' from the covariant frames; see e.g. refs. [27, 28] ;
• to define suitable -à la Weyl-Wigner -quantization-dequantization maps; see e.g. refs. [11, 12, 29, 30] .
Aim of the present contribution is to reconsider the previously mentioned link between the quantization-dequantization theory and the generalized wavelet analysis. In fact, we believe that to a renewed interest in this area of research should correspond a renewed study of its conceptual and mathematical foundations. As we will try to show, this study leads, in a quite natural way, to the definition of a certain class of 'frame transforms' associated with square integrable representations. These transforms are isometries mapping a space of Hilbert-Schmidt operators (which is, obviously, a Hilbert space) onto a space of square integrable functions having remarkable properties. More precisely, given a square integrable projective representation U of a locally compact group G in a Hilbert space H and a (suitable) Hilbert-Schmidt operatorT in H, one can associate withT an isometry DT mapping B 2 (H) (the space of HilbertSchmidt operators in H) into L 2 (G×G) (the Hilbert space of square integrable C-valued functions on the direct product group G × G, with respect to the left Haar measure). As it will be shown, the isometry DT has remarkable properties that can be regarded as direct consequences of the fact that DT is a frame transform; in particular:
Frame transforms and star products
In this section, we will introduce the mathematical notions of 'frame' and of 'frame transform' that will be central in the following. In particular -in the present section and later, on the base of our main results, in Sect. 7 -we will show that by means of these notions it is possible, in a natural way, to define a class of 'star products' of functions and to introduce a formulation of quantum mechanics 'on phase space'.
In the first part of the section, we will collect a few basic fact on frames in Hilbert spaces, a subject which is discussed with plenty of applications in several excellent references; see e.g. refs. [13, 14] . In the second part of the section, we will focus on the peculiar case of frames in Hilbert-Schmidt spaces (of operators). As we will show, in this case the theory of frames enjoys extra results reflecting the fact that a space of Hilbert-Schmidt operators is not only an Hilbert space but is also endowed with the structure of an algebra.
Let S be a separable complex Hilbert space (we denote by ·, · the associated scalar product, which will be assumed to be linear in the second argument) and X = (X, µ) a measure space. A family of vectors S X in S, labelled by points in X,
is called a frame (in S, based on the measure space X ) if it satisfies the following defining conditions:
• for every φ ∈ S, the function
is µ-measurable and belongs to L 2 (X) ≡ L 2 (X, µ; C);
• the 'stability condition' is verified, namely,
for some (fixed) α, β ∈ R such that 0 < α ≤ β.
A couple of strictly positive numbers α, β -such the the stability condition (3) is satisfied -are called (lower and upper) frame bounds for the frame S X ; in particular, the frame S X is said to be tight if one can set α = β. Therefore, a frame S X = {ψ x } x∈X defines a frame transform (operator), i.e. the linear operator
injective, and admits a (in general, non unique) bounded left inverse:
For every φ ∈ S, the C-valued function F φ will be called the frame transform of φ.
Notice that the existence of a bounded left inverse of F implies that the range of the frame transform -Ran(F) -is closed in L 2 (X):
Ran(F) = Ran(F).
Specifically, F admits a (unique) bounded pseudo-inverse F ← : L 2 (X) → S, which is the linear operator determined by the conditions
with I denoting the identity in S and Ran(F) ⊥ the orthogonal complement of the subspace Ran(F) of L 2 (X). Obviously, in the case where Ran(F) = L 2 (X), the pseudoinverse F ← is nothing but the (bounded) inverse F −1 . However, we stress that the case where Ran(F) = L 2 (X) does not occur in several important examples; typically, Ran(F) is a proper subspace of L 2 (X) consisting of functions with some regularity property (this happens, for instance, in the case where X is a topological space and the frame map x → ψ x is weakly continuous).
It is clear that for the adjoint F * : L 2 (X) → S of F the following formula holds:
where the integral (as all the vector-valued or operator-valued integrals henceforth) has to be understood 'in the weak sense'.
By means of the frame operator F and of its adjoint F * , one can define the metric operator of the frame S X , i.e. the map
which is a bounded, definite positive linear operator (with a bounded definite positive inverseM −1 ):
It is easy to verify, using the defining conditions (8)- (9) , that the following relation holds:
The metric operator allows to define the dual frame of the frame S X , namely, the family of operators
We stress that the term 'dual frame' is coherent: one can easily show that S X is indeed a frame (in S, based on X ). Notice that, if the frame S X is tight, then F is -possibly up to a positive factor -an isometry, the positive operatorM is a multiple of the identity, and S X coincides with its dual frame S X up to, possibly, an irrelevant overall normalization factor; i.e., there is a strictly positive number r such that ψ x = r ψ x , ∀ x ∈ X. In particular, we will say that the tight frame S X is normalized if r = 1. Moreover, it is clear that denoting by F the frame transform associated with the frame S X , we have:
hence, the metric operator associated with the frame S X isM −1 and the dual frame of S X is S X . From relations (13) and (15) it follows that
If, in particular, the frame S X is tight, then the pseudo-inverse F ← coincides -possibly up to a positive factor -with F * .
By means of a couple of mutually dual frames S X and S X , one can write some remarkable formulae. In fact, taking into account formula (16) , and using the Dirac notation |φ ψ| η ≡ ψ, η φ, ψ, φ, η ∈ S, we can write the following resolutions of the identity:
thus, we have a 'reconstruction formula' for the frame transform F φ, i.e.
and an analogous formula for the (dual) frame transform F φ. From relations (17) we get immediately:
andM
Moreover, observe that for the orthogonal projectionP Ran(F) onto the subspace Ran(F) of L 2 (X) we have the following remarkable expression:
for µ-almost all (in short, for µ-a.a.) x ∈ X, where κ(·, ·) is the C-valued function on
Therefore, the range of the frame operator is a reproducing kernel Hilbert space (in short, r.k.H.s.) [31, 32, 33] .
The 'true' r.k.H.s. is the vector space composed of every C-valued function Φ on X of the form Φ = ψ (·) , φ , φ ∈ S. Embedding this r.k.H.s. in L 2 (X) amounts to identifying such a function Φ with the equivalence class of µ-measurable C-valued functions on X that coincide with Φ for µ-a.a. x ∈ X, as it is tacitly done usually (e.g., in definition (4)).
It is an interesting fact that every bounded operator in the r.k.H.s. Ran(F) is an integral operator. Precisely, as the reader may check using formula (16) , for every operatorÂ in B(S) (the Banach space of bounded linear operators in S), we have:
for µ-a.a. x ∈ X, where
thus:
Denoting by B 1 (S) the Banach space of trace class operators in S, we now prove the following important result: Proposition 1 (the 'trace formula for frames') With the previous notations and assumptions, for every operatorÂ in B 1 (S), the following formula holds:
Assume now that the frame {ψ x } x∈X is tight. Then, for every positive bounded operator B in S, κ(B; x, x) ≥ 0, and X κ(B; x, x) dµ(x) < +∞ (27) if and only ifB is contained in B 1 (S).
Proof: Since, as it is well known, every trace class operatorT admits a decomposition of the formT
whereT 1 ,T 2 ,T 3 ,T 4 are positive trace class operators, by linearity of the trace we can prove relation (26) -with no loss of generality -for a generic positive trace class operatorÂ in S. Let us suppose, for the moment, that the frame {ψ x } x∈X is tight; we can assume that it is normalized (i.e. S X = S X ). Then, choosing an arbitrary orthonormal basis {η n } n∈N in S and denoting byÂ 1 2 the (positive) square root ofÂ, we have:
where the permutation of the (possibly infinite) sum with the integral is allowed by the positivity of the integrand functions. Hence, we obtain:
This proves the first assertion of the statement in the case of a tight frame. For a generic frame {ψ x } x∈X in S one can argue as follows. First observe thatdenoting, as above, byM the metric operator of this frame -the set
is a normalized tight frame (exploiting relations (17) , the proof of this assertion is straightforward). Next, consider that, for everyÂ ∈ B 1 (S),
where we have used the cyclic property of the trace and the result of the first part of the proof. Let us prove the second assertion of the statement. Assume that the frame {ψ x } x∈X is tight (we can suppose that it is normalized), and letB be a positive bounded operator in S which is not contained in B 1 (S). Then, arguing as above, we have:
where {η n } n∈N is an arbitrary orthonormal basis in S. The proof is now complete. At this point, we proceed to the second part of the section, where we will specialize the scheme outlined above to the case where S = B 2 (H), with B 2 (H) denoting the space of Hilbert-Schmidt operators in a (separable complex) Hilbert space H (we will adopt the symbol ·, · B 2 (H) for denoting the scalar product in B 2 (H): Â ,B B 2 (H) := tr(Â * B ), A,B ∈ B 2 (H)). We recall the fact that the Hilbert space B 2 (H) is a H * -algebra [34] , and a two-sided * -ideal in the C * -algebra of bounded operators B(H) (see e.g. ref. [35] ).
Then, let {T y } y∈Y be a frame in B 2 (H), based on a measure space Y = (Y, ν), and let {T y } y∈Y be the dual frame. In order to avoid confusion, we will now denote by D the frame transform associated with the frame {T y } y∈Y and by Q its pseudo-inverse; thus, we will set:
It is natural to wonder if, in addition to the formulae recalled above, one can suitably express the product of operators in B 2 (H) in terms of the frame transforms associated with these operators. Denoting by A, B the frame transforms ofÂ,B ∈ B 2 (H), respectively, i.e.
we can set:
Therefore, the product of operators induces, through the frame transform D, a bilinear
As we are going to show, exploiting the reconstruction formulaê
one can obtain a suitable expression for this bilinear map.
Remark 2
The integrals in the reconstruction formulae (37) are weak integrals of vector-valued functions with respect to the scalar product of B 2 (H). Then, a fortiori, they are weak integrals of bounded-operator-valued functions; indeed:
for any couple of vectors φ, ψ ∈ H.
It turns out that the bilinear map (·) ⋆ (·), induced through the frame transform by the product of operators in B 2 (H), can be expressed as a 'non-local' -i.e. nonpointwise -product of functions defined on the range of D; in fact, we have the following result: Proposition 2 With the previous notations and assumptions, for anyÂ,B ∈ B 2 (H), the following formula holds:
for ν-a.a. y ∈ Y , where the integral kernel κ :
Proof: As anticipated, we will exploit the reconstruction formulae (37) . Let us prove the second of relations (39) first. Observe that, for anyÂ,B ∈ B 2 (H), we have:
Hence, using the reconstruction formula forB, we find that
where we have used the cyclic property of the trace:
Next, using the reconstruction formula forÂ, we obtain:
On the other hand, we have:
The proof is complete. We will call the non-local product of functions (36) star product 1 associated with the frame {T y } y∈Y . Let us observe that the definition of the star product of functions in Ran(D) can be extended, in a natural way, to all functions in L 2 (Y ) by setting:
Notice that, since Q = QP Ran(D) , withP Ran(D) denoting the orthogonal projection onto Ran(D), we have:
One can easily prove that the 'extended star product' -namely, the bilinear map 
the following formula holds:
for ν-a.a. y ∈ Y .
Proof: Just recall that
apply definition (46) , and argue as in the proof of Proposition 2. Since B 2 (H) is a two-sided * -ideal in the C * -algebra B(H) of bounded operators in H, for everyÂ ∈ B(H) one can define the linear maps LÂ : B 2 (H) ∋B →ÂB ∈ B 2 (H) and RÂ : B 2 (H) ∋B →BÂ ∈ B 2 (H).
The maps LÂ and RÂ are bounded linear operators. Indeed, as it is well known [35] , we have:
from this relation follows in particular that LÂ ≤ Â and RÂ ≤ Â . On the other hand, since
and |ψ ψ| B 2 (H) = ψ 2 , we also have:
= sup
1 We recall that the notion of star product of functions on phase space has been extensively studied in the literature; see, e.g., the classical papers [36, 37, 38] and the recent contributions [4, 6] . Here we show how a notion of this kind arises in a natural way considering frames of Hilbert-Schmidt operators.
Hence, we conclude that
Notice that, ifÂ ∈ B(H) is selfadjoint, then the bounded operators LÂ and RÂ in B 2 (H) are selfadjoint too. The operators LÂ and RÂ are suitably represented in the space of frame transforms Ran(D); i.e.
Proposition 4
For every bounded operatorÂ ∈ B(H) and every Hilbert-Schmidt operatorB ∈ B 2 (H), the following formulae hold:
for ν-a.a. y ∈ Y , where B = DB and
Moreover, if the frame {T y } y∈Y is tight, then, for every operatorÂ ∈ B(H), we have:
Proof: Let us prove formula (55). By definition we have:
Then, exploiting the reconstruction formula for the Hilbert-Schmidt operatorB, we get:
which is what we wanted to prove. The proof of formula (56) is analogous. Let us suppose, now, that the frame {T y } y∈Y is tight. Then, we have:
In a similar way, one proves the analogous relation for the function χ R (Â; ·, ·). The proof is complete. It is worth stressing that, for every bounded operatorÂ ∈ B(H), both the functions
. If the frame {T y } y∈Y is tight, due to this fact and to the first of relations (60), for every Φ ∈ L 2 (Y ) we have:
Assume that the frame {T y } y∈Y is tight and normalized (so that D is an isometry). Then, sinceP Ran(D) = D Q, from the previous relation and from formula (55) we obtain:
for all Φ ∈ L 2 (Y ); furthermore, for any Φ, Ψ ∈ L 2 (Y ) we have:
It is obvious that a completely analogous relation holds for the integral kernel χ R (Â; ·, ·).
Remark 3
Notice that the integral kernels χ L (Â; ·, ·) and χ R (Â; ·, ·) are nothing but the kernels of the bounded (super-)operators LÂ and RÂ with respect to the frame {T y } y∈Y (see formula (24) ). The 'left' and 'right' integral kernels form vector spaces that can be endowed with the structure of a C * -algebra isomorphic to the algebra of bounded operators B(H). Differently from the case of Ran(D) ≡ Ran(F), we will assume that these vector spaces are composed of functions rather than of equivalence classes of functions (see Remark 1) . Observe, moreover, that for anyÂ 1 ,Â 2 ∈ B(H) we have:
for all y 1 ∈ Y and all y 2 ∈ Y ; indeed, exploiting the resolution of the identity generated by the frame {T y } y∈Y , we get:
Clearly, an analogous expression holds for the integral kernel χ R (Â 1Â2 ; ·, ·), i.e. 
for anyÂ 1 ,Â 2 ∈ B(H) R . Analogous relations hold for the integral kernels χ
It is natural to wonder what is the relation between the functions χ L (B; ·, ·), χ R (B; ·, ·) -in the special case whereB ∈ B 2 (H) -and the frame transform B ≡ DB. A first half of the answer is contained in the following:
Proposition 5 With the previous notations and assumptions, for every Hilbert-Schmidt operatorB ∈ B 2 (H), denoting by B the function DB, the following formulae hold:
for ν-a.a. y 1 ∈ Y and ν-a.a. y 2 ∈ Y .
Proof: Let us prove formula (72). Observe that we have:
which is what we wanted to prove. The proof of formula (73) is analogous. Let us now suppose to have, simultaneously, a couple of frames: the frame {T y } y∈Y in the space of Hilbert Schmidt operators B 2 (H) and a frame {ψ x } x∈X in the Hilbert space H, based on a measure space X = (X, µ). A situation of this kind will be considered in Sect. 7. Then, in addition to the collection of formulae previously obtained, we have the following result:
Proposition 6 For every bounded operatorÂ ∈ B(H), every Hilbert-Schmidt operator B ∈ B 2 (H) and every trace class operatorρ ∈ B 1 (H), the following formulae hold:
where B = DB, ρ = Dρ, and
Assume now that the frame {ψ x } x∈X is tight. Then, for every positive Hilbert-Schmidt
if and only ifB is contained in B 1 (H).
Proof: Taking into account Remark 2, formula (75) follows from the reconstruction formula for the operatorB. Let us prove formula (76). Applying the trace formula (26) toρ, and using formula (75) for the integral kernel κ(ρ; ·, ·), we get:
Let us now prove the first of relations (77). Applying formula (76) to the trace class operatorÂρ, we get:
Next, by virtue of formula (55), we obtain:
where ρ = Dρ. The proof of the second of relations (77) is analogous. The proof of the second assertion of the statement follows from the second assertion of Proposition 1.
We can now show how the frame transform B ≡ DB of a Hilbert-Schmidt operator B ∈ B 2 (H) can be recovered from the functions χ L (B; ·, ·) and χ R (B; ·, ·). Thus, we have the second part of the answer to question addressed before Proposition 5.
Proposition 7
With the previous notations and assumptions, for every Hilbert-Schmidt operatorB ∈ B 2 (H), denoting by B the function DB, the following formula holds:
Proof: Let us prove the first of relations (83). Observe that we have:
where we have used the first of relations (77). Using the second of relations (77) one proves the second of relations (83). The frame transform D ≡ F associated with a frame in B 2 (H) may be regarded as a 'dequantization map', which associates with any operator in B 2 (H) a square integrable function. Conversely, the pseudo-inverse Q ≡ F ← may be regarded as a 'quantization map' which suitably associates an operator with a C-valued function. In this context, the counterpart of the product of operators is given by the star product of functions. At this point, the reader will have recognized the typical scheme underlying the subject which is usually called 'quantum mechanics on phase space': the Wigner transform (dequantization), the Weyl map (quantization) and the Grönewold-Moyal product of functions (star product), see ref. [3] . In the following, we will show that there is a precise link between the 'frame formalism' discussed in the present section and the Weyl-Wigner-Grönewold-Moyal formalism for quantum mechanics.
Quantum mechanics on phase space: the Wigner distribution
As it is well known, due to the indetermination relations, the notion of phase space is not straightforward in the quantum-mechanical setting as it is in the classical setting. Since particles cannot have, simultaneously, a well defined position q and momentum p, it is not possible to define a genuine phase space probability distribution for a quantum particle as it happens in classical statistical mechanics; in other words, quantum mechanics is not a statistical theory in the classical sense. It is, however, possible to introduce a notion of 'quasi-probability distribution' or 'quasi-distribution' that allows one to express quantum averages in a way analogous to classical averages. In the following, for the sake of notational simplicity, we will consider the case of a (1+1)-dimensional phase space (with coordinates denoted by q, p); the extension to the ordinary (3 + 3)-dimensional case is straightforward. In the classical setting, a particle can be described by a classical probability distribution on phase space (q, p) → P(q, p) (or, more generally, by a probability measure). The average (at a certain time) of a function of position and momentum (q, p) → A(q, p) -namely, of a classical observable -is given by the expression
On the other hand, a quantum-mechanical state is described by a density operatorρ -a positive trace class operator of unit trace -and the mean value of a quantum observableÂ, which (by virtue of the spectral decomposition of a selfadjoint operator) can always be assumed to be a bounded selfadjoint operator, is given by the well known 'trace formula'
If one tries to establish a link between the classical formula (86) and the quantum one (87), one has to face the following problem: how one can set a suitable correspondence between a quantum observableÂ (i.e. a selfadjoint operator, in the standard formulation of quantum mechanics) and a 'corresponding classical-like observable' (q, p) → A(q, p) (a numerical function), and between a density operatorρ and a suitable 'quantum quasi-distribution function' (q, p) → Qρ(q, p), in such a way that it is then possible to express the expectation value of a quantum observable in a 'formally classical fashion', i.e. as a phase space average of the type (86):
It is a remarkable fact that this problem can be solved -at least partially -within a theoretical scheme usually called 'Weyl-Wigner formulation of quantum mechanics', or, in a slightly more general sense, 'phase space formulation of quantum mechanics'. It turns out that the correspondence operator ↔ numerical function is of the same kind (i.e. it is obtained using the same formulae) both for the density operatorρ and the observableÂ (at least for a suitable class of observables).
As it is well known, the notion of quasi-distribution function has been introduced by E. Wigner in his celebrated paper [1] , with the aim of exploring the quantum corrections to classical statistical mechanics. The quasi-distribution introduced by Wigner -which is still regarded nowadays as the 'standard' quasi-distribution function (other quasidistributions, with remarkable applications in quantum optics, can also be defined, see [18, 40, 41] ; see also the recent proposals [42, 43] ) -is universally known as the Wigner distribution. In the following, we will recall a few basic results; for the proofs, the reader may consult standard references on the subject like [29] and [30] . As above, in order to simplify notation, we will consider the case of a quantum particle with a single degree of freedom (hence, we will deal with a (1 + 1)-dimensional phase space). Then, let us denote by ψ a vector in the Hilbert space L 2 (R) and, using the Dirac notation, let us setψ ≡ |ψ ψ|. With the vector ψ -or, more precisely, with the operatorψ -one can associate the function
defined by ( = 1):
If ψ ∈ L 2 (R) is, in particular, a normalized nonzero vector (i.e. ψ = 1), then Qψ is called the "Wigner distribution associated with the pure stateψ ". Notice that, for almost all q ∈ R, the function
is contained in L 1 (R); hence the Fourier integral in definition (90) is indeed an ordinary integral. Moreover, this integral can be regarded as 1/π times the scalar product of the normalized functions
hence, according to the Cauchy-Schwarz inequality, we have:
Actually, one can prove that, for any ψ ∈ L 2 (R), the function Qψ belongs to the space of continuous functions on R × R 'vanishing at infinity'; i.e. Qψ ∈ C 0 (R × R), where:
One can easily prove, moreover, that the function Qψ assumes only real values.
As far as we know, it is not completely clear in what way Wigner obtained formula (90). It seems that he achieved this expression by requiring that some general properties were satisfied in a 'simple way' (see [44] and references therein); in particular:
1. As already mentioned, the function Qψ assumes only real values.
The marginal sub-distributions
satisfy the following relations:
where
is the Fourier-Plancherel operator. We remark that, rigorously, the function Qψ and the associated marginal sub-distributions are not integrable, in general. However, one can easily prove that, if Fψ belongs to
Moreover, it is possible to prove that if ψ belongs to the Schwartz space S(R), then Qψ belongs to S(R × R); thus, both relations (96) and (97) hold true, and we have that R×R Qψ(q, p) dq dp = ψ 2 .
However, we stress that, for ψ = 1, the Wigner distribution associated with the pure stateψ cannot be regarded as a genuine probability distribution as it assumes, in general, both positive and negative values (this fact is already explicitly observed in Wigner's original paper [1] ).
3. The function Qψ behaves in an 'elementary way' with respect to position and momentum translations; namely:
where we have denoted byq andp the standard position and momentum operators in L 2 (R), respectively.
However, we point out that it is the peculiar property of satisfying a relation of the type (88) for the expectation values of observables the salient feature of the Wigner distribution. As it will be shown later on, one can actually associate with any trace class operator in L 2 (R) (in particular, with any physical state, i.e. not only with a pure state) a suitable (generalized) Wigner distribution; this association will then allow to obtain an expression of the type (88). The first step of this generalization is to associate with any finite-rank operator a Wigner distribution (we will not attempt at establishing formula (88) itself, for the moment). To this aim, for any couple of vectors φ, ψ in L 2 (R), let us set:
this expression is a straightforward generalization of formula (90), relating a generic rank-one operator φψ ≡ |φ ψ| with a C-valued function. Notice that, as in the case of Qψ ≡ Q c ψψ , the function Q c φψ is well defined since that map x → φ q −
belongs to L 2 (R) for all q ∈ R. It is also immediate to observe that, for any q, p ∈ R,
hence:
One can prove, moreover, that for any
, and the following important relation -the Moyal identityholds true:
for all φ 1 , ψ 1 , φ 2 , ψ 2 ∈ L 2 (R); in particular, for φ 1 = ψ 1 = φ 2 = ψ 2 ≡ ψ, and recalling that Qψ(q, p) ∈ R, we have:
(compare with formula (100); notice, however, that formula (107) holds for every vector ψ in L 2 (R)). Consider now the family of unitary operators
(given a Hilbert space H, we denote by U(H) the unitary group of H), defined by
One can prove (see ref. [12] ) that the function tr(
belongs to L 2 (R × R) and the following relation holds:
is the symplectic Fourier transform, i.e. the unitary operator determined by
Recall that F sp enjoys the remarkable property of being both unitary and selfadjoint:
Thus, for any φ, ψ ∈ L 2 (R), the Wigner distribution is the symplectic Fourier transform of the function
which is usually called Fourier-Wigner distribution associated with the rank-one operator φψ. It is a peculiar fact that the Fourier-Wigner distribution can be cast in a form similar to the standard Wigner distribution (compare with formula (103)):
It is clear that, since F sp is unitary, the function V c φψ = F sp Q c φψ satisfies a relation completely analogous to the Moyal identity (106).
As it is well known, the map R × R ∋ (q, p) → U (q, p) that appears in the definition of the Wigner and Fourier-Wigner distributions is an irreducible projective representation of the group R×R in L 2 (R); with a slight abuse of terminology, we will call it Weyl system. 2 The Moyal identity (106) is a manifestation of the fact that the representation U is square integrable. This property, whose main technical aspects will be recalled in the next section, allows to extend the notion of Wigner distribution defining a Wigner transform which associates with any Hilbert-Schmidt operator in L 2 (R) a suitable numerical function; furthermore, as it will be shown in Sect. 5, one can actually define a (generalized) Wigner transform for every square integrable representation.
A technical interlude: square integrable representations
In this section, we will use some basic facts of the theory of topological groups and their representations; standard references on the subject are [46, 47] .
Let G be a locally compact second countable Hausdorff topological group (in short, l.c.s.c. group). We will denote by µ G and ∆ G respectively a left Haar measure (of course uniquely defined up to a multiplicative constant) and the modular function on G. The symbol e will indicate the unit element in G.
Given a separable complex Hilbert space H, the symbol U(H) will denote, as in Sect. 3, the unitary group of H -i.e. the group of all unitary operators in H, endowed with the strong operator topology -which is a metrizable second countable Hausdorff topological group.
We will mean by the term projective representation of a l.c.s.c. group G a Borel projective representation of G in a separable complex Hilbert space H (see, for instance, ref. [46] , chapter VII), namely a map of G into U(H) such that
• U is a weakly Borel map, i.e. G ∋ g → φ, U (g) ψ ∈ C is a Borel function, 3 for any couple of vectors φ, ψ ∈ H;
• U (e) = I, where I the identity operator in H;
• denoted by T the circle group, namely the group of complex numbers of modulus one, there exists a Borel function m : G × G → T such that
The function m , which is called the multiplier associated with U , satisfies the following conditions:
and
In particular, in the case where m ≡ 1, U is a standard unitary representation; in this case, according to a well known result, the hypothesis that the map U is weakly Borel implies that it is, actually, strongly continuous. The notion of irreducibility is defined for projective representations as for unitary representations. Let U : G → U( H) be a projective representation of G in a (separable complex) Hilbert space H. We say that U is physically equivalent to U if there exist a Borel function β : G → T and a unitary or antiunitary operator W : H → H such that
Notice that the notion of physical equivalence is coherent with Wigner's theorem on symmetry actions. It is clear that a projective representation, physically equivalent to an irreducible projective representation, is irreducible too. Let U be an irreducible projective representation of the l.c.s.c. group G in the Hilbert space H. Then, given two vectors ψ, φ ∈ H, we define the function (usually
and we consider the set (of 'admissible vectors for U ')
The representation U is said to be square integrable if
Square integrable projective representations are characterized by the following resultsee ref.
[22] -which is a generalization of a classical theorem of Duflo and Moore [19] concerning unitary representations: 
for all φ 1 , φ 2 ∈ H and all ψ 1 , ψ 2 ∈ A(U ). The Duflo-Moore operatorD U is semiinvariant, with respect to U , with weight ∆ 
Finally, we notice that the orthogonality relations (122) can also be written replacing the positive selfadjoint operatorD U with a closed injective operatorK U which is only required to be selfadjoint. Such an operatorK U is not unique (e.g., trivially, one can set Let us list a few basic facts about square integrable representations:
1. The square-integrability of a representation extends to all its physical equivalence class. Thus, we can say consistently that a certain physical equivalence class of representations is square integrable.
2. In the case where the l.c.s.c. group G is compact (hence, unimodular), every irreducible projective representation of G is square integrable (since, in this case, the Haar measure on G is finite) and, in the case of a unitary representation, Theorem 1 coincides with the celebrated Peter-Weyl theorem. The trivial representation of G in C is square integrable if and only if G is compact.
3. If the representation U of G is square integrable, then the orthogonality relations (122) imply that, for any nonzero admissible vector ψ ∈ A(U ), one can define the linear operator
-sometimes called (generalized) wavelet transform generated by U , with analyzing or fiducial vector ψ -which is an isometry. Notice that W ψ is the frame transform associated with the normalized tight frame { D U ψ −1 U (g) ψ} g∈G in H based on (G, µ G ). For the adjoint W * ψ : L 2 (G) → H of the isometry W ψ the following formula holds (compare with the reconstruction formula (18)):
The ordinary wavelet transform arises in the special case where G is the 1-dimensional affine group R ⋊ R + * (see [20] ).
4. The isometry W ψ intertwines the square integrable representation U with the leftregular m -representation R m of G in L 2 (G), see ref. [22] , which is the projective representation (with multiplier m ) defined by:
for every f ∈ L 2 (G); namely:
Hence, U is (unitarily) equivalent to a subrepresentation of R m . Notice that, for m ≡ 1, R ≡ R m is the standard left regular representation of G.
5. Since W ψ is a frame transform, the range R ψ ≡ Ran W ψ -which, by Schwarz inequality, consists of (equivalence classes of µ G -almost everywhere) bounded square integrable functions -is a r.k.H.s. (embedded in L 2 (G); see Remark 1), and the reproducing kernel is given explicitly by:
Namely, for every function f in R ψ , we have:
6. The wavelet transform W ψ intertwines a bounded operatorÂ in H with an integral operator in L 2 (G):
in particular:
and the function
the orthogonal complement in L 2 (G) of R ψ , the operator A ψ satisfies:
therefore, we have (compare with relation (23)):
Moreover, relation (132) implies thatÂ = W * ψ A ψ W ψ ; hence, by means of formulae (126) and (133), we get the following (weak integral) formula:
7. Since for the Fourier-Wigner transform a relation analogous to the Moyal identity holds true, namely,
we conclude that the projective representation
is square integrable and, fixing (2π) −1 dqdp as the Haar measure on R × R, we have thatD U = I. Therefore, the Haar measure (2π) −1 dqdp is normalized in agreement with U . If ψ ∈ L 2 (R) is the ground state of the quantum harmonic oscillator, then {U (q, p) ψ} q,p∈R is the family of standard coherent states [23, 48] , which is a normalized tight frame in L 2 (R) based on (R × R, (2π) −1 dqdp).
As a consequence of the 'trace formula for frames' -see Proposition 1 -we have the following further remarkable property of square integrable representations:
Proposition 8 (the 'first trace formula for sq. int. reps.') Let U : G → U(H) be a square integrable projective representation andD U the associated Duflo-Moore operator (normalized according to the left Haar measure µ G ). Then, for any couple of admissible vectors ψ, φ ∈ A(U ) and any trace class operatorÂ in H, the following formula holds:
Proof: We will assume that ψ = 0 = φ, otherwise the statement is trivial; we will further assume, for the moment, that φ = ψ ∈ A(U ). Then, as already observed, the set of vectors { D U ψ −1 U (g) ψ} g∈G is a normalized tight frame in H based on (G, µ G ), and formula (141) -for everyÂ ∈ B 1 (H) and with φ = ψ -follows from formula (26) applied to this frame.
In order to extend the proof to the case where φ = ψ, we can use the result just obtained and a standard 'polarization argument'. LetÂ be a trace class operator in H and ψ, φ arbitrary vectors in A(U ). Notice that we have:
The proof is complete.
One can furthermore prove that, in the case where the l.c.s.c. group G is unimodular, the first trace formula for square integrable representations is a particular case of the following result:
Proposition 9 (the 'second trace formula for sq. int. reps.') Let U : G → U(H) be a square integrable projective representation of a unimodular l.c.s.c. group G and let 
Proof: As in the proof of Proposition 1, we can exploit the fact that every trace class operator can be expressed as a linear combination of four positive trace class operators, and we can restrict the proof of relation (143) -with no loss of generality -to the case whereÂ,T are generic nonzero positive trace class operator in H. Then, let us consider the canonical decomposition ofT as a nonzero (positive) compact operator
where N is a finite or countably infinite index set, {ψ n } n∈N is an orthonormal system and {τ n } n∈N is a set of strictly positive numbers -the nonzero singular values ofT (which, beingT positive, coincide with the nonzero eigenvalues ofT ) -such that
the sum (144) converges with respect to the trace norm. Observe that the map
is a bounded linear functional; hence:
Therefore, we have:
where the permutation of the (possibly infinite) sum with the integral is allowed by the positivity of the integrand functions and we have used the first trace formula (141). In the next section, it will be shown that the notion of square integrable representation allows to give a rigorous definition of the Wigner transform, and to generalize this definition in a straightforward way: with every square integrable projective representation one can associate a suitable isometry, i.e. a (generalized) Wigner transform.
Wigner transforms associated with square integrable representations and the Wigner distribution (revisited)
The (generalized) wavelet transform defined in the previous section is not the only remarkable linear map that one can construct, in a natural way, by means of a square integrable representation. Indeed, following ref. [12] , we will show that -given a square integrable projective representation U : G → U(H) (with miltiplier m ) -with every Hilbert-Schmidt operatorÂ ∈ B 2 (H) one can suitably associate a function
. Denoting byD U , as in Sect. 4, the Duflo-Moore operator associated with U (normalized according to a left Haar measure µ G on G), formally we set:
Since the operator U (g) * ÂD−1 U (or, possibly, its closure) is not, in general, a trace class operator, definition (150) is meaningless unless we provide a rigorous interpretation. To this aim, we will exploit the fact that finite rank operators form a dense linear span FR(H) in B 2 (H). Precisely, consider those rank one operators in H that are of the type
The linear span generated by the operators of this form, namely the set
is dense in FR(H), hence, in B 2 (H):
Observe, moreover, that if we set
then, by virtue of the orthogonality relations (122), for any φ 1 ψ 1 , φ 2 ψ 2 ∈ FR(H; U ) we have:
Therefore, extending the map S U to all FR(H; U ) by linearity, and then to the whole Hilbert space B 2 (H) by continuity, we obtain an isometry
called the (generalized) Wigner transform generated by U . As the reader may check, if the group G is unimodular (⇒D U = d U I, with d U > 0), then for every trace class operatorρ ∈ B 1 (H) -in particular, for every density operator in H -we have simply:
).
Let us now investigate the intertwining property of the isometry S U with respect to the natural action of the group G in B 2 (H). Precisely, let us consider the map
The map U ∨U is a (strongly continuous) unitary representation -even if, in general, the representation U has only been assumed to be projective -which can be regarded as the standard action of the 'symmetry group' G on the quantum 'observables' (or on the 'states'). Next, let us consider the map
where the function ↔ m : G × G → T has the following expression:
As the reader may check by means of a direct calculation involving multipliers, the map T m is a unitary representation; the presence of the square root of the modular function ∆ G in formula (161) takes into account the right action of G on itself. Notice that, for m ≡ 1, it coincides with the restriction to the 'diagonal subgroup' of the two-sided regular representation of the direct product group G × G; see [47, 49] . As the reader may check using relation (124), the Wigner transform S U intertwines the representations U ∨U and T m :
Since the generalized Wigner transform S U is an isometry, the adjoint map
is a partial isometry such that
whereP R U is the orthogonal projection onto the subspace R U ≡ Ran(S U ) = Ker(S * U ) of L 2 (G). Thus, the partial isometry S * U is the pseudo-inverse of S U and we will call it (generalized) Weyl map associated with the representation U . It is remarkable that the Weyl map S * U admits the following weak integral expression (see [12] ):
Observe that, in the case where the group G is unimodular, with the Haar measure µ G normalized in agreement with U , we have simply:
Let us now focus on the case where G = R × R and U is the square integrable projective representation
We recall from Sect. 4 that (2π) −1 dqdp is the Haar measure on R × R normalized in agreement with U . Then, in this case, the generalized Wigner transform S U is the isometry from
For a pure stateψ ≡ |ψ ψ| ∈ B 2 (L 2 (R)), ψ = 1, the function S Uψ coincides, up to an irrelevant normalization factor, with the Fourier-Wigner distribution associated withψ (compare with definition (113)). The multiplier m : (R × R) × (R × R) → T associated with U is given by
Hence, for the function ↔ m we find, in this case, the following expression:
Recalling formula (161), we conclude that the generalized Wigner transform S U intertwines the unitary representation
with the representation
The standard Wigner transform -we will denote it by T -is the isometry obtained composing the isometry S U determined by (169) with the symplectic Fourier transform:
In particular, for a pure stateψ ∈ B 2 (L 2 (R)) the function Tψ coincides, up to an irrelevant normalization factor, with the Wigner distribution associated withψ (compare with formula (110)):
It is clear that the isometry T intertwines the representation U ∨U with the unitary representation T :
as the reader may easily check, explicitly, we have:
Notice that this result is consistent with relations (101) and (102). It is also a remarkable result -see ref. [50] -that
Therefore, the standard Wigner transform T -and its adjoint T * , the standard Weyl map -are both unitary operators. Notice that, according to the definition of the map S U , the Wigner transform associated with a square integrable representation is not -in general -a frame transform. For instance, in the case where U is the Weyl system (168), it is not. This is coherent with the fact that, in the mentioned case, Ran S U = L 2 (R × R) and hence Ran S U is not a r.k.H.s. as it should be if S U were a frame transform. For the same reason, the standard Wigner transform T is not a frame transform. It is then natural to address the following problem: given a square integrable projective representation U , is it possible to associate with U , in a straightforward way, a frame transform in B 2 (H)? We will give an (affirmative) answer to this question in the subsequent section.
Frames in Hilbert-Schmidt spaces from square integrable representations
In this section, we will show that it is possible to obtain from a square integrable representation -in a natural way -frame transforms having as domain the space of Hilbert-Schmidt operators in the Hilbert space where the representation acts. In the following, we will assume that G is a l.c.s.c. group and U : G → U(H) a square integrable projective representation of G in the Hilbert space H. For the sake of simplicity, we will suppose that the group G is unimodular, but the results that we are going to prove actually extend to the general case (see Remark 10 below). We will denote by µ G the Haar measure on G normalized in agreement with the representation U (see Remark 4) . Now, for any couple of Hilbert-Schmidt operatorsÂ,T ∈ B 2 (H), we can define the function
where:
At this point, we have the following result:
Theorem 2 With the previous notations and assumptions, for anyÂ,T ∈ B
, and the linear application DT :
forT nonzero and normalized (i.e. T B 2 (H) = 1), is an isometry (the 'dequantization map' associated with the representation U , with 'analyzing operator'T ); namely, for T normalized, the family of operators
Moreover, for anyÂ,B,Ŝ,T ∈ B 2 (H), the following relation holds:
Proof: LetT be a nonzero operator in B 2 (H). As an Hilbert-Schmidt operator,T will admit a canonical decomposition of the form
where N is a finite or countably infinite index set, {ψ n } n∈N , {φ n } n∈N are orthonormal systems and {τ n } n∈N is a set of strictly positive numbers (the nonzero singular values ofT ) such that
the sum (184) converges with respect to the Hilbert-Schmidt norm. The fact that the representation U is a weakly Borel map implies that the function T (·, ·),Â B 2 (H) -for anyÂ,T ∈ B 2 (H) -is Borel; namely, that the application
H) is weakly Borel. In fact, by means of the canonical decompositions of the operatorsÂ andT , one can express the function T (·, ·),Â B 2 (H) as a finite -or countably infinite and pointwise converging -sum of Borel functions; we leave the details to the reader (recall that, given Borel functions
Assume, now, thatT = 0 and T B 2 (H) = 1, and letÂ be an arbitrary operator in B 2 (H). Consider the associated Borel complex-valued function A ≡ T (·, ·),Â B 2 (H) on G × G. We will prove that this function belongs to L 2 (G × G) and, simultaneously, that the dequantization map (182) is an isometry. To this aim, it will be convenient to assume for the moment thatT is a finite rank operator ; this is equivalent to suppose that the index set N is finite. Then, by Tonelli's theorem and the (finite) canonical decomposition ofT , we have:
where, for the sake of notational conciseness, we have set
Next, observe that
hence, from relations (186) and (188), we obtain:
where we have used the orthogonality relations for the square integrable representation U (G unimodular, µ G normalized in agreement with U ). At this point, using the trace formula (141), we get:
with T 2 B 2 (H) = 1. Thus, in the case where the index set N is finite, the proof is complete. Suppose now that dim(H) = ∞ and N = N. In this case, we can consider a sequence {T N } N∈N ⊂ B 2 (H) of finite rank operators converging toT :
in particular, we can consider the sequence of finite truncations of the canonical decomposition ofT , i.e.T
Then, settingT N (g 1 , g 2 ) := U (g 1 )T N U (g 2 ) * , we get:
Next, observe that for every N ∈ N the function
, and {A N } N∈N is a Cauchy sequence in L 2 (G × G). Indeedaccording to the first segment of the proof -one finds out that, for any N, N ′ ∈ N,
where we have setT
and we have exploited the fact thatT N,N ′ is a finite rank operator. Therefore, the function A : G × G → C is the pointwise limit of a Cauchy sequence of functions in L 2 (G × G), so that -according to a well known result -it belongs to
Hence, taking into account that
we have:
with T B 2 (H) = 1. Thus, the first part of the proof is complete. We will now prove relation (183). This second part of the proof goes along lines similar to the ones already traced in the first part, so we will be rather sketchy.
LetÂ,B,Ŝ,T be operators in B 2 (H), withŜ = 0 =T (otherwise relation (183) is trivial), and consider the canonical decompositionŝ
where M, N are finite or countably infinite index sets, {η m } n∈M , {χ m } n∈M , {ψ n } n∈N , {φ n } n∈N are orthonormal systems, {σ m } m∈M , {τ n } n∈N are sets of strictly positive numbers such that m∈M σ 2 m = Ŝ 2 B 2 (H) , n∈N τ 2 n = T 2 B 2 (H) , and we have:
The sums (199) converge with respect to the Hilbert-Schmidt norm. Suppose first that the index sets M, N are both finite. For notational conciseness, we define the function Φ :
and we set
Then, since the function Φ belongs to L 1 (G × G) (according to the first part of the proof), we can apply Fubini's theorem thus getting:
where we have used the orthogonality relations for U . Next, use the trace formula (141):
Suppose now that dim(H) = ∞, and that M = N and/or N = N. Then, one can adopt a reasoning similar to the one used in the second half of the first part of the proof: consider sequences {Ŝ M } M∈N and/or {T N } N∈N of finite rank operators -converging tô S and/or toT , respectively -and exploit the continuity (in both arguments) of the scalar products in L 2 (G × G) and B 2 (H), for proving relation (183) also in this case.
The proof of the theorem is complete.
Remark 5
In order to prove Theorem 2, we could have shown that the map
defined by
is an irreducible projective representation of the (unimodular) direct product group G × G, and that, moreover, it is square integrable. Then, formula (183) can be regarded as the 'orthogonality relations' of the square integrable representation U. The advantage of the above proof is that of 'explicitly illustrating' what happens for finite rank operators. In the general case where G is not assumed to be unimodular -see Remark 10 below -this kind of proof allows to provide an explicit expression for (a variant of) the Duflo-Moore operator associated with the representation U in terms of the Duflo-Moore operator associated with U .
Remark 6
Assume that the analyzing operatorT ∈ B 2 (H) is a nonzero finite rank operator (with T B 2 (H) = 1). Then, arguing as in the proof of Theorem 2, one shows that for every trace class operatorÂ ∈ B 1 (H) and every bounded operatorB ∈ B(H) -setting:
is contained in L 1 (G), as well as the function
and the following formula holds:
where one can interchange the order of the integrals. Furthermore -taking into account the fact that, for any φ, η ∈ H, φ,T (g 1 , g 2 ) η = DT |φ η| (g 1 , g 2 ) * -the following weak integral reconstruction formula holds:
in particular, forT = |ψ ψ|, ψ = 1, we re-obtain relation (138).
Let us now investigate the intertwining property of the isometry DT with respect to the natural action of the group G in B 2 (H). Precisely, let us consider the representation
defined in Sect. 5; see formula (159). As already observed, U ∨U is a unitary representation, even in the case where the representation U is genuinely projective. Consider, now, the map
where the function M :
with m denoting the multiplier of U . The map L M is a unitary representation too, as the reader may verify by checking that the following relation holds:
It is clear that the unitary representation L M is weakly Borel; hence, according to a well known result, it is strongly continuous. Between the representations U ∨U and L M there is a precise relation: U ∨U is unitarily equivalent to a sub-representation of L M ; indeed, we have:
Proposition 10 With the previous notations and assumptions, for every normalized
Hilbert-Schmidt operatorT ∈ B 2 (H), the isometry DT intertwines the unitary represen-
Proof: LetÂ an arbitrary operator in B 2 (H). We want to prove that
In fact, the l.h.s. of eq. (216) is equal to
Hence, we have that
We have thus obtained the r.h.s. of eq. (216) and the proof is complete. We conclude this section with a few remarks.
Remark 7 Let U : G → U( H) be a projective representation physically equivalent to U (hence, square integrable too):
where 
-one can easily check the following relations:
Hence -denoting by J the standard complex conjugation in L 2 (G × G), i.e. the antiunitary operator
and byβ the multiplication operator in
operator which is obviously unitary) -for every g ∈ G we have:
This result is coherent with the fact that, denoting by DT ′ the dequantization operator associated with the representation U , with analyzing operatorT ′ ∈ B 2 ( H) -wherê T ′ = WT W * , for someT ∈ B 2 (H) such that T B 2 (H) = 1 -for everyÂ ∈ B 2 (H) we have:
withβ W ≡β, for W unitary, andβ W ≡β J, for W antiunitary. We leave the simple check of relation (225) to the reader.
Remark 8
We stress that, excluding the trivial case where dim(H) = 1, Ran(DT ) is a proper subspace of L 2 (G × G). In fact, if dim(H) ≥ 2, according to relation (183) we have:
hence, the ranges of a couple of dequantization maps, with mutually orthogonal analyzing operators, are mutually orthogonal subspaces of L 2 (G × G). Therefore, the ranges of dequantization maps must be proper subspaces of L 2 (G × G).
Clearly, the antilinear application
is a complex conjugation (J = J * and J 2 = I). Observe that, for every Hilbert-Schmidt operatorÂ ∈ B 2 (H), the following relation holds
indeed, we have:
Suppose that the analyzing operatorT ∈ B 2 (H) is selfadjoint. Then, the isometry DT intertwines the standard complex conjugationÂ →Â * in B 2 (H) with the complex conjugation J in L 2 (G × G), i.e. DT (Â * ) = DTÂ ⋄ . Therefore, taking into account the injectivity of the map DT , a function Ψ belonging to Ran DT is the image of a selfadjoint operator if and only if Ψ = Ψ ⋄ .
Remark 10 Up to this point, we have focused on the case where the group G is unimodular. We stress that a suitable dequantization map can be defined even if G is not unimodular (we denote by µ G , as usual, a left Haar measure on G and byD U the Duflo-Moore operator normalized according to µ G ), though in this case the construction is slightly more complicate. Here we will sketch the main points of this construction; further details (and suitable examples) will be contained in a forthcoming paper. Let us denote by FR(H) the linear span of finite rank operators and let us consider the set
The setFR(H; U ) is a dense linear span in B 2 (H), and a generic nonzero vector in FR(H; U ) is of the form
are linearly independent sets in Dom D U . Let us introduce a linear operatorK U , with domainFR(H; U ), defined byK
It is easy to check that, due to the selfadjointness ofD U ,K U is a symmetric operator. It follows thatK U is closable, and we denote by K U the closure ofK U ; hence, K U is a closed, symmetric, densely defined operator in B 2 (H) whose restriction toFR(H; U ) coincides withK U . At this point, with every operatorT in the dense linear span Dom(K U ) one can associate a linear map DT :
which -forT nonzero and such that K UT B 2 (H) = 1 -is an isometry. Moreover, for anyÂ,B ∈ B 2 (H) and anyŜ,T in the dense linear span Dom(K U ) ⊂ B 2 (H), the following orthogonality relations hold:
The proof of these statements goes along lines similar to the ones traced in the proof of Theorem 2. First one proves the statements with the operatorT (andŜ) belonging to the dense linear spanFR(H; U ). Then, one extends the result to a genericT in Dom(K U ) by means of a limit argument. This time the sequence {T N } N∈N converging toT should be chosen as follows. It must be a sequence inFR(H; U ) such that
(such a sequence exists since K U is the closure ofK U ). One can prove that the operatorK U is essentially selfadjoint; hence, its closure K U is the unique selfadjoint extension ofK U . Thus, K U is a variant (Remark 4) of the Duflo-Moore operator associated with the square integrable projective representation U, see Remark 5. Therefore, forT ∈ Dom(K U ) such that K UT B 2 (H) = 1, the linear map DT can be regarded as the generalized wavelet transform generated by U, with analyzing vectorT .
In the next section, we will exploit the class of frames introduced above and the results of Sect. 2 for deriving suitable expressions of quantum-mechanical formulae in terms of functions on 'phase space'. Although most of the results hold in the general case, we will assume, for the sake of simplicity, that the l.c.s.c. group G is unimodular.
Frame transforms and quantum mechanics
Since we are now equipped with a wide class of tight frames in the space B 2 (H) of Hilbert-Schmidt operators in the Hilbert space H, we can exploit the results of Sect. 2. It will be convenient to denote by G the direct product group G × G (G unimodular), by g ≡ (g 1 , g 2 ) a typical element of G, by ⌢ g the 'diagonal element' (g, g) of G and by µ G the Haar measure µ G ⊗ µ G on G (which is, obviously, a unimodular l.c.s.c. group). Then, according to Theorem 2, for every nonzero Hilbert-Schmidt operatorT ∈ B 2 (H) such that T B 2 (H) = 1 (µ G is normalized in agreement with U ), the family of operators
is a normalized tight frame in B 2 (H), based on (G, µ G ). Thus, we can identify the measure space (Y, ν) of Sect. 2 with the measure space (G, µ G ). The frame transform associated with the frame (236) is the linear map DT :
, for everyÂ ∈ B 2 (H) -which is an isometry (the 'dequantization map'). We will denote by
the adjoint of the isometry DT ; then, QT (the 'quantization map') is a partial isometry that coincides with the pseudo-inverse of DT :
For the partial isometry QT we have the following simple formula (compare with relation (10)):
We stress that the integral in formula (239) is a weak integral of B 2 (H)-valued functions; hence, a fortiori, it can also be regarded as a weak integral of bounded-operator-valued functions (see Remark 2) . As observed in Sect. 2, the linear maps DT and QT induce in L 2 (G) a star product of functions defined by (see definition (46) ):
According to Proposition 3, we have:
In particular, the subspace Ran DT of L 2 (G) is a r.k.H.s. (compare with formulae (21) and (22)):
-where the reproducing kernel has the following expression:
-and, for every couple of Hilbert-Schmidt operatorsÂ 1 ,Â 2 ∈ B 2 (H), we have:
with
Observe that it is possible to express, within the present framework, the expectation values of quantum mechanical observables. Recall, in fact, that the (bounded) left and right multiplication operators in B 2 (H) by a bounded operatorÂ -i.e., respectively: LÂ : B 2 (H) ∋B →ÂB ∈ B 2 (H) and RÂ : B 2 (H) ∋B →BÂ ∈ B 2 (H) -are represented as suitable integral operators in the Hilbert space of frame transforms Ran DT = DT (B 2 (H)). Precisely, the 'left' and 'right' integral kernels
-see Proposition 4 -correspond to the 'super-operators' LÂ and RÂ, respectively. In particular, for every trace class operatorρ ∈ B 1 (H), the following formulae apply:
Besides, for every normalized non-zero vector ψ ∈ H -more precisely, for every rank one projectorψ ≡ |ψ ψ| -setting
we have (see Proposition 6; consider that {U (g) ψ} g∈G is a normalized tight frame in H, based on (G, µ G )):
According to the second assertion of Proposition 6, a positive Hilbert-Schmidt operator B ∈ B 2 (H) is a trace class operator if and only if
Observe also that, recalling the intertwining relation (215), from definition (249) we get:
Remark 11 Formula (250) is a special case of a more general relation. In fact, letŜ be a trace class operator in H such that tr(Ŝ) = 1; then, extending definition (249), let us set
At this point, using the 'second trace formula' (143) and the reconstruction formula for the operatorρ, we find:
Moreover, arguing as above, we conclude that
This formula shows that the function g → γT ,Ŝ g, g * is contained in Ran DT .
In the special case whereT ∈ B 1 (H), exploiting again the second trace formula (143), we find also that
Hence, in particular,
), and, ifT ∈ B 1 (H) is such that tr(T ) = 0, we have:
We are now ready to provide a suitable expression for the quantity tr(Âρ), which -in the special case where the bounded operatorÂ is selfadjoint, and the trace class operatorρ is positive and of unit trace -can be regarded as a quantum-mechanical expectation value. From relations (247), (248) and (250) it follows immediately that
Of course, analogous formulae involving the more general type of integral kernel γT ,Ŝ (·, ·) defined above hold too. Moreover, in the special case whereT ∈ B 1 (H), with tr(T ) = 0, formula (256) implies:
In conclusion, having in mind applications to quantum mechanics, within the framework outlined in the present section we have the following picture. With states (density operators) are associated functions -the frame transforms of the density operatorsbelonging to the r.k.H.s. Ran DT , which is endowed with a star product that reproduces the product of the H * -algebra B 2 (H). On the other hand, with observables are associated suitable (left and right) integral kernels. The quantum-mechanical expectation values are given by integral formulae involving the frame transforms associated with states and the integral kernels. Notice that in this picture the norm of a quantum observable can be defined 'intrinsically'. Indeed, for every bounded selfadjoint operatorÂ in H, recalling definition (50) and relation (54), and using the fact that LÂ is a bounded selfadjoint operator in B 2 (H), we have:
Moreover, taking into account relation (66), we find out that in formula (260) one can relax the condition that Φ ∈ Ran DT ; i.e.
Â = sup
Of course, using the fact that Â = RÂ , one obtains a completely analogous relation involving the right integral kernel χ R T Â ; ·, · . Therefore, we can identify the Jordan-Lie algebra of bounded selfadjoint operators in H with the vector space of the associated left integral kernels endowed with the norm defined by formula (261), and with the Jordan product and the Lie bracket defined by (compare with formulae (70) and (71), respectively):
for any couple of bounded selfadjoint operatorsÂ 1 ,Â 2 ∈ B(H). It is clear that a similar identification holds for the (suitably equipped) vector space of right integral kernels. Assume now that the analyzing operatorT ∈ B 2 (H) is selfadjoint. Observe that, in this case, the image through DT of the set P(H) of pure states (rank-one projectors) in the Hilbert space H is characterized as a subset of Ran DT in the following way:
Indeed -recalling Remark 9, and formulae (245) and (250) -the image through the isometry DT of the set of orthogonal projectors in H is characterized by the couple of conditions Ψ = Ψ ⋄ , Ψ ⋆ Ψ = Ψ.
At this point, the third condition -tr(Ψ) = 1 -ensures that QT Ψ is a trace class operator (notice that QT Ψ is positive and recall condition (251)), i.e. a finite rank projector, and in particular a rank one projector. This characterization of the set DT (P(H)) allows to obtain an alternative expression of the norm of an observable in terms of its left and right integral kernels. In fact, for every bounded selfadjoint operatorÂ in H, we have that Â = sup 
clearly, an analogous expression involving the right integral kernel χ R T Â ; ·, · holds too. We leave to the reader the simple exercise of deriving how the natural symmetry action of the group G on bounded operators in H is represented in the vector spaces of the associated left and right integral kernels.
A remarkable example
In this section, we will focus on the case where the group G is the additive group R × R (the group of translations on the 1 + 1-dimensional phase space; the generalization to the n + n-dimensional case is straightforward) and the square integrable projective representation U is the Weyl system (168). We will denote a generic element of R × R as a complex variable -z ≡ q + ip -and a generic element of the direct product group G ≡ (R × R) × (R × R), accordingly, as z = (z 1 , z 2 ). As in Sect. 7, the diagonal element (z, z) of G will be denoted by ⌢ z . We recall that the Haar measure µ G on G ≡ R × R, normalized in agreement with U , is given by dµ G (z) = (2π) −1 dz ≡ (2π) −1 dq dp ; hence, the Haar measure µ G on G is given by dµ G (z) = (2π) −2 dz ≡ (2π) −2 dz 1 dz 2 . A this point, as a consequence of Theorem 2, we have that for every normalized nonzero Hilbert-Schmidt operatorT in L 2 (R) the family of operators
is a normalized tight frame in B 2 (L 2 (R)), based on (G, µ G ). This frame allows to define the isometry DT :
by setting: DTÂ (z) := T (z),Â B 2 , ∀Â ∈ B 2 .
The range of the isometry DT is a proper subspace of L 2 and a r. 
with z ≡ (z 1 , z 2 ),z ≡ (z 1 ,z 2 ). Moreover, the isometry DT intertwines the unitary representation U ∨U : G ≡ R × R → U(B 2 ),
with the unitary representation L M : G → U(L 2 ) defined by
M (z; z) := exp i 2 q (p 2 − p 1 )− p (q 2 − q 1 ) , z ≡ q + ip, z ≡ (q 1 + i p 1 , q 2 + i p 2 ). (276) Of course all the formulae obtained in Sect. 7 apply to this case; we will present some detailed calculations and examples elsewhere. We want now to highlight, briefly, the relation between our results and the fundamental seminal papers [18] of Cahill and
Glauber on quasi-distributions. In the cited papers, Cahill and Glauber (with aims partially distinct from ours) introduced and studied a family of normal operators with spectral decomposition
where {|n } n=0,1,... are the standard eigenfunctions of the harmonic oscillator Hamiltonian. From the first of the papers [18] we learn, in particular, the following (easily verifiable) facts: 5
• for ℜe(s) ≤ 0, the operatorT s is bounded and
moreover:T * s =T s * ;
• for ℜe(s) < 0, the operatorT s belongs to the Banach space B 1 (L 2 (R)) (hence, in particular, to the Hilbert space B 2 ≡ B 2 (L 2 (R))), and
T s 2 := T s ,T s B 2 = 1 |ℜe(s)| ;
thus, · 1 and · 2 are the trace class and Hilbert Schmidt norms, respectively; moreover: tr(T s ) = 1; (ℜe(s) < 0) (281)
• for ℜe(s) = 0, the operatorT s belongs to the set B(L 2 (R)) B 2 ;
• for ℜe(s) > 0, s = 1, the operatorT s is unbounded.
Cahill and Glauber proposed the following (in general, formal) decomposition of a Hilbert-Schmidt operator ('bounded', in their terminology)Â ∈ B 2 : 
In particular, one can show that, for s = 0, formula (284) -with the trace suitably interpreted as in Sect. 5 -defines the Wigner distribution (notice thatΠ ≡ 1 2T 0 is the parity operator in L 2 (R): Π f (x) = f (−x)). In general, the mathematically rigorous interpretation of the decomposition formula (282) is problematic since, for ℜe(s) = 0, it involves unbounded operators, either in the formula itself, or in the definition of the quasi-distribution A −s (i.e. the pair (T s ,T −s ) contains an unbounded operator, for ℜe(s) = 0). Notice, moreover, that for s = 1 the decomposition is not defined at all (the operatorT 1 is not defined); therefore, with the Husimi-Kano quasi-distribution A −1 (see [51, 18, 40, 41] ) -A −1 (z) := z|Â|z ,
where {|z ≡ U (z) |0 } z∈C is the family of coherent states of the quantum harmonic oscillator -is not associated any (even formal) reconstruction formula. In our framework, taking into account relation (280), with every Hilbert-Schmidt operatorT s -with ℜe(s) < 0 -one can associate a normalized tight frame 9 
Conclusions and perspectives
In the present paper, we have reconsidered some fundamental aspects of the quantizationdequantization theory in the light of the mathematical notion of frame. We have shown (see Sect. 2) that -in addition to the standard formulae that play a fundamental role in (generalized) wavelet analysis -by considering frames of Hilbert-Schmidt operators one is able to obtain a remarkable representation of a quantum system. It turns out that states (density operators) are naturally represented by 'phase space functions' belonging to a r.k.H.s. which is endowed with a 'star product'; while observables are represented by (left and right) 'integral kernels' forming vector spaces endowed with a structure of Jordan-Lie algebra. Quantum mechanical expectation values are given by simple integral formulae. We have then shown (see Sects. [3] [4] [5] that the classical Weyl-Wigner approach to quantization-dequantization, although not directly related to the notion of frame, relies on the notion of square integrable projective representation. Using this mathematical tool one can introduce (see Sect. 6) a class of tight frames of Hilbert Schmidt operators. A frame of this kind is generated by a square integrable representation of a group that can be regarded as the 'symmetry group' of a quantum system, and by an 'analyzing operator', whose choice can be adapted to specific applications or requirements (as it happens in wavelet analysis). Such a frame allows to achieve a remarkable implementation (see Sect. 7) of the abstract scheme outlined in Sect. 2. In the case where the square integrable representation is the Weyl system, there is a link between our approach and the formalism of 's-parametrized quasi-distributions' introduced by Cahill and Glauber (see Sect. 8), a link that on our opinion will deserve further exploration. We plan, moreover, to develop the basic results established in the present contribution in several directions; in particular, we will mention the representation -in our framework -of specific quantum systems and of 'super-operators' (that play a fundamental in the theory of open quantum systems), and the study of the classical limit of quantum mechanics.
