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Abstract In this paper we present a numerical scheme for stochastic differential equations
based upon the Wiener chaos expansion. The approximation of a square integrable stochastic
differential equation is obtained by cutting off the infinite chaos expansion in chaos order and
in number of basis elements. We derive an explicit upper bound for the L2 approximation error
associated with our method. The proofs are based upon an application of Malliavin calculus.
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1 Introduction
We consider a one-dimensional continuous stochastic process (Xt)t∈[0,T ] that satis-
fies the stochastic differential equation
dXt = b(t,Xt)dt+ σ(t,Xt)dWt withX0 = x0, (1.1)
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where (Wt)t∈[0,T ] is a Brownian motion defined on a filtered probability space (Ω,F ,
(Ft)t∈[0,T ],P). Various numerical approximation schemes for the SDE (1.1) have
been proposed and studied in the literature in the past decades. The probably most
prominent numerical approximation for the solution of (1.1) is the Euler scheme,
which can be described as follows. Let ϕn : R+ → R+ be the function defined by
ϕn(t) = i/nwhen t ∈ [i/n, (i+1)/n). The continuous Euler approximation scheme
is described by
dXnt = b
(
ϕn(t), X
n
ϕn(t)
)
dt+ σ
(
ϕn(t), X
n
ϕn(t)
)
dWt with X
n
0 = x0. (1.2)
The probabilistic properties of the Euler approximation scheme have been investi-
gated in numerous papers. We refer to the classical works [2, 3, 14, 16, 17, 23] for
the studies on weak and strong approximation errors among many others. Asymptotic
results in the framework of non-regular coefficients can be found in e.g. [1, 8, 9, 27].
In this paper we take a different route and propose to use the Wiener chaos
expansion (also called polynomial chaos in the literature) to approximate the solu-
tion of the SDE (1.1). To explain ideas let us fix an orthonormal basis (ei)i≥1 of
the separable Hilbert space L2([0, T ]). It is a well-known statement (cf. [6]) that if
Xt ∈ L2(Ω,F ,P) for all t ∈ [0, T ], where F is generated by the Brownian motion
(Wt)t∈[0,T ], it admits the chaotic expansion
Xt =
∑
α∈I
xα(t)Ψ
α, (1.3)
where xα are deterministic functions,Ψ
α are mutually orthogonal random projections
that are associated to the basis (ei)i≥1, and the index set I is defined via
I := {α = (αi)i≥1 : αi ∈ N0 and almost all αi’s are 0}. (1.4)
Such orthogonal expansions have been successfully applied in numerous fields of
stochastic and numerical analysis. We refer e.g. to [11–13, 25] for applications of the
Wiener chaos expansion in the context of SDEs and to [20–22, 26] for applications
of polynomial expansion in modelling, simulation and filtering of stochastic partial
differential equations. The aim of this work is to use the chaos expansion (1.3) to
numerically approximate the solution of the SDE (1.1). For this purpose we need to
truncate the infinite sum in (1.3). An obvious approach is to consider the approxima-
tion
Xp,kt =
∑
α∈Ip,k
xα(t)Ψ
α, (1.5)
where the subset Ip,k ⊂ I refers to using orthogonal projectionsΨα only with respect
to the first k basis elements (ei)1≤i≤k and only up to the pth orderWiener chaos. This
method is mostly related to the articles [11, 12, 22, 21]. More specifically, the works
[21, 22] study the L2-error associated with the approximation (1.5), but only for a
particular choice of the basis (ei)i≥1. In this paper we will study the decay rate of
E[(Xt −Xp,kt )2] when k, p → ∞ for a general basis (ei)i≥1 of L2([0, T ]) applying
methods from Malliavin calculus.
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The paper is structured as follows. In Section 2 we present the elements of Malli-
avin calculus. The main results of the paper are demonstrated in Section 3. Section 4
is devoted to proofs. In Section 5 we illustrate our approach with exemplary numer-
ical results for the Haar and a trigonometric basis, and propose a heuristic based on
sparse indices for computational speedup.
2 Background on Malliavin calculus
In this section we introduce some basic concepts of Malliavin calculus. The interested
readers are referred to [24] for more thorough exposition on this subject. Set H =
L2([0, T ]) and let 〈·, ·〉H denote the scalar product onH. We note that H is a separable
Hilbert space and denote by (ei)i≥1 an orthonormal basis of H. We consider the
isonormal Gaussian family W = {W (h) : h ∈ H} indexed by H defined on a
probability space (Ω,F ,P), i.e. the random variables W (h) are centered Gaussian
with a covariance structure determined via
E
[
W (g)W (h)
]
= 〈g, h〉H.
Here and throughout the paper we assume that F = σ(W ). In our setting we con-
sider W (h) =
∫ T
0
hsdWs, where W is a standard Brownian motion. We define the
normalised Hermite polynomials through the identities
H0(x) := 1, Hn(x) :=
(−1)n√
n!
exp
(
x2
2
)
dn
dxn
(
exp
(
−x
2
2
))
, n ≥ 1.
(2.1)
The nth Wiener chaosHn is the closed linear subspace of L2(Ω,F ,P) generated by
the family of random variables {Hn(W (h)) : ‖h‖H = 1}. The vector spaces Hn,
n ≥ 0, are orthogonal and we have the Wiener chaos expansion
L2(Ω,F ,P) =
∞⊕
n=0
Hn. (2.2)
(See [24, Theorem 1.1.1] for more details.) Next, for α ∈ I, where I has been intro-
duced in (1.4), we define the random variable
Ψα :=
∞∏
i=1
Hαi
(
W (ei)
)
, (2.3)
where (ei)i≥1 is a fixed orthonormal basis of H. We define |α| =
∑∞
i=1 αi and α! =∏∞
i=1 αi! for α ∈ I. We deduce that the set {Ψα : α ∈ I with |α| = n} forms a
complete orthonormal basis of the nthWiener chaosHn and consequently {Ψα : α ∈
I} is a complete orthonormal basis of L2(Ω,F ,P) (cf. [24, Proposition 1.1.1]).
Now, we introduce multiple stochastic integrals of order n ∈ N, which are de-
noted by In. For an element h
⊗n := h⊗ · · · ⊗ h in H⊗n with ‖h‖H = 1, we define
In
(
h⊗n
)
:=
√
n!Hn
(
W (h)
)
, n ≥ 1. (2.4)
Assuming that the mapping In is linear, the definition (2.4) can be extended to all
symmetric elements h ∈ H⊗n by polarisation identity. Finally, for an arbitrary func-
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tion h ∈ H⊗n we set
In(h) := In(h˜),
where h˜ denotes the symmetrised version of h ∈ H⊗n. By definition In maps H into
Hn, so the multiple integrals of different orders are orthogonal. In particular, they
satisfy the isometry property
E
[
Im(g)In(h)
]
= n!〈g˜, h˜〉H⊗n1{n=m}, h ∈ H⊗n, g ∈ H⊗m. (2.5)
Furthermore, for any symmetric h ∈ H⊗n, g ∈ H⊗m, the following multiplication
formula holds:
Im(g)In(h) =
min(m,n)∑
r=0
r!
(
m
r
)(
n
r
)
Im+n−2r(g ⊗r h), (2.6)
where the rth contraction g ⊗r h is defined by
g ⊗r h(t1, . . . , tm+n−2r) :=
∫
[0,T ]r
g(u1, . . . , ur, t1, . . . tm−r)
× h(u1, . . . , ur, tm−r+1, . . . tm+n−2r)du1 . . . dur.
(See [24, Proposition 1.1.3].) The Wiener chaos expansion (2.2) transfers to the con-
text of multiple integrals as follows. For each random variable F ∈ L2(Ω,F ,P) we
obtain the orthogonal decomposition
F =
∞∑
n=0
In(gn), gn ∈ H⊗n, (2.7)
where I0 = E[F ] and the decomposition is unique when gn, n ≥ 1, are assumed to
be symmetric (cf. [24, Theorem 1.1.2]).
Next, we introduce the notion of Malliavin derivative and its adjoint operator. We
define the set of smooth random variables via
S = {F = f(W (h1), . . . ,W (hn)) : n ≥ 1, hi ∈ H},
where f ∈ C∞p (Rn) (i.e. the space of infinitely differentiable functions such that all
derivatives exhibit polynomial growth). The kth order Malliavin derivative of F ∈ S,
denoted byDkF , is defined by
DkF =
n∑
i1,...,ik=1
∂k
∂xi1 · · ·∂xik
f
(
W (h1), . . . ,W (hn)
)
hi1 ⊗ · · · ⊗ hik . (2.8)
Notice that DkF is a H⊗k-valued random variable, and we write DkxF for the re-
alisation of the function DkF at the point x ∈ [0, T ]k. The space Dk,q denotes the
completion of the set S with respect to the norm
‖F‖k,q :=
(
E
[|F |q]+ k∑
m=1
E
[∥∥DmF∥∥q
H⊗m
])1/q
.
We define Dk,∞ = ∩q>1Dk,q. The Malliavin derivative of the random variable Ψα ∈
S, α ∈ I, can be easily computed using the definition (2.8) and the formulaH ′n(x) =
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√
nHn−1(x):
DsΨ
α =
∞∑
i=1
√
αiei(s)Ψ
α−(i), where (2.9)
α−(i) := (α1, . . . , αi−1, αi − 1, αi+1, . . .) if αi ≥ 1. (2.10)
Higher order Malliavin derivatives of Ψα are computed similarly.
The operator Dk possesses an unbounded adjoint denoted by δk, which is often
referred to as multiple Skorokhod integral. The following integration by parts formula
holds (see [24, Exercise 1.3.7]): if u ∈ Dom(δk) and F ∈ Dk,2, where Dom(δk)
consists of all elements u ∈ L2(Ω;H⊗k) such that the inequality |E[〈DkF, u〉H⊗k ]| ≤
c(E[F 2])1/2 holds for some c > 0 and all F ∈ Dk,2, then we have the identity
E
[
Fδk(u)
]
= E
[〈
DkF, u
〉
H⊗k
]
. (2.11)
In case the random variable F ∈L2(Ω,F ,P) has a chaos decomposition as displayed
in (2.7), the statementF ∈ Dk,2 is equivalent to the condition∑∞n=1 nkn!‖gn‖2H⊗n <
∞. In particular, when F ∈ D1,2 we deduce an explicit chaos representation of the
derivativeDF = (DtF )t∈[0,T ]
DtF =
∞∑
n=1
nIn−1
(
gn(·, t)
)
, t ∈ [0, T ], (2.12)
where gn(·, t) : [0, T ]n−1 → R is obtained from the function gn by setting the last
argument equal to t (see [24, Proposition 1.2.7 ]). Finally, we present an explicit
formula for the Malliavin derivative of a solution of a stochastic differential equation.
Assume that (Xt)t∈[0,T ] is a solution of a stochastic differential equation (1.1) and
b, σ ∈ C1(R). In this setting DXt = (DsXt)s∈[0,T ] is given as the solution of the
SDE
DsXt = σ(s,Xs) +
∫ t
s
∂
∂x
b(u,Xu)Ds(Xu)du +
∫ t
s
∂
∂x
σ(u,Xu)Ds(Xu)dWu,
(2.13)
for s ≤ t, and DsXt = 0 if s > t (see [24, Theorem 2.2.1]). Throughout the paper
∂/∂x denotes the derivative with respect to the space variable and ∂/∂t denotes the
derivative with respect to the time variable.
3 Main results
We start with the analysis of the Wiener chaos expansion introduced in (1.3). Under
square integrability assumption on the solution X of the SDE (1.1) we obtain the
Wiener chaos expansion
Xt =
∑
α∈I
xα(t)Ψ
α with Ψα =
∞∏
i=1
Hαi
(
W (ei)
)
.
In order to study the strong approximation error we require a good control of the
coefficients xα(t). WhenXt is sufficiently smooth in the Malliavin sense, we deduce
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the identity
xα(t) = E
[
XtΨ
α
]
=
1√
α!
E
[〈
D|α|Xt,
∞⊗
i=1
e⊗αii
〉
H⊗|α|
]
(3.1)
applying the duality formula (2.11). In fact, the coefficients xα(t) satisfy a system of
ordinary differential equations. The following propagator system has been derived in
[12, 21]. We state the proof for completeness.
Theorem 3.1. Let (Xt)t∈[0,T ] be the unique solution of the SDE (1.1) and assume
that X ∈ L2(Ω × [0, T ]). Then Xt possesses the chaos expansion (1.3) and the
coefficients xα(t) satisfy the system of ordinary differential equations
x′α(t) = bα(t,Xt) +
∞∑
j=1
√
αjej(t)σα−(j)(t,Xt), (3.2)
xα(0) = 1{α=0}x0.
Here bα(t,Xt) (resp. σα(t,Xt)) denotes the α-coefficient of the Wiener chaos ex-
pansion (1.3) associated with the random variable b(t,Xt) (resp. σ(t,Xt)), and the
multi-index α−(j) is defined by (2.10).
Proof. Using the SDE (1.1) and applying the formula (3.1) we obtain the identity
xα(t) = x01{α=0} +
∫ t
0
E
[
Ψαb(s,Xs)
]
ds+ E
[
Ψα
∫ t
0
σ(s,Xs)dWs
]
.
Applying the formula (3.1) once again for the random variable b(s,Xs) we immedi-
ately deduce that
bα(s,Xs) = E
[
Ψαb(s,Xs)
]
.
On the other hand, observing the identity δ(1[0,t]σ(·, X·)) =
∫ t
0 σ(s,Xs)dWs, we get
by the duality formula (2.11) and (2.9) that
E
[
Ψα
∫ t
0
σ(s,Xs)dWs
]
=
∞∑
j=1
∫ t
0
√
αjej(s)E
[
Ψα
−(j)σ(s,Xs)
]
ds
=
∞∑
j=1
∫ t
0
√
αjej(s)σα−(j)(s,Xs)ds.
Putting things together we obtain the identity
xα(t) = x01{α=0} +
∫ t
0
bα(s,Xs)ds+
∞∑
j=1
∫ t
0
√
αjej(s)σα−(j)(s,Xs)ds.
Consequently, the assertion follows after taking the derivative with respect to t.
We remark that the propagator system (3.2) is recursive. Let us give some simple
examples to illustrate how (3.2) can be solved explicitly.
Example 3.2. (i) (Scaled Brownian motion with drift) We start with the toy example
of a scaled Brownian motion with drift:
Xt = bt+ σWt.
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In this case we obviously have that xα(t) = 0 for any α ∈ I with |α| ≥ 2. Applying
formula (3.2) we obtain the representation
Xt = bt+ σ
∞∑
j=1
(∫ t
0
ej(s)ds
)∫ T
0
ej(s)dWs,
which is a well known Karhunen–Loéve expansion of the scaled Brownian motion.
(ii) (Geometric Brownian motion) Let us consider the geometric Brownian motion
defined via the SDE
dXt = bXtdt+ σXtdWt, X0 = x0 > 0.
In this setting the propagator system (3.2) translates to
x′α(t) = bxα(t) + σ
∞∑
j=1
√
αjej(t)xα−(j)(t),
xα(0) = 1{α=0}x0.
This system of ordinary differential equations can be solved recursively. For α = 0
we have x′0(t) = bx0(t) and hence x0(t) = x0 exp(bx). If α is the jth canonical unit
vector in I (and hence |α| = 1) we obtain the differential equation
x′α(t) = bxα(t) + σej(t)x0(t),
xα(0) = 1{α=0}x0.
Hence, xα(t) = x0σ exp(bx)
∫ t
0 ej(s)ds. Following this recursion we obtain the gen-
eral formula
xα(t) =
1√
α!
x0σ
p exp(bx)
∞∏
j=1
(∫ t
0
ej(s)ds
)αj
for any α ∈ I with |α| = p.
For a general specification of the drift coefficient b and diffusion coefficient σ
in model (1.1) the propagator system (3.2) cannot be solved explicitly. Thus, precise
infinite dimensional Wiener chaos expansion (1.3) is out of reach. For simulation
purposes it is an obvious idea to consider a finite subset of I in the expansion (1.3).
We introduce the index set
Ip,k :=
{
α ∈ I : |α| ≤ p and αi = 0 for all i > k
}
. (3.3)
The approximation ofXt is now defined via (1.5):
Xp,kt =
∑
α∈Ip,k
xα(t)Ψ
α. (3.4)
We remark that the quantity Xp,kt is more useful than the Euler approximation X
n
t
introduced in (1.2) if we are interested in the approximation of the first two moments
ofXt. Indeed, the first two moments ofX
p,k
t are given explicitly by
E
[
Xp,kt
]
= x0(t) and E
[(
Xp,kt
)2]
=
∑
α∈Ip,k
x2α(t),
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while higher order moments can be computed via an application of the multiplication
formula (2.6).
The strong approximation error associated with the truncation (3.4) has been pre-
viously studied in [21, 22] in a slightly different context. In particular, in both papers
the authors consider one specific basis (ei)i≥1 of L
2([0, T ]) whereas we are inter-
ested in the asymptotic analysis for a general basis (ei)i≥1. While [22] mostly uses
methods from analysis, our approach is based upon Malliavin calculus and is close
in spirit to [21]. The main result of our paper gives an upper bound on the L2-error
E[(Xp,kt −Xt)2].
Theorem 3.3. Let (Xt)t∈[0,T ] be the solution of the SDE (1.1). Suppose that the
coefficient functions b and σ satisfy the Lipschitz and linear growth conditions∣∣b(t, x)− b(t, y)∣∣+ ∣∣σ(t, x) − σ(t, y)∣∣ ≤ K|x− y|, t ∈ [0, T ], (3.5)∣∣b(t, x)∣∣2 + ∣∣σ(t, x)∣∣2 ≤ K2(1 + |x|2), t ∈ [0, T ].
Moreover, assume that b, σ ∈ C1,∞([0, T ]×R), where C1,∞([0, T ]×R) denotes the
space of functions f : [0, T ]×R → R that are once continuously differentiable in the
first component and infinitely differentiable in the second component, such that∣∣∣∣ ∂l+m∂tl∂xm b(t, x)− ∂l+m∂tl∂xm b(t, y)
∣∣∣∣+ ∣∣∣∣ ∂l+m∂tl∂xmσ(t, x) − ∂l+m∂tl∂xmσ(t, y)
∣∣∣∣≤K|x− y|,
for t ∈ [0, T ], any l = 0, 1, andm ≥ 0. Then it holds that
E
[(
Xp,kt −Xt
)2] ≤ C(1 + x02)
(
1
(p+ 1)!
+
∞∑
l=k+1
(
E2l (t) +
∫ t
0
E2l (τ)dτ
))
,
(3.6)
where C = C(t,K) is a positive constant and the function El(t) is defined by
El(t) :=
∫ t
0
el(s)ds. (3.7)
Let us give some remarks about the statement (3.6). First of all, recalling the
Karhunen–Loéve expansionWt =
∑∞
l=1 El(t)
∫ T
0 el(s)dWs, we readily deduce that
E
[
W 2t
]
=
∞∑
l=1
E2l (t) <∞ and
∫ t
0
E
[
W 2s
]
ds =
∞∑
l=1
∫ t
0
E2l (τ)dτ <∞.
Hence, the upper bound on the right-hand side of (3.6) indeed converges to 0 when
p, k → ∞. We also note that the error associated with the truncation of the chaos
order does not depend on the particular choice of the basis (ei)i≥1, while the error
associated with truncation of basis strongly depends on (ei)i≥1 (which is not really
surprising). Furthermore, we remark that it is extremely computationally costly to
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compute all coefficients xα(t), α ∈ Ip,k, for a large chaos order p. Thanks to the
first bound ((p + 1)!)−1 in (3.6) it is sufficient to use small values of p in practical
situations (usually p ≤ 4).
Example 3.4. Let us explicitly compute the last terms of the upper bound (3.6) for
two prominent bases of L2([0, 1]).
(i) (Trigonometric basis) Consider the orthonormal basis (ei)i≥1 given by
e1(t) = 1, e2j(t) =
√
2 sin(2pijt), e2j+1(t) =
√
2 cos(2pijt), j ≥ 1.
In this setting we obtain that
E22j(t) =
1
2pi2j2
(
1− cos(2pijt))2, E22j+1(t) = 12pi2j2 (1− sin(2pijt))2,
for any j ≥ 1. Consequently, we deduce that
∞∑
l=k+1
(
E2l (t) +
∫ t
0
E2l (τ)dτ
)
≤ C
k
(3.8)
for some C > 0.
(ii) (Haar basis) The Haar basis is a collection of functions{
e0, ej,n : j = 1, . . . , 2
n−1, n ≥ 1}
defined as follows:
e0(t) = 1, ej,n(t) =

2(n−1)/2 : t ∈ [2−n+1(j − 1), 2−n(2j − 1)],
−2(n−1)/2 : t ∈ [2−n(2j − 1), 2−n+1j],
0 : else.
In this case we deduce the following representation for Ej,n(t):
Ej,n(t) =

2(n−1)/2(t− 2−n+1(j − 1)) : t ∈ [2−n+1(j − 1), 2−n(2j − 1)],
2(n−1)/2(2−n+1j − t) : t ∈ [2−n(2j − 1), 2−n+1j],
0 : else.
Since maxt∈[0,1]E
2
j,n(t) = 2
−(n+1) and Ej,n(t) 6= 0 only for t ∈ [2−n+1(j −
1), 2−n+1j], we finally obtain that
∞∑
l=n+1
2n∑
j=1
(
E2j,l(t) +
∫ t
0
E2j,l(τ)dτ
)
≤ C2−n. (3.9)
Note that the exponential asymptotic rate for a fixed pth orderWiener chaos is equiva-
lent toO(k−1), if we choose k = 2n basis elements (ei). We will come back to these
two bases in Section 5 where we provide exemplary numerical results that highlight
this identical asymptotic rate, but also the different error distributions over time.
4 Proofs
Throughout the proofsC = C(t,K) denotes a generic positive constant, which might
change from line to line. We start with a proposition that gives an upper bound for the
L2-norm of the Malliavin derivatives ofXt.
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Proposition 4.1. Under conditions of Theorem 3.3 we obtain the estimate
E
[(
Dns1,...,snXt
)2] ≤ Cn(1 + x20). (4.1)
Proof. We show the assertion of Proposition 4.1 by induction over n. For n = 0
the result is a well-known consequence of the Lipschitz and linear growth conditions
(3.5) on the functions b and σ (see e.g. [15, Theorem 2.9, page 289] which relates the
second moment of Xt to the second moment of the initial condition X0 = x0). For
n = 1 we known from the formula (2.13) that the process (DsXt)s∈[0,T ] satisfies the
SDE
DsXt = σ(s,Xs) +
∫ t
s
∂
∂x
b(u,Xu)Ds(Xu)du +
∫ t
s
∂
∂x
σ(u,Xu)Ds(Xu)dWu,
for s ≤ t, andDsXt = 0 for s > t. Next, we introduce the two-dimensional stochas-
tic process (Y
(1)
s;t )t≥s via
Y
(1)
s;t := (Xt, DsXt).
Note that the process (Y
(1)
s;t )t≥s satisfies a two-dimensional SDE with initial condi-
tion given by Y
(1)
s;s . In particular, setting Y
(1)
s;t = (Y
(1.1)
s;t , Y
(1.2)
s;t ), we have the repre-
sentation
DsXt = σ
(
s, Y (1.1)s;s
)
+
∫ t
s
b
(
u, Y (1)s;u
)
du+
∫ t
s
σ
(
u, Y (1)s;u
)
dWu,
where b(u, y) = ∂∂xb(u, y1)y2 and σ(u, y) =
∂
∂xσ(u, y1)y2 for y = (y1, y2). Ap-
plying again the estimates of [15, Theorem 2.9, page 289] to the diffusion process
(Y
(1)
s;t )t≥s, we conclude the estimate
E
[
(DsXt)
2
] ≤ E[∥∥Y (1)s,t ∥∥2] ≤ C(1 + E[∥∥Y (1)s,s ∥∥2])
≤ C(1 + E[X2s ]+ E[σ(s,Xs)2])
≤ C(1 + x20). (4.2)
Now, we will perform the induction step. Notice thatDsXt ∈ D1,∞, so its Malliavin
derivative satisfies again an SDE according to [24, Theorem 2.2.2]. We define the
stochastic process
Y
(n)
s1,...,sn;t :=
(
Xt, Ds1Xt, D
2
s1,s2Xt, . . . , D
n
s1,...,snXt
)
.
Assume that the assertion of Theorem 3.3 holds for all k = 1, . . . , n − 1. In order
to compute the estimate, we have to consider the initial values of the SDE system
satisfied by Y
(n)
s1,...,sn; t. The formula below can be found in [24, Theorem 2.2.2]. Be-
fore we state it, we need some additional notation. The stochastic process DmXt =
{Dms1,...,smXt
∣∣ (s1, . . . , sm) ∈ [0, T ]} depends on them time points s1, . . . , sm. For
any subset J = {j1 < · · · < jη} of {1, . . . ,m} with |J | = η ≤ m elements, denote
s(J) = (sj1 , . . . , sjη ). Further on, we define
z(t, s1, . . . , sm) =
∑
Pm
∂m
∂xm
σ(t,Xt)D
|s(J1)|
s(J1)
Xt · · ·D|s(Jν)|s(Jν) Xt, (4.3)
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and
y(t, s1, . . . , sm) =
∑
Pm
∂m
∂xm
b(t,Xt)D
|s(J1)|
s(J1)
Xt · · ·D|s(Jν)|s(Jν) Xt, (4.4)
where the sums run over the set Pm of all partitions J1 ∪ · · · ∪ Jν of {1, . . . ,m},
where J1, . . . , Jν are disjoint sets. We determine z(t) = σ(t,Xt) as well. With these
notations at hand, we find by (2.13) and induction that the nth order Malliavin deriva-
tiveDns1,...,snXt satisfies the linear SDE
Dns1,...,snXt =
n∑
i=1
z(si, s1, . . . , si−1, si+1, . . . , sn)
+
∫ t
sˆ
y(u, s1, . . . , sn)du+
∫ t
sˆ
z(u, s1, . . . , sn)dWu (4.5)
for sˆ := max{s1, . . . , sn} ≤ t and Dns1,...,snXt = 0 else. Hence, its initial value is
given by
n∑
i=1
z(si, s1, . . . , si−1, si+1, . . . , sn),
where
z(s1, . . . , sn) =
∂n
∂xn
σ(s1, Xs1)
× (Ds2Xs1 · · ·DsnXs1 +D2s2,s3Xs1 ·Ds4Xs1 · · ·DsnXs1 + · · ·+Dn−1s2,...,snXs1).
Finally, we apply [15, Theorem 2.9, page 289] as for the case n = 1 and taking into
account that the assertion holds for k = 1, . . . , n− 1:
E
[∣∣Dns1,...,snXt∣∣2] ≤ E[∥∥Y (n)s1,...,sn; t∥∥2]
≤ C
(
1 + E
[|Xsˆ|2]+ · · ·+ E
[∣∣∣∣∣
k∑
i=1
z(si, s1, . . . si−1, si+1, . . . , sn)
∣∣∣∣∣
2])
≤ Cn(1 + x02).
This completes the proof of Proposition 4.1.
Now, we proceed with the proof of the main result of Theorem 3.3, which follows
the ideas of [21, Proof of Theorem 2.2]. Observe the decomposition
E
[(
Xp,kt −Xt
)2] ≤ 2 ∞∑
n=p+1
∑
|α|=n
x2α(t)︸ ︷︷ ︸
=:A1(p)
+2
∞∑
l=k+1
p∑
n=0
∑
|α|=n
d(α)=l
xα
2(t)
︸ ︷︷ ︸
=:A2(p,k)
, (4.6)
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where d(α) := max{i ≥ 1 : αi > 0}. To determine an upper bound for A1(p), we
use the chaos expansions (1.3) and (2.7) ofXt, i.e.,
Xt =
∞∑
n=0
∑
|α|=n
xα(t)Ψ
α =
∞∑
n=0
In
(
ξn
(
t
n; t
))
,
with tn = (t1, . . . , tn) and symmetric kernel functions ξn(t
n; t) being defined by
ξn(·; t) = 1
n!
E
[
DnXt
]
for all n ∈ N0. We conclude that∑
|α|=n
xα
2(t) = E
[( ∑
|α|=n
xα(t)Ψ
α
)2]
= E
[(
In
(
ξn
(
t
n; t
)))2]
= n!
〈
ξn
(
t
n; t
)
, ξn
(
t
n; t
)〉
H
= (n!)2
∫ (n);t(
ξn
(
t
n; t
))2
dtn, (4.7)
where we abbreviate∫ (n);t
f(·)dtn :=
∫ t
0
. . .
∫ t2
0
f(·)dt1 . . . dtn.
Therefore, we deduce via (4.7) that
A1(p) =
∞∑
n=p+1
(n!)2
∫ (n);t(
ξn
(
t
n; t
))2
dtn =
∞∑
n=p+1
∫ (n);t
E
[(
Dnt1,...,tnXt
)2]
dtn.
(4.8)
Finally, using (4.8) and applying Proposition 4.1 we obtain
A1(p) =
∞∑
n=p+1
∫ (n);t
E
[(
Dnt1,...,tnXt
)2]
dtn
≤ (1 + x02) ∞∑
n=p+1
Cn
∫ (n);t
dtn
=
(
1 + x0
2
) ∞∑
n=p+1
(Ct)n
n!
≤ C(1 + x02) 1
(p+ 1)!
. (4.9)
The treatment of the term A2(p, k) is more involved. Recalling the definition of
d(α) = max{i ≥ 1 : αi > 0}, we introduce the characteristic set (i1, . . . , in)
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of α ∈ I for i1 ≤ i2 ≤ · · · ≤ in and |α| = n. It is defined as follows: i1 is the
index of the first non-zero component of α. If αi1 = 1 then i2 is the index of the
second non-zero component of α; otherwise i1 = i2 = · · · = iαi1 and iαi1+1 is
the second non-zero component of α. The same operation is repeated for the index
iαi1+1 and further non-zero components of α. In this fashion, the characteristic set is
constructed, resulting in the observation that d(α) = in. To give a simple example,
consider the multiindex α = (2, 0, 1, 4, 0, 0, . . .) ∈ I. Here the characteristic set of α
is given by
(1, 1, 3, 4, 4, 4, 4).
For any α ∈ I with |α| = n and a basis (ei)i≥1 of H = L2([0, T ]), we denote by
e˜α(t
n) the (scaled) symmetrised form of
⊗
e⊗αii defined via
e˜α
(
t
n
)
:=
∑
pi∈Pn
ei1(tpi(1)) · · · ein(tpi(n)), (4.10)
where (i1, . . . , in) is the characteristic set of α and the sum runs over all permutations
pi within the permutation groupPn of {1, . . . , n}. From (3.1) we know that xα(t) =
E[XtΨ
α]. On the other hand, we have the representation
Ψα =
1√
α!
I|α|
(
∞⊗
i=1
e⊗αii
)
=
1√
α!
I|α|
(
1
|α|! e˜α
)
.
Now, for any α ∈ I with |α| = n, we obtain the identity
xα(t) =
n!√
α!
∫ (n);t
ξn
(
t
n; t
)
e˜α
(
t
n
)
dtn, (4.11)
by (2.11). Since
e˜α
(
t
n
)
=
n∑
j=1
ein(tj) · e˜α−(in)
(
t
n
j
)
,
where tnj is obtained from t
n by omitting tj and α
−(·) denotes the diminished multi-
index as defined in (2.10), we deduce that
xα(t) =
n!√
α!
n∑
j=1
∫ (n−1);t(∫ tj+1
tj−1
ξn
(
t
n; t
)
ein(tj)dtj
)
e˜α−(in)
(
t
n
j
)
dtnj ,
(4.12)
with t0 := 0 and tn+1 := t, by changing the order of integration. Then for any
in = l ≥ 1 we integrate by parts to deduce∫ tj+1
tj−1
ξn
(
t
n; t
)
el(tj)dtj =
[
ξn
(
t
n; t
)
El(tj)
]tj=tj+1
tj=tj−1
−
∫ tj+1
tj−1
∂
∂tj
ξn
(
t
n; t
)
El(tj)dtj ,
(4.13)
where
Ei(s) =
∫ s
0
ei(u)du.
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Now, we use substitution in (4.12) by renaming tnj in the following way for each j:
With si = ti for all i ≤ j − 1 and si = ti+1 for all i > j − 1, we have sn−1 := tnj
by setting s0 = 0 and sn = t. Moreover, we denote with s
n−1,r, r = 1, . . . , n − 1,
the set that is generated from sn−1 by taking sr twice. To finalize this notation, we
set sn−1,0 = (s0, s1, . . . , sn−1) and s
n−1,n = (s1, . . . , sn−1, sn). Then[
ξn
(
t
n; t
)
El(tj)
]tj=tj+1
tj=tj−1
= ξn
(
s
n−1,j
)
El(sj)−ξn
(
s
n−1,j−1
)
El(sj−1), j = 1, . . . , n.
Because El(s0) = El(0) = 0 and El(sn) = El(t), from (4.13) we see that by
summing over j all terms except one cancel out. Hence, setting
ψl
(
s
n−1; t
)
:= ξn
(
s
n−1,n
)
El(t)
−
∫ s1
0
∂
∂s1
ξn
(
τ, sn−1; t
)
El(τ)dτ
−
n−1∑
j=2
∫ sj
sj−1
∂
∂sj
ξn(. . . , sj−1, τ, sj+1, . . . ; t)El(τ)dτ
−
∫ t
sn−1
∂
∂sn
ξn
(
s
n−1, τ ; t
)
El(τ)dτ,
we obtain from (4.12)
∑
|α|=n
in=d(α)=l
xα
2(t) =
∑
|α|=n
in=d(α)=l
(
n!√
α!
∫ (n−1);t
ψl
(
s
n−1; t
)
e˜α−(l)
(
s
n−1
)
dsn−1
)2
≤ n2
∑
|β|=n−1
(
(n− 1)!√
β!
∫ (n−1);t
ψl
(
s
n−1; t
)
e˜β
(
s
n−1
)
dsn−1
)2
,
since |α−(i|α|)| = |α|− 1 and α! ≥ α−(i|α|)!. In order to interpret the last sum, con-
sider the random variable In−1(ψl(s
n−1; t)). Then, following (4.7) and the identity
(4.11), we conclude that
E
[(
In−1
(
ψl
(
s
n−1; t
)))2]
=
(
(n− 1)!)2 ∫ (n−1);t ψ2l (sn−1; t)dsn−1
=
∑
|β|=n−1
(
(n− 1)!√
β!
∫ (n−1);t
ψl
(
s
n−1; t
)
e˜β
(
s
n−1
)
dsn−1
)2
.
Thus, we get the estimate
∑
|α|=n
in=l
xα
2(t) ≤ (n!)2
∫ (n−1);t
ψ2l
(
s
n−1; t
)
dsn−1.
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Now, using the Cauchy–Schwarz inequality we deduce that
ψ2l
(
s
n−1; t
) ≤ (n+ 1)(ξ2n(sn−1,n)E2l (t)
+
∫ t
0
E2l (τ)dτ ·
n∑
j=1
∫ sj
sj−1
∣∣∣∣ ∂∂sj ξn(. . . sj−1, τ, sj+1, . . . ; t)
∣∣∣∣2dτ
)
.
Recall the identity ξn(·; t) = (n!)−1E[DnXt]. Using similar arguments as in the
proof of Proposition 4.1, we obtain the inequality∣∣∣∣ ∂∂ti ξn(t1, . . . , tn; t)
∣∣∣∣2 ≤ (1 + x20) Cn(n!)2 , i = 1, . . . , n.
Since |sj − sj−1| ≤ t, we finally conclude that
ψ2l
(
s
n−1; t
) ≤ (1 + x20)Cn(n+ 1)(n!)2
(
E2l (t) +
∫ t
0
E2l (τ)dτ
)
. (4.14)
Consequently, we deduce∑
|α|=n
in=l
xα
2(t) ≤ (1 + x20)Cn(n+ 1)(n− 1)!
(
E2l (t) +
∫ t
0
E2l (τ)dτ
)
.
Putting things together we conclude
A2(p, k) =
∞∑
l=k+1
p∑
n=1
∑
|α|=n
in=l
xα
2(t)
≤ (1 + x20) ∞∑
n=1
Cn(n+ 1)
(n− 1)! ·
∞∑
l=k+1
(
E2l (t) +
∫ t
0
E2l (τ)dτ
)
≤ C(1 + x20) ∞∑
l=k+1
(
E2l (t) +
∫ t
0
E2l (τ)dτ
)
. (4.15)
Combining (4.9) and (4.15) we obtain the result of Theorem 3.3.
5 Numerical results and sparse truncation
To get an idea of the performance of the polynomial chaos expansion for different
bases and truncations, we apply the trigonometric basis from Example 3.4 (i) and
the Haar basis from Example 3.4 (ii) to the geometric Brownian motion from Exam-
ple 3.2,
dXt = µXtdt+ σXtdWt, X0 = x0 (5.1)
on the horizon t ∈ [0, 1] with µ = σ = x0 = 1. In this setting we have the identity
Var(Xt) = x0
2 exp(2µt)
(
exp
(
σ2t
)− 1),
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Fig. 1.Absolute errors of the variance as calculated with different polynomial chaos expansions
for the Geometric Brownian Motion, |V ar[Xt] − V ar[X
p,k
t ]|. The trigonometric and Haar
bases (with k = 2n) from Example 3.4 are shown
which can be used to compare the absolute errors of approximated variances us-
ing different bases and values for k and p. We used the ode45 solver with stan-
dard settings within Matlab 2017b (64bit, single core) on an Intel Core i5-6300U
(2.4GHz, 8GB RAM).
5.1 Absolute errors of variances
Figure 1 shows the absolute errors between the variances of the analytical solution
and different polynomial chaos expansions. One observes the fast decay of the ap-
proximation error for fixed k and increasing p, and vice versa. The main difference
between the observed errors is that the maximum of the trigonometric expansion is
always at the end of the time horizon at t = 1, while the Haar basis leads to almost
zero error on k equidistant time points, including t = 0 and t = 1.
Table 1 in the Appendix lists approximation errors, numbers of coefficients, and
computational times for several choices of p and k. The exponential increase in the
number of coefficients with increasing p and k leads to an exponential increase in
runtime, as expected. To overcome this issue, we propose a heuristic to reduce the
computational burden.
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5.2 Sparse truncation
The information contained in the coefficient functions xα(·) decays with increasing
order p of the basis polynomials Ψα and the decaying rate of the Gaussian expansion,
i.e., the index k of the basis polynomials ek used for constructing Ψ
α [22].
Hence, we can define sparse index sets for reducing the number of multi-indices
α from the full truncated index set Ip,k without losing too much information, i.e.,
accuracy in a numerical simulation.
Definition 1 (Sparse truncation of first order). Let p be the maximum order of the
index α ∈ Ip,k. Then the first order sparse index r = (r1, . . . , rk) satisfies p = r1 ≥
r2 ≥ · · · ≥ rk and we define the first order sparse index set
Irp,k = {α ∈ Ip,k | αi ≤ ri ∀i ≤ k}. (5.2)
Example 5.1. Let k = 5 and p = 3. Then a possible choice of the sparse index is
r = (3, 2, 2, 1, 1). For constructing the first order polynomials all five first order basis
polynomials can be used. The second order polynomials are comprised by all possible
combinations of first order basis polynomials depending on e1, . . . , e5 and the sec-
ond order basis polynomials of e1, e2, e3. Analogously, the third order polynomials
are constructed. By using this first order sparse index set Irp,k the number of coef-
ficient functions xα(·) appearing within the propagator system (3.2) can be reduced
drastically without impairing the solution much. The full index set Ip,k consists of
(k+p)!
k!p! = 56 terms, whereas this first order sparse index set includes 42 terms.
An even more rigorous reduction of the number of coefficients included in the
propagator system can be achieved by using a second order sparse index, i.e., a series
of first order sparse indices (rj)j=0,...,p that depend on the actual order of the poly-
nomials Ψα with j = |α|, [22]. This approach allows to exclude crossing products of
random variablesW (ei) from the construction of higher order basis polynomials Ψ
α
that add only negligible information to the system.
Definition 2 (Sparse truncation of second order). Let p be the maximum order of the
index α ∈ Ip,k. Then the second order sparse index (r) = (rj)j≤p is a series of first
order sparse indices rj = (rj1, . . . , r
j
k) satisfying j = r
j
1 ≥ rj2 ≥ · · · ≥ rjk for all
j = |α| ≤ p and we define the second order sparse index set
I(r)p,k =
{
α ∈ Ip,k | αi ≤ rji ∀i ≤ k, ∀j ≤ p
}
. (5.3)
Example 5.2. Considering again the setting of the previous example with k = 5
and p = 3, one possible choice of a second order sparse index is given via r1 =
(1, 1, 1, 1, 1), r2 = (2, 2, 2, 1, 0), and r3 = (3, 2, 0, 0, 0). In constructing basis poly-
nomials of order |α| = 3we can use all combinations of basis polynomials depending
on the first two random variables e1 and e2 up to orders 3 and 2, respectively. Thus,
these are
√
6H3(e1),
√
2H2(e1)H1(e2), and
√
2H1(e1)H2(e2), compare [22].
Table 2 in the Appendix lists the first and second order sparse indices that were
used for the numerical study. The results in Table 1 show that at the price of a slightly
higher error, and of course the loss of a guaranteed upper bound as in (3.6), the com-
putational times could be reduced by several orders of magnitude.
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Appendix
Table 1. Computational times in seconds and error estimates for trigonometric and Haar bases
from Example 3.4 and different values of p and k. The number of coefficients ncoeff depends
also on the type of truncation, compare Table 2 for details. errort=1 is the absolute error of the
expansion’s variance |V ar[Xt] − V ar[X
p,k
t ]| at t = 1 while errormax is the maximum value
over t ∈ [0, 1]
Trigonometric basis Haar basis
k p ncoeff type time errort=1 errormax time errort=1 errormax
2 1 3 full 0.04 6.04 6.04 0.03 5.31 5.31
4 1 5 full 0.02 5.68 5.68 0.02 5.31 5.31
8 1 9 full 0.22 5.49 5.49 0.04 5.30 5.30
16 1 17 full 0.05 5.40 5.40 0.19 5.31 5.31
32 1 33 full 0.17 5.35 5.35 1.31 5.30 5.30
64 1 65 full 1.28 5.33 5.33 10.12 5.31 5.31
2 2 6 full 0.02 3.04 3.04 0.02 1.61 1.83
4 2 15 full 0.03 2.35 2.35 0.05 1.61 1.76
8 2 45 full 0.20 1.98 1.98 0.82 1.61 1.69
8 2 41 sp1 0.31 1.99 1.99 0.24 1.61 1.69
8 2 19 sp2 0.04 2.16 2.16 0.07 1.61 1.72
16 2 153 full 3.85 1.80 1.80 18.61 1.61 1.65
16 2 141 sp3 1.00 1.80 1.80 4.60 1.61 1.65
16 2 27 sp4 0.05 2.07 2.07 0.19 1.61 1.67
32 2 561 full 86.83 1.71 1.71 554.61 1.61 1.63
32 2 537 sp5 22.80 1.71 1.71 143.90 1.61 1.63
32 2 69 sp6 0.31 1.84 1.84 3.22 1.61 1.64
64 2 2145 full 2189.70 1.66 1.66 17234.51 1.61 1.62
2 3 10 full 0.02 2.15 2.15 0.02 0.38 1.35
4 3 35 full 0.10 1.29 1.29 0.19 0.38 1.01
8 3 165 full 2.76 0.84 0.84 10.58 0.38 0.76
8 3 127 sp7 0.53 0.85 0.85 1.77 0.37 0.76
8 3 37 sp8 0.06 1.11 1.11 0.13 0.38 0.86
16 3 969 full 200.34 0.61 0.61 1070.17 0.38 0.58
16 3 763 sp9 45.61 0.62 0.62 169.16 0.38 0.59
16 3 45 sp10 0.14 1.02 1.02 0.39 0.38 0.76
2 4 15 full 0.02 1.94 1.94 0.02 0.07 1.32
4 4 70 full 0.30 1.04 1.04 0.79 0.07 0.87
8 4 495 full 26.99 0.57 0.57 117.55 0.07 0.56
8 4 303 sp11 4.34 0.57 0.57 12.30 0.07 0.52
8 4 32 sp12 0.05 0.96 0.96 0.12 0.07 0.75
16 4 4845 full 5986.44 0.32 0.32 30591.94 0.07 0.33
16 4 40 sp13 0.08 0.87 0.87 0.36 0.07 0.67
32 4 92 sp14 0.50 0.59 0.59 3.56 0.07 0.45
2 5 21 full 0.03 1.91 1.91 0.03 0.01 1.27
4 5 126 full 0.92 1.00 1.00 2.04 0.01 0.87
8 5 1287 full 192.98 0.51 0.51 855.07 0.01 0.53
8 5 599 sp15 10.04 0.51 0.51 50.03 0.01 0.55
8 5 36 sp16 0.03 0.92 0.92 0.11 0.01 0.74
16 5 20349 full 120469.96 0.26 0.26 600591.17 0.01 0.28
16 5 44 sp17 0.06 0.83 0.83 0.28 0.01 0.65
32 5 98 sp18 0.51 0.55 0.55 3.60 0.01 0.42
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Table 2. List of first and second order sparse indices used in Section 5.2 together with the
number of resulting coefficient functions. The reference numbers coincide with those in Table 1
symbol p k order index r/(r) ncoeff
sp1 2 8 1 r = (2, 2, 2, 2, 1, 1, 1, 1) 41
sp2 2 8 2 r1 = (1, . . . , 1) 19
r
2 = (2, 2, 2, 2, 0, 0, 0, 0)
sp3 2 16 1 r = (2, 2, 2, 2, 1, . . . , 1) 141
sp4 2 16 2 r1 = (1, . . . , 1) 27
r
2 = (2, 2, 2, 2, 0, . . . , 0)
sp5 2 32 1 r = (2, 2, 2, 2, 2, 2, 2, 2, 1, . . . , 1) 537
sp6 2 32 2 r1 = (1, . . . , 1) 69
r
2 = (2, 2, 2, 2, 2, 2, 2, 2, 0, . . . , 0)
sp7 3 8 1 r = (3, 3, 2, 2, 1, 1, 1, 1) 127
sp8 3 8 2 r1 = (1, . . . , 1) 37
r
2 = (2, 2, 2, 2, 0, 0, 0, 0)
r
3 = (3, 3, 2, 2, 0, 0, 0, 0)
sp9 3 16 1 r = (3, 3, 2, 2, 1, . . . , 1) 763
sp10 3 16 2 r1 = (1, . . . , 1) 45
r
2 = (2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, 2, 0, . . . , 0)
sp11 4 8 1 r = (4, 4, 2, 2, 1, 1, 1, 1) 303
sp12 4 8 2 r1 = (1, . . . , 1) 32
r
2 = (2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, , 0, . . . , 0)
r
4 = (4, 3, 0, . . . , 0)
sp13 4 16 2 r1 = (1, . . . , 1) 40
r
2 = (2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, 0, . . . , 0)
r
4 = (4, 3, 0, . . . , 0)
sp14 4 32 2 r1 = (1, . . . , 1) 92
r
2 = (2, 2, 2, 2, 2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, 2, 0, . . . , 0)
r
4 = (4, 4, 0, . . . , 0)
sp15 5 8 1 r = (5, 5, 2, 2, 1, 1, 1, 1) 599
sp16 5 8 2 r1 = (1, . . . , 1) 36
r
2 = (2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, , 0, . . . , 0)
r
4 = (4, 3, 0, . . . , 0)
r
5 = (5, 3, 0, . . . , 0)
sp17 5 16 2 r1 = (1, . . . , 1) 44
r
2 = (2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, 0, . . . , 0)
r
4 = (4, 3, 0, . . . , 0)
r
5 = (5, 3, 0, . . . , 0)
sp18 5 32 2 r1 = (1, . . . , 1) 98
r
2 = (2, 2, 2, 2, 2, 2, 2, 2, 0, . . . , 0)
r
3 = (3, 3, 2, 2, 0, . . . , 0)
r
4 = (4, 4, 0, . . . , 0)
r
5 = (5, 5, 0, . . . , 0)
164 T. Huschto et al.
Funding
This project has received funding from the European Research Council (ERC) un-
der the European Union’s Horizon 2020 research and innovation programme (grant
agreement No 647573), from Deutsche Forschungsgemeinschaft (DFG, German Re-
search Foundation) – 314838170, GRK 2297 MathCoRe, from the project “Ambit
fields: probabilistic properties and statistical inference” funded by Villum Fonden,
and from CREATES funded by the Danish National Research Foundation.
References
[1] Arnold, S.: Approximation schemes for SDEs with discontinuous coefficients. PhD the-
sis, ETH Zürich (2006)
[2] Bally, V., Talay, D.: The law of the Euler scheme for stochastic differential equations. I.
Convergence rate of the distribution function. Probab. Theory Relat. Fields 104(1), 43–60
(1996). MR1367666. 10.1007/BF01303802
[3] Bally, V., Talay, D.: The law of the Euler scheme for stochastic differential equations.
II. Convergence rate of the density. Monte Carlo Methods Appl. 2(2), 93–128 (1996).
MR1401964. 10.1515/mcma.1996.2.2.93
[4] Benth, F.E., Gjerde, J.: Convergence rates for finite element approximations of stochas-
tic partial differential equations. Stoch. Stoch. Rep. 63, 313–326 (1998). MR1658087.
10.1080/17442509808834153
[5] Benth, F.E., Theting, T.G.: Some regularity results for the stochastic pressure
equation of Wick-type. Stoch. Anal. Appl. 20, 1191–1223 (2002). MR1943795.
10.1081/SAP-120015830
[6] Cameron, R.H., Martin, W.T.: The orthogonal development of non-linear functionals in
series of Fourier-Hermite functionals. Ann. Math. 48, 385–392 (1947). MR0020230.
10.2307/1969178
[7] Cao, Y.: On convergence rate of Wiener-Itô expansion for generalized ran-
dom variables. Stochastics 78, 179–187 (2006). MR2241915. 10.1080/
17442500600768641
[8] Chan, K.S., Stramer, O.: Weak consistency of the Euler method for numerically solving
stochastic differential equations with discontinuous coefficients. Stoch. Process. Appl.
76(1), 33–44 (1998). MR1638015. 10.1016/S0304-4149(98)00020-9
[9] Halidias, N., Kloeden, P.E.: A note on strong solution of stochastic differential equations
with a discontinuous drift coefficient. J. Appl. Math. Stoch. Anal. (2006). MR2221001.
10.1155/JAMSA/2006/73257
[10] Holden, H., Øksendal, B., Ubøe, J., Zhang, T.: Stochastic partial differential equations.
Springer (2010). MR2571742. 10.1007/978-0-387-89488-1
[11] Huschto, T., Sager, S.: Stochastic optimal control in the perspective of the Wiener chaos.
In: Proceedings of the 12th European Control Conference, pp. 3059–3064 (2013)
[12] Huschto, T., Sager, S.: Solving stochastic optimal control problems by a Wiener
chaos approach. Vietnam J. Math. 42, 83–113 (2014). MR3167032. 10.1007/
s10013-014-0060-8
[13] Isobe, E., Sato, S.: Wiener-Hermite expansion of a process generated by an Itô
stochastic differential equation. J. Appl. Probab. 20, 754–765 (1983). MR0720467.
10.2307/3213587
The asymptotic error of chaos expansion approximations for stochastic differential equations 165
[14] Jacod, J., Protter, P.: Asymptotic error distributions for the Euler method for
stochastic differential equations. Ann. Probab. 26, 267–307 (1998). MR1617049.
10.1214/aop/1022855419
[15] Karatzas, I., Shreve, S.E.: Brownian motion and stochastic calculus. Spinger (2007).
MR1121940. 10.1007/978-1-4612-0949-2
[16] Kloeden, P.E., Platen, E.: Numerical solution of stochastic differential equations. Ap-
plications of Mathematics (New York), vol. 23. Springer, Berlin (1992). MR1214374.
10.1007/978-3-662-12616-5
[17] Kurtz, T.G., Protter, P.: Wong-Zakai corrections, random evolutions and numerical
schemes for SDEs. In: Stochastic Analysis, pp. 331–346. Academic Press, New York
(1991). MR1119837. 10.1016/B978-0-12-481005-1.50023-5
[18] Levajkovic´, T., Seleši, D.: Chaos expansion methods for stochastic differential equa-
tions involving the Malliavin derivative-Part I. Publ. Inst. Math. 90, 65–84 (2011).
MR2907094. 10.2298/PIM1104065L
[19] Levajkovic´, T., Seleši, D.: Chaos expansion methods for stochastic differential equa-
tions involving the Malliavin derivative-Part II. Publ. Inst. Math. 90, 85–98 (2011).
MR2907095. 10.2298/PIM1104085L
[20] Lototsky, S.V., Rozovskii, B.L.: Stochastic differential equations: A Wiener chaos ap-
proach. In: From stochastic calculus to mathematical finance, pp. 433–506. Springer,
Berlin, Heidelberg (2006). MR2234286. 10.1007/978-3-540-30788-4_23
[21] Lototsky, S.V., Mikulevicˇius, R., Rozovskii, B.L.: Nonlinear filtering revisited: A
spectral approach. SIAM J. Control Optim. 35, 435–446 (1997). MR1436632.
10.1137/S0363012993248918
[22] Luo, W.:Wiener chaos expansion and numerical solutions of stochastic partial differential
equations. PhD thesis, Caltech (2006). MR3078549
[23] Mikulevicˇius, R., Platen, E.: Rate of convergence of the Euler approximation
for diffusion processes. Math. Nachr. 15, 233–239 (1991). MR1121206. 10.1002/
mana.19911510114
[24] Nualart, D.: The Malliavin calculus and related topics, 2nd edn. Springer, Berlin (2006).
MR2200233
[25] Veretennikov, A.Y., Krylov, N.V.: On explicit formulas for solutions of
stochastic equations. Math. USSR Sb. 29, 239–256 (1976). 10.1070/
SM1976v029n02ABEH003666
[26] Wan, X., Rozovskii, B.L., Karniadakis, G.E.: A stochastic modeling methodology based
on weighted Wiener chaos and Malliavin calculus. In: Proceedings of the National
Academy of Sciences of the United States of America, vol. 106, pp. 14189–14194 (2009).
MR2539729. 10.1073/pnas.0902348106
[27] Yan, L.: The Euler scheme with irregular coefficients. Ann. Probab. 30(3), 1172–1194
(2002). MR1920104. 10.1214/aop/1029867124
