Abstract. Aerosol indirect effects in climate models strongly depend on the representation of the aerosol activation process. In this study, we assess the process level differences across activation parameterizations that contribute to droplet number uncertainty by using the adjoints of the AbdulRazzak and Ghan (2000) and Fountoukis and Nenes (2005) 
those of inorganic aerosol species (Petters and Kreidenweis, 2007) . Uncertainty in these parameters can affect AIE estimates, since organic species are known to contribute an important fraction of atmospheric aerosols and can affect the number concentration and hygroscopicity of accumulation 60 mode aerosol (e.g., Novakov and Penner, 1993; Jimenez et al., 2009) . Overall, the apportionment of uncertainty is sometimes obscured by the increased complexity of climate models with detailed aerosol-cloud interactions.
A variety of methods to assess the problem of uncertainty in CCN number have been employed.
Evaluation of the impact of parametric uncertainty in climate model simulations has been typically 65 done by performing model integrations with one parametric value perturbed to then do a finite difference computation. Such approach has been used, for example, to quantify the sensitivity of CCN and cloud droplet number (CDNC) to the assumed hygroscopicity of secondary organic aerosol (Liu and Wang, 2010) . Many studies have used similar approaches to asses the importance of the assumed split between primary and secondary organic emissions (e.g., Trivitayanurak and Adams, 2013) .
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Another approach used to assess the problem of uncertainty in aerosol-cloud interactions consists of running an ensemble of simulations with perturbed parameters to construct a Bayesian process emulator (e.g., Lee et al., 2011) . This approach has been explored in variance-based sensitivity analyses to establish a hierarchy of parameters based on their contribution to CCN number uncertainty using a chemical transport model with detailed aerosol microphysics (e.g., Lee et al., 2012, 75 2013a). These studies have shown that parameters related with emissions carry a large proportion of the uncertainty in CCN concentrations (Lee et al., 2013a) , since these parameters have a direct impact on the CCN population. The statistical approach has also been used in a GCM framework to evaluate the impact of aerosol parameter in the radiative budget at the top of the atmosphere (Zhao et al., 2013) . These works have pointed out to the importance of accurate emission inventories, 80 but also to the parameters describing emission size distributions and the hygroscopicity of organic species. Nevertheless, this approach requires a large number of model integrations to build an accurate emulator within a given parameter space, with the number of runs growing together with the dimensionality of the parameter space.
However, the availability of CCN alone is not enough to describe the link between aerosol prop-85 erties and cloud microphysics, and is therefore insufficient to compute AIE estimates. Aerosol activation is a dynamical process that involves the competition between the sink of water vapor (represented by the CCN availability) as well as the dynamical forcing provided by cloud-scale vertical motions. Both these factors are necessary to compute the cloud droplet number concentration. Several physically-based activation schemes are used in climate models (e.g., Abdul-Razzak and Ghan, 90 2000; Fountoukis and Nenes, 2005; Ming et al., 2006; Shipway and Abel, 2010) . These schemes require the knowledge of the CCN availability at a given water supersaturation s, which can be determined from the aerosol size distribution and chemical composition. Different activation parameterizations implemented in the same modeling framework can produce important differences in the radiative forcing even when the physics they represent are very similar . The uncertainty associated with the activation scheme used should also be evaluated and quantified.
The adjoint sensitivity approach is an efficient method to investigate process sensitivity to input parameters in complex models. The method involves the construction of numerical routines that compute, with analytical precision, the first-order derivative of a process parameterization with respect to a set of input variables. The computation of sensitivities is achieved without the need 100 of invoking the subroutine several times to perform finite difference computations. The adjointsensitivity approach has been recently used in different applications involving aerosol activation schemes. Karydis et al. (2012a) used the adjoint approach to compute the impact of aerosol precursor emissions on cloud droplet number (CDNC) over North America using the GEOS-Chem chemical transport model. Saide et al. (2012) used the adjoint of an activation scheme in the WRF model,
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coupled with satellite derived retrievals of CDNC to infer aerosol concentrations below clouds, inaccessible to satellite sensors. To our knowledge, this tool has yet to be implemented in a GCM framework.
Here we report the implementation of the adjoint sensitivities of commonly used, physically based activation parameterizations in the Community Atmosphere Model, version 5.1 (CAM5.1). We com-
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pare the sensitivity of droplet number to aerosol characteristics to determine the variables responsible for the discrepancies in CDNC among the parameterizations considered here. The information provided by first-order derivatives is also used to elucidate the spatially-resolved impact of parametric uncertainty, illustrated here with the hygroscopicity of secondary and primary organic aerosol.
The paper is organized as follows. In the first section, we describe the implementation of the The aerosol module of CAM5.1, which provides the aerosol characteristics necessary for the calculation of droplet activation, is the 3-mode version of the modal aerosol module (MAM3) (Liu et al., 2012) . This aerosol module considers eight aerosol species (sulfate, ammonium, nitrate, primary organic matter (POM), secondary organic aerosol (SOA), black carbon, sea salt, and dust) partitioned into three log-normally distributed modes (accumulation, Aitken, and coarse modes).
The species in each mode are assumed to be internally mixed. The geometric standard deviation σ gi of each mode is prescribed, but aerosol number concentration (n ai ) and mode diameter (d gi )
for each mode are allowed to vary to accommodate the corresponding mass. Characteristics of 135 the MAM3 aerosol are summarized in Table 1 . The cloud-scale vertical velocity used to drive the activation process is computed from the turbulent kinetic energy, TKE, as w = 2 3 TKE. Lower and upper bounds of 0.2 ms −1 and 10 ms −1 respectively are imposed on w. The aerosol direct and indirect effects using the default configuration of MAM3 have been studied in detail by Ghan et al. (2012) . The aerosol in CAM interacts with stratiform clouds using the double moment cloud 140 microphysics scheme of Morrison and Gettelman (2008) . The aerosol activation process is the source term for the gridbox CDNC equation balance. The fraction of aerosols activated into cloud droplets can be removed by wet scavenging or regenerated to the interstitial aerosol population after cloud evaporation.
The simulation results reported here were obtained by integrating the model for a period of 6 yr, and emission sizes follow Dentener et al. (2006) . To isolate the impact of aerosol load changes between present day and pre-industrial times, the concentration of greenhouse gases was maintained at present day levels.
Adjoint sensitivities of N d to aerosol properties
We consider the sensitivity of N d to a set of ten variables: the cloud-scale vertical velocity, w, aerosol number concentration per mode, n ai , the mode diameter, d gi , and the hygroscopicity parameter of each lognormal mode, κ ai . The hygroscopicity parameter accounts for the effect of the chemical composition in the water uptake ability of aerosol particles. Because each mode is assumed internally mixed, κ ai is given by the volume-weighted average of the hygroscopicity parameter of each constituent species (Petters and Kreidenweis, 2007) (Table 1) , i.e.,
where v α,i is the volume fraction of species α in the ith-mode. Greek subindices will be used 155 throughout the manuscript to indicate aerosol constituents, while latin subindices are reserved for aerosol modes. The adjoint sensitivity of these parameterizations was implemented such that each call to the activation routine produces N d , together with the set of derivatives ∂N d /∂χ j , to each of the ten parameters χ j . Since d gi is not an independent variable, but is computed from the volume (v ai ) and number concentration of each mode (n ai ), the adjoint sensitivities are expressed in terms 160 of the independent variables v ai and n ai alone.
The parameterizations considered in this study include two within the ARG parameterization framework (Abdul-Razzak and Ghan, 2000; Ghan et al., 2011) , and two from within the FN parameterization framework (Fountoukis and Nenes, 2005; Barahona et al., 2010) . We used the default activation scheme used in CAM5.1, which is the ARG parameterization (Abdul-Razzak and Ghan,
, and a revised version, ARGα, that includes the effects of the mass accommodation coefficient in the condensation process . When the mass accommodation coefficient, α c , is unity the ARGα parameterization reduces to the the default ARG parameterization. Similarly, we used the FN activation scheme (Fountoukis and Nenes, 2005) , and an updated version, FN-IL, that includes terms to better account for the water uptake by inertially limited CCN (Barahona et al., 170 2010). These parameterizations are based on a similar set of physical principles and assumptions .
There are methodological differences in the calculation of the sensitivities for each parameterization framework. In the case of ARG and ARGα, sensitivities can be computed analytically, as shown by Rissman et al. (2004) , and is the approach used in this work (see Appendix A). The FN and FN-IL 
Overview of the simulations
Among the activation parameterizations included in this study, ARGα, FN, and FN-IL, include the effect of non-continuum effects in the condensation process through an explicit dependence on the accommodation coefficient, α c (Pruppacher and Klett, 1997) . For the simulations performed with 185 those parameterizations the value of α c was set equal to 0.1, which is within the observed range of α c in various locations (Raatikainen et al., 2013) . Furthermore, it has been shown that N d is not sensitive to α c in the range of 0.1 to 1. Simulations with the ARG parameterization (equivalent to
ARGα with α c = 1) are included for reference, since this is the activation scheme used in the release version of CAM5.1. A summary of the model integrations performed is included in Table 2 . Southeast US, central South America, and North Australia has been observed in other studies, pointing to changes in biomass burning emissions as the cause (Wang et al., 2011) . This feature arises from the emissions inventory used, in particular, the assumed size of the aerosol emitted, and has an important impact in both direct (e.g., Lee et al., 2013b) and indirect effects (e.g., Wang et al., 2011; Bauer and Menon, 2012) .
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The N d fields in Fig. 1 show also some noticeable differences across different parameterizations. 
Sensitivity of ARG/ARGα and FN/FN-IL schemes in CAM
The sensitivities ∂N d /∂χ j were computed at each time step during model integration, and annual mean in-cloud sensitivities summarized in Table 4 . The spatial distribution of the annual mean in- some cases, opposite signs. These large discrepancies arise in the treatment adopted in each scheme to describe the depletion of water vapor by the largest particles in the aerosol population.
From Table 4 it is clear that ARGα has the strongest negative sensitivity to coarse mode aerosol characteristics. The large negative response in the ARGα implies that the overall impact on N d from the strong depletion of supersaturation by coarse mode particles (which depresses s max ) largely off- (Table 4) . Both ARGα and FN-IL, with a stronger depletion 250 by coarse mode particles, are more sensitive to increases in the water uptake ability of this aerosol population. In both cases, a marked negative response is observed, in particular in areas where the coarse mode is dominated by dust, which has a very low hygroscopicity. The supersaturation depletion effect of coarse mode particles and their impact on N d has been observed and discussed previously (e.g., Ghan et al., 1998) in the framework of parcel model simulations, but the impact on 255 global distributions of N d had not been addressed before. 
therefore, differences in the sensitivity to aerosol size directly impacts the sensitivity to aerosol volume.
The overall sensitivity to aerosol number, dN d /dn a , often used measure of the strength of the AIE, (e.g., Quaas et al., 2009) , is also strongly affected by the above enhanced response to coarse mode particles. We define this quantity as the sensitivity of N d to an overall increase in aerosol number that preserves the shape of the aerosol size distribution, i.e.,
where, |n a | 2 = i n The increase in aerosol emissions between PD and PI times has not only changed the total mass and number of atmospheric aerosol, but has also modified its chemical composition. Due to the heterogeneity of aerosol precursor sources changes in aerosol load and chemical composition have a marked regional imprint. For instance, the marked increase in anthropogenic sulfate aerosol over 285 most continental areas of the Northern Hemisphere produces not only a much larger number concen-tration of aerosols, but also promotes the hygroscopicity of continental aerosol after mixing with the background aerosol (composed mostly of POM, SOA, BC, and dust). The opposite trend is observed in the hygroscopicity of polluted marine aerosol as it is mixed with the sulfate aerosol outflow from continents.
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The information provided by the adjoint sensitivities allows the apportionment of changes in N d due to specific changes in either n ai , κ ai or v ai , and to do so in a spatially-resolved manner. The approach we propose to achieve this apportionment consists of combining the change in aerosol number ∆n ai , aerosol volume ∆v ai (proportional to the aerosol mass concentration changes), and mode hygroscopicity, ∆κ ai between PD and PI simulations, with the adjoint sensitivity fields using a first order approximation, i.e.,
In this expression it is assumed that the first order derivative ∂N d /∂χ j does not change considerably for PD and PI conditions. Even though small differences exist in the sensitivity computed at PD and PI conditions, the magnitude of ∆N d from Eq. (4) for accumulation mode aerosol is always positive, this reduction must be associated with a decrease in n ai from pre-industrial times over those areas. This trend occurs even though aerosol mass concentration has not decreased over those areas, supporting the idea that this is due to a decrease in 305 primary emitted particles (Wang et al., 2011) .
After ∆n a , the next largest contributor to ∆N d is ∆v a , i.e., the change in total aerosol volume (Fig. 4b , e, h and k). This field is also heavily concentrated in areas dominated by biomass burning (e.g., Central Africa) and sulfate aerosol (e.g., Europe, Southeast Asia and North America). 
Sensitivity of CDNC to hygroscopicity parameter of organic aerosol
The adjoint of the activation scheme can be used to estimate the envelope of uncertainty in N d associated with parametric uncertainty. We focus here on the hygroscopicity parameter of organic aerosol species, and estimate the geographic imprint of its uncertainty on N d . The first-order derivative of N d with respect to κ α of any species can be calculated from Eq. (1) as
Then, the uncertainty in N d associated to κ α can be estimated, to first order, as
where δκ α is the uncertainty in κ α . The assumed hygroscopicity of SOA and POM of κ soa = 0.14 and κ pom = 0.1 respectively (Table 1) , however, there is a wide range of values reported for these parameters in the literature (e.g., Lathem et al., 2013) . For application of Eq. (6) we investigated the impact on CDNC of a ±50 % uncertainty range in κ α . This uncertainty range has been utilized 325 in previous modeling studies (e.g., Liu and Wang, 2010) . The resulting fields (Fig. 5) indicate the regions were the uncertainty of the assumed hygroscopicity for organic matter impacts the CDNC the most.
For SOA, the annual-average percent CDNC uncertainty was 5.1 % over continents for PD, and 7.8 % for PI simulations. The percentages are negligible over oceanic regions averaging less than 330 0.5 % in all cases. For the PD simulations, the uncertainty can be as large as 15 % over continents, while for PI it can be up to 30 % over the boreal forests owning to the large contribution of organics to aerosol volume in pre-industrial conditions. The uncertainty associated with the hygroscopicity of POM is smaller compared to that of SOA, with annual-average CDNC uncertainty over continents of 2.5 % (3.5 %) for the PD (PI) simulation, while reaching a maximum of 16 % (22 %) for the 335 corresponding PD (PI) simulations. These results agree qualitatively with previous work focused on CCN uncertainty associated with perturbed parametric values (Liu and Wang, 2010) . Equation (6) only includes the effects of uncertainty during the step of aerosol activation. It does not account for other changes in CDNC associated with the modified hygroscopicity. For instance, an increase (decrease) in hygroscopicity might also increase (decrease) the rate of wet 340 removal, reducing (augmenting) the total aerosol burden and having a corresponding impact on CDNC. Therefore the uncertainties presented here are an upper limit for ∂N d /∂κ α .
Summary and conclusions
The sensitivity of cloud droplet number concentration to aerosol properties was evaluated in a stateof-the-art GCM by using an adjoint sensitivity approach. Two commonly used parameterization 345 frameworks, the ARG (Abdul-Razzak and Ghan, 2000) and FN (Fountoukis and Nenes, 2005) , were tested and compared within the CAM5.1 GCM. All the parameterizations considered here showed a consistent sensitivity to accumulation mode aerosol number for both, marine and continental aerosol. Furthermore, these sensitivities agreed to within ±10% when compared to detailed numerical simulations of the activation process. Overall, the parameterizations also showed con- shown to control the strenght of the indirect effects on CAM to a large extent (Wang et al., 2011) .
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The sensitivity analysis reaffirms the well-known importance of accumulation mode aerosol num-ber concentration in controlling cloud droplet number concentrations. It was found that the variables controlling the size distribution of aerosol contribute the most to changes in CDNC between present day and pre-industrial simulations. For the conditions commonly found in stratiform clouds simulated by CAM, aerosol number and size plays a much more important role than the chemical 380 composition of the aerosol. However, the disproportionately large impact of coarse mode particles in modulating the overall sensitivity to aerosol changes, in particular over the oceans, has been in general overlooked and was brought forward in this study.
The adjoint sensitivities were further used in this study to unravel the regional footprint of specific aerosol species to N d . The large impact of primary organic matter (POM) in controlling accumu- 
Appendix A Adjoint development
The method to compute the number of activated cloud droplets, N d , in both parameterizations considered here involves two conceptual steps. The first step is the computation of the CCN spectrum, i.e., the cumulative number of particles with critical supersaturation less than a given value s. The second step consists of determining the maximum supersaturation, s max , that develops in an ascending air parcel that rises with updraft velocity, w, and includes the water vapor condensation sink provided by the CCN computed in the previous step. The first step is achieved by mapping the aerosol size distribution and chemical composition onto supersaturation space (e.g., Fountoukis and Nenes, 2005; Karydis et al., 2012b) , i.e.,
where
and s mi is the critical supersaturation for a particle with a size equal to d gi and hygroscopicity
. Equations (A1) and (A2) consider only Köhler theory for computation of CCN. The impact of water adsorption onto insoluble particles such as dust, can also be treated with a similar formalism (Kumar et al., 2009) . The second step is achieved by finding an approximate solution to the equation describing the supersaturation tendency in the ascending air parcel, which can be written as,
Equation (A3) expresses the moment where s max is attained in the parcel where the production and depletion of water vapor attained in the ascending air parcel is in balance. Production is due to the adiabatic expansion cooling provided by the cloud updraft, αw/γ, and the depletion of supersaturation by condensation on the growing droplets, (dq/dt). Once s max is determined from Eq. (A3), the number of activated droplets is given by the CCN spectra evaluated at s = s max ,
The two parameterizations differ in the approximations made in the solution of Eq. (A3). An 400 in-depth analysis of these assumptions can be found in Ghan et al. (2011) . The ARG is constructed by performing a statistical fit to a large set of detailed numerical solutions to this equation, while the FN use the "population spliting" approach, which brings Eq. (A3) to a form where an iterative numerical solution can be found for s max .
A1 FN and FN-IL parameterizations
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The development of the adjoint of the Fountoukis and Nenes (2005) The FN-adjoint built with this procedure, yields the set of sensitivities of N d with analytical precision, and the computational cost of the computation is a constant multiple, independent of the number of input parameters, of the cost of computing N d .
A2 ARG and ARGα parameterizations 415
The ARG droplet activation parameterization Abdul-Razzak and Ghan, 2000) computes the maximum supersaturation, s max , and droplet number concentration, N d , explicitly as a function of the updraft velocity, w, the aerosol size distribution parameters, σ gi and d gi , n ai , and chemical composition of the aerosol, represented by κ ai . In this parameterization, s max is given by,
where f 1,i and f 2,i are functions of σ gi only. The explicit functionality of f 1,i and f 2,i , together with the definitions of ζ i and η i can be found in Abdul-Razzak and Ghan (2000) . Because Eq. (A5) is an explicit function of the input variables, it is amenable for the calculation of analytical expressions for its derivatives. In this section we follow the approach of Rissman et al. (2004) , and expand these expressions to include other parameters. The derivatives of N d to a parameter χ j reads
The term ∂N CCN /∂χ j is zero for all variables except for χ j = n aj , for which case it is equal to
. The partial derivatives of u i read:
where δ ij = 0 for i = j, and δ ij = 1 for i = j. Defining the following functions,
(A8a)
(A8b) the gradient of s max can be written as,
A2.1 Extension of ARG and its derivatives to account for non-continuum effects Ghan et al. (2011) extended the ARG parameterization to account for non-continuum effects through the inclusion of a size dependent mass transfer coefficient G, that has explicit dependence on the mass accommodation coefficient α c . In such way, the transfer coefficient, G i , is defined as
where G 0 is the mass transfer coefficient for the continuum regime, which is used in the default ARG parameterization, and G(x,α c ) is the size dependent mass transfer coefficient (e.g., Pruppacher and Klett, 1997) . D pc i is the critical wet diameter corresponding to d gi . From Eq. (A10) it can be seen that for α c = 1, G i = G 0 , and therefore ARGα is identical to ARG for that case. The derivatives with respect to d gi and κ ai are affected by the redefinition of G according to Eq. (A10). Since N d now depends on α c , the corresponding sensitivities can also be computed. The derivatives of s max are as follows:
This extension also allows for the calculation of the sensitivities of s max and N d to the mass accommodation coefficient, α c . The corresponding sensitivities are given by
and,
The coefficients Υ i and Ψ i are defined as:
and
where the function K i is a temperature dependent coefficient given by
In the previous expression T is the temperature, ρ w is the density of water, M w is the molecular weight of water, R the universal gas constant, and e s is the saturation vapor pressure of water at temperature T .
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Appendix B Validation of parameterization derivatives
The accuracy of the first order derivatives of FN and ARG introduced in Appendix A have been extensively tested by comparing them against central difference computations (e.g., Karydis et al., 2012b) . In this section however, we perform an evaluation of the adjoint sensitivities against detailed numerical simulations of the activation process, since this provides a method for validating 425 the physical consistency of the parameterization-derived sensitivities.
Annual average fields of n ai , κ ai , d gi and w, corresponding to the 930 hPa pressure level from a 6 yr simulation with CAM5.1 were used to drive off-line computations with a Lagrangian parcel model. The Lagrangian parcel model used here explicitly computes the size-resolved growth of cloud droplets in a non-entraining parcel ascending with a constant updraft velocity (Pruppacher 430 and Klett, 1997). The temporal evolution of supersaturation is also computed. The sensitivities were performed by central difference computation for each of the ten variables (requiring of 20 model integrations per grid cell). Identical input was used to drive the adjoint sensitivities of ARGα, FN, and FN-IL. All the calculations were performed assuming an accommodation coefficient α c = 0.1 (Raatikainen et al., 2013) .
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The relative error between the parcel model and parameterization-derived sensitivities are summarized in Table 5 . The relative error ǫ χ for a quantity χ is defined here as 
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The variability associated with coarse mode characteristics is illustrated in Fig. 6 Table 3 . Annual global mean for selected radiation parameters and cloud properties, namely: shortwave cloud forcing (SWCF), longwave cloud forcing (LWCF), liquid and ice water path (LWP and IWP respectively), total precipitation (PRECT), and column droplet number concentration (CDNUMC). The difference of these variables between PD and PI simulations, as well as for the total cloud forcing ∆CF = ∆(SWCF + LWCF), and the cloud top effective radius ∆re. 
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