Open-domain human-computer conversation has been attracting increasing attention over the past few years. However, there does not exist a standard automatic evaluation metric for open-domain dialog systems; researchers usually resort to human annotation for model evaluation, which is time-and labor-intensive. In this paper, we propose RUBER, a Referenced metric and Unreferenced metric Blended Evaluation Routine, which evaluates a reply by taking into consideration both a groundtruth reply and a query (previous user-issued utterance). Our metric is learnable, but its training does not require labels of human satisfaction. Hence, RUBER is flexible and extensible to different datasets and languages. Experiments on both retrieval and generative dialog systems show that RUBER has a high correlation with human annotation.
Introduction
Automatic evaluation is crucial to the research of open-domain human-computer dialog systems. Nowadays, open-domain conversation is attracting increasing attention as an established scientific problem (Bickmore and Picard, 2005; Bessho et al., 2012; Shang et al., 2015) ; it also has wide industrial applications like XiaoIce 1 from Microsoft and DuMi 2 from Baidu. Even in task-oriented dialog (e.g., hotel booking), an open-domain conversational system could be useful in handling unforeseen user utterances.
In existing studies, however, researchers typically resort to manual annotation to evaluate their models, which is expensive and time-consuming. Therefore, automatic evaluation metrics are particularly in need, so as to ease the burden of model comparison and to promote further research on this topic.
In early years, traditional vertical-domain dialog systems use metrics like slot-filling accuracy and goal-completion rate (Walker et al., 1997 (Walker et al., , 2001 Schatzmann et al., 2005) . Unfortunately, such evaluation hardly applies to the open domain due to the diversity and uncertainty of utterances: "accurancy" and "completion," for example, make little sense in open-domain conversation.
Previous studies in several language generation tasks have developed successful automatic evaluation metrics, e.g., BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005) for machine translation, and ROUGE (Lin, 2004) for summarization. For dialog systems, researchers occasionally adopt these metrics for evaluation (Ritter et al., 2011; Li et al., 2015) . However, Liu et al. (2016) conduct extensive empirical experiments and show weak correlation between existing metrics and human annotation.
Very recently, Lowe et al. (2017) propose a neural network-based metric for dialog systems; it learns to predict a score of a reply given its query (previous user-issued utterance) and a groundtruth reply. But such approach requires massive humanannotated scores to train the network, and thus is less flexible and extensible.
In this paper, we propose RUBER, a Referenced metric and Unreferenced metric Blended Evaluation Routine for open-domain dialog systems. RU-BER has the following distinct features:
• An embedding-based scorer measures the similarity between a generated reply and the groundtruth. We call this a referenced metric, because it uses the groundtruth as a reference, akin to existing evaluation metrics. Instead of using word-overlapping information (e.g., in BLEU and ROUGE), we measure the similarity by pooling of word embeddings; it is more suited to dialog systems due to casual expressions in open-domain conversation.
• A neural network-based scorer measures the relatedness between the generated reply and its query. We observe that the query-reply relation is informative itself. This scorer is unreferenced because it does not refer to groundtruth. We apply negative sampling to train the network. Our approach requires no manual annotation label, and hence is more extensible than Lowe et al. (2017) .
• We propose to combine the referenced and unreferenced metrics to better make use both worlds. On the one hand, closeness to groundtruth implies high quality. On the other hand, the groundtruth does not cover all possible ways of replying the query; the relatedness between a generated reply and its query then provides additional information. Combining these two aspects with heuristic strategies (e.g., averaging) further improves the performance. In this way, RUBER does not require human annotation scores for training, in the sense of which, we call our metric unsupervised. Although we still have to prepare a corpus to train embeddings (in an unsupervised manner) and neural scorers (by negative sampling), the query-reply data-also a prerequisite in Lowe et al. (2017) -are much cheaper to obtain than human annotation of their satisfaction, showing the advantage of our approach.
We evaluated RUBER on prevailing dialog systems, including both retrieval and generative ones. Experiments show that RUBER significantly outperforms existing automatic metrics in terms of the Pearson and Spearman correlation with human judgments, and has fair transferability over different open-domain datasets.
Empirical Observations
In this section, we present our empirical observations regarding the question "What makes a good reply in open-domain dialog systems?" Observation 1. Resembling the groundtruth generally implies a good reply. This is a widely adopted assumption in almost all metrics, e.g., BLEU, ROUGE, and METEOR. However, utterances are typically short and casual in dialog sys- Figure 1 : Average query-reply relevance scores versus quantiles of human scores. In other words, we divide human scores (averaged over all annotators) into 5 equal-sized groups, and show the average query-reply relevance score (introduced in Section 3.1) of each group. tems; thus word-overlapping statistics are of high variance. Candidate 1 in Table 1 , for example, resembles the groundtruth in meaning, but shares only a few common words. Hence our method measures similarity based on embeddings.
Observation 2. A groundtruth reply is merely one way to respond. Candidate 2 in Table 1 illustrates a reply that is different from the groundtruth in meaning but still remains a good reply to the query. Moreover, a groundtruth reply may be universal itself (and thus undesirable). "I don't know,"-which appears frequently in the training set -may also fit the query, but it does not make much sense in a commercial chatbot. 3 The observation implies that a groundtruth alone is insufficient for the evaluation of opendomain dialog systems.
Observation 3. Fortunately, a query itself pro- vides useful information in judging the quality of a reply. 4 Figure 1 plots the average human satisfactory score of a groundtruth reply versus the relevance measure (introduced in Section 3.2) between the reply and its query. We see that, even for groundtruth replies, those more relevant to the query achieve higher human scores. The observation provides rationales of using query-reply information as an unreferenced score in dialog systems.
Methodology
Based on the above observations, we design referenced and unreferenced metrics in Subsections 3.1 and 3.2, respectively; Subsection 3.3 discusses how they are combined. The overall design methodology of our RUBER metric is also shown in Figure 2 .
Referenced Metric
We measure the similarity between a generated replyr and a groundtruth r as a referenced metric. Traditional referenced metrics typically use wordoverlapping information including both precision (e.g., BLEU) and recall (e.g., ROUGE) (Liu et al., 2016) . As said, they may not be appropriate for open-domain dialog systems. We adopt the vector pooling approach that summarizes sentence information by choosing the maximum and minimum values in each dimension; the closeness of a sentence pair is measured by the cosine score. We use such heuristic matching because we assume no groundtruth scores, making it infeasible to train a parametric model.
Formally, let w 1 , w 2 , · · · , w n be the embeddings of words in a sentence, max-pooling sum- marizes the maximum value as
where [·] indexes a dimension of a vector. Likewise, min pooling yields a vector v min . Because an embedding feature is symmetric in terms of its sign, we concatenate both max-and min-pooling
Let vr be the generated reply's sentence vector and v r be that of the groundtruth reply, both obtained by max and min pooling. The referenced metric s R measures the similarity between r andr by Forgues et al. (2014) propose a vector extrema method that utilizes embeddings by choosing either the largest positive or smallest negative value. Our heuristic here is more robust in terms of the sign of a feature.
Unreferenced Metric
We then measure the relatedness between the generated replyr and its query q. This metric is unreferenced and denoted as s U (q,r), because it does not refer to a groundtruth reply.
Different from the r-r metric, which mainly measures the similarity of two utterances, the qr metric in this part involves more semantics. Hence, we empirically design a neural network (Figure 3 ) to predict the appropriateness of a reply with respect to a query.
Concretely, each word in a query q and a reply r is mapped to an embedding; a bidirectional recurrent neural network with gated recurrent units (Bi-GRU RNN) captures information along the word sequence. The forward RNN takes the form
where x t is the embedding of the current input word, and h → t is the hidden state. Likewise, the backward RNN gives hidden states h ← t . The last states of both directions are concatenated as the sentence embedding (q for a query and r for a reply).
We further concatenate q and r to match the two utterances. Besides, we also include a "quadratic feature" as q Mr, where M is a parameter matrix. Finally, a multi-layer perceptron (MLP) predicts a scalar score as our unreferenced metric s U . The hidden layer of MLP uses tanh as the activation function, whereas the last (scalar) unit uses sigmoid because we hope the score is bounded.
The above empirical structure is mainly inspired by several previous studies (Severyn and Moschitti, 2015; . We may also apply other variants for utterance matching (Wang and Jiang, 2016; Mou et al., 2016a) ; details are beyond the focus of this paper.
To train the neural network, we adopt negative sampling, which does not require human-labeled data. That is, given a groundtruth query-reply pair, we randomly choose another reply r − in the training set as a negative sample. We would like the score of a positive sample to be larger than that of a negative sample by at least a margin ∆. The training objective is to minimize
All parameters are trained by Adam (Kingma and Ba, 2014) with backpropagation. In previous work, researchers adopt negative sampling for utterance matching . Our study further verifies that negative sampling is useful for the evaluation task, which eases the burden of human annotation compared with fully supervised approaches that requirer manual labels for training their metrics (Lowe et al., 2017) .
Hybrid Approach
We combine the above two metrics by simple heuristics, resulting in a hybrid method RUBER for the evaluation of open-domain dialog systems.
We first normalize each metric to the range (0, 1), so that they are generally of the same scale. In particular, the normalization is given bỹ
where min(s ) and max(s ) refer to the maximum and minimum values, respectively, of a particular metric. Then we combines R ands U as our ultimate RUBER metric by heuristics including min, max, geometric averaging, and arithmetic averaging. As we shall see in Section 4.2, different strategies yield similar results, consistently outperforming baselines.
To sum up, RUBER metric is simple, general (without sophisticated model designs), and rather effective.
Experiments
In this section, we evaluate the correlation between our RUBER metric and human annotation, which is the ultimate goal of automatic metrics. The experiment was conducted on a Chinese corpus because of cultural background, as human aspects are deeply involved in this paper. We also verify the performance of RUBER metric when it is transferred to different datasets. We believe our evaluation routine could be applied to different languages.
Setup
We crawled massive data from an online Chinese forum Douban. 5 The training set contains 1,449,218 samples, each of which consists of a query-reply pair (in text). We performed Chinese word segmentation, and obtained Chinese terms as primitive tokens. In the referenced metric, we train 50-dimensional word2vec embeddings on the Douban dataset.
The RUBER metric (along with baselines) is evaluated on two prevailing dialog systems. One is a feature-based retrieval-and-reranking system, which first retrieves a coarse-grained candidate set by keyword matching and then reranks the candidates by human-engineered features; the topranked results are selected for evaluation . The other is a sequence-to-sequence (Seq2Seq) neural network (Sutskever et al., 2014) that encodes a query as a vector with an RNN and Table 2 : Correlation between automatic metrics and human annotation. The p-value is a rough estimation of the probability that an uncorrelated metric produces a result that is at least as extreme as the current one; it does not indicate the degree of correlation.
decodes the vector to a reply with another RNN; the attention mechanism (Bahdanau et al., 2015) is also applied to enhance query-reply interaction. We had 9 volunteers to express their human satisfaction of a reply (either retrieved or generated) to a query by rating an integer score among 0, 1, and 2. A score of 2 indicates a "good" reply, 0 a bad reply, and 1 borderline. Table 2 shows the Pearson and Spearman correlation between the proposed RUBER metric and human scores; also included are various baselines. Pearson and Spearman correlation are widely used in other research of automatic metrics such as machine translation (Stanojević et al., 2015) . We compute both correlation based on q/r scores (either obtained or annotated), following Liu et al. (2016) .
Quantitative Analysis
We find that the referenced metric s R based on embeddings is more correlated with human annotation than existing metrics including both BLEU and ROUGE, which are based on word overlapping information. This implies the groundtruth alone is useful for evaluating a candidate reply. But exact word overlapping is too strict in the dialog setting; embedding-based methods measure sentence closeness in a "soft" way.
The unreferenced metric s U achieves even higher correlation than s R , showing that the query alone is also informative and that negative sampling is useful for training evaluation metrics, although it does not require human annotation as labels. Our neural network scorer outperforms the embedding-based cosine measure. This is because cosine mainly captures similarity, but the rich semantic relationship between queries and replies necessitates more complicated mechanisms like neural networks.
We combine the referenced and unreferenced metrics as the ultimate RUBER approach. Experiments show that choosing the larger value of s R and s U (denoted as max) is too lenient, and is slightly worse than other strategies. Choosing the smaller value (min) and averaging (either geometric or arithmetic mean) yield similar results. While the peak performance is not consistent in two experiments, they significantly outperforms both single metrics, showing the rationale of using a hybrid metric for open-domain dialog systems. We further notice that our RUBER metric has nearhuman correlation. More importantly, all components in RUBER are heuristic or unsupervised. Thus, RUBER does not requirer human labels; it is more flexible than the existing supervised metric (Lowe et al., 2017) , and can be easily adapted to different datasets.
Qualitative Analysis
Figure 4 further illustrates the scatter plots against human judgments for the retrieval system, and Figure 5 for the generative system (Seq2Seq w/ attention). The two experiments yield similar results and show consistent evidence. As seen, BLEU and ROUGE scores are zero for most replies, because for short-text conversation extract word overlapping occurs very occasionally; thus these metrics are too sparse. By contrast, both the referenced and unreferenced scores are not centered at a particular value, and hence are better metrics to use in open-domain dialog systems. Combining these two metrics results in a higher correlation (Subplots 4a and 5a).
We would like to clarify more regarding humanhuman plots. Liu et al. (2016) group human annotators into two groups and show scatter plots between the two groups, the results of which in our experiments are shown in Subplots 4b and 5b. However, in such plots, each data point's score is averaged over several annotators, resulting in low variance of the value. It is not a right statistic to compare with. 6 In our experimental de- Table 3 : Case study. In the third column, R1 and R2 are obtained by the generative and retrieval systems, resp. RUBER here uses arithmetic mean. For comparison, we normalize all scores to the range of human annotation, i.e., [0, 2] . Note that the normalization does not change the degree of correlation. sign, we would like to show the difference between a single human annotator versus the rest annotators; in particular, the scatter plots 4a and 5a demonstrate the median-correlated human's performance. These qualitative results show our RU-BER metric achieves similar correlation to humans. Table 3 illustrates an example of our metrics as well as baselines. We see that BLEU and ROUGE scores are prone to being zero. Even the second reply is very similar to the groundtruth, its Chinese utterances do not have bi-gram overlap, resulting in a BLEU-2 score of zero. By contrast, our referenced and unreferenced metrics are denser and more suited to open-domain dialog systems. We further observe that the referenced metric s R assigns a high score to R1 due to its correlation with the query, whereas the unreferenced metric s U assigns a high score to R2 as it closely resembles the groundtruth. Both R1 and R2 are considered reasonable by most annotators, and our RU-BER metric yields similar scores to human annotation by balancing s U and s R .
Case Study

Transferability
We would like to see if the RUBER metric can be transferred to different datasets. Moreover, we hope RUBER can be directly adapted to other datasets even without re-training the parameters. We crawled another Chinese dialog corpus from the Baidu Tieba 7 forum. The dataset comprises 480k query-reply pairs, and its topics may vary from the previously used Douban corpus. We only evaluated the results of the Seq2Seq model (with attention) because of the limit of time and space.
We directly applied the RUBER metric to the Baidu dataset, i.e., word embeddings and s R 's parameters were trained on the Douban dataset. We also had 9 volunteers to annotate 150 query-reply pairs, as described in Section 4.1. Table 4 shows the Pearson and Spearman correlation and Figure 6 demonstrates the scatter plots in the transfer setting.
As we see, transferring to different datasets leads to slight performance degradation compared with Table 2 . This makes sense because the parameters, especially the s R scorer's, are not trained for the Tieba dataset. That being said, RUBER still significantly outperforms baseline metrics, showing fair transferability of our proposed method.
Regarding different blending methods, min and geometric/arithmetic mean are similar and better than the max operator; they also outperform their components s R and s U . The results are consistent with the non-transfer setting (Subsections 4.2 and 4.3), showing additional evidence of the effectiveness of our hybrid approach.
Related Work
Automatic Evaluation Metrics
Automatic evaluation is crucial to the research of language generation tasks such as dialog systems , machine translation (Papineni et al., 2002) , and text summarization (Lin, 2004) . The Workshop on Machine Translation (WMT) organizes shared tasks for evaluation metrics (Stanojević et al., 2015; Bojar et al., 2016) , attracting a large number of researchers and greatly promoting the development of translation models.
Most existing metrics evaluate generated sentences by word overlapping against a groundtruth sentence. For example, BLEU (Papineni et al., 2002) computes geometric mean of the precision for n-gram (n = 1, · · · , 4); NIST (Doddington, 2002) replaces geometric mean with arithmatic mean. Summarization tasks prefer recalloriented metrics like ROUGE (Lin, 2004) . ME-TEOR (Banerjee and Lavie, 2005) considers precision as well as recall for more comprehensive matching. Besides, several metrics explore the source information to evaluate the target without referring to the groundtruth. evaluate the translation quality by calculating the probability score based on IBM Model I between words in the source and target sentences. Louis and Nenkova (2013) use the distribution similarity between input and generated summaries to evaluate the quality of summary content.
From the machine learning perspective, automatic evaluation metrics can be divided into non-learnable and learnable approaches. Nonlearnable metrics (e.g., BLEU and ROUGE) typically measure the quality of generated sentences by heuristics (manually defined equations), whereas learnable metrics are built on machine learning techniques. Specia et al. (2010) and train a classifier to judgment the quality with linguistic features extracted from the source sentence and its translation. Other studies regard machine translation evaluation as a regression task supervised by manually annotated scores (Albrecht and Hwa, 2007; Giménez and Márquez, 2008; Specia et al., 2009) .
Compared with traditional heuristic evaluation metrics, learnable metrics can integrate linguistic features 8 to enhance the correlation with human judgments through supervised learning. However, handcrafted features often require expensive human labor, but do not generalize well. More importantly, these learnable metrics require massive human-annotated scores to learn the model parameters. Different from the above methods, our proposed metric apply negative sampling to train the neural network to measure the relatedness of query-reply pairs, and thus can extract features automatically without any supervision of humanannotated scores.
Evaluation for Dialog Systems
Dialog systems based on generative methods are also language generation tasks, and thus several researchers adopt BLEU score to measure the quality of a reply . However, its effectiveness has been questioned (Callison-Burch et al., 2006; . Meanwhile, Liu et al. (2016) conduct extensive empirical experiments and show the weak correlation of existing metrics (e.g., BLEU, ROUGE and METEOR) with human judgements for dialog systems. Based on BLEU, propose ∆BLEU, which considers several reference replies. However, multiple references are hard to obtain in practice.
Recent advances in generative dialog systems have raised the problem of universally relevant replies. Li et al. (2015) measure the reply diversity by calculating the proportion of distinct unigrams and bigrams. Besides, Serban et al. (2016) and Mou et al. (2016b) use entropy to measure the information of generated replies, but such metric is independent of the query and groundtruth. Compared with the neural network-based metric proposed by Lowe et al. (2017) , our approach does not require human-annotated scores.
Conclusion and Discussion
In this paper, we proposed an evaluation methodology for open-domain dialog systems. Our metric is called RUBER (a Referenced metric and Unreferenced metric Blended Evaluation Routine), as it considers both the groundtruth and its query. Experiments show that, although unsupervised, RU-BER has strong correlation with human annotation, and has fair transferability over different opendomain datasets.
Our paper currently focuses on single-turn conversation as a starting point of our research. However, the RUBER framework can be extended naturally to more complicated scenarios: in a history/context-aware dialog system, for example, the modification shall lie in designing the neural network, which will take context into account, for the unreferenced metric.
