Abstract. In this paper we study some optimization problems for nonlinear elastic membranes. More precisely, we consider the problem of optimizing the cost functional J (u) = R ∂Ω f (x)u dH N −1 over some admissible class of loads f where u is the (unique) solution to the problem −∆ p u + |u| p−2 u = 0 in Ω with |∇u| p−2 u ν = f on ∂Ω.
Introduction
In this paper we analyze the following optimization problem: Consider a smooth bounded domain Ω ⊂ R N and some class of admissible loads A. Then we want to maximize the cost functional Here, ∆ p u = div(|∇u| p−2 ∇u) is the usual p−Laplacian and ∂ ∂ν is the outer unit normal derivative.
These types of optimization problems have been considered in the literature due to many applications in science and engineering, specially in the linear case p = 2. See for instance [5] .
In recent years, models involving the p−Laplacian operator with nonlinear boundary conditions have been used in the theory of quasiregular and quasiconformal mappings in Riemannian manifolds with boundary (see [9, 19] ), non-Newtonian fluids, reaction diffusion problems, flow through porus media, nonlinear elasticity, glaciology, etc. (see [1, 2, 3, 8] ).
We want to stress that our results are new, even in the linear case. But since our arguments are mainly variational, and for the sake of completeness, we decided to present the paper in this generality.
In this work, we have chosen three different classes of admissible functions A to work with.
• The class of rearrangements of a given function f 0 .
• The (unit) ball in some L q .
• The class of characteristic functions of sets of given surface measure.
This latter case is what we believe is the most interesting one and where our main results are obtained.
For each of these classes, we prove existence of a maximizing load (in the respective class) and analyze properties of these maximizers.
The approach to the class of rearrangements follows the lines of [6] , where a similar problem was analyzed, namely, the maximization of the functional
where u is the solution to −∆ p u = g in Ω with Dirichlet boundary conditions. When we work in the unit ball of L q the problem becomes trivial and we explicitly find the (unique) maximizer for J , namely, the first eigenfunction of a Steklov-like nonlinear eigenvalue problem (see Section 4).
Finally we arrive at the main part of the paper, namely, the class of characteristic functions of sets of given boundary measure. In order to work within this class, we first relax the problem and work with the weak* closure of the characteristic functions (i.e. bounded functions of given L 1 norm), prove existence of a maximizer within this relaxed class and then prove that this optimizer is in fact a characteristic function. Then, in order to analyze properties of this maximizer, we compute the first variation (or shape derivative) with respect to perturbations on the set where the characteristic function is supported.
This approach for optimization problems has been used several times in the literature. Just to cite a few, see [7, 12, 15] and references therein. Also, our approach to the computation of the first variation borrows ideas from [13] .
The paper is organized as follows. In Section 2 we include some preliminary results, some of which are well known but we choose to include them in order to make the paper self contained. In Section 3 we study the problem when the admissible class of loads A is the class of rearrangements of a given function f 0 . In Section 4, we study the simpler case when A is the unit ball in L q . Finally, in Section 5, we analyze the case where A is the class of characteristic functions of sets with given surface measure.
Preliminaries
In this section we collect some well known results that will be used throughout the paper.
2.1. Results on rearrangements. First, we recall some well known facts on rearrangements that will be needed in Section 3. 
the set of all rearrangements of f 0 is denoted by R f0 . Thus, for any f ∈ R f0 , we have
We will need the following Lemma, the proof of which can be found in [4] .
The following result can be easily deduced from [17] (Theorem 1.14 p.28). 
Then the maximization problem
is solved by
where
2.2.
Results on differential geometry. Now we state without proof some results on differential geometry that will be used in the last section. The proof of these results can be found, for instance, in [14] .
Definition 2.4 (Definition of the tangential Jacobian
). Let Ω ⊂ R N be a smooth open set of R N . Let Φ be a C 1 field over R N . We call the tangential Jacobian of Φ J τ (Φ) := | T [Φ ] −1 ν|J(Φ),
where ν is the outer unit normal vector to ∂Ω, Φ denotes the differential matrix of Φ, J(Φ) is the usual Jacobian of Φ and T A is the transpose of the matrix A.
The definition of the tangential Jacobian is suited to state the following change of variables formula
where ν is the outer unit normal vector to ∂Ω and ·, · is the usual scalar product in R N .
With these definitions, we have the following version of the divergence Theorem.
where ν τ is the outer unit normal vector to D along ∂Ω and H is the mean curvature of ∂Ω.
Maximizing in the class of rearrangements
Given a domain Ω ⊂ R N (bounded, connected, with smooth boundary), first we want to study the following problem
Here
The restriction q > p N is related to the fact that
. So, in order for that the right side of last equality to make sense for f ∈ L q (∂Ω) we need v to belong to L q (Ω). This is achieved by the restriction q < p * .
It is a standard result that (3.1) has a unique weak solution u f , for which the following equations hold
, and let R f 0 be the class of rearrangements of f 0 . We are interested in finding
Theorem 3.1. There existsf ∈ R f0 such that
Proof. Let
We first show that I is finite. Let f ∈ R f0 . By Hölder's inequality and the trace embedding we have
Therefore I is finite. Now, let {f i } i≥1 be a maximizing sequence and let
, then there exists a function u ∈ W 1,p (Ω) such that, for a subsequence that we still call {u i },
On the other hand, since
Furthermore, by Lemma 2.2, there existsf ∈ R f 0 such that
As a consequence of (3.2), we have that
Recall thatû = uf . Thereforef is a solution to (3.3) . This completes the proof. 
where u is the (unique, weak) solution to
and consider the problem of maximizing J 1 over the class R g0 × R f0 for some fixed g 0 and f 0 . We leave the details to the reader.
Maximizing in the unit ball of L q
In this section we consider the optimization problem
where the maximum is taken over the unit ball in L q (∂Ω).
In this case, the answer is simple and we find that the maximizer can be computed explicitly in terms of the extremal of the Sobolev trace embedding.
where u f is the weak solution of
The restriction q > p N is the same as in the previous section. In this case it is easy to see that the solution becomesf = v q −1 q where v q ∈ W 1,p (Ω) is a nonnegative extremal for S q normalized such that v q L q (∂Ω) = 1 and S q is the Sobolev trace constant given by
Observe that, as q < p * there exists an extremal for S q . See [11] and references therein.
In fact
This completes the characterization of the optimal load in this case.
Maximizing in L ∞
Now we consider the problem
where B := {φ : 0 ≤ φ(x) ≤ 1 for all x ∈ ∂Ω and ∂Ω φ dH N −1 = A}, for some fixed 0 < A < H N −1 (∂Ω), and u φ is the weak solution of
This is the most interesting case considered in this paper.
5.1.
Existence of optimal configurations. In this case, we have the following theorem:
Arguing as in the first part of the proof for Theorem 3.1 we have that I is finite. Next, let {φ i } i≥1 be a maximizing sequence and let
, then there exists a function u ∈ W 1,p (Ω) such that, for a subsequence that we still call {u i } i≥1
On the other hand, since {φ i } i≥1 is bounded in L ∞ (∂Ω), we may choose a subsequence, again denoted {φ i } i≥1 , and φ ∈ L ∞ (∂Ω) and such that
Furthermore, by Theorem 2.3, there exists D ⊂ ∂Ω with H
and
As a consequence of (3.2), we have that 
where t := inf{s :
Domain Derivative.
In this subsection we compute the shape derivative of the functional J (χ D ) with respect to perturbations on the set D. We will consider regular perturbations and assume that the set D is a smooth subset of ∂Ω. Then, by using the formula for the shape derivative, we deduce some necessary conditions on a (regular) set D in order for it to be optimal for J in the L ∞ setting.
Also, this formula could be used to derive algorithms in order to compute the actual optimal set (cf. with [10] ).
For the computation of the shape derivative, we use some ideas from [13] .
We begin by describing the kind of variations that we are considering on the set D. Let V be a regular (smooth) vector field, globally Lipschitz, with support in a neighborhood of ∂Ω such that V, ν = 0 and let ψ t : R N → R N be defined as the unique solution to
We have
First, we compute the derivative at t = 0 of the surface measure of the set D t . That is, we want to compute
Lemma 5.3. With the previous notation, if D ⊂ ∂Ω is a smooth (relatively) open set, then
Proof. We will use the following asymptotic formulae, for which the proofs can be found in [14] :
Then we have, by the change of variable formula, Proposition 2.5,
Hence by (5.4), (5.5) and the definition of J τ we get, using that V, ν = 0,
Therefore, we arrive at
This is what we wanted to show. Now, let
where u t ∈ W 1,p (Ω) is the unique solution to
and assume that D ⊂ ∂Ω is again a smooth (relatively) open set. We have the following Lemma:
Lemma 5.4. Let u 0 and u t be the solution of (5.6) with t = 0 and t > 0, respectively. Then
Proof. The proof follows exactly as the one in Lemma 4.2 in [6] . The only difference being that we use the trace inequality instead of the Poincaré inequality. 
where u 0 is the solution of (5.6) with t = 0 and ν τ stands for the exterior unit normal vector to D along ∂Ω.
Proof. By (3.2) we have that
, then, by the change of variables formula, Proposition 2.5,
Also, by the usual change of variables formula, we have
Then, for all v ∈ W 1,p (Ω) we have that
Therefore, we can rewrite I(t) as
If we define w t = u t • ψ t for all t we have that w 0 = u 0 and
On the other hand
From (5.7) and (5.8) we deduced that there exists I (0) and
Now we try to find a more explicit formula for I (0). In the course of the computations, we require the solution u 0 to
to be C 2 . However, this is not true. As it is well known (see, for instance, [19] ), u 0 belongs to the class C 1,δ for some 0 < δ < 1.
In order to overcome this difficulty, we proceed as follows. We consider the regularized problems
It is well known that the solution u ε 0 to (5.9) is of class C 2,ρ for some 0 < ρ < 1 (see [16] ).
Then, we can perform all of our computations with the functions u ε 0 and pass to the limit as ε → 0+ at the end.
We have chosen to work formally with the function u 0 in order to make our arguments more transparent and leave the details to the reader. For a similar approach, see [13] .
we obtain
Then, u D is constant along ∂D.
Proof. Recalling the formula for the derivative of the volume, that is,
and the fact that D is a critical point of I, we derive
⇐⇒ u = constant, on ∂D.
As we wanted to prove.
Final comments.
It would be interesting to say more about optimal configurations. For instance:
• What is the topology of optimal sets? Are optimal sets connected?
• What about the regularity of optimal sets? Is it true that the boundary of optimal sets are regular surfaces? • Where are the optimal sets located?
These questions, we believe, are difficult ones and we can only give an answer in the trivial case where the domain Ω is a ball. In this case, by symmetrization arguments (by means of the spherical symmetrization, cf. with [12, 18] ) it is straight forward to check that optimal sets are spherical caps.
This example also shows that the uniqueness problem is far from obvious.
