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Abstract
Let {Xn : n ∈ N} be a linear process with bounded probability density function f(x). We
study the estimation of the quadratic functional
∫
R f
2(x) dx. With a Fourier transform on the
kernel function and the projection method, it is shown that, under certain mild conditions, the
estimator
2
n(n− 1)hn
∑
1≤i<j≤n
K
(
Xi −Xj
hn
)
has similar asymptotical properties as the i.i.d. case studied in Gine´ and Nickl (2008) if the linear
process {Xn : n ∈ N} has the defined short range dependence. We also provide an application
to L22 divergence and the extension to multivariate linear processes. The simulation study for
linear processes with Gaussian and α-stable innovations confirms our theoretical results. As
an illustration, we estimate the L22 divergences among the density functions of average annual
river flows for four rivers and obtain promising results.
Keywords: linear process, kernel entropy estimation, quadratic functional, projection operator
2010 Mathematics Subject Classification: Primary 60F05; Secondary 62M10, 60G10,
62G05.
1 Introduction
Let f(x) be the probability density function of a sequence of identically distributed observations
{Xn}∞n=1. The quadratic functional Q(f) =
∫
R f
2(x) dx plays an important role in the study
of quadratic Re´nyi entropy R(f) = − ln(∫ f2(x) dx), Re´nyi (1970), and the Shannon entropy
S(f) = − ∫ f(x) ln f(x) dx, Shannon (1948). Entropy is widely applied in the fields of information
theory, statistical classification, pattern recognition and so on since it is a measure of uncertainty
in a probability distribution. In the literature, different estimators for the quadratic functional and
entropies with independent data have been well studied. For example, the nearest-neighbor esti-
mator [Leonenko, Pronzato and Savani (2008); Penrose and Yukich (2013)], the kernel estimator
[Hall and Marron (1987); Bickel and Ritov (1988); Gine´ and Nickl (2008)], the orthogonal projec-
tion estimator [Laurent (1996, 1997)] and the U -statistics estimator (a special kernel estimator)
[Leonenko and Seleznjev (2010); Ka¨llberg, Leonenko and Seleznjev (2012)] under the independence
assumption. It is a challenging problem to study the estimation of the quadratic functional and the
corresponding entropies for dependent case. In Ka¨llberg, Leonenko and Seleznjev (2014) the au-
thors successfully extended the U -statistics method to m-dependence sequence. They showed the
rate optimality and asymptotic normality of the U -statistics estimator for multivariate sequence.
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Ahmad (1979) obtained the strong consistency of the quadratic functional by orthogonal series
method for stationary time series with strong mixing condition. Nevertheless, to the best of our
knowledge, general results for quadratic functional estimations of regular time series data under
mild conditions are still unknown.
In this paper, we study the quadratic functional
∫
R f
2(x) dx for the following linear process
Xn =
∞∑
i=0
aiεn−i, (1)
where the innovations εi are independent and identically distributed (i.i.d.) real-valued random
variables in some probability space (Ω,F ,P) and ai are real coefficients such that
∞∑
i=0
aiεn−i con-
verges in distribution. We would apply the kernel method which was first introduced by Rosenblatt
(1956) and Parzen (1962). This method was proved to be successful in estimating the probabil-
ity density functions and their derivatives, the regression functions and so on in the independent
setting; see the books [Devroye and Gyo¨rfi (1985); Silverman (1986); Nadaraya (1989); Wand and
Jones (1995); Schimek (2000); Scott (2015)] and references therein. Kernel method was also proved
to be successful in estimating the density functions and regression functions for time series data
[see Tran (1992); Honda (2000); Wu and Mielniczuk (2002); Wu, Huang and Huang (2010)].
In the classical kernel estimation of the quadratic functional Q(f) with i.i.d. observations
{Xi}ni=1, Gine´ and Nickl (2008) applied a convolution method to obtain the bias ETn(hn) −∫
R f
2(x) dx of the kernel estimator
Tn(hn) =
2
n(n− 1)hn
∑
1≤i<j≤n
K
(
Xi −Xj
hn
)
. (2)
They then used the Hoeffding’s decomposition for U -statistics to study the stochastic part Tn(hn)−
ETn(hn). In this way, they showed the rate optimality and efficiency of the kernel estimator for
the quadratic functional. Krishnamurthy et. al. (2015) applied a similar method to study the
L22 divergence between two distributions. Nevertheless, this method does not work well in the
estimation of the quadratic functional
∫
R f
2(x)dx for linear process Xn given in (1) due to the
dependence structure.
Instead we utilize the Fourier transform and projection methods to derive the asymptotic
properties of the kernel estimator for the quadratic functional on time series data. With the
help of the Fourier transform, one can easily separate the random part Xi − Xj and the kernel
function K in the estimator Tn(hn) given in (2) and also obtain the Hoeffding’s decomposition for
Tn(hn)− ETn(hn) when {Xn} is a linear process; see (33). In fact, the Hoeffding’s decomposition
works for general stationary processes. Then we use projection and some kind of chain rule to
determine which terms contribute to the limit and which terms are negligible. Our method is
different from the martingale approximation method applied in Wu and Mielniczuk (2002) when
studying the kernel density estimation for linear processes. Moreover, this method allows us to get
rid of the 2nd moment assumption on the innovations of linear processes, that is, E |ε1|2 <∞. This
allows innovations to take heavy tail distributions, which are often followed by data in finance,
see Mittnik, Rachev and Paolella (1998). We only need E |eιλε1 − φε(λ)|2 ≤ cγ,2(|λ|2γ ∧ 1) or
E |eιλε1 − φε(λ)|4 ≤ cγ,4(|λ|4γ ∧ 1) for some γ ∈ (0, 1], where φε(λ) is the characteristic function
of the innovations. The range γ ∈ (0, 1] here is optimal when ε1 has non-degenerate distribution.
In this paper, the innovations have non-degenerate distribution because of the existence of the
probability density function f(x) of the linear process. See Lemma 7.4. On the other hand,
our method gives a clear picture on the relationship between the linear process {Xn} and the
efficiency of the estimator Tn(hn). In addition, this methodology would have applications in kernel
2
estimations. For example, we can use it to extend results in Krishnamurthy et. al. (2015) to
short memory linear processes, and simplify existing proofs and assumptions in kernel density
estimations. Furthermore, we could suggest a more general definition for short memory and long
memory linear processes (see Definition 2.1 below) and extend our results to multivariate linear
processes.
Throughout this paper, if not mentioned otherwise, the letter c, with or without a subscript,
denotes a generic positive finite constant whose exact value is independent of n and may change
from line to line. We use ι to denote
√−1. For a complex number z, we use z and |z| to
denote its conjugate and modulus, respectively. The notation ‖ · ‖2 means [E | · |2]1/2. For two
functions a(x) and b(x) of real numbers, a(x)∼b(x) means a(x)/b(x) → 1 as x → ∞. For any
integrable function g(x), its Fourier transform is defined as ĝ(u) =
∫
R e
ιxu g(x) dx. Let φ(λ) be
the characteristic function of linear process Xn =
∞∑
i=0
aiεn−i, φn(λ) the empirical characteristic
function from observations {Xi}ni=1 and φε(λ) the characteristic function of the innovations. That
is, φ(λ) = E [eιλXi ], φn(λ) = 1n
n∑
i=1
eιλXi and φε(λ) = E [eιλε1 ]. For each i ∈ N, define H(Xi) :=
H(Xi)(λ) := e
ιλXi − φ(λ), λ ∈ R.
The paper has the following structure. The main results are given in Section 2. We then give
a few examples in Section 3, an application of the results to L22 divergence in Section 4, simulation
study and real data analysis in Section 5, and extensions to multivariate linear processes in Section
6. Section 7 is devoted to the proofs of Theorems 2.1 and 2.2, based on the Fourier transform.
2 Main results
If {εi : i ∈ Z} is a sequence of i.i.d. random variables in Lp(R) for some p > 0, E εi = 0 when p ≥ 1,
and {ai}∞i=0 is a sequence of real coefficients such that
∞∑
i=0
|ai|2∧p <∞, then the linear process Xn
given in (1) exists and is well-defined. For p = 2, the process has short memory (short range
dependence) if
∞∑
i=0
|ai| < ∞ and long memory (long range dependence) otherwise. As for linear
processes with symmetric α-stable innovations (0 < α ≤ 2), i.e., the law of innovations having
characteristic function E [eιλε1 ] = exp(−cα|λ|α) for some positive constant cα only depending on
α, {Xn} has short memory if
∞∑
i=0
|ai|α/2 < ∞ and it has long memory if
∞∑
i=0
|ai|α/2 = ∞ but
∞∑
i=0
|ai|α <∞, respectively. See, e.g., Hsing (1999).
Let f(x) be the probability density function of the linear process Xn =
∞∑
i=0
aiεn−i, n ∈ N defined
in (1). We study the estimation of the quadratic functional of f(x), that is,
∫
R f
2(x)dx, when the
linear process Xn =
∞∑
i=0
aiεn−i has short memory in the sense of the following definition.
Definition 2.1 A linear process Xn =
∞∑
i=0
aiεn−i defined in (1) has short memory if
∞∑
i=1
√
Var (eιλaiε1) <∞
3
for all λ close enough to 0, and long memory if
∞∑
i=1
√
Var (eιλaiε1) =∞, but
∞∑
i=1
Var (eιλaiε1) <∞
for all λ close enough to 0.
In fact this definition generalizes the definitions of short memory or long memory linear processes
stated at the beginning of this section. Note that Var (eιλε1) can also be written as E |eιλε1−φε(λ)|2
or 1− |φε(λ)|2. By the first part of Lemma 7.3, this definition contains the original one for linear
processes with finite second moment innovations. Using the characteristic function of α-stable
distribution, E |eιλε1−φε(λ)|2 ≤ cα
2
,2 (|λ|α ∧ 1). Hence it also contains the one introduced in Hsing
(1999) for symmetric α-stable innovations. See the details in Example 3.2.
Moreover, Definition 2.1 can be used to define short and long memory linear processes with
general infinite variance innovations. Therefore, it can be applied to define all short and long
memory linear processes with finite variance innovations or infinite variance innovations. The
advantage of Definition 2.1 is that we only need to know the behavior of Var (eιλaiε1) = 1 −
|φε(aiλ)|2 without any moment assumption. This definition relates the coefficients {ai} with the
distribution of the innovations which is fully represented by the characteristic function. By contrast,
the traditional definition only relates the coefficients {ai} with the moment information of the
innovations. The definition in Hsing (1999) is only for linear processes with symmetric α-stable
innovations and it only relates the coefficients {ai} with the parameter α of the α-stable innovations.
Throughout the paper, we use Definition 2.1 to classify linear processes with short or long memory.
To estimate the quadratic functional
∫
R f
2(x)dx, we shall apply the kernel method
Tn(hn) =
2
n(n− 1)hn
∑
1≤i<j≤n
K
(
Xi −Xj
hn
)
,
where the kernel K is a symmetric and bounded function with
∫
RK(u) du = 1 and
∫
R u
2|K(u)| du <
∞. The bandwidth sequence hn satisfies 0 < hn → 0 as n→∞. The following are the main results
of this paper.
Theorem 2.1 Assume that
∞∑
i=0
|ai|γ <∞,
∫
R |λ|2γ |φε(λ)|2 dλ <∞ and
E |eιλε1 − φε(λ)|4 ≤ cγ,4
(|λ|4γ ∧ 1) (3)
for some γ ∈ (0, 1]. We further assume that f is bounded. Then there exist positive constants c1
and c2 such that ∣∣∣ETn(hn)− ∫
R
f2(x) dx
∣∣∣ ≤ c1( 1
n
+ h2γn
)
, (4)
E
(
Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
)2 ≤ c2( 1
n2hn
+
ηn,γ
n2
+
h2γn
n
)
(5)
and, if additionally nhn →∞ as n→∞,
√
n
[
Tn(hn)− ETn(hn)
] L−→ N(0, 4σ2), (6)
where Yi = 2
(
f(Xi)−
∫
R f
2(x) dx
)
, ηn,γ =
n∑`
=0
∞∑
i=`
|ai|γ and σ2 = lim
n→∞n
−1Var (Sn) with
Sn =
n∑
i=1
(
f(Xi)−
∫
R
f2(x) dx
)
.
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Theorem 2.2 Assume that
∞∑
i=0
|ai|γ <∞,
∫
R |λ|2γ |φε(λ)|2 dλ <∞ and
E |eιλε1 − φε(λ)|2 ≤ cγ,2
(|λ|2γ ∧ 1) (7)
for some γ ∈ (0, 1]. We further assume that f is bounded and ∫R |K̂(λ)| dλ <∞. Then there exist
positive constants c3 and c4 such that∣∣∣ETn(hn)− ∫
R
f2(x) dx
∣∣∣ ≤ c3( 1
n
+ h2γn
)
, (8)
E
∣∣∣Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
∣∣∣ ≤ c4( 1
nhn
+
hγn√
n
)
(9)
and, if additionally
√
nhn →∞ as n→∞,
√
n
[
Tn(hn)− ETn(hn)
] L−→ N(0, 4σ2) (10)
for some σ2 ∈ (0,∞).
Remark 2.1 By Definition 2.1, Theorems 2.1 and 2.2 are results for short memory linear pro-
cesses. On the other hand, we work on the well-defined linear process (1) in Theorem 2.1, Theorem
2.2 and the rest of the paper. If we assume ε1 ∈ Lγ(R), together with condition
∞∑
i=0
|ai|γ <∞ in the
theorems, then the linear process (1) is well-defined. However, the moment condition ε1 ∈ Lγ(R)
is not needed in the proofs of our results.
Remark 2.2 When {Xn} is an i.i.d. sequence, the kernel estimator (2) was studied in Gine´
and Nickl (2008) with assumptions that the density function f(x) is bounded and the smoothness
condition
∫
R |λ|2γ |φ(λ)|2 dλ <∞ of f(x) for γ restricted to (0, 12 ]. If
∫
R u
2|K(u)| du <∞ is replaced
by a weaker condition
∫
R |u|β|K(u)| du <∞ for some 0 < β ≤ 2, then the upper bounds in (4) and
(8) above should be replaced by a constant multiple of 1n + h
β∧2γ
n .
Remark 2.3 The assumption (3) in Theorem 2.1 is required to obtain (5) and (6). To just get the
inequality (4), we only need to assume (7). Using Lemma 7.3, we could easily see that E |ε1|4γ <∞
and E |ε1|2γ < ∞ are sufficient for these two assumptions, respectively. However, these two mo-
ment conditions are not necessary. For example, when the innovation ε1 takes symmetric α-stable
distributions with α ∈ (0, 2), E |eιλε1 −φε(λ)|4 ≤ cα
4
,4 (|λ|α ∧ 1), E |eιλε1 −φε(λ)|2 ≤ cα
2
,2 (|λ|α ∧ 1),
but E |ε1|α =∞. On the other hand, assumption (3) is stronger than assumption (7). This explains
why the results in Theorem 2.1 are better than the results in Theorem 2.2 if both assumptions (3)
and (7) hold for a same γ in (0, 1].
Remark 2.4 If the underlying linear process {Xn} is i.i.d. or m-dependent, then the assumption
E |eιλε1 − φε(λ)|4 ≤ cγ,4
(|λ|4γ ∧ 1) for some γ ∈ (0, 1] in Theorem 2.1 can be removed by making
some minor modifications of its proof, and ηn,γ can be replaced by 0. Furthermore, for the i.i.d.
case, the right hand side of (4) can be replaced by c1h
2γ
n .
Remark 2.5 In Theorems 2.1 and 2.2, if we further have
∫
R |λ|4γ |φε(λ)|2 dλ < ∞, then, using
the fact |K̂(λhn)− K̂(0)| ≤ cβ|λhn|2β for all β ∈ [0, 1], the inequality (5) can be improved to
E
∣∣∣Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
∣∣∣2 ≤ c2( 1
n2hn
+
ηn,γ
n2
+
h4γn
n
)
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while (9) to
E
∣∣∣Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
∣∣∣ ≤ c4( 1
nhn
+
h2γn√
n
)
.
As consequences of Theorem 2.1 and Theorem 2.2, we can easily obtain the following results.
Corollary 2.1 Under the assumptions in Theorem 2.1. Let hn have order n
− 2
4γ+1 . If 0 < γ ≤ 1/4,
then
Tn(hn)−
∫
R
f2(x) dx = OP (n
− 4γ
4γ+1 ); (11)
if 1/4 < γ ≤ 1, then
√
n
[
Tn(hn)−
∫
R
f2(x) dx
] L−→ N(0, 4σ2), (12)
and, if we additional require K(x) ≥ 0 for all x, the estimator − ln( 1n + Tn(hn)) of the quadratic
Re´nyi entropy R(f) = − ln(∫R f2(x) dx) satisfies
√
n
[
− ln( 1
n
+ Tn(hn))−R(f)
] L−→ N (0, 4σ2
(
∫
R f
2(x) dx)2
)
, (13)
where σ2 = lim
n→∞n
−1Var (Sn) with Sn =
n∑
i=1
(
f(Xi)−
∫
R f
2(x) dx
)
.
Corollary 2.2 Under the assumptions in Theorem 2.2. Let hn have order n
− 1
2γ+1 . If 0 < γ ≤ 1/2,
then
Tn(hn)−
∫
R
f2(x) dx = OP (n
− 2γ
2γ+1 ); (14)
if 1/2 < γ ≤ 1, then
√
n
[
Tn(hn)−
∫
R
f2(x) dx
] L−→ N(0, 4σ2), (15)
and, if we additional require K(x) ≥ 0 for all x, the estimator − ln( 1n + Tn(hn)) of the quadratic
Re´nyi entropy R(f) = − ln(∫R f2(x) dx) satisfies
√
n
[
− ln( 1
n
+ Tn(hn))−R(f)
] L−→ N (0, 4σ2
(
∫
R f
2(x) dx)2
)
(16)
for some σ2 ∈ (0,∞).
3 Examples
In this section, we shall give a few examples of linear processes to illustrate our results.
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Example 3.1 (Linear process with Gaussian white noise innovations) Here the distribu-
tion of ε1 is Gaussian with mean 0 and variance σ
2. Note that E [eιλε1 ] = exp(− λ2
2σ2
). So∫
R λ
2|φε(λ)|2 dλ < ∞, E |eιλε1 − φε(λ)|4 ≤ c1,4
(
λ4 ∧ 1) and E |eιλε1 − φε(λ)|2 ≤ c1,2 (λ2 ∧ 1).
Therefore, Theorems 2.1, 2.2 and Corollaries 2.1 and 2.2 hold for all short memory linear pro-
cesses with Gaussian white noise innovations.
Example 3.2 (Linear process with symmetric α-stable innovations) Here the distribu-
tion of ε1 is the symmetric α-stable (SαS) with 0 < α < 2. Note that E [eιλε1 ] = exp(−cα|λ|α)
for some positive constant cα. So
∫
R λ
2|φε(λ)|2 dλ < ∞, E |eιλε1 − φε(λ)|4 ≤ cα
4
,4 (|λ|α ∧ 1) and
E |eιλε1 − φε(λ)|2 ≤ cα
2
,2 (|λ|α ∧ 1). Therefore, Theorems 2.1 and 2.2 hold for all short memory
linear processes having symmetric α-stable innovations (0 < α < 2) with γ = α4 and γ =
α
2 , re-
spectively. The central limit theorem (12) in Corollary 2.1 and the central limit theorem (15) in
Corollary 2.2 hold if 1 < α < 2. We should apply Theorem 2.2 and Corollary 2.2 instead of Theo-
rem 2.1 and Corollary 2.1 in order to study all short-memory processes with α-stable innovations
and coefficients satisfying
∑
i |ai|α/2 <∞. See Step 2 of Section 5 for the detailed discussion.
Example 3.3 (Causal ARMA(p, q) process) An ARMA(p, q) model has the form
φ(B)Xt = θ(B)εt,
where εt are i.i.d random variables with E εt = 0 and E ε2t = σ2ε , φ and θ are two polynomials with
no common zeros,
φ(z) = 1− φ1z − φ2z2 − · · · − φpzp, φp 6= 0,
θ(z) = 1 + θ1z + θ2z
2 + · · · − θqzq, θq 6= 0,
and B is the back shift operator with BkXt = Xt−k. An ARMA(p, q) process is causal if it can be
written as a one-sided linear process Xt =
∞∑
i=0
aiεt−i with
∞∑
i=0
|ai| < ∞. It is causal if and only if
φ(z) 6= 0 for |z| ≤ 1. In this case, the coefficients of the linear process can be determined by solving
a(z) =
∞∑
i=0
aiz
i =
φ(z)
θ(z)
,
where |z| ≤ 1. It is easy to see that the coefficients ai decay exponentially fast to zero. So∞∑`
=0
∞∑
i=`
|ai|γ <∞ for any γ > 0. This means that we can choose γ as small as possible, which will
enlarge the choices of the innovations ε. Moreover, the upper bound in (5) of Theorem 2.1 can be
improved to a constant multiple of 1
n2hn
+ h
2γ
n
n .
4 An application to L22 divergence
Let f(x) and g(x) be the probability densities for independent linear processes Xn =
∞∑
i=0
aiεn−i
and Yn =
∞∑
j=0
bjξn−j defined as in (1), respectively. Then the L22 divergence between f and g is
defined as
D(f, g) :=
∫
R
(f(x)− g(x))2 dx =
∫
R
f2(x) dx+
∫
R
g2(x) dx− 2
∫
R
f(x)g(x) dx.
7
The estimator for D(f, g) is
D̂(f, g) = Tn(f, hn) + Tn(g, hn)− 2Tn(f, g, hn),
where
Tn(f, hn) =
2
n(n− 1)hn
∑
1≤i<j≤n
K
(
Xi −Xj
hn
)
,
Tn(g, hn) =
2
n(n− 1)hn
∑
1≤i<j≤n
K
(
Yi − Yj
hn
)
and
Tn(f, g, hn) =
1
n2hn
∑
1≤i,j≤n
K
(
Xi − Yj
hn
)
.
Krishnamurthy et. al. (2015) studied the estimation of L22 divergence for multivariate independent
i.i.d. samples {Xi}2ni=1 ∼ f(x) and {Yi}2ni=1 ∼ g(x). They used data splitting in the estimation
which is necessary to obtain the asymptotic normality [see Gretton et. al. (2012); Krishnamurthy
et. al. (2015)]. However, in our case, the data splitting is not needed.
Using similar arguments as in the proof of Theorems 2.1 and 2.2, one can obtain the same
results for Tn(f, g, hn). Together with Theorems 2.1 and 2.2, we then have the following results.
Theorem 4.1 Assume that the independent linear processes {Xn} and {Yn} satisfy the same
conditions as in Theorem 2.1. Then there exist positive constants c1 and c2 such that∣∣∣E D̂(f, g)−D(f, g)∣∣∣ ≤ c1( 1
n
+ h2γn
)
, (17)
E
∣∣∣D̂(f, g)− E D̂(f, g)− 1
n
n∑
i=1
Wi
∣∣∣2 ≤ c2( 1
n2hn
+
ηn,γ
n2
+
h2γn
n
)
(18)
and, if additionally nhn →∞ as n→∞,
√
n
[
D̂(f, g)− E D̂(f, g)
] L−→ N(0, 4σ2), (19)
where
Wi = 2
(
f(Xi)−
∫
R
f2(x) dx+ g(Yi)−
∫
R
g2(x) dx+ g(Xi) + f(Yi)− 2
∫
R
f(x)g(x) dx
)
,
ηn,γ =
n∑`
=0
∞∑
i=`
|ai|γ ∨
n∑`
=0
∞∑
i=`
|bi|γ, and σ2 = lim
n→∞n
−1Var (Sn) with Sn = 12
n∑
i=1
Wi.
Let hn have order n
− 2
4γ+1 . Then similar results as in Corollary 2.1 can be obtained for D̂(f, g).
Theorem 4.2 With the same notations as in Theorem 4.1, assume that the independent linear
processes {Xn} and {Yn} satisfy the same conditions as in Theorem 2.2. Then there exists a
positive constant c such that
E
∣∣∣D̂(f, g)− E D̂(f, g)− 1
n
n∑
i=1
Wi
∣∣∣ ≤ c( 1
nhn
+
hγn√
n
)
(20)
and (17), (19) hold for some σ2 ∈ (0,∞).
Let hn have order n
− 1
2γ+1 . Then similar results as in Corollary 2.2 can be obtained for D̂(f, g).
8
5 Simulation study and real data analysis
In this section we first conduct a simulation study to verify the central limit theorems in Section
2 for the kernel entropy estimator of linear processes with different coefficient sequences and inno-
vations with stable or Gaussian laws. For this purpose, we shall draw normal quantile plots and
histograms, perform hypothesis tests and provide confidence intervals on the means. In the second
part of this section, we apply the kernel method to study the divergences between each pair of the
annual average flow distributions of four rivers on the earth.
The simulation study has two steps.
Step 1: Calculate or approximate the true value of the quadratic functional
∫
R f
2(x)dx.
By the inverse Fourier transform, the probability density function f(x) of the linear process in
(1) and its characteristic function φ(t) = E[eιtX1 ] have the following relationship:
f(x) =
1
2pi
∫
R
φ(t)e−ιtxdt. (21)
Also, we have
φ(t) = E[eιtXn ] =
∞∏
i=0
E[eιtaiεn−i ].
Now let ai =
Γ(i+d)
Γ(d)Γ(i+1) , i ≥ 0, for any d < 12 , d 6= 0,−1,−2, · · · . Applying Stirling’s formula,
Γ(x) ∼ √2pie−x+1(x − 1)x−1/2 as x → ∞, ai ∼ id−1/Γ(d) as i → ∞. In particular, under the
condition −1 < d < 12 , d 6= 0, the FARIMA(0, d, 0) processes Xn = (1 − B)−dεn, where B is the
backshift operator, are causal and they have the form of linear process with ai =
Γ(i+d)
Γ(d)Γ(i+1) . See
Bondon and Palma (2007) for the extension of causality of FARIMA(p, d, q) processes to the range
of −1 < d < 1/2. We shall perform simulation study for linear processes with Gaussian or Cauchy
innovations and some selected values of d.
Case 1. Suppose the innovations {εi} are i.i.d. N(0, 1) random variables, then φε(t) = e− t
2
2
and hence φ(t) = e−
t2
2
∑∞
i=0 a
2
i . By the Gauss’s theorem [Gauss (1866)] for hypergeometric series,∑∞
i=0 a
2
i =
Γ(1−2d)
Γ2(1−d) for any d <
1
2 , d 6= 0,−1,−2, · · · . See also Bailey (1935) or its direct calculation
in Sang and Sang (2017). By the formula (21) and the application of MATLAB,
f(x) =
1
pi
∫ ∞
0
e
− t2
2
Γ(1−2d)
Γ2(1−d) cos(tx)dt =
√
2
4
e−
pix2
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if we take d = −0.5. As a result,∫
R
f2(x)dx = 0.2500 if d = −0.5.
In this way, we also calculate or approximate the value of
∫
R f
2(x)dx for other d values as listed
in Table 1.
Table 1: The approximate value of
∫
R f
2(x)dx for linear processes with Gaussian innovations
d −0.1 −0.3 −0.5 −0.7 −0.9 −1.5 −2.5 −3.5∫
R f
2(x)dx 0.2801 0.2678 0.2500 0.2300 0.2095 0.1531 0.0856 0.0462
Case 2. If the innovations {εi} have i.i.d. symmetric α-stable distribution with 0 < α < 2,
then φε(t) = e
−|t|α and φ(t) = e−|t|α
∑∞
i=0 |ai|α . In particular, if α = 1, we have the standard Cauchy
9
distribution with φε(t) = e
−|t| and φ(t) = e−|t|
∑∞
i=0 |ai|. In this case, with the help of the software
Mathematica, we approximate
∑∞
i=0 |ai| by
∑100,000
i=0 |ai| and then calculate f(x) and the value of∫
R f
2(x)dx. The result is in Table 2.
Table 2: The approximate value of
∫
R f
2(x)dx for linear processes with Cauchy innovations
d −0.1 −0.3 −0.5 −0.7 −0.9∫
R f
2(x)dx 0.0934 0.0806 0.0796 0.0796 0.0796
Step 2: For each case, linear processes with Gaussian or Cauchy innovations, and each memory
parameter d, we produce m = 1, 000 linear processes with n = 4, 096 observations {Xi}ni=1 in each
of them by applying the MATLAB code in Fay¨ et. al. (2009) with some modification. For each
generated linear process, we apply the estimator Tn(hn) as in (2) to estimate the true quadratic
functional
∫
R f
2(x)dx. The estimation is realized in MATLAB. Here we choose the normal kernel,
that is, K(x) = 1√
2pi
e−
x2
2 , in the estimator Tn(hn). The other common kernel functions are also
applicable since the main theorems and corollaries only assume some basic conditions on the kernel
functions.
For the chosen ai =
Γ(i+d)
Γ(d)Γ(i+1) , i ≥ 0, and for all results in Section 2, we require γ > 11−d since∑∞
i=0 |ai|γ <∞ and ai ∼ id−1/Γ(d).
Case 1. Suppose the innovations εi, i ∈ Z, are i.i.d. N(0, 1) random variables. Then E [eιλε1 ] =
exp(− λ2
2σ2
). So
∫
R λ
2|φε(λ)|2 dλ < ∞, E |eιλε1 − φε(λ)|4 ≤ c1,4
(
λ4 ∧ 1) and E |eιλε1 − φε(λ)|2 ≤
c1,2
(
λ2 ∧ 1). In this case, we should apply Theorem 2.1 and Corollary 2.1 instead of Theorem
2.2 and Corollary 2.2. The convergence rate (11) in Corollary 2.1 is faster than the convergence
rate (14) in Corollary 2.2. The central limit theorem (12) in Corollary 2.1 holds for 1/4 < γ ≤ 1
while the central limit theorem (15) in Corollary 2.2 holds only for 1/2 < γ ≤ 1. See also Remark
2.3. To have the central limit theorem (12), we require 11−d ∨ 14 < γ ≤ 1 and the bandwidth hn
to have the order of n
− 2
4γ+1 . In this Gaussian case, we recommend to take γ = 1 and hn to have
the order of n−
2
5 to make (12) hold for all d < 0. To apply kernel method in estimation, one
should select an optimal bandwidth based on some criteria, for example, to minimize the mean
squared error. For the i.i.d. case, Gine´ and Nickl (2008) construct a kernel-based rate adaptive
estimator of
∫
R f
2(x)dx by selecting the bandwidth hn adaptively in the first step. It is interesting
to investigate the bandwidth adaptive kernel estimator of
∫
R f
2(x)dx for linear processes from both
theoretical and application viewpoints. However, it seems that the study in this direction is very
difficult. We leave it as an open question for future study. For the current simulation study, we
take hn = n
−2/5 in the Gaussian case.
Case 2. In the α-stable case,
∫
R λ
2|φε(λ)|2 dλ < ∞, E |eιλε1 − φε(λ)|4 ≤ cα
4
,4 (|λ|α ∧ 1) and
E |eιλε1 − φε(λ)|2 ≤ cα
2
,2 (|λ|α ∧ 1). Therefore, Theorem 2.1 (Corollary 2.1) and Theorem 2.2
(Corollary 2.2) hold for all short memory linear processes having symmetric α-stable innovations
(0 < α < 2) with γ = α4 and γ =
α
2 , respectively. Hence we require
∑∞
i=0 |ai|α/4 <∞ in Theorem
2.1 and Corollary 2.1 and we only require
∑∞
i=0 |ai|α/2 <∞ in Theorem 2.2 and Corollary 2.2. For
this reason, we should apply Theorem 2.2 and Corollary 2.2 instead of Theorem 2.1 and Corollary
2.1. Since γ = α2 , Theorem 2.2 holds for all α ∈ (0, 2) while in Corollary 2.2, we have (14) for
α ∈ (0, 1] and the central limit theorem (15) only for α ∈ (1, 2). Hence if 1 < α < 2, we should take
hn to have the order of n
− 1
α+1 to confirm the central limit theorem (15). If 0 < α ≤ 1, we should
not expect to have (15). But in this case we can take hn with
√
nhn → ∞ to confirm the central
limit theorem (10) in Theorem 2.2. In the simulation study, we take hn = n
−2/5. In Theorem 2.2
and Corollary 2.2, the coefficients ai should have parameter d with d < 1− 1γ = 1− 2α .
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Figure 1 and Figure 2 show the histograms with kernel density fits and normal Q-Q plots of rn =√
n
[
Tn(hn) −
∫
R f
2(x) dx
]
from m = 1, 000 simulated linear processes with Gaussian innovations
and d = −0.1,−0.9,−3.5. It is clear that the realizations of rn are distributed as some normal
distribution in each case. We also have performed simulation study for d = −0.3,−0.5,−0.7,−1.5
and −2.5 and obtained similar plots and results.
We then perform hypothesis test H0 : µ = 0; H1 : µ 6= 0 for the mean of the asymptotic
distribution of rn and provide the 95% confidence interval for µ for each value of d. The result is
listed in Table 3. It is clear that rn is asymptotically centered in each case. Over all, the simulation
study here confirms the analysis for the Gaussian case based on the main results in Section 2.
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Figure 1: The histograms with kernel density fits of rn from m = 1, 000 simulated processes with
Gaussian innovations and d = −0.1,−0.9,−3.5.
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Figure 2: The normal Q-Q plots of rn from m = 1, 000 simulated processes with Gaussian innova-
tions and d = −0.1,−0.9,−3.5.
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Table 3: The p-values on testing H0 : µ = 0;H1 : µ 6= 0 for the asymptotic distribution of rn and
the 95% confidence intervals for µ.
d −0.1 −0.3 −0.5 −0.7
p-value 0.3996 0.7810 0.5058 0.6676
CI (-0.0191,0.0076) (-0.0159,0.0120) (-0.0086,0.0174) (-0.0099, 0.0154)
d −0.9 −1.5 −2.5 −3.5
p-value 0.6705 0.8297 0.2055 0.2211
CI (-0.0148, 0.0095) (-0.0064,0.0080) (-0.0021, 0.0098) (-0.0058, 0.0013)
Figure 3 and Figure 4 show the histograms with kernel density fits and normal Q-Q plots of
rn =
√
n
[
Tn(hn)−
∫
R f
2(x) dx
]
from m = 1, 000 simulated processes with Cauchy innovations and
d = −0.1,−0.5,−0.9. It is clear that the realizations of rn do not follow normal distribution in
the case d = −0.1 or d = −0.5. We also have performed simulation study for d = −0.3,−0.7 and
obtained similar plots and results. For d = −0.9, the histogram and normal Q-Q plot indicate that
the distribution of rn is very close to some normal distribution with mean 0. This is because the
central limit theorem (15) in Corollary 2.2 holds for α = 1 +  with  an arbitrary small positive
number, d < 1 − 2α , which is close to the case α = 1, d = −0.9 here. In the case 0 < α ≤ 1, we
have the central limit theorem (10) although (15) does not hold any more.
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Figure 3: The histograms with kernel density fits of rn from m = 1, 000 simulated processes with
Cauchy innovations and d = −0.1,−0.5,−0.9.
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Figure 4: The normal Q-Q plots of rn from m = 1, 000 simulated processes with Cauchy innovations
and d = −0.1,−0.5,−0.9.
Figure 5 and Figure 6 show the histograms with kernel density fits and normal Q-Q plots
of
√
nTn(hn) from m = 1, 000 simulated processes with stable innovations (α = 0.5) and d =
−1.8,−2.5,−3.5. It is clear that the values of √nTn(hn) do not follow normal distribution in the
case d = −1.8 while they do follow normal distribution in the case d = −3.5. For d = −2.5, the
histogram and normal Q-Q plot indicate that the distribution of
√
nTn(hn) is not Gaussian but
is close to some normal distribution. This confirms the analysis that
√
nTn(hn) follows a normal
distribution when d < 1− 2α even if 0 < α ≤ 1.
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Figure 5: The histograms with kernel density fits of
√
nTn(hn) from m = 1, 000 simulated processes
with stable innovations (α = 0.5) and d = −1.8,−2.5,−3.5.
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Figure 6: The normal Q-Q plots of
√
nTn(hn) from m = 1, 000 simulated processes with stable
innovations (α = 0.5) and d = −1.8,−2.5,−3.5.
For the purpose of illustration, we apply the L22 kernel divergence estimator D̂(f, g) to study
the difference of annual average river flows among four rivers on the earth. The data sets consist of
annual average river flows (1,000 cubic meters per second) from Danube River at Orshava, Romania,
Gota River near Sjotop-Vannersburg, Sweden, Mississippi River near St. Louis, Missouri, USA and
Rhine River near Basle, Switzerland for 96 years between 1861 and 1956. The river flow data of
these rivers are well studied in ecology and statistics, e.g., Hipel and McLeod (1994). The original
data sets cover different time periods. We choose part of each data set from year 1861 to year 1956
in order to compare the flows in the same time period. The Kwiatkowski, Phillips, Schmidt, and
Shin (KPSS) test, the time series plots in Figure 7 and the autocorrelation plots in Figure 8 show
the stationarity and short memory property of the river flow level of each river.
We apply the estimator to calculate the divergence between the flow distributions of every two
rivers. As in the simulation study, we take the standard normal density function as the kernel
function. The right part of Figure 7 gives the kernel density estimations of river flows for each
river. Since they approximately follow some normal distributions, we let the bandwidth to be
hn = 96
−0.4 ≈ 0.161. All the divergences are presented in Table 4. According to the density
curves in Figure 7, it is not a surprise that the biggest L22 divergence is between the Gota River
and the Rhine River. The density functions of these two rivers do not have much overlap although
they are very close in location. On the other hand, the density functions of Gota River and
Rhine River, in particular the density function of the Gota River, have much bigger values in
their supports than those of the other two rivers. The squared difference (f(x) − g(x))2, not the
relative location between the supports of f(x) and g(x), makes contribution to the value of the
L22 divergence D(f, g). Mississippi River and Danube River have very similar density functions in
terms of supports and values. Mississippi River has the smallest maximum density and it has a
little bit overlap with Gota River or Rhine River. There is almost no overlap between the Danube
River and Gota River or Rhine River. This explains the order of the divergences in Table 4.
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Figure 7: The time series plots and probability density functions of average annual river flow.
0 5 10 15 20
Lag
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample ACF: Danube River
0 5 10 15 20
Lag
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample ACF: Gota River
0 5 10 15 20
Lag
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample ACF: Mississippi River
0 5 10 15 20
Lag
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample ACF: Rhine River
Figure 8: The sample autocorrelation functions of average annual river flow.
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Table 4: River flow divergences
The rivers Divergence
Gota River, Rhine River 2.7797
Gota River, Danube River 2.1421
Gota River, Mississippi River 2.0725
Rhine River, Danube River 1.6129
Rhine River, Mississippi River 1.5433
Danube River, Mississippi River 0.0348
6 Extensions to multivariate linear processes
In this section, we denote norm functions in various linear spaces by | · |. For x ∈ Rd, |x| :=
√
xxT
where xT is the transposition of x. For a d× d deterministic real matrix a, |a| := max
x∈Rd,|x|=1
|a xT |.
In the sequel, we give extensions to the following multivariate linear process
Xn =
∞∑
i=0
ai εn−i, (22)
where the innovations εi are i.i.d. d× 1 random vectors in some probability space (Ω,F ,P) and ai
are d × d deterministic real matrices such that
∞∑
i=0
ai εn−i converges in distribution. It is easy to
see that the multivariate linear process Xn in (22) exists and is well defined when εi are i.i.d. d×1
random vectors in Lp(Rd) for some p > 0 and ai are d × d deterministic real matrices satisfying∞∑
i=0
|ai|2∧p < ∞. Let f be the probability density function of Xn. To estimate the quadratic
functional of f , we would use the estimator
Tn(hn) =
1
n(n− 1) det(hn)
∑
1≤i 6=j≤n
K
(
h−1n (Xi −Xj)
)
,
where the kernelK is a symmetric and bounded function with
∫
Rd K(u) du = 1 and
∫
Rd |u|2|K(u)| du <
∞. The bandwidth sequence hn are diagonal matrices diag[hn1, hn2, · · · , hnd] satisfying 0 < hni →
0 for all i = 1, 2, · · · , d.
We require the following assumptions on ai and εi.
Assumption 1 det(a0) 6= 0, det(am) 6= 0 for some m ≥ 1 and ai = d × d zero matrix for all
i > m, and
∫
Rd |λ|2γ |φε(λ)|2 dλ <∞ for some γ ∈ (0, 1].
Assumption 2 det(a0) 6= 0, det(ap) 6= 0 and det(aq) 6= 0 with p = min{i ∈ N : det(ai) 6= 0} and
q = min{i ∈ N : det(ai) 6= 0 and i > p} < ∞,
∞∑
i=0
|ai|γ < ∞, E |eιλε1 − φε(λ)|4 ≤ cγ,4
(|λ|4γ ∧ 1)
and
∫
Rd |λ|2γ |φε(λ)|2 dλ <∞ for some γ ∈ (0, 1], ∃ two indices ir s.t. det(air+r−air) 6= 0 for each
r ∈ {1, 2, · · · , q}.
Assumption 3 det(a0) 6= 0, det(ap) 6= 0 with p = min{i ∈ N : det(ai) 6= 0} <∞, ∃ indice ir such
that det(air − air+r) 6= 0 for each r ∈ {1, · · · , p},
∞∑
i=0
|ai|γ <∞, E |eιλε1 − φε(λ)|2 ≤ cγ,2
(|λ|2γ ∧ 1)
and
∫
Rd |λ|2γ |φε(λ)|2 dλ <∞ for some γ ∈ (0, 1].
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Using similar arguments as in the proof of Theorems 2.1 and 2.2 with some proper modifications,
we can get the following results.
Theorem 6.1 Under the assumption 1 or 2, we further assume that f is bounded. Then there
exist positive constants c1 and c2 such that∣∣∣ETn(hn)− ∫
Rd
f2(x) dx
∣∣∣ ≤ c1( 1
n
+ det(hn)
2γ
)
, (23)
E
∣∣∣Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
∣∣∣2 ≤ c2( 1
n2 det(hn)
+
ηn,γ
n2
+
det(hn)
2γ
n
)
(24)
and, if additionally n det(hn)→∞ as n→∞,
√
n
[
Tn(hn)− ETn(hn)
] L−→ N(0, 4σ2), (25)
where Yi = 2
(
f(Xi)−
∫
Rd f
2(x) dx
)
, ηn,γ =
n∑`
=0
∞∑
i=`
|ai|γ and σ2 = lim
n→∞n
−1Var (Sn) with
Sn =
n∑
i=1
(
f(Xi)−
∫
Rd
f2(x) dx
)
.
Theorem 6.2 Under the assumption 3, we further assume that f is bounded and
∫
Rd |K̂(λ)| dλ <
∞. Then there exist positive constants c3 and c4 such that∣∣∣ETn(hn)− ∫
Rd
f2(x) dx
∣∣∣ ≤ c3( 1
n
+ det(hn)
2γ
)
, (26)
E
∣∣∣Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
∣∣∣ ≤ c4( 1
n det(hn)
+
det(hn)
γ
√
n
)
(27)
and, if additionally
√
n det(hn)→∞ as n→∞,
√
n
[
Tn(hn)− ETn(hn)
] L−→ N(0, 4σ2) (28)
for some σ2 ∈ (0,∞).
Remark 6.1 In the i.i.d case, that is, det(a0) 6= 0 and ai = d × d zero matrix for all i ≥ 1, and∫
Rd |λ|2γ |φε(λ)|2 dλ < ∞ for some γ ∈ (0, 1], then results in Theorem 6.1 still hold with the right
hand side of (23) replaced by a constant multiple of det(hn)
2γ and ηn,γ in (24) by 0, respectively.
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7 Proofs
In this section, the proofs of our main results, Theorems 2.1 and 2.2, are given. First we provide
two useful lemmas based on the projection method.
For each i ∈ Z, let Fi be the σ-field generated by {εk : k ≤ i}. Given an integrable complex-
valued random variable Z, we define the following projection operator Pi as
PiZ = E [Z|Fi]− E [Z|Fi−1] (29)
for each i ∈ Z. It is easy to see that
E [PiZ PjW ] = 0 (30)
for any two integrable complex-valued random variables Z and W if i 6= j.
The estimation in the following lemma is useful in deriving the order of the bias of the kernel
estimator (2).
Lemma 7.1 Suppose
∞∑
i=0
|ai|γ < ∞ and E |eιλε1 − φε(λ)|2 ≤ cγ,2
(|λ|2γ ∧ 1) for some γ ∈ (0, 1].
Then there exists a positive constant c such that∑
1≤i 6=j≤n
∣∣∣E [H(Xi)(λ)H(Xj)(λ)]∣∣∣
≤ c n |φε(λa0)|
[
|λ|2γ |φε(λa0)|+ |λ|γ |φε(λap)|+
p∑
r=1
∞∏
`=1
|φε(λ(a` − a`+r))|
]
,
where p = min{i ∈ N : ai 6= 0} <∞. Moreover, the right hand side of the above inequality is equal
to 0 if ai = 0 for all i ∈ N.
Proof. It suffices to show the case when ai 6= 0 for some i ∈ N. Recall the definition of projection
operator Pk in (29). Applying telescoping, (30) and the triangle inequality, we have
∑
1≤i 6=j≤n
∣∣∣E [H(Xi)(λ)H(Xj)(λ)]∣∣∣ ≤ 2 ∑
1≤i<j≤n
i∑
k=−∞
∣∣∣E [PkH(Xi)(λ)PkH(Xj)(λ)]∣∣∣
= 2
∑
1≤i<j≤n
i∑
k=−∞
∣∣∣E [P0H(Xi−k)(λ)P0H(Xj−k)(λ)]∣∣∣ .
Note that
E
[
P0H(Xi−k)(λ)P0H(Xj−k)(λ)
]
= E
[
e
ι
∞∑`
=1
λ(a`+i−k−a`+j−k)ε−`][ i−k−1∏
`=0
|φε(λa`)|2
j−k−1∏
`=i−k
φε(−λa`)
]
× E
[
(eιλai−kε0 − φε(λai−k))(e−ιλaj−kε0 − φε(−λaj−k))
]
.
Next, we decompose the triple sum
∑n−1
i=1
∑n
j=i+1
∑i
k=−∞ into the sum with k < i, the sum with
k = i and i+ 2 ≤ j ≤ n and the sum with k = i and j = i+ 1. By Cauchy-Schwartz inequality, we
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have ∑
1≤i 6=j≤n
∣∣∣E [H(Xi)(λ)H(Xj)(λ)]∣∣∣
≤ 2
n−1∑
i=1
n∑
j=i+1
i−1∑
k=−∞
|φε(λa0)|2
√
1− |φε(λai−k)|2
√
1− |φε(λaj−k)|2
+ 2
n−1∑
i=1
n∑
j=i+2
j−i−1∏
`=0
|φε(λa`)|
∞∏
`=1
|φε(λ(a` − a`+j−i))|
√
1− |φε(λa0)|2
√
1− |φε(λaj−i)|2
+ 2
n−1∑
i=1
(
|φε(λa0)|
∞∏
`=1
|φε(λ(a` − a`+1))|
)
.
Note that the second term on the right hand side of the above inequality is less than
2
n−1∑
i=1
n∑
j=i+1+p
|φε(λa0)||φε(λap)|
√
1− |φε(λaj−i)|2
+ 2
n−1∑
i=1
i+p∑
j=i+2
|φε(λa0)|
∞∏
`=1
|φε(λ(a` − a`+j−i))|
√
1− |φε(λaj−i)|2.
Therefore, using the conditions of the lemma,
∑
1≤i 6=j≤n
∣∣∣E [H(Xi)(λ)H(Xj)(λ)]∣∣∣ ≤ c1|λ|2γ n−1∑
i=1
n∑
j=i+1
i−1∑
k=−∞
|φε(λa0)|2|ai−k|γ |aj−k|γ
+ c1|λ|γ
n−1∑
i=1
n∑
j=i+1+p
|φε(λa0)||φε(λap)||aj−i|γ
+ c1
n−1∑
i=1
|φε(λa0)|
p∑
r=1
∞∏
`=1
|φε(λ(a` − a`+r))|.
This gives the desired result.
Remark 7.1 Note that in Lemma 7.1, if the linear process {Xn} is m-dependent, then am 6=
0,m ≥ p and
p∑
r=1
∞∏
`=1
|φε(λ(a` − a`+r))| ≤ p|φε(λam)|. If lim
i→∞
ai = 0, a0 6= 0 and ai 6= 0 for
infinite many i ∈ N, then for each r ∈ {1, 2, · · · , p}, qr = min{i ∈ N : ai − ai+r 6= 0} < ∞ and
p∑
r=1
∞∏
`=1
|φε(λ(a` − a`+r))| ≤
p∑
r=1
|φε(λ(aqr − aqr+r))|.
The next lemma is needed in the proof of Theorem 2.2.
Lemma 7.2 For any m ∈ N and γ ∈ (0, 1], if E |eιλε1−φε(λ)|2 ≤ cγ,2
(|λ|2γ ∧ 1), then there exists
a positive constant c such that
E
[∣∣φn(λ)− φ(λ)∣∣2] ≤ c
n
[
m+ 2
( ∞∑
i=m
|ai|γ
)|λ|γ m−1∏
j=0
|φε(λaj)|
]2
.
Proof. Obviously, EH(X1) = 0, E |H(X1)|2 <∞ and
n(φn(λ)− φ(λ)) =
n∑
i=1
[
eιλXi − E eιλXi
]
=
n∑
i=1
H(Xi).
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Note that
P0H(Xi) = E [H(Xi)|F0]− E [H(Xi)|F−1]
for each i ∈ N. Then,
P0H(Xi) = E [eιλXi |F0]− E [eιλXi |F−1]
= e
ι
∞∑
j=i
λajεi−j
E
[
e
ι
i−1∑
j=0
λajεi−j]− eι ∞∑j=i+1λajεi−jE [eι i∑j=0λajεi−j]
= e
ι
∞∑
j=i+1
λajεi−j
E
[
e
ι
i−1∑
j=0
λajεi−j][
eιλaiε0 − E eιλaiε0
]
:= I ∗ II ∗ III,
where I = e
ι
∞∑
j=i+1
λajεi−j
, II = E
[
e
ι
i−1∑
j=0
λajεi−j]
=
i−1∏
j=0
φε(λaj) and
III = eιλaiε0 − E [eιλaiε0 ] = eιλaiε0 − φε(λai).
Since I and III are independent,
‖P0H(Xi)‖22 = E
[
P0H(Xi)P0H(Xi)
]
= [II ∗ II]E [I ∗ I¯]E [III ∗ III]
=
i−1∏
j=0
|φε(λaj)|2[1− |φε(λai)|2]
for i ≥ 1 and ‖P0H(X0)‖22 = 1− |φε(λa0)|2. Consequently,
∞∑
i=0
‖P0H(Xi)‖2 =
√
1− |φε(λa0)|2 +
∞∑
i=1
i−1∏
j=0
|φε(λaj)|
√
1− |φε(λai)|2
≤ m+
∞∑
i=m
i−1∏
j=0
|φε(λaj)|
√
1− |φε(λai)|2
≤ m+
m−1∏
j=0
|φε(λaj)|
∞∑
i=m
√
1− |φε(λai)|2
≤ m+ cγ
( ∞∑
i=m
|ai|γ
)
|λ|γ
m−1∏
j=0
|φε(λaj)|.
This completes the proof.
Now we give the proof of Theorem 2.1.
Proof of Theorem 2.1. The proof will be done in several steps.
Step 1. We give the estimation for∣∣∣E [Tn(hn)]− ∫
R
f2(x) dx
∣∣∣.
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By Fourier inverse transform, Tn(hn) can be written as
Tn(hn) =
1
pin(n− 1)
∑
1≤i<j≤n
∫
R
K̂(λhn)e
−ιλ(Xi−Xj)dλ. (31)
Together with the Plancherel theorem, we have
E [Tn(hn)]−
∫
R
f2(x) dx
=
1
2pin(n− 1)
∑
1≤i 6=j≤n
∫
R
K̂(λhn)E
[
(eιλXi − φ(λ))(e−ιλXj − φ(−λ))
]
dλ (32)
+
1
2pi
∫
R
(
K̂(λhn)− K̂(0)
)
|φ(λ)|2 dλ.
Using Lemma 7.1 and the inequality |K̂(λhn)− K̂(0)| ≤ cβ|λhn|2β for any β ∈ [0, 1],∣∣∣E [Tn(hn)]− ∫
R
f2(x) dx
∣∣∣ ≤ c1
n
∫
R
(1 + |λ|2γ)|φε(λ)|2 dλ+ c1h2γn
∫
R
|λ|2γ |φ(λ)|2 dλ
≤ c2
(
1
n
+ h2γn
)
.
In the case that {Xi}ni=1 are i.i.d. random variables, the term (32) equals zero and hence
∣∣∣E [Tn(hn)]−∫
R f
2(x) dx
∣∣∣ ≤ c2h2γn . This is consistent with the result using convolution method as in Gine´ and
Nickl (2008).
Step 2. We give the decomposition for
Tn(hn)− ETn(hn).
Using (31), we can obtain the following decomposition
Tn(hn)− ETn(hn) = 2Nn +Dn − E [Dn], (33)
where
Nn =
1
2pin
n∑
i=1
∫
R
K̂(λhn)
(
eιλXi − φ(λ))φ(−λ) dλ
and
Dn =
1
2pin(n− 1)
∑
1≤i 6=j≤n
∫
R
K̂(λhn)
(
eιλXi − φ(λ))(e−ιλXj − φ(−λ)) dλ.
Step 3. Here we estimate E |Dn|2.
We first assume that {Xn} is m-dependent, that is, a0 6= 0, am 6= 0 and ai = 0 for all i > m.
In this case,
E |Dn|2 ≤ 1
n2(n− 1)2E
∣∣∣ ∑
j−i>4m
∫
R
K̂(λhn)
(
eιλXi − φ(λ))(e−ιλXj − φ(−λ)) dλ∣∣∣2
+
1
n2(n− 1)2E
∣∣∣ ∑
0<j−i≤4m
∫
R
K̂(λhn)
(
eιλXi − φ(λ))(e−ιλXj − φ(−λ)) dλ∣∣∣2. (34)
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For the first expectation on the right hand side of (34),
E
∣∣∣ ∑
j−i>4m
∫
R
K̂(λhn)
(
eιλXi − φ(λ))(e−ιλXj − φ(−λ)) dλ∣∣∣2
≤
∫
R2
|K̂(λ1hn)||K̂(λ2hn)|
∑
|i1−i2|≤m
∣∣∣E [(eιλ1Xi1 − φ(λ1))(e−ιλ2Xi2 − φ(−λ2))]∣∣∣
×
∑
|j1−j2|≤m
∣∣∣E [(e−ιλ1Xj1 − φ(−λ1))(eιλ2Xj2 − φ(λ2))]∣∣∣ dλ1 dλ2
≤
∫
R2
|K̂(λ1hn)||K̂(λ2hn)|
[ ∑
|i1−i2|≤m
[|E eιλ1Xi1−ιλ2Xi2 |+ |φ(λ1)φ(−λ2)|]]2 dλ1 dλ2
≤ c3 n2
∫
R2
|K̂(λ1hn)||K̂(λ2hn)|
[
|φ(λ1 − λ2)|2 + |φε(λ1a0)φε(λ2am)|2 + |φ(λ1)φ(λ2)|2
]
dλ1dλ2
≤ c4 n2
∫
R2
|K̂(λ1hn)|2|φ(λ1 − λ2)|2 dλ1dλ2 + c4 n2
∫
R2
|K̂(λ2hn)|2|φ(λ1 − λ2)|2 dλ1dλ2
+ c4 n
2
∫
R2
|φε(λ1a0)φε(λ2am)|2 dλ1dλ2 + c4 n2
∫
R2
|φ(λ1)φ(λ2)|2 dλ1dλ2
≤ c5 n
2
hn
, (35)
where in the last inequality we used the Plancherel theorem.
Set Kn(x) =
1
hn
K( xhn ). Then
E
∣∣∣ ∑
0<j−i≤4m
∫
R
K̂(λhn)
(
eιλXi − φ(λ))(e−ιλXj − φ(−λ)) dλ∣∣∣2
≤ c6 n2
4m∑
k=1
E
∣∣∣ ∫
R
K̂(λhn)
(
eιλX1 − φ(λ))(e−ιλX1+k − φ(−λ)) dλ∣∣∣2
≤ c7 n2
4m∑
k=1
EK2n(X1 −X1+k) + c7 n2 E
∣∣∣ ∫
R
K̂(λhn) e
ιλX1 φ(−λ) dλ
∣∣∣2
+ c7 n
2
4m∑
k=1
E
∣∣∣ ∫
R
K̂(λhn) e
−ιλX1+kφ(λ) dλ
∣∣∣2 + c7 n2 ∣∣∣ ∫
R
K̂(λhn)|φ(λ)|2dλ
∣∣∣2.
Hence
E
∣∣∣ ∑
0<j−i≤4m
∫
R
K̂(λhn)
(
eιλXi − φ(λ))(e−ιλXj − φ(−λ)) dλ∣∣∣2
≤ c8 n2
∫
R
|K̂2n(λ)||φε(λa0)||φε(λam)| dλ+ c8 n2
∫
R
|K̂(λhn)|2 dλ
∫
R
|φ(λ)|2dλ
+ c8 n
2
(∫
R
|φ(λ)|2 dλ
)2
≤ c9 n
2
hn
, (36)
where in the last inequality we used the fact that |K̂2n(λ)| ≤ 1hn
∫
RK
2(x) dx for all λ ∈ R.
Combining (34), (35) and (36) gives
E |Dn|2 ≤ c10
n2hn
.
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In the sequel, we can assume that a0 6= 0 and ai 6= 0 for infinite many i ∈ N. Let p1 = min{i ∈
N : ai 6= 0} and p2 = min{i ∈ N : ai 6= 0, i > p1}. Note that
‖Dn‖2 ≤ I0 + I1 + · · ·+ Ip1 + Ip1+1, (37)
where
Ip =
1
2pin(n− 1)
∥∥∥∫
R
K̂(λhn)
∑
1≤i 6=j≤n
∑
k≤i, `≤j
|k−i|+|`−j|=p
[PkH(Xi)(λ)P`H(Xj)(−λ)] dλ∥∥∥
2
,
for 0 ≤ p ≤ p1 and
Ip1+1 =
1
2pin(n− 1)
∥∥∥∫
R
K̂(λhn)
∑
1≤i 6=j≤n
∑
k≤i, `≤j
|k−i|+|`−j|≥p1+1
[PkH(Xi)(λ)P`H(Xj)(−λ)] dλ∥∥∥
2
.
We first estimate I0. Note that
I0 =
1
2pin(n− 1)
∥∥∥∫
R
K̂(λhn)
∑
1≤i 6=j≤n
[PiH(Xi)(λ)PjH(Xj)(−λ)] dλ∥∥∥
2
,
and
I20 ≤
c11
n4
∥∥∥∫
R
K̂(λhn)
∑
j−i=1
[PiH(Xi)(λ)PjH(Xj)(−λ)] dλ∥∥∥2
2
+
c11
n4
∥∥∥∫
R
K̂(λhn)
∑
j−i=2
[PiH(Xi)(λ)PjH(Xj)(−λ)] dλ∥∥∥2
2
+ · · ·+ c11
n4
∥∥∥∫
R
K̂(λhn)
∑
j−i=p2
[PiH(Xi)(λ)PjH(Xj)(−λ)] dλ∥∥∥2
2
+
c11
n4
∥∥∥∫
R
K̂(λhn)
∑
j−i≥p2+1
[PiH(Xi)(λ)PjH(Xj)(−λ)] dλ∥∥∥2
2
:= I0,1 + I0,2 + · · ·+ I0,p2 + I0,p2+1.
Recall properties of the projection operator Pk defined in (29). It is easy to see that, for
1 ≤ q ≤ p2,
I0,q ≤ c12
n3
∫
R2
|K̂(λ1hn)||K̂(λ2hn)|
∣∣∣ ∞∏
k=1
E [eι(λ2−λ1)(ak+q−ak)εj−k−q ]
∣∣∣ dλ1 dλ2
=
c12
n3
∫
R2
|K̂(λ1hn)||K̂(λ2hn)|
∞∏
k=1
|φε((λ2 − λ1)(ak+q − ak))| dλ1 dλ2.
Since lim
i→∞
ai = 0 and ai 6= 0 for infinite many i ∈ N, there exist infinite many indices k such that
ak+q 6= ak. Doing some simple calculations then gives
I0,q ≤ c13
n3hn
,
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for 1 ≤ q ≤ p2. To estimate the last term in the upper bound of I20 , observe that
I0,p2+1 =
c11
n4
∫
R2
K̂(λ1hn)K̂(−λ2hn)∑
j−i1≥p2+1, j−i2≥p2+1
E [Pi1H(Xi1)(λ1)Pi2H(Xi2)(−λ2)PjH(Xj)(−λ1)PjH(Xj)(λ2)] dλ1 dλ2
=
c11
n4
∫
R2
K̂(λ1hn)K̂(−λ2hn)I1(λ1, λ2) dλ1 dλ2 + c11
n4
∫
R2
K̂(λ1hn)K̂(λ2hn)I2(λ1, λ2) dλ1 dλ2
+
c11
n4
∫
R2
K̂(λ1hn)K̂(−λ2hn)I3(λ1, λ2) dλ1 dλ2,
where
I1(λ1, λ2) =
∑
j−i1≥p2+1, j−i2≥p2+1, i2>i1
E [Pi1H(Xi1)(λ1)Pi2H(Xi2)(−λ2)PjH(Xj)(−λ1)PjH(Xj)(λ2)] ,
I2(λ1, λ2) =
∑
j−i1≥p2+1, j−i2≥p2+1, i1<i2
E [Pi1H(Xi1)(λ1)Pi2H(Xi2)(−λ2)PjH(Xj)(−λ1)PjH(Xj)(λ2)] ,
I3(λ1, λ2) =
∑
j−i1≥p2+1, j−i2≥p2+1, i2=i1
E [Pi1H(Xi1)(λ1)Pi2H(Xi2)(−λ2)PjH(Xj)(−λ1)PjH(Xj)(λ2)] .
Note that
|I1(λ1, λ2)| ≤
∑
j−i1≥p2+1, j−i2≥p2+1, i2>i1
|φε(ap1(λ1 − λ2))| |φε(ap2(λ1 − λ2))|
×
∣∣∣E [(e−ιλ2a0εi2 − φε(−λ2a0))(e−ι(λ1−λ2)aj−i2εi2 − φε(−(λ1 − λ2)aj−i2)]∣∣∣
≤
∑
j−i1≥p2+1, j−i2≥p2+1, i2>i1
|φε((λ1 − λ2)ap1)| |φε((λ1 − λ2)ap2)|
×
∥∥∥e−ι(λ1−λ2)aj−i2εi2 − φε(−(λ1 − λ2)aj−i2)∥∥∥
2
≤ c16
∑
j−i1≥p2+1, j−i2≥p2+1, i2>i1
|φε((λ1 − λ2)ap1)| |φε((λ1 − λ2)ap2)| |λ1 − λ2|γ |aj−i2 |γ
≤ c17 n2 |λ1 − λ2|γ |φε((λ1 − λ2)ap1)| |φε((λ1 − λ2)ap2)| .
Similarly,
|I2(λ1, λ2)| ≤ c18 n2 |λ1 − λ2|γ |φε((λ1 − λ2)ap1)||φε((λ1 − λ2)ap2)|.
Finally,
|I3(λ1, λ2)| ≤
∑
j−i≥p2+1
∣∣∣E [PiH(Xi)(λ1)PiH(Xi)(−λ2)PjH(Xj)(−λ1)PjH(Xj)(λ2)] ∣∣∣
≤ c19 n2|φε((λ1 − λ2)ap1)||φε((λ1 − λ2)ap2)|.
So
I0,p2+1 ≤
c20
n2
∫
R2
|K̂(λ1hn)||K̂(λ2hn)|(1 + |λ1 − λ2|γ)|φε((λ1 − λ2)ap1)||φε((λ1 − λ2)ap2)| dλ1 dλ2
≤ c21
n2hn
.
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Therefore,
I20 ≤ I0,1 + I0,2 + · · ·+ I0,p2 + I0,p2+1 ≤
c22
n2hn
. (38)
Using similar arguments, for 1 ≤ p ≤ p1, we can obtain
I2p ≤
c23
n2hn
. (39)
We now estimate Ip1+1. Note that
I2p1+1 =
1
(2pi)2n2(n− 1)2
∫
R2
K̂(λ1hn)K̂(−λ2hn) Jn(λ1, λ2) dλ1 dλ2,
where
Jn(λ1, λ2) =
∑
i1 6=j1, i2 6=j2
k1≤i1, k2≤j1, k3≤i2, k4≤j2
|k1−i1|+|k2−j1|≥p1+1
|k3−i2|+|k4−j2|≥p1+1
E
[
Pk1H(Xi1)(λ1)Pk2H(Xj1)(−λ1)Pk3H(Xi2)(−λ2)Pk4H(Xj2)(λ2)
]
.
Recall properties of the projection operator Pk defined in (29). By Cauchy-Schartz inequality and
the condition (3), we can obtain
|Jn(λ1, λ2)| ≤ c24 |λ1|2γ |λ2|2γ
(
|φε(λ1a0)|2 + |φε(λ1ap1)|2
)(
|φε(λ2a0)|2 + |φε(λ2ap1)|2
)
×
∑
i1 6=j1, i2 6=j2
k1≤i1, k2≤j1, k3≤i2 k4≤j2
|k1−i1|+|k2−j1|≥p1+1, |k3−i2|+|k4−j2|≥p1+1
at least two k indices are identical,
identical k indices are greater than the others
|ai1−k1 |γ |aj1−k2 |γ |ai2−k3 |γ |aj2−k4 |γ . (40)
There are only four possibilities for the k indices in the above summation: 1) all the k indices
are identical; 2) three k indices are identical and strictly larger than the last one; 3) two pairs of
different identical k indices; 4) one pair of identical k indices and strictly larger than the remaining
two different indices. For the first three possibilities, the summation in (40) is less than a constant
multiple of n2 since
∞∑
i=0
|ai|γ < ∞. For the last possibility, the summation in (40) is less than a
constant multiple of n2ηn,γ where ηn,γ =
n∑`
=0
∞∑
i=`
|ai|γ . Therefore,
I2p1+1 ≤
c25 ηn,γ
n2
(∫
R
|K̂(λhn)| |λ|2γ
(
|φε(λa0)|2 + |φε(λap1)|2
)
dλ
)2
. (41)
Putting inequalities (37), (38), (39) and (41) together gives
‖Dn‖22 ≤ c26
(
1
n2hn
+
ηn,γ
n2
)
.
Step 4. Here we estimate
E
[|Nn −Nn|2],
where
Nn =
1
2pi
∫
R
K̂(0)
(
φn(λ)− φ(λ)
)
φ(−λ) dλ.
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Note that
E
[|Nn −Nn|2] = E [∣∣∣ 1
2pi
∫
R
(
K̂(λhn)− K̂(0)
)(
φn(λ)− φ(λ)
)
φ(−λ) dλ
∣∣∣2]
≤ 1
(2pi)2n
E
[∣∣∣ ∫
R
[
K̂(λhn)− K̂(0)
]
eιλX1φ(−λ) dλ
∣∣∣2]
=
1
n
E
[
Kn ∗ f(X1)− f(X1)
]2
,
where Kn(x) =
1
hn
K( xhn ).
Since f is bounded,
E
[|Nn −Nn|2] ≤ c27
n
∫
R
[
Kn ∗ f(x)− f(x)
]2
dx
=
c27
(2pi)2n
∫
R
|K̂(λhn)− K̂(0)|2|φ(λ)|2 dλ
≤ c27
(2pi)2n
∫
R
|K̂(λhn)− K̂(0)|2|φε(a0λ)|2 dλ
≤ c28 h
2γ
n
n
,
where in the first equality we used the Plancherel theorem.
It is easy to see that
Nn =
1
n
n∑
i=1
(
f(Xi)−
∫
R
f2(x) dx
)
.
Combining all the above results gives
E
∣∣∣Tn(hn)− ETn(hn)− 1
n
n∑
i=1
Yi
∣∣∣2 ≤ c29( 1
n2hn
+
ηn,γ
n2
+
h2γn
n
)
.
Step 5. We show the central limit theorem for
1√
n
n∑
i=1
(
f(Xi)−
∫
R
f2(x) dx
)
.
It suffices to consider the case when the Xi are dependent. Note that
P0
[
f(Xi)−
∫
R
f2(x) dx
]
= E [f(Xi)|F0]− E [f(Xi)|F−1]
=
1
2pi
E
[ ∫
R
φ(λ) e
ι
∞∑
j=i+1
λajεi−j+ι
i−1∑
j=0
λajεi−j [
eιλaiε0 − eιλaiε′0
]
dλ
∣∣∣∣F0],
where {ε′i : i ∈ Z} is an independent copy of {εi : i ∈ Z}.
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Then
∥∥∥P0[f(Xi)− ∫
R
f2(x) dx
]∥∥∥
2
≤
∥∥∥∫
R
φ(λ) e
ι
∞∑
j=i+1
λajεi−j+ι
i−1∑
j=0
λajεi−j[
eιλaiε0 − eιλaiε′0] dλ∥∥∥
2
≤
∥∥∥∫
R
|φ(λ)||eιλaiε0 − eιλaiε′0 | dλ
∥∥∥
2
≤ 2
∥∥∥∫
R
|φ(λ)||eιλaiε0 − φε(λai)| dλ
∥∥∥
2
≤ 2|ai|γ
∫
R
|λ|γ |φ(λ)| dλ
≤ c30 |ai|γ
∫
R
|λ|γ |φε(λ)|2 dλ.
Now by Lemma 1 in Wu (2006), we can easily obtain
1√
n
n∑
i=1
(
f(Xi)−
∫
R
f2(x) dx
)
d−→ N(0, σ2)
for some σ2 ∈ (0,∞). Using similar arguments as in Step 3, we can show that
sup
n
1
n2
E |Sn|4 <∞,
where Sn =
n∑
i=1
(
f(Xi)−
∫
R f
2(x) dx
)
.
Hence, σ2 = lim
n→∞n
−1Var (Sn). This completes the proof.
Proof of Theorem 2.2. The proof of this theorem is similar to that of Theorem 2.1. We only
need to modify the Step 3 in the proof of Theorem 2.1 and consider the dependent case. Using
the same notations as in the proof of Theorem 2.1 and then Lemma 7.2,
√
nE |Dn| ≤
√
n
∫
R
|K̂(λhn)|E
[|φn(λ)− φ(λ)|2] dλ
+
1√
n
∫
R
|K̂(λhn)|E
[
|eιλX1 − E eιλX1 |2
]
dλ
≤ c1√
nhn
∫
R
|K̂(λ)| dλ+ c1√
n
∫
R
|λ|2γ |φε(λa0)|2 dλ.
This completes the proof.
At the end, we give two useful lemmas which are related to the sufficient and necessary condi-
tions for the assumptions in Theorems 2.1 and 2.2.
Lemma 7.3 Let φε(λ) = E [eιλε1 ] for all λ ∈ R. For any γ ∈ [0, 1], if E |ε1|2γ < ∞, then there
exists a positive constant cγ,2 such that
E |eιλε1 − φε(λ)|2 ≤ cγ,2 |λ|2γ .
Moreover, if E |ε1|4γ <∞, there exists a positive constant cγ,4 such that
E |eιλε1 − φε(λ)|4 ≤ cγ,4 |λ|4γ .
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Proof. This first inequality follows from
E |eιλε1 − φε(λ)|2 = 1− |φε(λ)|2 ≤ 1− [E cos(λε1)]2 ≤ c1|λ|2γ .
For the second inequality,
E |eιλε1 − φε(λ)|4
= E
[
1− eιλε1φε(−λ)− e−ιλε1φε(λ) + |φε(λ)|2
]2
= 1 + φε(2λ)φ
2
ε(−λ) + φε(−2λ)φ2ε(λ)− 3|φε(λ)|4
= 1 + 2E cos(2λε1)
[
E 2 cos(λε1)− E 2 sin(λε1)
]
+ 4E sin(2λε1)E cos(λε1)E sin(λε1)
− 3[E 2 cos(λε1) + E 2 sin(λε1)]2
= 1 + 2
[
1− 2E sin2(λε1)
][
(1− 2E sin2(λε1
2
))2 − E 2 sin(λε1)
]
+ 8E
[
sin(λε1)(1− 2 sin2(λε1
2
))
]
E sin(λε1)[1− 2E sin2(λε1
2
)]
− 3[(1− 2E sin2(λε1
2
))2 + E 2 sin(λε1)
]2
≤ c2|λ|4γ .
This completes the proof.
Lemma 7.4 Let φε(λ) = E [eιλε1 ] for all λ ∈ R. If ε1 has non-degenerate distribution, i.e., it is
not equal to a constant almost surely, then in the inequalities
E |eιλε1 − φε(λ)|2 ≤ cγ,2(|λ|2γ ∧ 1)
and
E |eιλε1 − φε(λ)|4 ≤ cγ,4(|λ|4γ ∧ 1),
the range γ ∈ (0, 1] is optimal.
Proof. By Cauchy-Schwarz inequality, we only need to show that the range γ ∈ (0, 1] is optimal
for the first inequality. Suppose E |eιλε1−φε(λ)|2 = 1−|φε(λ)|2 ≤ c(|λ|2γ∧1) for some γ > 1. Since
ε2 is an independent copy of ε1, let φε1−ε2(λ) = E [eιλ(ε1−ε2)], then 1− φε1−ε2(λ) = 1− |φε(λ)|2 ≤
c(|λ|2γ ∧ 1) for some γ > 1.
Note that
E |eιλ(ε1−ε2) − 1|2 = 1− φε1−ε2(λ) + 1− φε1−ε2(−λ) = 2(1− φε1−ε2(λ)).
Therefore, for λ close enough to 0,
|φε1−ε2(x+ λ)− φε1−ε2(x)| ≤ E |eιλε1−ε2 − 1| ≤
(
E |eιλε1−ε2 − 1|2
) 1
2 ≤ c1|λ|γ .
Since γ > 1, φ′ε1−ε2(x) = 0 for all x ∈ R. That is, |φε(x)|2 = φε1−ε2(x) = 1 for all x ∈ R or ε1
equals a constant almost surely. So the γ must be less than or equal to 1.
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