Remarks on linear Schrödinger evolution equations with Coulomb potential with moving center by 岡沢 登 et al.
SUT Journal of Mathematics
Vol. 46, No. 1 (2010), 155–176
Remarks on linear Schro¨dinger evolution equations
with Coulomb potential with moving center
Noboru Okazawa¤, Tomomi Yokotay and Kentarou Yoshii
(Received March 16, 2010; Revised June 26, 2010)
Abstract. This paper is concerned with Cauchy problems for the linear
Schro¨dinger evolution equation:
i @ tu(x; t) + ∆u(x; t) + jx¡ a(t)j¡1u(x; t) + V1(x; t)u(x; t) = f(x; t)
in RN£[0; T ], subject to initial condition: u(x; 0) = u0(x) 2 H2(RN )\H2(RN ),
where i :=
p¡1, N ¸ 3, a : [0; T ] ! RN expresses the center of the Coulomb
potential, V1 and f : RN £ [0; T ] ! R are another potential and an inhomoge-
neous term while
H2(RN ) :=

v 2 L2(RN ); jxj2v 2 L2(RN )	:
The strong formulation of this problem (with f ´ 0 and N = 3) has been solved
by Baudouin-Kavian-Puel (2005) partly with formal computation. In this paper
we reconstruct their argument with rigorous proofs. Moreover, we show that
the solution u satisﬁes the energy estimate
k@ tu(t)k+ ku(t)kH2\H2 · C0(ku0kH2\H2 + kfkF );
where C0 > 0 is a constant depending on a, V1 and T , while kfkF is some norm
of f .
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x1. Introduction
In this paper we consider Cauchy problems for the Schro¨dinger equation:
(SE)
8>>><>>>:
i @ tu(x; t) + ∆u(x; t) +
u(x; t)
jx¡ a(t)j + V1(x; t)u(x; t) = f(x; t);
(x; t) 2 RN £ [0; T ];
u(x; 0) = u0(x); x 2 RN
in L2(RN ), N ¸ 3, under the assumption (which is the same as in Baudouin,
Kavian and Puel [1]) that a : [0; T ]! RN and the potential V1 : RN£ [0; T ]!
R satisfy
(a) a 2W 2;1(0; T )N =W 2;1(0; T ;RN ),
(V1) hxi¡2V1 2W 1;1(0; T ;L1(RN )),
(V2) hxi¡2rV1 2 L1(0; T ;L1(RN ))N .
Here we employ the usual notations of function spaces. Namely, we denote
the Lebesgue and L2-type Sobolev spaces by
Lp = Lp(RN ); p 2 [1;1]; Hs = Hs(RN ); s = 1; 2;
with norm k ¢ kLp and
kvkH1 := (kvk2 + krvk2)1=2 = k(1¡∆)1=2vk; kvkH2 := k(1¡∆)vk:
We deﬁne the vector valued Lebesgue and Sobolev spaces. Let X be a Banach
space with norm k ¢ kX . Then L1(I;X) is the class of measurable functions
u : I ! X such that
kukL1(0;T ;X) :=
Z
I
ku(t)kX dt <1;
while Wm;1(I;X) is the class of u such that (@=@t)ju 2 L1(I;X) for every
0 · j · m. Also we use the abbreviation for L2-norm and inner product:
k ¢ k := k ¢ kL2 ; (¢; ¢) := (¢; ¢)L2 :
Setting hxi := (1 + jxj2)1=2, we deﬁne as
Hs = Hs(RN ) :=
©
v 2 L2(RN ); hxisv 2 L2(RN )ª; s > 0:
It is easy to see that Hs is the image of Hs under the Fourier transform, with
norm kvkHs := khxisvk. In this connection, it is useful to introduce
kvkHm\Hs := (kvk2Hm + kvk2Hs)1=2 (m; s = 1; 2):
Before stating our result we review the main theorem in [1] and its proof.
In [1] they established the case where N = 3 in the following theorem:
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Theorem 1.1 ([1, Theorems 1 and 2]). Let f ´ 0 and assume that a and V1
satisfy conditions (a), (V1) and (V2). Then the Cauchy problem (SE) with
initial value u0 2 H2(RN ) \H2(RN ) has a unique solution u such that
u 2W 1;1(0; T ;L2(RN )) \ Cw([0; T ];H2(RN ) \H2(RN ));(1.1)
u 2L1(0; T ;H2(RN ) \H2(RN )) \ C([0; T ];H1(RN ) \H1(RN ));(1.2)
where Cw(I;H) is the space of all weakly continuous functions on I into H.
Here we sketch their proof in [1]. For " > 0 set
V "0 (x; t) := ("
2 + jx¡ a(t)j2)¡1=2;
V "1 (x; t) := ((T" ± V1) ¤ ³")(x; t)(1.3)
=
Z
RN£R
T"(V1(x¡ "y; t¡ "s))Â(s)½(y) dsdy;
where T"(r) := jrj¡1rminfjrj; "¡1g and Â, ½ are the molliﬁers on R and RN ,
respectively, and hence ³"(x; t) := "¡(1+N)Â(t=")½(x="). Then they consider
the approximate problem
(1.4)
8><>:
i @ tu"(x; t) + ∆u"(x; t) + V "0 (x; t)u"(x; t) + V
"
1 (x; t)u"(x; t) = 0;
(x; t) 2 RN £ [0; T ];
u"(x; 0) = u0(x); x 2 RN
with u0 2 H2(RN ) \H2(RN ) and obtain its solution
(1.5) u" 2 C1([0; T ];L2(RN )) \ C([0; T ];H2(RN ) \H2(RN ));
satisfying the energy estimates:
k@ tu"(t)k+ ku"(t)kH2\H2 · Cku0kH2\H2 8 t 2 [0; T ]:
Since C > 0 is independent of ", they can extract a subfamily (u"0) which
converges weakly¤ to a solution to (SE) satisfying (1.1) and (1.2).
Now we are in a position to point out that two parts of their argument
should be modiﬁed (though the conclusion of Theorem 1.1 remains true).
On the one hand, to approximate V1 they employ V "1 2 C([0; T ];C2b (RN ))
deﬁned by (1.3), where C2b denotes the space of all bounded C
2-functions
with bounded ﬁrst and second derivatives. They assert that “the norm of
V "1 is bounded by the norm of V1 in the space where it is deﬁned”. This
kind of boundedness is essential in [1, Sections 3 and 4.2]. However, it seems
impossible to derive such an estimate even if V1(t)(x) = V1(x; t) is replaced
with its “extension by 0”:
V¯1(t) :=
(
V1(t); t 2 [0; T ];
0; t 2 R n [0; T ]:
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This means that the deﬁnition of V "1 should be modiﬁed (as is done in (2.2)
below).
On the other hand, they set v"(y; t) := u"(x; t), y := x ¡ a(t), to get
the estimate of k@ tu"k in the proof of [1, Lemma 8]. Then they employ the
equation
i @ t(@ tv") + ∆(@ tv") + (jyj2 + "2)¡1=2@ tv" + V "1 (y + a(t); t)(@ tv")
= i
d2a
dt2
(t) ¢ rv" + i da
dt
(t) ¢ r(@ tv")¡ da
dt
(t) ¢ rV "1 (y + a(t); t)
¡ (@ tV "1 )(y + a(t); t)v"
(in which, actually, jyj¡1 and V1 are used instead of (jyj2 + "2)¡1=2 and V "1 ,
respectively). However, @ t(@ tv") does not make sense in view of (1.5) and we
believe that @ t(@ tv") should be replaced with its diﬀerence quotient:
(Dh(@ tv"))(y; t) = (@ t(Dhv"))(y; t) =
1
h
[(@ tv")(y; t+ h)¡ (@ tv")(y; t)]
for h > 0 (as is done in Lemma 3.4 below).
In this context the purpose of this paper is to rewrite the original proof in
[1] correctly and to establish Theorem 1.1 with an inhomogeneous term.
Theorem 1.2. In addition to (a), (V1) and (V2) assume that f satisfies
(1.6) f 2W 1;1(0; T ;L2(RN )) \ L1(0; T ;H1(RN ) \H2(RN )):
Then (SE) with initial value u0 2 H2(RN ) \ H2(RN ) has a unique solution
satisfying (1.1), (1.2) and the energy estimate:
(1.7) k@ tu(t)k+ ku(t)kH2\H2 · C0(ku0kH2\H2 + kfkF );
where C0 > 0 is a constant depending on a, V1 and T , while kfkF is given as
follows:
kfkF := kfkL1(0;T ;L2) +
Z T
0
(k@ tf(t)k+ ®1kf(t)kH1 + kf(t)kH2) dt;
®1 > 0 is a constant depending on a.
This type of result has already been obtained by Wu¨ller [11] under the
conditions diﬀerent from those in [1] and ours. Of course, he dealt with the
equation with time-dependent potential
(1.8) i @ tu(x; t) + ∆u(x; t) + V (x; t)u(x; t) = 0:
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However, in the simplest case he assumes that
V (x; t) := jx¡ a(t)j¡1 + v2(x¡ a(t));
where v2 is a suitable bounded function. That is, comparing with the above-
mentioned potential V1 satisfying conditions (V1) and (V2), this is a strong
restriction. By virtue of this restriction, setting w(y; t) = u(x; t), y = x¡a(t),
one can get a new equation with time-independent potentials
(1.9) i @ tw +∆w ¡ i
³da
dt
(t) ¢ r
´
w +
w
jyj + v2(y)w = 0:
Then it is possible to prove the unique existence of solutions of (1.9) (and
hence of (1.8)) with initial value u0 2 H2(RN )\H2(RN ) according to a general
theory of evolution equations developed by Kato [6], [7].
In a series of papers [12]–[14] Yajima has been considering the Schro¨dinger
evolution equation containing time-dependent (scalar and vector) potentials.
In [13] he discusses three methods such as energy method (Section 3.1),
method via semi-group theory (Section 3.2) and method by integral equation
(Section 3.3). At the end of Section 3.2 he comments that the main theo-
rem does not accommodate the Coulomb potential jx ¡ a(t)j¡1 in R3, where
a(t) 2 R3 is a smooth function. At the beginning of Section 3.3 he mentions
that the third method can handle more singular potentials than those treated
in Sections 3.1 and 3.2. In fact, he treated (1.8) with
V (x; t) =W0(x; t) + jx¡ a(t)j¡1
as a typical case in which N = 3. Here W0(¢; t) 2 C1(R3) satisﬁes
jD®W0(x; t)j · C® 8 ® 2 Z3+ (j®j ¸ 2);
while jx¡ a(t)j¡1 is decomposed as
(1.10) jx¡ a(t)j¡1 =W1(x; t) +W2(x; t);
where W1 2 L4(0; T ;L2(R3)) and W2 2 L1(0; T ;L1(R3)) are given by
W1(x; t) :=
(
jx¡ a(t)j¡1; jx¡ a(t)j < 1;
0; otherwise
and W2(x; t) := jx ¡ a(t)j¡1 ¡W1(x; t) (for this suﬃcient condition we refer
[12, Theorem 1.1] to avoid the use of Lorentz spaces in [13, Theorem 3.9]);
note that the idea of the decomposition (1.10) goes back to Kato [8, Section
V.5.3]. We feel that it is desirable to replace W0(¢; t) 2 C1(R3) with some
weaker condition.
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Incidentally, we shall use a mixture of energy method and method via semi-
group theory in this paper. In fact, we use semi-group method to solve the
approximate problem, while energy method is used for the convergence of
approximate solutions. We note further that only energy method has been
used in [1].
Remark 1. If a, V1 and f are deﬁned on [¡T; T ], then we can obtain a unique
solution satisfying
u 2W 1;1(¡T; T ;L2(RN )) \ Cw([¡T; T ];H2(RN ) \H2(RN ));
u 2L1(¡T; T ;H2(RN ) \H2(RN )) \ C([¡T; T ];H1(RN ) \H1(RN ))
(see, e.g., [10, Remark 1.3]).
Remark 2. Theorem 1.2 is rather unsatisfactory. In fact, strong solutions u
obtained in Theorem 1.2 or Remark 1 are expected to be C1-solutions:
u 2 C1([0; T ];L2(RN )) \ C([0; T ];H2(RN ) \H2(RN ))
or
u 2 C1([¡T; T ];L2(RN )) \ C([¡T; T ];H2(RN ) \H2(RN )):
Roughly speaking, both Wu¨ller [11, Theorem in Section 5] and Yajima [13,
Theorem 3.10] have already established this assertion under stronger assump-
tions. We are planning to discuss this problem in a forthcoming paper.
In Section 2 we deﬁne V "0 ; V
"
1 and f" more carefully and prepare some
lemmas to consider our approximate problem. Here, not only V "1 but also V
"
0
are diﬀerent from those in [1], while f" is new. In Section 3 we prove that the
family fu"g of approximate solutions satisﬁes the energy estimate
k@ tu"(t)k+ ku"(t)kH2\H2 · C0(ku0kH2\H2 + kfkF ):
In the proof we have to show that
k(Dhv")(t)k ¡ k(Dhv")(0)k ·
Z t
0
°°°³Dhda"
ds
´
(s) ¢ rv"(s)
°°° ds
+
Z t
0
°°(DhV "1 )(¢+ a"(s); s)v"(s)°° ds
+
Z t
0
°°(Dhf")(¢+ a"(s); s)°° ds;
where a" is an approximation of a. By virtue of the estimate we can extract
a subsequence of fu"g which converges weakly¤ in L1(0; T ;L2(RN )). In this
way we can prove the existence and uniqueness of strong solutions to (SE)
satisfying (1.1) and (1.2).
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x2. Preliminaries
For a Banach space X let ' 2W 1;1(0; T ;X). Then, as in Bre´zis [3, The´ore`me
VIII.5], we deﬁne the extension operator P :W 1;1(0; T ;X)!W 1;1(R;X) by
(P')(t) :=
8>>>>>><>>>>>>:
'(t); t 2 [0; T ];³
2¡ t
T
´
'(2T ¡ t); t 2 (T; 2T ];³
1 +
t
T
´
'(¡t); t 2 [¡T; 0);
0; otherwise:
In fact, we can prove
Lemma 2.1. Let ' 2W 1;1(0; T ;X). Then P' 2W 1;1(R;X), with
(a) kP'kL1(R;X) = k'kL1(0;T ;X).
(b) kP'kL1(R;X) = 2k'kL1(0;T ;X) · 2Tk'kL1(0;T ;X).
(c)
°°° d
dt
(P')
°°°
L1(R;X)
· 2k'kL1(0;T ;X) + 2
°°° d
dt
'
°°°
L1(0;T ;X)
.
Now put V0 = V0(x; t) := jx¡a(t)j¡1. Then we consider the approximations
of potentials V0, V1 and inhomogeneous term f .
Let 0 · Â 2 C10 (R) and 0 · ½ 2 C10 (RN ) such that kÂkL1 = k½kL1 = 1
and suppÂ ½ [¡1; 1]; supp ½ ½ B(0; 1) := fx 2 RN ; jxj · 1g; respectively.
Let 0 · ´ 2W 1;1(0;1) be deﬁned as
´(r) :=
8><>:
1; r 2 [0; 1);
2¡ r; r 2 [1; 2);
0; r 2 [2;1):
For " > 0 let Â"(t) := "¡1Â(t="), ³"(x; t) := "¡(1+N)Â(t=")½(x=") and ´"(x) :=
´("jxj). Then by using the extension operator P we can deﬁne as
V "0 (x; t) := ("
2 + jx¡ a"(t)j2)¡1=2;(2.1)
V "1 (x; t) :=
¡
(´"(PV1)) ¤ ³"
¢
(x; t)(2.2)
=
Z
B(0;1)
hZ 1
¡1
´"(x¡ "y)(PV1)(x¡ "y; t¡ "s)Â(s)½(y) ds
i
dy;
f"(x; t) :=
¡
(Pf) ¤ ³"
¢
(x; t)(2.3)
=
Z
B(0;1)
hZ 1
¡1
(Pf)(x¡ "y; t¡ "s)Â(s)½(y) ds
i
dy:
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In (2.1) a" is deﬁned as
a"(t) := a(0) +
Z t
0
³³
P
da
ds
´
¤ Â"
´
(s) ds:
As is well-known, fV "1 g and ff"g are families in C10 (RN £ R), while fa"g is
a family in C10 (R). We shall see further that the properties of a", V "1 and f"
reﬂect those of a, V1 and f , respectively.
Lemma 2.2. Assume that a satisfies condition (a). Put
(2.4) ®1 :=
°°°da
dt
°°°
L1(0;T )
:
Then a" has the following properties:
(a)
°°°da"
dt
°°°
L1(R)
· ®1.
(b)
°°°d2a"
dt2
°°°
L1(R)
· 2®1 + 2
°°°d2a
dt2
°°°
L1(0;T )
.
(b)0
°°°d2a"
dt2
°°°
L1(R)
· "¡1®1
°°°dÂ
dt
°°°
L1(¡1;1)
.
Proof. (a) Since
da"
dt
(t) =
³³
P
da
dt
´
¤ Â"
´
(t), we see from Lemma 2.1 (a) that
°°°da"
dt
°°°
L1(R)
·
°°°P da
dt
°°°
L1(R)
=
°°°da
dt
°°°
L1(0;T )
= ®1:
(b) and (b)0 are proved similarly.
Lemma 2.3. Put X := L1(RN ). Assume that V1 satisfies conditions (V1)
and (V2). Then the useful properties of V "1 are summarized as follows:
(a)
°°° V "1hxi2°°°L1(R;X) · (1 + ")2°°° V1hxi2°°°L1(0;T ;X).
(b)
°°°@ tV "1hxi2 °°°L1(R;X) · 2(1 + ")2h°°°@ tV1hxi2 °°°L1(0;T ;X) + °°° V1hxi2°°°L1(0;T ;X)i.
(c)
°°°rV "1hxi2 °°°L1(R;X) · 2(1 + ")2h°°°rV1hxi2 °°°L1(0;T ;X) + " T°°° V1hxi2°°°L1(0;T ;X)i.
This means that V "1 also satisfies conditions (V1) and (V2).
Proof. Let x 2 RN , y 2 B(0; 1) and " > 0. Then we see that
(2.5) hx¡ "yi · (1 + ")hxi:
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In fact, we can compute as
hx¡ "yi2 · 1 + (jxj+ "jyj)2 = hxi2 + 2"jxj+ "2 · (1 + ")2hxi2:
(a) Since 0 · ´"(x) · 1 on RN , we see from (2.5) that¯¯¯V "1 (x; t)
hxi2
¯¯¯
· 1hxi2
Z
B(0;1)
hZ 1
¡1
´"(x¡ "y)j(PV1)(x¡ "y; t¡ "s)jÂ(s)½(y) ds
i
dy
· (1 + ")2
Z
B(0;1)
hZ 1
¡1
¯¯
(PV1)(x¡ "y; t¡ "s)
¯¯
hx¡ "yi2 Â(s)½(y) ds
i
dy
· (1 + ")2
°°°PV1hxi2°°°L1(R;X) = (1 + ")2°°°P³ V1hxi2´°°°L1(R;X):
By virtue of Lemma 2.1 (a) we obtain the assertion.
(b) and (c) are proved in the same way as in (a).
In the same way as in the proof of Lemma 2.3 we can obtain
Lemma 2.4. Let f" be as defined in (2.3) and let f satisfy condition (1.6).
Then
(a) kf"kL1(R;L2) · 2kfkL1(0;T ;L2).
(a)0 kf"kL1(R;L2) · kfkL1(0;T ;L2).
(b) k@ tf"kL1(R;L2) · 2k@ tfkL1(0;T ;L2) + 2kfkL1(0;T ;L2).
(c) krf"kL1(R;L2) · 2krfkL1(0;T ;L2).
(d) kf"kL1(R;H2) · 2(1 + ")2kfkL1(0;T ;H2).
The following proposition has been established by Fujiwara [4]:
Proposition 2.5. For " > 0 let V "0 , V
"
1 , f" be as above. Put
V " := V "0 + V
"
1 :
Then the approximate problem :
(SE)"
8><>:
i @ tu"(x; t) + ∆u"(x; t) + V "(x; t)u"(x; t) = f"(x; t);
(x; t) 2 RN £ [0; T ];
u(x; 0) = u0(x); x 2 RN
with u0 2 H2(RN ) \H2(RN ) has a unique solution
u" 2 C1([0; T ];L2(RN )) \ C([0; T ];H2(RN ) \H2(RN )):
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Here we verify this proposition from the view point of the abstract theory.
Proof. We apply [10, Theorems 1.2 and 1.4] by setting X := L2(RN ) and
A"(t) := i¡1[∆ + V "(t)]; g(t)(x) := i¡1f"(x; t);
S := 1 + ∆2 + jxj4; D(S) := H4(RN ) \H4(RN ):
We have to verify several conditions of [10, Theorem 1.2]. Here we show only
the key inequality:
(2.6) jRe (A"(t)u; Su)X j · ¯kS1=2uk2X ; u 2 D(S); 0 · t · T:
In fact, we see from integration by parts that
Re (A"(t)u; Su)X =4 Im (jxj2u; (x ¢ r)u) + Im
¡
∆V "0 (t)u+ 2rV "0 (t) ¢ ru;∆u
¢
+ Im
¡
∆V "1 (t)u+ 2rV "1 (t) ¢ ru;∆u
¢
:
Then it follows from the properties of molliﬁers that
jRe (A"(t)u; Su)X j
· 4kuk3=2H2 kuk
1=2
H2
+
3N ¡ 2
2"2(N ¡ 2)kuk
2
H2
+(1 + "¡1)2k∆½kL1
°°° V1hxi2°°°L1(0;T ; L1)kukH2kukH2
+(1 + "¡1)2kr½kL1
°°° V1hxi2°°°L1(0;T ;L1)¡kuk2H2 + 2kuk3=2H2 kuk1=2H2 ¢:
Putting
¯ = ¯" := 3+
3N ¡ 2
2"2(N ¡ 2) +
1
2
(1+"¡1)2
¡k∆½kL1+5kr½kL1¢°°° V1hxi2°°°L1(0;T ; L1)
and using Young’s inequality, we obtain (2.6).
Finally, we prepare a Gronwall type lemma.
Lemma 2.6 (Bre´zis [2, Lemma A.5]). Let m(¢) 2 L1(0; T ) be a nonnegative
function, ®0 a nonnegative constant. Let Á(¢) 2 L1(0; T ) satisfy the integral
inequality:
jÁ(t)j2 · ®20 + 2
Z t
0
m(s)jÁ(s)j ds 8 t 2 [0; T ]:
Then one has
jÁ(t)j · ®0 +
Z t
0
m(s) ds 8 t 2 [0; T ]:
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x3. Strong solution of the Schro¨dinger equation
This section is a reconstruction of [1, Section 4]. First, we show some estimates
for the family fu"g of solutions to (SE)" with initial value u0 2 H2(RN ) \
H2(RN ). Next, we consider the convergence of fu"g and show that (SE) has
a unique strong solution satisfying (1.1) and (1.2).
3.1. Some estimates for approximate solutions
Let ®1 be as deﬁned in (2.4) and put
(3.1) N(V1; hxi¡2) :=
°°° V1hxi2°°°L1(0;T ;X)+ °°°@ tV1hxi2 °°°L1(0;T ;X)+ °°°rV1hxi2 °°°L1(0;T ;X):
The purpose of this subsection is to prove that k@ tu"(t)k and ku"(t)kH2\H2 are
bounded on [0; T ] as " tends to zero. Actually, the boundedness of k@ tu"(t)k
is reduced to that of ku"(t)kH2\H2 . That is, we have
Lemma 3.1. Let u" be a solution to (SE)" with " 2 (0; 1]. Then
(a) ku"(t)k · ku0k+ 2kfkL1(0;T ;L2) for t 2 [0; T ].
(b) Put C1 := 1 + (N ¡ 2)¡1 + 4N(V1; hxi¡2). Then
(3.2) k@ tu"(t)k · C1ku"(t)kH2\H2 + kfkL1(0;T ;L2) 8 t 2 [0; T ]:
Proof. (a) We start with
1
2
d
ds
ku"(s)k2 = Re
¡
@su"(s); u"(s)
¢
= Im
¡
f"(s); u"(s)
¢
·kf"(s)k ¢ ku"(s)k:
Integrating this inequality on [0; t], we have
ku"(t)k2 · ku0k2 + 2
Z t
0
kf"(s)k ¢ ku"(s)k ds:
Thus the assertion is a consequence of Lemma 2.6 and Lemma 2.4 (a).
(b) The assertion is based on the following inequality:
k@ tu"(t)k · k∆u"(t)k+
°°jx¡ a"(t)j¡1u"(t)°°+ kV "1 (t)u"(t)k+ kf"(t)k:
In fact, it follows from Hardy’s inequality that
(3.3)
°°jx¡ a"(t)j¡1u"(t)°° · 2
N ¡ 2kru"(t)k ·
1
N ¡ 2ku"(t)kH2 :
On the other hand, we see from Lemmas 2.3 (a) and 2.4 (a)0 that
(3.4) kV "1 (t)u"(t)k · 4N(V1; hxi¡2)ku"(t)kH2
and kf"(t)k · kfkL1(0;T ;L2), respectively. Therefore we obtain (3.2).
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The boundedness of k@ tu"(t)k and ku"(t)kH2\H2 is proved by using the
energy estimates for the family fu"g.
Proposition 3.2. Let u" be a solution to (SE)". Then for " 2 (0; 1] there
exists a constant C0 > 0 independent of " such that
k@ tu"(t)k+ ku"(t)kH2\H2 ·C0
¡ku0kH2\H2 + kfkF ¢;(3.5)
where kfkF is given by
(3.6) kfkF := kfkL1(0;T ;L2) +
Z T
0
(k@ tf(t)k+ ®1kf(t)kH1 + kf(t)kH2) dt:
To prove Proposition 3.2 we prepare three lemmas (Lemmas 3.3–3.5). The
ﬁrst (Lemma 3.3 yielding the estimate of ku"(t)kH2) simpliﬁes the argument
in [1, Lemma 7]. The second (Lemma 3.4 yielding the estimate of k@ tu"(t)k)
is similar to [1, Lemma 8]. However, we will give a rigorous proof employing
diﬀerence quotients as in Kato [5, Lemma 4.2]. The third (Lemma 3.5) yields
the estimate of ku"(t)kH2 based on Lemmas 3.1 and 3.4. This leads us to (3.5).
Lemma 3.3. Let u" be a solution to (SE)" with " 2 (0; 1]. Then u" satisfies
(3.7) ku"(t)k1=2H2 · ku0k
1=2
H2
+ 2
Z t
0
ku"(s)k1=2H2 ds+ 2
p
2 kfk1=2
L1(0;T ;H2)
:
Proof. Put Bn(x) := hxi2(1 + n¡1hxi2)¡1. Then Bn(x) < minfn; hxi2g. Not-
ing that V "0 and V
"
1 are real-valued, we see from (SE)" that
1
2
d
ds
kBnu"(s)k2 = Re
¡
@su"(s); B2nu"(s)
¢
= Im
¡
i@su"(s); B2nu"(s)
¢
= Im
¡¡∆u"(s) + f"(s); B2nu"(s)¢
= Im
¡
4((1 + n¡1hxi2)¡2x ¢ r)u"(s) +Bnf"(s); Bnu"(s)
¢
:
We can use the following inequality:
(3.8)
°°jxjru°°2 · ku¡∆uk ¢ khxi2uk = kukH2kukH2 :
In fact, we have the equality Re(u ¡ ∆u; u + jxj2u) = kuk2 + kru + xuk2 +°°jxjru°°2: By virtue of (3.8) the Cauchy-Schwarz inequality applies to give
1
2
d
ds
kBnu"(s)k2 ·
£
4 ku"(s)k1=2H2 ku"(s)k
1=2
H2
+ kf"(s)kH2
¤ku"(s)kH2 :
Integrating this inequality on [0; t] and letting n!1, we have
ku"(t)k2H2 · ku0k2H2 + 2
Z t
0
£
4 ku"(s)k1=2H2 ku"(s)k
1=2
H2
+ kf"(s)kH2
¤ku"(s)kH2 ds:
SCHRO¨DINGER EVOLUTION EQUATIONS 167
It then follows from Lemma 2.6 and Lemma 2.4 (d) that
ku"(t)kH2 ·ku0kH2 +
Z t
0
£
4 ku"(s)k1=2H2 ku"(s)k
1=2
H2
+ kf"(s)kH2
¤
ds
·ku0kH2 + 8 kfkL1(0;T ;H2) + 4
Z t
0
ku"(s)k1=2H2 ku"(s)k
1=2
H2
ds:
To obtain (3.7) we can again apply Lemma 2.6.
Lemma 3.4. Let u" be a solution to (SE)" with " 2 (0; 1]. Then u" satisfies
k@ tu"(t)k ¡ ®1kru"(t)k(3.9)
· (®1 + C1)ku0kH2\H2 +
Z t
0
°1;"(s)ku"(s)kH1\H2 ds+ 3kfkF ;
where C1 is the same as in Lemma 3.1 (b), while °1;" 2 L1(0; T ) is given by
(3.10) °1;"(t) :=
¯¯¯d2a"
dt2
(t)
¯¯¯
+
°°°@ tV "1 (t)hxi2 °°°L1 + ®1°°°rV "1 (t)hxi2 °°°L1 :
Remark 3. Here k°1;"kL1(0;T ) is bounded as " tends to zero. In fact, we see
from Lemma 2.2 (b), Lemma 2.3 (b) and (c) that
(3.11) k°1;"kL1(0;T ) ·M;
where M := 2®1 + 2
°°°d2a
dt2
°°°
L1(0;T )
+ 8[1 + ®1(1 + T )]N(V1; hxi¡2).
We will give the proof of Lemma 3.4 in Section 3.2.
Lemma 3.5. Let u" be a solution to (SE)" with " 2 (0; 1]. Then u" satisfies
ku"(t)k1=2H2 ·
¡p
®1 + C1 + C2
¢ku0k1=2H2\H2+ 2pN(V1; hxi¡2)ku"(t)k1=2H2(3.12)
+
³Z t
0
°1;"(s)ku"(s)kH1\H2 ds
´1=2
+ 2(1 + C2)kfk1=2F ;
where C1 > 0 and °1;" 2 L1(0; T ) are given in Lemma 3.1 (b) and (3.10),
respectively, while
C2 := 1 + ®1 +
2
N ¡ 2 :
Proof. Since u" is a solution to (SE)", it follows from (3.3) and (3.4) that
ku"(t)kH2 ·ku"(t)k+ k∆u"(t)k
·ku"(t)k+ k@ tu"(t)k+ kV "0 (t)u"(t)k+ kV "1 (t)u"(t)k+ kf"(t)k
·©k@ tu"(t)k ¡ ®1kru"(t)kª+ ku"(t)k+ ³®1 + 2
N ¡ 2
´
kru"(t)k
+(1 + ")2N(V1; hxi¡2)ku"(t)kH2 + kfkF :
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Noting that
ku"(t)k+
³
®1 +
2
N ¡ 2
´
kru"(t)k ·C2ku"(t)kH1
·C2ku"(t)k1=2ku"(t)k1=2H2 ;
we see from (3.9) that
ku"(t)kH2 · (®1 + C1)ku0kH2\H2 + C2ku"(t)k1=2ku"(t)k1=2H2
+(1 + ")2N(V1; hxi¡2)ku"(t)kH2
+
Z t
0
°1;"(s)ku"(s)kH1\H2 ds+ 4kfkF :
Thus, completing the square, we have
ku"(t)k1=2H2 ·
p
®1 + C1ku0k1=2H2\H2 + C2ku"(t)k
1=2
+2
p
N(V1; hxi¡2)ku"(t)k1=2H2
+
³Z t
0
°1;"(s)ku"(s)kH1\H2 ds
´1=2
+ 2 kfk1=2F :
Using Lemma 3.1 (a), we can obtain (3.12).
Now we are in a position to prove (3.5).
Proof of Proposition 3.2. First we show that
(3.13) ku"(t)kH2\H2 · 4C23 exp
³Z t
0
°0;"(s) ds
´
(ku0kH2\H2 + 8kf(t)kF );
where C3 > 0 and °0;" 2 L1(0; T ) are given by
C3 := 1 + C2 +
p
®1 + C1 + 2
p
N(V1; hxi¡2);
°0;"(t) := 4°1;"(t) + 32T
h
1 + 2
p
N(V1; hxi¡2)
i2
:
It follows from (3.12) that
ku"(t)k1=2H2\H2 ·ku"(t)k
1=2
H2
+ ku"(t)k1=2H2
· ¡p®1 + C1 + C2¢ku0k1=2H2\H2
+
£
1 + 2
p
N(V1; hxi¡2)
¤ku"(t)k1=2H2
+
³Z t
0
°1;"(s)ku"(s)kH1\H2 ds
´1=2
+ 2(1 + C2)kfk1=2F :
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Here ku"(t)k1=2H2 is estimated by (3.7). Thus we have
ku"(t)k1=2H2\H2 ·C3(ku0k
1=2
H2\H2 + 2
p
2kfk1=2F )
+ 2
£
1 + 2
p
N(V1; hxi¡2)
¤ Z t
0
ku"(s)k1=2H2 ds
+
³Z t
0
°1;"(s)ku"(s)kH1\H2 ds
´1=2
:
Applying the integral inequality
Z t
0
ku"(s)k1=2H2 ds ·
p
t
³Z t
0
ku"(s)kH2 ds
´1=2
,
we obtain
ku"(t)kH2\H2 · 4C23 (ku0kH2\H2 + 8kfkF ) +
Z t
0
°0;"(s)ku"(s)kH2\H2 ds:
This yields (3.13). Now let M be as in (3.11). Then 4C23 exp(k°0;"kL1(0;T )) is
bounded by
C4 := 4C23 exp
³
4M + 32T 2
h
1 + 2
p
N(V1; hxi¡2)
i2´
:
We see from Lemma 3.1 (b) that
k@ tu"k+ ku"(t)kH2\H2 · (1 + C1)C4(ku0kH2\H2 + 8kfkF ) + kfkF :
This completes the proof of (3.5) with C0 := 1 + 8(1 + C1)C4.
3.2. Proof of Lemma 3.4
The argument is completely diﬀerent from that in [1]. The proof is divided
into three steps.
First step. We use the new unknown function
v"(y; t) := u"(x; t) = u"(y + a"(t); t):
It follows from (2.4) that
(3.14) k@ tv"(t)¡ @ tu"(t)k · ®1kru"(t)k = ®1krv"(t)k:
Since u" is a solution to (SE)", v" 2 C1([0; T ];L2(RN )) \ C([0; T ];H2(RN ) \
H2(RN )) satisﬁes
(3.15)
8>>><>>>:
i @ tv" +∆v" ¡ i
³da"
dt
(t) ¢ r
´
v" +
v"
(jyj2 + "2)1=2
+ V "1 (y + a"(t); t)v" = f"(y + a"(t); t); (y; t) 2 RN £ [0; T ];
v"(y; 0) = u0(y + a"(0)); y 2 RN :
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Let 0 < h < minf"; Tg. Then we deﬁne for t 2 [0; T ¡ h],
(Dh')(y; t) :=
1
h
['(y; t+ h)¡ '(y; t)]:
In this step we show that
(3.16) k(Dhv")(t)k · k(Dhv")(0)k+ I1(h) + I2(h) + I3(h);
where
I1(h) :=
Z t
0
°°°³Dh da"
ds
´
(s) ¢ rv"(s)
°°° ds;
I2(h) :=
Z t
0
°°Dh(V "1 (¢+ a"(s); s))v"(s)°° ds;
I3(h) :=
Z t
0
°°Dh(f"(¢+ a"(s); s))°° ds:
Let s 2 [0; t]. Then we have
1
2
d
ds
°°(Dhv")(s)°°2 = Re 1
h
Z
RN
¡
@ tv"(y; s+ h)¡ @ tv"(y; s)
¢
(Dhv")(y; s) dy:
Using the symmetry of ¡∆, ir and the real-valuedness of potentials, we see
from (3.15) that
1
2
d
ds
°°(Dhv")(s)°°2 = Re Z
RN
³
Dh
da"
ds
´
(s) ¢ rv"(y; s)(Dhv")(y; s) dy
¡ Im
Z
RN
Dh(V "1 (y + a"(s); s))v"(y; s)(Dhv")(y; s) dy
+ Im
Z
RN
Dh(f"(y + a"(s); s))(Dhv")(y; s) dy:
It follows from the Cauchy-Schwarz inequality that
1
2
d
ds
k(Dhv")(s)k2 ·
°°°³Dhda"
ds
´
(s) ¢ rv"(s)
°°° ¢ k(Dhv")(s)k
+ kDh(V "1 (¢+ a"(s); s))v"(s)k ¢ k(Dhv")(s)k
+ kDh(f"(¢+ a"(s); s))k ¢ k(Dhv")(s)k:
Integrating this inequality on [0; t], we have
k(Dhv")(t)k2 ¡ k(Dhv")(0)k2
· 2
Z t
0
h°°°³Dhda"
ds
´
(s) ¢ rv"(s)
°°°+ kDh(V "1 (¢+ a"(s); s))v"(s)k
+ kDh(f"(¢+ a"(s); s))k
i
¢ k(Dhv")(s)k dr:
Therefore (3.16) is a consequence of Lemma 2.6.
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Second step. Letting h # 0 of (3.16), we shall obtain the L2-estimate of @ tv":
k@ tv"(t)k ·k@ tv"(0)k(3.17)
+
Z t
0
°1;"(s)(kru"(s)k+ ku"(s)kH2) ds+ 2kfkF ;
where °1;" 2 L1(0; T ) is deﬁned as (3.10). First we note in (3.16) that
k@ tv"(t)¡ (Dhv")(t)k ! 0 (h # 0) 8 t 2 [0; T ];
where we have set v"(t) := v"(T ) + (t¡ T )(@ tv")(T ), T · t · T + ".
Now we consider the convergence of I1(h), I2(h) and I3(h).
lim
h#0
I1(h) =
Z t
0
°°°d2a"
ds2
(s) ¢ rv"(s)
°°° ds · Z t
0
°1;"(s)kru"(s)k ds:(3.18)
lim
h#0
I2(h) =
Z t
0
°°°h d
ds
V "1 (¢+ a"(s); s)
i
v"(s)
°°° ds(3.19)
·
Z t
0
°1;"(s)ku"(s)kH2 ds:
lim
h#0
I3(h) =
Z t
0
°°° d
ds
f"(¢+ a"(s); s)
°°° ds · 2 kfkF :(3.20)
Let us show (3.19). To this end we can proceed as follows:Z t
0
°°°h d
ds
V "1 (¢+ a"(s); s)
i
v"(s)¡Dh(V "1 (¢+ a"(s); s))v"(s)
°°° ds
·
Z t
0
Gh(s)kh¢+ a"(s)i2v"(s)k ds
· max
0·r·T
ku"(r)kH2
Z T
0
Gh(s) ds;
where we set
Gh(s) :=
°°° 1h¢+ a"(s)i2
h d
ds
V "1 (¢+ a"(s); s)¡Dh(V "1 (¢+ a"(s); s))
i°°°
L1
=
°°° 1h¢+ a"(s)i2
h d
ds
V "1 (¢+ a"(s); s)¡
1
h
Z s+h
s
d
dr
V "1 (¢+ a"(r); r) dr
i°°°
L1
:
Setting
U"(s) :=
1
h¢+ a"(s)i2
d
ds
V "1 (¢+ a"(s); s)
=
1
h¢+ a"(s)i2
h
@ tV
"
1 (¢+ a"(s); s) +
da"
ds
(s) ¢ rV "1 (¢+ a"(s); s)
i
;
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we can write as Z T
0
Gh(s) ds · J1(h) + J2(h);
where
J1(h) :=
Z T
0
°°°U"(s)¡ 1
h
Z s+h
s
U"(r) dr
°°°
L1
ds;
J2(h) :=
Z T
0
°°°1
h
Z s+h
s
h¢+ a"(r)i2 ¡ h¢+ a"(s)i2
h¢+ a"(s)i2 U"(r) dr
°°°
L1
ds:
Since U" 2 L1(0; T ;L1(RN )), we can conclude that J1(h) + J2(h) ! 0 as
h # 0. In fact, we have that for y 2 RN and r 2 [s; s+ h],
jhy + a"(r)i2 ¡ hy + a"(s)i2j
hy + a"(s)i2 · ja"(r)¡ a"(s)j+ ja"(r)¡ a"(s)j
2
·®1h(1 + ®1h):
This proves the equality in (3.19). Now we show the remaining inequality in
(3.19). Noting that k [(d=ds)V "1 (¢+a"(s); s)] v"(s)k · kU"(s)kL1ku"(s)kH2 and
kU"(s)kL1 ·
°°°@ tV "1 (s)hxi2 °°°L1 + ®1°°°rV "1 (s)hxi2 °°°L1 · °1;"(s);
we obtain (3.19).
In the same way as in the proof of (3.19) we can show (3.18) and (3.20)
(use Lemma 2.2 (b)0 and Lemma 2.4 (b), (c)).
Therefore by virtue of (3.18)–(3.20) we obtain (3.17).
Third step. We obtain the L2-estimate of @ tu". Thus we see from (3.14) and
(3.17) that
k@ tu"(t)k ¡ ®1kru"(t)k
·k@ tv"(t)k · k@ tv"(0)k+
Z t
0
°1;"(s)ku"(s)kH1\H2 ds+ 2 kfkF :
Using again (3.14) with t = 0, we have
k@ tu"(t)k ¡ ®1kru"(t)k
·k@ tu"(0)k+ ®1kru0k+
Z t
0
°1;"(s)ku"(s)kH1\H2 ds+ 2 kfkF :
Therefore by virtue of (3.2) with t = 0 we obtain (3.9); note that kru0k ·
ku0kH2\H2 .
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3.3. Convergence and existence of strong solution
For " > 0 let u" be a unique solution as in Proposition 2.5. Now let f"ng be
a null sequence: "n > 0 and "n ! 0 (n ! 1). Then we denote u"n by un.
Accordingly, we have
(3.21)
8><>:
i @ tun(x; t) + ∆un(x; t) + V n(x; t)un(x; t) = fn(x; t);
(x; t) 2 RN £ [0; T ];
un(x; 0) = u0(x); x 2 RN ;
where V n := V n0 + V
n
1 . In Section 3.1 it is proved that fung is bounded in
W 1;1(0; T ;L2(RN )) \ L1(0; T ;H2(RN ) \H2(RN )). Since L1(0; T ;L2(RN ))
is the dual space of L1(0; T ;L2(RN )) and L1(0; T ;L2(RN )) is separable, there
exists a subsequence funkg ½ fung and u 2 L1(0; T ;L2(RN )) such that
u = w*-lim
k!1
unk in L
1(0; T ;L2(RN )):
Therefore we conclude that
(3.22) u 2W 1;1(0; T ;L2(RN )) \ L1(0; T ;H2(RN ) \H2(RN ))
(see Lions [9, Section 1.4]). Next we want to show that u is a solution to
problem (SE). To do so we need the following convergences:
Lemma 3.6. Let an be a" with " replaced with "n. Let V n0 , V
n
1 and fn be as
in (3.21). Then
(a) an ! a in W 2;1(0; T ), with
(3.23) ja(t)¡ an(t)j · 4"n
³
®1+
°°°d2a
dt2
°°°
L1(0;T )
´
:
(b) V n0 u! jx¡ a(t)j¡1u in L1(0; T ;L2(RN )) 8 u 2 H1(RN ).
(c) V n1 u! V1u in L1(0; T ;L2(RN )) 8 u 2 H2(RN ).
(d) fn ! f in L1(0; T ;L2(RN )).
Proof. (a) is a consequence of the properties of molliﬁer Â". In fact, for t 2
[0; T ] we have
ja(t)¡ an(t)j ·
Z t
0
hZ 1
¡1
¯¯¯Z s
s¡"nr
¯¯¯ d
d¿
³
P
da
d¿
´
(¿)
¯¯¯
d¿
¯¯¯
Â(r) dr
i
ds
·
Z t
0
hZ s+"n
s¡"n
¯¯¯ d
d¿
³
P
da
d¿
´
(¿)
¯¯¯
d¿
i
ds
·
Z t+"n
¡"n
³Z ¿+"n
¿¡"n
ds
´¯¯¯ d
d¿
³
P
da
d¿
´
(¿)
¯¯¯
d¿
· 2"n
°°° d
dt
³
P
da
dt
´°°°
L1(R)
:
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By the property of the extension operator P we can obtain (3.23).
(b) Set ' := jx ¡ a(t)j¡1u 2 L2(RN ) for u 2 H1(RN ) and t ﬁxed. Then
' 2 L2(RN ) and°°jx¡ a(t)j¡1u¡ V n0 (x; t)u°° = °°(1¡ jx¡ a(t)jV n0 (x; t))'°°:
Here we want to show that jx¡ a(t)jV n0 (x; t) is bounded with respect to n. In
fact, since jx¡ a(t)j · jx¡ an(t)j+ jan(t)¡ a(t)j, we see from (3.23) that
jx¡ a(t)jV n0 (x; t) =
jx¡ a(t)jpjx¡ an(t)j2 + "2n · 1 + 4
³
®1+
°°°d2a
dt2
°°°
L1(0;T )
´
:
Since H1(RN ) is dense in L2(RN ), it suﬃces to show that
(3.24) lim
n!1
°°(1¡ jx¡ a(t)jV n0 (x; t))Ã°° = 0
for each Ã 2 H1(RN ). By virtue of (3.23) we can compute as follows:¯¯
1¡ jx¡ a(t)jV n0 (x; t)
¯¯
=
¯¯jx¡ an(t)j2 + "2n ¡ jx¡ a(t)j2¯¯pjx¡ an(t)j2 + "2n + jx¡ a(t)jV n0 (x; t)
· "npjx¡ an(t)j2 + "2n + jx¡ a(t)j ¢ "nV n0 (x; t)
+
jx¡ an(t)j+ jx¡ a(t)jpjx¡ an(t)j2 + "2n + jx¡ a(t)j ¢ jan(t)¡ a(t)jV n0 (x; t)
· "n
³
1 + 4®1 + 4
°°°d2a
dt2
°°°´jx¡ an(t)j¡1:
Therefore (3.24) is a consequence of the Hardy inequality:°°¡1¡ jx¡ a(t)jV n0 (x; t)¢Ã°°
· 2"n
N ¡ 2
³
1 + 4®1 + 4
°°°d2a
dt2
°°°´krÃk ! 0 as n!1:
(c) and (d) are a consequence of the properties of molliﬁer ³" and cut-oﬀ
function ´".
Thus u is a solution to problem (SE) in the sense of distribution satisfying
(3.22). The energy estimate (1.7) is a consequence of (3.5) and the weak¤-
convergence of fung. Now (1.7) guarantees the uniqueness. In fact, let u and
v be strong solutions to (SE) with respective initial values u0 and v0. Then
(1.7) yields that ku(t)¡ v(t)kH2\H2 · C0ku0 ¡ v0kH2\H2 .
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It remains to derive the continuity of u as in (1.1) and (1.2). We see from
u 2W 1;1(0; T ;L2(RN )) that
(3.25) u 2 C([0; T ];L2(RN ));
more precisely, u is Lipschitz continuous on [0; T ]. Since k∆uk, khxi2uk are
bounded on [0; T ] and H2(RN ) \ H2(RN ) is dense in L2(RN ), we can show
that ¡∆u, hxi2u 2 Cw([0; T ];L2(RN )). It turns out that
u 2 Cw([0; T ];H2(RN ) \H2(RN )):
Finally, (3.25) implies together with u 2 L1(0; T ;H2(RN ) \H2(RN )) that
u 2 C([0; T ];H1(RN ) \H1(RN )):
This completes the proof of Theorem 1.2.
Acknowledgments
The authors want to thank the referee for reading their manuscript carefully.
Especially a lot of comments are helpful to make it as simple as possible.
References
[1] L. Baudouin, O. Kavian and J.-P. Puel, Regularity for a Schro¨dinger equation
with singular potentials and application to bilinear optimal control, J. Diﬀerential
Equations 216 (2005), 188–222.
[2] H. Bre´zis, “Ope´rateur maximaux monotones et semi-groups de contractions dans
les espaces de Hilbert”, Mathematics Studies 5, North-Holland, Amsterdam,
1973.
[3] H. Bre´zis, “Analyse Fonctionnelle, The´orie et Applications”, Masson, Paris,
1983.
[4] D. Fujiwara, Remarks on the convergence of the Feynman path integrals, Duke.
Math. J. 47 (1980), 559–600.
[5] T. Kato, Nonlinear semigroups and evolution equations, J. Math. Soc. Japan
19 (1967), 508–520.
[6] T. Kato, Linear evolution equations of “hyperbolic” type, J. Fac. Sci. Univ.
Tokyo, Sec. I. 17 (1970), 241–258.
[7] T. Kato, Linear evolution equations of “hyperbolic” type, II, J. Math. Soc. Japan
25 (1973), 648–666.
176 N. OKAZAWA, T. YOKOTA AND K. YOSHII
[8] T. Kato, “Perturbation Theory for Linear Operators”, 2nd ed., Berlin and New
York, Springer, 1976.
[9] J. L. Lions, “Quelques Me´thodes de Re´solution des Proble`mes aux Limites Non
Line´aires,” Dunod, Paris, 1969.
[10] N. Okazawa, Remarks on linear evolution equations of hyperbolic type in Hilbert
space, Adv. Math. Sci. Appl. 8 (1998), 399–423.
[11] U. Wu¨ller, Existence of the time evolution for Schro¨dinger operators with time
dependent singular potentials, Ann. Inst. H. Poincare´ Phys. The´or. 44 (1986),
155–171.
[12] K.Yajima, Existence of solutions for Schro¨dinger evolution equations, Commun.
Math. Phys. 110 (1987), 415–426.
[13] K.Yajima, On time dependent Schro¨dinger equations, Dispersive Nonlinear
Problems in Mathematical Physics, 267–329, Quaderni di Matematica, 15, Dept.
Math., Seconda Univ. Napoli, Caserta, 2004.
[14] K.Yajima and G. Zhang, Smoothing property for Schro¨dinger equations with
potential superquadratic at infinity, Commun. Math. Phys. 221 (2001), 573–590.
Noboru Okazawa, Tomomi Yokota, Kentarou Yoshii
Department of Mathematics, Science University of Tokyo
Kagurazaka 1-3, Shinjuku-ku, Tokyo 162-8601, Japan
E-mail : okazawa@ma.kagu.tus.ac.jp
E-mail : yokota@rs.kagu.tus.ac.jp
E-mail : j1108703@ed.kagu.tus.ac.jp
