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ABSTRACT
We assess the case for a decline in the use of survey data in the social 
sciences during a period in which conventional survey research has faced 
existential challenges to its ongoing feasibility and growing competition 
from new forms of ‘Big Data’. Presser (1983) and Converse (1987) 
undertook content analysis of articles published in a set of leading social 
science journals, finding a trend of increasing the use of survey data 
between 1939 and 1980. In an extension of Presser’s analysis to the mid- 
1990s, Saris and Gallhofer (2007) found a further small increase in the rate 
of survey use, though with notable variability across disciplines. We 
update these studies to include the period 2014 to 2015. While our 
analysis reveals the emergence of a small proportion of articles using 
Big Data, we find no evidence of a concomitant decline in the use of 
survey data. On the contrary, the use of surveys increased, being used in 
nearly half of all published articles in this set of journals in 2014/15 and, 
where articles reported using Big Data, many of them also used survey 
data. Additionally, we find a substantial increase in the use of secondary 
survey data over the reference period.
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Introduction
There can be little doubt that the sample survey constituted the pre-eminent social science research 
method of the twentieth century (Presser, 1984; Savage, 2010). Emerging in the 1930s out of the 
confluence of social reform movements, innovations in random sampling, and the nascent market 
research industry, the survey provided a powerful new tool for describing and understanding 
individual behavior and population dynamics (Ayrton, 2017; Converse, 1987). Professionalization 
and expansion flowed from technical and methodological developments that came in response to 
the information demands of the second world war. This period also produced a cadre of talented 
survey practitioners who emerged from military research centres to establish pioneering survey 
institutes across the United States (Converse, 1987). By the latter decades of the twentieth century, 
these developments in the US had spread internationally and the survey attained near-hegemonic 
status as the methodological vehicle of choice in quantitative social science (Groves, 2011; Savage, 
2010).
Despite, or perhaps because of its dominant status, the survey has faced sustained criticism 
relating to, inter alia, its positivist epistemological orientation (Blumer, 1955), the separation of 
respondents from their social contexts (Cicourel, 1964), and the over-reliance on error-prone 
subjective self-reports (Nisbett & Wilson, 1977). However, by the 1990s and 2000s more existential 
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challenges were evident, threatening as some saw it, the long-term viability of the method itself 
(Groves, 2011; Savage & Burrows, 2009). In particular, sharply rising costs and declining response 
rates meant that surveys were perceived to be offering population inference of uncertain accuracy at 
a snail’s pace and at eye-watering prices (Miller, 2017).
As survey commissioners and consumers questioned the cost-effectiveness of the conventional 
survey, excitement was growing about the potential research applications of the new forms of data 
that were emerging from the growth of the Internet and the use of online digital devices (Cukier & 
Mayer-Schoenberger, 2013). Most notable in this regard was the increasing availability of passively 
‘given off’ transactional and sensor data, digital traces from social media users, and vast online 
archives of textual and visual data, the so-called ‘Big Data revolution’ (Kolb & Kolb, 2013). When 
this kind of ‘organic’ data covering entire populations was becoming ever more readily available, 
often in real time and for free, what need was there for out-moded and expensive sample surveys 
with single-digit response rates? For some, these new forms of data portended the demise of the 
ailing survey method (Savage & Burrows, 2007, 2009).
Others, though, were more sanguine about the implications of these developments for the 
future of survey research, seeing the Big Data revolution as an opportunity rather than 
a threat. Pointing to many of the inherent limitations of Big Data for addressing social 
scientific research questions, Couper (2013) for example, argued that these new forms of 
data were likely to complement rather than replace surveys. Or, as Groves put it, ‘the biggest 
payoff will lie in new combinations of designed data and organic data, not in one type alone’ 
(Groves, 2011, p. 896).
So, are we witnessing the beginning of the end of the survey, or a period of revitalised growth? In 
this research note, we assess the evidence for a decline in the use of survey data by extending 
previous analyses of its prevalence in the social sciences over time. Presser (1984) analysed the 
frequency of use of survey data in articles published in a set of top-ranking social science journals 
between 1949 and 1980. This time-series was subsequently extended backward to 1939 by Converse 
(1987) and forward to 1995 by Saris and Gallhofer (2007). The headline trend from these analyses 
showed surveys accounting for an increasing proportion of published articles, growing from 14% in 
1939 to 36% in 1995, though following an initially rapid increase, growth had largely stabilised by 
1965. This overall average, however, masked considerable variability between disciplines, with 
particularly marked growth in the use of surveys in sociology and social psychology over the 
period. In addition to updating the time series of survey data use in these journals to 2015, we 
also assess the extent to which analysis of Big Data is evident and examine whether new forms of 
digital data are used in isolation or, as Groves (2011) and Couper (2013) suggest, in combination 
with surveys.
Method
We content analysed all 1451 articles published in the same set of journals considered by Presser 
(1984), Converse (1987) and Saris and Gallhofer (2007) in the years 2014 and 2015. The journals, 
the number of articles published in each and their Google Scholar H5 Index rank are shown in 
Table 1. Presser selected these particular journals on the basis that they were, by his assessment, the 
highest-ranking general journals within each major social science discipline at the time. While some 
of the journals are now outside the top 10, they remain amongst the most important in each 
disciplinary area. It is clear that these journals do not provide anything like comprehensive coverage 
of all academic social science, nor of any of the individual disciplines. The results of these analyses 
then should be treated as indicative of the content of top-ranking general journals, rather than as 
representative of all academic research in the social sciences.
A team of seven coders coded the articles, first according to whether or not empirical data were 
used and, for the subset of empirical articles, whether the data and analysis were quantitative, 
qualitative, or used mixed methods. Quantitative articles1 were further coded according to whether 
2 P. STURGIS AND R. LUFF
the article used one of the four broad data types: survey; administrative; census; or Big Data. For 
articles using survey data, a further code was applied to denote whether the survey was designed and 
administered by the authors of the paper (primary data) or was an analysis of an existing survey 
collected by other researchers (secondary data). Following Presser (1984), surveys were defined as 
any data collection operation that gathers information from a sample of humans by means of 
a questionnaire, irrespective of the sampling method or mode of data collection. Articles were 
coded as using Big Data when they reported analysis of large-scale transactional data sets, survey 
paradata, social media data, or large corpuses of textual data (Couper, 2013; Groves, 2011).
Each coder was allocated approximately 250 articles by stratified, systematic random allocation. 
If a coder was unsure how to code an article, it was referred to the authors (of this note) for 
resolution. A random sample of 49 articles was coded by all seven coders in order to assess 
reliability. This showed the average pairwise agreement to be 87% with a Cohen’s Kappa of 0.70, 
indicating moderate to strong agreement (Krippendorff, 2004).
Results
A total of 88% of articles published in the selected journals in 2014/15 were empirical in nature, with 
the highest rate of non-empirical articles found in economics (20%) and political science (18%) with 
much smaller minorities in sociology (3%) and public opinion (2%) and none at all in social 
psychology. Nearly all empirical articles in economics (98%) and public opinion (97%) used 
quantitative data, followed by political science (87%), sociology (80%) and social psychology 
(73%). Table 2 shows the proportion of articles in each discipline that used survey data in 2014/ 
15 alongside the corresponding figures from Presser, Converse, and Saris and Galhofer.2
The percentage of articles that reported using survey data in 2014/15 was 43%, an increase of 
7 percentage points compared to 15 years previously. This ranged from a high of 84% in public 
opinion to a low of 25% in economics, with political science (34%), sociology (50%), and social 
psychology (69%) in between these upper and lower bounds. In all disciplinary areas except public 
Table 1. Journals used in the analysis, their discipline, ranking and number of articles.
Discipline Journal Disciplinary ranking* Number of Articles
Economics American Economic Review 1 263
Journal of Political Economy 7 61
The Review of Economics and Statistics 10 149
Sociology American Sociological Review 1 94
American Journal of Sociology 8 67
Social Forces 11 124
Political Science American Journal of Political Science 1 119
American Political Science Review 2 99
Journal of Politics 4 156
Social Psychology Journal of Personality and Social Psychology 1 236
Public Opinion Public Opinion Quarterly 15 83
*H5 Google Index Ranking.
Table 2. Proportion of published articles using survey data by discipline and year.
Discipline 1939–40 1949–50 1964–65 1979–80 1994–95 2014–15
Sociology 18% (277) 24% (282) 55% (259) 56% (285) 47% (287) 50% (285)
Political Science 3% (113) 3% (114) 19% (160) 35% (203) 27% (303) 34% (374)
Economics 10% (175) 6% (141) 33% (155) 29% (317) 20% (461) 25% (473)
Social Psychology 21% (34) 22% (59) 15% (233) 21% (377) 49% (347) 69% (236)
Public Opinion 28% (51) 43% (86) 56% (61) 91% (53) 90% (46) 84% (83)












Data for 1939–40 compiled by Converse (1987), 1949–80 by Presser (1983) and 1994–5 by Saris and Gallhofer (2007).
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opinion, there was an increase in the rate of survey data use compared to the mid-1990s. We find no 
evidence here, then, of a decline in the use of survey data across these social science disciplines. 
Indeed, this evidence points to a growing reliance on surveys 20 years after the introduction of the 
World Wide Web, with surveys now used in nearly half of published articles in these leading 
journals.
That surveys were highly prevalent in these journals in 2014/15 does not preclude the possibility 
that social scientists were also starting to use Big Data. Table 3 shows the percentage of articles in 
each discipline using different kinds of quantitative data (the base for Table 3 is now all articles 
using quantitative data). Here we see evidence of the entrance of Big Data into mainstream social 
science, with articles using Big Data published in all disciplinary areas, representing 3% of all 
articles. The use of administrative data, at 47%, is at approximately the same level as surveys, with 
political science and economics showing notably high rates of administrative data use, at 74% and 
58%, respectively. There is some disagreement, given its longstanding history of use in the social 
sciences, about whether administrative data should be included under the heading of Big Data 
(Japec et al., 2015) and we have treated it as a separate category here. Nonetheless, it seems likely 
that at least part of this body of research constitutes a departure from more conventional kinds of 
administrative data and, therefore, constitutes further evidence of the penetration of Big Data in the 
social sciences. Turning to the question of whether new forms of data are used on their own or in 
combination with surveys, we find that, of the 597 papers that used administrative data, a quarter 
(24%) also used survey data, while the corresponding figure for articles using Big Data was 
a third (34%).
Lastly, we consider whether published articles used primary or secondary survey data. Figure 1 
shows the proportion using secondary survey data in each year, using Presser’s (1984) estimates for 
the period 1949 to 1980. A clear growth in the use of secondary survey data is evident over this time 
frame, with a marked increase in the most recent period, amounting to 62% of all survey-based 
articles using secondary data in 2014–15 compared to 33% in 1949–50.
Discussion
In their provocative 2007 article, Savage and Burrows proposed that the dominance of the survey as 
the pre-eminent form of data in the social sciences was in imminent danger of being usurped by 
new forms of digital transactional data. Indeed, they even warned that those relying on surveys to 
conduct research ‘might want to reflect on whether this might leave them exposed to margin-
alisation or even redundancy.’ (pp.892). The analyses we have presented here provide little support 
for this rather apocalyptic vision. Building on existing content analyses of articles published in a set 
of leading social science journals (Converse, 1987; Presser, 1984; Saris & Gallhofer, 2007), we find 
evidence of the emergence in 2014/15 of studies using Big Data, such as social media, transactional, 
sensor, and textual data. While such articles constituted only a small minority of the total output, it 
seems reasonable to expect the rate to increase in the future. Be that as it may, we currently find no 
support for the idea that these new kinds of data pose a threat to the longstanding dominance of 
surveys. This is because the frequency of articles using survey data has continued to grow, even as 
publications using Big Data have started to emerge. An additional off-setting factor is that, where 
Table 3. Different types of quantitative data by discipline, 2014–2015.
Discipline Survey Admin Census Big data n
Sociology 51% 42% 16% 4% 277
Political Sciences 41% 58% 9% 4% 308
Economics 32% 74% 19% 3% 374
Social Psychology 69% 5% 0% 2% 235
Public Opinion 86% 16% 3% 5% 81
TOTAL 49% 47% 11% 3% 1275
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scholars have made use of Big Data, it is common for this to be done in conjunction with survey 
data, rather than in isolation. This, then, serves as partial confirmation of the contentions of Groves 
(2011) and Couper (2013) that the analytical power of big data is enhanced by combining it with 
representative survey data (see also Japec et al., 2015).
An additional trend of note is an increasing reliance on secondary survey data in published 
academic articles. It is difficult to say exactly why this trend has emerged, although it may have 
resulted, at least in part, from increasing costs of fieldwork rendering bespoke data collection 
exercises more difficult to support and justify. In this sense, while increasing costs may be limiting 
the number of high-quality random surveys that are carried out, it is not reducing the frequency 
with which such surveys are analysed.
It is necessary to acknowledge the limitations of our empirical strategy, particularly with regard to 
our ability to generalise these estimates of data use from this set of journals to the wider universe of 
social science research output (Platt, 2016). The journals we have focused on were, in effect, proscribed 
by the choices of the scholars who preceded us in this endeavour and there can be little doubt that an 
approach based on the selection of articles via stratified random sampling would yield a more 
representative sample of outputs. In particular, it seems likely that the journals originally selected by 
Stanley Presser in 1984 over-represent quantitative articles relative to qualitative and theoretical 
pieces. They are also likely to under-represent articles using Big Data which we would expect to be 
concentrated, initially at least, in more specialist journals. Nonetheless, despite these limitations, it 
seems clear that the survey retained its position as the pre-eminent form of data in leading social 
science journals as recently as 2015 and, insofar as social scientists are turning to Big Data to address 
substantive questions, this is often done as a complement rather than as an alternative to surveys.
Notes
1. Sub-codes were also applied to qualitative and mixed-methods articles but we do not describe them here.
2. Saris and Gallhofer (2007) provide two sets of figures for 1994/5, one set which codes all articles citing 
statistical bureaus as using survey data and a second set which bases the coding on whether the article reported 
using survey data. We use the latter set of figures in Table 2.
Figure 1. Rates of secondary analysis of survey data in published articles 1949 to 2015.
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