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ABSTRACT OF THE DISSERTATION
New Applications of the Nearest-Neighbor Chain Algorithm
By
Nil Mamano Grande
Doctor of Philosophy in Computer Science
University of California, Irvine, 2019
Professor Michael T. Goodrich, Chair
The nearest-neighbor chain algorithm was proposed in the eighties as a way to speed up certain
hierarchical clustering algorithms. In the first part of the dissertation, we show that its application is
not limited to clustering. We apply it to a variety of geometric and combinatorial problems. In each
case, we show that the nearest-neighbor chain algorithm finds the same solution as a preexistent
greedy algorithm, but often with an improved runtime. We obtain speedups over greedy algorithms
for Euclidean TSP, Steiner TSP in planar graphs, straight skeletons, a geometric coverage problem,
and three stable matching models.
In the second part, we study the stable-matching Voronoi diagram, a type of plane partition which
combines properties of stable matchings and Voronoi diagrams. We propose political redistricting
as an application. We also show that it is impossible to compute this diagram in an algebraic model
of computation, and give three algorithmic approaches to overcome this obstacle. One of them is
based on the nearest-neighbor chain algorithm, linking the two parts together.
xii
Chapter 1
Introduction
Algorithm design is a core discipline in computer science that deals with finding the most efficient
way to solve computational problems. There are several standard design paradigms, such as divide-
and-conquer, dynamic programming, and greedy algorithms. In this work, we consider a spin
on the greedy algorithm paradigm. We propose a fairly general technique for converting greedy
algorithms into a new type of algorithms which we call local greedy algorithms. We show that,
under some conditions, the local greedy algorithm finds the same solution as the greedy algorithm,
but with the additional advantage that it can be implemented more efficiently. Chapter 2 focuses on
proving the equivalence between greedy and local greedy algorithms, which we call global–local
equivalence. Since it does not hold for every greedy algorithm, we characterize the necessary
conditions.
To implement local greedy algorithms efficiently, we adapt an existing algorithm known as the
nearest-neighbor chain algorithm. This algorithm was proposed in the eighties as a way to speed
up certain agglomerative hierarchical clustering algorithms [24,121]. We show that its application
is not limited to clustering. Instead, its prior use in clustering can be seen as a special case of
local greedy. In Chapter 3, we use it to speed up greedy algorithms for a variety of geometric and
1
combinatorial problems. For each problem, we show that the nearest-neighbor chain algorithm
finds the same solution as a preexisting greedy algorithm, but often with an improved runtime.
We also consider local greedy algorithms for the stable matching problem, a problem that origi-
nated in market design [97]. It is well known that the stable matching problem cannot be solved by
a greedy algorithm. Nonetheless, in Chapter 4 we identify a special case, which we call symmetric
stable matching, and show that it can be solved by a greedy algorithm. We then show global–local
equivalence for this greedy algorithm, and propose nearest-neighbor chain algorithms for three
special cases.
Chapter 5 describes a new data structure that we use in some of our nearest-neighbor chain al-
gorithms. This data structure adapts the notion of dynamic nearest neighbors from the geometric
domain to a graph-based setting. It has other interesting applications, such as matching nearby
drivers and riders in a private-driver service.
In Chapter 6, we study stable-matching Voronoi diagrams, a type of plane partition introduced
by Hoffman et al. [113] which combines properties of stable matchings and Voronoi diagrams.
We analyze their combinatorial complexity and propose algorithms to compute them. Since it
is impossible to compute these diagrams exactly in an algebraic model of computation, we give
three algorithmic approaches to overcome this obstacle. One of them is based on symmetric stable
matching and the nearest-neighbor chain algorithm.
Finally, Chapter 7 deals with one of the applications of stable-matching Voronoi diagrams: political
redistricting. This is the problem of partitioning a territory into districts with balanced population
and compact shapes. We propose a solution inspired by the concept of stable matchings and test it
empirically with geographic data.
2
1.1 Greedy algorithms
The greedy strategy is one of the most ubiquitous algorithm design paradigms (e.g., see [61,104]).
Greedy algorithms can be used for a broad class of optimization problems, but with some elements
in common. The input consists of a set of mathematical objects of some kind. They can be points
in a metric space, nodes in a graph, strings, and so on. The inputs elements can be arranged into
solutions. The structure of a solution may vary depending on the problem. Perhaps we need to
select a subset of the input elements, order them, or group them in some fashion. Each problem
is characterized by two things. First, a criteria that determines which solutions are valid. For
instance, in a setting where solutions are subsets of the input elements, not every possible subset
is necessarily a valid solution. Second, an objective function among valid solutions. The goal is to
find a valid solution optimizing the objective function.
Let us look at a classic example, the maximum-weight matching problem [19, 72, 146, 162]:
Problem 1 (Maximum-weight matching). Given an undirected graph with positively-weighted
edges, find a maximum-weight matching. A matching is a subset of edges such that each vertex is
adjacent to at most one edge in the subset. The weight of a matching is the sum of the weights of
its edges.
Greedy algorithms are often employed for this kind of combinatorial problems because they have
an exponential number of potential solutions. For instance, the number of different subsets of a
set of n elements is 2n, while the number of orderings is n!. Thus, a naive exhaustive search is
prohibitively expensive.
The greedy algorithm approach is to construct a solution one component at a time. At each step, we
consider a set of legal choices that allow us to make progress towards a solution. Among those, we
choose the one that seems best according to a heuristic evaluation function. This function, which
the algorithm designer must devise, should evaluate the utility of each choice, i.e., how “desirable”
3
the choice appears in terms of reaching a good solution. Using the right evaluation function is key
for the success of a greedy algorithm. The name greedy comes from the fact that once a choice is
made, that choice is permanent; in algorithmic terms, there is no backtracking. Given its nature,
a greedy algorithm should only consider “legal” choices in the sense that they should always lead
to a final solution that is valid. However, a choice that seem best at an early stage (according to
the evaluation function) may turn out to be suboptimal. This is why, in general, greedy algorithms
are not guaranteed to find the optimal solution. Even when a greedy algorithm is not optimal,
it is sometimes possible to prove an approximation ratio, i.e., prove that the quality of the greedy
solution is within a certain factor of the optimal one. For background on approximation algorithms,
see [182].
In the maximum-weight matching example (Problem 1), a greedy algorithm constructs a match-
ing one edge at a time. At each step, it chooses the edge with the maximum weight among the
valid edges. An edge is valid if neither of its endpoints is adjacent to an edge that has already
been selected. While this greedy algorithm is not optimal, the weight of the resulting matching
is at least half the weight of the optimal one [19]. This greedy algorithm is of practical interest
because of its simplicity, as optimal algorithms for the maximum-weight matching problem can be
intricate [146].
1.2 Local greedy
So far, we have been vague about the problems where we can use greedy algorithms. However, it is
clear from the informal description that, in order to design a greedy algorithm, only two elements
are necessary: first, a way to construct a valid solution by making a sequence of choices. Second,
an evaluation function to rank the choices at each step.
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We propose a variant of the greedy strategy that can also be applied to problems with these two
elements. We call the resulting algorithms local greedy algorithms. In fact, the set of choices
and the evaluation function of the local greedy algorithms will often be borrowed from preexisting
greedy algorithms.
As in a greedy algorithm, a local greedy algorithm constructs a solution by making an irrevocable
choice at each step. However, we relax the condition that we must pick the best choice at each
step. In order to define the new criteria for picking a choice, we need one more ingredient. We
need a notion of interaction between the available choices at each step. Two choices can interact in
two ways. First, in terms of validity: often, making a choice means that another choice stops being
compatible with a valid solution. Choices can also interact in terms of utility: making a choice
might make another one less or more desirable according to the evaluation function. Not all pairs
of choices necessarily interact.
For instance, in the greedy algorithm for maximum-weight matching, when we pick an edge, all
the edges that share an endpoint with it become invalid. Generally speaking, the interactions
depend on the problem and the evaluation function. The interaction between the choices defines
an interaction graph: a graph with the set of valid choices as nodes and where edges represent
interaction. This graph is formalized in Chapter 2.
Given the interaction graph, we can define the local greedy algorithm. For simplicity, assume that
there are no ties in the evaluations of the choices. We call the choice with the highest evalua-
tion globally dominant. We call a choice locally dominant if it has a higher evaluation than its
neighbors in the interaction graph. Whereas the standard greedy algorithm makes the globally-
dominant choice at each step, local greedy makes any locally-dominant choice. Note that there
is a unique globally-dominant choice, while there can be multiple locally-dominant ones. The
globally-dominant choice is also locally dominant, but the converse is not necessarily true. Hence-
forth, we refer to the standard greedy algorithm global greedy (GG) to distinguish it from local
greedy (LG).
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Even if GG and LG operate over the same set of choices and with the same evaluation function,
they have two remarkable differences: first, local greedy is non-deterministic. If there are multiple
locally-dominant choices, any of them can be chosen. Thus, one can entertain different strategies
for finding locally-dominant choices. In fact, GG is one such strategy, since GG is a special case
of LG. The second difference, naturally, is its locality: to implement GG, one needs to know every
choice in order to determine the globally-dominant one. In contrast, LG can make a choice while
being only aware of its neighbors.
Definition 1.1 (Local greedy algorithm for maximum-weight matching). Given an undirected
graph with uniquely- and positively-weighted edges, the local greedy algorithm constructs a match-
ing by repeatedly choosing a locally-dominant edge. An edge {u, v} is locally dominant if none
of its neighboring edges (edges incident to u or v) are in the matching and {u, v} is heavier than
all of them. The constructed matching is returned when no more edges can be added.
For some problems, the interaction graph may just be a complete graph. In such cases, LG becomes
GG, so the distinction is inconsequential. For instance, consider a problem where we have to
choose a subset of elements under a cardinality constraint that says that the solution cannot exceed
a certain size. In this case, every element interacts with every other element because they all
contribute to the size of the solution. We focus on problems where the interaction graph is not a
complete graph.
1.3 Global–local equivalence
At first glance, local greedy seems like a downgrade from global greedy. When both operate over
the same set of choices and with the same evaluation function, at best, the choices of local greedy
are as good as those of global greedy, but they can also be worse (according to the evaluation func-
tion). Our line of work begins with a perhaps unexpected observation: for many greedy algorithms,
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local greedy produces the same solution as global greedy. This is known in the context of specific
problems such as maximum-weight matching (see Figure 1.1), but, to our knowledge, has not been
studied as a general phenomenon (see Chapter 2 for further discussion on related work). We coin
the term global–local equivalence (GLE) for greedy algorithms with this property. A consequence
of global–local equivalence is that every run of local greedy produces the same solution, the global
greedy solution, regardless of the order in which the choices are made.
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Figure 1.1: The matching and selection order found by global greedy and a possible run of local
greedy for the maximum-weight matching problem for the graph on the left.
Global–local equivalence is a valuable property because any guarantee about the GG solution car-
ries over to the solution found by LG. In particular, if GLE holds, LG achieves the same approxi-
mation ratio as GG. Our objective is to answer two main questions: which greedy algorithms have
global–local equivalence? for these greedy algorithms, how can we exploit the locality of local
greedy to improve the runtime?
As mentioned, there may be different strategies for implementing local greedy, as it does not spec-
ify how to choose between locally-dominant choices. This is analogous to how there are several
ways to implement the Ford–Fulkerson algorithm [91] for the maximum flow problem, such as
the Edmonds–Karp algorithm [75]. The Ford–Fulkerson algorithm says to choose an augmenting
path, but does not specify how. Nonetheless, regardless of the order in which augmenting paths
are chosen, the final computed flow is always the same. Likewise, if GLE holds, the final solution
computed by any implementation of local greedy will be the same.
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Our main approach for implementing local greedy is inspired by an algorithm from agglomerative
hierarchical clustering: the nearest-neighbor chain algorithm. Next, we review it in its original
context.
1.4 Background
1.4.1 Hierarchical clustering
Hierarchical clustering deals with the organization of data into hierarchies. Given a set of points,
the agglomerative hierarchical clustering problem is defined procedurally as follows: each point
starts as a base cluster (a cluster is a set of points). Then, a hierarchy of clusters is constructed
by repeatedly merging the two closest clusters into a single one until there is only one cluster left.
This creates a hierarchy where any two clusters are either nested or disjoint. A key component
of hierarchical clustering is the function used to measure distances between clusters. Popular
metrics include minimum distance (also known as single linkage), maximum distance (or complete
linkage), and centroid distance [151, 152].
The agglomerative hierarchical clustering problem relates to our framework as follows. The pro-
cess of repeatedly merging the closest pair of clusters corresponds to a global greedy algorithm; at
each step, we merge a pair of clusters, so our pool of choices is the set of pairs of clusters. The
globally-dominant choice is the closest pair. We can also define local greedy. We say two choices
(i.e., two pairs of clusters) interact if they have a cluster in common. They interact because if
clusters A and B are merged, the pair {B,C} becomes invalid, as the cluster B becomes part of
another cluster and cannot be merged individually with C. Conversely, if two pairs do not share a
cluster, they do not interact: whether A and B are merged does not affect whether C and D can be
merged nor the distance between C and D. A pair of clusters {A,B} is locally dominant if their
distance is minimum among any pair containing A or B. Equivalently, two clusters A and B are
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locally dominant if they are mutual nearest neighbors (MNN), that is, they are the nearest neighbor
of each other.
With this definition, local greedy is the algorithm that repeatedly merges any pair of MNN. Clearly,
this may merge clusters in a different order that the standard global greedy procedure. Does global–
local equivalence hold? It turns out that GLE holds if and only if the cluster distance satisfies a
property called reducibility [39, 40, 150].
Definition 1.2 (Reducibility in agglomerative hierarchical clustering). A cluster distance d(·, ·) is
reducible if for any three clusters A,B, and C such that A and B are mutual nearest neighbors,
d(A ∪B,C) ≥ min (d(A,C), d(B,C)).
In words, the new cluster A∪B resulting from merging A andB is not closer to other clusters than
both A and B were. The relevance of this property is that, if, say, C and D are MNN, merging A
and B does not break that relationship (Lemma 1.3).
Lemma 1.3 ([150]). If the cluster-distance metric is reducible, any pair of clusters that are or
become mutual nearest neighbors during the execution of local greedy remain mutual nearest
neighbors until they are merged together.
The consequence of Lemma 1.3 is that MNN can be merged in any order and produce the same
result (see [150] for a complete proof).
Many commonly used cluster-distance metrics are reducible, including minimum, maximum, and
average distance, but others such as centroid and median distance are not [150,152]. For example,
it is easy to see that the minimum-distance metric (single-linkage) is reducible. This distance is
defined as the minimum distance between a point in one cluster and a point in the other. Let A,B,
and C be clusters. Single-linkage satisfies Definition 1.2 because the point in A ∪ B realizing the
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minimum distance to a point in C is one of the points in either A or B. Thus, d(A ∪ B,C) =
min (d(A,C), d(B,C)), which satisfies the definition.
To see that reducibility is the key for GLE, Figure 1.2 illustrates an instance where GG and LG
find different solutions with centroid distance. The centroid of a cluster is the point such that each
coordinate is the average of that coordinate among all the points in the cluster. The points a and b
in Figure 1.2 are the closest pair, while c and d are MNN. We can see that there is no reducibility
because the centroid of c and d is closer to b than c and d are. In fact, it is closer to b than a, so, if
LG starts merging c and d, the resulting hierarchies are different.
Global greedy Local greedy
a b
c
d
Figure 1.2: The hierarchies found by global greedy and a possible run of local greedy for the point
set on the left, using centroid distance. The centroids of the inner clusters are indicated with red
crosses.
1.4.2 Nearest-neighbor chain algorithm
The work on agglomerative hierarchical clustering also provides an algorithm to exploit global–
local equivalence, the nearest-neighbor chain algorithm (NNC) [24, 121]. For extra background
on NNC for hierarchical clustering, see [150, 151].
For simplicity, assume that there are no ties in the distances between clusters. The basic idea
of NNC (Algorithm 1) is to maintain a stack1, called the chain, of clusters. The first cluster is
arbitrary. The chain is always extended with the nearest neighbor (NN) of the current cluster at
1A stack is a data structure where the last element inserted is the first element removed.
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the top of the chain. Consequently, the distances between pairs of consecutive clusters in the chain
keeps decreasing. Thus, no repeated clusters can occur, and the chain remains acyclic. Eventually,
the chain reaches a pair of MNN, say, A and B. At this point, A and B are merged and removed
from the chain. Crucially, after the merge happens, the rest of the chain is not discarded. Let C be
one of the clusters that remain in the chain except the last one. Due to reducibility, the new cluster
A∪B that results from the merge ofA andB is not the NN of C. This is because reducibility states
that the new cluster is not closer to C than one of A and B were, and neither A nor B were the
NN of C. Thus, after the merge, the chain is still a chain of nearest neighbors: every cluster that
remains in the chain is followed by its NN except the last one, which is not followed by anyone.
The process continues from the new top of the chain.
Algorithm 1 Original nearest-neighbor chain algorithm for agglomerative hierarchical clustering.
Initialize an empty stack (the chain).
Initialize a base cluster for each input point.
while there is more than one cluster do
if the chain is empty then
Add an arbitrary cluster to it.
else
Let A be the cluster at the top of the chain.
Find the NN B of A.
if B is not in the chain then
Add B to the chain.
else . B must be the cluster immediately before A.
Merge A and B into a single cluster.
Remove A and B from the chain.
Runtime analysis. The most expensive part of NNC is the nearest-neighbor computations. Thus,
we analyze the algorithm in terms of the number of NN computations needed as a function of the
number of input points, n. Since there is one computation per iteration of the main loop (except
when the chain is empty, in which case there are none) this amounts to counting the number of
iterations. Let T (n) be the cost of a NN computation.
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Each merge reduces the number of clusters by 1, so there are n − 1 merges in total. Note that,
for certain inputs, we could end up with a chain containing all the base clusters, so it may take
O(nT (n)) time just to find the first pair of MNN and do the first merge. This suggests a runtime
of O(n2T (n)) to do all n− 1 merges. However, thanks to not discarding the chain, we can see that
the total runtime is only O(nT (n)).
Each iteration either adds a cluster to the chain or merges a pair of clusters. The number of
iterations of the latter type is clearly n− 1. We only need to bound the number of iterations where
a cluster is added to the chain. There are 2n − 1 different clusters throughout the algorithm: n
base ones and n− 1 that result from merges. Each cluster goes through the following life cycle: it
comes to existence either as a base cluster or as a result of a merge. Eventually, it is added to the
chain (except the very last cluster). Then, it remains in the chain until it is merged and becomes
part of some other cluster. Thus, each of the 2n − 2 clusters that are not the last one are added to
the chain exactly once. Combining the two types of iterations, there are 3n− 3 iterations in total.
It follows that the runtime is O(nT (n)).
The runtime analysis of the nearest-neighbor chain algorithm (Algorithm 1) is relevant to our
work because in Chapter 3 we give many NNC-inspired algorithms, and they all follow a similar
analysis. In particular, they all finish in a linear number of iterations. However, since we will deal
with different types of mathematical objects, the cost of a NN computation, T (n), may differ from
case to case.
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Chapter 2
Global–Local Equivalence
We use the term global–local equivalence (GLE) to describe the fact that, for many greedy algo-
rithms for optimization problems, a local greedy algorithm (LG) outputs the same solution as the
normal greedy algorithm, which we call global greedy (GG). In this section, we prove GLE for
several greedy algorithms of interest. To do this, we use a technique for proving GLE that we call
the “hybrid method”. In Chapter 3, we show how to implement LG for these problems by adapting
the concept of nearest-neighbor chains.
Prior work. Global–local equivalence is known for greedy algorithms for graph problems such
as maximum-weight matching [112], b-edge cover [129]2, and minimum dominating set [138]. In
these prior works, GLE is exploited to design parallel and distributed algorithms. Global–local
equivalence for these problems is a direct consequence of Theorem 2.9 in this chapter, but these
prior works prove GLE for their specific greedy algorithms directly without pointing to any prior
result along the lines of Theorem 2.9. To our knowledge, these results have not been connected in
a single framework before.
2We adopt the term “locally dominant” from their paper.
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As mentioned in Section 1.4.1, GLE is also known for agglomerative hierarchical clustering.
Mu¨llner [150] proved global–local equivalence in the context of agglomerative hierarchical cluster-
ing for reducible cluster distances, and introduced what we call the hybrid method in that setting.3
Maximum-weight matching. To motivate the hybrid method, first we give a simple proof of
global–local equivalence for maximum-weight matching (Problem 1). A proof in the context of
distributed protocols is given in [112]. Preis [162] proves that LG is a 2-approximation4 directly
without noting that the solution is actually the same as that of GG.
Recall the definition of local greedy for maximum-weight matching (Definition 1.1).
Lemma 2.1. Let G be a weighted, undirected graph with unique positive weights. Let M1,M2 be
any two matchings in G obtained by the local greedy algorithm for maximum-weight matching.
Then, M1 = M2.
Proof. Assume, for a contradiction, that M1 6= M2. Let e be the heaviest edge in one (without loss
of generality, M1) but not the other (M2). During the course of the algorithm, every edge is either
added to the matching or removed from the graph because a heavier neighbor was picked. Since e
is not in M2, M2 contains a neighbor edge e′ of e that is heavier than e (see Figure 2.1). However,
e′ cannot be inM1 because e is inM1. This contradicts the assumption that e was the heaviest edge
in only one of the matchings.
Corollary 2.2 (Global-local equivalence in maximum-weight matching). The global greedy and
local greedy algorithms for maximum-weight matching produce the same solution.
3Even though global–local equivalence for agglomerative hierarchical clustering was known much earlier,
Mu¨llner [150] mentions that he could not find a formal proof. We also could not find an earlier proof, but it might be
because some of the early papers on agglomerative hierarchical clustering are in French.
4An algorithm for an optimization problem is an α-approximation if, for every input, the optimal solution for that
input is at most α times better than the solution outputted by the algorithm (e.g., see [182]).
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Figure 2.1: Setup in the proof of Lemma 2.1.
Proof. The maximum-weight valid edge is locally dominant, so GG is a special case of LG. By
Lemma 2.1, they produce the same matching.
Note that the proof of Lemma 2.1 relies on the uniqueness of the weights. This is always an im-
portant consideration for GLE. Without this assumption, GG itself could easily end with different
matchings, and GLE would be more intricate to define.
Set cover. The simple argument in the proof of Lemma 2.1 is not powerful enough to prove
GLE for greedy algorithms with more sophisticated evaluation functions. In particular, it relies
on the ability to identify the heaviest edge where the matchings differ. However, many greedy
algorithms use evaluation functions such that the evaluation of a choice depends on the current
partial solution. Thus, the evaluations evolve over time. This makes it impossible to pinpoint the
first discrepancy. Consider, for instance, the classic O(log n)-approximation greedy algorithm for
the set cover problem [56, 182], which is NP-complete [125].
Problem 2 (Set cover). Given a set U and a collection X of subsets of U with positive weights,
find a cover of U of minimum weight. A cover is a subset of X such that every element of U is
contained in one of the sets. The weight of a cover is the sum of the weights of its sets.
Some famous problems are special cases of set cover, such as vertex cover (case where all the
elements appear in only two sets) and edge cover (case where all the sets have size two).
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The O(log n)-approximation greedy algorithm for set cover uses an evaluation function known as
cost-per-element. The cost-per-element of a set is the weight of the set divided by the number of
still-uncovered elements in it (or infinite, if they are all covered). Note that the cost-per-element
of a set increases throughout the course of the algorithm as the elements it contains are covered as
part of other sets.
The normal greedy algorithm (GG) repeatedly picks the set minimizing the cost-per-element until
all elements are covered. We define local greedy similarly.
Definition 2.3 (Local greedy for set cover). Given a set cover instance, local greedy constructs
a cover by repeatedly picking a locally-dominant set at each iteration. Given the partial solution
picked by local greedy at a given iteration, a set s is locally dominant if it has a smaller cost-per-
element than any set s′ with an element in common with s. The constructed cover is returned when
it covers every element.
To prove the equivalence between GG and LG for set cover, we use the hybrid method. In fact, we
prove GLE for a more general class of combinatorial optimization problems.
2.1 Combinatorial optimization problems
We consider a class of combinatorial optimization problems (COPs) where there is a set from
which we have to pick a subset. There is some constraint that subsets must satisfy to be valid
solutions. There is also an objective function f that assigns values to the valid solutions. The goal
might be to maximize or minimize f . In the specific examples considered in this section, f is
modular, which means that the elements have positive weights, and the value of a solution is the
sum of the weights of the elements in it. More generally, we consider monotonically-increasing
objective functions: if S is a subset of T , then f(S) ≤ f(T ).
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Definition 2.4 (Class of combinatorial optimization problems). A problem is a combinatorial op-
timization problem if it can be stated in the following terms. There is a goal, which can be maxi-
mization or minimization. Each input consists of a set,X , and the information needed to compute a
monotonically-increasing objective function f and a validation function V : 2X → {0, 1} over the
subsets of X .5 The goal is to find the subset S of X maximizing or minimizing f(S), depending
on the goal, subject to V(S) = 1.
It is clear from Definition 2.4 that maximum-weight matching and set cover (Problems 1 and 2) are
COPs. The monotonicity of the objective function suggests a greedy strategy: start with the empty
solution, and add one element at a time until no more can be added (for maximization problems),
or until the solution becomes valid (for minimization problems). Note that if we commit to our
picks—as per the greedy philosophy—then, once we reach the corresponding point in each case,
there is nothing more we can add to the solution that will improve it.
In order to have a greedy algorithm for a COP, it only remains to provide an evaluation function
to evaluate the unpicked elements and choose the best one. Formally, we need a function h(a, S)
which takes an element a of the input set,X , and a partial solution S not containing a, S ⊆ X−a.6
For a maximization (resp. minimization) problem, the evaluation function h should map a and S
to a real number measuring “how good (resp. how costly) it is to add a to S”. If S + a is not a
valid solution nor a subset of any valid solution, we say a is invalid for S. A greedy algorithm
should never pick an invalid element, so, if a is invalid for S, assume that h(a, S) = −∞ in the
case of maximization and h(a, S) = +∞ in the case of minimization. Note that, by definition, h
is insensitive to the order in which the elements of S were added to S, as the order does not affect
the value of h(a, S).
Given an evaluation function h for a maximization COP (resp. minimization COP) we can define
the corresponding global greedy: start with an empty solution, S = ∅, and pick the globally-
5The notation 2X indicates the set of all the subsets of X .
6When S is a set and a an element, we use S + a and S − a to denote S ∪ {a} and S \ {a}, respectively.
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dominant element at each iteration. Given the partial solution, S, computed so far by global greedy
at some iteration, we say that an element a is globally dominant if h(a, S) is better than any other
element b (“better” means h(a, S) > h(b, S) for maximization COPs and h(a, S) < h(b, S) for
minimization COPs). The constructed solution is returned when no more elements can be added
(for maximization COPs) or when the solution becomes valid (for minimization COPs).
For our purposes, we require GG to be deterministic, i.e., we require the globally-dominant element
to be unique. Thus, we assume that there are no ties among the values of h. This can be achieved
using a tie-breaking rule, such as associating indices from 1 to |X| to the elements of X , and
breaking ties according to the lowest index.
There can be multiple evaluation functions for the same combinatorial optimization problem. A
natural but perhaps naive option is the marginal benefit/cost of adding a to S: h(a, S) = f(S+a)−
f(S). This is used in the 2-approximation greedy algorithm for maximum-weight matching that we
discussed in Section 1.1. More sophisticated evaluation functions may also take into account other
factors, such as the effect of picking a on the validity of other elements (e.g., see Section 2.1.1).
To define local greedy based on an evaluation function h, we first define the interaction graph
induced by h.
Definition 2.5 (Interaction graph for combinatorial optimization problems). Let X be the input
set of a combinatorial optimization problem (Definition 2.4), and h an evaluation function for
the problem. The interaction graph of X induced by h is an undirected graph where each node
corresponds to an element of X and each edge corresponds to two elements that interact. Two
elements a and b of X interact if there is a set S ⊆ (X \ {a, b}) such that h(a, S) 6= h(a, S + b).
That is, the presence of b in the solution S affects the evaluation of a.
We model the interaction between the elements of the interaction graph as undirected for simplicity
(a and b interact if either affects the evaluation of the other). We can now define a generic local
greedy based on h.
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Definition 2.6 (Local greedy for combinatorial optimization problems). Let h be an evaluation
function for a combinatorial optimization problem (Definition 2.4). Local greedy starts with an
empty solution, S = ∅, and picks a locally-dominant element at each iteration. Given the partial
solution, S, computed so far by local greedy at some iteration, we say that an element a is locally
dominant if h(a, S) is better than h(b, S) for any neighbor b of a in the interaction graph induced
by h. The constructed solution is returned when no more elements can be added (for maximization
COPs) or when the solution becomes valid (for minimization COPs).
Let h be an evaluation function for a COP. We want to characterize when the global and local
greedy algorithms based on h are guaranteed to output the same solution. Next, we prove that, for
GLE to hold, h needs to satisfy a condition which plays the same role as reducibility for cluster
distances (Definition 1.2) in agglomerative hierarchical clustering. In the context of COPs, we will
see that we have GLE if the evaluation of the elements cannot get better throughout the course of
the algorithm. We say that h is deteriorating.
Definition 2.7 (Deteriorating evaluation function). Let h be an evaluation function for of a maxi-
mization (resp. minimization) combinatorial optimization problem with input set X . We say that
h is deteriorating if for all a ∈ X,S ⊆ X − a and S ′ ⊂ S, we have h(a, S) ≤ h(a, S ′) (resp.
h(a, S) ≥ h(a, S ′)).
Lemma 2.8. Let h be a deteriorating evaluation function for a combinatorial optimization prob-
lem. Any element that is or becomes locally dominant during the execution of local greedy remains
locally dominant until it is picked by local greedy.
Proof. Let a be a locally-dominant element at some iteration of LG. The neighbors of a in the
interaction graph are not locally dominant due to the presence of a, so they cannot be picked by
LG in the current iteration. Note that the evaluation of a can only change when one of its neighbors
is picked. Thus, if LG does not pick a in the current iteration, it picks some element that is not
a neighbor of a, and the evaluation of a does not change. The evaluation of the neighbors of
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a may change, but, since h is deteriorating, they cannot become better than a. Thus, a is either
picked or remains locally dominant after the current iteration. This reasoning applies to subsequent
iterations, so, eventually, a is picked by LG.
To prove GLE for COPs (Theorem 2.9), we introduce the main technique, the hybrid method.
Recall the no-tie assumption for the evaluations. In the event of ties, the key is that both GG and
LG break ties consistently. That is, both GG and LG favor the same element in case of a tie.
Theorem 2.9 (Global–local equivalence for combinatorial optimization problems). Let h be a
deteriorating evaluation function for a combinatorial optimization problem. Then, the global and
local greedy algorithms based on h output the same solution.
Proof. Let L = l1, l2, . . . , lm be the sequence of elements picked by an arbitrary run of local
greedy. Consider a run of local greedy which is a hybrid between this specific run of LG and GG,
denoted hybridi for some i ∈ {1, . . . ,m+1}: hybridi starts picking the elements in L, in order, up
to li−1. Then, it switches to GG and, from iteration i onward, picks the globally-dominant element.
The main claim is that, for any i ∈ {1, . . . ,m}, hybridi and hybridi+1 find the same solution. By
applying this result repeatedly, we get that hybrid1 and hybridm+1 find the same solution. Note
that hybrid1 is just GG, and that the solution of hybridm+1 is L. Thus, if we can prove the main
claim, we get that the solution found by GG is the same as the solution found by an arbitrary run
of LG (L).
Figure 2.2, Left, shows the setup for the main claim. We label the elements picked by hybridi
starting at iteration i with gi, gi+1, and so on. We label the elements picked by hybridi+1 starting
at iteration i + 1 with g′i+1, g
′
i+2, and so on. Figure 2.2, Right, shows what actually happens with
the elements picked by the two hybrid runs.
First, note that hybridi eventually picks li. That is, li = gj for some j ≥ i. This follows from
Lemma 2.8.
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Figure 2.2: Left: the sequence of elements picked by hybridi and hybridi+1. They agree up to
and including iteration i− 1, and then hybridi switches to global greedy an iteration early. Right:
what we prove about the elements picked by the two hybrid methods. The arrows indicate that
these elements are the same despite being labeled differently. The two methods coincide up to and
including iteration i− 1 and after iteration j.
It is also clear that, after picking li, hybridi+1 picks gi, i.e., g′i+1 = gi. This is because gi is globally
dominant before picking li, and so it must still be after picking li. More generally, g′k+1 = gk for
all k ∈ {i, . . . , j − 1}. This is easy to see by induction on k, with the case k = i that we already
mentioned as base case. For the recursive case, note that li is not a neighbor of any of gi, . . . , gj−1,
so “hoisting” the pick of li before them does not change their evaluation. Hoisting li may change
the evaluation of their neighbors, but, again by Lemma 2.8, their evaluation only gets worse, so
g′k+1 remains globally-dominant at iteration k + 1.
After iteration j, both hybrids have picked exactly the same elements, and both have switched to
GG. Thus, from that point on, they coincide in their picks. At the end, both have picked the same
elements.
Corollary 2.10. Every possible run of a local greedy algorithm based on a given deteriorating
evaluation function outputs the same solution.
Proof. By Theorem 2.9, they all output the same solution as GG, which is deterministic.
For maximum-weight matching (Problem 1), we proved GLE directly (Corollary 2.2). For set
cover, recall that GG chooses sets minimizing the “cost-per-element”: the weight of the set divided
by the number of uncovered elements in the set. This rule is deteriorating, as the cost per uncovered
element of a set can only go up. According to this rule, interacting sets are those with an element
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in common (see Figure 2.3), and we see that the local greedy for set cover from Definition 2.3 is a
special case of the general local greedy for COPs (Definition 2.6). Since the evaluation function is
deteriorating, global–local equivalence follows from Theorem 2.9.
s1: 5
s2: 10
s3: 12 s4: 6
ElementsSets
a
c
d
e
b
s1
s2
s3
s4
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c d
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b
Set cover instance with weights Graph representation
s1
s2 s3
s4
Interaction graph
Figure 2.3: Interaction graph for a set cover instance.
2.1.1 Maximum-weight independent set
We use maximum-weight independent set, another classic NP-complete combinatorial optimiza-
tion problem [125], to illustrate that not all evaluation functions are deteriorating.
Problem 3 (Maximum-weight independent set). Given an undirected graph with positively-weighted
nodes, find an independent set of maximum weight. An independent set is a subset of nodes such
that no two nodes in the subset are neighbors. The weight of an independent set is the sum of the
weights of the nodes in it.
Given an independent set S, a node u is valid for S if it is not in S nor a neighbor of a node in S.
A greedy algorithm for maximum-weight independent set selects, at each iteration, a valid vertex
u maximizing h(u, S) = w(u)/(δ(u, S) + 1), where w(u) is the weight of u, S is the set of nodes
selected so far, and δ(u, S) is the number of valid neighbors of u for S. This rule generalizes the
intuition for the unweighted case that we should pick a node that invalidates the minimum number
of other nodes. It achieves an approximation ratio of 1/∆, where ∆ is the maximum degree of the
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graph. This ratio is tight, meaning that there are graphs for which the greedy algorithm outputs a
solution of weight no better than 1/∆ times the weight of the optimal solution [170].
Suppose that a, b, and c are valid nodes for a solution S such that a is adjacent to b and b to c, but a
is not adjacent to c. If a is picked, the evaluation of c improves. That is, h(c, S+a) > h(c, S). This
is because the effect of picking a is that c invalidates one fewer nodes (b). The interaction graph
induced by h connects pairs of nodes that are neighbors or have a neighbor in common. Thus, LG
chooses any valid node with a higher value of h than any valid node at distance at most two. Since
the evaluation function h is not deteriorating, there is no global–local equivalence. See Figure 2.4
for a graph where GG and LG may differ.
5 6 3 8
2.5 2 1 4
Figure 2.4: Graph where the nodes are labeled with their weights. Below each node u, the value
h(u, ∅) is shown in red. The edges of the interaction graph induced by h are shown dashed in
blue. Initially, the locally-dominant nodes are the ones with weight 5 and 8. The valid run of LG
that starts by picking the node with weight 5 outputs the solution {5, 8}, whereas GG outputs the
solution {8, 6}.
We do not claim that local greedy algorithms are not interesting without global–local equivalence—
only that the solution may be different from the global-greedy solution. In fact, it follows from
the results of Sakai et al. [170] that the local greedy algorithm based on h achieves the same ap-
proximation ratio as GG, 1/∆. Their result is even stronger: to achieve this approximation ratio, it
suffices to pick any node u such that h(u, S) is larger than the average value of h(v, S) among the
valid neighbors v of u in the input graph.
Another global greedy algorithm for this problem repeatedly selects the node uminimizing h′(u) =
w(u)/(δ′(u, S)(δ′(u, S) + 1)), where δ′(u, S) is the number of neighbors of u that have not been
selected yet. This global greedy ends when every edge is incident to at least one selected node, and
outputs the set of non-selected nodes. We call this a reverse greedy algorithm, since it outputs the
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complement of the selected elements. This reverse GG also achieves a (1/∆)-approximation [170].
Since its goal is minimization, the fact that the values of h′ can only get higher over time means
that h′ is deteriorating. Thus, unlike for h, for h′ we have global–local equivalence.
Similarly to the result for h, Sakai et al. [170] showed that, to achieve the approximation ratio of
1/∆, we can relax the reverse GG algorithm and select any node u such that h′(u, S) is smaller
than the average value of h′ among the neighbors of u. This policy further relaxes the policy of
LG, so we call the algorithm soft local greedy. The soft local greedy loses global–local equivalence
(See Figure 2.5).
18 36 24 10
9 6 4 5
Figure 2.5: Graph where the nodes are labeled with their weights. Below each node u, the value
h′(u, ∅) is shown in red. The edges of the interaction graph are shown dashed in blue, and are the
same as the input graph. The soft local greedy based on h′ could pick (for elimination) the node
with evaluation 6, because the average evaluation of its neighbors is 6.5. However, this node would
not be picked by the local greedy algorithm based on h′.
Thus, we have the following hierarchy of algorithms based on the evaluation function h′, where
the more we relax the algorithm, the weaker the guarantee we get. Assuming no ties on the values
of h′:
• Global greedy: achieves a (1/∆)-approximation.
• Local greedy: outputs the same solution as GG, but may not compute it in the same order.
• Soft local greedy: may not output the same solution as GG, but still achieves a (1/∆)-
approximation.
Since our focus is on global–local equivalence, we do not study the idea of relaxing local greedy
further. It could be an interesting direction for future work.
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2.2 Multi-fragment TSP
In this section, we prove GLE for a greedy algorithm for a famous NP-complete optimization
problems, the traveling salesperson problem (TSP) [136].
Recall that a path in a graph is a non-empty sequence of nodes such that every two consecutive
nodes are connected via an edge, and no node is visited twice. A cycle is a path that starts and ends
at the same vertex.
Problem 4 (Traveling Salesperson Problem). Given an undirected, complete graph with uniquely-
and positively-weighted edges, find a cycle passing through all the nodes of minimum weight. The
weight of a cycle is the sum of the weights of the edges in it.
Given two disjoint paths p and p′, we define the cost of connecting them, cost(p, p′), as the weight
of the cheapest edge between an endpoint of p and an endpoint of p′. We use p ∪ p′ to denote the
path resulting from connecting p and p′ into a single path along that edge.
A greedy algorithm for this problem, known as the multi-fragment algorithm, works as follows [21].
We maintain a set of disjoint paths. We start with a single-node path for each node. While there is
more than one path, we connect the two paths such that the cost of connecting them is minimum.
Once there is a single path left, we connect its endpoints to form a cycle and return that cycle.
More background on the multi-fragment algorithm is given in Section 3.3, where we implement a
local greedy algorithm to construct the same tour.
The traveling salesperson problem can be modeled as a COP where the set of input elements, X, is
the set of edges. However, the resulting interaction graph as defined in Definition 2.5 is not useful
because it would be a complete graph. This is because any two edges, {a, b}, {c, d}, interact even
if they do not have a common endpoint. To see this, note that a partial solution could contain paths
from a to c and from b to d. Then, adding {a, b} would make {c, d} invalid, because c and d would
be endpoints of the same path. If the interaction graph is a complete graph, then GG and LG are
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the same. Hence, we model global–local equivalence for this problem differently. Instead of a
static interaction graph like the one in Definition 2.5, we consider a graph that evolves with the
constructed solution. Since the multi-fragment algorithm operates on paths rather than edges, the
nodes of the interaction graph correspond to pairs of paths in the current set of paths.
Definition 2.11 (Multi-fragment local greedy for TSP). Given an undirected, complete graph with
positively-weighted edges, local greedy starts with a single-node path for each node. Then, it
repeatedly connects a locally-dominant pair of paths until there is a single path left. We say a pair
of paths, p, p′ is locally dominant in a set of paths if the cost of connecting p and p′ is lower than
the cost of connecting either with a third path. Finally, local greedy connects the two endpoints of
the remaining path and returns the cycle.
We call the pair of paths realizing the minimum connection cost globally dominant. As usual, GG
is a special case of LG.
Note the similarity between multi-fragment TSP and hierarchical clustering. Instead of clusters,
we merge paths. A difference is that, when determining the distance between clusters, it does not
matter in which order the points were added to the clusters. In contrast, in a path, it is important
which nodes are the endpoints. Nonetheless, in multi-fragment TSP we have a notion equivalent
to reducibility in agglomerative hierarchical clustering (Definition 1.2).
Lemma 2.12 (Reducibility in multi-fragment TSP). Let a, b, and c be paths in an undirected,
complete graph with positively-weighted edges. Then, cost(a ∪ b, c) ≥ min (cost(a, c), cost(b, c)).
Proof. The cost of connecting two paths is defined as the minimum weight among the edges con-
necting their endpoints. The claim is clear given that the two endpoints of a ∪ b are a subset of the
four endpoints of a and b.
We use this to give an analog of Lemma 2.8 for multi-fragment TSP.
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Lemma 2.13. Any pair of paths p, p′ that is or becomes locally dominant during the multi-fragment
local greedy algorithm remains locally dominant until they are connected to each other.
Proof. By definition of locally dominant, it is cheaper to connect p and p′ to each other than to any
third path. By reducibility (Lemma 2.12), this does not change if LG connects any other pair of
paths, as the resulting path will not be closer to p nor p′ than at least one of the original paths were.
Eventually, p and p′ are connected by local greedy.
Theorem 2.14 (Global-local equivalence in multi-fragment TSP). Given an undirected, complete
graph with uniquely- and positively-weighted edges, the multi-fragment global and local greedy
algorithms output the same solution.
Proof. We use the hybrid method. Let L = l1, l2, . . . , lm be the sequence of pairs of paths merged
by a specific run of local greedy. Consider a run of local greedy, denoted hybridi for some i ∈
{1, . . . ,m + 1}: hybridi starts merging the pairs in L, in order, up to and including li−1. Then it
switches to merging globally-dominant pairs.
Let i ∈ {1, . . . ,m}. We show that the hybrid run that switches before iteration i (hybridi) finds
the same solution as the hybrid run that switches after iteration i (hybridi+1). Using this result,
by induction on i we get that hybrid1 and hybridm+1 output the same solution. Since hybrid1
corresponds to GG and hybridm+1 outputs L, the theorem follows.
We label the pairs merged by hybridi starting at iteration i with gi, gi+1, and so on. We label the
pairs merged by hybridi+1 starting at iteration i + 1 with g′i+1, g
′
i+2, and so on (analogously to
Figure 2.2 for the proof of GLE for COPs).
First, note that hybridi eventually merges li. That is, li = gj for some j ≥ i. This follows from
Lemma 2.13.
27
Further, g′k+1 = gk for all k ∈ {i, . . . , j−1}. This can be shown by induction on k. By Lemma 2.13
again, the path resulting from merging the pair li is not closer to any of the paths involved in any
of the pairs g′i+1, . . . , g
′
j , than one of the two paths in li. It follows that “hoisting” the merge of li
before them does not change the fact that g′k is globally dominant at iteration k.
After iteration j, both hybrid runs have merged exactly the same pairs, so they have the same
partial solutions, and both have switched to GG. Thus, from that point on, they coincide in their
merges, and finish with the same solution.
Corollary 2.15. Every possible run of the multi-fragment local greedy algorithm for TSP outputs
the same solution.
2.3 Shortest common superstring
Another classic optimization problem is the shortest common superstring problem (SCS) [166].
Problem 5 (Shortest common superstring). Given a set of strings from an alphabet, find the short-
est string that is a superstring of all of them. A string is a superstring of another if it contains it
consecutively, that is, without additional characters intertwined.
The problem is NP-complete [166], but some approximation algorithms are known. Of these, the
most famous is a greedy algorithm simply known as Greedy (in our context, we call it global
greedy). This algorithm maintains a set of strings. Initially, this set is just the input set. Then, it
repeatedly takes two strings in the set with the longest overlap and replaces them with the shortest
superstring of both. We call this merging two strings. Global greedy finishes when there is a
single string left, which is returned. This algorithm is similar to the multi-fragment algorithm
for TSP. In fact, the problem can be reduced to a variant of TSP called maximum asymmetric
TSP [159]: the input strings become nodes in a complete, directed graph, where the weight of
the edges corresponds to the overlap between the end of a string and the beginning of another.
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More background on the different algorithms for SCS is provided in Section 3.7. Here we focus
on proving global–local equivalence.
Formally, the input is a string set, S0, of size m ≥ 1. We assume that no string in S0 is a substring
of another (in particular this also excludes duplicate strings and the empty string). If present,
substrings can be handled in a preprocessing step. We call the strings in S0 input strings. Below,
we define a local greedy algorithm for SCS. Both GG and LG start with S0 and operate by merging
strings. Given some sequence of string merges, we use Si to denote the string set after i merges.
Regardless of the strategy used to merge strings, the set Sm−1 consists of a single string, which is
returned.
The issue of breaking ties. To be able to prove GLE, we need a tie-breaking rule for string
overlaps that is used consistently by both GG and LG. The issue is not trivial because new strings
appear as a result of merges. In addition, ties cannot simply be regarded a “corner case” because
string overlaps are integer values.
For strings sj, sk in S0, let o(sj, sk) be the length of the maximum overlap between a suffix of sj
and a prefix of sk. E.g., o(ab, bc) = 1 and o(bc, ab) = 0. We would like the overlap values to be
unique among all string pairs in S0, but that is generally not the case. Thus, we modify the overlap
values in a way which breaks ties but preserves the true differences. More formally, we assume that
each string sj in S0 has a unique index j from 1 to m. Let τ(j, k) be an arbitrary injective function
from {1, . . . ,m}× {1, . . . ,m} to (0, 1), such as τ(j, k) = j/(m+ 1) + k/(m+ 1)2. The adjusted
overlap o′(sj, sk) is o′(sj, sk) = o(sj, sk) + τ(j, k) (the specific function τ does not matter; the
example given corresponds to breaking ties by the index of the first string, and then by the index of
the second string). Note that all the adjusted overlaps are unique, and that o(s, t) < o(u, v) implies
o′(s, t) < o′(u, v).
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We extend the definition of adjusted overlap to pairs of strings u, v in the set Si at any iteration,
i ∈ {0, . . . ,m − 1}. The strings u, v are the result of merging input strings (strings in S0) zero or
more times. For a string s ∈ Si, let first(s) and last(s) denote the first and last input strings in s,
respectively (if s itself is an input string, first(s) = last(s) = s). Then,
o′(u, v) = o(u, v) + τ(index(last(u)), index(first(v))).
We use o∗(u, v) to denote the maximum adjusted overlap between u, v without a specific order:
o∗(u, v) = max(o′(u, v), o′(v, u)). We use both merge(u, v) and merge(v, u) to denote the string
that results from merging u and v in the order that maximizes the adjusted overlap between them
(that is, the order of the arguments of merge(·, ·) is inconsequential). For example, if two strings u
and v overlap by three letters in either order, but o′(u, v) = 3.5 and o′(v, u) = 3.7, they are merged
such that v appears first.
Note that GG has some freedom of choice in what string pair to merge in case of a tie for the most
overlap. This can easily lead to different outputs, e.g. with input {ab, bc, ca}. Henceforth, when
we talk about GG, we assume that, in the case of ties, it chooses the pair of strings with the largest
adjusted overlap, and merges them in the order that maximizes the adjusted overlap. We call this
the globally-dominant pair. The rule of choosing the globally-dominant pair, as defined, makes
GG completely deterministic, and corresponds to one of the possible sequences of choices that its
non-deterministic version could make. When we define LG and show global–local equivalence, it
will be with respect to this specific run of GG.
Local greedy. We define the first choice of a string s in Si as the string in Si (other than s itself)
that overlaps the most with s. We define the first choices of the strings in terms of adjusted overlaps
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so that they are unique and without ambiguity:
first-choice(sj) = arg max
sk∈S\{sj}
o∗(sj, sk)
Definition 2.16 (Local greedy for shortest common superstring). Let S0 be a set of m strings such
that no string is a substring of another. For i = 0, . . . ,m− 2, let u, v be any locally-dominant pair
of strings in Si, and set Si+1 = (Si \ {u, v})∪{merge(u, v)}. We say two strings in Si are locally
dominant if each one is the first choice of the other. Finally, return the single string remaining in
Sm−1.
Proof of global–local equivalence. Henceforth, we use S = S0, S1, . . . , Sm−1 to denote a se-
quence of string sets such that S0 is a valid input to SCS, of size m ≥ 1, and each Si, i > 0, can
be obtained from Si−1 by merging a locally-dominant pair. In other words, S corresponds to the
sequence of string sets in a valid run of local greedy (Definition 2.16). We now give some results
about the properties of the sets Si.
Lemma 2.17. Let s, t be distinct strings in Si ∈ S. Then, s is not a superstring of first(t) nor
last(t).
Proof. We proceed by induction on i. The claim is true for S0 by the assumption that no input string
is a substring of any other. Suppose the claim is true for i = k ≥ 0, and, on iteration k, the locally-
dominant pair u and v are merged with u before v, so that Sk+1 = (Sk \ {u, v}) ∪ {merge(u, v)}.
Let s, t be distinct strings in Sk+1. We show that s is neither a superstring of first(t) nor last(t).
We must consider the following possible cases (the claim is immediate in the first two):
1. s 6= merge(u, v) and t 6= merge(u, v). Then, s and t were in Sk, so the claim follows by
induction.
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2. t = merge(u, v). Then, s was in Sk and last(t) = last(v), and, by induction hypothesis,
last(v) is not a substring of s. Similarly with first(t).
3. s = merge(u, v). Then, assume for a contradiction that first(t) is a substring ofmerge(u, v)
(the case of last(t) is symmetric). Then, since by the inductive hypothesis first(t) is not a
substring of u or v, first(t) must contain the entire overlap of u and v as well as parts of
both u and v which are not in the overlap (β and δ in Figure 2.6). This implies that, in Sk,
o(u, t) > o(u, v), contradicting the fact that u and v are locally dominant.
u
v
merge(u, v)
first(t)
t
α
α
β
β
β
β
γ
γ
γ
γ
γ
δ
δ
δ
δ
ε
ε
ϕ
Figure 2.6: Setting in Case 3 of the proof of Lemma 2.17. The Greek labels represent equal
substrings. Solid lines represent non-empty strings and dashed lines represent strings that may be
empty.
Corollary 2.18. Let s, t be distinct strings in Si ∈ S. Then, s is not a superstring of t.
Proof. For t to be a substring of s, in particular first(t) would have to be a substring of s. By
Lemma 2.17, that is not the case.
Lemma 2.19 shows that to find the first choice of a string at an arbitrary iteration Si of LG, it
suffices to look at the overlap between input strings.
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Lemma 2.19. Let s, t be distinct strings in Si ∈ S. Then,
o(s, t) = o(last(s), first(t))
o′(s, t) = o′(last(s), first(t))
o∗(s, t) = max(o′(last(s), first(t)), o′(last(t), first(s))
Proof. We prove the first equation. The other two follow immediately from it and from the corre-
sponding definitions.
By Lemma 2.17, s is not a superstring of first(t), so the maximum overlap between a suffix of s
and a prefix of t is a strict substring of first(t). Similarly, t is not a superstring of last(s), so the
maximum overlap between a suffix of s and a prefix of t is a strict substring of last(s). Therefore,
o(s, t) = o(last(s), first(t)).
Lemma 2.20 shows that when a locally-dominant pair of strings u, v is merged, the new string
merge(u, v) does not overlap with the other strings more than either of u or v. It is analogous to
reducibility for agglomerative hierarchical clustering and to Lemma 2.12 for the multi-fragment
algorithm for TSP.
Lemma 2.20 (Reducibility for shortest common superstring). Let u, v, s be distinct strings in Si ∈
S such that u and v are locally dominant. Then, o∗(merge(u, v), s) ≤ max(o∗(u, s), o∗(v, s))
Proof. For convenience, let w = merge(u, v). Assume, without loss of generality, that u appears
before v in w. By Lemma 2.19,
o′(w, s) = o′(last(w), first(s)) = o′(last(v), first(s)) = o′(v, s),
o′(s, w) = o′(last(s), first(w)) = o′(last(s), first(u)) = o′(s, u).
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Thus,
o∗(w, s) = max(o′(w, s), o′(s, w)) =
max(o′(v, s), o′(s, u)) ≤ max(o∗(v, s), o∗(s, u)).
Lemma 2.21. Any pair of strings u, v that is or becomes locally dominant during the execution of
local greedy remains locally dominant until they are merged together.
Proof. Suppose some other pair, s and t, is merged when u and v are locally dominant. We
show that after s and t are merged, u and v are still locally dominant. Let r = merge(s, t). By
Lemma 2.20,
max(o∗(u, r), o∗(v, r)) ≤ max(o∗(u, s), o∗(u, t), o∗(v, s), o∗(v, t)). (2.1)
By the definition of locally dominant,
max(o∗(u, s), o∗(u, t), o∗(v, s), o∗(v, t)) < o∗(u, v). (2.2)
Combining inequalities (1) and (2) yields max(o∗(u, r), o∗(v, r)) < o∗(u, v), i.e., r is neither the
first choice of u nor the first choice of v. Since r is the only new string after merging s and t, u and
v are still locally dominant after the merge.
Finally, we apply the hybrid method to prove GLE.
Theorem 2.22 (Global-local equivalence in shortest common superstring). Let S0 be a set of
strings such that no string is a substring of another. If global greedy and local greedy break
ties according to the defined tie-breaking rule, they output the same solution.
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Proof. We use the hybrid method. Let L = l1, l2, . . . , lm−1 be the sequence of pairs of strings
merged by a specific run of local greedy, and S0, . . . , Sm−1 the corresponding sequence of string
sets. Consider a run of local greedy, denoted hybridi, for some i ∈ {1, . . . ,m}: hybridi starts
merging the pairs in L, in order, up to and including li−1. Then, it switches to merging globally-
dominant pairs.
Let i ∈ {1, . . . ,m − 1}. We show that the hybrid run that switches before iteration i (hybridi)
finds the same solution as the hybrid run that switches after iteration i (hybridi+1). Using this
result, by induction on i we get that hybrid1 and hybridm output the same solution. Since hybrid1
corresponds to GG and hybridm outputs L, the theorem follows.
We label the pairs merged by hybridi starting at iteration i with gi, gi+1, . . .. We label the pairs
merged by hybridi+1 starting at iteration i + 1 with g′i+1, g
′
i+2, . . . (analogously to Figure 2.2 for
the proof of GLE for COPs).
First, note that hybridi eventually merges li. That is, li = gj for some j ≥ i. This follows from
Lemma 2.21.
Further, g′k+1 = gk for all k ∈ {i, . . . , j − 1}. We show that g′i+1 = gi. The same reasoning
applies to subsequent pairs. The strings in gi are the globally-dominant pair in Si−1. To show the
equivalence, we need to show that they are also globally-dominant in Si, which is (Si−1 \ li) ∪
{merge(li)}. By Lemma 2.20, no string in Si overlaps more with merge(li) than they did with
one of the strings in li. Thus, since gi is globally dominant in Si−1, it is also in Si.
After iteration j, both hybrid runs have merged exactly the same pairs, so they have the same partial
solutions, and both have switches to merging globally-dominant pairs. Thus, from that point on,
they coincide in their merges, and finish with the same solution.
Corollary 2.23. Every possible run of local greedy for shortest common superstring outputs the
same solution.
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2.4 Conclusions
The examples in this chapter suggest that global–local equivalence is common in greedy algorithms
for optimization problems, and that the hybrid method is a useful technique for proving GLE for
greedy algorithms that have it.
The key property for GLE is that locally-dominant choices remain locally dominant when other
locally-dominant choices are made (see Lemma 1.3 for agglomerative hierarchical clustering,
Lemma 2.8 for COPs, Lemma 2.13 for multi-fragment TSP, and Lemma 2.21 for SCS). With this
property, applying the hybrid method should be straightforward. The applications of the hybrid
method in this chapter can serve as a footprint for future uses.
Global–local equivalence hinges on the assumption that there are no ties in the evaluations of the
choices. If we wish to remove this assumption, we are forced to integrate a tie-breaking scheme
that both GG and LG must use congruently. Perhaps it would be more general and elegant to
state global–local equivalence differently, and say that every run of local greedy outputs the same
solution as some run of global greedy. Then, we would not need to assume any specific tie-breaking
scheme for GG and LG. Effectively, instead of handling the issue of ties at the algorithmic level,
we would confine it to the analysis. This is left as future work. The main obstacle is how to
define locally-dominant choices if we allow ties. For instance, if we allow two neighbors in the
interaction graph to be both locally-dominant, then we need to reformulate the key property that
locally-dominant choices remain locally dominant when other locally-dominant choices are made.
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Chapter 3
Nearest-Neighbor Chain Algorithms
3.1 Preliminaries: nearest-neighbor data structures
In this chapter, we propose algorithms for several problems, all of which are inspired by the nearest-
neighbor chain (NNC) algorithm from hierarchical clustering (Algorithm 1). As mentioned in
Section 1.4.2, the cost of a nearest-neighbor computation is central to the analysis of NNC algo-
rithms. In this section, we review nearest-neighbor and related data structures that we use in our
algorithms. In subsequent sections, we refer back to these results as needed.
Knuth’s discussion of the classic post office problem [133] started a long line of research on
nearest-neighbor data structures. The goal is to maintain a collection of points, called sites, and
answer queries asking for the closest site to a given query point. Data structures based on Voronoi
diagrams [16, 58] are efficient when the set of sites is fixed. Given a set of sites, the Voronoi
diagram partitions a space into regions such that the points in each region have a particular site
as their nearest. However, for NNC-based algorithms, we need dynamic data structures, i.e., that
allow sites to be inserted and removed.
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For exact two-dimensional dynamic nearest neighbors, a data structure with O(nε) update and
query time, for any ε > 0, was given by Agarwal et al. [1], improved to O(log6 n) by Chan [45],
to O(log5 n) by Kaplan et al. [123], and, most recently, to O(log4 n) by Chan [46]. Because of the
high complexities of these methods, researchers have also looked at finding approximate nearest
neighbors in dynamic point sets [85, 171].
We summarize the fastest known runtimes for several dynamic data structures related to finding
nearest neighbors. In the following definitions, n is the total number of sites maintained by the
data structures.
Definition 3.1 (Dynamic nearest-neighbor data structure). Maintain a set of points, P , subject to
insertions, deletions, and nearest-neighbor queries: given a query point q, return the point p ∈ P
closest to q.
Lemma 3.2 ([46]). In R2 and for Euclidean distance, there is a dynamic nearest-neighbor data
structure withO(n log n) preprocessing time,O(log2 n) query time,O(log2 n) amortized7 insertion
time, and O(log4 n) amortized deletion time.
Definition 3.3 (Dynamic ε-approximate k nearest-neighbor (k-ANN) data structure). Maintain a
set of points, P , subject to insertions, deletions, and ε-approximate k nearest-neighbor queries:
given a query point q and an integer k with 1 ≤ k ≤ |P |, return k points p1, . . . , pk ∈ P such that,
for each pi, d(q, pi) ≤ (1 + ε)d(q, p∗i ), where p∗i is the i-th nearest neighbor of q in P , and ε > 0 is
a constant known at the time the data structure is initialized8.
Lemma 3.4 ([15]). In any fixed dimension, for any Lp metric, and for any ε > 0, there is a dynamic
ε-approximate k nearest-neighbor data structure with O(n log n) preprocessing time, O(k log n)
query time, and O(log n) insertion and deletion time.
7An amortized time of O(f(n)) means that the average time per operation in any sequence of operations is
O(f(n)), where n is the maximum size of the data structure throughout the sequence. See [178] for additional
background.
8Some ε-approximate k nearest-neighbor data structures (e.g., [15]) do not need to know ε at construction time,
and, in fact, allow ε to be part of the query and to be different for each query. Clearly, such data structures also qualify
under the given definition.
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Data structure Metric space Query Insertion Deletion Reference
Exact NN (R2, L2) O(log2 n) O(log2 n)† O(log4 n)† [46]
k-ANN (Rδ, Lp) O(log n) O(log n) O(k log n) [15]
Closest pair (Rδ, Lp) O(1) O(log n) O(log n) [25]
Bichromatic CP (R2, L2) O(1) O(log2 n)† O(log4 n)† [46]
Soft NN (Rδ, Lp) O(log n) O(log n) O(log n) Section 3.2
Table 3.1: Summary of dynamic nearest-neighbor and related data structures. All the data struc-
tures haveO(n log n) preprocessing time. The dimension δ is arbitrary but constant, and the metric
Lp is for any p ≥ 1. Chan [46] does not specify the metric, so we assume L2. The “†” superindex
indicates that the runtime is amortized.
Definition 3.5 (Closest-pair data structure). Maintain a set of points, P , subject to insertions,
deletions, and queries asking for the closest pair in P .
Lemma 3.6 ([25]). In any fixed dimension and for any Lp metric, there is a closest-pair data
structure withO(n log n) preprocessing time,O(1) query time, andO(log n) insertion and deletion
time.
Definition 3.7 (Bichromatic closest-pair data structure). Maintain two sets of points, P and Q,
subject to insertions, deletions, and queries asking for the closest pair of points in different sets
(one in P and one in Q).
Lemma 3.8 ([46]). In R2 and for Euclidean distance, there is a dynamic bichromatic closest-pair
data structure with O(n log n) preprocessing time, O(1) query time, O(log2 n) amortized insertion
time, and O(log4 n) amortized deletion time.
See Table 3.1 for a summary of these results. The table also lists our new soft nearest-neighbor
data structure, which we introduce in Section 3.2.
Clearly, proximity data structure have received a lot of attention in computational geometry. How-
ever, we also consider problems which deal with nodes in a graph instead of points in space.
Shortest-path distances in an undirected graph establish a metric, so we can define the analogous
of a dynamic nearest-neighbor data structure in this setting. In Chapter 5, we define proximity data
structures in graphs (Definitions 5.1, 5.2, and 5.3) and design the first data structures of this kind
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(to our knowledge). Table 5.2 is analogous to Table 3.1, but for graph-based data structures (refer
to Chapter 5 for the relevant background).
3.2 Soft nearest-neighbor data structure
In this section, we present a new geometric data structure that we use in some of our NNC-inspired
algorithms (in Sections 3.3 and 3.8).
Throughout this section, we consider points in Rδ, for some fixed dimension δ, and distances,
denoted d(·, ·), measured under any Lp metric. Our data structure (Definition 3.9) is a variation of
the traditional dynamic nearest-neighbor data structure (Definition 3.1).
Definition 3.9 (Dynamic soft nearest-neighbor data structure). Maintain a set of points, P , subject
to insertions, deletions, and soft nearest-neighbor queries: given a query point q, return either of
the following:
• The nearest neighbor of q in P : p∗ = arg minp∈P d(q, p).
• A pair of points p, p′ in P satisfying d(p, p′) < d(q, p∗).
This section is dedicated to proving Theorem 3.10, which captures the main result (Theorem 3.10
is a consequence of Lemma 3.14).
Theorem 3.10. In any fixed dimension, and for any Lp metric, there is a dynamic soft nearest-
neighbor data structure withO(n log n) preprocessing time andO(log n) time per query, insertion,
and deletion.
We label the two types of answers to soft nearest-neighbor (SNN) queries as hard and soft. A
“standard” NN data structure (Definition 3.1) is a special case of a SNN structure that always gives
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hard answers. Comparing Lemma 3.2 and Theorem 3.10, we can see that allowing soft answers
enables us to speed up the data structure and generalize it to any fixed dimension.
3.2.1 Implementation
Let P be the point set to be maintained in a soft nearest-neighbor data structure. We maintain the
point set P in a dynamic k-ANN data structure (Definition 3.3) initialized with an approximation
factor ε that will be determined later. The chosen ε will be a constant that depends only on the
metric space. In this section, we show how to reduce each SNN query to a single query to the k-
ANN data structure maintaining P . The query will have a constant k. Once we show this reduction,
we will have proved that our data structure achieves the same runtime per operation as the k-ANN
structure (Lemma 3.4).
In what follows, q denotes an arbitrary query point, p∗ its nearest neighbor in P , and p∗i the i-
th closest point to q in P (in particular, p∗1 = p
∗). We make a general position assumption: the
distances from q to the points in P are all unique. For the k-ANN structure, we assume that the k
returned points for a query, p1, . . . , pk, are sorted by non-decreasing distance from the query point
q. If that is not the case, note that the same set of points but in sorted order are also a valid answer
to the same query. With this assumption, only the first returned point, p1, can be p∗. Queries rely
on the following lemma.
Lemma 3.11. Let p1, . . . , pk be the answer given by a k-ANN structure, initialized with ap-
proximation factor ε, to a query (q, k). If p1 6= p∗, then for each pi in p1, . . . , pk, d(q, pi) ≤
(1 + ε)i−1d(q, p1).
Proof. For i = 1, the claim is trivial. For i = 2, . . . , k, note that d(q, p∗i ) ≤ d(q, pi−1). This is
because there are at least i points within distance d(q, pi−1) of q: p∗, p1, . . . , pi−1. Thus, d(q, pi) ≤
(1 + ε)d(q, p∗i ) ≤ (1 + ε)d(q, pi−1). The claim follows by induction on i.
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We will use the contrapositive of Lemma 3.11, namely:
Corollary 3.12. Let p1, . . . , pk be the answer given by a k-ANN structure, initialized with approx-
imation factor ε, to a query (q, k). If d(q, pk) > (1 + ε)k−1d(q, p1), then p1 = p∗.
In the following definition, we use the following terms. A closed shell with inner radius r1 and
outer radius r2 is the set of points p satisfying r1 ≤ p ≤ r2. A region in space is closed if the
boundary points are inside the region. Otherwise, the region is open.
Definition 3.13 (Valid SNN parameters). We call a pair (ε, k) valid SNN parameters (for a given
metric space) if every set of k points inside a closed shell with inner radius 1 and outer radius
(1 + ε)k−1 contains two points, p and p′, satisfying d(p, p′) < 1/(1 + ε).
Suppose that (ε∗, k∗) are valid parameters. Initially, we construct the k-ANN structure using ε∗ for
the approximation factor. Then we answer queries as in Algorithm 2.
Algorithm 2 Soft nearest-neighbor query.
Ask query (q, k∗) to the k-ANN structure maintaining P and initialized with ε∗.
Measure the distance between each pair of the k∗ returned points, p1, . . . , pk∗ .
if any pair (pi, pj) satisfies d(pi, pj) < d(q, p1)/(1 + ε∗) then
return pi, pj .
else
return p1.
Lemma 3.14. If (ε∗, k∗) are valid SNN parameters, Algorithm 2 is correct.
Proof. The algorithm considers two cases. First, if a pair pi, pj of points returned by the k-ANN
structure satisfies d(pi, pj) < d(q, p1)/(1 + ε∗), pi and pj are a valid soft answer to the query, as
d(q, p1)/(1 + ε
∗) ≤ d(q, p∗).
In the alternative case, no pair among the returned points is at distance < d(q, p1)/(1 + ε∗). Con-
sider the closed shell centered at q, with inner radius d(q, p1), and outer radius (1+ε∗)k
∗−1d(q, p1).
If we scale distances so that d(q, p1) = 1, then this shell has inner radius 1 and outer radius
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(1 + ε∗)k
∗−1. Given that (ε∗, k∗) are valid SNN parameters, if all k∗ of the returned points were
inside this shell, at least two of them would be at a distance smaller than 1/(1 + ε∗). However,
without the scaling, this distance would be smaller than d(q, p1)/(1 + ε∗), which corresponds to
the case that we considered first. Thus, at least one of the returned points lies outside the shell. By
Corollary 3.12, p∗ = p1.
3.2.2 Choice of parameters
We left open the issue of finding valid SNN parameters for a metric space (Definition 3.13). Recall
that (ε, k) are valid if every set of k points inside a shell with inner radius 1 and outer radius
(1 + ε)k−1 contains two points, p and p′, satisfying d(p, p′) < 1/(1 + ε). To simplify the question,
we can scale distances by (1 + ε), so that the inner radius is 1 + ε, the outer radius (1 + ε)k, and
the required distance between the two points is < 1. As a further simplification, we can shrink the
inner radius back to 1 (without scaling anything else). This makes the shell grow, and thus, if (ε, k)
are valid parameters with this change, then they are also valid under the original statement. Hence,
to clarify, the goal of this section is to show how to find, for any metric space (Rδ, Lp), a pair of
parameters (ε, k) such that any set of k points inside a shell with inner radius 1 and outer radius
(1 + ε)k contains two points, p and p′, satisfying d(p, p′) < 1.
This question is related to the kissing number of the metric space [148], which is the maximum
number of points that can be on the surface of a unit sphere all at pairwise distance ≥ 1. For
instance, it is well known that the kissing number is 6 in (R2, L2) and 12 in (R3, L2). It follows
that, in (R2, L2), (ε∗ = 0, k∗ = 7) are valid SNN parameters. Of course, we are interested in
ε∗ > 0, so that we can use a k-ANN structure. Thus, our question is more general than the kissing
number in the sense that our points are not constrained to lie on a ball, but in a shell (and, to
complicate things, the outer radius of the shell, (1 + ε)k, depends on the number of points).
Lemma 3.15. There are valid SNN parameters in any metric space (Rδ, Lp).
43
Proof. Consider a closed shell with inner radius 1 and outer radius 2 (for the purposes of the
proof, the number 2 here is arbitrary, and could be any value ≥ 1.5). A set of points in the shell
at pairwise distance ≥ 1 corresponds to a set of disjoint open balls of radius 1/2 with the center
inside the shell. Consider the volume of the intersection of the shell with such a ball. This volume
is bounded below by some constant, v, corresponding to the case where the ball is centered along
the exterior boundary. Since the volume of the shell, vs, is itself constant, the maximum number
of disjoint balls of radius 1/2 that fit in the shell is a constant smaller than vs/v. This is because
no matter where the balls are placed, at least v volume of the shell is inside any one of them, so, if
there are more than vs/v balls, there must be some region in the shell inside at least two of them.
This corresponds to two points at distance < 1.
Set k to be dvs/ve, and ε to be the constant such that (1+ε)k = 2. Then, (ε, k) are valid parameters
for (Rδ, Lp).
The dependency of k-ANN structures on 1/ε is typically severe. Thus, for practical purposes, one
would like to find a valid pair of parameters with ε as big as possible. The dependency on k is
usually negligible in comparison, and, in any case, k cannot be too large because the shell’s width
grows exponentially in k. Thus, we narrow the question to optimizing ε: what is the largest ε that
is part of a pair of valid parameters?
We first address the case of (R2, L2), where we derive the optimal value for ε analytically. We then
give a heuristic, numerical algorithm for general (Rδ, Lp) spaces.
Parameters in (R2, L2). Let εϕ ≈ 0.0492 be the number such that (1 + εϕ)10 = ϕ, where ϕ =
1+
√
5
2
is the golden ratio. The valid SNN parameters with largest ε for (R2, L2) are (ε∗ < εϕ, k∗ =
10) (ε∗ can be arbitrarily close to εϕ, but must be smaller). This follows from the following
observations.
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• The kissing number is 6, so there are no valid parameters with k < 6.
• The thinnest annulus (i.e., 2D shell) with inner radius 1 such that 10 points can be placed
inside at pairwise distance ≥ 1 has outer radius ϕ = (1 + εϕ)10. Figure 3.1, top, illustrates
this fact. In other words, if the outer radius is any smaller than ϕ, two of the 10 points would
be at distance < 1. Thus, any valid pair with k = 10 requires ε to be smaller than εϕ, but any
value smaller than εϕ forms a valid pair with k = 10.
• For 6 ≤ k < 10 and for k > 10, it is possible to place k points at pairwise distance > 1 in
an annulus of inner radius 1 and outer radius (1 + εϕ)k, and they are not packed “tightly”,
in the sense that k points at pairwise distance > 1 can lie in a thinner annulus. This can
be observed easily; Figure 3.1 (bottom) shows the cases for k = 9 and k = 11. Cases with
k < 9 can be checked one by one; in cases with k > 11, the annulus grows at an increasingly
faster rate, so placing k points at pairwise distance > 1 of each other becomes increasingly
“easier”. Thus, for any k 6= 10, any valid pair with that specific k would require an ε smaller
than εϕ.
Parameters in (Rδ, Lp). For other (Rδ, Lp) spaces, we suggest a numerical approach. We can
do a binary search on the values of ε to find one close to optimal. For a given value of ε, we want
to know if there is any k such that (ε, k) are valid. We can search for such a k iteratively, trying
k = 1, 2, . . . (the answer will certainly be “no” for any k smaller than the kissing number). Note
that, for a fixed k, the shell with inner radius 1 and outer radius (1 + ε)k has constant volume. As
in Lemma 3.15, let v be the volume of the intersection between the shell and a ball of radius 1/2
centered on the exterior boundary of the shell. As argued before, if kv is bigger than the shell’s
volume, then (ε, k) are valid parameters. For the termination condition, note that if in the iterative
search for k, k reaches a value where the volume of the shell grows more than v in a single iteration,
no valid value of k will be found for that ε, as the shell grows faster than the new points cover it.
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Figure 3.1: Top: The first figure shows two concentric circles of radius 1 and ϕ with an inscribed
pentagon and decagon, respectively, and some proportions of these shapes. The other figures show
two different ways to place 10 points at pairwise distance ≥ 1 inside an annulus of inner radius
1 and outer radius (1 + εϕ)10 = ϕ. Disks of radius 1/2 around each point are shown to be non-
overlapping. In one case, the points are placed on the vertices of the decagon. In the other, they
alternate between vertices of the decagon and the pentagon. In both cases, the distance between
adjacent disks is 0. Thus, these packings are “tight”, i.e., if the annulus were any thinner, there
would be two of the 10 points at distance < 1. Bottom: 9 and 11 points at pairwise distance ≥ 1
inside annuli of radius (1+εϕ)9 and (1+εϕ)11, respectively. These packings are not tight, meaning
that, for k = 9 and k = 11, a valid value of ε would have to be smaller than εϕ.
Besides the volume check, one should also consider a lower bound on how much of the shell’s
surface (both inner and outer) is contained inside an arbitrary ball. We can then see if, for a given
k, the amount of surface contained inside the k balls is bigger than the total surface of the shell,
at which point two balls surely intersect. This check finds better valid parameters than the volume
one for relatively thin shells, where the balls “poke” out of the shell on both sides.
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3.2.3 The m-way soft nearest-neighbor data structure
We can modify the specification of the SNN structure so that soft answers return m pairwise closer
points instead of two. That is, a soft answer should return m points where each pair is closer to
each other than the query point to its NN. We call this an m-way SNN structure. The normal SNN
structure is a 2-way SNN structure.
Lemma 3.16. In any fixed dimension, for any Lp metric, and for any constant m ≥ 2, there is an
m-way SNN structure with O(n log n) preprocessing time and O(log n) time per query, insertion,
or deletion.
Proof. To obtain an m-way SNN structure, we need to change the values of ε and k to make
the shell smaller and k bigger, so that if there are k points in a shell of inner radius 1 and outer
radius (1 + ε)k, then there must be at least m points at pairwise distance less than 1. The method
described in Section 3.2.2 for finding valid parameters in (Rδ, Lp) also works here. It only needs
to be modified so that the area (or surface) of the shell is accounted for over m − 1 times, so
that at some point m balls must intersect. Since k and ε are still constant, this does not affect the
asymptotic runtimes in Theorem 3.10.
3.2.4 The closest pair problem
To conclude this section, we give an illustrative application of the SNN structure, the closest pair
problem [22, 173].
Problem 6 (Closest pair problem). Given a set of points in a metric space, find the closest pair of
points.
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This problem can be solved in O(n log n) time in any metric space (Rδ, Lp) with constant dimen-
sion [57]. For instance, it can be solved in this time bound using a dynamic closest-pair data
structure (Lemma 3.6). With our SNN structure, we can match this result.
If a SNN structure is available, finding the closest pair in a point set P is simple: add all the points
in P to the structure and do a query with each point in P (for each point, remove it temporarily
from the structure to do the query, so that the answer is not itself). Since, there is no closer pair
than the closest pair, the SNN structure will return a hard answer for the two points constituting
the closest pair. Thus, the closest pair will be found among the hard answers to the queries.
This result sets a lower bound on the runtime of a SNN structure in the algebraic decision tree
model of computation: it is well known that the closest pair problem requires Ω(n log n) time in
this model, shown by a reduction from the element-uniqueness problem [172]. Therefore, for a
SNN structure in this model, either the preprocessing must take Ω(n log n) time, or an insertion
must take Ω(log n) time, or doing a query must take Ω(log n) time.
3.3 Geometric TSP
In Section 2.2, we introduced TSP (Problem 4) and the multi-fragment greedy algorithm. We then
defined the corresponding local greedy algorithm (Definition 2.11) and showed that both output
the same solution (Theorem 2.14). Recall that both algorithms work by merging paths, starting
with paths that are just nodes, until there is a single path left. The global greedy algorithm merges
the paths with the smallest cost, whereas local greedy merges any pair of paths such that the cost
of connecting them is lower than the cost of connecting either with a third path. Here, the cost of
connecting two paths is the minimum cost of connecting an endpoint of each.
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In this section, we use a NNC-inspired algorithm to implement the local greedy algorithm. We
are interested in a geometric setting (Problem 7). Since it is a special case of TSP, global–local
equivalence holds.
Problem 7 (Geometric TSP). Given a set of points in a (Rδ, Lp), find a closed tour (a closed
polygonal chain) through all the points of shortest length.
3.3.1 Related work
Note the following hierarchy of problems. In its most generic form, TSP has no restriction on
the edge weights, and the optimal solution cannot be approximated to within any constant ap-
proximation factor (assuming P 6= NP) [182]. An important special case is metric TSP, where
distances satisfy the triangle inequality. For this case, Christofides’ algorithm achieves a 3/2-
approximation [52]. In turn, Problem 7, which we call geometric TSP, is a special case of metric
TSP. A polynomial-time approximation scheme9 is known for this case [14]. Finally, Euclidean
TSP is a special case of Problem 7. In Euclidean TSP, the points lie in the plane and the metric is
Euclidean distance. The problem is NP-hard even in the restricted case of Euclidean TSP [108].
The multi-fragment algorithm achieves an approximation ratio of O(log n) for metric TSP [35,
156]. It was proposed by Bentley [21] specifically for Euclidean TSP. Despite the fact that there
are algorithms with better approximation ratios, it is used in practice due to its simplicity and
empirical evidence that it tends to outperform other heuristics [23, 77, 120, 147, 149].
We are interested in the complexity of computing the same tour as the multi-fragment algorithm,
which we call the multi-fragment tour. A straightforward implementation of the multi-fragment
algorithm is similar to Kruskal’s minimum spanning tree algorithm [134]: sort the
(
n
2
)
edges by
increasing weights and process them in order: for each edge, if the two nodes are endpoints of
9A polynomial-time approximation scheme is a parameterized family of algorithms such that, for every fixed
c > 0, there is a (1 + c)-approximation algorithm that runs in time polynomial in the input size.
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separate paths, connect them. The runtime of this algorithm is O(n2 log n), where the bottleneck
is sorting. Eppstein [79] uses a dynamic closest-pair data structure (for arbitrary distance matrices)
to improve the runtime to O(n2) time.
In the geometric setting, we can leverage the additional structure to improve the runtime. Bent-
ley [21] gives a K-d tree-based implementation and says that it appears to run in O(n log n) time
on uniformly distributed points in the plane. Following our local greedy framework, we give an
alternative algorithm for geometric TSP that computes the multi-fragment tour in O(n log n) time
in any fixed dimension (Theorem 3.20). We do not know of any prior worst-case subquadratic
algorithm.
3.3.2 Soft nearest-neighbor chain algorithm
In this section, we consider TSP in the geometric setting (Problem 7). Given that we have global–
local equivalence (Theorem 2.14), we can adapt the NNC algorithm (Algorithm 1) to implement
local greedy and compute the multi-fragment tour. The NNC algorithm maintains a chain of paths,
each followed by its nearest-neighbor path, until we reach a locally-dominant pair (i.e., a pair
of MNN). Then, remove both from the chain and connect them. The distance between paths is
the minimum distance between their endpoints. We use p ∪ p′ to denote the path resulting from
connecting paths p and p′. They are connected by adding the line segment between their closest
endpoints. To find the nearest neighbor of a path in a set of paths, we need to find the closest
endpoint of another path from each endpoint. For this, we can use a nearest-neighbor data structure
maintaining the set of path endpoints.
The dynamic NN structure by Chan [46] runs inO(log4 n) amortized time per operation (Lemma 3.2).
Pairing the NNC algorithm with this structure yields a runtime of O(n log4 n) for points in R2 and
Euclidean distance. We skip the proof of this result because we will prove a stronger one.
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In order to improve upon the NNC algorithm, we need to relax the invariant that each path in the
chain is followed by its nearest neighbor. Despite the name, the NNC algorithm does not rely on
the fact that each element is followed by its nearest neighbor in the chain. It only requires that the
distances between consecutive elements in the chain (in this case, paths) keeps decreasing. This is
enough to converge to a locally-dominant pair of elements. In fact, we do not even need an element
in the chain, say, p, to be followed by an element close to p. We can jump to a pair of completely
different elements, as long as the distance between them is smaller than the distance between p and
the element before p in the chain. This, too, suffices to converge to a locally-dominant pair.
Relaxing the chain in this manner is the central idea behind our algorithm for geometric TSP. We
use a variation of the NNC algorithm that uses a SNN structure instead of the usual NN structure.
We call it the soft nearest-neighbor chain algorithm (SNNC). For this, we need a SNN structure
for paths instead of points. That is, a structure that maintains a set of (possibly single-point) paths,
and, given a query path Q, returns the closest path to Q or two paths in the set which are closer to
each other than Q to its closest path in the set.
A soft nearest-neighbor structure for paths. The distance between paths is measured as the
minimum distance between an endpoint of one and an endpoint of the other, so, for the purposes
of this data structure, only the coordinates of the endpoints are important.
Given a set of paths to store in the data structure, we maintain the set of path endpoints in a 3-way
SNN structure for points (Lemma 3.16). Insertions and removals are straightforward: we add or
remove, accordingly, both endpoints of the path.
Algorithm 3 shows the full algorithm for answering SNN queries about paths using a 3-way SNN
structure for points. Given a query path Q with endpoints {q1, q2}, we do a SNN query from each
endpoint of the path. If both answers are hard (assuming that the path has two distinct endpoints,
otherwise, just the one), then we find the true NN of the path, and we can return it. However, there
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is a complication with soft answers: the reason why we need three pairwise closer points instead
of just two is that two points could be the endpoints of the same path. Thus, it could be the case
that we find two closer points, but not two closer paths as we need. Using a 3-way SNN structure
guarantees that even if two of the three endpoints belong to the same path, at least two different
paths are involved.
Algorithm 3 Soft-nearest-neighbor query for paths.
Let q1 and q2 be the endpoints of the query path, Q.
Let S be a 3-way SNN structure containing the set of path endpoints.
Query S with q1 and q2.
if both answers are hard then
Let p1 and p2 be the respective answers.
return the closest path to the query path among the paths with endpoints p1 and p2.
else if one answer is hard and the other is soft then
Let p be the hard answer to q1 and (a, b, c) the soft answer to q2 (without loss of generality).
Let P and P ′ be the two closest paths among the paths with endpoints a, b, and c.
if d(q1, p) < d(P, P ′) then
return the path with endpoint p.
else
return (P, P ′).
else (both answers are soft)
Let (a1, b1, c1) and (a2, b2, c2) be the answers to q1 and q2.
return the closest pair of paths among the paths with endpoints a1, b1, c1, a2, b2, c2.
Lemma 3.17. In any fixed dimension, and for any Lp metric, we can maintain a set of n paths in a
SNN structure for paths withO(n log n) preprocessing time andO(log n) time per query, insertion,
or deletion.
Proof. All the runtimes follow from Lemma 3.16: we maintain the set of up to 2n path endpoints
in a three-way SNN structure S. The structure S can be initialized in O(n log n) time. Insertions
and deletions require two insertions or deletions to S, respectively, taking O(log n) time each.
Algorithm 3 for queries clearly runs in O(log n) time. We argue that it returns a valid answer. Let
Q be a query path with endpoints {q1, q2}, and consider the three possible cases:
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• Both answers are hard. In this case, we find the closest path to each endpoint, and, by
definition, the closest of the two is the NN of Q.
• One answer is soft and the other is hard. Let p be the hard answer to q1 and (a, b, c) the soft
answer to q2 (without loss of generality). Let P and P ′ be the two closest paths among the
paths with endpoints a, b, and c. If d(q1, p) < d(P, P ′), then, the path with p as endpoint
must be the NN of Q, because there is no endpoint closer than d(P, P ′) to q2. Otherwise,
P, P ′ is a valid soft answer, as they are closer to each other than either endpoint of Q to their
closest endpoints.
• Both answers are soft. Assume, without loss of generality, that the NN of Q is closer to q1
than q2. Then, the soft answer to q1 gives us two paths closer to each other than Q to its NN,
so we return a valid soft answer.
Note that we cannot build a closest-pair data structure for paths, which would allow us to imple-
ment GG directly, from a closest-pair data structure for points maintaining the set of endpoints of
the paths. This is because the closest pair of endpoints could be the endpoints of the same path.
The algorithm. We use a SNN for paths (Lemma 3.17). In the context of this algorithm, let us
think of a SNN answer, hard or soft, as being a set of two paths. If the answer is hard, then one
of the paths returned in the answer is the query path itself, and the remaining path is its NN. Now,
we can establish a comparison relationship between SNN answers (independently of their type):
given two SNN answers {a, b} and {c, d}, we say that {a, b} is better than {c, d} if and only if
d(a, b) < d(c, d).
See Algorithm 4. The input is a set of points, which are interpreted as single-point paths and added
to the SNN structure for paths. We assume unique distances between the points. The algorithm
maintains a stack (the chain) of nodes, where each node contains a pair of paths. In particular, each
node in the chain is the best SNN answer among two queries for the two paths in the predecessor
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Figure 3.2: Left: a set of paths, including some single-point paths, and a possible chain, where
the nodes are denoted by dashed lines and appear in the chain according to the numbering. Right:
nearest-neighbor graph of the set of paths. For each path, a dashed/red arrow points to its NN. The
arrows start and end at the endpoints determining the minimum distance between the paths.
node (when querying from a path, we remove it from the structure temporarily, so that the answer
is not the path itself).
Figure 3.2 shows a snapshot of the algorithm. Nodes 2 and 4 are hard answers, whereas nodes 3
and 5 are soft answers. The two paths in the fifth node are the overall closest pair, so the SNN
structures will return that pair when queried from each of them. The algorithm will connect them,
remove the fifth node from the chain, and continue from the fourth node.
Correctness and runtime analysis.
Lemma 3.18. The following invariants hold at the beginning of each iteration of Algorithm 4:
1. Each input point is an endpoint or an internal vertex of exactly one path in S.
2. If node R appears after node {s, t} in the chain, then R is better than {s, t}.
3. Every path in S appears in at most two nodes in the chain, in which case they consist of
consecutive nodes.
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Algorithm 4 Soft nearest-neighbor chain algorithm for geometric TSP.
Initialize an empty stack (the chain).
Initialize a SNN structure S for paths with the set of input points as single-point paths.
while there is more than one path in S do
if the chain is empty then
add a node containing an arbitrary pair of paths from S to it.
else
Let U = {u, v} be the node at the top of the chain.
Remove u from S, query S with u, and re-add u to S.
Remove v from S, query S with v, and re-add v to S.
Let A be the best answer.
if A 6= U then
Add A to the chain.
else
Remove u and v from S and add u ∪ v.
Remove U from the chain.
if the chain is not empty and the new last node, V, contains u or v then
Remove V from the chain.
Connect the two endpoints of the remaining path in S.
4. The chain only contains paths in S.
Proof.
1. The claim holds initially. Each time two paths, u and v, are replaced by u ∪ v, one endpoint
of each becomes an internal vertex in the new path u ∪ v, and the other endpoints become
endpoints of u ∪ v.
2. We show it for the specific case where R is immediately after {s, t} in the chain, which
suffices. Note that R 6= {s, t}, or it would not have been added to the chain. We distinguish
between two cases:
• s and t were MNN when R was added. Then, R had to be a soft answer from s or t,
which would have to be better than {s, t}.
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• s and t were not MNN when R was added. Then, s had a closer path than t (without
loss of generality). Thus, whether the answer for s was soft or hard, the answer had to
be better than {s, t}.
3. Assume, for a contradiction, that a path p appears in two non-consecutive nodes, X = {p, x}
and Z = {p, z} (this covers the case where p appears more than twice). Let Y be the
successor of X . By Invariant 2, Z is better than Y . It is easy to see that if z1 and z2 are
the two endpoints of path z, then z1 and z2 were endpoints of paths since the beginning
of the algorithm. Thus, the answer for p when X was at the top of the chain had to be a
pair at distance at most min(d(p, z1), d(p, z2)). However, min(d(p, z1), d(p, z2)) = d(p, z),
contradicting that Z is better than Y .
4. Clearly, each node in the chain contains paths that were present in S at the time the node
was added. Therefore, the invariant could only break when removing paths from S. In the
algorithm, paths are removed from S when merging the paths in the top node. Thus, if a path
p is removed from S, it means that p is in the top node. By Invariant 3, besides the top node,
p can only occur in the second-from-top node. In the algorithm, when we merge the paths in
the top node, we remove the top node from the chain, as well as its predecessor if has a path
in common with the top node.
Lemma 3.19. Paths connected in the soft nearest-neighbor chain algorithm (Algorithm 4) are
MNN in the set of paths in the SNN structure.
Proof. Let {u, v} be the node at the top of the chain at some iteration of the SNNC algorithm. Let
A the best SNN answer among the queries from u and v. In the algorithm, u and v are connected
when A = {u, v}. Thus, we need to show that if A = {u, v}, then u and v are MNN. We show the
contrapositive: if u and v are not MNN, then A 6= {u, v}. If u and v are not MNN, u (without loss
of generality) has a closer path than v, so the answer for u is better than {u, v}.
56
Theorem 3.20. The multi-fragment tour of a set of n points in any fixed dimension, and under any
Lp metric, can be computed in O(n log n) time.
Proof. We show that the SNNC algorithm computes the multi-fragment tour in O(n log n) time.
For its correctness, note that the output is a single tour that visits every input point (Invariant 1).
This cycle is constructed by only merging pairs of paths that are MNN (Lemma 3.19). Thus,
the SNNC algorithm implements local greedy. By global-local equivalence (Theorem 2.14), this
produces the multi-fragment tour.
For the runtime, note that the chain is acyclic in the sense that each node contains a path from the
current set of paths in S (Invariant 4) not found in previous nodes (Invariant 3). Thus, the chain
cannot grow indefinitely, so, eventually, paths get connected. The main loop does not halt until
there is a single path.
If there are n points at the beginning, there are n− 1 connections between different paths in total,
and 2n − 1 different paths throughout the algorithm. This is because each connection removes
two paths and adds one new path. At each iteration, either two paths are connected or one node is
added to the chain. There are n− 1 iterations of the first kind, each of which triggers the removal
of one or two nodes in the chain. Thus, the total number of nodes removed from the chain is at
most 2n − 2. Since every node added is removed, the number of nodes added to the chain is also
bounded by 2n−2. Thus, the total number of iterations of the second kind is at most 2n−2, and the
total number of iterations is at most 3n−3. Therefore, the total running time is O(P (n)+nT (n)),
where P (n) and T (n) are the preprocessing and operation time of a SNN structure for paths. By
Lemma 3.17, this can be done in O(n log n) time.
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3.3.3 Nearest-neighbor chain algorithm for general graphs
Consider that we are not in the geometric setting, so we do not have access to nearest-neighbor
data structures. Recall from Section 3.3.1 that the best prior known runtime for computing the
multi-fragment tour in this setting is O(n2) time, where n is the number of nodes [79]. If the
non-input space is required to be O(n), then the runtime increases to O(n2 log2 n) [79].
We can design a NNC algorithm that runs in O(n2) time, uses O(n) extra space, and simplifies the
required data structures. This is because Eppstein [79] did not exploit global–local equivalence, so
it had to find closest pairs [79]. Using GLE makes the problem easier.
We use the traditional NNC algorithm. We only need to spell out how to find the nearest neighbor
of a path P . Clearly, it can be found in T (n) = O(n) time by scanning through the adjacency
lists of the two endpoints of P , filtering non-endpoint nodes and the other endpoint of P . Using
this linear search, we can easily compute the multi-fragment tour in O(nT (n)) = O(n2) time and
O(n) extra space.
3.4 Steiner TSP
Consider the Steiner TSP problem [62].
Problem 8 (Steiner TSP). Given a weighted, undirected graph G = (V,E) and a set of k nodes,
P ⊆ V , called sites, find a minimum-weight tour (repeated vertices and edges allowed) in G that
visits every site in P at least once. Nodes not in P do not need to be visited.
For instance, G could represent a road network, and the sites could represent the daily drop-off
locations of a delivery truck. We consider the multi-fragment algorithm for this problem. An
instance of Steiner TSP is equivalent to a TSP instance where the nodes are the sites, and the edge
weights are shortest-path distances.
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As mentioned, one way to implement the multi-fragment algorithm is to sort the
(
k
2
)
pairs of sites
by increasing distances, and process them in order: for each pair, if the two sites are endpoints
of separate paths, connect them. In this setting, the bottleneck is computing the distances. By
running Dijkstra’s algorithm [70] from each site in a sparse graph, this takes O(kn log n). This
can be improved to O(kn) for planar graphs or, more generally, graphs belonging to hereditary
graph classes with sublinear separators and for which a certain subdivision can be constructed in
O(kn) time [110] (see Chapter 5 for the relevant definitions). We do not know of any prior faster
algorithm to compute the multi-fragment tour for Steiner TSP.
The proof of global–local equivalence for TSP (Theorem 2.14) also applies in this setting as long as
the distances between sites are unique. Thus, we can use the NNC algorithm to construct the multi-
fragment tour in O(P (n, k) + kT (n, k)) time, where P (n, k) and T (n, k) are the preprocessing
and operation time of a dynamic nearest-neighbor structure maintaining k sites in an n-node graph.
We omit the details of the NNC algorithm, as it is does not have any interesting modification over
the standard NNC algorithm that we already discussed for TSP.
We use our NN data structure for graphs from Chapter 5. According to Theorem 5.4, using this
data structure we get the following.
Theorem 3.21. Let c be a constant with 0 < c < 1, and let G be a hereditary graph class with
O(nc)-size separators which can be found in O(n1+c) time. For an n-node graph from G, the
multi-fragment tour for the Steiner TSP problem can be computed in O(n1+c + knc log k) time,
where k is the number of sites.
For instance, for planar graphs and graphs representing real-world road networks [87], we can
construct the multi-fragment tour in O(n1.5 + kn0.5 log k) time. As a function of n alone, this
is an improvement from O(n2) to O(n1.5 log n). In addition, in trees and graphs of bounded
treewidth [167], which have separators of size O(1) [55], our data structure from Chapter 5 has
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O(n log n) preprocessing time and O(log n log k) operation time, so we can construct a multi-
fragment tour in O(n log n+ k log n log k) time.
The Steiner TSP problem illustrates that the NNC algorithm is not only useful in a geometric
setting. Rather, NNC is efficient in any setting where we can find nearest neighbors efficiently.
3.5 Motorcycle graphs
An important concept in geometric computing is the straight skeleton [8]. The straight skeleton
of a polygon is a tree-like structure similar to the medial axis [31] of the polygon, but which
consists of straight segments only. Given a polygon, consider a shrinking process where each
edge moves inward, at the same speed, in a direction perpendicular to itself. The straight skeleton
of the polygon is the trace of the vertices through this process. Some of its applications include
computing offset polygons [82], medical imaging [59], polyhedral surface reconstruction [20,155],
and computational origami [67]. It is a standard tool in geometric computing software [42].
Computing motorcycle graphs is a key step of straight skeleton algorithms.
Problem 9 (Motorcycle graph). Given a set of n points in the plane, each with associated direc-
tions and speeds (the motorcycles), compute the corresponding motorcycle graph. Consider the
process where all the motorcycles start moving at the same time, in their respective directions and
at their respective speeds. Motorcycles leave a trace behind that acts as a “wall” such that other
motorcycles crash and stop if they reach it. The motorcycle graph is the set of traces.
In the motorcycles graph problem, some motorcycles crash while others escape to infinity (see
Figure 3.3, top).
The current fastest algorithms for computing straight skeletons consist of two main steps [50, 115,
116]. The first step is to construct a motorcycle graph induced by the reflex (i.e., concave) vertices
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of the polygon. The second step is a lower envelope computation. With current algorithms, the
first step is more expensive, but it only depends on the number of reflex vertices, r, which might be
smaller than the total number of vertices, n. Thus, no step dominates the other in every instance. In
this section, we focus on the first step. The second step can be done in O(n log n) time for simple
polygons [33], in O(n log n log r) time for arbitrary polygons [49], and in O(n log n logm) time
for planar straight line graphs with m connected components [33].
Most existing algorithms rely on three-dimensional ray-shooting queries. Consider a data structure
that maintains a set P of two-dimensional polygons in three dimensions. A ray-shooting query for
such a data structure consists of a given starting point, q, and a direction, ~vq, and asks for the first
polygon in P , if any, encountered by the ray starting at q in the direction ~vq.
In the context of the motorcycle graph problem, if time is seen as the third dimension, the position
of a motorcycle starting to move from (x, y), at speed s, in the direction (u, v), forms a ray (if
it escapes) or a segment (if it crashes) in three dimensions, starting at (x, y, 0) in the direction
(u, v, 1/s). Therefore, the impassable traces left behind by the motorcycles correspond to infinite
vertical “curtains”—wedges or trapezoidal slabs, depending on whether they are bounded below
by a ray or a segment. Thus, ray-shooting queries help determine which trace a motorcycle would
reach first, if any. Of course, the complication is that, as motorcycles crash, their potential traces
change. Early algorithms handle this issue by computing the crashes in chronological order [50,
82]. The best previously known algorithm, by Vigneron and Yan [183], is the first that computes
the crashes in non-chronological order. Our NNC-based algorithm improves upon it by reducing
the number of ray-shooting queries needed from O(n log n) to 3n, and simplifies the required data
structures significantly. It is also non-chronological, but follows a completely new approach.
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Figure 3.3: Top: an instance input with uniform velocities and its corresponding motorcycle graph.
Bottom: snapshots of the NNC algorithm before and after determining all the motorcycles in a NN
cycle found by the chain: the NN of the motorcycle at the top, m, is m′, which is already in the
chain. Note that some motorcycles in the chain have as NN motorcycles against the traces of
which they do not crash in the final output. That is expected, because these motorcycles are still
undetermined (e.g., as a result of clipping the curtain of m′, the NN of its predecessor in the chain
changes).
3.5.1 Algorithm description
In the algorithm, we distinguish between undetermined motorcycles, for which the final location
is still unknown, and determined motorcycles, for which the final location is already known. We
use a dynamic three-dimensional ray-shooting data structure to maintain a set of curtains, one for
each motorcycle. In the data structure, determined motorcycles have wedges or slabs as curtains,
depending on whether they escape or not. Undetermined motorcycles have wedge curtains like
determined motorcycles that escape. Thus, curtains of undetermined motorcycles may reach points
that the corresponding motorcycles never get to. When a motorcycle goes from undetermined to
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determined, if it escapes, its curtain does not change. If it crashes, the curtain is “clipped” from a
wedge to a slab.
For an undetermined motorcycle m, we define its “nearest neighbor” to be the motorcycle, de-
termined or not, against which m would crash next according to the set of curtains in the data
structure. Motorcycles that escape may have no NN. Finding the NN of a motorcycle m corre-
sponds to one ray-shooting query. Note that m may actually not crash against the trace of its NN,
m′, if m′ is undetermined and happens to crash early. On the other hand, if m′ is determined, then
m definitely crashes into its trace.
We begin with all motorcycles as undetermined. Our main structure is a chain (a stack) of un-
determined motorcycles such that each motorcycle is the NN of the previous one. In contrast to
typical applications of the NNC algorithm, here the notion of “proximity” used to define nearest
neighbors is not symmetric, i.e., m may crash first into the trace of m′, but m′ crashes first into
someone else’s trace. Thus there may be no “mutual nearest neighbors”. In fact, the only case
where two motorcycles are mutual nearest neighbors is the degenerate case where two motorcy-
cles reach the same point simultaneously. That said, mutual nearest neighbors have an appropriate
analogue in the asymmetric setting: nearest-neighbor cycles, m1 → m2 → · · · → mk → m1.
Our algorithm relies on the following key observation: if we find a nearest-neighbor cycle of unde-
termined motorcycles, then each motorcycle in the cycle crashes into the next motorcycle’s trace.
This is easy to see from the definition of nearest neighbors, as it means that no motorcycle outside
the cycle would “interrupt” the cycle by making one of them crash early. Thus, if we find such
a cycle, we can determine all the motorcycles in the cycle at once. This can be seen as a type of
chronological global–local equivalence, where global greedy would be to compute the crashes in
strict chronological order.
See Algorithm 5. Starting from an undetermined motorcycle, following a chain of nearest neigh-
bors inevitably leads to (a) a motorcycle that escapes, (b) a motorcycle that is already determined,
or (c) a nearest-neighbor cycle. In all three cases, this allows us to determine the motorcycle at the
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Algorithm 5 Nearest-neighbor chain algorithm for motorcycle graphs.
Initialize a ray-shooting data structure with the wedges for all the motorcycles (according to
their status as undetermined).
Initialize an empty stack (the chain).
while there are undetermined motorcycles do
if the chain is empty then
Add an arbitrary undetermined motorcycle to it.
Let m be the motorcycle at the top of the chain.
Do a query for the NN of m. If there is any, denote it by m′. There are four cases:
(a) m does not have a NN:m escapes. Removem from the chain and mark it as determined
(its curtain does not change).
(b) m′ is determined (i.e., its curtain is final): m crashes into it. Clip the curtain of m into
a slab, mark m as determined, and remove m and the previous motorcycle from the
chain. (We remove the second-to-last motorcycle because it had m as NN, and after
clipping m’s curtain, the previous motorcycle may have a different NN.)
(c) m′ is undetermined and already in the chain: then, all the motorcycles in the chain,
fromm′ up tom (which is the last one) form a nearest-neighbor cycle, and each of them
crashes against the trace of the next motorcycle in the cycle. We clip all their curtains,
mark them all as determined, and remove them and the motorcycle immediately before
m′ from the chain.
(d) m′ is undetermined and not in the chain: add m′ to the chain.
top of the chain, or, in Case (c), all the motorcycles in the cycle. See Figure 3.3, bottom. Further,
note that we only modify the curtain of the newly determined motorcycle(s). Thus, if we deter-
mine the motorcycle m at the top of the chain, only the NN of the second-to-top motorcycle in the
chain may have changed, and similarly in the case of the cycle. Consequently, the rest of the chain
remains consistent.
3.5.2 Analysis
Clearly, every motorcycle eventually becomes determined, and we have already argued in the
algorithm description that irrespective of whether it becomes determined through Case (a), (b), or
(c), its final position is correct. Thus, we move on to the complexity analysis. Each “clipping”
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update can be seen as an update to the ray-shooting data structure: we remove the wedge and add
the slab.
Theorem 3.22. Algorithm 5 computes the motorcycle graph in timeO(P (n)+nT (n)), where P (n)
and T (n) are the preprocessing time and operation time (maximum between query, insertion, and
deletion) of a dynamic, three-dimensional ray-shooting data structure.
Proof. Each iteration of the algorithm makes one ray-shooting query. At each iteration, either a
motorcycle is added to the chain, or at least one motorcycle is determined (Cases (a—c)).
Motorcycles begin as undetermined and, once they become determined, they remain so. This
bounds the number of Cases (a—c) to n. In Cases (b) and (c), one undetermined motorcycle may
be removed from the chain. Thus, the number of undetermined motorcycles removed from the
chain is at most n. Thus, there are at most 2n iterations where a motorcycle is added to the chain.
Overall, the algorithm takes at most 3n iterations, so it needs no more than 3n ray-shooting queries
and at most n “clipping” updates where we change a triangular curtain into a slab. It follows that
the runtime is O(P (n) + nT (n)).
In terms of space, we only need a linear amount besides the space required by the data structure.
The previous best known algorithm runs in time O(P (n) + n(T (n) + log n) log n) [183]. Be-
sides ray-shooting queries, it also uses range searching data structures, which do not increase the
asymptotic runtime but make the algorithm more complex.
Agarwal and Matousˇek [3] give a ray-shooting data structure for curtains in R3 which achieves
P (n) = O(n4/3+ε) and T (n) = O(n1/3+ε) for any ε > 0. Using this structure, both our algorithm
and the algorithm of Vigneron and Yan [183] run in O(n4/3+ε) time for any ε > 0. If both
algorithms use the same ε in the ray-shooting data structure, then our algorithm is asymptotically
faster by a logarithmic factor, as Vigneron and Yan need O(n log n) ray-shooting operations.
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3.5.3 Special cases and remarks
Consider the case where all motorcycles start from the boundary of a simple polygon with O(n)
vertices, move through the inside of the polygon, and can crash against the edges of the polygon
in addition to the traces of other motorcycles. In this setting, the motorcycle trajectories form
a connected planar subdivision. There are dynamic ray-shooting data structures for connected
planar subdivisions that achieve T (n) = O(log2 n) [103]. Vigneron and Yan use this data structure
in their algorithm to get an O(n log3 n) time algorithm for this case [183]. Our algorithm brings
this down to O(n log2 n) time. Furthermore, their other data structures require that coordinates
have O(log n) bits, while we do not have this requirement.
Vigneron and Yan also consider the case where motorcycles can only go in C different directions.
They show how to reduce T (n) to O(C(log n) min(C, log n)) in this case. As a result, their algo-
rithm runs in O(Cn(log2 n) min(C, log n)) time in this setting. Using the same data structures, the
NNC algorithm improves the runtime to O(Cn(log n) min(C, log n)).
A remark on the use of our algorithm for computing straight skeletons: degenerate polygons where
two shrinking reflex vertices reach the same point simultaneously give rise to motorcycle graphs
where two motorcycles collide head on. To compute the straight skeleton, a new motorcycle should
emerge from the collision point. Our algorithm does not work if new motorcycles are added dy-
namically (such a motorcycle could, e.g., disrupt a NN cycle already determined), so it cannot be
used in the computation of straight skeletons of degenerate polygons.
As a side note, the NNC algorithm for motorcycle graphs is reminiscent of Gale’s top trading cycle
algorithm [174] from the field of economics. This algorithm also works by finding “first-choice”
cycles. We are not aware of whether they use a NNC-type algorithm to find such cycles. If they do
not, they certainly can; if they do, then at least our use is new in the context of motorcycle graphs.
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3.6 Server cover
Geometric coverage problems deal with finding optimal configurations for sets of geometric shapes
that contain or “cover” another set of objects (for instance, see [4, 38, 160]). In this section, we
propose an NNC-type algorithm for a problem in this category. We use NNC to speed up a greedy
algorithm for a one-dimensional version of a server cover problem (Problem 10): given the loca-
tions of n clients and m servers, which can be seen as houses and telecommunication towers, the
goal is to assign a “signal strength” to each communication tower so that they reach all the houses,
minimizing the cost of transmitting the signals.
Problem 10 (Server cover). Given two sets of points in Rδ, S (servers) and C (clients), assign a
radius, ri, to a disk centered at each server si in S, so that every client is contained in at least one
disk. The objective function to minimize is
∑
rαi for some parameter α > 0.
The values α = 1 and α = 2 in Problem 10 are of special interest, as they correspond to minimizing
the sum of radii and areas, respectively, in two dimensions.
3.6.1 Related work
Table 3.2 gives an overview of exact and approximation algorithms for the server cover problem.
It shows that when either the dimension δ or α are larger than 1, there is a steep increase in
complexity. We focus on the special case with δ = 1 and α = 1, which has received significant
attention because it gives insight into the general problem.
Server cover was first considered in the one-dimensional setting by Lev-Tov and Peleg [137]. They
gave an O((n + m)3)-time dynamic-programming algorithm for the α = 1 case, where n is the
number of clients and m is the number of servers. They also gave a linear-time 4-approximation
algorithm (assuming a sorted input). The runtime of the exact algorithm was improved to O((n +
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Dim. α Approximation ratio Complexity
2D α > 1 Exact NP-hard [11]
2D α = 1 Exact O((n+m)881T (n+m)) [99]
1 + ε O((n+m)881T (n+m)) [99]
(1 + 6/k) O(k2(nm)γ+2) [137]
1D α ≥ 1 Exact Polynomial (high complexity) [29]
1D α = 1 Exact O((n+m)2) [30]
3 O(n+m) [11]
2 O(m+ n logm) [11]
2 O(n+m) (our result)
Table 3.2: Summary of best known results on the server cover problem. In the table: n is the
number of clients, m is the number of servers, ε > 0 is an arbitrarily small constant, k > 1 is an
arbitrary integer parameter, γ > 0 is a parameter known to be a constant, and T (n,m) is the cost of
comparing the evaluation function for two sets of disks, which requires comparing sums of square
roots to compute exactly. The exact algorithm of [99] is under the assumption that T (n,m) can be
computed, which depends on the computational model.
m)2) by Biniaz et al. [30]. In the approximation setting, Alt et al. [11] gave a linear-time 3-
approximation algorithm and a O(m+ n logm)-time 2-approximation algorithm (also assuming a
sorted input). Using NNC, we improve this to a linear-time 2-approximation algorithm under the
same assumption that the input is sorted.
3.6.2 Global–local equivalence
The O(m + n logm)-time 2-approximation by Alt et al. [11] can be described as follows: start
with disks (which, in 1D, are intervals) of radius 0, and, at each step, make the smallest disk
growth which covers a new client. This can be seen as a global greedy algorithm. Suppose that a
client c lies outside the disk of a server s. We define the distance d(c, s) between a client c and a
server s as the distance between c and its closest boundary of the disk of s. Global greedy is the
algorithm that repeatedly finds the closest uncovered-client–server pair, which can be seen as the
globally-dominant pair, and grows the server’s disk up to the client.
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Input:
1 0.8
Choosing closest pairs (GG):
0.5 0.50.8
( )
Choosing mutual nearest neighbors (LG): )()
Figure 3.4: An instance (servers are crosses, clients are dots) where choosing MNN in a specific
order does not result in the same solution as choosing closest pairs. Furthermore, the cost of the
solution choosing MNN, 2.1, is not within a factor 2 of the optimal cost, 1.
Under this view, there is a natural notion of locally-dominant pairs/mutual nearest neighbors: an
uncovered client c and a server s such that d(c, s) is the smallest among all the distances involving
c and s. In words, s is the server that can cover c for the least cost, and s can cover c more cheaply
than any other client. Thus, we can consider a local greedy algorithm, which repeatedly finds
MNN and grows the server’s disk accordingly.
However, Figure 3.4 illustrates that this greedy algorithm does not satisfy global–local equivalence:
matching MNN does not yield the same result as matching the closest pair. Furthermore, it shows
that matching MNN loses the 2-approximation guarantee. We nevertheless use NNC to achieve a
2-approximation. This requires enhancing the algorithm so that it does not simply match MNN as
defined. This illustrates that NNC may be useful even in problems where local greedy is worse
than global greedy.
3.6.3 Algorithm description
Our algorithm takes a list of n ≥ 1 clients and m ≥ 1 servers already ordered left-to-right, without
repeated coordinates, and outputs a radius for each server, which might be 0. In the algorithm, we
group clients and servers into clusters. We distinguish between client clusters and server clusters.
Each element starts as a base cluster, and we repeatedly merge them until there is a single cluster
left.
69
A client cluster is a set of still-uncovered clients that appear continuously in the input, without
servers in between. When the algorithm clusters clients together, it commits to covering them all
simultaneously at a later iteration. Thus, we only need to keep track of the left-most and right-
most ones, say, p and q. We represent such a cluster with the interval [p, q]. Each client p starts as
a cluster [p, p].
A server cluster is a set of servers and clients covered by servers in the cluster. Of all the servers
in a cluster at a given iteration, only the ones with disks reaching furthest to the left and to the right
may cover any new clients in future iterations. Let these servers be sl and sr, respectively (which
might be the same). Let l be the left-most point covered by sl, and r the right-most point covered
by sr. We represent the server cluster with the tuple ([l, r], sl, sr). Note that l ≤ sl ≤ sr ≤ r.
Each server s starts as a cluster ([s, s], s, s). In the algorithm, server clusters may overlap with
other clusters, but when that happens they are merged immediately. The algorithm maintains the
invariant that there are no uncovered client in the range [l, r].
We describe the merge operation based on the cluster types.
• Two client clusters, [p, q] and [p′, q′], with q < p′, are merged into a single client cluster
[p, q′].
• Two server clusters, ([p, q], sp, sq) and ([p′, q′], sp′ , sq′), are merged into a single server cluster
([l∗, r∗], sl∗ , sr∗) where l∗ = min (p, p′), r∗ = max (q, q′), sl∗ is the server among sp and sp′
whose disk extends up to l∗, and sr∗ is the server among sq and sq′ whose disk extends up to
r∗.
• A client cluster [p, q] and a server cluster ([p′, q′], sp′ , sq′) are merged into a single server
cluster as follows. The merge involves covering all the clients in the client cluster by one of
the servers in {sp′ , sq′}, whichever is cheaper. Let that server be s, and d∗ the new radius of
the disk of s after it grows to cover [p, q]; we merge the client cluster and the server cluster
into a server cluster ([l∗, r∗], sl∗ , sr∗), where l∗ = min (p′, s− d∗), r∗ = max (q′, s+ d∗),
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Algorithm 6 Nearest-neighbor chain algorithm for 1D server cover with α = 1.
Initialize the base client and server clusters.
Initialize a stack (the chain) with the leftmost cluster.
while there is more than one cluster do
Let a be the cluster at the top of the chain, and b its nearest neighbor.
if b is to the right of a then
Add b to the chain.
else
Merge a and b, remove them from the chain, and add a ∪ b.
if a server s grows to cover a client cluster c as a result of the merge then
(Note that the disk of s grows on both sides of s. Thus, C(s), which is a ∪ b at this
point, might contain or overlap other clusters on the opposite side of c, as illustrated
in Figure 3.5.)
while C(s) is not disjoint from other clusters do
Traverse the list of clusters from C(s) in the opposite direction from c.
while the next cluster, e, is contained in, or overlaps with C(s) do
Merge e and C(s), remove them from the chain (e might not be in the chain,
if it is to the right of s, in which case only C(s) is removed) and add the
merged cluster to the chain.
if the last cluster e partially overlaps C(s) (i.e., e is not contained in C(s)) then
Set c to e. (Their merge may cause the disk of s to expand on the opposite
side from e, so again C(s) might overlap with clusters on the opposite side
of the new client c.)
else
(C(s) is disjoint from other clusters, so we break out of the middle while
loop.)
and sl∗ (resp. sr∗) is the server among s and sp′ (resp. s and sq′) with the leftmost (resp.
rightmost) extending disk.
The algorithm (Algorithm 6) works by building a chain (a stack) of clusters ordered from left to
right. We use a∪b to denote the cluster resulting from merging clusters a and b, and C(s) to denote
the cluster containing a server s. The following invariant holds at the beginning of each iteration
of the outer loop: no two clusters overlap, the chain contains a prefix of the list of clusters, and the
distance between successive clusters in the chain decreases. We define the distance d(a, b) between
clusters as the distance between the closest endpoints of the clusters’ intervals.
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c1 c2 c3 c4 c5
Chain:
Merge s and [c4, c5]: )(
Triggered merge with [c1, c3]: )(
s
Ic4 Ic5
Ic2Ic1
c1 c2 c3 c4 c5s
c1 c2 c3 c4 c5s
Ic4 Ic5
Figure 3.5: Illustration of the case where merging a server cluster and a client cluster causes the
server cluster to expand on the opposite side and partially intersect another client cluster. This
triggers another merge, causing the server cluster to expand again. Clients are denoted with points
and servers with crosses. The coverage intervals Ic defined in the analysis are also shown.
3.6.4 Analysis
At the end of the algorithm, all the clusters have been merged into one, which is a server cluster.
Thus, every client cluster has been merged with a server cluster, which means that some server
grew its radius to cover the clients (or they became covered indirectly through an expansion).
Therefore, the output is a valid solution. We turn our attention to the analysis of the runtime and
of the 2-approximation factor. Throughout, we make an assumption that there are no ties between
distances (or that they are broken consistently).
Lemma 3.23. Algorithm 6 runs in O(n+m) time, assuming the input is given in sorted order.
Proof. Initially, there are n + m clusters. Each merge operation reduces the number of clusters
by one, so the number of merge operations is n + m − 1. A merge can be done in constant time,
given that clusters have constant-size representations. Thus, the total time spent doing merges is
O(m + n). Each iteration of the main loop either causes at least one merge or adds a new cluster
to the chain. Since clusters stay in the chain until they are merged, this can only happen O(n+m)
times, so there areO(n+m) iterations. In 1D, finding the NN of a cluster simply involves checking
the previous and next clusters, which can be done in constant time.
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Given an arbitrary problem instance, let NNC denote the solution output by Algorithm 6 and OPT
denote the optimal solution. Next, we prove the approximation factor. We follow the proof idea for
the greedy algorithm from [11]. We “charge” the disk radii in NNC to disjoint “coverage intervals”,
Ic, each of which is associated with a client c, and such that
∑|Ic|= cost(NNC), where |I| denotes
the length of interval I .
Definition 3.24 (Coverage intervals). Suppose that a server cluster S and a client cluster C are
merged in Algorithm 6, and, as a result, server s is expanded to cover clients c1, . . . , ck, in order
of proximity to s. If C is to the right of s, define the coverage interval Ic1 as the open interval
(sb, c1), where sb is the right-most boundary of the disk of s before the expansion, and define Ici
as (ci, ci−1) for 1 < i ≤ k. If C is to the left, the intervals are defined symmetrically.
See Figure 3.5, bottom, for an example of the coverage intervals.
Lemma 3.25. The intervals Ic, Ic′ are disjoint if c 6= c′.
Proof. If c and c′ belong to the same client cluster at the time c is covered, it follows from the
definition. Otherwise, let the cluster of c be the one merged with a server cluster first. Then, after
c is covered, the interval Ic, if it exists, is inside a server cluster. Coverage intervals from clients
covered later do not intersect existing server clusters.
It is clear from the definition that the sum of the lengths of the coverage intervals equals the cost of
NNC. If the union of these intervals (and therefore the sum of their lengths) were entirely contained
within the disks in OPT, then NNC would trivially be at most double the sum of radii in OPT. If
that is not the case, we show that the length of every coverage interval outside of the disks in OPT
is accounted for by an equal or greater absence of coverage intervals inside a disk in OPT. For a
server s, let DO(s) denote the disk of s in OPT. To offset the intervals Ic which occur outside of
OPT disks, we need the following.
Remark 3.26. Every Ic intersects or has a shared endpoint with a disk in OPT.
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This is because c must be covered by OPT.
Suppose that, for some c, Ic is not contained in any disk in OPT. Then, by Remark 3.26, Ic intersects
or has a shared endpoint with a disk DO(s) in OPT. We consider the two cases where s is to the
left and to the right of c separately. We show (Lemma 3.27) that, in either case, there is an interval
J , between s and c and inside DO(s), which is disjoint from all coverage intervals (Figure 3.6).
Note that at most one Ic may intersect DO(s) on each side on s, so the intervals J do not overlap.
Lemma 3.27. If a client c belongs toDO(s) for some server s and Ic extends across the right (resp.
left) boundary of DO(s), then there is an interval J in DO(s), to the right (resp. left) of s, free of
coverage intervals, and such that |J |> |Ic|.
Proof. Right case. Consider first the setting in Figure 3.6, right: suppose that in OPT, s covers
some clients which in NNC are covered for the first time (the time where their coverage intervals
are defined) from a server to the right ofDO(s). Let c1, . . . , ck, k ≥ 1, be all such clients. Then, the
coverage interval Ick of ck extends across the right boundary of DO(s). Let x be the input element
(client or server, possibly s) immediately to the left of c1, and y the input element immediately
to the right of ck. Note that d(ck, y) ≥ |Ick |, since a coverage interval cannot extend past another
input element.
We show that (i) d(x, c1) > d(ck, y) (and thus, d(x, c1) > |Ick |), and that (ii) the interval (x, c1)
is free of coverage intervals. Claim (i) follows from the fact that if d(x, c1) < d(ck, y), then x
and c1 would be merged before y is added to the chain, which cannot happen: if x is a server,
then c1 would be covered from the left, and if x is a client, x and c1 would be merged together,
contradicting that c1 is the left-most client covered from a server to the right of DO(s). For (ii),
note that c1 was covered from the right (by definition) and x either was a client covered from the
left (by definition of c1) or a server which does not cover c1. In the former case, Ix has its right
endpoint at x, and in the latter case, x is not the client to cover c1. Thus, there are no coverage
intervals in (x, c1).
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DO(s)
ckc1x y
OPT
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DO(s)
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Figure 3.6: Illustration of the settings in the proof of Lemma 3.27.
Left case. Now consider the setting in Figure 3.6, left. The setting is similar, except that c1, . . . , ck,
k ≥ 1, are to the left of s and are covered by a server to the left of DO(s), and it is the interval Ic1
that extends across the left boundary ofDO(s). Define x as in the previous case but symmetrically:
it is the input element immediately to the right of ck. We define y slightly differently: it is the right
boundary of the cluster preceding c1 at the time c1 is added to the chain (not necessarily an input
element). Note that d(y, c1) ≥ |Ic1|, since a coverage interval for c1 would start at, or to the right
of y.
Let u and v be the two consecutive elements among c1, . . . , ck, x maximizing d(u, v) (note that x
may be a server). We show that (i) d(u, v) > d(y, c1) (and thus, d(u, v) > |Ic1|), and (ii) (u, v)
is free of coverage intervals. For (i), assume for a contradiction that d(u, v) < d(y, c1). Then, c1
and x (and all the elements in between) would be clustered together before they are merged with
y, because y would not be the NN of c1 until all these merges between closer elements happen.
However, this contradicts that ck is the right-most client covered for the first time from the left of
DO(s). Therefore, we have (i).
For (ii), note that if v is not x, then v and x (and all the elements in between) get clustered together
before they are merged with u, because u would not be the NN of v until all these merges between
closer elements happen. However, this contradicts that ck is the right-most client covered (for the
first time) from the left of DO(s). Therefore, v is x, and ck is u. (ii) now follows by an analogous
reasoning as in the symmetric case.
Theorem 3.28. cost(NNC) ≤ 2cost(OPT).
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11− ε 1− ε1
Figure 3.7: A tight example for the 2-approximation of NNC, as cost(NNC) = 2−2ε, cost(OPT) =
1, and ε could be arbitrarily close to zero. This example is given by Alt et al. [11] also as a tight
example for their greedy algorithm.
Proof. As mentioned, cost(NNC) =
∑
c Ic. The total length of the coverage intervals contained
in OPT disks does not exceed twice the sum of the OPT radii (recall that, by Lemma 3.25, the
coverage intervals are pairwise-disjoint). Consider now the parts of the coverage intervals outside
the disks in OPT. For each OPT disk, there is at most one interval Ic overlapping the disk on each
side, and by Remark 3.26, every Ic touches or overlaps a disk. Furthermore, by Lemma 3.27, for
every length ` of coverage intervals in NNC outside the OPT disk of a server s to the right (resp.
left) of s, there is at least ` length within s’s disk to the right (resp. left) of s that is free of coverage
intervals. Therefore the approximation ratio of two is preserved.
See Figure 3.7 for an instance that shows that the 2-approximation is tight.
3.6.5 Global greedy in higher dimensions
As mentioned, the global greedy algorithm makes the smallest disk growth which covers a new
client at each step. It achieves a 2-approximation in the 1D setting [11]. Does it achieve a good
approximation ratio in higher dimensions? In this section, we give a negative answer. It performs
poorly in two dimensions, even when servers are constrained to lie on a line (also known as the
1.5D case), and for α = 1. We give an instance (Figure 3.8, left) where GG is a factor of 2m/
√
5
worse than the optimal solution (and this ratio is not tight—it could be made worse).
In this instance, a set of m servers are placed along a horizontal line with a distance of 1 between
each consecutive pair. Above each server, we place a “column” of clients stretching up to distance
m above the servers. The clients in a column are evenly spaced and at distance d =
√
m2 + 1−m
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of each other. Thus, there are m/d = m(m+
√
m2 + 1) clients in each column. The total number
of clients is roughly 2m3.
Lemma 3.29. The approximation ratio of the global greedy algorithm in the 1.5D setting with
α = 1 is no better than 2m/
√
5.
Proof. Consider the instance described above and illustrated in Figure 3.8.
The optimal solution is to cover all clients with a single server located at the center. By the
Pythagorean theorem, the cost of the optimal solution is
√
5m/2. In contrast, we show that GG
would choose to cover the clients in each column by the server at the bottom of it, resulting in a
cost of m2. Thus, GG is 2m/
√
5 times worse than the optimal solution.
We assume that GG breaks ties by choosing clients closer to the horizontal line containing the
servers first (alternatively, we can perturb the positions of the clients slightly to guarantee this tie
breaking). Then, we can show that GG covers the clients by “layers”, where a layer is the set of
clients at a given height. To see this, assume, for the sake of an inductive argument, that GG has
grown each disk to cover the clients up to a given layer. Then, some server s expands to cover a
client p in next layer, which would be the one in the same column. Let s′ and p′ be the server and
client next to s and p, respectively. We must argue that the disk of s is not closer to p′ than the disk
of s′. Note that it suffices to show that this does not happen when p is the very last client in the
column above s. This is because the further away p is from s, the bigger the radius of the disk of
s, resulting in a disk closer to p′. This is illustrated in Figure 3.8, right. The distance d between
two consecutive points in a column is chosen precisely so that, in this scenario where p is the last
point, the disk of s is exactly as close to p′ as the disk of s′. Depending on the tie-breaking rule (or
changing d to be slightly smaller), s′ will grow to cover p′ and not s.
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Figure 3.8: Left: Bad instance for the greedy algorithm for server cover. Right: Illustration (not
to scale) that the disk of s is not closer to p′ than the client below p′.
3.7 Shortest common superstring
In Section 2.3, we showed that the greedy algorithm for shortest common superstring (Problem 5)
has global–local equivalence (Theorem 2.22). In this section, we develop a nearest-neighbor chain
algorithm to implement local greedy (Definition 2.16). In the analysis, we argue why it may be
implementable more efficiently than global greedy, as it requires a different type of string opera-
tions which seem simpler. We do not, however, provide the necessary string-based data structures.
This is left as future work.
3.7.1 Background
Recall that GG repeatedly merges a pair of most-overlapping strings. The best proven approxima-
tion ratio for GG is 3.5 [124], and it is known to be no better than 2. In 1988, Tarhio and Ukko-
nen [177] conjectured that 2 is the true approximation ratio. Other algorithms have been shown to
achieve a better approximation ratio: the best known approximation ratio is 211
30
≈ 2.3667, which
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builds on a 3
4
-approximation algorithm for maximum asymmetric TSP [159]. Unfortunately, this
algorithm is relatively slow.
In practice, GG remains one of the most useful algorithms. It has been shown to perform arbitrarily
close to optimum with random strings [94, 185]. However, this is not surprising because random
strings barely overlap, so simply concatenating them in no particular order is already a good ap-
proximation. A much stronger result is that GG gets arbitrarily close to optimal under a smoothed
analysis over random symbol changes that model DNA mutations [141]. This is important because
DNA sequencing is one of the killer applications of SCS. More specifically, given any input, even
one chosen by an adversary, if each symbol is changed randomly with an arbitrarily small proba-
bility, the expected approximation ratio of GG is 1 +o(1). This means that the approximation ratio
is 1 + ε for any ε > 0, but only for sufficiently big instances where the size requirement depends
on ε. Global greedy is an attractive algorithm for DNA sequencing and other applications because
of the above guarantees, as well as its simplicity and faster running time.
3.7.2 First-choice chain algorithm
We call this variant of the NNC algorithm the first-choice chain (FCC) algorithm (Algorithm 7).
Figure 3.9 shows a snapshot of the algorithm. The algorithm maintains a chain of strings where
each string is the first choice of the previous one, with the first string being arbitrary. By following
a chain of first choices, the algorithm reaches a pair of strings that is locally dominant, and merges
them. After m−1 merges, the algorithm returns the single string left. As in Section 2.3, we use S0
to denote the input, and S1, . . . , Sm−1 to denote the intermediate string sets in the FCC algorithm
after each merge of a pair of locally-dominant strings.
The functions first(s) and last(s) refer to the first and last input strings that appear in a string
that is the result of “merging” input strings. E.g., if s = aabbcc because it is the result of merging
input strings aab, abb, and bcc, then first(s) = aab and last(s) = bcc.
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Algorithm 7 First-choice chain algorithm for SCS.
Input: A set S of non-empty strings where no string is a substring of another.
Initialize an empty stack C (the chain).
Assign a unique index from 1 to |S| to each input string.
For each input string s, first(s)← s, last(s)← s.
S0 ← S.
i← 0.
while |Si|> 1 do
if C is empty then
Add an arbitrary string from Si to C.
Let s be the string at the top of C.
Find the first choice of s, i.e., find the two strings u and v in Si that maximize the overlap
between a suffix of last(u) and a prefix of first(v), subject to one of them being s (s ∈
{u, v} and u 6= v). (By Lemma 2.19, the maximum overlap between a suffix of last(u) and
a prefix of first(v) is the same as the maximum overlap between a suffix of u and a prefix
of v themselves.)
• Break ties by the index of last(u).
• Break an additional tie by the index of first(v).
Let t be the string among u and v that is not s. ({s, t} and {u, v} are the same strings, but s
and t are defined in terms of their order in the chain, and u and v are defined in terms of the
order in which they maximize overlap.)
if t is not in C then
Add t to C.
else (t must be second-from-top in C, as shown in the analysis.)
Remove s and t from C.
w ← the shortest superstring of s and t with u first and v last.
first(w)← first(u), last(w)← last(v).
Si+1 ← (Si \ {u, v}) ∪ {w}.
i← i+ 1
return The single string in Si.
3.7.3 Analysis
Note the importance of breaking ties consistently: otherwise, the chain could enter an infinite loop
like abc→ bcd→ cdab→ abc→ . . .. Breaking ties using the adjusted overlaps from Section 2.3
guarantees that this type of cycle cannot happen: there is a unique highest adjusted overlap in a
cycle, and both involved strings prefer each other over their other adjacent strings in the cycle.
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Figure 3.9: Snapshot of the FCC algorithm. The arrows show the chain of first choices, and are
labeled with the overlap between strings. In this snapshot, the chain has reached a locally-dominant
pair, which is then merged by the algorithm. Note that it is not the globally-dominant pair of strings
that would be merged by global greedy.
We maintain the invariant that each string in the chain is followed by its first choice in the current
set of strings. The reason why tmust be the second-from-top in C in the ‘else’ clause is that, by the
invariant, the adjusted overlap between pairs of consecutive strings in the chain strictly increases.
Thus, if c1, . . . , ck were the strings in the chain, and t appeared earlier in the chain, say t = cj for
some j < k− 1, then cj+1 would not be the first choice of cj , as ck overlaps more with it, breaking
the invariant.
Note that the invariant is maintained throughout. Assume it is true for a set Si, and then the string
ck at the top of the chain is merged with a string t. This removes ck and t from the chain. Every
string that remains in the chain is also a string in Si+1. Furthermore, by Lemma 2.20, their first
choices do not change to be merge(ck, t). Thus, every string in the chain after the merge is a string
from Si+1 that points to its first choice in Si+1.
It is clear that every pair of merged strings is locally dominant. Thus, by Theorem 2.22, the FCC
algorithm produces the same solution as global greedy. Each iteration either adds a string to the
chain or merges two strings. In total, m − 1 merges happen, so there are m − 1 iterations of the
second kind. There are 2m− 1 different strings throughout the algorithm: m input ones and m− 1
merged ones. Each of them is added exactly once to the chain (except the very last one, which is
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not added at all), as they are not removed until they are merged. Thus, the algorithm does≤ 2m−2
iterations of the first kind. The total number of iterations is ≤ 3m− 3.
3.7.4 Discussion
The main algorithmic primitive of global greedy is finding the most-overlapping pair in a dynamic
set of strings. It needs m − 1 such operations. In contrast, the algorithmic primitive in FCC is
to find the first choice of a given string in a dynamic string set. It needs fewer than 3m such
operations. Lemma 2.19 shows that, in order to find the first choice of a string at an arbitrary
iteration Si of local greedy, it suffices to look at the overlap between input strings. This may be
useful for implementation purposes because it shows that we do not need to explicitly construct
the merged strings.
The runtimes of GG and FCC are similar: both have O(m) merge operations and O(m) primitive
operations. However, the primitives are different. We think that the primitive in FCC may be
implementable more efficiently than the primitive in GG. This is because the primitive of GG has
O(m2) candidate pairs, while the FCC primitive only has O(m) candidate strings.
However, there is a long line of research on optimizing GG. In fact, under certain assumptions, GG
can be made to run in linear time (see details below). Thus, it is not clear whether there is room for
asymptotic improvement. Perhaps, FCC is only asymptotically superior in specific situations, such
as under certain assumptions about the input—or about the computation model—which accentuate
the advantages of the FCC primitive. Perhaps the space complexity can be improved. Developing
string-based data structures for the FCC primitive which make FCC competitive or better than GG
is left as future work. We conclude with some background on the analysis of the runtime of the
global greedy algorithm.
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Runtime of global greedy. We are interested in how fast, asymptotically, an implementation of
GG can be. We analyze it in terms of the following parameters: m is the number of input strings,
n is the total length of the strings, and σ is the length of the input alphabet.
To our knowledge, the fastest implementation of GG is by Ukkonen [180], which relies on the
Aho–Corasick string-matching automaton (the Aho–Corasick automaton is a finite-state machine
structurally similar to a trie but with additional links between its internal nodes; it was designed
by Aho and Corasick [7] for string matching). It runs in O(n) randomized time (hashing is used
on the symbols of the alphabet) or in O(nmin(logm, log σ)) deterministic time and it requires
O(n log n) bits of space (in the RAM model). If the alphabet is small enough to allow perfect
hashing without asymptotically increasing space complexity, the algorithm runs in O(n) determin-
istic time. For most biological purposes this is good enough, since these utilize small alphabets
(e.g., DNA nucleotides).
The fastest previous algorithm, by Turner [179], is based on suffix trees and lexicographic splay
trees. Its runtime is O(n log n) randomized time (or deterministic time, if the alphabet is small
enough) or O(n logm) deterministic time. Recently, Alanko and Norri [10] combined Ukkonen’s
method [180] with an enhanced FM-index (an FM-index is a compressed substring index designed
by Ferragina and Manzini; see [90]) into an algorithm that runs in O(n log σ) time and space
(measured in bits), under the RAM model. Although this algorithm is slower for small alphabets,
it improves on the O(n log n) bits of space necessary in Ukkonen’s algorithm.
3.8 Geometric matching
We introduced maximum-weight matching (Problem 1) and showed global–local equivalence for
it (Corollary 2.2). Hence, we can compute the matching found by GG with a NNC-type algorithm.
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Problem 11 (Geometric matching). Given an even-sized set of points in (Rδ, Lp), find a perfect
matching between the points minimizing the sum of the distances between matched points. A
matching over a point set is perfect if every point is matched.
Geometric matching can be considered a special case of maximum-weight matching because it is
equivalent to maximizing the negated distances.
Consider the global greedy algorithm for matching in the geometric setting: given a point set P
of even size, repeatedly match the closest pair. This algorithm can be implemented in O(n log n)
time using a closest-pair data structure (Lemma 3.6). In this section, we show that the soft nearest-
neighbor chain algorithm can also achieve the same runtime. While this is not an improvement,
it illustrates another application of the SNNC algorithm and provides a new way to compute the
greedy matching in O(n log n) time.
3.8.1 Soft nearest-neighbor chain algorithm
We discuss how to modify the SNNC algorithm for geometric TSP (Algorithm 4) for the matching
problem. See Algorithm 8 for the the SNNC algorithm for geometric matching. The input is a
point set P in a metric space (Rδ, Lp) with fixed dimension, where we assume that all pairwise
distances are distinct. We think of a SNN answer as being a set of two points, analogously to the
version of SNNC for geometric TSP.
Analysis. We omit the correctness and runtime analysis of Algorithm 8 because they are very
similar to, but simpler than, those for geometric TSP (Section 3.3). They are simpler because the
SNN structure only needs to maintain points instead of paths, and matched points are removed
permanently (unlike connected paths, which are re-added to the set of paths). It follows from an
analogous argument to the one for geometric TSP that points matched in Algorithm 8 are MNN in
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Algorithm 8 Soft nearest-neighbor chain algorithm for geometric matching.
Initialize an empty stack (the chain).
Initialize a SNN structure S with the input points.
while there are unmatched points do
if the chain is empty then
Add a node with an arbitrary pair of points from S to it.
else
Let U = {u, v} be the node at the top of the chain.
Remove u from S, query S with u, and re-add u to S.
Remove v from S, query S with v, and re-add v to S.
Let A be the best answer.
if A = U then
Match u and v, remove them from S, and remove U from the chain.
if the chain is not empty and the new last node, V, contains u or v then
Remove V from the chain.
else
Add A to the chain.
the set of unmatched points. Likewise, it is easy to see that the total number of iterations is linear.
Again, we get a runtime of O(P (n) + nT (n)) time, where P (n) and T (n) are the preprocessing
time and operation time (maximum between query and deletion) of a SNN data structure. Using
our implementation, we get the following.
Lemma 3.30. In any fixed dimension and for any Lp metric, the soft nearest-neighbor algorithm
for geometric matching outputs the same solution as the global greedy algorithm in O(n log n)
time.
3.9 Combinatorial optimization problems
We conclude the chapter by revisiting the COPs that we discussed in Section 2.1. Recall the
class of COPs that we considered (Definition 2.4), the interaction graph induced by the evaluation
function for a COP (Definition 2.5), the local greedy algorithm for COPs (Definition 2.6), and The-
orem 2.9 on global–local equivalence, which states that if the evaluation function is deteriorating
(Definition 2.7), then LG outputs the same solution as GG.
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In Section 2.1, we did not provide an algorithm for actually finding locally-dominant elements.
If the evaluation function is deteriorating, we can adapt the nearest-neighbor chain algorithm to
implement local greedy. In this context, we call it the best-neighbor chain (BNC) algorithm.
Algorithm 9 is the BNC algorithm for a maximization or minimization COP. It does not make
explicit how to traverse the interaction graph or how to evaluate the elements, as this is better
considered on a case-by-case basis. For instance, depending on the problem, it may be better to
recompute the evaluations as needed, or to compute them once at the beginning and maintain them
as the solution evolves. Recall that an element u is valid for a partial solution S if S + u is a valid
solution or a subset of one.
Algorithm 9 Best-neighbor chain algorithm for COPs with deteriorating evaluation functions.
Input: a set X and any information needed to compute the evaluation function.
Initialize the solution, S, empty.
Initialize an empty stack (the chain).
Let G = (X,E) be the interaction graph.
while S is not maximal (for maximization) or S is invalid (for minimization) do
if the chain is empty then
Add an arbitrary valid element to it.
Let u be the element at the top of the chain.
if u has no valid neighbors in G then
Add u to S.
Remove u from the chain.
else
Let v be the best valid neighbor of u in G.
if v is better than u then
Add v to the chain.
else
Add u to S.
Remove u from the chain.
if the chain is not empty and the new top element has become invalid or worse then
Remove the new top element from the chain.
return S.
Correctness. The BNC algorithm builds a chain of elements of X . We maintain the invariant
that each element in the chain is valid and the best neighbor of its predecessor. With this invariant,
the chain cannot grow indefinitely, so eventually a locally-dominant element is found and added to
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the solution. We need to argue that the invariant is maintained when a locally-dominant element
is added to the solution. Suppose that the last three elements in the chain are a, b, and c, with
a before b and b before c, and that c is locally dominant. Since the evaluation function, h, is
deteriorating, when we pick c, the neighbors of c in the interaction graph become worse or invalid.
If the evaluation of an element that is not in the chain becomes worse or invalid, the invariant
remains intact. The invariant can only break if an element in the chain becomes worse or invalid
and stops beings the best neighbor of its predecessor. However, we can see that the only neighbor
of c in the chain is b. This is because c is the best element in the entire chain, so, if cwere a neighbor
of a prior element in the chain, then that element would not be followed by its best neighbor. Thus,
of all the elements in the chain, only the evaluation of b can change. It may stop being the best
neighbor of a. This is why, when we add c to the solution, we also remove its predecessor from
the chain, b, if its evaluation changes. Doing so preserves the invariant.
Note that the BNC algorithm does not work if h is not deteriorating, because the invariant is not
preserved when adding an element to the solution. A locally-dominant element c at the top of
the chain can have neighbors in common with elements anywhere in the chain. Thus, if h is not
deteriorating, when adding c to the solution, the neighbors of nodes deep in the chain could get
better and become the new best neighbors of these nodes in the chain. The algorithm works when
h is deteriorating because only the penultimate link in the chain can get “corrupted”.
Runtime analysis. Let n = |X|. There are two types of iterations: (1) an element is added
to the chain or (2) an element is added to the solution. The number of iterations of type (2) is
at most n. For each element added to the solution, at most two elements are removed from the
chain. This bounds the number of removed elements, and, consequently, the number of iterations
of type (1), to 2n. It follows that the total number of iterations is at most 3n. The total runtime
is O(P (n) + nT (n)), where T (n) is the cost of finding the best neighbors of an element in the
interaction graph, and P (n) is the time needed for any preprocessing.
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We can refine this analysis to an output-sensitive bound, i.e., we can bound the runtime more
precisely as a function of not only the input size, but also the output size. The runtime of the
BNC algorithm for a maximization COP is actually O(P (n) + kT (n)), where k is the size of
the solution found. The number of iterations of type (2) is k by definition. Thus, the number of
elements removed from the chain is bounded by 2k. For a maximization COP, the chain always
ends empty, because the chain contains only valid elements, so, as long as the chain is not empty,
the solution is not maximal. This bounds the number of iterations of type (1) to 2k, and the total
number of iterations to 3k. Similarly, for minimization COPs, the number of iterations is bounded
to be linear on the size of the solution plus the maximum chain length, since the chain does not
necessarily end empty.
3.9.1 Problems
Unlike for geometric problems, we do not have data structures to speed up the best-neighbor search.
In a COP, the most straightforward way to find the best neighbor of an element is to scan all its
neighbors in the interaction graph. Assuming that we can iterate through the neighbors of an
element and compute (or maintain) their evaluations in constant time per element, we get that
T (n) is the maximum degree of the interaction graph.
The following examples show that it is more difficult to obtain a speedup over global greedy in
COPs compared to geometric problems. We only obtain speedups in special cases.
Maximum-weight independent set. For the reverse greedy algorithm for maximum-weight in-
dependent set (Section 2.1.1), we can find the best neighbor of a node in time T (n) = O(∆),
where n is the number of nodes and ∆ is the maximum degree of the input graph. Thus, the BNC
algorithm computes the same solution as GG in O(n∆) time. By comparison, a straightforward
implementation of GG takes O(m log n) time, where m is the number of edges (note that m is
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always smaller than n∆). This time can be achieved maintaining a min-heap of the nodes, us-
ing their evaluations as keys. The globally-dominant node is found with a extract-min operation,
which is done O(n) times. Each time a node is added to the solution, we increase the evaluation
of its neighbors. There are O(m) such updates. In total, we do O(n + m) min-heap operations,
each of which takes O(log n) time10. Thus, the BNC algorithm is faster for graphs with constant
maximum degree (O(n) instead of O(n log n)).
Set cover. For set cover (Problem 2), let n be the number of sets, m the sum of the sets’ sizes,
k the maximum set size, and f the maximum frequency among the elements, i.e., every element
appears in at most f sets. In the graph representation (Figure 2.3, Center), m is the total number
of edges, k is the maximum degree among the sets, and f is the maximum degrees among the
elements. Each set interacts with the sets with which it shares an element, so the number of
neighbors of a set in the interaction graph is at most kf . We get T (n) = O(kf), so we can
compute the same solution as GG in O(nkf) time.
By comparison, a min-heap implementation of GG takes O(m log n) time. As in the case of
maximum-weight independent set, GG needs a linear number of min-heap operations, while tne
BNC algorithm needs a linear number of best-neighbor searches, neither of which dominates the
other in all instances.
Maximum-weight matching. Let n and m be the number of nodes and edges in a graph, re-
spectively. For maximum-weight matching (Problem 1), the BNC algorithm runs in O(n∆) time,
where ∆ is the maximum degree of the input graph. This uses the output-sensitive bound, since
there can be up to Θ(n2) edges, but any matching has at most n/2 edges. We can find the best
neighbor of an edge in T (n) = O(∆) time by scanning the adjacency lists of the two endpoints of
the edge.
10Some min-heap implementations, such as Fibonacci heaps [93], allow O(1)-time reduce-key operations, but not
increase-key operations.
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For graphs where the average degree is of the same order as the maximum degree, such as graphs
with constant maximum degree or dense graphs (m = Θ(n2)), the BNC algorithm runs in linear
time (O(n + m)). For any other type of graph, Preis’ algorithm [162] is a superior alternative, as
it also implements local greedy but runs in linear time for every graph.
Preis’ algorithm [162] is an interesting variant of the BNC algorithm. It also builds a chain of
adjacent and increasingly heavier edges. However, since finding best neighbors is too expensive,
it continues the chain as soon as it finds a better neighbor of the edge at the top of the chain, even
though it may not be the best neighbor. This suffices to converge to a locally-dominant edge (our
motivation for the soft nearest-neighbor chain algorithm (Algorithm 4) is similar). The price to pay
for relaxing the chain-successor rule like that is that, when a locally-dominant edge is found, it may
be a neighbor of any number of edges in the chain—not just the second-from-top. Thus, when the
top of the chain backtracks to a previous edge {u, v}, it may find that u or v, or both, have already
been matched, and we are left with an edge at the top of the chain which is invalid (note that we
avoided this complication in all our NNC-based algorithms). Preis’ elegant solution relies on the
fact that the neighbors of an edge form two cliques in the interaction graph, one for each endpoint,
and that choosing any edge in one of these cliques invalidates all the edges in that clique. When
scanning for a better neighbor of an edge {u, v}, Preis’ algorithm alternates between checking
edges incident to u and edges incident to v. Further, edges already checked from a previous edge
in the chain are not checked again, for if they were not better than a previous edge in the chain,
they cannot be better than the current one. As a result, if the chain backtracks to {u, v} and {u, v}
is invalid because, e.g., u has been matched, then at least half the edges checked from {u, v} can be
discarded permanently (those incident to u). Since the number of discarded edges over the entire
graph is bounded by m, the total time spent at the edges checking for better neighbors is O(m).
Preis’ approach can be generalized to problems where the neighbors of every element in the inter-
action graph form a constant number of cliques of mutually-exclusive elements (e.g., maximum-
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weight matching in hypergraphs with constant hyperedge size), but is not powerful enough for
arbitrary COPs.
The assignment problem. The assignment problem [135] is a special case of maximum-weight
matching (Problem 1), and thus a COP. It corresponds to the case where the input graph is a
complete bipartite graph. A graph is bipartite if the nodes can be partitioned into two sets, A and
B, such that all the edges have an endpoint in A and the other in B. There are exact algorithms
especially for this case, such as the Hungarian algorithm [135].
Problem 12 (Assignment problem). Given two sets, A and B, of n elements each, and a weight
function w : A×B → R+, find a perfect matching between the elements of A and B of maximum
weight.
Since the assignment problem is a special case of maximum-weight matching in a dense graph
with Θ(n2) edges, the BNC algorithm runs in linear time (O(n2)). This matches the runtime of
Preis’ algorithm [162] while being simpler to implement.
3.10 Conclusions
Before this work, the nearest-neighbor chain algorithm had only been used in agglomerative hier-
archical clustering. The new applications in this chapter (and the next) showcase the versatility of
global–local equivalence and the nearest-neighbor chain algorithm. Here are some guidelines for
designing NNC-based algorithms.
When dealing with a greedy algorithm, one may check if a form of global–local equivalence holds.
The hybrid method described in Chapter 2 is a useful tool to do so. If it does, one should then
consider using the NNC algorithm. To design a NNC-type algorithm: (i) each link in the chain
should be better than the previous, so that progress towards a locally-dominant element is made
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with each step; (ii) to avoid infinite loops, the chain should remain acyclic. For this, one should
be careful to break ties consistently; (iii) after finding and processing a locally-dominant element,
one should check that all the remaining links in the chain stay valid.
These simple ingredients are likely to lead to an algorithm with a runtime of the form O(P (n) +
nT (n)), as seen throughout this chapter. Here, P (n) and T (n) are the preprocessing and operation
time of a dynamic nearest-neighbor data structure, which might take different forms depending on
the problem.
A direct way to speed up NNC algorithms is to improve the underlying data structures. We have
mostly used fully dynamic data structures that allow insertions and deletions, which is “overkill”
for our needs. NNC-type algorithms typically only use deletions. Further, all the potential query
points are generally known at construction time. This motivates research on specialized data struc-
tures with these considerations in mind.
The NNC algorithm is not necessarily the only efficient way to implement local greedy. In parallel
and distributed settings, it makes sense to try to detect several locally-dominant elements simul-
taneously. However, even in the sequential setting that we have considered there may be other
algorithms besides NNC. Finding new approaches is left as future work. As a first step, our soft
nearest-neighbor chain algorithm (Algorithm 4) relaxes the condition that each element in the chain
must be followed by its nearest neighbor. Preis’ algorithm [162] also uses a chain and relaxes it
in a different context (see the discussion in Section 3.9.1). It goes without saying that chains need
not be used at all.
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Chapter 4
Symmetric Stable Matching
4.1 Background
The theory of stable matchings studies how to match entities in two sets, each of which has its
own preferences about the elements of the other set, in a “stable” manner. It is a central concept in
market design. Some surveys or books on the subject include [107, 118]. One of its original uses
was to match hospitals and medical students starting their residencies in the US [153]. It is also
used in on-line advertisement auctions [6]. It was originally formulated by Gale and Shapley [97]
in the context of establishing marriages between n heterosexual men and women, where each man
ranks the women by preference, and the women rank the men. This is why the stable matching
problem is also known as the stable marriage problem. The main definition of stability is that a
matching between the men and women is stable if there is no blocking pair: a man and woman
who prefer each other over their assigned partners under the matching. In this case, stability is
necessary (and more important than, e.g., total utility) to prevent extramarital affairs.
Gale and Shapley [97] show that at least one stable matching exists for any set of preferences, and
it might not be unique. They also provided an algorithm that runs in O(n2) time (where n is the
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size of the sets) for computing a stable matching. This is known as the Gale–Shapley algorithm or
the deferred-acceptance algorithm.
Briefly, the deferred-acceptance algorithm works as follows. Initially, everyone is unmarried. One
of the sets (e.g., the men) is in charge of proposing to the other set. The algorithm runs until
everyone is matched. At each step, an unmatched man proposes to his most preferred woman
who has not rejected him yet. If the woman is unmatched, she accepts him for the time being. If
the woman is matched, she accepts him, also for the time being, only if she prefers him over her
current match. In this case, the man that was her current match becomes unmatched. Gale and
Shapley proved that this process terminates with everyone matched in a stable matching.
For arbitrary preference lists, the runtime of the deferred-acceptance algorithm is worst-case opti-
mal. Note that storing all the preferences already requires Θ(n2) space. Thus, just reading the input
requires Θ(n2) time, but the lower bound holds even when the preferences are already in memory.
In fact, quadratic lower bounds are also known for “simpler” questions, like verifying stability of a
given matching [101]. This inspired work on finding subquadratic algorithms in restricted settings
where preferences can be specified in subquadratic space. Such models are collectively called
succinct stable matching because they require less space [132].
The question is whether stable matching requires O(n2) time simply because of the raw amount of
data, or because of some other intrinsic difficulty about finding stable matchings. Ku¨nnemann et
al. [132] showed that some succinct models have a rich enough structure to allow for faster algo-
rithms, while others cannot be solved faster than O(n2) time even though their preferences can be
specified in much less space (more details in Section 4.5). In this section, we present some stable
matching models that fall in the category of succinct stable matching. We will see that, in our case,
it is possible to achieve subquadratic time.
When generalized to the one-to-many setting, the stable matching problem is also known as the
college admission problem [169] and can be formulated as an assignment of n students to m ≤
94
n colleges, where each student has a preference ranking of the colleges and each college has a
preference ranking of the students and a quota indicating how many students it can accept. For
simplicity, we assume here that the sum of all the quotas is n, although this constraint is not
essential. The deferred-acceptance algorithm can be adapted to this setting, taking O(nm) time.
Stable matching in the local greedy framework. The core mechanic of the deferred-acceptance
algorithm is that accepted proposals are not permanent. Thus, it is not possible to match agents
permanently in a greedy fashion in a stable matching algorithm. In this chapter, we introduce a
special case of stable matching, which we call symmetric stable matching. We show that, unlike
the general case, symmetric stable matching can be solved with a greedy algorithm. We also define
a local greedy algorithm, which we call the soul-mate algorithm, and show that global–local equiv-
alence holds in this setting. Then, we discuss three special cases of symmetric stable matching,
which we call geometric stable matching, geographic stable matching, and a “narcissistic” variant
of the k-attribute model [26]. In each case, we adapt the nearest-neighbor chain algorithm from
hierarchical clustering to implement the soul-mate algorithm and improve upon the runtime of the
deferred-acceptance algorithm.
4.2 Symmetric stable matching
We present symmetric stable matching in the one-to-many context, and often use “colleges” and
“students” to refer to the sets. Naturally, the results also apply to the more restricted one-to-one
case.
In the original setting, preferences are ordinal: each agent (college or student) ranks the agents in
the other set by preference. In order to formulate the symmetric stable matching problem, consider
this alternative way to derive ordinal preferences: each agent gives a unique numeric score to each
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agent from the other set, and ranks them in increasing order of these scores. For instance, a set of
scores such as (a← 7, b← 2, c← 10) corresponds to the list of preferences c > a > b.
We call the scores symmetric when every pair of agents agree on their reciprocal score. Formally:
Definition 4.1. A stable matching problem between two sets X and Y is symmetric if (i) the
preferences of each agent x ∈ X are consistent with the ranking of the agents of Y according to
an injective function scorex : Y 7→ R, and analogously for the agents in Y ; (ii) for each pair of
agents x ∈ X, y ∈ Y , scorex(y) = scorey(x).
4.2.1 Greedy algorithm
Assume that all the scores are different except for reciprocal pairs. Let s and x be the student and
college such that scorex(s) is maximum among all the scores. It is easy to see that s and x must be
matched together in every stable matching. Assuming that we have access to the score functions
and not just to the corresponding ordinal preferences, this suggests a greedy algorithm: repeatedly
match the pair realizing the highest score among the unmatched students and the colleges with
unfulfilled quota. This produces a unique matching, which we call the greedy matching.
Lemma 4.2. Given a stable matching instance with symmetric preferences, the greedy matching
is stable.
We omit the proof of Lemma 4.2, as it is a direct consequence of Theorem 4.6 below.
Lemma 4.3. Every symmetric stable matching instance has a unique solution.
Proof. Let S be any stable solution for a given instance with symmetric preferences. At least one
solution exists, as proved by Gale and Shapley (or, by Lemma 4.2). Let s and x be the pair realizing
the maximum score. Clearly, s and x are matched to each other in S; if they were matched to other
agents, they would both prefer each other more, so they would form a blocking pair.
96
If we remove s from the given instance and reduce the quota of x by one, we obtain a smaller
instance such that the restriction of S to the smaller instance is still stable and such that the solution
of the greedy algorithm to the smaller problem agrees with its solution to the whole problem. The
result follows by induction on the size of the problem.
Uniqueness (Lemma 4.3) is a special property of symmetric stable matching compared to the
general setting. It also relies on the assumption of no ties in the scores. Incidentally, Eeckhout [76]
states a sufficient condition for a unique solution in the one-to-one setting. It can be shown that
symmetric preferences satisfy this condition, and hence uniqueness in the one-to-one setting also
follows from their result.
4.2.2 Local greedy algorithm
Using the terminology from Chapter 2, the pair with the overall highest score is the globally-
dominant pair, and the greedy algorithm is global greedy. We now define a local greedy algorithm.
Definition 4.4. In a stable matching instance, a pair of soul mates are a college and a student who
have each other as first choice.
Remark 4.5. If preferences are symmetric, a pair of soul mates exists.
In particular, the agents in the globally-dominant pair are soul mates, but there may be other pairs
of soul mates. Remark 4.5 would not hold without symmetric preferences. However, we do not
need to have access to the score functions in order to determine if two agents are soul mates, only
to their preference lists.
Our local greedy algorithm, also called the soul-mate algorithm, repeatedly matches soul mates
(Algorithm 10).
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Algorithm 10 Soul-mate algorithm for symmetric stable matching.
Input: n students and m colleges with symmetric preferences, and college quotas adding up to
n.
Initialize the matching empty.
while there is an unmatched student do
Find soul mates s, x.
Match s and x, remove s from the pool of unmatched students, reduce the quota of x by one,
and remove x from the pool of unmatched colleges if its quota reached zero.
Theorem 4.6. Given a stable matching instance with symmetric preferences, the soul-mate algo-
rithm computes a stable matching.
Proof. Due to Remark 4.5, the algorithm never fails to find soul mates, so it terminates. Let s be an
arbitrary student, and x the college that s is assigned to in the matching computed by an arbitrary
run of the soul-mate algorithm. Let y be some other college such that s prefers y over x. We argue
that y does not prefer s back over its assigned students, and, thus, s and y are not a blocking pair.
When s and x were matched by the algorithm, s and x were soul mates, so, in particular, x was the
first choice of s among the remaining colleges. This means that y had already fulfilled its quota.
Therefore, y was matched with all of its students while s was available. Clearly, y prefers those
students over s.
Using the terminology from Chapter 2, soul mates can be seen as locally-dominant pairs. As usual,
global greedy is a special case of local greedy, which has some non-determinism: if there are multi-
ple pairs of soul mates, any of them may be chosen. By Lemma 4.3, every possible run outputs the
same (unique) solution. This is in contrast to the traditional deferred-acceptance algorithm, where
there is also some freedom of choice, and it can actually affect the final matching. For instance, it
is known that the deferred-acceptance algorithm favors the side making the proposals [97].
Algorithm 10 leaves open how to actually find soul mates—it only shows that any strategy that
finds soul mates will produce the unique stable solution regardless of the order. Thus, there may
be different strategies for finding soul mates. Global greedy is a naive but clearly valid strategy
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for finding soul mates. We propose a different algorithm based on the the nearest-neighbor chain
algorithm from hierarchical clustering (Algorithm 1).
4.2.3 First-choice chain algorithm
Algorithm 11, which we call the first-choice chain (FCC) algorithm, is based on the NNC algo-
rithm. It relies on a first-choice data structure. This structure should be able to maintain a set of
agents of the same type (students or colleges) and answer queries asking for the first choice of a
query agent of the opposite set. Moreover, it should support deletions, that is, allow to remove
elements from the set. This is called a semi-dynamic data structure, as it does not need to support
insertions for this algorithm.
Algorithm 11 First-choice chain algorithm for symmetric stable matching.
Input: n students and m colleges with symmetric preferences, and college quotas adding up to
n.
Initialize the matching as empty.
Initialize a dynamic first-choice structure containing the students, and one containing the col-
leges.
Initialize an empty stack S (the chain).
while there is an unmatched student do
if S is empty then
Add any unmatched student to it.
else
Let p be the agent at the top of the stack.
Query the first-choice structure of the opposite set to find q, the first choice of p.
if q is not already in S then
Add q to S.
else (q is be the penultimate element in S, as justified below.)
Match p and q.
Remove the student from the first-choice structure of students.
Reduce the quota of the college by one and remove it from the first-choice structure
of colleges if its quota reached zero.
Remove p and q from S.
Note that, in the chain in Algorithm 11, the scores between consecutive elements in S strictly
increase (recall that the score functions are required to be injective). That is why, if q is already in
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the stack, it must be the second-from-top; if q were anywhere else, p would prefer its predecessor
in S over q, contradicting that q is the first choice of p.
Theorem 4.7. Given a first-choice data structure with P (n) preprocessing time and T (n) oper-
ation time (maximum between query and deletion), a symmetric stable matching problem can be
solved in O(P (n) + nT (n)) time.
Proof. Since the algorithm only matches soul mates, it implements the soul-mate algorithm; cor-
rectness follows by Theorem 4.6.
For the runtime, note that each iteration that pushes a new element in the stack can be charged
against a later pop operation in the stack and its associated match. Since the number of matches is
n, the total number of iterations is 2n. Each iteration takes O(T (n)) time, as everything else takes
constant time.
A possible optimization that does not affect the asymptotic analysis is to note that, if a match
happens and the matched college is below the matched student in the stack and it still has positive
quota, we can keep the college in the stack. That college would be added to the stack again in the
next iteration, as it would still be the first choice of the previous student in the stack.
Next, we discuss several stable matching models with symmetric preferences, and discuss the
appropriate first-choice data structures in each case. For simplicity, we define them in the one-to-
one setting.
4.3 Geometric model
Consider a setting where the two sets of agents are points in a metric space, and they rank the agents
of the other set by proximity. This is a naturally occurring model: in markets, connecting nearby
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buyers and sellers reduces transportation costs. Some assignments of students to public schools
already take into account proximity, and so do dating apps. Political redistricting, discussed in
Chapter 7, can also use distance-based stability to draw fair and compact districts. This geometric
model of stable matching was studied by Arkin et al. [12].
Problem 13 (Geometric stable matching). Find a stable matching between two sets of n points in
a metric space, where a point p prefers q over q′ if and only if d(p, q) < d(p, q′).
By definition, distances in a metric space are symmetric. That is, d(x, y) = d(y, x). Thus, this
model is symmetric. The globally-dominant pair is the closest pair of agents of different sets.
Assuming that distances are unique, we can find the globally-dominant pair using a bichromatic
closest pair data structure (Definition 3.7). This data structure also allows us to remove the agents
once they are matched. By Lemma 3.8, we can implement global greedy in O(n log4 n) time for
points in the plane and under Euclidean distance.
Alternatively, we can use the FCC algorithm (Algorithm 11). In this setting, the first-choice data
structure is a dynamic nearest-neighbor data structure. By Theorem 4.7 and Lemma 3.2, we can
implement the FCC algorithm in the same runtime of O(n log4 n) for points in the plane and under
Euclidean distance11. Comparatively, the Gale–Shapley algorithm takes O(n2 log n) time. As
mentioned, the Gale–Shapley algorithm typically requires O(n2) time. However, in this setting we
are not given the preferences explicitly, so the bottleneck of the algorithm is actually sorting the n
students by distance from each of the n colleges, and vice-versa, in order to know their preferences.
4.4 Geographic model
Instead of the geometric setting, we could consider a graph-based setting. Here, the agents of
the two sets are nodes in an underlying graph. For example, the graph could represent a road
11Before recent data structures improvements by Chan [46], the FCC algorithm was faster than global greedy by a
factor of Θ(log2 n).
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network. This model is also symmetric because, in an undirected graph, shortest-path distances
are symmetric.
Problem 14 (Geographic stable matching). Given a connected, undirected, n-node graph G with
positively-weighted edges, find a stable matching between two subsets of nodes in G of size k
each, where a node p prefers q over q′ if and only if d(p, q) < d(p, q′), and d denotes shortest-path
distance.
IfG is from a hereditary graph class withO(nc)-size separators which can be computed inO(n1+c)
time, where c < 1, we can use our nearest-neighbor data structure for graphs from Chapter 5 (see
the chapter for the relevant definitions). By combining Theorem 4.7 and Theorem 5.4, a stable
matching based on proximity preferences for such graphs can be found in O(n1+c log k) time. For
instance, this is O(n1.5 log k) for planar graphs and graphs that represent real-world road networks
accurately (i.e., graphs with sparse crossing graphs [87]).
By comparison, the Gale–Shapley algorithm takes O(kn log n) time for sparse graphs (all graphs
for which we can use the data structure from Chapter 5 are sparse). In this setting, the Gale–
Shapley algorithm requires computing the preferences, that is, the shortest-path distances from
each college to the students and vice-versa. This step dominates the O(k2) time for performing
the Gale–Shapley algorithm itself. The preferences can be computed by applying a single-source
shortest-path algorithm starting from each agent, such as Dijkstra’s algorithm [70].
The runtime of Gale–Shapley can be improved to O(kn) for planar graphs or, more generally,
graphs from a hereditary graph class with sublinear separators and for which a certain subdivision
can be constructed in O(kn) time [110] (see Chapter 5). This subdivision allows us to compute the
distances from a given node to every other node in linear time. In any case, the first-choice chain
algorithm improves upon Gale–Shapley for sufficiently large values of k.
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4.5 Narcissistic k-attribute model
We introduce the narcissistic k-attribute model, a special case of the k-attribute model, and show
that it has symmetric preferences. We use this fact to solve it efficiently using the first-choice chain
algorithm.
The k-attribute model [26] is defined as follows. Each agent p has a vector ~pa of k numerical
attributes, and a vector ~pw of k weights according to how much p values each attribute in a match.
Each agent p ranks the agents in the other set according to the score function fp(q) = ~pw · ~qa, the
linear combination of the attributes of q according to the weights of p.
“Narcissistic” stable matching is not a concrete model. Instead, the term narcissistic is used to
describe models where the preferences of each agent reflect their own qualities in some way (e.g.,
see [48, 132]). We consider the natural narcissistic interpretation of the k-attribute model, where
~pa = ~pw for every agent. That is, each agent weights each attribute according to its own value
in that attribute. To illustrate this model, consider a centralized dating service where k attributes
are known for each person, such as income, intelligence, and so on. In the general k-attribute
model, each person assigns weights to the attributes according to their preferences. The narcissistic
assumption that ~pa = ~pw implies that someone with, say, a high income, values income more than
someone with a relatively smaller income.
Here, we consider the one-to-one setting and make a general position assumption that there are
no ties in the preference list of each agent. In addition, in this model each agent is uniquely
determined by its attribute vector, so we do not distinguish between the agents themselves and
their k-dimensional vectors. We obtain the following formal problem.
Problem 15 (Narcissistic k-attribute stable matching). Find a stable matching between two sets of
n vectors in Rk, where a vector ~p prefers ~q over ~q′ if and only if ~p · ~q > ~p · ~q′.
103
The runtime of the first-choice chain algorithm for this model, with the data structures we will
discuss, can be made to be O(n2−4/(k+2+ε)) for any ε > 0. Without the narcissistic assump-
tion, the k-attribute model becomes less tractable. Ku¨nnemann et al. [132] showed that no strongly
subquadratic-time algorithm exists if k = ω(log n) assuming the Strong Exponential Time Hypoth-
esis [43], even if the weights and attributes take Boolean values. Similarly to us, Ku¨nnemann et
al. also studied some restricted cases that can be solved by subquadratic algorithms. They pre-
sented a O(C2kn(k + log n)) time algorithm for the case where the attributes and weights may
have only C different values, and a O˜(n2−1/bk/2c) time algorithm for the asymmetric case where
one of the sets has a single attribute and the other has k.12
It is easy to see that our setting is symmetric: due to narcissistic preferences, for every two agents
p and q, we have fp(q) = ~pw · ~qa = ~pa · ~qw = fq(p). It follows that the problem has a unique stable
matching, and that it can be found with the first-choice chain algorithm (Algorithm 11).
It remains to provide an adequate first-choice data structure. In our case, the first-choice data
structure should maintain a set of vectors, and, given a query vector, return the vector maximizing
the dot product with the query vector. Under a dual transformation, such queries become ray
shooting queries: each vector becomes a hyperplane, and a query asks for the first hyperplane
hit by a vertical ray from the query point [132]. We use the data structure from Matousˇek and
Schwarzkopf [144], the runtime of which is captured in the following lemma (see [2] for a summary
of ray-shooting data structures).
Lemma 4.8. ([144, Theorem 1.5]) Let ε > 0 be a constant, k ≥ 4 a fixed dimension, and m a
parameter with n ≤ m ≤ nbk/2c. Then, there is a dynamic data structure for ray-shooting queries
requiring O(m1+ε) space and preprocessing time, O(m1+ε/n) insertion and deletion time, and
O( n
m1/bk/2c log n) query time.
Theorem 4.9. For any ε > 0, the narcissistic k-attribute stable matching problem can be solved
in O(n log n) time for k = 2, O(n4/3+ε) time for k = 3, and O(n2−4/(k(1+ε)+2)) time for k ≥ 4.
12The O˜ notation omits polylogarithmic factors.
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Proof. Since preferences are symmetric, the problem can be solved in O(P (n) + nT (n)) time,
given a dynamic data structure for ray-shooting queries with P (n) preprocessing time and T (n)
operation time (Theorem 4.7).
For k ≥ 4, using the data structure for ray-shooting queries cited in Lemma 4.8 results in a runtime
ofO(m1+ε+ n
2 logn
m1/bk/2c ) for any ε > 0. The optimal runtime is achieved when the parameterm is cho-
sen to balance the two terms, i.e., so thatm1+ε = n
2 logn
m1/bk/2c . This givesm = (n
2 log n)1/(1+ε+1/bk/2c).
For the sake of obtaining a simple asymptotic expression, we set m to (n2 log n)1/(1+ε+2/k) (which
is the same for even k, and bigger for odd k). Then, the O(m1+ε) term dominates. Also note that
if ε < 1− 2/k, this value of m is between n and nbk/2c, so the condition in Lemma 4.8 is satisfied.
Thus, the problem can be solved in O(m1+ε) = O((n2 log n)(1+ε)/(1+ε+2/k)) time, which further
simplifies to the claimed runtime of O(n2−4/(k(1+ε′)+2)) (where ε′ needs to satisfy ε′ > ε). For k =
3, we use the same data structure, but raising the problem to four dimensions, so that Lemma 4.8
applies. For k = 2, see Lemma 4.12.
4.5.1 The 2-attribute case
In the special case where k = 2, we can design a simple first-choice data structure with P (n) =
O(n log n) preprocessing time and T (n) = O(log n) query and deletion time. Note that, for a
vector ~p in R2, all the points along a line perpendicular to ~p are equally preferred, i.e., have the
same dot product with ~p (because their projections onto the supporting line of ~p are the same). In
fact, the preference list for ~p corresponds to the order in which a line perpendicular to ~p encounters
the vectors in the other set as it moves in the direction opposite from ~p (see Figure 4.1, left). We
get the following lemma (where the vectors in one set are interpreted as points).
Lemma 4.10. Given a point set P and a vector ~q, in R2, the point p∗ in P maximizing ~q · p∗ is in
the convex hull of P .
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Figure 4.1: Left: an instance of narcissistic 2-attribute stable matching. The two sets of vectors are
represented as red dots and blue crosses, respectively, in a plane where the axes correspond to the
two attributes. For a specific red vector, ~q, its first choice in the other set (the vector maximizing
the dot product), p∗, is shown. The dashed line passing through p∗ is perpendicular to ~q. Right: the
point p is the point among the black points maximizing q · p for all the points q in the gray wedge.
The wedge is delimited by two rays starting at the origin and perpendicular to the two edges of the
convex hull incident to p.
Proof. Consider a line perpendicular to ~q. Move this line in the direction of ~q, until all points in
P lie on the same side of it (behind it). Note that any line orthogonal to ~q has the property that all
points lying on the line have the same dot product with ~q. The point p∗ is the last point in P to
touch the line, since moving the line in the opposite direction from ~q decreases the dot product of
~q with any point on the line (and by the general position assumption, it is unique). Clearly, p∗ is in
the convex hull.
Our first-choice data structure is a semi-dynamic convex hull data structure, where deletions are
allowed but not insertions [111]. We handle queries as in Lemma 4.11.
Lemma 4.11. Given the ordered list of points along the convex hull of a point set P , and a query
vector ~q, we can find the point p∗ in P maximizing ~q · p∗ in O(log n) time, where n is the number
of points in the convex hull.
Proof. By Lemma 4.10, the point p∗ is in the convex hull. For ease of exposition, assume that all
the points in P and ~q have positive coordinates (the alternative cases are similar). Then, p∗ lies in
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the top-right section of the convex hull (the section from the highest point to the rightmost point,
in clockwise order).
Note that points along the top-right convex hull are ordered by their y-coordinate, so, we say above
and below to describe the relative positions of points in it. Each point p in the top-right convex
hull is the point in P maximizing p · ~q′ for all the vectors ~q′ in an infinite wedge, as depicted in
Figure 4.1, right. The wedge contains all the vectors ~q′ whose perpendicular line touches p last
when moving in the direction of ~q′, so the edges of the wedge are perpendicular to the edges of the
convex hull incident to p. Thus, by looking at the neighbors of p along the convex hull, we can
calculate this wedge and know whether ~q is in the wedge for p, below it, or above it. Based on this,
we discern whether the first choice of ~q is p itself or above or below it. Hence, we can do binary
search for p∗ in O(log n) time.
Lemma 4.12. The narcissistic 2-attribute stable matching problem can be solved in O(n log n)
time.
Proof. We can use the first-choice chain algorithm (Algorithm 11) coupled with a first-choice data
structure which is a semi-dynamic convex hull data structure. Updating the convex-hull can be
done in O(n log n) time throughout the algorithm [111]. Queries are answered in O(log n) time
(Lemma 4.11). Thus, the total running time is O(n log n).
This result illustrates how fully-dynamic data structures are not needed for NNC-based algorithms.
4.6 The stable roommates problem
The stable roommates problem [12, 117, 118] is a variant of stable matching where the agents are
not split in two sets and anyone can be matched to anyone. Symmetric preferences and soul mates
can be defined analogously, and the soul-mate algorithm also works for the stable roommates
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problem when preferences are symmetric. The only change in the algorithm is that all the agents
are put in a single first-choice data structure. With arbitrary preferences, an instance of the stable
roommates problem may have no solution [117], but with symmetric preferences there is always a
unique solution.
Our algorithmic results for the symmetric models that we considered also apply to this setting.
In the geometric model, we can even improve the runtime from O(n log4 n) to O(n log n). This
is because when the agents are points in space and preferences are from closest to farthest, the
unique stable solution can be found by repeatedly matching the closest pair. This coincides with
the greedy algorithm for geometric matching (Problem 11). In Section 3.8, we showed how to find
this matching in O(n log n) time using a closest pair data structure or the soft nearest-neighbor
chain algorithm (Algorithm 8).
4.7 Conclusions
We have studied three stable-matching models: the geometric, geographic, and narcissistic k-
attribute models. These models have in common that they have symmetric preferences. We have
shown how symmetric preferences have special properties. First, with symmetric preferences there
exists a unique stable matching. Further, it can be found with a greedy algorithm, and we have
global–local equivalence. In turn, this allows us to use the nearest-neighbor chain algorithm to find
the stable matching efficiently.
Are there other natural stable matching models with symmetric preferences? Here is a suggestion
for a model: in a matching market, all the agents are given a set of options, and they are asked
to rank the options (not the agents) by importance. The goal is to match agents with similar
priorities. This can be quantified by counting the number of inversions (pairs of options that are in
different order) between the orderings of two agents. This model is symmetric because the number
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of inversions is the same from the perspective of both agents. It is also narcissistic because each
agent has zero inversions with its own list.
From the models studied so far, it seems that symmetric and narcissistic preferences always go
hand in hand. To see that this is not the case, we suggest another model. Consider that each agent
is identified with a region in space. For instance, this region could denote the territory where they
have a license to operate. We consider three options.
1. Each agent x gives a score of area(x ∩ y) to each agent y (i.e., the area of the region where
they are allowed to do business together). This model is symmetric and narcissistic (each
agent gives the highest possible score to itself).
2. Each agent x gives a score of area(x∪y) to each agent y (i.e., how much territory they reach
together). This model is symmetric but not narcissistic (each agent gives the lowest possible
score to itself).
3. Each agent x gives a score of area(y \x) to each agent y (i.e., how much new territory x can
reach as a result of partnering with y). The scores are not symmetric, and the model is not
narcissistic. Nonetheless, there is a unique stable matching (assuming no ties in the scores).
This is because the preference lists corresponding to this model are precisely the same as
for the second model: area(y \ x) = area(x ∪ y) − area(x), and subtracting a constant
(area(x)) to every score does not change the preference list of x.
The stable roommates problem in the geometric setting can be solved in O(n log n) time, while for
geometric stable matching we only know how to solve it inO(n log4 n) time. We leave it as an open
problem to close the gap between the runtimes of these two related problems. The reason for this
gap is that we cannot use the soft nearest-neighbor chain algorithm (Algorithm 8) when the agents
are split in two sets. This is because if we use a soft nearest-neighbor data structure for the colleges
and one for the students, a soft answer from one of those structures, e.g., the one containing the
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students, would give us two students. This does not help us in making progress towards a locally-
dominant pair, which must consist of a student and a college. We leave it as an open problem
to design a bichromatic variant of the soft nearest neighbor data structure (Definition 3.9). This
structure should maintain two dynamic point sets, A and B, and, given a query point from one of
the sets, either return its nearest neighbor of the opposite set or a pair of points of different sets
closer to each other than the query point to its nearest neighbor of the other set. Is it possible to
match the O(log n) time per operation of the monochromatic case (Theorem 3.10)?
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Chapter 5
Proximity Data Structures In Graphs
5.1 Introduction
Proximity data structures maintain a set of objects of interest, called sites, and support queries
concerned with minimizing some distance involving the sites, such as nearest-neighbor or closest-
pair queries. They are well known in computational geometry [63], where sites are points in space
and distance is measured by Euclidean distance or some other metric (e.g., see Section 3.1). In this
chapter, we are interested in proximity data structures that deal with nodes in a graph rather than
points in space. We consider that there is an underlying, fixed graph G, such as a road network
for a geographic region, and sites are a distinguished subset P of the vertices of G. Distance is
measured by shortest-path distance in G. We consider updates (additions and deletions) to and
from the set P of sites. Our goal is to design efficient data structures for the following problems.
Definition 5.1 (Reactive nearest-neighbor data structure in graphs). Given a fixed, undirected
graph G = (V,E) with positively-weighted edges, maintain a subset of nodes P ⊆ V , subject
to insertions to P , deletions from P , and nearest-neighbor queries: given a query node q ∈ V ,
return the node p ∈ P closest to q in shortest-path distance.
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Definition 5.2 (Reactive closest-pair data structure in graphs). Given a fixed, undirected graphG =
(V,E) with positively-weighted edges, maintain a subset of nodes P ⊆ V , subject to insertions to
P , deletions from P , and queries asking for the closest pair in P .
Definition 5.3 (Reactive bichromatic closest-pair data structure in graphs). Given a fixed, undi-
rected graphG = (V,E) with positively-weighted edges, maintain two subsets of nodes P,Q ⊆ V ,
subject to insertions to P or Q, deletions from P or Q, and queries asking for the closest pair of
nodes in different sets (one in P and one in Q).
5.1.1 Background
The data structures that we study fall into the area of dynamic graph algorithms, the subject of
extensive study [83]. Traditionally, dynamic data structures in graphs, e.g., for shortest-path com-
putations, allow updates on the underlying graph G itself, such as vertex or edge insertions and
deletions [41, 44, 69, 71, 83, 130, 168]. We call our data structures reactive to distinguish the kind
of updates we allow. For us, G is fixed, but we allow updates on P .
Previous work on dynamic graph algorithms has focused on the setting where G can change. Ex-
ceptions are the work of Eppstein on maintaining a dynamic subset of vertices in a sparse graph
and keeping track of whether it is a dominating set [80], and the work of Italiano and Frigioni on
dynamic connectivity for subsets of vertices in a planar graph [96]. Despite the applications that
we mention in Section 5.1.3, to our knowledge, no one has considered proximity data structures
for graphs subject to updates on the set of sites.
We design data structures that only work for graphs from certain hereditary graph classes. A
graph class is a (generally infinite) set of all graphs with some defining property. A graph class is
hereditary if it contains every induced subgraph of every graph in the class. An induced subgraph
of a graph G is a graph obtained by removing any number of vertices (and their incident edges)
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from G. For instance, the class of planar graphs is hereditary because every induced subgraph of a
planar graph is planar.
Our data structures work for graphs from hereditary graph classes with separators of sublinear
size. A separator of a graph G = (V,E) is a subset of V whose removal from G splits G into
two disjoint subgraphs, each with at most 2
3
|V | nodes, and with no edges between them. We say
a graph class has O(nc)-size separators if every n-node graph in the class has a separator of size
O(nc). A graph class has sublinear separators if it has O(nc)-size separators for some c < 1. For
instance, the planar separator theorem states that planar graphs have O(n0.5)-size separators [140].
A hereditary graph class has sublinear separators if and only if it has polynomial expansion [74].
Thus, any graph from a class of polynomial expansion is suitable for our data structures.
If G = (V,E) is a graph from a hereditary graph class with sublinear separators, then G is sparse,
which means that |E| = O(|V |). The converse is not necessarily true. For instance, bounded-
degree expander graphs are sparse but do not have sublinear separators [114]. Nonetheless, many
important sparse graph families are hereditary and have sublinear separators. One of the first
classes that was shown to have sublinear separators is the class of planar graphs, which have
O(n0.5)-size separators [140]. Separators of the same asymptotic size have also been proven to
exist for k-planar graphs [73], bounded-genus graphs [100], minor-closed graph families [126],
and the graphs of certain four-dimensional polyhedra [81]. In addition, trees have separators of
size one. More generally, graphs with bounded treewidth [167] have constant-size separators [55].
The importance of having sublinear separators in our data structures is that it allows us to con-
struct a separator hierarchy. A separator hierarchy is the result of recursively partitioning a graph
into disjoint subgraphs using separators. Separator hierarchies are useful to solve many graph
problems [95, 102]. An important application is the single-source shortest path (SSSP) problem:
finding the distance from a node to every other node in the graph. This problem can be solved in
linear time given a type of separator hierarchy called a recursive division [110]. For graphs for
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which we can construct this hierarchy in linear time, such as planar graphs [110], the SSSP prob-
lem can be solved in linear time. This improves upon the O(n log n) time required by Dijkstra’s
algorithm in sparse graphs [70].
We emphasize that the graph class must be hereditary because, otherwise, a graph G could have a
small separator but not a separator hierarchy. Consider, for instance, that G consists of two equal-
sized cliques plus a node connected to a node on each clique. This graph has a separator of size 1,
but we cannot build a separator hierarchy for G because cliques do not have sublinear separators.
In many applications (see Section 5.1.3), the underlying graph G represents a real road network. A
road network can be represented by a graph where each node is an intersection, and each edge is a
stretch of road connecting two intersections. Edge weights represent road lengths. Road networks
are often modeled as planar graphs. However, they are not quite planar because of bridges and
underpasses [84]. Thus, we are particularly interested in a class of graphs which has been shown
to be a better model for road networks: the class of graphs with sparse crossing graphs [87]. Given
an embedding of a graph G in the plane, the crossing graph of the embedding is a graph H where
each node in H represents an edge of G, and two nodes in H are connected if the corresponding
edges in G cross in the embedding. Clearly, a graph is planar if it has an embedding such that the
corresponding crossing graph has no edges. More generally, it is k-planar if it has an embedding
such that the crossing graph has maximum degree k. Graphs with sparse crossing graphs further
generalize k-planar graphs: a graph has a sparse crossing graph if it has an embedding such that
the corresponding crossing graph has bounded degeneracy, a notion of sparcity used in graph
theory [139]. Bounding the degeneracy of the crossing graph instead of the maximum degree
accounts for, e.g., long tunnels that go under many street-level roads. Like planar graphs, the class
of graphs with sparse crossing graphs is also hereditary and has O(n0.5)-size separators [87]. This
is fortunate, because it means that we can use our data structures in applications dealing with road
networks.
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5.1.2 Our contributions
We design a new reactive nearest-neighbor data structure (Definition 5.1) with the aim to balance
between query and update times. If we only cared about one of these, the data structure would be
trivial. For instance, if we only cared about query time, there is a well known solution: the graph-
based Voronoi diagram, which maintains the closest site to each node in the graph. Erwig [88]
shows that Voronoi diagrams can be adapted to graphs and that they can be constructed using a
modification of Dijkstra’s algorithm. With this information, queries can be answered in constant
time. However, the Voronoi diagram is not easy to update, requiring O(n log n) time in sparse
graphs with n nodes—the same time as for creating the diagram from scratch.
If, instead, we optimize for update time only, we could avoid maintaining any information and
answer queries directly using a shortest-path algorithm from the query node. Updates would take
constant time; queries could be answered using Dijkstra’s algorithm [61], which runs inO(n log n)
time in sparse graphs. As mentioned, this could be improved to O(n) time for graphs for which
we can construct a recursive subdivision during a preprocessing stage [110].
Our reactive nearest-neighbor data structure finds a “sweet spot” between fast queries and fast
updates. Table 5.1 summarizes its runtime as a function of the size of the separators (the data
structure is the same when c = 0, but an extra logarithmic factor appears in the analysis). For
planar graphs and, more generally, graphs with sparse crossing graphs, c = 1/2. For graphs with
bounded treewidth, c = 0.
To construct a reactive nearest-neighbor data structure for planar graphs specifically, we could also
consider using an exact-distance oracle. This is a static data structure that admits queries asking for
the distance between any two nodes. If k is the number of sites, with an exact-distance oracle we
can find the closest site to a query node with k queries. The recent oracle from Gawrychowski et
al. [98] answers queries in O(log n) time when it uses O(n1.5) space like our data structure. With
this oracle, we could answer queries for our data structure in O(k log n) time and do updates in
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Sep. size Space Preprocessing Query Insertion Deletion
0 < c < 1 O(n1+c) O(n1+c) O(nc) O(nc) O(nc log k)
O(n1+c) O(n1+c log n) O(nc) O(nc log log n) O(nc log log n)
c = 0 O(n log n) O(n log n) O(log n) O(log n) O(log n log k)
O(n log n) O(n log2 n) O(log n) O(log n log log n) O(log n log log n)
Table 5.1: Runtimes of our reactive nearest-neighbor data structure when it maintains k sites on an
n-node graph from a hereditary graph class with O(nc)-size separators. The preprocessing time is
under the assumption that a separator can be found in O(n1+c) time. Possible trade-offs between
preprocessing and update times are shown.
Data structure Query Insertion Deletion
Exact NN O(nc) O(nc) O(nc log k)
Closest pair O(1) O(nc log2 k)† O(nc log3 k)†
Bichromatic CP O(1) O(nc log2 k)† O(nc log3 k)†
Table 5.2: Runtimes of our reactive proximity data structures when they maintain k sites on an
n-node graph from a hereditary graph class with O(nc)-size separators, where 0 < c < 1 (we omit
the case of c = 0 for brevity). All the data structures require O(n1+c) space. The preprocessing
time is O(n1+c) assuming that a separator can be found in O(n1+c) time. The “†” superindex
indicates that the runtime is amortized.
constant time. This approach has better runtimes when k is small, but the preprocessing time is
O(n2).
We combine our reactive nearest-neighbor data structure with preexisting data structures [78,79] to
obtain other proximity data structures. Table 5.2 shows our new family of proximity data structures.
Each data structure has a similar preprocessing–update time trade-off as shown in Table 5.1. For
brevity, we only show the versions of the data structures that optimize the preprocessing time.
5.1.3 Applications
We use our reactive nearest-neighbor data structure as part of algorithms for Steiner TSP (Sec-
tion 3.4), geographic stable matching (Section 4.4), and political redistricting (Section 7.2)).
Reactive proximity data structures in graphs can also be useful in several logistical problems in
geographic information systems dealing with real-time data. Consider, for instance, an application
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to connect drivers and clients in a private-driver service, such as Uber or Lyft, or even a future
self-driving car service. A reactive nearest-neighbor data structure could maintain the set of cars
waiting at various locations in a city to be put into service. When a client requires a driver, she
queries the data structure to find the car nearest to her. This car is then removed from P (i.e., it is
no longer available) until it completes the trip for this client, at which point the car is then added to
P (i.e., it is available) at this new location. Alternatively, we could consider a similar application
in the context of police or emergency dispatching, where the data structure maintains the locations
of a set of available first responder vehicles. In Section 5.4, we experiment with this type of system
emulating random queries in a real road network.
Reactive proximity data structures can also be useful in other domains, such as content distribu-
tion networks, like the one maintained by Akamai. For instance, a reactive nearest-neighbor data
structure could maintain the set of nodes that contain a certain file of interest, like a movie. When
another node in the network needs this information, the data structure could be used to find the
closest node that can transfer it. Updates allow us to model how copies of such a file migrate in
the network, e.g., for load balancing, so that we add a node to P when it gets a copy of the file and
remove a node from P when it passes the file to another server.
5.2 Nearest-neighbor data structure
Initially, we are given an n-node graph G = (V,E) and a subset P ⊆ V of sites. As mentioned,
the runtime analysis depends on the size of the separators. Henceforth, we consider that G is
undirected, has positive edge weights, and comes from a hereditary graph class with O(nc)-size
separators for some constant c with 0 < c < 1 (the analysis is slightly different when c = 0).
We begin by reviewing the concept of a separator hierarchy. Recall that a separator in a given n-
vertex graph is a subset S of nodes such that the removal of S (and its incident edges) partitions the
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remaining graph into two disjoint subgraphs (with no edges from one to the other), each of size at
most 2n/3. It is allowed for these subgraphs to be disconnected; that is, removing S can partition
the remaining graph into more than two connected components, as long as those components can
be grouped into two subgraphs that are each of size at most 2n/3. A separator hierarchy is the
result of recursively subdividing a graph by using separators. Since children have size at most 2/3
the size of the parent, the separator hierarchy is a binary tree of O(log n) height.
5.2.1 Preprocessing
The creation of our data structure consists of two phases. The first phase does not depend on P ,
while the second phase incorporates our knowledge of P . Note that there are two kinds of nodes
of interest: separator nodes and sites. The two sets may intersect, but should not be confused.
Site-independent phase. First, we build a separator hierarchy of the graph. This hierarchy can
be constructed in O(n) time and space in planar graphs [102] and graphs with sparse crossing
graphs [87]. However, we do not need the construction to take linear time, as this is not the
bottleneck of the preprocessing. It suffices that the hierarchy can be computed in O(n1+c) time. In
fact, it suffices that a single separator can be found inO(n1+c) time in an n-node graph (as opposed
to the entire hierarchy). This is because the hierarchy is built recursively so, if a separator can be
found in O(n1+c) time, the construction time of the entire hierarchy is captured by the recurrence
T (n) ≤ T (x) + T (y) +O(n1+c), (5.1)
where x and y are the sizes of two subgraphs, chosen so that x + y ≤ n, max(x, y) ≤ 2n/3, and,
among all x and y obeying these constraints, T (x) +T (y) is maximum. It is easy to prove that this
recurrence is dominated by its top-level O(n1+c) term, so T (n) = O(n1+c).
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Second, we compute, for each graph in the hierarchy, the distance from each separator node to
every other node. Consider the work done for the graph at the root of the hierarchy, G itself. We
need to compute O(nc) SSSP problems, one for each separator node. As mentioned, each such
problem can be solved in linear time given a recursive subdivision [110]. A recursive subdivision
is a type of separator hierarchy that is also built by finding separators recursively. Thus, if we can
find a separator in O(n1+c) time, we can construct the entire recursive subdivision, and compute
all the distances for the separators in the top-level graph, in O(n1+c) time. We do the same for all
the remaining graphs in the separator hierarchy. The total runtime follows Equation 5.1 again, so
it is also O(n1+c).
Site-dependent phase. For each graph H = (VH , EH) in the separator hierarchy, for each sepa-
rator node s in H , we initialize a priority queue Qs. The elements stored in Qs are the sites in H ,
P ∩ VH . Their priorities are their distances from s in H .
We use an implementation of a priority queue that supports insertions and find-minimum opera-
tions in constant worst-case time, and deletions in logarithmic worst-case time. For instance, we
can use a strict Fibonacci heap [37] or a Broadal queue [36]. Then, constructing each queue Qs
takes time linear on the number of sites in H . Thus, the time at the top level of the hierarchy is
O(|P |) per separator node, and |P |= O(n), so in total it is O(n1+c). The total time analysis of this
phase is O(n1+c) as before.
Adding the space and time for the two phases together givesO(n1+c) space and preprocessing time
for graphs for which we can find a separator in O(n1+c) time.
5.2.2 Queries
Given a query node q, we find two sites: (a) the closest site to q with paths restricted to the same
side of the top-level partition as q, and (b) the closest site to q with paths containing at least one
119
separator node. The paths considered between both cases cover all possible paths, so one of the
two found sites is the overall closest site to q.
• To find the site satisfying Condition (a), we can relay the query to the subgraph of the sepa-
rator hierarchy containing q. This case does not arise if q is a separator node.
• To find the site satisfying Condition (b), we need to find the shortest path from q to any site,
but only among paths containing separator nodes. Note that if the shortest path goes through
a separator s, it should end at the site closest to s. Therefore, the length of the shortest
path starting at q, going through s, and ending at any site, is d(q, s) + d(s,min(Qs)), where
min(Qs) denotes the element with the smallest key in Qs. We can find the site satisfying
Condition (b) by considering all the separator nodes and retaining the one minimizing this
sum.
The time to find the site satisfying Condition (b) is O(nc), since there are O(nc) separator nodes
to check and we do a find-minimum operation on a priority queue for each. We do not need to do
any distance computation, as we precomputed all the needed distances. Therefore, the time to find
the two paths satisfying Conditions (a) and (b) can be analyzed by the recurrence
T (n) ≤ T (2n/3) +O(nc),
where the T (2n/3) term dominates the actual time for recursing in a single subgraph of the sepa-
rator hierarchy. The solution to this recurrence is O(nc), so queries take O(nc) time.
We can implement a heuristic optimization for queries so that we do not need to check every
separator node when searching for the site satisfying Condition (b). During the preprocessing
stage, we can sort, for each node u in each graph H of the separator hierarchy, all the separators
in H by distance from u. This increases the space used by the data structure by a constant factor.
Then, during a query, after obtaining the site satisfying Condition (a), to find the site satisfying
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Condition (b), we consider the separator nodes in order by distance from the query node q. Suppose
that p is the closest site found so far. As soon as we reach a separator node s such that d(q, s) ≥
d(q, p), we can stop and ignore the rest of separator nodes, since any site reached through them
would be further from q than p. In our experiments (Section 5.4), this optimization reduces the
average query runtime by a factor between 1.5 and 9.5, depending on the number of sites. It is
more effective when there are many sites, as then the closest site is likely to be closer than many
separators at the upper levels of the hierarchy.
5.2.3 Updates
Suppose that we wish to insert or delete a node p to or from the set of sites P . Note that, when we
perform such an update, the structures computed during the site-independent preprocessing phase
(the separator hierarchy and the computation of distances) do not change. However, we need to add
or remove p (according to the type of update) to or from the priority queue Qs for every separator
node s in the top-level separator. Moreover, if p is not a separator node, we also need to update the
priority queues for the subgraph containing p, recursively.
The time for an insertion is the same as for a query, since our priority queues support constant
time insertions. For deletions, the time to remove p in all top-level priority queues is O(log k) time
per priority queue, where k is the number of sites, for a total time of O(nc log k). Again, if we
formulate and solve a recurrence for the running time at all levels of the separator hierarchy, these
times are dominated by the top-level term.
Next, we discuss how to improve the update time to O(nc log log n) with additional preprocessing.
For each separator node s, instead of using the distance from s to p as the key for a site p in
the priority queue Qs, we can use the index of p in the list of nodes sorted by distance from
s. That is, if the set of distances in sorted order from s to the other nodes are d1, d2, d3, . . . ,
with d1 < d2 < d3 < · · ·, we could replace these numbers by the numbers 1, 2, 3, . . . , without
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changing the comparison between any two distances. This replacement would allow us to use
a faster integer priority queue in place of the priority queue. For instance, a van Emde Boas
tree [181] maintains the minimum in a set of integer numbers between 1 and n in O(log log n)
time per insertion and deletion. In order to use this optimization, we need to add the time to sort
the distances in the preprocessing time, which increases to O(n1+c log n) (assuming an O(n log n)
time sorting algorithm is used).
We have completed the description and analysis of the data structure. Theorem 5.4 captures its
runtime.
Theorem 5.4. Let c be a constant with 0 < c < 1, let G be a hereditary graph class with O(nc)-
size separators, and let T (n) be the time needed to find a separator in an n-node graph from G.
Then, for any n-node graph from G, there is a reactive nearest-neighbor data structure that uses
O(n1+c) space, with max (O(n1+c), T (n)) preprocessing time, O(nc) query and insertion time,
and O(nc log k) deletion time, where k is the number of sites. Alternatively, the data structure
could have max (O(n1+c log n), T (n)) preprocessing time, O(nc log log n) insertion and deletion
time, and the same space and query time.
5.3 Extensions and related data structures
If we reformulate and solve the recurrence equations for the case where there is constant number
of separator nodes (c = 0), we obtain the space and runtimes shown in Table 5.1.
The conga-line data structure [79] is a closest-pair data structure withO(1) query time,O(T (k) log k)
amortized insertion time, and O(T (k) log2 k) amortized deletion time, where T (k) is the time per
operation (maximum between query and update) of a nearest-neighbor data structure maintaining
k sites. Another data structure [78] achieves the same runtimes, but for the bichromatic closest-pair
problem. Combined with our reactive nearest-neighbor data structure, we get the following result.
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Lemma 5.5. Let c be a constant with 0 < c < 1, and let G be a hereditary graph class with O(nc)-
size separators. For any n-node graph from G, there is a reactive closest-pair data structure and a
reactive bichromatic closest-pair data structure with the space and runtimes shown in Table 5.2.
Finally, our reactive nearest neighbor data structure can be extended to directed graphs with the
same asymptotic runtimes. The only required change is to compute distances from and to every
separator node. To obtain the latter, we can compute the distances in the reverse graph, i.e., the
graph obtained by reversing the directions of all the edges.
5.4 Experiments
In this section, we evaluate our data structure empirically on a real road network, the Delaware road
network from the DIMACS data set [68]. We consider the biggest connected component of the
network, which has 48812 nodes and 60027 edges. This data set has been planarized: overpasses
and underpasses have been replaced by artificial intersection nodes. Each trial in our experiment
begins with a number of uniformly distributed random sites, and then performs 1000 operations.
We consider the cases of only queries, only updates, and a mixture of both (see Figure 5.1). The
updates alternate between insertions and deletions, and the operations in the mixed case alternate
between queries and updates. We compare the performance of our data structure against a basic
data structure that simply uses Dijkstra’s algorithm for the queries.
5.4.1 Implementation details
We implemented the algorithms in Java 8.13 We then executed them and timed them as run on an
Intel(R) Core(TM) CPU i7-3537U 2.00GHz with 4GB of RAM, on Windows 10.
13The source code is available at https://github.com/nmamano/NearestNeighborInGraphs.
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We implemented the optimization for queries described in Section 5.2.2, and compared it with the
unoptimized version in order to evaluate if its worth the extra space. For updates, we used a normal
binary heap, as these tend to perform better in practice than more sophisticated data structures.
A factor that affects the efficiency of the data structure is the size and balance of the separators. Our
hierarchy for the Delaware road network had a total of 504639 nodes across 8960 graphs up to 13
levels deep. Among these graphs, the biggest separator had 81 nodes. Rather than implementing
a full planar separator algorithm to find the separators (recall that the data had been planarized),
we choose the smallest of two simply-determined separators: the vertical and horizontal lines
partitioning the nodes into two equal subsets. While these are not guaranteed to have size O(
√
n),
past experiments on the transversal complexity in road networks [86] indicate that straight-line
traversals of road networks should provide separators with low complexity, making it unnecessary
to incorporate a full planar graph separator algorithm.
When a separator partitions a graph in more than two connected components, we made one child
per component. Thus, our hierarchy is not necessarily a binary tree, and may be shallower. We
set the base case size to 20. At the base case, we perform Dijkstra’s algorithm. Experiments with
different base-case sizes did not affect the performance significantly.
5.4.2 Results
Figure 5.1 depicts the results. Table 5.3 shows the corresponding data for the case of mixed oper-
ations, which is the case of interest in a reactive model.
• The runtime of Dijkstra’s algorithm is roughly inversely proportional to the number of sites,
because with more sites it requires less exploration to find the closest one. Moreover, initial-
ization and updates require virtually no time. Thus, this choice is superior for large numbers
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Figure 5.1: Time needed by the data structures to complete 1000 operations in the Delaware road
network [68] for a range of number of sites (in a logarithmic scale), excluding preprocessing time.
Each data point is the average of 5 runs with different sets of random sites (the same sets for all the
algorithms).
of sites, while being orders of magnitude slower when the number of sites is low (see Ta-
ble 5.3).
• Our data structure based on a separator hierarchy is not affected as much by the number of
sites. The update runtime only increases slightly with more sites because of the operations
on larger heaps, as expected from its asymptotic runtime. The optimization, which reduces
the number of separators needed to be checked, can be seen to have a significant effect on
queries, especially as the number of sites increases: it is up to 9.5 times faster on average
with 2048 sites. However, since it has no effect on updates, in the mixed model with the
same number of updates and queries the improvement is less significant.
• The data structure requires a significant amount of time to construct the hierarchy. Our code
constructed the hierarchy for the Delaware road network in around 15 seconds. Fortunately,
this hierarchy only needs to be built once per road network. The limiting factor is the space
requirement of approximatelyO(n1+5), which caused us to run out of memory for other road
networks from the DIMACS data set with over 105 nodes.
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# sites Dijkstra Separator Separator (with opt.)
2 3797 (3672 – 3906) 63 (47 – 94) 53 (31 – 94)
4 2303 (2203 – 2359) 66 (63 – 78) 53 (47 – 63)
8 1272 (1250 – 1297) 66 (47 – 78) 50 (47 – 63)
16 694 (641 – 781) 56 (47 – 63) 44 (31 – 47)
32 384 (359 – 406) 75 (63 – 94) 50 (47 – 63)
64 200 (172 – 219) 81 (63 – 94) 56 (47 – 63)
128 94 (94 – 94) 97 (94 – 109) 50 (47 – 63)
256 47 (47 – 47) 88 (78 – 94) 84 (78 – 109)
512 16 (16 – 16) 94 (94 – 94) 75 (63 – 78)
1024 13 (0 – 16) 94 (94 – 94) 75 (63 – 78)
2048 3 (0 – 16) 113 (94 – 125) 88 (78 – 94)
4096 3 (0 – 16) 125 (109 – 156) 88 (78 – 94)
8192 3 (0 – 16) 163 (125 – 188) 125 (94 – 156)
16384 0 (0 – 0) 116 (109 – 125) 113 (94 – 156)
Table 5.3: Time in milliseconds needed by the data structures to complete 1000 operations (mixed
queries and updates) in the Delaware road network for a range of number of sites (in a logarithmic
scale). Each data point is the average, minimum, and maximum, of 5 runs with different sets of
random sites (the same sets for all the algorithms).
5.5 Conclusions
We have studied reactive proximity problems in graphs, giving a family of data structures for
such problems. Tables 5.1 and 5.2 summarize our theoretical results. While we have focused on
applications in geographic systems dealing with real-time data, the problems are primitive enough
that they may arise in other domains of graph theory, such as network protocols.
We would like to explore other applications in the future. New applications may require designing
reactive proximity data structures for more general graph classes, i.e., classes without sublinear
separators. If finding exact nearest neighbors turns out to be too complex without sublinear sepa-
rators, it would be interesting to design a reactive data structure supporting approximate nearest-
neighbor queries.
As discussed in Section 5.4.1, an important factor in the runtime of any data structure based on
separator hierarchies is the choice of separators. It may be of interest to compare the benefits
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of a simpler but lower-quality separator construction algorithm versus a slower but higher-quality
separator construction algorithm in future experiments.
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Chapter 6
Stable-Matching Voronoi Diagrams
6.1 Introduction
The Voronoi diagram is a well known geometric structure with a broad spectrum of applications
in computational geometry and other areas of Computer Science, e.g., see [16,18,27,34,131,145,
161, 176]. The Voronoi diagram partitions the plane into regions. Given a finite set S of points,
called sites, each point in the plane is assigned to the region of its closest site in S. Although the
Voronoi diagram has been generalized in many ways, its standard definition specifies that each
Voronoi cell or region of a site s is the set V (s) defined as
{p ∈ R2 | d(p, s) ≤ d(p, s′) ∀s′ 6= s ∈ S}, (6.1)
where d(·, ·) denotes the distance between two points. The properties of standard Voronoi diagrams
have been thoroughly studied (e.g., see [16, 18]). For example, it is well known that in a standard
Voronoi diagram for point sites in the plane every Voronoi cell is a connected, convex polygon
whose boundaries lie along perpendicular bisectors of pairs of sites.
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We introduced the stable matching problem in Chapter 4. In this chapter, we are interested in study-
ing the algorithmic and combinatorial complexity of the diagrams that we call stable-matching
Voronoi diagrams, which combine the notions of Voronoi diagrams and the one-to-many stable
matching problem. These diagrams were introduced by Hoffman, Holroyd, and Peres [113], who
provided existence and uniqueness proofs for such structures for potentially countably infinite sets
of sites, but did not study their algorithmic or combinatorial complexities. A stable-matching
Voronoi diagram is defined with respect to a set of sites in R2, which in this chapter we restrict to
finite sets of n distinct points, each of which has an assigned finite numerical quota (which is also
known as its “appetite”) indicating the area of the region of points assigned to it. A preference
relationship is defined in terms of distance, so that each point p in R2 prefers sites ordered by
distance, from closest to farthest, and each site likewise prefers points ordered by distance. The
stable-matching Voronoi diagram, then, is a partition of the plane into regions, such that (i) each
site is associated with a region of area equal to its appetite, and (ii) the assignment of points to sites
is stable in the sense that there is no blocking pair, defined as a site–point pair whose members
prefer each other over their assigned matches. This is formalized in Definition 6.1. The regions
are defined as closed sets so that boundary points lie on more than one region, analogously to
Equation 6.1. See Figure 6.1.
Definition 6.1. Given a set S of n points (called sites) in R2 and a numerical appetite A(s) > 0
for each s ∈ S, the stable-matching Voronoi diagram of (S,A) is a subdivision of R2 into n + 1
regions, which are closed sets in R2. For each site s ∈ S there is a corresponding region Cs of area
A(s), and there is an extra region, C∅, for the the remaining “unmatched” points. The regions do
not overlap except along boundaries (boundary points are included in more than one region). The
regions are such that there are no blocking pairs. A blocking pair is a site s ∈ S and a point p ∈ R2
such that (i) p 6∈ Cs, (ii) d(p, s) < max {d(p′, s) | p′ ∈ Cs}, and (iii) p ∈ C∅ or d(p, s) < d(p, s′),
where s′ is a site such that p ∈ Cs′ .
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Figure 6.1: Stable-matching Voronoi diagrams for a set of 25 point sites, where each site in the
left diagram has an appetite of 1 and each site in the right diagram has an appetite of 2. Each color
corresponds to an individual cell, which is not necessarily convex or even connected.
As mentioned above, Hoffman et al. [113] show that, for any set of sites S and appetites, the stable-
matching Voronoi diagram of S always exists and is unique. Technically, they consider the setting
where all the sites have the same appetite, but the result applies to different appetites. They also
describe a continuous process that results in the stable-matching Voronoi diagram: Start growing a
circle from all the sites at the same time and at the same rate, matching the sites with all the points
encountered by the circles that are not matched yet—when a site fulfills its appetite, its circle stops
growing. The process ends when all the circles have stopped growing.
Note that this circle-growing method is analogous to a continuous version of the “deferred-acceptance”
stable matching algorithm of Gale and Shapley [97]. The sites correspond to the set making pro-
posals, and R2 to the set accepting and rejecting proposals. The sites propose to the points in order
by preference (with the growing circles), as in the deferred acceptance algorithm. The difference
is that, in this setting, points receive all the proposals also in order by their own preference, so they
always accept the first one and reject the rest.
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Clearly, the circle-growing method can be simulated to obtain a numerical approximation of the
diagram, but this would not be an effective discrete algorithm, which is one of the interests of the
present chapter.
Figure 6.2 shows a side-by-side comparison of the standard and stable-matching Voronoi diagrams.
Note that the standard Voronoi diagram is stable in the same sense as the stable-matching Voronoi
diagram: by definition, every point is matched to its first choice among the sites, so there can be no
blocking pairs. In fact, the standard Voronoi diagram of a set of sites can be seen as the limit of the
stable-matching Voronoi diagram as all the appetites grow to infinity, in the following sense: for
any point p in R2, and for sufficiently large appetites for all the sites, p will belong to the region of
the same site in the standard and stable-matching Voronoi diagrams.
Figure 6.2: A stable-matching Voronoi diagram (left) and a standard Voronoi diagram (clipped to
a rectangle) (right) for the same set of 25 sites. Each color represents a region.
A standard Voronoi diagram solves the post office problem of assigning points to their closest post
office [133]. A stable-matching Voronoi diagram adds the real-world assumption that each post
office has a limit on the size of its jurisdiction. Such notions may also be useful for political
redistricting, where point sites could represent polling stations, and appetites could represent their
capacities. We consider this application in Chapter 7. Nevertheless, depending on the appetites
and locations of the sites, the regions of the sites in a stable-matching Voronoi diagram are not
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necessarily convex or even connected (e.g., see Figure 6.1). Thus, we are interested in this chapter
in characterizing the worst-case combinatorial complexity of such diagrams (i.e., the maximum
number of faces, edges, and vertices among all diagrams with n sites), as well as finding an efficient
algorithm for constructing them.
Related work. There are large volumes of work on the topics of Voronoi diagrams and stable
matchings; hence, we refer the interested reader to surveys or books on the subjects (e.g., see [16,
18, 107, 118]).
A generalization of Voronoi diagram of particular interest are power diagrams, where a weight
associated to each site indicates how strongly the site draws the points in its neighborhood. Power
diagrams have also been considered for political redistricting [60]. Aurenhammer et al. [17] show
that, given a set of sites in a square and a quota for each site, it is always possible to find weights for
the sites such that, in the power diagram induced by those weights, the area of the region of each
site within the square is proportional to its prescribed quota. Thus, both stable-matching Voronoi
diagrams and power diagrams are Voronoi-like diagrams that allow predetermined region sizes.
Power diagrams minimize the total squared distance between the sites and their associated points,
while stable-matching Voronoi diagrams result in a stable matching.
In Chapter 4, we studied stable matching for preferences based on proximity. However, the sets
there were discrete. Hence, we did not encounter the algorithmic and combinatorial challenges
raised by stable-matching Voronoi diagrams in the plane.
Our contributions. In Section 6.2, we give a geometric interpretation of stable-matching Voronoi
diagrams as the lower envelope of a set of cones, and discuss some basic properties of stable-
matching Voronoi diagrams.
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In Section 6.3, we give an O(n2+ε) upper bound, for any ε > 0, and an Ω(n2) lower bound for the
number of faces and edges of a stable-matching Voronoi diagrams in the worst case, where n is the
number of sites. The upper bound applies for arbitrary appetites, while the lower bound applies
even in the special case where all the sites have the same appetite.
In Section 6.4, we show that stable-matching Voronoi diagrams cannot be computed exactly in an
algebraic model of computation. In light of this, we provide a discrete algorithm for constructing
them that runs in O(n3 log n + n2f(n)) time, where f(n) is the runtime of a geometric primitive
(which we define) that encapsulates this difficulty. This geometric primitive can be approximated
numerically. We also show how to compute the diagram exactly when the distance metric is a
polygonal convex distance function (Section 6.4.2) and when the plane is discretized.
We assume Euclidean distance as the distance metric throughout the chapter, except in Section 6.4.2.
In particular, the upper and lower bounds on the combinatorial complexity apply to Euclidean dis-
tance. We conclude in Section 6.5.
6.2 The geometry of stable-matching Voronoi diagrams
As is now well known, a (2-dimensional) Voronoi diagram can be viewed as a lower envelope of
cones in 3 dimensions, as follows [92]. Suppose that the set of sites are embedded in the plane
z = 0. That is, we map each site s = (xs, ys) to the 3-dimensional point (xs, ys, 0). Then, we draw
one cone for each site, with the site as the vertex, and growing to +∞ all with the same slope. If we
then view the cones from below, i.e., from z = −∞ towards z = +∞, the part of the cone of each
site that we see corresponds to the Voronoi cell of the site. This is because two such cones intersect
at points that are equally distant to both vertices. As a result, the xy-projection of their intersection
corresponds to the perpendicular bisector of the vertices, and the boundaries of the Voronoi cells
in the Voronoi diagram are determined by the perpendicular bisectors with neighboring sites.
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Similarly, a stable-matching Voronoi diagram can also be viewed as the lower envelope of a set
of cones. However, in this setting cones do not extending to +∞. Instead, they are cut off at a
finite height (which is a potentially different height for each cone, even if the associated sites have
the same appetite). This system of cones can be generated by a dynamic process that begins with
cones of height zero and then grows them all at the same rate, halting the growth of each cone as
soon as its area in the lower envelope reaches its appetite (see Figure 6.3). This process mimics
the circle-growing method by Hoffman et al. [113] mentioned before: if the z-axis is interpreted as
time, the growing circles become the cones, and their lower envelope shows which circle reaches
each point of the xy-plane first.
Figure 6.3: View of a stable-matching Voronoi diagram of 3 sites as the lower envelope of a set of
cones.
A stable-matching Voronoi diagram consists of three types of elements:
• A face is a maximal, closed, connected subset of a stable cell. The stable cells can be
disconnected, that is, a cell can have more than one face. There is also one or more empty
faces, which are maximal connected regions not assigned to any site. One of the empty faces
is the external face, which is the only face with infinite area.
• An edge is a maximal line segment or circular arc on the boundary of two faces. We call the
two types of edges straight and curved edges, respectively. For curved edges, we distinguish
between its incident convex face (the one inside the circle along which the edge lies) and its
incident concave face.
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• A vertex is a point shared by more than one edge. Generally, edges end at vertices, but
curved edges may have no endpoints when they form a complete circle. This situation arises
when the region of a site is isolated from other sites.
We say a set of sites with appetites is not in general position if two curved edges of the stable-
matching Voronoi diagram are tangent, i.e., touch at a point p that is not an endpoint (e.g., two
circles of radius 1 with centers 2 units apart). In this special case, we consider that the curved
edges are split at p, and that p is a vertex.
In order to study the topology of the stable-matching Voronoi diagram, let the bounding disk, Bs,
of a site, s, be the smallest closed disk centered at s that contains the stable cell of s. The bounding
disks arise in the topology of the diagram due to the following lemma:
Lemma 6.2. If part of the boundary between a face of site s and a face of site s′ lies in the half-
plane closer to s than to s′, then that part of the boundary must lie along the boundary of the
bounding disk Bs, and the convex face must belong to s.
Proof. The boundary between the faces of s and s′ cannot lie outside of Bs, by definition of the
bounding disk. If the boundary is in the half-plane closer to s, then it also cannot be in the interior
of Bs, because then there would exist a point p inside Bs and in the half-plane closer to s, but
matched to s′ (see Figure 6.4). In such a situation, s and p would be a blocking pair: s prefers p to
the point(s) matched to it along Bs, and p prefers s to s′.
Lemma 6.3. The union of non-empty faces of the diagram is the union of the bounding disks of all
the sites.
Proof. For any site s, all the points inside the bounding disk of s must be matched. Otherwise,
there would be a point, say, p, not matched to anyone but closer to s than points actually matched
to s (along the boundary of Bs), which would be unstable, as p and s would be a blocking pair.
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Figure 6.4: Illustration of the setting in the proof of Lemma 6.2. It shows the perpendicular bisector
of two sites s and s′ (dotted line), the boundary of the bounding disk, Bs, of s (dashed circular arc),
and a hypothetical boundary between the faces of sites s and s′ (solid curve). In this setting, s and
p would be a blocking pair.
Moreover, points outside of all the bounding disks cannot be matched to anyone, by definition of
the bounding disks.
Lemma 6.4 (Characterization of edges).
1. A straight edge separating faces of sites s and s′ can only lie along the perpendicular bisec-
tor of s and s′.
2. A curved edge whose convex face belongs to site s lies along the boundary of Bs. Moreover,
if the concave face belongs to a site s′, the edge must be contained in the half-plane closer
to s than s′.
3. Empty faces can only be concave faces of curved edges.
Proof. Claims (1) and (2) are consequences of Lemma 6.2, and Claim (3) is a consequence of
Lemma 6.3.
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6.3 Combinatorial complexity
6.3.1 Upper bound on the number of faces
As mentioned in Section 6.2, a stable-matching Voronoi diagram can be viewed as the lower enve-
lope of a set of cones. Sharir and Agarwal [5] provide results that characterize the combinatorial
complexity of the lower envelope of certain sets of functions, including cones.
Formally, the lower envelope (also called minimization diagram) of a set of bivariate continuous
functions F = {f1(x, y), . . . , fn(x, y)} is the function
EF (x, y) = min
1≤i≤n
fi(x, y),
where ties are broken arbitrarily. The lower envelope of F subdivides the plane into maximal
connected regions such that EF is attained by a single function fi (or by no function at all). The
combinatorial complexity of the lower envelope EF , denoted K(F ), is the number of maximal
connected regions of EF . To prove our upper bound, we use the following result:
Lemma 6.5 (Sharir and Agarwal [5], page 191). The combinatorial complexity K(F ) of the lower
envelope of a collection F of n (partially defined) bivariate functions that satisfy the assumptions
below is O(n2+ε), for any ε > 0.14
• Each fi ∈ F is a portion of an algebraic surface of the form Pi(x, y), for some polynomial
Pi of constant maximum degree.
• The vertical projection of each fi ∈ F onto the xy-plane is a planar region bounded by a
constant number of algebraic arcs of constant maximum degree.
Corollary 6.6. A stable-matching Voronoi diagram for n sites has O(n2+ε) faces, for any ε > 0.
14The theorem, as stated in the book (Theorem 7.7), includes some additional assumptions, but the book then shows
that they are not essential.
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Proof. It is clear that the finite, “upside-down” cones whose lower envelope forms the stable-
matching Voronoi diagram of a set of sites satisfy the above assumptions. In particular, their
projection onto the xy-plane are disks. Note that the bound still applies if we include the empty
faces, as Lemma 6.5 still holds if we add an extra bivariate function fn+1(x, y) = z∗, where z∗ is
any value higher than the height of any cone (i.e., fn+1 is a plane that “hovers” over the cones).
Such a function would have a face in the lower envelope for each empty face in the stable-matching
Voronoi diagram.
6.3.2 Upper bound on the number of edges and vertices
Euler’s formula relates the number of faces in a planar graph with the number of vertices and
edges. By viewing the stable-matching Voronoi diagram as a graph, we can use Euler’s formula to
prove that the O(n2+ε) upper bound also applies to the number of edges and vertices. In order to
do so, we will need to show that the average degree is more than two, which is the purpose of the
following lemmas.
In this section, we assume that sites are in general position (as defined in Section 6.2). However,
note that non-general-position constructions cannot yield the worst-case complexity. This is be-
cause if two curved edges coincide exactly at a point that is not an endpoint, we can perturb slightly
the site locations to move them a little closer, which creates a new vertex and edge. For the same
reason, we also assume that no vertex has degree four or more, which requires four or more sites
to lie on the same circle (as in the standard Voronoi Diagram).
Lemma 6.7. The following sequences of consecutive edges along the boundary of two faces cannot
happen: 1. Straight–straight. 2. Curved–curved. 3. Straight–curved–straight.
Proof.
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1. Straight edges separating two faces of sites s and s′ are constrained to lie along the perpen-
dicular bisector of s and s′ (Lemma 6.4). Therefore, two consecutive straight edges would
not be maximal.
2. Curved edges separating a convex face of a site s are constrained to lie along the boundary
of the bounding disk of s (Lemma 6.4). Thus, two consecutive curved edges would not be
maximal (under the assumption of general position).
3. In such a case, not both straight edges could lie along the perpendicular bisector.
Incidentally, curved–straight–curved sequences can happen, and can be seen in Figure 6.2.
Lemma 6.8. A vertex with degree two cannot be adjacent to two vertices with degree two.
Proof. A vertex with degree two connects two edges separating the same two faces. If there were
a node with degree two adjacent to two other nodes with degree two, we would either have four
consecutive edges separating the same two faces or a triangular face inside another face. However,
neither case could avoid the sequences of edges given in Lemma 6.7.
Lemma 6.9. The average degree is at least 2.25.
Proof. Note that all vertices have degree at least 2, as they are the endpoints of edges, and every
edge has different faces on each side. Also recall the assumption that there are no nodes with
degree more than three, as this cannot yield a worst-case number of vertices nor edges.
Thus, all nodes have degree two or three. Let n be the number of 2-degree vertices, and k the
number of 3-degree vertices. The average degree is (2n + 3k)/(n + k) = 2 + k/(n + k). Thus,
we need to show that k/(n+ k) ≥ 1/4, or, rearranging, that k ≥ n/3.
By Lemma 6.8, a vertex with degree two cannot be adjacent to two vertices with degree two.
Among the n 2-degree vertices, say m1 are connected with another 2-degree node, while the re-
maining m2 are adjacent only to 3-degree nodes. Then, there are m1/2 edges in between 2-degree
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nodes, andm1+2m2 = n+m2 edges connecting 2-degree nodes with 3-degree nodes. This means
that k ≥ (n+m2)/3, completing the proof.
Lemma 6.10. Let V,E and F be the number of vertices, edges, and faces of the stable-matching
Voronoi diagram of a set of sites S. Then, V ≤ 8F − 16 and E ≤ 9F − 18.
Proof. For this proof, suppose that there are no curved edges that form a full circle. Note that the
presence of such edges can only reduce the number of vertices and edges, as for each such edge
there is a site with a single edge and no vertices.
Without such edges, the vertices and edges of the stable-matching Voronoi diagram form a planar
graph, and V,E, F are the number of vertices, edges, and faces of this graph, respectively. More-
over, let C be the number of connected components. Due to Euler’s formula for planar graphs, we
have F = E−V +C+ 1, and thus F ≥ E−V + 2. Moreover, by Lemma 6.9, the sum of degrees
is at least 2.25V , so 2E ≥ 2.25V . Combining the two relations above, we have V ≤ 8F − 16 and
E ≤ 9F − 18.
We conclude by stating the main theorem of this section, which is a combination of Corollary 6.6
and Lemma 6.10:
Theorem 6.11. A stable-matching Voronoi diagram for n point sites has O(n2+ε) faces, vertices,
and edges, for any ε > 0.
6.3.3 Lower bound
We show a quadratic lower bound on the number of faces in the worst case by constructing an
infinite family of instances with Ω(n2) faces. To start, we give such a family of instances where
sites have arbitrary appetites. This introduces the technique behind our second, more intricate
construction, which only uses sites with appetite 1. This shows that the Ω(n2) lower bound holds
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even in this restricted case where all the sites have the same appetite. The lower bound extends
trivially to vertices and edges as well.
Lemma 6.12. A stable-matching Voronoi diagram for n point sites has Ω(n2) faces, edges, and
vertices in the worst case.
Proof. Consider the setting in Figure 6.5. Assume n is even. We divide the sites into two sets, X
and Y , of sizem = n/2 each. The sites inX are arranged vertically, spaced evenly, and spanning a
total height of 2. Note that the standard Voronoi diagram of the sites in X alone consists of infinite
horizontal strips. The top and bottom sites have strips extending vertically indefinitely, while the
rest have thin strips of height 2/(m− 1).
The sites in Y are aligned vertically with the center of the strips. Half of the sites in Y lie on each
side of the sites in X . The sites in Y have appetite pi, so their “ideal” stable cell is a disk of radius
1 around them. They are spaced evenly at a distance of at least 2 (e.g., 2.1) of each other and of
the first m sites, so that each site in Y is the first choice of all the points within distance 1 of it.
Now, consider the resulting stable-matching Voronoi diagram when the sites of X have large (
m2) and equal appetites. To visualize it, consider the circle-growing method from [113] described
in Section 6.1, where a circle starts growing from each site at the same time and rate, and any
unassigned point reached by a circle is assigned to the corresponding site.
The sites in Y are allowed to grow without interference with any other site until they fulfill their
appetite and freeze. Their region is thus a disk with diameter 2, which spans all the thin strips
(Figure 6.5). The sites in X start growing their region as a disk, which quickly reach the disks of
the sites above and below. Then, the regions are restricted to keep growing along the horizontal
strips. The sites in X keep growing and eventually reach a region already assigned to a site in Y
(which already fulfilled their appetite and stopped growing by this time). They continue growing
along the strips past the regions already assigned to sites in Y . Eventually, they also freeze when
they fulfill their appetite. The top and bottom sites are the first to fulfill their appetite, since they
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YXY
Figure 6.5: Lower bound construction for Lemma 6.12.
are not restricted to grow along thin strips, but we are not interested in the topology of the diagram
beyond the thin strips. The only thing we need for our construction is that the appetite of the sites
in X is large enough so that their stable cells reach past the stable cells of the furthest sites in Y
along the strips.
Informally, the regions of the sites in Y “cut” the thin strips of the sites in X . Each site in Y
creates m − 2 additional faces, (the top and bottom sites in X do not have thin strips), and hence
the number of faces is at least m(m− 2) = Ω(n2).
In the proof of Lemma 6.12, sites in X and Y have different roles. Sites in X create a linear
number of long, thin faces which can all be cut by a single disk. This is repeated a linear number
of times, once for each site in Y , yielding quadratic complexity. However, this construction relies
on the sites in X having larger appetites than the sites in Y . Next, we consider the case where all
the sites have appetite one. The proof will follow the same idea, but now the thin and long strips
will be circular strips. Lemma 6.13 is an auxiliary result used in the proof.
Lemma 6.13. LetA be an annulus of width ε > 0, andD a disk centered outside the outer circle of
A, with radius smaller than the inner radius of A, and tangent to the inner circle of A (Figure 6.6).
Then,
lim
ε→0
area(A ∩D)
area(A)
= 0
Proof. Consider the smallest circular sector S of A that contains the asymmetric lens A ∩D (the
sector determined by angle α in Figure 6.6). Since A ∩ D is contained in S, to prove the lemma
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A
D
A ∩D
ε
α
Figure 6.6: Setting in Lemma 6.13.
it suffices to show that lim
ε→0
area(S)
area(A)
= 0. Note that area(S)
area(A)
is precisely α
2pi
, and it is clear that
lim
ε→0
α
2pi
= 0.
Theorem 6.14. A stable-matching Voronoi diagram for n point sites has Ω(n2) faces, edges, and
vertices in the worst case, even when all the regions are restricted to have the same appetite.
Proof. Assume n is a multiple of 4. We divide the sites into two sets, X and Y , of size m = n/2
each.
Let ε1, ε2 be two parameters with positive values that may depend on m. It will be useful to think
of them as very small, since we will argue that the construction works for sufficiently small values
of ε1 and ε2. Specific values for ε1 and ε2 are hard to express analytically but unimportant as long
as they are small enough.
The m sites in X , s1, . . . , sm, lie, in this order, along a circle of radius ε1. They are all almost
evenly spaced around the circle, except that the angle between s1 and sm is slightly larger than the
others: the angle between s1 and sm is increased by ε2, and the angles between the rest of pairs of
consecutive sites are reduced so that they are all equal.
The standard Voronoi diagram of the sites in X consists of infinite angular regions, with those of
s1 and sm slightly wider than those of the remaining sites. Consider the circle-growing method
applied to the sites of X alone. The regions are constrained to grow in the corresponding angular
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s1
sm
ε1
Figure 6.7: Configuration of the sites in X in the proof of Theorem 6.14. The arc between s1 and
sm is slightly wider than the rest. Sites s2, s3, sm−1, sm−2 are shown (unlabeled) with their regions.
The remaining sites are omitted for clarity. The figure is not to scale, as in the actual construction
ε1 and ε2 need to be much smaller, but even here we can appreciate the “wrapping around” effect.
region in the standard Voronoi region. Since s1 and sm have wider angles, they fill their appetite
slightly before the rest, which all grow at the same rate. How much earlier depends on ε2. Once s1
and sm fulfill their appetite and stop growing, their angular regions become “available” to the other
sites. The circles of s2 and sm−1 are the closest to the angular regions of s1 and sm, respectively,
and thus start covering it to fulfill their appetite. In turn, this results in s2 and sm−1 fulfilling their
appetite and freezing their circles earlier than the remaining sites. Their respective neighbors, s3
and sm−2, have the next closest circles to the angular regions of the sites that already stopped
growing, and thus they use it to fill their appetite. This creates a cascading effect starting with
s1 and sm where the region of each site consists of a wedge that ends in a thin circular strip that
“wraps around” the regions of the prior sites. This effect is illustrated in Figure 6.7.
As ε2 approaches zero, the unfulfilled appetite of the sites other than s1 and sm at the time s1
and sm fill their appetite becomes arbitrarily small. This results in arbitrarily thin circular strips.
Note, however, that the circular arcs bounding each strip are not exactly concentric, as each one is
centered at a different site. Thus, depending on ε1, the strips might not wrap around all the way to
the regions of s1 and sm. However, as ε1 approaches zero, the sites get closer to each other, and
thus their circular arcs become arbitrarily close to being concentric. It follows that if ε1 is small
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AX
Y
Figure 6.8: Configuration in the proof of Theorem 6.14. For clarity, only the regions of 6 sites in
X and 6 sites in Y are shown. The strips inside A are also omitted. The figure is not to scale, as in
the actual construction the annulus A needs to be much thinner.
enough (relative to ε2), the circular strip of each site will wrap around all the way to the angular
region of s1 and sm. This concludes the first half of the construction, where we have a linear
number of arbitrarily thin, long strips.
Let A be the annulus of minimum width centered at the center of the circle of the sites in X and
containing all the circular strips. The sites in Y lie evenly spaced along a circle concentric with A.
The radius of the circle is such that the regions of the sites in Y are tangent to the inner circle of
A, as in Figure 6.8.
Since the wedges of the sites in X are very thin, the sites in Y are closer to A than the sites in X .
Thus, the presence ofX does not affect the stable cells of the sites in Y . Each stable cell of a site in
Y is the intersection of a disk and a wedge of angle 2pi/m, with a total area of 1 (Figure 6.8). The
important aspect is how the presence of the stable cells of the sites in Y affects the stable cells of
the sites in X . Some of the area of A that would be assigned to sites in X is now assigned to sites
in Y . Thus, the sites in X need to grow further to make up for the lost appetite. However, recall
that A can be arbitrarily thin. Hence, by Lemma 6.13, the fraction of the area of A “eaten” by sites
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in Y can be arbitrarily close to zero. As this fraction tends to zero, the distance that the sites in X
need to reach further to fulfill the lost appetite also tends to zero. Thus, if A is sufficiently thin, the
distance that the regions of s1 and sm reach further is so small that the strips of s2 and sm−1 still
wrap around the regions of s1 and sm, respectively, to fulfill their appetite. Similarly, the strips of
s3 and sm−2 still wrap around the regions of the prior sites, and so on. Thus, if A is sufficiently
thin, the strips of all the sites in X still wrap around to the regions of s1 or sm.
In this setting, half of the strips are at least as long as a quarter of the circle, and each of those
gets broken into Θ(m) faces by the regions of the sites in Y . Therefore, the circular strips are
collectively broken into a total of Θ(m2) = Θ(n2) faces.
6.4 Algorithms
In general, a stable-matching Voronoi diagram cannot be computed in an algebraic model of com-
putation, as it requires computing transcendental functions such as trigonometric functions.
Observation 6.15. For infinitely-many sets of sites in general position and with algebraic coordi-
nates, the radii of some of the sites’ bounding disks cannot be computed exactly in an algebraic
model of computation.
Proof. Consider a set with only two sites, s1 and s2, with appetite 1 and aligned horizontally at
distance 2b from each other. By symmetry, the two bounding disks will have the same radius r.
Assume that b <
√
1/pi, so that the stable cells of s1 and s2 share a vertical edge. Consider the
rectangular triangle with one vertex at s1, another at the midpoint between s1 and s2, and the last at
the top of the shared vertical edge (see Figure 6.9). Let α be the angle of the triangle at the vertex
at s1, and a the length of the opposite side. The problem is, then, to determine the value of r which
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satisfies
pir2
(
1− 2α
2pi
)
+ 2 · ab
2
= 1.
Using the equalities sinα = a/r and cosα = b/r, we obtain
r2(pi − cos−1 b
r
) + br sin(cos−1
b
r
) = 1,
that is, r is the solution of the equation
r2(pi − cos−1 b
r
) + b
√
r2 − b2 = 1,
which cannot be solved in an algebraic model of computation because cos−1 is a transcenden-
tal (i.e., non-algebraic) function. Such a construction appears in infinitely-many sets of points,
implying the claim.
s1 s2
a
b
α
r
Figure 6.9: Setting in the proof of Observation 6.15.
Thus, we present three different approaches for computing stable-matching Voronoi diagrams,
each of which requires a different compromise. First, we give an exact, discrete algorithm which
relies on a geometric primitive. This primitive, which we define, encapsulates the problematic
computations, and can be approximated numerically to arbitrary precision. Second, we show how
to compute the geometric primitive exactly for polygonal convex distance functions. Using this, the
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diagram based on Euclidean distance can be approximated by a convex distance function induced
by a regular polygon with many sides, which approximates a circle. Finally, one can keep the
Euclidean distance untouched but discretize the plane into pixels instead. This allows us to use the
first-choice chain algorithm from Chapter 4.
6.4.1 Discrete algorithm
Preliminaries. Let us introduce the notation used in this section. The algorithm deals with mul-
tiple diagrams. In this context, a diagram is a subdivision of R2 into regions. Each region is a set
of one or more faces bounded by straight and circular edges. The regions do not overlap except
along boundaries (boundary points are included in more than one region). Each region is assigned
to a unique site, but not all sites necessarily have a region. There is also an “unassigned” region
consisting of the remaining faces. The domain of a diagram is the subset of points of R2 in any of
its assigned regions. If D is a diagram, D(s) denotes the region of site s, which might be empty.
If D and D′ are diagrams and the domain of D is a subset of the domain of D′, we say that D and
D′ are coherent if, for every site s, D(s) ⊆ D′(s). The data structures used to represent diagrams
are discussed later.
Recall that we are given a set S of n sites, each with its own appetite A(s). The goal is to compute
the (unique) stable-matching diagram of S for those appetites, denoted by D∗. For a site s, let
B∗(s) be the bounding disk of D∗(s), and r∗(s) the radius of B∗(s) (the ∗ superscript is used for
notation relating to the sought solution). Recall that the union of all the bounding disks B∗(s)
equals the domain of D∗ (Lemma 6.3), and that the bounding disks may not be disjoint.
We call an ordering s1, . . . , sn of the sites of S proper if the sites are sorted by increasing radius
of their bounding disks, breaking ties arbitrarily. That is, i < j implies r∗(si) ≤ r∗(sj). Such an
ordering is initially unknown, but it is discovered in the course of the algorithm. Given a proper
ordering, for i = 1, . . . , n, let B1..i = {B∗(s1), . . . , B∗(si)} denote the set of bounding disks
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of the first i sites, and ∪B1..i = B∗(s1) ∪ · · · ∪ B∗(si) the union of those disks. Let Bˆ(si) =
B∗(si) \ ∪B1..i−1 be the part of B∗(si) that is not inside a prior bounding disk in the ordering. Let
Si..n = {si, . . . , sn}, and Vi..n be the standard Voronoi diagram of Si..n. Finally, let Vˆi..n be Vi..n
restricted to the region Bˆ(si). This notation is illustrated in Figure 6.10.
s4
Bˆ(s4)
s3
s2
s1V4..9
B∗(s3)
B∗(s2)
B∗(s1)
Vˆ4..9
Figure 6.10: Notation used in the algorithm. The disks in B1..3 are shown in black, the edges of
V4..9 are shown dashed in blue, and the interior of Bˆ(s4) is shown in orange. The edges of Vˆ4..9
are overlaid on top of everything with red lines. Note that Vˆ4..9 is a diagram with three assigned
regions, the largest assigned to s4 and the others to unlabeled sites.
Incremental construction. The algorithm constructs a sequence of diagrams, D0, . . . , Dn. The
starting diagram, D0, has an empty domain. We expand it incrementally until Dn = D∗. The
diagrams are constructed in a greedy fashion: every Di is coherent with D∗. Thus, once a sec-
tion of the plane is assigned in Di to some site, that assignment is definitive and remains part of
Di+1, . . . , Dn.
We construct D∗ one bounding disk at a time, ordered according to a proper ordering s1, . . . , sn
(we address how to find this ordering later): the domain of each Di is ∪B1..i.15 Thus, Di can be
15An intuitive alternative approach is to construct D∗ one stable cell at a time. This is also possible, but the
advantage of constructing it by bounding disks is that the topology of the intermediate diagrams Di is simpler, as
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constructed from Di−1 by assigning Bˆ(si) (the ˆ mark is used for notation relating to the region
added to Di at iteration i).
Since the boundaries of the bounding disks do not necessarily align with the edges of D∗, Di may
contain a face of D∗ only partially. This can be seen in Figure 6.11, which illustrates the first few
steps of the incremental construction.
At iteration i, we assign Bˆ(si) as follows. From Bˆ(si) and the standard Voronoi of the remaining
sites, Vi..n, we compute the 2diagram Vˆi..n. We then construct Di as the combination of Di−1 and
Vˆi..n. That is, for each site s, Di(s) = Di−1(s) ∪ Vˆi..n(s). We first show that this assignment is
correct.
Lemma 6.16. For any i with 0 ≤ i ≤ n, Di is coherent with D∗.
Proof. We use induction on i. The claim is trivial for i = 0, as no site has a region in D0. We show
that if Di−1 is coherent with D∗ and Di is constructed as described, Di is also coherent. In other
words, we show that Vˆi..n is coherent with D∗.
Let s be an arbitrary site in Si..n. We need to show that Vˆi..n(s) ⊆ D∗(s). Let p be an arbitrary
point in the interior of Vˆi..n(s). We show that p is also an interior point of D∗(s). First, note that p
does not belong in the stable cell of any of s1, . . . , si−1, because the regions of these sites are fully
contained in ∪B1..i−1, and Vˆi..n is disjoint from ∪B1..i−1 except perhaps along boundaries.
By virtue of being in the interior of Vi..n(s), p has s as first choice among the sites in Si..n. We
show that s also prefers p over some of its assigned points in D∗, and thus they need to be matched
or they would be a blocking pair. We consider two cases:
• s = si. In this case, Vˆi..n is a subset of B∗(s), so s prefers p over some of its matched points
(those at distance r∗(s)).
it can be described as a union of disks, whereas stable cells have complex (and even disjoint) shapes. The simpler
topology makes the geometric operations we do on these diagrams easier, in particular the geometric primitive from
Definition 6.22.
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Figure 6.11: Partial diagramsD0, . . . , D5 computed in the first five iterations of the algorithm for a
set of sites with equal appetites. At each iteration i, the edges of the standard Voronoi diagram Vi..n
of Si..n are overlaid in thick lines. The edges of the stable-matching Voronoi diagram (unknown to
the algorithm) are overlaid in thin lines.
• s 6= si. In this case, note the following three inequalities: (i) d(p, s) < d(p, si) because p
is in the interior of Vi..n(s); (ii) d(p, si) < r∗(si) because p is in the interior of B∗(si); (iii)
r∗(si) ≤ r∗(s) because s appears after si in the proper ordering. Chaining all three, we get
that d(p, s) < r∗(s), i.e., p is inside the bounding disk of s. Thus, s prefers p to some of its
matched points (those at distance r∗(s)).
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Corollary 6.17. The diagrams Dn and D∗ are the same.
Proof. The domain ofDn is∪B1..n by construction. The domain ofD∗ is also∪B1..n by Lemma 6.3.
By Lemma 6.16, they are coherent, and so it must be that Dn(s) = D∗(s).
Finding the next bounding disk. The proper ordering s1, . . . , sn cannot be computed in a pre-
processing step. Instead, the next site si is discovered at each iteration. Consider the point where
we have computed Di−1 and want to construct Di (1 ≤ i ≤ n). At this point, we have found the
ordering up to si−1. Hence, we know which sites are in Si..n, but we do not know their ordering
yet. In this step, we need to find a site s in Si..n minimizing r∗(s), and we need to find the radius
r∗(s) itself. The site s can then be the next site in the ordering, i.e., we can “label” s as si. If there
is a tie for the smallest bounding disk among those sites, then there may be several valid candidates
for the next site si. The algorithm finds any of them and labels it as si.
To find a site s in Si..n minimizing r(s), note the following results.
Lemma 6.18. If r∗(s) ≤ r∗(s′), every point p in D∗(s) satisfies d(p, s) ≤ d(p, s′).
Proof. Suppose, for a contradiction, that r∗(s) ≤ r∗(s′) and p is a point in D∗(s), but d(p, s′) <
d(p, s). Clearly, p prefers s′ to s. We show that s′ also prefers p over some of its assigned points in
D∗, and thus p and s′ are a blocking pair.
If we combine the three inequalities d(p, s′) < d(p, s), d(p, s) ≤ r∗(s) (because p is in D∗(s)), and
r∗(s) ≤ r∗(s′), we see that d(p, s′) < r∗(s′). Thus, s′ prefers p to the points matched to s′ along
the boundary of its bounding disk.
Corollary 6.19. For any si in a proper ordering, D∗(si) ⊆ Vi..n(si).
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Proof. According to Lemma 6.18, every point p inD∗(si) satisfies d(p, si) ≤ d(p, sj) for any other
site sj with rj ≥ ri, and this includes every site in Si+1..n.
Based on Corollary 6.19, the idea for finding a site with the next smallest bounding disk is to
compute what would be the stable cell of each site s in Si..n if it were constrained to be a subset
of Vi..n(s). As we will see, among those stable cells, the one with the smallest bounding disk is
correct.
More precisely, for each site s in Si..n, letAi(s) = A(s)−area(Di−1(s)) be the remaining appetite
of s at iteration i: the starting appetite A(s) of s minus the area already assigned to s in Di−1. We
define an estimate cell D†i (s) for site s at iteration i as follows: D
†
i (s) is the union of Di−1(s) and
the intersection of Vi..n(s) \ ∪B1..i−1 with a disk centered at s such that that intersection has area
Ai(s). Note that if area(Vi..n(s) \ ∪B1..i−1) < Ai(s), no such disk exists. In this case, D†i (s) is
not well-defined. If it is well-defined, we use B†i (s) to refer to its bounding disk (the smallest disk
centered at s that contains D†i (s)), and r
†
i (s) to refer to the radius of B
†
i (s). Otherwise, we define
r†i (s) as +∞.
Lemma 6.20. At iteration i, for any site s ∈ Si..n, r∗(s) ≤ r†i (s). In addition, if r∗(s) is minimum
among the radii r∗ of the sites in Si..n, then, r∗(s) = r
†
i (s) and D
∗(s) = D†i (s).
Proof. For the first claim, let s be a site in Si..n. SinceDi−1 is coherent withD∗ (Lemma 6.16), the
region Di−1(s) is in both D∗(s) and D
†
i (s). The appetite of s that is not accounted for in Di−1(s)
is Ai(s), and it must be fulfilled outside the domain of Di−1, ∪B1..i−1.
In D†i (s), s fulfills the rest of its appetite with the points in Vi..n(s) \ ∪B1..i−1 closest to it. Note
that all these points have s as first choice among the sites in Si..n. Thus, the remaining sites in Si..n
cannot “steal” those points away from s, so s for sure does not need to be matched to points even
further than that. In other words, in the worst case for s, in D∗, s fulfills the rest of its appetite,
Ai(s), with those points, and thus r∗(s) = r
†
i (s). However, in D
∗, s may partly fulfill that appetite
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with points outside of Vi..n(s) (and outside ∪B1..i−1, of course) which are even closer. These points
do not have s as first choice, but they may end up not being claimed by a closer site. Hence, it
could also be that r∗(s) < r†i (s). For instance, see Figure 6.12.
For the second claim, if r∗(s) is minimum, we are in the worst case for s, because, according to
Corollary 6.19, s fulfills the rest of its appetite in Vi..n(s) and not outside.
s1
D∗(s2)
D∗(s1)
s2 s1
D†1(s2)
D†1(s1)
s2
r∗(s2) r
∗(s1) r†1(s2) r
†
1(s1)
V1..2V1..2
Figure 6.12: An instance of two sites with different appetites. The left side shows the regions of
the sought diagram, D∗, and the actual radii r∗ of the sites. The right shows the estimate cells and
estimate radii of the sites at iteration 1. We can see that r∗(s1) = r
†
1(s1) and that r
∗(s2) < r
†
1(s2).
Corollary 6.21. At iteration i, if s has a smallest estimate radius r†i (s) among all the sites in Si..n,
then s has a smallest actual radius r∗(s) in D∗ among all the sites in Si..n.
Proof. Let x be the value of the smallest actual radius. Then, every site has estimate radius at
least x (Lemma 6.20). Further, there are sites with exactly estimate radius x: in particular, those
with actual radius x (Lemma 6.20 again). Thus, a site s with smallest estimate radius has estimate
radius r†i (s) = x, and so it must also have actual radius r
∗(s) = x.
Corollary 6.21 gives us a way to find the next site si in a proper ordering: compute the estimate
radii of all the sites, and choose a sites with a smallest estimate radius. To do this, we need to
be able to compute the estimate radii r†i (s). This is the most challenging step in our algorithm.
In fact, Observation 6.15 speaks to its difficulty. To circumvent this problem, we encapsulate
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the computation of each r†i (s) in a geometric primitive that can be approximated numerically in
an algebraic model of computation. For the sake of the algorithm description, we assume the
existence of a black-box function that allows us to compute the following geometric primitive.
Definition 6.22 (Geometric primitive). Given a convex polygon P , a point s in P , an appetite A,
and a set C of disks, return the radius r (if it exists) such that the area of the intersection of P \ C
and a disk centered at s with radius r equals A.
In the context of our algorithm, the point s is a site in Si..n, the appetite A is the remaining appetite
Ai(s) of s, the polygon P is the Voronoi cell Vi..n(s), and the set of disks C is B1..i−1. Note that
such a primitive could be approximated numerically to arbitrary precision with a binary search like
the one described later in Section 6.4.2.
Algorithm 12 Stable-matching Voronoi diagram algorithm.
Input: set S of n sites, and the appetite A(s) of each site s.
Initialize S1..n as S, V1..n as a standard Voronoi diagram of S, B1..0 as an empty set of disks,
∪B1..0 as an empty union of disks, and D0 as an empty diagram.
For each site s ∈ S, initialize its remaining appetite A1(s) = A(s).
for i = 1, . . . , n do
for each site s in Si..n do
Calculate the estimate radius r†i (s) and estimate bounding disk B
†
i (s) of s using the
primitive from Definition 6.22 with parameters Vi..n(s), s, Ai(s), and B1..i−1.
Let s be a site in Si..n whose estimate radius r
†
i (s) is minimum.
Set si = s, r∗(si) = r†(si), B∗(si) = B†(si).
Compute Bˆ(si) = B∗(si) \ ∪B1..i−1.
Compute Vˆi..n by partitioning Bˆ(si) according to Vi..n.
Add Vˆi..n to Di−1 to obtain Di.
for each site s′ in Si..n do
Set Ai+1(s′) = Ai(s′)− area(Vˆi..n(s′)) (Vˆi..n(s′) might be empty).
Set Si+1..n = Si..n \ {si} and B1..i = B1..i−1 ∪ {B∗(si)}.
Add B∗(si) to ∪B1..i−1 to obtain ∪B1..i.
Remove si from Vi..n to obtain Vi+1..n.
Return Dn.
Implementation and runtime analysis. Given the preceding discussion, Algorithm 12 shows
the full pseudocode. It uses the following data structures:
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• Vi..n: the standard Voronoi diagram of n sites has O(n) combinatorial complexity. It can be
initially computed in O(n log n) time (e.g., see [16,18]). It can be updated after the removal
of a site in O(n) time [105].
• ∪B1..i: the union of n disks also has O(n) combinatorial complexity [5, 127]. To compute
∪B1..i from ∪B1..i−1, a new disk can be added to the union in O(n log n) time, e.g., with a
typical plane sweep algorithm.
• Vˆi..n: since∪B1..i−1 hasO(n) complexity, and the boundary ofB∗(si) can only intersect each
edge of ∪B1..i−1 twice, Bˆ(si) also hasO(n) complexity. Given that both Bˆ(si) and Vi..n have
O(n) combinatorial complexity, Vˆi..n hasO(n2) combinatorial complexity. The diagram Vˆi..n
can be computed in O(n2 log n) time, e.g., with a typical plane sweep algorithm.
• Di: we do not maintain the faces of the diagram Di explicitly as ordered sequences of edges.
Instead, for each site s, we simply maintain the region Di(s) as the (unordered) set of edges
∪1≤j≤i edges(Vˆj..n(s)). That is, at each iteration i, we add to the edge set of each site s the
edges bounding the (possibly empty) region of s in Vˆi..n. Note that after iteration j, the set
of edges of sj does not change anymore. Since Vˆi..n has O(n2) complexity for any i, the
collective size of the these edge sets is O(n3) throughout the algorithm.
We wait until the end of the algorithm to construct a proper data structure representing the planar
subdivision D∗, e.g., a doubly connected edge cell (DCEL) data structure. We construct it from
the sets of edges collected during the algorithm. Let E(si) = ∪1≤j≤i edges(Vˆj..n(si)) be the set of
edges for a site si.
Lemma 6.23. If all the fragments of edges in E(si) that overlap with other parts of edges in E(si)
are removed, then the parts left are precisely the edges of D∗(si), perhaps split into multiple parts.
Proof. Since D∗ and Dn are the same, every edge e of D∗(si) appears in E(si). However, e may
not appear as a single edge. Instead, it may be split into multiple edges or fragments of edges of
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E(si). This may happen when, for some sj with j < i, the boundary of Bˆ(sj) intersects e. In this
case, in E(si), the edge e is split in two at the intersection point. This is because the two parts of
the edge are found at different iterations of the algorithm. See, e.g., edge e in Figure 6.13.
However, inE(si) there may also be edges or fragments of edges which do not correspond to edges
of D∗(si). These are edges or fragments of edges that actually lie in the interior of D∗(si), but that
are added to E(si) because they lie along the boundary of Bˆ(sj) for some sj with j < i, which
makes the region ofD∗(si) be split along that boundary. Such edges appear exactly twice in E(si):
one for each face on each side of the split. See, e.g., the edges that lie in the interior of D∗(s4) in
Figure 6.13, and note that they are all colored twice (unlike the actual edges of D∗(si)).
s1
s2
s3
s4
e
Figure 6.13: The union of colored regions is the stable cell D∗(s4) of the site s4. The algorithm
finds it divided into four regions, Vˆi..4(s4) for i = 1, 2, 3, 4, shown in different colors. The bounding
disks of s1, s2, and s3, are hinted in dotted lines. The edge e of D∗(s4), which lies along the
perpendicular bisector between s3 and s4, is split between Vˆ2..4(s4) and Vˆ3..4(s4).
Given Lemma 6.23, we can construct D∗(si) from E(si) as follows: first, remove all the overlap-
ping fragments of edges in E(si). Second, connect the edges with matching endpoints to construct
the faces. While doing this, if two straight edges that lie on the same line share an endpoint, merge
them into a single edge. Similarly, merge any two curved edges that lie along the same arc and
share an endpoint. These are the fragmented edges of D∗(si).
157
Each of these steps can be done with a typical plane sweep algorithm. In more detail, this could
be done as follows: sort the endpoints of edges in E(si) from left to right. Then, process the edges
in the order encountered by a vertical line that sweeps the plane from left to right. Maintain all the
edges intersecting the sweep line, ordered by height of the intersection (e.g., in a balanced binary
search tree). In this way, overlapping edges (for the first step) or edges with a shared endpoint (for
the second step) can be found quickly in O(log n) time. Construct the faces of D∗(si) as they are
passed by the sweep line.
Since the sets E(si), for 1 ≤ i ≤ n, have O(n3) cumulative combinatorial complexity, sorting all
the E(si) sets can be done in O(n3 log n) time. The plane sweeps for all the si have overall O(n3)
events, each of which can be handled in O(log n) time. Thus, the algorithm takes O(n3 log n) time
in total.
Theorem 6.24. The stable-matching Voronoi diagram of a set S of n point sites can be computed
in the real-RAM model in O(n3 log n) time plus O(n2) calls to a geometric primitive that has input
complexity O(n).
Proof. For the number of calls to the geometric primitive, note that there are n iterations, and at
each iteration we call the geometric primitive O(n) times. Any given cell of the standard Voronoi
diagram Vi..n has O(n) edges, and there are O(n) already-matched disks, so the input of each call
has O(n) size. Therefore, we make O(n2) calls to the geometric primitive, each of which has
combinatorial complexity O(n).
Besides primitive calls, the bottleneck of each iteration i is computing Vˆi..n. This can be done in
O(n2 log n) time, for a total of O(n3 log n) time over all the iterations. The final step of recon-
structing D∗ can also can be done in O(n3 log n).
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6.4.2 Polygonal convex distance functions
In this section, we show how to implement the geometric primitive exactly for convex distance
functions induced by convex polygons. The use of this class of metrics for Voronoi Diagrams was
introduced in [51], and studied further, e.g., in [142]. Intuitively, the polygonal convex distance
function, dS(a, b), induced by a convex polygon S, is the factor by which we need to scale S, when
S is centered at a, to reach b. Solving the primitive exactly for such metrics is interesting for two
reasons. First, this class of distance functions includes many commonly used metrics such as the
L1 (Manhattan) and L∞ (Chebyshev) distances. Second, a convex distance function induced by a
regular polygon with a large number of sides can be used to approximate Euclidean distance.
Definition 6.25 (Polygonal convex distance functions). Let S be a convex polygon in R2 that
contains the origin. The distance dS(a, b) from point a to point b is calculated as follows: we
translate S by vector a so that a is at the same place inside S as the origin was. Let p be the point at
the intersection of S with the ray starting at a in the direction of b. Then, dS(a, b) = d(a, b)/d(a, p)
(where d(·, ·) is Euclidean distance).
Convex distance functions satisfy triangle inequality, but they may not be symmetric. Symmetry
(dS(p, q) = dS(q, p)) holds if and only if S is symmetric with respect to the origin [142]. In this
section, we assume that S is symmetric with respect to the origin. Another significant difference
with Euclidean distance is that the bisector of two points may contain 2-dimensional regions. This
happens when the line through the two points is parallel to a side of S [142]. We assume that such
degenerates cases do not happen.16
The discussion from Section 6.2 applies to diagrams based on polygonal convex distance functions.
However, in this setting, all the edges are straight. Recall that, in the Euclidean distance setting,
straight edges lie along perpendicular bisectors, while curved edges lie along the boundaries of
bounding disks. This is still the case here, but bounding disks are constituted of straight edges. In
16Alternatively, we may redefine the bisector to go along the clockwise-most boundary of the two-dimensional
region, as in [51].
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Figure 6.14: Stable-matching Voronoi diagram (left) and standard Voronoi diagram (clipped by a
square) (right) for the convex distance function induced by a square centered at the origin, which
corresponds to the L∞ metric.
this context, disks are called balls. A ball is a (closed) region bounded by a translated copy of S
scaled by some factor. Therefore, straight and curved edges should now be referred to as bisector
edges and bounding ball edges, respectively. With this distinction, the results in that section also
apply. Likewise, the algorithm applies as well. However, note that the notion of radius is not
well defined for convex distance functions, as they grow at different rates in different directions.
Therefore, instead of talking about the radii of the bounding disks, we should talk about the scaling
factor of the bounding balls. Most importantly, the fact that there are no curved edges allows us
to compute the diagram exactly in an algebraic model of computation. This is the focus of this
section.
We need to reformulate the geometric primitive for the case of convex distance functions. Recall
that the polygon P in the primitive should correspond to a Voronoi cell, which is the reason why
P is assumed to be convex in the primitive. However, Voronoi cells may not be convex for convex
distance functions (see Figure 6.14). Instead, Voronoi cells of polygonal convex distance functions
are star-shaped, with the site in the kernel [142]. Thus, P will now be a star-shaped polygon. For
simplicity, we translate the site s to the origin. Finally, we express the solution as the scaling factor
of the wanted ball rather than its radius.
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Definition 6.26 (Geometric primitive for polygonal convex distance functions). Given a convex
distance function induced by a polygon S symmetric with respect to the origin, a star-shaped
polygon P with the origin in the kernel, an appetite A, and a set C of balls, return the scaling
factor r (if it exists) such that A equals the area of the intersection of P \ C and S scaled by r.
The algorithm.
1. The algorithm begins by computing P \C (which is a polygonal shape that can be concave,
have holes, and be disconnected). Then, we triangulate P \ C into a triangulation, T1. For
each triangle in T1 whose interior intersects one of the spokes of S (a ray starting at the origin
and going through a vertex of S), we divide the triangle along the spoke and re-triangulate
each part. After this, the resulting triangulation, T2, has no triangles intersecting any spoke
of S except along the boundaries (see Figure 6.15).
O
P
C
Figure 6.15: Left: an input to the geometric primitive for the convex distance function induced by a
square, where the balls in C are shown in dashed red lines. Right: the corresponding triangulation
T2 of P \ C where no triangle intersects any spoke of S (shown in red, they are also part of the
triangulation).
2. The next step is to narrow down the range of possible values of r. We compute, for each
vertex v in T2, the distance from the origin dS(O, v), and sort the vertices from shortest to
longest distance. If two or more vertices are at the same distance, we discard all but one, so
that we have a sorted list L with only one vertex for each distance. Now, we search for two
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consecutive vertices v1 and v2 in L such that dS(O, v1) ≤ r ≤ dS(O, v2) (or conclude that
r does not exist). To find v1 and v2, we can use binary search on the list L: for a vertex v,
we compute the area of the intersection of P \ C and a ball centered at the origin passing
through v (this can be done by adding the individual contribution of each triangle in T2). By
comparing this area to A, we discern whether v is too close or too far.
3. It remains to pinpoint r between dS(O, v1) and dS(O, v2). Let B1 and B2 denote unit balls
centered at the origin scaled by dS(O, v1) and dS(O, v2), respectively, and B the annulus
defined by B2 \ B1. Note that, because v1 and v2 are consecutive vertices of L, the interior
of B does not contain any vertex of T2. Conversely, no vertex of B is in the interior of a
triangle of T2, because all the vertices of B lie along the spokes of S, and no triangle in T2
intersects the spokes of S. As a result, if a triangle in T2 intersects B, the intersection is
either a triangle or a trapezoid (see Figure 6.16). Similarly to Step 1, for each triangle in
T2 whose interior is intersected by B1 and/or B2, we divide the triangle along B1 and/or B2
and re-triangulate each part. Figure 6.17 illustrates the resulting triangulation, T3, where the
interior of each triangle is either fully contained in B or disjoint from B. Moreover, all the
triangles in B have an edge along the boundary of B1 or B2, which we call the base, and a
vertex in the boundary of the other (the cuspid).
v
Figure 6.16: In black: three possible intersections of triangles in T2 and B, and the resulting
sub-triangulations. In red: two invalid intersections between a triangle in T2 and B.
4. Finally, we find r as follows. Since r is between dS(O, v1) and dS(O, v2), triangles outside
B2 lie outside the ball with radius r. Conversely, all triangles inside B1 are contained in the
ball with radius r. Let A′ be the sum of the areas of all the triangles inside B1. Then, the
triangles in B must contribute a total area of A− A′. They all have height h = dS(O, v2)−
dS(O, v1). Let R1 and R2 be the sets of triangles in B with the base along B1 and B2,
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respectively. We need to find the height h′, with 0 ≤ h′ ≤ h, such that A − A′ equals the
sum of (i) the areas of the triangles in R1 from the base to a line parallel to the base at height
h′, and (ii) the areas of the triangles in R2 from the cuspid to a line parallel to the base at
height h− h′. Given h′, we can output r = dS(O, v1) + h′.
O
B1
B2v1
v2
Figure 6.17: Triangulation T3 of P \ C after Step 3 of the algorithm, where no triangle intersects
B. The triangles of T3 can be classified into those inside B1, inside B, and outside B2.
In order to find h′, we rearrange the triangles to combine them into a trapezoid, as shown
in Figure 6.18, Left. We rotate the triangles in R1 to align their bases, translate them to put
their bases adjacent along a line, and shift their cuspids along a line parallel to the bases
to coincide at a single point above the leftmost point of the first base. Doing so does not
change their area, and guarantees that triangles do not overlap. We do a similar but flipped
transformation to triangles in R2 in order to form the trapezoid. The height h′ is the height
at which the area of the trapezoid from the base up to that height is A − A′, which can be
found as the solution to a quadratic equation by using the formula for the area of a trapezoid,
as shown in Figure 6.18, Right.
163
a b
h
b′
h′A− A′
A− A′ = a+(a+b′)2 · h′ ⇒ b2h · h′2 + a · h′ − (A− A′) = 0
b′ = b · h′h
a b c d e
1 2 3 4
a b c d e
1 2 3 4
Figure 6.18: Top left: triangles of T3 inside B, rotated and separated into triangles with the base
along B1 (top) and B2 (bottom). Bottom left: the triangles rearranged (and transformed) into a
trapezoid with the same area. Right: derivation of the quadratic equation for h′ from the formula
for the area of a trapezoid, for the case where the base is shorter than the top size (i.e., b is positive).
Note that a, b, and h are known. The alternative case is similar.
Running time. The correctness of the algorithm follows from the simple argument in Step 4.
We now consider its runtime analysis. The size of the input to this primitive is O(|P |+|C|+|S|),
where |P | and |S| denote the the number of edges of the polygons P and S, respectively. The
polygonal shape P \C has O(|P |+|C||S|) edges, as each ball in C has |S| edges. The correspond-
ing triangulation T1 has O(|P |+|C||S|) triangles. Each spoke of S may intersect every triangle
and divide it in two or three, so T2 has |T2|= O(|P ||S|+|C||S|2) triangles (and vertices). Sorting
the vertices of T2 requires O(|T2|log |T2|) time. The binary search has O(log |T2|) steps, each of
which takes time proportional to the number of triangles, O(|T2|). These steps are the bottleneck,
as T3 grows only by a constant factor with respect to T2. Thus, the total runtime of the primitive is
O(|T2|log |T2|) = O((|P ||S|+|C||S|2) log (|P ||S|+|C||S|)).
In the context of the algorithm, we make calls with to the primitive with |P |= O(n|S|) and |C|< n,
so we can compute the primitive in O(n|S|2log(n|S|)) time. When the polygon S has a constant
number of faces, the time is O(n log n). Thus, the entire stable-matching Voronoi diagram for
metrics based on these polygons can be computed in O(n3 log n) total time. This includes the
metrics L1 and L∞.
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6.4.3 Discretized plane
Another option is to discretize the plane into a grid of m ×m pixels. Then, we can find a stable
matching between the n sites (with appropriate quotas) and the m2  n pixels (in the version of
the college admission problem where some of the pixels may remain unmatched). Larger values of
m results in a better approximation to the discrete diagram. This is the geometric stable matching
model discussed in Section 4.3. Using a bichromatic closest pair data structure or the first-choice
chain algorithm, we can compute the diagram in O(m2 log4m) time. Alternatively, the Gale–
Shapley algorithm requires O(m2n logm) time, where the bottleneck is to sort the distances from
each site to every pixel and vice-versa, which is needed to generate the preference lists.
Section 7.3 discusses practical optimizations for this discretized setting.
6.5 Conclusions
We have studied stable-matching Voronoi diagrams, providing characterizations of their combi-
natorial complexity and a first discrete algorithm for constructing them. Stable-matching Voronoi
diagrams are a natural generalization of standard Voronoi diagrams to size-constrained regions.
This is because standard Voronoi diagrams also have the defining property of stable-matching
Voronoi diagrams: stability for preferences based on proximity. Furthermore, both have similar
geometric constructions in terms of the lower envelopes of cones.
However, allowing prescribed region sizes comes at the cost of convexity and connectivity; indeed,
we have shown that a stable-matching Voronoi diagram may haveO(n2+ε) faces and edges, for any
ε > 0. We conjecture that O(n2) is the right upper bound, matching the lower bound that we have
given.
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Constructing a stable-matching Voronoi diagram is also more computationally challenging than the
construction of a standard Voronoi diagram. In particular, it requires computations that cannot be
carried out exactly in an algebraic model of computation. We have given an algorithm which runs
in O(n3 log n+ n2f(n))-time, where f(n) is the runtime of a geometric primitive that we defined
to encapsulate the computations that cannot be carried out analytically. While such primitives
cannot be avoided, a step forward from our algorithm would be one that relies only in primitives
with constant-sized inputs.
We propose three approaches for computing stable-matching Voronoi diagrams, each of which
requires a different compromise: (a) use our algorithm and approximate the geometric primitive
numerically; (b) replace the Euclidean distance by a polygonal convex distance function induced
by a regular polygon with many faces (this approximates a circle, which would correspond to
Euclidean distance), and compute the primitive exactly as described in Section 6.4.2; (c) discretize
the plane into a grid, and use a bichromatic closest pair data structure or the first-choice chain
algorithm from Section 4.3.
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Chapter 7
Stable Redistricting
7.1 Introduction
Location analysis [164] is a classical branch of optimization in geographic information systems
concerned both with facility location, the placement of facilities such as polling places, fire stations,
or post offices in a geographic region, and the assignment problem, the problem of partitioning the
territory into service regions for these facilities. All points in the territory should be equitably
served by nearby facilities and each facility should bear a fair portion of the total service load.
A problems in this category is political redistricting (e.g., see [60,154,165]). The goal of political
redistricting is to partition a territory into districts with roughly the same population size and with
“compact” shapes [175]. Highly non-compact districts drawn by cartographers have been the
subject of legal cases involving partisan gerrymandering, the manipulation of district boundaries
for political advantage [143, 175]. In political systems where each district gets a representative
determined by majority vote, gerrymandering aims to maximize the number of representatives for
a party. It is achieved via two complementary means. Cracking consists of forming districts where
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the favored party wins by a small margin, and packing consists of forming districts where the
opposing party wins by a large majority.
Purely geometric “politically-agnostic” algorithms have two potential uses in this context. First,
they can be used to analyze the fairness of districts. While population balance is straightforward to
assess, there are many competing and conflicting notions of compactness, such as the ratio between
the perimeter and the area of the district, or the ratio between the area of the district and the area
of its smallest enclosing disk. Second, algorithms can be used to draw districts directly. Ricca
et al. [165] adapted the concept of Voronoi diagrams to use them for political districting. Voronoi
regions ensure great compactness but not as good population balance, however. Thus, there is
motivation for other approaches that guarantee better population balance.
In Chapter 6, we discussed stable-matching Voronoi diagrams, a generalization of Voronoi dia-
grams which allow us to ascribe region sizes to the sites. This is ideal for ensuring population
balance, so we propose the use of these diagrams for districting. We consider that the population
wants to have a nearby district center/representative, and, conversely, that district centers want to
represent the local population. When the center locations are fixed to begin with, this gives rise to
a stable matching problem between the population and the district centers, where preferences are
determined by proximity. Thus, stability is our new notion of compactness. We introduced stable
matchings in Chapter 4. Each district center has a quota indicating its capacity. The use of quotas
allows each district to serve a different amount of people, but we focus on the case where all the
centers have equal quota.
We consider two settings. In Section 7.2, we model the geographic space of interest as a graph
representing a road network. In Section 7.3, we model it as a grid in the plane. In each case,
we consider the problem of finding a stable matching. These problems are special cases of the
geographic and geometric models that we studied in Chapter 4.
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While quotas allow us to enforce that all districts have the same size, the resulting stable districts
are not necessarily convex or even connected. Finding a scheme that guarantees both size equality
and compactness for fixed centers is an open problem of interest. In Section 7.4, we tackle the
problem of facility location, that is, how to best position the centers in the first place. Our proposed
solution is to integrate a stable matching algorithm into the k-means clustering method. This
improves the convexity of the regions and nearly achieves connectivity.
7.2 Geographic setting
A road network can be represented by a graph where each node is an intersection, and each edge is
a stretch of road between two intersections. As discussed in Section 5.1.1, we model road networks
as embedded graphs with sparse crossing graphs (see the definition in Section 5.1.1), which have
been shown to be a better model for road networks than, e.g., planar graphs [87].
Problem 16 (Geographic stable districting). Given a connected, undirected, n-node graph G =
(V,E) with positively-weighted edges, a plane embedding of G with a sparse crossing graph, and
a subset P of V of k nodes with equal quotas (up to round-off errors) adding up to n, find a stable
matching between V and P , where a node p prefers q over q′ if and only if d(p, q) < d(p, q′), and
d denotes shortest-path distance.
This is a special case of geographic stable matching (Problem 14 in Section 4.4), but in the one-
to-many setting. As mentioned there, these preferences are symmetric, so there is a unique stable
matching. Figure 7.1 shows the districts obtained in real road networks.
We consider three algorithms for this problem and provide an experimental comparison. First, we
consider the classic Gale–Shapley algorithm. We mentioned in Section 4.4 that, in this setting,
the bottleneck of the Gale–Shapley algorithm is to compute the preferences, that is, the shortest-
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Texas (n = 2037K,m = 2550K) Michigan (n = 662K,m = 833K)
Washington, DC (n = 9522,m = 14850) Illinois (n = 790K,m = 1008K)
Figure 7.1: The solutions to the geographic stable districting problem for the 2010 road networks
of three U.S. states and the District of Columbia, from the DIMACS database [68]. They consists
of primary and secondary roads in the biggest connected component of the road networks. In
each case, n and m denote the number of nodes and edges, respectively, and there are k = 6
randomly-selected centers with equal quota n/k.
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path distances between every center and node. This can be done in O(kn log n) time, e.g., with
Dijkstra’s algorithm.
Second, we consider the first-choice chain algorithm from Chapter 4 (Theorem 4.7) paired with
the reactive nearest-neighbor data structure from Chapter 5 (Theorem 5.4). Since graphs with
sparse crossing graphs have O(n0.5)-size separators that can be computed in linear time [87], this
algorithm runs in O(n1.5 log n) time.
Finally, we consider a practical algorithm based on a simulation of the circle-growing method of
Hoffman et al. [113] for stable-matching Voronoi diagrams, which we described in Section 6.1.
7.2.1 Circle-growing algorithm
The circle-growing algorithm can be visualized as a process in which we grow circles from each
center, all at the same speed, and match each node to the first circle that grows across it.
We start k instances of Dijkstra’s algorithm at the same time, one from each center. We explore,
at each step, the next closest node to any of the centers, advancing one of the instances of Dijk-
stra’s algorithm by a single step. We match each node to the center whose instance of Dijkstra’s
algorithm reaches it first. Note that when an instance of Dijkstra’s algorithm, starting from center
c, reaches a node x that has not already been matched, then c and x must be the global closest
pair (omitting already matched pairs). We halt each instance of Dijkstra’s algorithm as soon as its
center reaches its quota. This stopping condition prevents wasted work in which an instance of
Dijkstra’s algorithm explores nodes farther than its farthest matched node. In addition, using this
method to solve symmetric stable matching problems allows us to avoid running the Gale–Shapley
algorithm afterwards.
There are several alternative ways to implementing the parallel instances of Dijkstra’s algorithm
with a runtime ofO(kn log n). For instance, we can use a priority queue of centers to decide which
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instance of Dijkstra’s algorithm should advance at each step, or we can merge the priority queues
of all the instances of Dijkstra’s algorithm into a single larger priority queue.
7.2.2 Experiments
In this section we present an empirical comparison of the Gale–Shapley algorithm, circle-growing
algorithm, and first-choice chain algorithm on real road network data. Figure 7.2 and its associated
Table 7.1 illustrate the main findings.
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Figure 7.2: Comparison of the running time of the algorithms in the Washington, DC (left, n =
9522,m = 14850) and Delaware (right, n = 48812,m = 60027) road networks from the DIMACS
database [68] for a range of number of centers k (in a logarithmic scale). Each data point is the
average of 10 runs with 10 sets of random centers (the same sets for all the algorithms). The
first-choice chain algorithm is labeled NNC instead of FCC.
Experiment setup. We implemented the various symmetric stable matching algorithms of our
comparison in Java 8.17 We then executed them and timed them as run on an Intel(R) Core(TM)
CPU i7-3537U 2.00GHz with 4GB of RAM, on Windows 10.
In the table and figures presenting our experimental results, we use the label CG for the circle-
growing algorithm and FCC for the first-choice chain algorithm. For the Gale–Shapley algorithm,
17The source code is available at https://github.com/nmamano/StableDistricting.
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Table 7.1: Runtime in seconds of the algorithms in the Delaware road network (n = 48812,m =
60027). Each data point is the average of 10 runs with 10 sets of random centers (the same sets for
all the algorithms). A dash indicates that the algorithm ran out of memory.
k GSN GSC CG FCC
2 0.11 0.09 0.06 19.35
4 0.15 0.15 0.06 19.14
8 0.30 0.30 0.10 18.94
16 0.64 0.60 0.16 18.85
32 1.32 1.14 0.17 18.49
64 2.82 2.24 0.29 17.60
128 6.96 4.77 0.43 19.09
256 15.18 9.87 0.59 18.59
512 — — 0.86 17.25
1024 — — 1.13 17.61
2048 — — 1.78 17.95
4096 — — 2.75 18.38
8192 — — — 21.47
16384 — — — 23.95
we consider a variation GSC where the centers do the proposals (which corresponds to the role
of the men in the original algorithm), and the alternative GSN where the nodes do the proposals.
In addition, we used Dijkstra’s algorithm to compute the distances. For the first-choice chain
algorithm, we implemented and used the reactive nearest-neighbor data structure from Chapter 5.
Results. Figure 7.2 shows a clear picture of the respective algorithms’ strengths and weaknesses:
• The Gale–Shapley algorithm, with a runtime of O(kn log n), scales linearly with k. More-
over, because of the memory requirement of Θ(nk), we could not run it with large numbers
of centers. The version of Gale–Shapley where nodes propose (GSN ) was about 50% slower
than the version where centers propose. This is explained by the fact that, when nodes pro-
pose, each center needs to keep track of its least preferred already-matched node. This node
may need to be rejected if the center receives a preferable proposition from another node.
We maintain these least-preferred matched nodes by using a binary heap of nodes for each
center; however, the overhead of maintaining this heap adds to the running time of our im-
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plementation. In contrast, when centers propose, each node needs to keep track only of a
single match, so we do not need to use an additional binary heap for this purpose.
• The circle-growing algorithm was the fastest of our implemented algorithms in practice, over
the range of values of k for which we could run it. It is also the only algorithm that could
complete a solution for the largest road networks that we tested. For instance, on the Texas
road network, which has over 2 million nodes, the algorithm finishes in 3 seconds when
given 6 random centers; our other implementations could not solve instances this large. We
did not see significant differences in the runtime between different ways to implement the
parallel instances of Dijkstra’s algorithm.
• Additionally, in contrast to the Gale–Shapley algorithm, the runtime of circle-growing did
not appear to be strongly affected by the value of k. The reason for this is that, even though
the algorithm runs k instances of Dijkstra’s algorithm, the expected number of nodes that
each instance explores decreases as k increases. However, this phenomenon may only be
valid in expectation with randomly located centers.
• Our first-choice chain algorithm, with a runtime of O(n√n log n), is the only one with a
runtime independent of k. Hence, it has a flat curve in the plots18. The Gale–Shapley curve
and the first-choice chain curve cross in our experimental data at around k ≈ 4√n, showing
that the constant factors in our implementation of the first-choice chain algorithm are rea-
sonable. Moreover, because of its memory requirement of O(n
√
n), the first-choice chain
algorithm is the only algorithm that was able to complete a solution for the entire range of
values of k on all networks that were small enough for it to run at all. In comparison, in the
Delaware road network, the Gale–Shapley algorithm ran out of memory at k = 256, and the
circle-growing algorithm ran out of memory at k = 8192.
18Even though the runtime of FCC seems to start to increase for the largest values of k in the Delaware plot, this
seems to be due to an external hardware/software issue, as other simulations of this comparison did not show this.
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7.3 Grid Setting
In this section, we consider that the space of interest for the assignment problem is a grid in
the plane. A long line of research considers algorithms on objects embedded in n × n grids,
including problems in computational geometry (e.g., see [9, 13, 89, 106, 128, 157, 158]), graph
drawing (e.g., see [28,53,65,163]), geographic information systems (e.g., see [64]), and geometric
image processing (e.g., see [47,54,66,109]). Continuing this line of work, we consider the problem
of matching grid points (which we view as pixels) to k center points.
Problem 17 (Stable grid districting). Find a stable matching between the points in the integer
{1, . . . , n} × {1, . . . , n} grid and k points with equal quotas (up to round-off errors) adding up to
n2, where a point p prefers q over q′ if and only if d(p, q) < d(p, q′), and distances are measures
under some Lp metric.
This is a special case of geometric stable matching (Problem 13 in Section 4.3), but in the one-
to-many setting. As mentioned there, these preferences are symmetric, so there is a unique stable
matching. The centers are not required to be grid points, but we assume that they are within the
grid, i.e., their coordinates are in the range [0, n]. This problem is the same as computing the
stable-matching Voronoi diagram from Chapter 6 in a discretized plane (Section 6.4.3). The only
difference is that every pixel of the grid must be matched. Thus, the practical algorithms that we
describe here can also be used for computing stable-matching Voronoi diagrams.
Figure 7.3 illustrates a solution for a 900 × 900 grid and 100 random centers. Note that some
centers are matched to disconnected regions.
In this setting, the first-choice chain algorithm from Chapter 4 runs in O(n2 log4 n) (for Euclidean
distance), and the Gale–Shapley algorithm runs in O(n2k) time after sorting the preference lists.
We propose two practical algorithms with better performance.
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Figure 7.3: An example solution to the stable grid districting problem for a 900 × 900 grid and
100 randomly distributed centers. Each center has a color, and pixels are colored according to their
assigned center. Some centers have repeated colors.
The first one is also an adaptation of the circle-growing algorithm. The second one is a new
algorithm specific to this setting, the distance-sorting algorithm. We provide an experimental
analysis of these two algorithms, where we observe that the circle-growing algorithm is faster at
matching nearby pairs, while the distance-sorting algorithm is more efficient when pairs are farther
apart. Therefore, we show that it is advantageous to switch from one algorithm to the other partway
through the matching process. We experiment with the optimal switching point between these two
algorithms.
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7.3.1 Circle-growing algorithm
All our stable grid districting algorithms start with an empty matching and add center–pixel pairs
to it. Given a partial matching, we say a pixel is available if it has not been matched yet, and a
center is available if the size of its region is smaller than its quota. A center–pixel pair is available
if both the center and pixel are available, and it is a closest available pair if it is available and the
distance from the center to the pixel is minimum among all available pairs.
In this section we describe the main practical algorithm, the circle-growing algorithm, which mim-
ics the continuous construction from [113]. It implements global greedy: we start with an empty
matching and we only add closest available pairs to it until it is complete.
First, we obtain the list of all the lattice points with coordinates ranging from −n to n sorted
by distance to the origin. The resulting list P emulates a circle growing from the origin. When
initializing P , we can gain a factor of eight savings in space by sorting and storing only the points in
the triangle4(0, 0)(0, n)(n, n). The remaining points can be obtained by symmetry: if p = (x, y)
is a point in the triangle, the eight points with coordinates of the form (±x,±y) and (±y,±x) are
at the same distance from the origin as p. Moreover, in applications where we find multiple stable
matchings, such as in the stable k-means method, we only need to initialize P once. The way we
use P depends on the type of centers we consider.
Integer centers (Algorithm 13). In this case we can use the fact that if we relocate the points in
P relative to a center, then they are in the order in which a circle growing from that center would
reach them. To respect that all the circles grow at the same rate, we iterate through the points in P
in order. For each point p, we relocate it relative to each center c to form the pixel p+ c (the order
of the centers does not matter). We add to the matching any available center–pixel pair (c, p + c).
We iterate through P until the matching is complete.
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We require O(n2) space and O(n2 log n) time to sort the points in P . For the Euclidean metric in-
stead of using distances to sort P we can use squared distances, which take integer values between
0 and 2n2. Then, we can use an integer sorting algorithm such as counting sort to sort in O(n2)
time [61, Chapter 8.2]. Since each point in P results in up to O(k) center–pixel pairs, we need
O(n2k) time to iterate through P .
Algorithm 13 Circle-growing algorithm for k integer centers on an n× n grid.
Set all pixels as unmatched.
Set the quota of the first n2 mod k centers to dn2/ke.
Set the quota of the remaining centers to bn2/kc.
Let P = list of points (x, y) such that − n < x, y < n.
Sort P by non-decreasing distance to (0, 0).
for all p ∈ P do until the matching is complete
for all centers c with quota > 0 do
s← p+ c
if 0 ≤ sx, sy < n and s is still available then
Match s and c.
Reduce the quota of c by 1.
Real centers (Algorithm 14). If centers have real coordinates, we cannot translate the points
in P relative to the centers, because p + c is not necessarily a lattice point. The workaround is
to associate each center c to its closest lattice point pc. Let δ be the maximum distance d(c, pc)
among all centers. Then, the center–pixel pairs “generated” by each point p in P have the form
(c, p+ pc) and their distances can vary between d(p,O)− δ and d(p,O) + δ (where O denotes the
origin, (0, 0)). Consequently, the distances of pairs generated by points pi, pj in P with i < j may
intertwine, but only if d(pj, O) − δ ≤ d(pi, O) + δ. The points in P after pi whose pairs might
intertwine with those of pi form an annulus centered at O with small radius d(pi, O) and big radius
d(pi, O) + 2δ (see Figure 7.4).
Since δ is a constant (for the Euclidean metric, δ ≤ √2/4), it can be derived from the Gauss circle
problem that such an annulus contains O(d(pi, O)) = O(n) points.
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(0, 0)
pi
2m
Figure 7.4: The set of lattice points appearing after pi in P whose pairs might intertwine with those
of pi form an annulus centered at O with small radius d(pi, O) and big radius d(pi, O) + 2δ. In the
figure, they are marked with an ×.
The algorithm processes the points in P in chunks of n at a time, adding available center–pixel
pairs generated by points in the chunk (or points after it, as we will see) to the matching in order
by distance. The invariant is that after a chunk is processed, its points do not generate any more
available pairs, and we can move on to the next one until the matching is complete. To do this, for
each chunk we construct the list L of all the pairs generated by its points. Let d be the maximum
distance among these pairs. If pi is the last point in the chunk, the points in P from pi+1 up to the
last point at distance to the origin at most d(pi, O) + 2δ can generate pairs with distance less than
d. We add any such pair to L. We have to check O(n) additional points, so L still has size O(kn).
We sort all these pairs and consider them in order, adding any available pair to the matching. Since
each chunk has size n, there will be O(n) chunks. Each one requires sorting a list of O(kn) pairs,
which requires O(kn log n) time (since k ≤ n2) and O(kn) space. In total, we need O(n2k log n)
time and O(n2 + nk) space.
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Algorithm 14 Circle-growing algorithm for k real centers on an n× n grid.
Set all pixels as unmatched.
Set the quota of the first n2 mod k centers to dn2/ke.
Set the quota of the remaining centers to bn2/kc.
Let P = list of points (x, y) such that − n < x, y < n.
Sort P by non-decreasing distance to (0, 0).
For each center c, let pc = (round(cx), round(cy)).
Let δ = max{dist(c, pc)} among all centers.
j ← 1
while the matching is not complete do
L← empty list
i← min(j + n, |P |)
for all p ∈ Pj, . . . , Pi do . Add to L pairs generated by points in the next chunk
for all centers c with quota > 0 do
s← p+ pc
if 0 ≤ sx, sy < n and s is still available then
Add (c, s) to L.
Let d = max{dist(c, s)} among all pairs (c, s) ∈ L.
for all p ∈ Pi+1, . . . , P|P | do . Add to L pairs closer than pairs already in L
if dist(p,O) > dist(Pi, O) + 2δ then
break
for all centers c with quota > 0 do
s← p+ pc
if 0 ≤ sx, sy < n and s is still available and dist(c, s) ≤ d then
Add (c, s) to L.
Sort L by non-decreasing center–pixel distance.
for all (c, s) ∈ L do
if c and s are available then
Match s and c.
Reduce the quota of c by 1.
j ← i+ 1
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7.3.2 Distance-sorting algorithms
Unless the centers are clustered together, the circle-growing algorithm finds many available pairs
in the early iterations. However, it reaches a point in which most circles overlap. Even if the
centers are randomly distributed, in the typical case a large fraction of centers have “far outliers”,
pixels which belong to their region but are arbitrarily far because all the area in between is claimed
by other centers. Consequently, many centers have to scan a large fraction of the square. At some
point, thus, it is convenient to switch to a different algorithm that can find the closest available
pairs quickly. In this section, let m and k ≤ m denote, respectively, the number of available pixels
and centers after a matching has been partially completed.
Pair Sort (Algorithm 15). This algorithm simply sorts all the center–pixel pairs by distance
and considers them in order, adding any available pair to the matching until it is complete. This
algorithm is convenient when we can use integer sorting techniques, as in the case of the Euclidean
metric and integer centers. Then, it requires O(mk) time and space.
While the pair sort algorithm has a big memory requirement to be used starting with an empty
matching, used after the circle-growing algorithm has matched a large fraction of pixels results in
improved performance.
Algorithm 15 Pair Sort algorithm for k centers and m pixels.
L← empty list
for all centers c do
for all pixels s do
Add (c, s) to L.
Sort L by non-decreasing center–pixel distance.
for all (c, s) ∈ L do
if c and s are available then
Match s and c.
Reduce the quota of c by 1.
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Pair Heap (Algorithm 16). When centers have real coordinates, sorting all the pairs takes
O(mk logm) time, but we can do better. We find for each pixel s its closest center cs, and build a
min-heap with all the center–pixel pairs of the form (cs, s) using d(cs, s) as key. Clearly, the top of
the heap is a closest available pair. We can iteratively extract and match the top of the heap until
one of the centers becomes unavailable. When a center c becomes unavailable, all the pairs in the
heap containing c become unavailable. At this point, there are two possibilities:
Eager update We find the new closest available center of all the pixels that had c as closest center
and rebuild the heap from scratch so that it again contains one pair for each available pixel
and its closest available center.
Lazy update We proceed as usual until we actually extract a pair (cs, s) with an unavailable
center. Then, we find the new closest available center only for s, and reinsert the new pair in
the heap.
In both cases, we repeat the process until the matching is complete.
We have not addressed yet how to find the closest center to a pixel. For this, we can use a nearest
neighbor (NN) data structure that supports deletions. Such a data structure maintains a set of points
and is able to answer nearest neighbor queries, which provide a query point q and ask for the point
in the set closest to q. For the pair heap algorithm, we initialize the NN data structure with the set
of centers and delete them as they become unavailable.
Since we need deletions we can use a dynamic NN data structure, i.e., with support for insertions
as well as deletions. The simplest NN algorithm is a linear search, and a dynamic data structure
based on it has O(k) time per query and O(1) time per update. The best known complexity of a
dynamic NN data structure is O(log4 k) amortized time per operation [46].
Given that we know all the query points for our NN data structure ahead of time (the pixels), we
can build for each pixel s an array As with all the centers sorted by distance to s. Then, the closest
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Algorithm 16 Pair Heap algorithm with lazy updates for k centers and m pixels.
Let C = nearest neighbor data structure with all the centers.
Let H = empty min-heap of center–pixel pairs using distance as key.
for all pixels s do
Add (C.nearest(s), s) to H .
while H is not empty do
(c, s)← H.removeMin()
if c has quota > 0 then
Match s and c.
Reduce the quota of c by 1.
else
Remove c from C.
Add (C.nearest(s), s) to H .
center to a pixel s is As[is], where is is the index of the first available center in As. When a center
is deleted we simply mark it. When we get a query for the closest center to a pixel s, we search As
until we find an unmarked center. We can start the search from the index of the center returned in
the last query for s. This data structure requires O(mk) space and has a O(mk log k) initialization
cost to sort all the arrays. The interesting property is that if we do O(k) queries for a given pixel
s, we require O(k) time for all of them, as in total we traverse As only once. We call this data
structure presort, although it is not strictly a NN data structure because it knows the query points
ahead of time.
In the pair heap algorithm, we can combine eager and lazy updates with any NN data structure.
In any case, the running time is influenced by α, the sum among all centers c of the number of
pixels that had c as closest center when c became unavailable. In the worst case α = O(km), but
assuming that each center is equally likely to be the closest center to each pixel, the expected value
of α is O(m). In the experiments, we test the value of α empirically.
With eager updates in total we have to initialize the NN data structure, perform m extract-min
operations, O(m + α) NN queries, k NN deletions, and rebuild the heap k times. Thus, the
running time is O(P (k,m) +m logm+ (m+α)Q(k) + kD(k) + km), where P (k,m) is the cost
of initializing the NN data structure of choice with k points (and m query points, in the case of
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the presort data structure), and Q(k) and D(k) are the costs of queries and deletions, respectively.
With lazy updates, instead of rebuilding the heap we have O(α) extra insert and extract-min heap
operations, which requires O(α logm) time.
For real centers, the best worst-case bound is with eager deletions and the presort NN data structure.
In that case, we have that the NN queries take O(km) for any α, so the total running time is
O(mk log k+m logm). If we assume that α = O(m), then the best time is with lazy deletions and
the NN data structure from [46]. The running time with this heuristic assumption is O(m log4 k +
m logm).
7.3.3 Experiments
Data set. Table 7.2 summarizes the parameters used in the different experiments. We use the
following labels for the algorithms: CG the circle-growing algorithm alone, and PS and PH for
the combination of CG and the pair sort and pair heap algorithms, respectively. Moreover, for
the pair heap algorithm we consider the following variations: eager/presort (PHE,P ), eager/linear
search (PHE,L), lazy/presort (PHL,P ), and lazy/linear search (PHL,L).
We focus on the Euclidean, Manhattan, and Chebyshev metrics. The parameter n is the length of
the side of the square grid, and k is the number of centers. In all the experiments, the centers are
chosen uniformly and independently at random. Moreover, every data point is the average of 10
runs, each starting with different centers.
The cutoff is the parameter used to determine when to switch from the circle-growing algorithm
to a different one. We define it as a ratio between the number of available pairs and the number of
pairs already considered by the circle-growing algorithm.
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The algorithms were implemented in C++ (gcc version 4.8.2) and the interface in Qt19. The exper-
iments were executed on an Intel(R) Core(TM) CPU i7-3537U 2.00GHz with 4GB of RAM, on
Windows 10.
Algorithm comparison. Figure 7.5 contains a comparison of all the algorithms. Pair heap is
generally better than pair sort, even for integer distances where it has a higher theoretical complex-
ity. Among pair heap variations, lazy/linear is the best for both types of centers. In general lazy
updates perform better, but eager/presort is also a strong combination because of their synergy:
eager updates require more NN queries in exchange for fewer extract-min heap operations, and the
presort data structure has fast NN queries.
Optimal cutoff. When combining the circle-growing algorithm with another algorithm, the ef-
ficiency of the combination depends on the cutoff used to switch between both. If we switch too
soon, we don’t exploit the good behavior of the circle-growing algorithm when circles are still
mostly disjoint. If we switch too late, the circle-growing algorithm slows down as it grows the
circles in every direction just to reach some outlying region.
Figure 7.6 illustrates the role of the cutoff. The figures show that the metric used does not play a
major role in the optimal cutoff nor the execution time. It shows that most of the execution time of
the circle-growing algorithm is spent with the very few last available pairs, so even a really small
cutoff prompts a substantial improvement. After that, the additional time spent in the pair heap
Table 7.2: Summary of parameters used in the experiments section.
Experiment Algorithms Metric n k Cutoff
Exec. time (Fig. 7.5) All L2 varies 10n 0.15
Cutoff (Fig. 7.6) CG,PHL,L L2 1000 varies varies
Cutoff (Fig. 7.7) CG,PHL,L L2 1000 10000 varies
Value of α PH with lazy deletions L2 1000 varies —
19The code is available at https://github.com/nmamano/StableMatchingVoronoiDiagram.
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Figure 7.5: Execution time of the various algorithms. We consider integer (left) and real (right)
centers, and Euclidean (top), Manhattan (middle), and Chebyshev (bottom) metrics. For all the
methods but CG, the cutoff is 0.15. Each data point is the average of 10 runs with 10n randomly
distributed centers.
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algorithm slightly beats the savings in the circle-growing algorithm, resulting in a steady increase
of the total running time. In addition, Figure 7.7 shows in more detail how this execution time is
divided among the circle-growing algorithm and the pair heap algorithm.
Value of α. The running time of the pair heap algorithm depends on α, the sum among all centers
c of the number of pixels that had c as closest center when c became unavailable. There is a gap
between the worst case α = O(km) and the expected case α = O(m) when pixels and centers
are distributed randomly. Even with randomly located centers, the distribution of remaining pixels
and centers after the circle-growing algorithm is not random, so here we are interested in the actual
value of α in such cases. More precisely, we are interested in β, the total number of extra extract-
min operations (i.e., operations returning an unavailable pair) when using the pair heap algorithm
with lazy updates. Note that β ≤ α, because with lazy updates when a center becomes unavailable
some of the pixels that would have it as closest center still have a previously unavailable center
instead.
First, we observe the value of β/m when using the pair heap algorithm on its own in an n = 100
(m = 10000) grid, using randomly distributed integer centers and the L2 metric. The maximum
values of β/m among 10 runs for each k were 0.64 for k = 10, 0.80 for k = 100, and 0.82 for
k = 1000. We obtained similar values for the L1 and L∞ metrics; in every case, β < m.
Second, we observed the values of β/m when using the pair heap algorithm after the circle-
growing algorithm, again using randomly distributed integer centers and theL2 metric. We switched
between algorithms when there were m = 10000 available pairs. The maximum values of β/m
among 10 runs for each k were 1.20 for k = 100 (with 4 remaining centers), 4.42 for k = 1000
(with 31 remaining centers), and 7.86 for k = 10000 (with 275 remaining centers). We also ob-
tained similar values for the L1 and L∞ metrics.
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Figure 7.6: Execution time of the circle-growing algorithm combined with the pair heap algorithm
with lazy updates and a linear search NN data structure. We consider integer (left) and real (right)
centers, and Euclidean (top), Manhattan (middle), and Chebyshev (bottom) metrics. The dotted
lines denote the running time of the circle-growing algorithm alone, i.e., with cutoff 0. Each data
point is the average of 10 runs with randomly distributed centers, n = 1000, and the L2 metric.
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Figure 7.7: Execution time of the circle-growing algorithm combined with the pair heap algorithm
with lazy updates and a linear search NN data structure. We consider integer (left) and real (right)
centers, and Euclidean (top), Manhattan (middle), and Chebyshev (bottom) metrics. In addition to
the total execution time, we show the execution time spent in each algorithm. Each data point is
the average of 10 runs with n = 1000 and 10000 randomly distributed centers.
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The reason for the worse-than-random behavior when matching the last remaining pixels is that
outlying zones tend to cluster together, and then all the pixels in those zones are likely to have
the same center as closest center. Overall, the experiments show that α = O(m) is a reasonable
assumption.
7.4 Center location
One question that we have not addressed so far is finding a good location for the centers. The
location of the centers affects the shape of the regions, so it is important, e.g., for districting,
where disconnected regions are highly undesirable. Hence, we study the effect of integrating a
stable matching algorithm with a k-means clustering method. In the traditional k-means clustering
problem, the goal is to partition a set of points in space into k clusters such that each point is close
to the mean of the cluster. It has been studied extensively in discrete contexts (e.g., see [119,122]).
The usual method for k-means clustering is a simple iterative refinement algorithm, called the k-
means algorithm or Lloyd’s algorithm [122]: we begin by choosing k points, called cluster centers,
randomly in the space. Then, we iteratively repeat the following two phases: 1) assignment step:
each point is assigned to its closest center, and 2) update step: each center is moved to the centroid
of the points assigned to it.
Lloyd’s algorithm converges to a locally-optimal partition that minimizes the sum of the squared
distances from each point to its assigned center [122]. In this section, we propose a variation,
which we call stable k-means, where the assignment step is replaced by a stable matching between
points and centers, so as to achieve the additional property that the regions all have equal area (to
within round-off errors).
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We consider this in the grid setting, although it could also be considered in the graph setting. If the
graph is not embedded in the plane, instead of using centroids we would use some notion of graph
centrality [32].
We have found through experimentation that, although the stable k-means method succeeds in
improving compactness, centers can sometimes stop moving while we are executing Lloyd’s algo-
rithm before their regions became completely connected. See Figure 7.8. Thus, we introduce an
additional heuristic: we use weighted centroids, which are more sensitive to the outlying parts of
their region.
7.4.1 Stable k-means with weighted centroids
The usual centroid of a set of points S is defined as (
∑
q∈S q)/|S|, where the points are regarded as
two-dimensional vectors so that the sum makes sense. Instead, we can compute a weighted centroid
as (
∑
q∈S wqq)/(
∑
q∈S wq). A natural choice to use for the weight wq of a point q assigned to the
region of the center c is the distance from q to c raised to some exponent p that we can choose,
d(q, c)p. The larger p is, the more sensitive the weighted centroids are to outliers. When p = 0, we
get the usual centroid. When p approaches +∞, we get the circumcenter of the region.
Figure 7.9 shows how the exponent p of the weighted centroid affect the result of the stable k-means
method. As evaluation measure, we use the average distance among pixels and their assigned
centers. The best results are with −0.8 < p < 0.4 (for different metrics and grid sizes, we obtain
similar results). Figure 7.10 shows the result of the stable k-means method for values of p between
−2 and 0.5. Figure 7.11 shows the transient behavior of stable k-means with p ≥ 1.
On a related note, if we set p = −1 and repeatedly move a center to its weighted centroid (keeping
its region unchanged), we get Weiszfeld’s algorithm [184], a known iterative method for finding
the geometric median (the point minimizing the sum of distances to its region). In our case, we
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Figure 7.8: Left: stable matching in a 300 × 300 grid with the same 50 random centers for the
Euclidean (top), Manhattan (center), and Chebyshev (bottom) metrics. Right: result of the stable
k-means algorithm with unweighted centroids for each metric.
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Figure 7.9: Average distance among pixels and their matched center after 100 iterations of stable
k-means for different exponents p of the weighted centroid. We consider integer centers, the
Euclidean metric, and grid size n = 300. The blue dotted line denotes the average distance with
random centers, and the red dashed line denotes the average distance in an ideal region (i.e., a
disk). Each data point is the average of 10 runs starting with randomly distributed centers.
are not doing the same thing, because we are also recomputing the regions after each update of the
centers, but it is still the case that for p = −1 the algorithm converges to a state where each center
is the geometric median of its region.
7.5 Conclusions
Algorithmic redistricting is an area of research with the potential to mitigate partisan gerrymander-
ing. The goal is to design algorithms that draw fair, politically-neutral districts. We proposed the
use of stability—in the stable matching sense—for the redistricting problem. Our algorithms can
be applied to road networks with tens of thousands of nodes, or to grids with millions of points.
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Figure 7.10: Top left: Same matching from Figure 7.8 with n = 300 and 50 random centers. Other
figures, from top to bottom and left to right: Result of the stable k-means method with weighted
centroids for p = −2,−1, 0.1, 0.2, and 0.5.
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Figure 7.11: Top: Two consecutive iterations of the stable k-means method with weighted centroids
for p = 1, for the same matching from Figure 7.8 with n = 300 and 50 random centers. Bottom:
same for p = 10.
The main disadvantage of using stability for redistricting is that districts are generally not con-
nected. Achieving connectivity would require a relaxation of the stability property and/or a better
choice of the center locations. If the district centers can be moved, the issue of disconnected re-
gions can be severely reduced using stable k-means, a variant of k-means that converges to stable
and equally-sized clusters. However, non-connectivity is not eliminated completely (e.g., see Fig-
ure 7.8). It seems that in order to draw successful districts with this approach, some post-processing
would still be required to handle the remaining disconnected points.
195
A challenge for algorithmic redistricting is that there is no definitive answer to what algorithm to
use or what compactness measure to optimize, so meddling parties might fight over the algorithm
that benefits them the most. Algorithms themselves have configuration and implementation choices
that can affect the outcome. In this way, even politically-agnostic algorithms are susceptible to
manipulation, as some choices will favor a party more than others. A nice feature of stability when
preferences are based on proximity is that there is a unique stable matching. This is not true of
stable matching with arbitrary preferences, where one has to choose among possibly many stable
matchings. That said, the output of our algorithm is still heavily affected by the location of the
district centers.
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