Single Cell Sequencing (SCS) technologies provide a level of resolution that makes it indispensable for inferring from a sequenced tumor, evolutionary trees or phylogenies representing an accumulation of cancerous mutations. A drawback of SCS is elevated false negative and missing value rates, resulting in a large space of possible solutions, which in turn makes infeasible using some approaches and tools. While this has not inhibited the development of methods for inferring phylogenies from SCS data, the continuing increase in size and resolution of these data begin to put a strain on such methods.
Introduction
A tumor, at the time of detection, usually by performing a biopsy on the extracted tissue, is the result of a tumultuous evolutionary process, originating from a single tumor cell -the founder cell [21] -that has acquired a driver mutation, which inhibits control on the proliferation of subsequent cancer cells. From that moment, the combination of unrestrained proliferation and a very hostile environment -as immune system fights for survival, and so the tumor cells, under extreme selection pressure, have to disguise themselves to avoid being attacked, compete with each other, all while having to thrive while getting low levels of oxygen -produces the accumulation of highly elevated number of mutations, including structural variations. This model of tumor evolution is called the clonal model [21] , since a clone is a population of cells carrying the same set of mutations. Understanding this clonal evolutionary history can help clinicians understand the cell heterogeneity in the tumors of various types of cancer and, more importantly, gives insights on how to devise therapeutic strategies [20, 25] .
The rise of next-generation sequencing (NGS) technologies has led to the computational problem of tumor phylogeny inference from NGS bulk sequencing data [6, 17, 23, 9] . This idea is very costeffective, since NGS data is cheap to obtain and very reliable. The procedure consists of extracting different samples of the tumor and of aligning the NGS reads against the reference genome: this allows to determine the approximate fraction of reads of each sample that are affected by any given mutation. This fraction is taken as a proxy of the fraction of cells in each sample that are affected by that mutation. The main difficulties of this technique are the fact that a sample contains a mix of both healthy cells and cancer cells, while the cancer cells are an unknown mixture of different clones.
Since both the composition of the samples and the evolutionary history are unknown in this model, most of the approaches have needed some simplifying assumption, such as the infinite sites assumption (ISA) that postulates that each mutation is acquired exactly once, and never lost, in the entire tree. While this assumption has only limited biological validity [15, 2] it reduces greatly the space of all possible solutions, making feasible several approaches [6, 9] , which are at least partially inspired by a classical linear time algorithm [8] for reconstructing the phylogeny from noise-free character data: this latter computational problem is called the perfect phylogeny problem.
The newer single cell sequencing (SCS) technology provides a much finer level of resolution: in fact we can determine whether or not a given cell has a mutation, therefore avoiding the notion of sample and the approximations implied by the use of samples. Still, SCS is expensive, and is plagued by high dropout, i.e., missing values, and false negative rates -the latter problem has greater consequences from a computational point of view.
Nowadays, we are witnessing a decrease in SCS costs, coupled with improvements in the dropout and false negative rates, stimulating the research on tools for tumor evolution inference from SCS data [13, 22, 3, 4, 26, 5] . We believe that this line of research is going to become even more important in the next few years, since currently available SCS data is associated with a very large solution space -the high missing value and false negative rates allow a huge number of possible phylogenies -with near optimal values of the objective function: this fact makes difficult to determine which methods actually produce better solutions.
These advances in costs and quality of the data produced will result in larger, but more constrained, instances with a comparatively smaller number of likely solutions. Since most of the currently available methods do not scale well to large instances (usually their running time is quadratic with respect to the number of mutations), a preprocessing step can be useful to reduce the size of an instance: for example, SPhyR [5] uses k-means [18, 1] to such purpose. However, k-means is designed for continuous data -where means are usually based on a Euclidean distance -while SCS data, specifying the presence (1) or absence (0) of a mutation in cell, or the fact that it is missing (2) , can be thought of as categorical.
Clustering categorical data is an active field of research in data mining [14] , where massive databases of categorical data are handled, e.g., finding groups of members of an insurance policy who regularly travel overseas.
In this paper we analyze some clustering algorithms, and compare them experimentally on SCS data. Our comparison is twofold: we first compare the quality of the clusters computed, and then the effect of the clustering procedure when coupled with a tumor phylogeny inference tool (SASC [3] ).
Methods
We now give an overview of the methods we consider for clustering mutations (columns) of singlecell datasets. While a full exposition of all methods we consider is reserved -for lack of spacefor the full version of the paper, we consider k-modes (Section 2.2) because it performed the best of all other other methods for our purpose, while k-means (Section 2.1) serves as a baseline for the most commonly used method -and it has even been used in this context [5] .
k-means
Given m objects X = {x 1 , . . . , x m } on n real values, i.e., each |{x j }| = n, the k-means algorithm [18, 1] finds the vector of k values, called means, Q = {q 1 , . . . , q k } minimizing the cost function
and p jl is an element of an m × k partition matrix P [10] . Here, d is a distance measure that is usually the Euclidean distance. The k-means algorithm starts with some initial set Q 0 of k means, and an initial collection C 0 of k disjoint subsets of X, and then iterates the operations
2. allocate x j to the cluster C 1 l minimizing d(x j , q l ); and 3. recompute the new set of means Q 1 according to the new clusters C 1 , minimizing Equation 1;
until convergence, i.e., Q t+1 = Q t . This algorithm runs in time O(tkmn), where t is the number of iterations of the above set of operations. It has been shown to converge in [18] . We implemented the k-means algorithm used here -see https://github.com/AlgoLab/celluloid/
k-modes
Given m objects X on n categorical attributes A = {a 1 , . . . , a n }, the k-modes algorithm [11, 12] finds k modes Q -that is, for each q l ∈ Q, q li is one of the a i possible categories at position i. Note that every a i = {0, 1, 2} in our case. Instead of the Euclidean distance between object x j and (mode) q l we compute a dissimilarity
δ(x ji , q li ).
according to some dissimilarity measure δ. A common measure is the simple matching dissimilarity
Since a 2 represents missing data in our context, we slightly relax the matching dissimilarity, to give what we call the conflict dissimilarity
Now, the mode of cluster C l ⊆ X is a vector q l which minimizes
Note that q l is not necessarily an element of C l . The k-modes algorithm then starts with some initial set Q 0 of k modes, and an initial collection C 0 of k disjoint subsets of X, and then iterates operations 1-3 as in the k-means algorithm, but using dissimilarity instead of distance, and computing modes instead of means, while minimizing instead
by finding modes according to the following theorem, where c ri is the r-th category of attribute a i and f (a i = c ri |X) is its relative frequency in X:
In other words, Eq. 5 is minimized by selecting the mode category for each attribute. Note that this theorem implies that the mode of X is not unique.
Since the solution depends on the initial set Q 0 of k modes, we consider two procedures for initializing Q 0 . The first one is quite simple: a random selection of k objects from the set X of objects as the initial k modes -which we refer to as random initialization. The second one, devised in [12] , is a more complicated procedure, based on the frequencies f (a i = c ri |X) of all categories, which we refer to as Huang initialization. This second procedure is as follows:
1. order the categories of each attribute a i in descending order of frequency, i.e., f (c
2. assign uniformly at random the most frequent categories to the initial k modes; and
3. for each q l , select the x j ∈ X most similar to q l and make this the mode q 0
This final step is to avoid empty clusters in C 0 . This initial selection procedure is to have a diverse set of initial modes Q 0 , which can lead to better clustering results -see more details in [12] . The Python Package Index (pypi) has a package for computing a clustering based on k-modes https://pypi.org/project/kmodes/, including an implementation of Huang (and random) initialization. Since the dissimilarity measure used to infer the k-modes is customizable, we implemented our novel conflict dissimilarity, and used it with this software.
Results
To evaluate the accuracy of the clustering methods we designed a two-fold experimentation on synthetic datasets: we first measure the quality of the clusters found by the methods, and later we evaluate how such clusters impact the quality of the phylogenies returned by a cancer progression inference method.
The simulated data are generated as follows. First we simulate a random tree topology on s nodes, each representing a tumor clone, by first creating a root (the germline) and then iteratively attaching the s − 1 remaining nodes uniformly at random to any other node in the tree. The nodes are then randomly labeled with m mutations -meaning that each mutation is acquired at the node that it labels. Then, a total of n cells are associated to the nodes, uniformly at random. A binary matrix M is then extracted from these cells giving rise to a genotype profile for each cell (a row in M ), which is the presence (1) or absence (0) of each mutation (column in M ) in the cell, given the the presence or absence of the mutations on the path in three from the root to this cell. The binary matrix is then perturbed according to the false negative, false positive and missing value rates, to simulate a real-case scenario. Each of the s nodes is therefore considered as a natural (true) cluster of the simulated dataset.
For each experiment, we consider 100, 200 and 300 cells, respectively Experiment 1, 2, and 3. For each such value we generated 50 simulated datasets, where we fixed the number s of clones to 20 and the number m of mutations to 1000. While this number of mutations is at the high end in terms of currently available real cases, it will be a typical size in the near future -some such cases already exist today (see, e.g., Section 3.3). Such a target already causes difficulties for the current state-of-the-art cancer inference methods which employ a more general model for SCS data [3, 4, 26, 5] .
We performed clustering on the datasets of our experiments to obtain instances with a reduced number of columns (mutations), which can in turn be given as input to such a method above. The clustering methods we used were k-means, as well as k-modes with all combinations of both Huang and random initialization procedures, and both the matching dissimilarity and our conflict dissimilarity measures. Since the cancer inference methods tend to scale quadratically with the number of mutations, we reduced with all clustering methods the size of mutations to a total of 100, which is a reasonable number of mutations in the currently available literature -and what the current methods can handle.
Evaluating a clustering
To evaluate the quality of the clusters, we used standard precision and recall measures, adapted to the particular goal, as follows.
Precision: measures how well mutations are clustered together. For each pair of mutations appearing in the same clone in the simulated tree, we check if they are in the same cluster, resulting in a true positive (T P ). For each pair of mutations clustered together that are not in the same clone, we encounter a false positive (F P ). The value of the precision is then calculated with the standard formula: T P T P +F P . Recall: measures how well mutations are separated. For each pair of mutations in the same clone, we now also check if they are not in the same cluster, resulting in a false negative (F N ). The recall is then calculated as:
T P T P +F N . It is important to highlight that we are mostly interested in obtaining a high precision since, while cancer phylogeny inference algorithms can later cluster together mutations by assigning them to same subtree or the same path, they cannot separate mutations that have been erroneously clustered together.
In Figures 1,2 and 3 -representing the respective experiments 1,2 and 3 -a common trend is evident: indeed k-means clustering performs much more poorly than the others, presenting a notable gap from all the other methods in terms of both precision and recall. With k-modes, when coupled with our conflict dissimilarity measure, the initialization procedures (Huang and random) differ slightly in terms of precision, while in terms of recall, Huang initialization performs slightly better in most cases. On the other hand the matching dissimilarity is lacking in every experiment in terms of precision, but it tends to give slightly better recall in experiments 2 and 3.
It is interesting to notice that the precision of the conflict dissimilarity rapidly increases when the amount of cells increase, thus being well-suited for future increases on the size of SCS datasets. 
Assessing the impact of a clustering
To better understand the impact of the clustering on the actual cancer progression inference, we selected three clustering algorithms and executed SASC [3] on the obtained clusters. Since the most important aspect of the clustering for this application is to have a high precision, we selected k-modes with both the random and the Huang initialization procedures, coupled with our conflict dissimilarity measure. We also included k-means in the evaluation as a baseline for the most commonly used method. The other techniques were discarded because of their lack of precision during the clustering evaluation.
For assessing the accuracy of the methods we utilized the measures defined in [4, 3] :
Ancestor-Descendant accuracy: for each pair of mutations in an ancestor-descendant relationship in the ground truth, we check whether the relationship is conserved in the inferred tree (T P ) or whether it is not (F N ). For each pair of mutations in an ancestor-descendant relationship in the inferred tree, we also check if such relationship does not exist in the ground truth tree (F P ).
Different lineages accuracy: similarly to the previous measure, we check whether mutations in different branches are correctly inferred or if any pair of mutation is erroneously inferred in different branches.
To conduct the second part of the experimentation we selected the cancer inference tool SASC, since the objective of this work is to evaluate the clustering, and how it can aid such an inference tool in inferring a phylogeny from massive dataset -so massive that it is normally out of reach. The choice of the inference tool is not relevant and any other method would lead to the same conclusions, independently from the definition or complexity of the method itself. Figures 4,5 and 6 show a clear drop in performance when k-means is used as a preprocessing step, while k-modes clustering produces very accurate results. This fact is supported by the gap in the precision of the methods -a low precision indeed leads to a low accuracy in the tree reconstruction. The trend is still present in the different lineages accuracy, but to a lower extent -this is because, as previously discussed, a cancer inference method can separate clusters of mutations, but when a cluster is computed it is not possible to separate mutations within this cluster. : Tree computed on IDH-mutated Glioblastoma from [24] . The labels on the nodes represent the 100 clusters obtained by the k-modes clustering with the Huang initialization method and conflict dissimilarity. The tree was inferred using the SASC [3] tool.
Application on real data
Finally, we run our entire pipeline (clustering + inference method) on a Glioblastoma (GBM) IDHmutated tumor [24] consisting of 1842 mutations over 926 cells. Such computation was previously not possible with the use of SASC alone, due to the running time required -SASC was not able to provide a solution in a time-frame of three weeks. With the combined use of the k-modes clustering with the Huang initialization procedure and our conflict dissimilarity (one with best performance in Section 3.1) we were able to compute the tree within 12 hours. We clustered the 1842 original mutations into 100 clusters of mutations, using the resulting set of 100 modes (or centroids) as the resulting matrix for input to SASC. Figure 7 shows the tree inferred, where each node is one of 100 clusters.
Discussion
We have analyzed various clustering methods on single cell sequencing data showing that k-modes with random and Huang initialization procedures clearly outperforms k-means on those data. More precisely, we have run a two-fold experiment on synthetic data: the first experiment measured the quality of the clusters computed by the methods, while the second experiment considered the effect of the clustering on the quality of trees obtained from a phylogeny inference tool. The experiment on real data shows the usefulness of the clustering procedure, as it has reduced the running time of SASC at least 40x.
We conjecture that the major pitfall with the k-means approach, is that k-means has been designed (and is routinely used) for numeric values, while single cell data is categorical data. Indeed, matrices associated with single cell data encode the presence (1), and absence (0) of a mutation (a column of the matrix), as well as missing values (2), in a cell (a row). A consequence of the meaning of the matrix entries, is that the Euclidean distance between a pair of mutations (columns) has little meaning, hence ruling out clustering methods relying on such a notion of distance.
A direction of further research is to extend the set of clustering methods studied and to develop a new clustering method that is tailored for SCS data. In fact, clustering categorical data is an active field of research in data mining [14] , where massive databases of categorical data are handled. Another possibility to explore is conceptual clustering algorithms [19, 7, 16] , which have been initially developed in machine learning to reason with categorical data: however their efficiency relies on good search strategies. For SCS data, the search space is so large that decided to take an approach which strikes a good balance between the meaningful results delivered by the above categorical methods, and computational efficiency, namely k-modes [11, 12] .
The k-modes clustering performed very well on SCS data, both in terms of clustering, and the resulting inferred tree by a downstream phylogeny method. However, it was when it was coupled with our conflict dissimilarity measure that it performed the best, rather than the simple matching dissimilarity measure that is usually used for clustering categorical data. We conjecture that it is the meaning of a mutation profile for a cell that makes this difference: the fact that a 2 represents missing data, makes it a special category, needing a special treatment. Namely a mutation profile with many missing values (2's) should not be deemed "far" from any other profile, because such a profile is very uncertain. It is because we do not overly penalize an elevated number of missing values in a profile -something very possible, given that a 25% missing value rate is typicalthat we get more meaningful centroids, and respective clusters, as a result in this context. There may be even more suitable dissimilarity measures, however -an interesting future direction.
