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Abstract 
Traditional image processing techniques provide sustainable efficiency in the astrometry of deep space 
objects and in applied problems of determining the parameters of artificial satellite orbits. But the speed 
of the computing architecture and the functions of small optical systems are rapidly developing thus con-
tribute to the use of a dynamic video stream for detecting and initializing space objects. The purpose of this 
paper is to automate the processing of optical measurement data during detecting space objects and numerical 
methods for the initial orbit determination .
This article provided the implementation of a low-cost autonomous optical system for detecting of space 
objects with remote control elements. The basic algorithm model had developed and tested within the frame-
work of remote control of a simplified optical system based on a Raspberry Pi 4 single-board computer with 
a modular camera. Under laboratory conditions, the satellite trajectory had simulated for an initial assessment 
of the compiled algorithmic modules of the computer vision library OpenCV. 
Based on the simulation results, dynamic detection of the International Space Station in real-time from 
the observation site with coordinates longitude 25o41′49″ East, latitude 53o52′36″ North in the interval 
00:54:00–00:54:30 17.07.2021 (UTC + 03:00) had performed. The video processing result of the pass had 
demonstrated in the form of centroid coordinates of the International Space Station in the image plane with 
a timestamps interval of which is 0.2 s.
This approach provides an autonomous raw data extraction of a space object for numerical methods 
for the initial determination of its orbit.
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Привычные методы обработки стационарных изображений обеспечивают устойчивую результа-
тивность как в области астрометрии объектов глубокого космоса, так и в прикладных задачах опреде-
ления параметров орбит искусственных спутников. Но быстродействие вычислительной архитекту-
ры и функции малых оптических систем стремительно развиваются, что способствует возможности 
использования динамического видеопотока в приложении детектирования и инициализации косми-
ческих объектов. Цель данной работы – автоматизировать процесс обнаружения и обработки данных 
оптических измерений космических объектов при мониторинге околоземного пространства и числен-
ных методах определения орбит.
В работе предлагается реализация малобюджетной автономной оптической системы детекти-
рования космических объектов с элементами удалённого управления. Аппаратное и программное 
исполнение реализовано и протестировано в формате встраиваемой программной системы на базе 
Linux-ядра одноплатного компьютера Raspberry Pi и модульной камеры. В лабораторных условиях 
проведено макетное моделирование траектории движения спутника для предварительной оценки эф-
фективности работы скомпилированных алгоритмических модулей библиотеки компьютерного зре-
ния OpenCV. 
На основании результатов моделирования выполнено экспериментальное динамическое обнару-
жение международной космической станции в режиме реального времени из точки наблюдения с ко-
ординатами 25°41′49″ в.д. 53°52′36″ с.ш. в промежутке 00:54:00–00:54:30 17.07.2021 (UTC + 03:00). 
Продемонстрирован результат обработки видеосъёмки пролёта в виде массива координат центроида 
международной космической станции в плоскости изображения с временными метками периодично-
стью 0,2 с. 
Такой подход обеспечивает автономное извлечение предварительных данных с последующей их 
конвертацией в угловые координаты космического объекта для численных методов начального опре-
деления его орбиты.
Ключевые слова: видеопоток, детектирование, встраиваемая система, космический объект, OpenCV.
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Introduction
Due to the active space activity of numerous 
countries associated with the launch of an uncon-
trolled number of various sizes and purposes satel-
lites, some altitudes of near-earth orbits tend to be-
come oversaturated with an artificial space object [1]. 
Deployment of various missions in medium and low 
orbits increases the risks of cascade collisions. It 
also creates electromagnetic pollution conditions for 
deep-space exploration in different wavelengths [2]. 
At the moment, according to approximate statistical 
estimates, the total number of artificial functional 
and non-functional space objects (SO) with a diam-
eter of more than 1 cm in nearearth orbit reached 
1 million [3, 4]. And only artificial space objects 
larger than approximately 10 cm, which amounts to 
about 40000, are catalogued and actively tracked [1]. 
For this reason, an urgent task is the continuous 
outer space monitoring not only by specialized 
radio (radar) and optical complexes but also by mo-
bile optical systems for ground-based astronomical 
observations [5].
Existing outer space monitoring optical systems 
uses expensive wide-aperture telescopes with a 
narrow field of view to increase light sensitivity [6]. 
The space objects series observations forms a 
large number of large size images. It requires 
complex processing methods to extract and 
initialize the usable signal [7]. Machine learning 
techniques are introduced into the databases for 
timely service of incoming information and upda-
ting catalogues. The monitoring and data proces- 
sing by such specialized optical systems is 
encapsulated and provided in a limited format. 
Therefore, the trend of mobile astrometric 
observation systems in the optical range with low-
cost hardware solutions, open software image 
processing modules [8, 9] and numerical methods for 
the initial orbit determination [10, 11] is developing. 
Formalized approaches to serial surveys are focused 
on obtaining passing space object track images 
with the intended exposure. Subsequent proces- 
sing involves extracting the angular coordinates of 
the SO from the pixel representation by overlaying 
the field of the calibrated frame on separate parts 
of astronomical atlases in interactive software 
environments [12]. In a particular case, detecting 
and astrometric initialization methods use individual 
images and different software modules at each 
processing phase.
Computer vision algorithms and modern com-
puting architectures are tools for optimizing exis-
ting approaches to monitoring and detecting SO. 
Real-time video processing techniques allow the 
development of autonomous programmable re-
cognition systems for astrometric measurements. 
Such systems provide the integration of all pro-
cessing modules – detection, filtering, segmenta-
tion, astrometric calibration, conversion of pixel 
values into angular coordinates, classification, 
etc. [13] Pipeline processing of a video stream 
in applied problems of orbital monitoring is stu- 
died [14]. Detection and extraction of mathemati-
cal properties of space objects in real-time by re-
mote video systems automatic algorithms solve 
the problem of manual processing of a large vo-
lume of astrometric data and makes it possible 
to calculate orbital parameters under observation 
conditions [15, 16].
The purpose of this paper is to automate the 
processing of optical measurement data in problems 
of detecting space objects and numerical methods 
for the initial determination of orbits.
Devices and software modules
An autonomous embedded SO detection sys-
tem can be implemented by low-cost devices: a 
computing board and a modular camera. The func-
tional elements of the designing were a model 
of a single-board computer Raspberry Pi 4B, a 
Raspberry Pi High-Quality camera with a Sony 
IMX477R sensor, and a 16 mm Telephoto lens. 
The main features of these elements have presen-
ted in Table 1.
GPIO and MIPI CSI modular camera interface 
allow used the Raspberry Pi as an embedded system 
for receiving data from various sensors, controlling 
the PWM signal, and creating automated optical ap-
plications [17].
There are several ways for software integra-
tion of the modular camera and the Raspberry Pi. 
The picamera package had developed to support a 
pure Python interface [18] with the Raspberry Pi 
modular camera. The picamera package includes 
several defined modules, the classes of which are 
ranked by the stages of raw visual data processing. 
Encoders, color spaces, n-dimensional arrays of 
camera output, exception handling, rendering, and 
streaming classes are all available from the pica- 
mera namespace.
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Nevertheless, in video stream processing, the 
computation speed of the compiled algorithm is essen-
tial. The OpenCV [19] computer vision library func-
tions are faster than many of the picamera namespace 
functions. The OpenCV library is an open-source 
code. As part of this work, a specific software had 
assembled by a cross-platform compilation control 
system using CMake configuration files. But it is not 
possible to use the OpenCV library in pure form when 
working with the Raspberry Pi camera module. The 
VideoCapture class, functions that provide capturing 
frames from a connected camera or file, and the Rasp-
berry Pi camera module are incompatible.
The main steps of the algorithm object motion 
detection had described below. Primarily used the 
OpenCV library, but the visual interface directly 
used the camera namespaces. An SSH connection 
is provided remote control to the Raspberry Pi. The 
general diagram of autonomous optical surveillance 
system elements in Figure 1 is illustrated.
Figure 1 – Autonomous optical surveillance system
Video stream processing 
A simple frame difference method had used 
to implement the space object detection algorithm 
in the video mode [20]. Under nighttime observa-
tion conditions, the background stars remain static 
at short time intervals, and the noise is random. 
Therefore, in the absence of jitter of the optical 
system, only objects move in the frame during 
the shooting.
The basic algorithm model is described by the 
following iterative stages: initial filtering, background 
initialization, frame differentiation, determination 
of the detection threshold, and morphological para- 
meters of the object boundary contours (Figure 2).
The video stream processing computational 
steps had performed in lightweight grayscale color 
space and binary representations.
Filtering
In image processing, particular attention gives 
to Gaussian random noise. The process of accumu-
lating and reading data from the camera sensor is the 
Gaussian noise source [21]. These are reading noise 
and dark noise, respectively. Lighting conditions and 
temperature fluctuations in the sensor operation are 
reading noise and dark noise sources. The filter for 
removing Gaussian noise has used a 21 × 21 smoot-
hing kernel. The kernel coefficients had determined 
by a standard deviation value of 3.5.
Background initialization
The physical conditions can be considered con-
stant for short phases of observation. Therefore, the 
first frame can assign as the background. Constant 
background and frame differentiation set the detec-
tion threshold.
Setting the threshold
The absolute difference between the values of 
two-pixel arrays is calculated. It allows to remove the 
background component and return the active areas as a 
difference. The threshold setting function at the input 
takes this difference and binarizes the original array. 
The detection algorithm used the function of auto-
matically determining the threshold value by the Otsu 
method using algorithmic analysis of histograms [22].
Camera F/D F, mm Ƞ, % σ, eˉ μ, μm q, eˉ




(450–650 nm) 6.2 1.55 × 1.55 7.2
Lens: Telephoto 16 mm 1.4–16 16
F/D – f-ratio; F – focal length; Ƞ – quantum efficiency; σ – read noise; μ – pixel size; q – A/D conversion factor
Table 1
Optical elements parameters 
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Morphological patterns
To extract the mathematical pattern of a moving 
object (segment) and morphological characteristics 
uses standard models for determining the contours 
of the OpenCV library based on the set threshold 
value at the previous stage of processing. Contours 
are the shape boundaries with the same intensity. 
The properties or moments of contours include geo-
metric center, total intensity (contour area), and ori-
entation [22]. The morphological characteristics had 
extracted in the form of the center coordinates (cen-
troid) and radius.
The concept of space object detection
For space objects, it is necessary to determine 
their position in the field of view pointed optical 
system with an accurate time reference. For further 
orbital parameters calculation, it is necessary to fix 
several positions at a current time interval. Therefore, 
the result of video stream processing had organized 
as follows. Assume an object had successfully de-
tected at each successive frame. Determine centroid 
coordinates and the timestamps in UTC format for 
several positions in the 2D plane with a defined fre-
quency. The centroid position, date, and time write 
to a text file. Additionally, frames with each recor-
ded centroid for a visual check save. The frequency 
is set by the “minimum time of the last download” 
parameter. This parameter refers to a particular ob-
ject crossing the field of view. The outputting result 
concept of an autonomous detection system opera-
tion described above has algorithmically illustrated 
in Figure 3.
Figure 2 – Motion detection by frame differentiation
Figure 3 – Timestamps of the detected object
276
Devices and Methods of Measurements
2021, vol. 12, no. 4, pp. 272–279
V.S. Baranova et al.
Приборы и методы измерений 
2021. – Т. 12, № 4. – С. 272–279
V.S. Baranova et al.
Surveillance and photography  
the International Space Station pass
Space objectsʼ principal filming implies a pre-
liminary prediction of their pass trajectory over the 
observation site. There are special programs for the 
satellite position calculation at a certain point in time 
for such purposes. One of them is the Previsat pro-
gram. The International Space Station filming over 
the observation site had predicted by Previsat. It was 
for experimentally checking the accuracy of its de-
tection by an autonomous remote system. Table 2 
shows the following pass parameters: the space ob-
ject pass time above the local horizon (Start date – 
Finish date), the elevation angle (Max Elevation), 
and the visual magnitude (Magn).
However, for more accurate pointing of the opti-
cal system with maximizing the target object aiming 
into the field of view, detailed parameters of a sui-
table pass are used, as Table 3 shows.
Table 2
The International Space Station pass parameters
Location of site: 025°41'49''  East 53°52'36''  North, 133 m
Timezone: UTC + 03:00
Satellite Start date Finish date Max Elevation Magn Sun Elevation
ISS 2021/07/17 00:50:00
2021/07/17 
00:55:00 45°35'52'' -1.6 -14°42' 25''
Table 3 
The International Space Station pass parameters 
Date Hour Sat Azimuth Sat Elev Ra Sat Decl Sat Magn
2021/07/17 00:53:00 138°09' 03'' 49°51' 27'' 21h04m13s +19°32' 03'' - 1.7
2021/07/17 00:53:30 120°54' 09'' 37°24' 34'' 22h15m05s +14°29' 27'' - 1.2
2021/07/17 00:54:00 112°45' 39'' 27°52' 05'' 23h00m14s +10°08' 01'' - 0.6
2021/07/17 00:54:30 108°13' 37'' 21°00' 03'' 23h30m04s +06°44' 19'' - 0.0
2021/07/17 00:55:00 105°23' 16'' 15°54' 13'' 23h51m06s +04°03' 56'' + 2.6
According to the calculated pass 
parameters (Table 3), the optical system was 
guided (by the elevation and azimuth) to the SO 
for interval video shooting (frequency 32 fps). 
The autonomous optical surveillance system 
automatically detected the object according to the 
algorithm described above by video processing 
in the tracking mode. For an informative 
demonstration of the work results, saved frames 
with the corresponding timestamps and the 
centroid position of the detected object had 
combined into one image, shown in Figure 4.
Figure 4 – The International Space Station frame-by-
frame detection result
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It is worth noting that each frame timestamp 
at the output takes on a value with the addition of 
the computational speed of one iterative proces-
sing (Figure 4). Basically, it takes a time to one 
frame process. That can be called a timing mark 
error. The code processing time estimate had 
obtained using the ratio of the total ticks number 
spent on all iterations to the frequency of the ticks 
per second (internal functions of the OpenCV li-
brary – cv.getTickCount and cv.getTickFrequency, 
respectively). The timing mark error was 6 seconds 
and taken into account in the source code to time-
stamps record. 
The space objectʼs pass time duration (in the 
experimental video, it is the International Space Sta-
tion) through the field of view was about 2 seconds 
from the appearance until the disappearance mo-
ments. According to one of the conditions, the de-
tected object pixel center position in the frame had 
fixed every 0.2 s. In the end, the resulting text file 
included 9 tags with the corresponding data.
Conclusion
The approach to automating space objects detec-
tion using video stream processing had investigated. 
The low-cost remote control autonomous optical de-
tection system implementation was proposed. It has 
based on a single-board Raspberry Pi 4 computer 
and a modular camera. The underlying real-time 
detection algorithm architecture provides raw data 
extraction for numerical methods for initial orbit de-
termination. 
The detecting space objects concept was tested 
on the example of filming a pre-predicted passage of 
the International Space Station. The result showed 
sufficient accuracy in determining the space object 
centroid position in the image plane with the appro-
priate time reference for solving the problems of the 
initial orbit determination. This approach is remar-
kable by the speed and autonomy of execution in the 
format of remote receiving output data for further 
conversion into angular coordinates space object 
observed. It excludes manual processing of space 
object tracks images.
Telescope and the proposed embedded system 
direct focus integration allow space object autono-
mous real-time detection based on video stream 
processing. Also, this system can be used for initial 
space object detection in a mobile hardware-software 
unit for space object optical observations.
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