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Abstract
Consider a general class of preconditioners which are nonsingular, nonnegative and has
unit diagonal entries. In the various recently published papers, the authors have applied
particular preconditioners from this class of preconditioners to propose the preconditioned
AOR methods for solving a linear system of equations with a unit Z-matrix coefficient matrix.
The main purpose of this paper is to present a comparison result among the preconditioned
AOR methods where the preconditioners are more general and pertain to the delineated
class of preconditioners. Numerical experiments for corresponding preconditioned GMRES
methods are reported to illustrate the theoretical results.
AMS Subject Classification : 65F10, 65F50.
Keywords: Linear system of equations, Preconditioner, AOR iterative method, Z-matrix,
Comparison result.
1. Introduction
We consider the following linear system of equations
(1.1) Ax = b,
where A = (aij) ∈ R
n×n is nonsingular and b ∈ Rn. By means of the splitting A =M −N in
which M,N ∈ Rn×n and M is nonsingular, a general stationary iterative method for solving
Eq. (1.1) is expressed as follows:
(1.2) x(k+1) =M−1Nx(k) +M−1b, k = 0, 1, 2, . . . ,
where the initial vector x(0) is given and L =M−1N is called the iteration matrix.
It is well-known that the iterative method (1.2) is convergent for each arbitrary choice
of the starting vector x(0) if and only if ρ(L) < 1. Here, the notation ρ(X) represents the
spectral radius of the matrix X. In this paper, we assume that aii 6= 0 for i = 1, 2, . . . , n.
Therefore, without loss of generality, we may presume that all of the diagonal entries of
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the coefficient matrix A are equal to one. In this situation, we split the matrix A into the
subsequent form
(1.3) A = I − L− U,
where I stands for the identity matrix, −L and −U are strictly lower and strictly upper
triangular matrices, respectively. The accelerated overrelaxation (AOR) iterative method for
solving Eq. (1.1) is specified by (for further details see [5, 17])
x(k+1) = Lγ,ωx
(k) + ω(I − γL)−1b,
in which
Lγ,ω = (I − γL)
−1[(1− ω)I + (ω − γ)L+ ωU ],
where ω and γ are real parameters and ω 6= 0. The AOR iterative method incorporates the
Jacobi, Gauss-Seidel and the SOR iterative methods as special cases for certain values of the
parameters ω and γ, see [5].
In order to ameliorate the convergence rate of an iterative method, one may apply it to the
preconditioned linear system PAx = Pb. Here, the matrix P is called a preconditioner. In
the literature, the application of the several kinds of preconditioners have been investigated
widely for the stationary iterative methods. Nevertheless, many of these preconditioners are
the special cases of a general class of the preconditioners which has been recently examined
by Wang and Song [19], (see for example [3, 6, 8, 9, 10, 11, 19, 26]). In [19], the authors have
proposed a general preconditioner P which is nonsingular, nonnegative and has unit diagonal
entries. More precisely, the authors have investigated the properties of the preconditioners
of the form
(1.4) P = (pij) = (−αijaij),
where pii = 1 and 0 ≤ αij ≤ 1 for i, j = 1, . . . , n (i 6= j).
In [14], Noutsos and Tzoumas have studied the performance of a family of the precondi-
tioners which have the following form
P1 =


1 −a1k1
1 −a2k2
1 −a3k3
. . .
. . .
. . .
−ankn 1


,
where ki ∈ {1, 2, . . . , i− 1, i + 1, . . . , n} , i = 1, 2, . . . , n. In order to improve the rate of conver-
gence of the AOR iterative method, Wang et al. [20] have extended the above preconditioners
to a new one. More precisely, the authors have handled the following preconditioner
P ′ =


1 −a12 · · · −a1,n−1 −a1n
−a21 1 · · · −a2,n−1 −a2n
...
...
...
...
...
−an1 −an2 · · · −an,n−1 1

 .
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It has been elaborated that the preconditioned AOR method with the precondiotioner P ′
outperforms the preconditioned AOR method with the precondiotioner P1. Here, we would
like to point out that our mentioned preconditioner incorporates P ′. As a matter of fact, the
preconditioner P reduces to P ′ when αij = 1 for i, j = 1, 2, . . . , n.
In this paper, it is both theoretically and experimentally shown that under some certain
assumptions, among the preconditioners of the form (1.4), the preconditioner obtained by
setting αij = 1 for i, j = 1, 2, . . . , n (i 6= j) surpasses the other preconditioners.
Before ending this section, we first present some notations. Afterwards, some useful defi-
nitions and preliminaries are recollected.
A matrix A = (aij) ∈ R
n×n is said to be nonnegative and denoted by A ≥ 0 if aij ≥ 0 for
i, j = 1, 2, . . . , n. A matrix A is called positive and represented by A≫ 0 if all of its entries
are positive. If A ≥ 0, then the well-known Perron-Frobenius theorem implies that ρ(A) is an
eigenvalue of A, see [1]. In addition, corresponding to ρ(A), the matrix A has a nonnegative
eigenvector called a Perron vector of A.
In the following, we state some definitions and theorems which are utilized throughout of
the paper.
Definition 1.1. A matrix A = (aij) ∈ R
n×n is an Z-matrix if aij ≤ 0 for i 6= j.
Definition 1.2. A Z-matrix A is said to be an M-matrix if A is nonsingular and A−1 ≥ 0.
Definition 1.3. Suppose that the matrix A ∈ Rn×n is given. The representation A =M−N
is called a splitting of A if M is nonsingular. The splitting A =M −N is called
(a) convergent if ρ(M−1N) < 1;
(b) weak regular if M−1 ≥ 0 and M−1N ≥ 0;
(c) an M-splitting of A if M is an M-matrix and N ≥ 0.
Definition 1.4. A real matrix A is called monotone if Ax ≥ 0 implies x ≥ 0.
Lemma 1.1. [11, Lemma 3.2 ] Let A =M −N be an M-splitting of A. Then ρ(M−1N) < 1
if and only if A is an M-matrix.
Lemma 1.2. [25, Lemma 1.6 ] Let A be a Z-matrix. Then, A is an M-matrix if and only if
there is a positive vector x such that Ax≫ 0.
The following lemma can be instantly deduced from the theoretical results proved in [23].
Lemma 1.3. Let A = M1 −N1 = M2 −N2 be two convergent weak regular splittings of A
where A−1 ≥ (>)0 , if M−11 ≥ (>)M
−1
2 then ρ(M
−1
1 N1) ≤ (<)ρ(M
−1
2 N2).
Definition 1.5. A matrix A is said to be reducible if there is a permutation matrix P such
that PAP T is a block upper triangular matrix. Otherwise, it is irreducible.
The following lemma has been originally established by Varga [22]. It provides an easier
way to check whether a matrix is irreducible or not.
Lemma 1.4. A matrix A is irreducible if the directed graph associated to A is strongly
connected.
Note. Throughout this paper the directed graph of matrix A is denoted by G(A).
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The reminder of this paper is organized as follows. In Section 2, we concentrate on a general
class of preconditioners to speed up the convergence rate of the AOR method for solving
Z-matrix linear system of equations. It is theoretically demonstrated that under certain
conditions in the mentioned class of preconditioners one of the preconditioner outperforms
other preconditioners. In Section 3, some numerical results are presented which confirm our
theoretical results. Finally, the paper is finished with a succinct conclusion in Section 4.
2. Main results
Let us consider the linear system of equations (1.1) in which the coefficient matrix A =
(aij) ∈ R
n×n is given such that aii = 1 for i = 1, 2, . . . , n. In this section, we examine the
influence of the preconditioner P˜ = (p˜ij) ∈ R
n×n on Eq. (1.1) with
p˜ij =
{
−αijaij , if i 6= j,
1, otherwise,
where αij ∈ R for i 6= j. Let us split the preconditioner P˜ into P˜ = I+L(α)+U(α), in which
I is the identity matrix and L(α) and U(α) are strictly lower and strictly upper triangular
matrices, respectively. Presume that A˜ = P˜A = (I + L(α) + U(α))A and
L(α)U = G1(α) + E1(α) + F1(α),
U(α)L = G2(α) + E2(α) + F2(α),
where E1(α) and E2(α) are diagonal matrices, F1(α) and F2(α) are strictly lower triangular
matrices and G1(α) and G2(α) are strictly upper triangular matrices.
In this case, the matrix A˜ can be decomposed as A˜ = D˜ − L˜− U˜ . Here, the matrices D˜,
L˜ and U˜ are respectively diagonal, strictly lower and strictly upper triangular matrices and
defined by
D˜ = I − E1(α)− E2(α),
L˜ = L− L(α) + L(α)L+ F1(α) + F2(α),
U˜ = U +G1(α)− U(α) +G2(α) + U(α)U.
If the matrix D˜−γL˜ is nonsingular, the AOR iteration matrix for solving the preconditioned
system P˜Ax = P˜ b can be written as
L˜γ,ω = (D˜ − γL˜)
−1[(1− ω)D˜ + (ω − γ)L˜+ ωU˜ ].
Theorem 2.1. Let A be a Z-matrix and αij ∈ [0, 1] for 1 ≤ i 6= j ≤ n. Then, A is an
M-matrix if and only if A˜ is and M-matrix.
Proof. We may prove the theorem in an analogous manner employed in the proof of Lemma
3.3 in [11]. Let A be an M-matrix and A˜ = P˜A = (a˜ij). Straightforward computations reveal
that
(2.1) a˜ij =


1−
n∑
k=1,k 6=i
αikaikaki, 1 ≤ i = j ≤ n,
aij −
n∑
k=1,k 6=i
αikaikakj, 1 ≤ i 6= j ≤ n.
On the preconditioned AOR iterative method for Z-matrices 5
By the assumption A is an Z-matrix, thus a˜ij ≤ 0 for i, j = 1, 2, . . . , n and i 6= j. Therefore,
we conclude that A˜ is also an Z-matrix. By Lemma 1.2, there exists a positive vector x such
that Ax≫ 0. On the other hand, we have A˜ = (I + L(α) + U(α))Ax≫ 0. Invoking Lemma
1.2, we deduce that that A˜ is also an M-matrix.
Conversely, let A˜ be an M-matrix. Evidently, A˜T is also an M-matrix and Lemma 1.2
implies the existence of a positive vector x for which A˜Tx≫ 0, i.e., AT (I+L(α)T+U(α)T )x≫
0. For simplicity, we set y = (I + L(α)T + U(α)T )x. It is not difficult to see that y ≫ 0.
Thus, Lemma 1.2 indicates that AT is an M-matrix. As a result, A is an M-matrix which
completes the proof. 
Theorem 2.2. Let A = (aij) ∈ R
n×n be a nonsingular Z-matrix, 0 ≤ γ ≤ ω ≤ 1, ω 6= 0 and
αij ∈ [0, 1] for 1 ≤ i 6= j ≤ n. If ρ(Lγ,ω) < 1, then ρ(L˜γ,ω) ≤ ρ(Lγ,ω) < 1.
Proof. Under the assumptions of the theorem, it is easy to see that the splitting A =M−N
with
M =
1
ω
(I − γL) and N =
1
ω
[(1− ω)I + (ω − γ)L+ ωU),
is an M-splitting of A. On the other hand, we have ρ(M−1N) = ρ(Lγ,ω) < 1. Therefore,
by Lemma 1.1, we deduce that A is an M-matrix. Now, the result follows immediately by
Theorems 2.6 and 2.7 in [19]. 
In the sequel, we show that for improving the convergence rate of the AOR iterative
method, the preconditioner Pˆ = I+L+U is the best one between the preconditioners of the
form P˜ = I + L(α) + U(α) with αij ∈ [0, 1]. We would like to point out here that if we set
αij = 1 (1 ≤ i 6= j ≤ n), then the preconditioner P˜ results in the preconditioner Pˆ . Consider
the AOR iteration matrix of the preconditioned system PˆAx = Pˆ b as follows:
Lˆγ,ω = (Dˆ − γLˆ)
−1[(1− ω)Dˆ + (ω − γ)Lˆ+ ωUˆ ],
where Aˆ = PˆA = Dˆ− Lˆ− Uˆ in which Dˆ, Lˆ and Uˆ are the diagonal, strictly lower and strictly
upper triangular matrices, respectively.
In the following, the set of indices (i, j) associated with the nonzero off-diagonal entries of
the matrix A is represented by Nz(A), i.e.,
Nz(A) = {(i, j)| i 6= j and aij 6= 0}.
Theorem 2.3. Suppose that A = (aij) ∈ R
n×n is a nonsingular Z-matrix. Moreover, assume
that 0 ≤ γ ≤ ω ≤ 1, ω 6= 0 and αij ∈ [0, 1] for i, j = 1, 2, . . . , n (i 6= j). If
(2.2)
n∑
k=1,k 6=i
(αik − 1)aikakj ≤ 0, for j < i and (i, j) ∈ Nz(A),
and ρ(Lγ,ω) < 1, then
(2.3) ρ(Lˆγ,ω) ≤ ρ(L˜γ,ω).
Proof. Let us consider the following splittings
A =M −N, A˜ = M˜ − N˜ , Aˆ = Mˆ − Nˆ ,
6 D. K. Salkyeh, M. Hasani, and F. P. A. Beik
where
M =
1
ω
(I − γL),
N =
1
ω
[(1− ω)I + (ω − γ)L+ ωU ],
M˜ =
1
ω
(D˜ − γL˜),
N˜ =
1
ω
[(1− ω)D˜ + (ω − γ)L˜+ ωU˜ ],
Mˆ =
1
ω
(Dˆ − γLˆ),
Nˆ =
1
ω
[(1− ω)Dˆ + (ω − γ)Lˆ+ ωUˆ ].
With an analogous strategy used in the proof of Theorem 2.2, we may show that the matrix
A is an M-matrix. Consequently, Theorem 2.1 shows that A˜ is also an M-matrix. Hence, the
diagonal matrix D˜ has positive diagonal entries. Thus, the matrices M˜ and Mˆ are nonsingular
and the splittings Aˆ = Mˆ − Nˆ and A˜ = M˜ − N˜ are M-splitting.
Considering the structures of A˜ and Aˆ, we derive
D˜ − Dˆ = E1(1) − E1(α) + E2(1)− E2(α) ≥ 0,
which is equivalent to say that D˜ ≥ Dˆ.
For (i, j) /∈ Nz(A), we immediately conclude that
(L˜− Lˆ)ij =
n∑
k=1,k 6=i,j
(αik − 1)aikakj ≤ 0.
On the other hand, if (i, j) ∈ Nz(A), Eq. (2.2) implies that
(L˜− Lˆ)ij =
n∑
k=1,k 6=i
(αik − 1)aikakj ≤ 0.
Thence, (L˜− Lˆ)ij ≤ 0 for i = 2, 3, . . . , n and j = 1, 2, . . . , i− 1 which means that L˜ ≤ Lˆ.
As ρ(γD˜−1L˜) < 1, we may deduce that
(D˜ − γL˜)−1 = (I − γD˜−1L˜)−1D˜−1 = I +
∞∑
j=1
(γD˜−1L˜)jD˜−1 ≥ 0.
In a similar way, we can see that (Dˆ − γLˆ)−1 ≥ 0.
Straightforward computations show that Dˆ − γLˆ ≤ D˜ − γL˜ which implies
(D˜ − γL˜)−1 ≤ (Dˆ − γLˆ)−1,
or equivalently,
(2.4) 0 ≤ M˜−1 ≤ Mˆ−1.
For the matrix A, we consider the following two splittings A =M1 −N1 =M2 −N2 where
M1 = Pˆ
−1Mˆ, N1 = Pˆ
−1Nˆ , M2 = P˜
−1M˜ and N2 = P˜
−1N˜ .
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By using Eq. (2.4), it can be verified that
(2.5) M−11 = (Pˆ
−1Mˆ)−1 = Mˆ−1Pˆ ≥ Mˆ−1P˜ ≥ M˜−1P˜ = (P˜−1M˜ )−1 =M−12 .
It is not difficult to see that
ρ(M−11 N1) = ρ(Mˆ
−1Nˆ) < 1 and ρ(M−12 N2) = ρ(M˜
−1N˜) < 1.
From Lemma 1.3, we deduce that
ρ(M−11 N1) ≤ ρ(M
−1
2 N2).
Or equivalently,
ρ(Mˆ−1Nˆ) ≤ ρ(M˜−1N˜),
which completes the proof. 
We would like to comment here that if A is an irreducible matrix, then A−1 > 0 [22, 24]
which implies strict inequality in (2.3) when M˜−1 < Mˆ−1, see Lemma 1.3.
Theorem 2.4. Let Lγ,ω and L˜γ,ω denote the iteration matrices of the AOR and precondi-
tioned AOR methods. Suppose that A is an irreducible Z-matrix, 0 ≤ γ < 1, ω 6= 0 and
αij ∈ [0, 1] for i, j = 1, 2, . . . , n (i 6= j). Moreover, assume that for each (i, j) ∈ Nz(A) there
exists τ 6= i, j such that
aij < αijaij + αiτaiτaτj.
Then Lγ,ω and L˜γ,ω are nonnegative and irreducible matrices.
Proof. Let A = I − L− U be an irreducible matrix, hence G(L + U) is strongly connected.
We first show that A˜ = (a˜ij) is irreducible. To this end, using Lemma 1.4, we need to
prove that G(A˜) is strongly connected. Or equivalently, it is sufficient to demonstrate that
Nz(A) ⊆ Nz(A˜). For (i, j) ∈ Nz(A), by the assumption, we get
a˜ij = aij −
n∑
k=1,k 6=i
αikaikakj ≤ aij − αijaij − αiτaiτaτj < 0,
which is equivalent to say that (i, j) ∈ Nz(A˜). Thus, the matrix A˜ is irreducible which implies
that G(D˜−1(L˜+ U˜)) is strongly connected where A˜ = D˜ − L˜− U˜ .
It can be seen that if A is a Z-matrix, then A˜ is a Z-matrix. Therefore, L˜, U˜ ≥ 0 and we
have:
L˜γ,ω = (D˜ − γL˜)
−1[(1− ω)D˜ + (w − γ)L˜+ ωU˜ ]
= (I − γD˜−1L˜)−1[(1− ω)I + (ω − γ)D˜−1L˜+ ωD˜−1U˜ ]
= [ I + (γD˜−1L˜) + (γD˜−1L˜)2 + · · · ][(1 − ω)I + (ω − γ)D˜−1L˜+ ωD˜−1U˜ ]
≥ [(1− ω)I + (ω − γ)D˜−1L˜+ ωD˜−1U˜ ] + (1− ω)(γD˜−1L˜)
= [(1− ω)I + ω(1− γ)D˜−1L˜+ ωD˜−1U˜ ].
Hence, L˜γ,ω is a nonnegative and irreducible matrix. In a similar manner, we may prove that
Lγ,ω ≥ [(1 − ω)I + ω(1− γ)L+ ωU ].
Using the facts that L,U ≥ 0 and G(L+U) is strongly connected, the above relation signifies
that Lγ,ω is a nonnegative and irreducible matrix. 
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3. Numerical experiments
All the numerical experiments presented in this section were computed in double precision
with some MATLAB codes on a Pentium 4 PC, with a 3.06 GHz CPU and 1.00GB of RAM.
Example 1. Consider the two dimensional convection-diffusion equation (see [25])
(3.1) − (uxx + uyy) + ux + 2uy = f(x, y), in Ω = (0, 1) × (0, 1),
with the homogeneous Dirichlet boundary conditions. Discretization of this equation on
a uniform grid with N × N interior nodes (n = N2), by using the second order centered
differences for the second and first order differentials, gives a linear system of equations of
order n with n unknowns. The coefficient matrix of the obtained linear system is of the form
A = I ⊗ P +Q⊗ I,
where ⊗ denotes the Kronecker product,
P = tridiag(−
2 + h
8
, 1,−
2 − h
8
) and Q = tridiag(−
1 + h
4
, 0,−
1− h
4
),
are N ×N tridiagonal matrices, in which the step size is h = 1/N . We examine the following
five preconditioners,
P0 = I,
P1 = I + 0.5L,
P2 = I + 0.5L+ 0.5U,
P3 = I + L(α) + U(α),
P4 = I + tridiag(0, 0,−ai,i+1), (see [4])
P5 = I + L+ U,
where for the preconditioner P3, αij ’s are random numbers uniformly distributed in the
interval (0, 1). We would like to point out here that P0 = I means that no preconditioner is
used.
In Figure 1, we depict the eigenvalue distribution of PiA (i = 0, . . . , 5) for n = 30
2 = 900.
This figure shows that the spectrum of the preconditioned matrix P5A is more clustered than
those of the matrices PiA for i = 0, 1, 2, 3, 4.
In Table 1, the spectral radius of the AOR iterative method applied to the preconditioned
systems PiAx = Pib (i = 0, . . . , 5) for different values of γ, ω and n are given. As observed,
the preconditioner P5 is the best one among the chosen preconditioners.
For more investigation, we apply the GMRES(m) method [16] with m = 10 to solve
PiAx = Pib for i = 0, . . . , 5. In all of the experiments, the vector b = A(1, 1, . . . , 1)
T was
taken to be the right-hand side of the linear system and a null vector as an initial guess. The
stopping criterion used was always
‖b−Axk‖2
‖b‖2
< 10−10.
In Table 2, we report the number of iterations and the CPU time (in parenthesis) for the
convergence. As seen, the preconditioner P5 is the best one.
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Figure 1. Spectra of PiA for Example 1 (i = 0, . . . , 5). Here, P0 = I and
P5 = I + L+ U .
Table 1. Comparison of spectral radii for Example 1.
n (= N2) (γ, ω) P0 P1 P2 P3 P4 P5
25 (0.7, 0.8) 0.8317 0.7964 0.7404 0.7486 0.7657 0.6323
25 (0.8, 1) 0.7739 0.7305 0.6540 0.6444 0.6798 0.5138
100 (0.7, 0.8) 0.9474 0.9350 0.9125 0.9116 0.9230 0.8677
100 (0.8, 1) 0.9289 0.9135 0.8821 0.8815 0.8933 0.8221
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Table 2. Number of iterations and the CPU time for the convergence of the
GMRES(10) for Example 1.
n (= N2) P0 P1 P2 P3 P4 P5
2500 80(0.34) 57 (0.31) 33(0.22) 44(0.74) 79 (0.41) 29(0.17)
10000 326(5.33) 130(2.83) 132(3.30) 110(2.75) 191(3.88) 78 (1.97)
22500 702(29.08) 365(19.73) 244(15.56) 350(23.02) 534(31.36) 185(12.08)
Table 3. Comparison of spectral radii for Example 2.
n (= N2) (γ, ω) P0 P1 P2 P3 P4 P5
25 (0.7, 0.8) 0.8657 0.8358 0.7871 0.8049 0.8098 0.6907
25 (0.8, 1) 0.8193 0.7823 0.7154 0.7033 0.7390 0.5891
100 (0.7, 0.8) 0.9581 0.9481 0.9298 0.9306 0.9384 0.8929
100 (0.8, 1) 0.9434 0.9309 0.9053 0.9045 0.9145 0.8558
Table 4. Number of iterations and the CPU time for the convergence of the
GMRES(10) for Example 2.
n (= N2) P0 P1 P2 P3 P4 P5
2500 57(0.27) 46 (0.27) 28(0.19) 36 (0.22) 54 (0.38) 23(0.13)
3600 85(0.52) 57 (0.45) 34(0.31) 49 (0.44) 66 (0.65) 29(0.25)
4900 92(0.72) 79(0.89) 49(0.61) 54 (0.72) 101 (1.27) 37(0.47)
6400 111(1.23) 84(1.23) 52(0.84) 94 (1.55) 103 (1.84) 45(0.73)
Example 2. We consider the previous example with
−(uxx + uyy) + 2e
x+y(xux + yuy) = f(x, y), in Ω = (0, 1) × (0, 1).
All of the assumptions are the same as the previous example.
In Figure 2, we represent the eigenvalue distribution of PiA (i = 0, . . . , 5) for n = 30
2 =
900. This figure illustrates that the spectrum of the preconditioned matrix P5A is more
clustered than those of the matrices PiA for i = 0, . . . , 4.
In Table 3, the spectral radii of the AOR iterative method and in Table 4 numerical results
of the GMRES(10) method applied to the preconditioned systems PiAx = Pib, i = 0, . . . , 5 are
given. As observed, the preconditioner P5 is the best one among the chosen preconditioners.
4. Conclusion and future work
We have indicated that for improving the convergence rate of the AOR iterative method,
the preconditioner Pˆ = I + L + U outperforms other preconditioners of the form P˜ =
I + L(α) + U(α) with αij ∈ [0, 1]. Numerical experiments for the AOR and GMRES(m)
methods, to different preconditioned systems, have been reported to certify the established
theoretical results.
A class of multi-level preconditioners and their associated preconditioned block AOR itera-
tive method have been studied in [2]. It can be easily verified that each of the preconditioners,
exploited in a specific level of preconditioning, pertains to a family of preconditioners which
can be considered as a block form of our mentioned preconditioner. Future work may focus
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Figure 2. Spectra of PiA for Example 2 (i = 0, . . . , 5). Here, P0 = I and
P5 = I + L+ U .
on comparing the multi-level preconditioned block AOR method with αij = 1 with the case
that αij 6= 1.
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