This scholarly article presents the development and implementation of a potential global optimizing algorithm, named Particle Swarm Optimization (PSO). In recent years, substantial efforts related to the applications of PSO to various areas in engineering problems have been carried out. Therefore, this article briefly gives the details of PSO development associated with the different research areas. Furthermore, it is aimed at encouraging the understanding about PSO searching characteristics; thus, the Schaffer's f6 benchmark function is also adopted for validation. Finally, the future trend of improving the PSO performance is suggested.
Introduction
Particle Swarm Optimization (PSO) is one of the modern algorithms used to solve global optimization problems [1] , and it is based on similar principles as the previous methods i.e. Genetic Algorithm (GA), Evolutionary Programming (EP), etc. Thus, to solve an optimization problem, PSO applies a simpli ed social model, which for instance Zoologists might use to explain the movement of individuals within a group [2] . To begin with, PSO initializes a population of random solutions each of which is de ned as a "particle". Initially, every particle  ies into a problem hyperspace at a random velocity. Thereafter, each particle adjusts its travelling speed dynamically corresponding to the  ying experiences of itself and its colleagues [3, 4] . The PSO computation will keep updating the position of the particles until it finds a global optimal solution. Compared to other methods, application Pichet Sriyanyong* of the PSO is simple to implement, it can quickly find a number of high quality solutions, and has stable convergence characteristics [4, 5] . In addition, PSO is robust in solving continuous non-linear optimization problems, and contrary to other evolutionary algorithms it has a  exible and wellbalanced mechanism for improving and adjusting the global and local search capabilities [6] . According to various key advantages over other optimization methods, that will result in increasing growth in various research articles as published in the Institute of Electrical and Electronics Engineers (IEEE) and the Institution of Electrical Engineers (IEE) databases [7] .
However, there are some shortcomings of PSO algorithm, where it seems sensitive to the tuning of some of its weights or parameters. In addition, PSO can sometimes suffer from the lack of the diversity amongst the particles, which can lead to a stagnation stage [8] . Therefore, although PSO has been a subject of an extensive research, there are a number of issues that need to be addressed in order to exploit the full potential of PSO in solving complex engineering problems [5] .
Main Categories of PSO Resarch areas
Recently, a number of studies have been conducted to develop suitable PSO algorithms that can be used to solve complex problems in various applications. These studies looked at different aspects of PSO improvements, and according to Eberhart and Shi [9] , they can be classi ed into the following  ve main categories :
Algorithm Development
The original PSO algorithm was principally developed in order to solve non-linear continuous optimization problems [4, 7] ; however, a discrete binary version of PSO [10] was introduced subsequently to solve non-linear discrete optimization problems. Moreover, PSO algorithms can be divided into the global version (Gbest model) and the local version (Lbest model) types, with the ability of the Lbest model to prevent a solution being trapped in local minima as illustrated in Figure 2 . The Gbest model, on the other hand, has more chance to get trapped into a local optimum. However, the global version is superior to the local version in terms of the speed of convergence to the optimum solution and the computation time [4, 9, 11] . The global version will there fore be taken into account in this paper. [7] .
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Con guration of Topology
The aspect of a neighbourhood topology [12] [13] [14] [15] examines the effect of different con gurations or structures on PSO algorithm, i.e. circle topology, wheel topology, etc.
Parameters
As mentioned before, PSO is sensitive to the tuning of its parameters; therefore, proper setting of the parameters can significantly improve the searching capabilities of PSO methods [16] . Shi and Eberhart [17, 18] primarily introduced the incorporation of inertia weight factor (w) into the original PSO in order to balance the global and local explorations. Further, Clerc [19, 20] proposed an application of a constriction factor (k) to guarantee the convergence of the PSO.
Hybrid PSO
Often, PSO methodologies utilize the operators in the same manners as they are used in evolutionary computation techniques (i.e. selection, crossover and mutation) so as to avoid the stagnation problem that is a result of plunging into the suboptimal areas [9] . From the literature review, it can be seen that PSO with mutation operators can effectively optimise a wide range of engineering problems [21] [22] [23] .
Applications
Due to easy implementation with less computation time [7] , PSO has been extensively applied to a wide variety of the problems, i.e. engineering optimization problem with constraints [24] , multi-objective optimization problems [25] , sequencing problem [26] , travelling salesman problem [27] , navigation of mobile robot problem [28] , control problem [29] , scheduling problem [30] , transportation problem [31] , bin packing problem [32] , etc.
Particle swarm optimization Algolithm
The PSO algorithms use a swarm of particles to represent the prospective solutions to an optimization problem under consideration. Each particle is treated as a zero-volume point in the n-dimensional search space and can be represented by a real-valued vector whose components are n-dimensional variables in the problem, respectively. The swarm of particles is  ying with a velocity (the rate of its position change) to discover the global optimal position. Suppose there are m particles in the swarm and denote the swarm as P = {x i | i = 1, …, m}. . At the k-th stop, the i-th particle's position can be represented as:
and its velocity used for  ying from the k-th to the (k+1)-th stop are denoted as:
There are various velocity-updating mechanisms used to update the velocity of the i-th particle as follows [33] :
3.1 Original PSO Algorithm (OPSO) OPSO updates the velocity for the i-th particle after the k-th stop by:
where c 1 and c 2 are generally set to 2, rand1 and rand2 are two uniformly distributed random values in the range [0, 1] . pbest i k is the best position of the i-th particle up to the k-th stop; gbest k is the best position of the swarm up to the k-th stop under the assumption that each particle has all the other particles as its neighbor.
Basic PSO (BPSO)
BPSO is OPSO with an inertia weight factor [17] and sometimes referred to as the standard PSO. It updates the velocity for the i-th particle after the k-th stop by:
where w is the inertia weight factor. In practice, w usually varies with the stops in the  ying course to adjust the balance between global and local search. It is a common practice to set w to vary linearly between 0.9 and 0.4 during each run [34] .
Constriction factor PSO (CPSO)
CPSO is OPSO with a constriction factor recommended by Clerc [19, 35, 36] to ensure convergence of the PSO algorithm. It updates the velocity for the i-th particle after the k-th stop by:
Figure 2:
Example of PSO models [12] . where K is the constriction factor, which can be determined by where is generally set to 4.1, both c 1 + c 2 are set to 2.05 and K is 0.729 as presented in [36] .
Original PSO with both inertia weight and constriction factor (CBPSO)
CBPSO is an algorithm that uses both inertia weight and constriction factor in updating velocities [22] . It updates the velocity for the i-th particle after the k-th stop by:
Consequently, the new positions at the (k+1)-th stop will be updated by the following equation:
Based on the updated position (Eq.(3)- (7)) and velocity (Eq. (8)), the k-th particle will  y to the (k+1)-th position as illustrated in Figure 4 .
Example of PSO implementation
Generally, it is possible to update the particle's velocity using mechanisms as mentioned in previous section. Since space limitation, the basic PSO (BPSO) or the standard PSO is selected for an example of implementation. The procedures of the implementation in this section can be expressed in details as follows:
Step 1. Initialization • Determine the number of particles, m;
• Randomly generate m feasible particles to be the candidate solutions to the optimization problem;
• Set the termination criteria; • Initialize pbest i , i = 1,2,…,m, to be the initial position of the i-th particle;
• Initialize gbest to be the best position of all particles in the swarm;
• Initialize the velocities of each particle randomly within the limit [-V max , V max ], Generally, V max is suggested to be 4 [37] ;
• Set the values of parameters c 1 and c 2 ;
• Set the starting and ending values for the weight factor, w.
Step 2. Update the velocity for each particle by Eq. (4) and make sure all its components within the limit its components within the limit [-V max , V max ].
Step 3. Update the position for each particle using Eq. 8.
Step 4. Update the pbest i i = 1,2,…,m and gbest, respectively.
Step 5. Check the termination criteria. If the criteria are met, go to Step 6, otherwise, go to Step 2.
Step 6. Output gbest as the solution to the problem.
Example of validation using the benchmark fuction
For better understanding about the searching behavior of the BPSO, a mathematical benchmark function, Schaffer's f6 function [38] ,is considered with the aim at searching for its global minimum. The expression and conditions of the benchmark function are tabulated in Table 1 . Concerning the benchmark function, there are 2 dimensions with a number of local minima that is also plotted in three dimensions as shown in Figure 5 . It is shown from the Figure 5 
The example of experimental results are plotted in Figure  6 -9 with two aspects: (1) the position of the particles and Gbest, (2) the convergence curve of the Gbest. The circle and star markers represent the particle's position and the Gbest's position, respectively. Figure 6 shows the 1st iteration of searching, where the position of the particles randomly generated 20 feasible particles. The best position among the particles (Gbest) is (-21.4125, -6.2482), where the  tness value of the Gbest position is 0.48867. Subsequently, the velocity and position of particles will be updated, whilst the new Gbest will be updated if it is less than the previous Gbest as illustrated in Figure 7 . It can be seen from the Figure 8 that the group of particles will attempt to move toward Gbest's position. In this case, Gbest acts as the leader of the group. The searching process will be terminated if the prede ned maximum number of generations is reached or without changing of the Gbest value for a number of predefined iterations as shown in Figure 9 . Finally, the position among the particles (Gbest) is (-0.002, 0.037), where its  tness value is 0.001, that is close to the global minimum. However, the  nal solution is possible to be dissimilar for each run because PSO employs the principle of a random initialized population. วารสารเทคโนโลยี สารสนเทศ ปี ที ่ 5 ฉบั บที ่ 10 กรกฎาคม -ธั นวาคม 2552
Conclusion, Discussion, and Suggestion
In this scholarly article, the development and implementation of the Particle Swarm Optimization (PSO) are introduced. The attractive features of PSO include: ease of implementation, fast convergence compared with the traditional evolutionary computation techniques; consequently, it is very suitable for solving a wide variety of the engineering problems. From the example of PSO validation, it can be seen that the PSO mayget trapped into a local optimum. This is reasonable because PSO have to balance its mechanism for improving and adjusting the global and local search i.e. the setting of its weight w linearly decreases from a big value to a small value at the final iteration. In other words, the PSO algorithm seems sensitive to the tuning of its weights or parameters for a particular problem, which may result in convergence to global solution. For that reason, it is the most importance to develop the new concept for overcoming this problem. The constriction factor PSO is also a promising method so as to guarantee the PSO convergence. In addition, the research can be further developed and extended in the concept of incorporate a particular operator (i.e. mutation operator) into the traditional PSO algorithms in such a way that the resulting algorithms are PSO-dominated and retain the attractive features of PSO while the particular operator acts as a fractional complement.
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