Abstract -A new approach to the long-range predictive control, named Identified Predictive Control (IPC), is proposed. The process predictor model, used to determine the control sequence, is derived from a state space formulation of the ARIMAX model and is directly identified using current input-output sequences. Since IPC uses a properly defined observer model of the minimumvariance j-step-ahead predictor, its implicit identification has dead beat properties that makes IPC particularly suitable for control of flexible structures. A numerical example is used to demonstrate the algorithm.
I. INTRODUCTION
Self-tuning control algorithms are potential successors to manually tuned PID controllers traditionally used in process control applications. A very attractive design method for self-tuning controllers, which has been developed over recent years, is the long-range predictive control (LRPC). Among .many successful applications of LRPC are those reported by Richalet et al. [27, 281, Martin-Sanchez and Shah [221, Dion et al. [12] , Soeterboek et al. [33] , Favier [13] , and Lelic and Zarrop [20] . The success of LRPC is due to its effectiveness with plants of unknown order and dead-time which may be simultaneously non-minimum phase and unstable or may have multiple lightly damped poles (as in the case of flexible structures or flexible robot arms).
In the literature, there exist many variations of the LRPC algorithms. The original formulations of the strategies on which the algorithms in this class are based have been developed by Richalet et al. [28] , Cutler and Ramaker [SI, De Keyser and Cauwenberghe [9] , Peterka [24] and Ydstie [37] . LRPC has attracted many researchers due to better self-tuning performance than many other self-tuning algorithms such as Generalized Minimum Variance and Pole Placement (Clarke et al. [4, 5, 61, Greco et al. [14] , Mosca et al. [23] , Robinson Demircioglu and Gawthorp [ll] , Dion et al. [12] , Soeterboek et al. [32] LRPC is a receding horizon strategy. Assuming a long-range (or multi-step) cost function the optimal control law is found. A common approach is to assume that the input-output process model is known or separately identified and then used to find the predictor model parameters. Once these are known, the optimal control law determines a control signal at the current time t which is applied at the process iinput and the whole procedure is repeated at the next time instant.
In this paper, the process predictor model is derived from state space formulation of the ARIMAX model and is directly identified over the receding horizon, i.e., using current input-output sequences. where the process input u(t) E R' , the process output y(t) E R", and A(q-') and B(q-') are polynomial matrices in unit delay operator q-'given as 
A(q-')y(t) = 4 q -' ) w + C(q-')C(t) (2.4)
A m = C(q-')t(t) (2.5)
A(q-')y(t) = B(q-')u(t) + C(q-'){(t) / A
Assuming that the polynomial C is absorbed in B and A, one can write
where Looking at Au(t) as the input, the state space realization (d,B,Q, i.e., (2.9a) (2.9b) 
STANDARD APPROACH TO PREDICTIVE CONTROL
In its standard formulation, the predictive control algorithm is based on a minimum variance j-step-ahead predictor j ( t + j ) of the process output y(t) given by (2.7) and (2.8). Using appropriate algebraic manipulations and taking the conditional expectation of y(t + j ) given all data up to time t and the future control increments Au, the estimator of the predicted process output at time t + j can be expressed as
((zr-A)-'B= A-'(z-')B(z-')(l-Z-')-' (2.10) +Gj(q-')Au(t-l)+ Fj(q-')y(t)& G j ( q -' ) A u ( t + j -l ) +Cj(q-')Au(t -1) + Fj(q-')y(t) (3.1)
where Gj(q-'), G,(q-') and F,(q-') are polynomial matrices. -Note that the coefficients of the polynomial matrix G,(q-') are Markov parameter matrices represented by the following equation:
In the standard predictive control approach, it is assumed that A(q-') and B(q-') are both known-. Under this assumption, the polynomial matrices Gj, GI and Fj are obtained as solutions to the Diophantine equations [2, 51.
Let us assume that N is the prediction horizon and
. .
Go Gl -GN ... Since Au(t) is the first element of ii, the control signal ~( t ) applied at the plant input is (3.16) where is the first row of @R_G + AZ)-'GTR.
IV. MAIN CONTRIBUTION: IDENTIFIED PREDICTIVE CONTROL (IPC)
In this paper, the j-step-ahead predictor j ( t + j ) of the process output is identified directly, without prior identification of any other model of the process normally required in the standard approach to predictive control. Section I11 (equation (3.1) ), pain@ out that the j-step-ahead predictor consists of two parts: G,(q-')Au(t + j -1) due to the future or predicted control signals and f i ( t ) (defined by equation (3.3) ) determined by the past input-output sequence. In our approach, parameters used in the determination of both parts are obtained directly using input-output data. In other words, process identification is implicit in IPC and the recursive solutions of Diophantine equations are bypassed.
V. IDENTIFIED PREDICTIVE CONTROL (IPC) ALGORITHM
The algorithm derivation is based on the state space ARIMAX model (2,9) and the works of Juang et al. [17. 181, Horta generated by the output sequence (in our j-step ahead predictor), is a sum of only p terms. This is a consequence of imposing the nilpotent condition during identification of the system parameters. The term corresponding to the output y(t) in equation (3.1) can be written as follows: 
VI. ILLUSTRATIVE EXAMPLE
The numerical example is a simulated model of a 2-story building first given in Thompson [34] . A sketch of the model is shown in Fig. 1 . Inputs are applied to each floor and their corresponding responses computed. The building response is simulated using the following equation proportional to the stiffness matrix with a proportionality constant of 0.01. To simulate the system response, equation (6.1) is discretized using a sampling rate of 20 Hz. For control purposes, the controlled outputs are the position xI and rate x2.
Although the system equations are known, the example problem identifies the system parameters using input/output data and equation (5.6). Time response data are generated by propagating the discrete form of equation (6.1) in time and using random inputs. For identification the parameter p is selected to be 3. 
VII. CONCLUSIONS
In this paper a novel approach to predictive controls is introduced, referred to as Identified Predictive Control (IPC), where all predictor model parameters are directly identified from test data. This unified approach bypasses solutions to the Diophantine equations required in standard predictive control approaches. Most published work assumes that the system parameters can be identified correctly. Since the predictor model relies on the system parameters, errors in the system parameters will propagate to all predictor models. In this unified approach, all the estimated models will exhibit comparable errors. The identification formulation uses observer concepts that have been successfully applied to the identification of flexible structures. Another advantage of IPC is that the maximum delay index is easily determined from the identified system parameters. A simple numerical example is shown to demonstrate the algorithm and experimental validation is being pursued.
