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Abstract. Boolean networks is a well-established formalism for modelling bio-
logical systems. A vital challenge for analysing a Boolean network is to iden-
tify all the attractors. This becomes more challenging for large asynchronous
Boolean networks, due to the asynchronous updating scheme. Existing meth-
ods are prohibited due to the well-known state-space explosion problem in large
Boolean networks. In this paper, we tackle this challenge by proposing a SCC-
based decomposition method. We prove the correctness of our proposed method
and demonstrate its efficiency with two real-life biological networks.
1 Introduction
Boolean networks (BNs) is a well-established framework used for modelling biological
systems such as gene regulatory networks (GRNs). It has the advantage of being simple
yet able to capture the important dynamic properties of the modelled system, e.g., the
system’s attractors. An attractor of a biological system is a set of the system’s states
satisfying that any two states in this set can be reached from each other and the system
remains in this set until some external stimulus pushes the system out of it. Attractors
are hypothesised to characterise cellular phenotypes [1] or to correspond to functional
cellular states such as proliferation, apoptosis, or differentiation [2]. For example, in
the study of Sanchez-Corrales et al. [3], attractors of an Arabidopsis thaliana system
correspond to stable gene expression levels during the different stages of flower devel-
opment. Identification of attractors is therefore of great importance for the analysis of
biological systems modelled as BNs.
Attractor detection of a BN is non-trivial since attractors are determined based on
the BN’s states, the number of which is exponential in the number of nodes. A lot of
efforts have been put in the development of attractor detection algorithms and tools.
In the early 2000s, an enumeration and simulation method has been proposed. The
idea is to enumerate all the possible states and to run simulation from each of them
until an attractor is found [4]. This method is largely restricted by the network size
since the time grows exponentially with the number of nodes. In 2006, Irons proposed
a method to detect BNs with a special topology [5], making it possible to deal with BNs
with maximum 50 nodes. Later on, the performance has been greatly improved with
two techniques, i.e., binary decision diagrams (BDDs) and satisfiability (SAT) solvers.
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2 Mizera et al.
BDD-based methods [6,7] encode Boolean functions of BNs with BDDs, use BDD op-
erations to capture the dynamics of the network, and use BDD structure to represent
the network’s corresponding transition system. Using the BDD operations, the forward
and backward reachable states can be often efficiently computed. Detecting attractors
is then reduced to finding fix point set of states in the corresponding transition sys-
tem. The other technique transforms attractor detection in BNs into a SAT problem [8].
An unfolding of the transition relation of the BN for a bounded number of steps is
represented as a propositional formula. The formula is then solved by a SAT solver to
identify a valid path in the state transition system of the BN. The process is repeated
iteratively for larger bounded numbers of steps until all attractors are identified. Re-
cently, a few decomposition methods [9,10,11] were proposed to deal with large BNs.
The main idea is to decompose a large BN into small components based on its structure,
detect attractors in the small components, and then recover the attractors of the original
BN.
The above mentioned methods are mainly designed for BNs with the synchronous
updating scheme, i.e., BNs where the values of all the nodes are updated simultaneously.
In biology, however, the update speed of each node is not necessarily the same. Updat-
ing nodes values asynchronously is considered more realistic. In synchronous BNs,
an attractor is either a single state selfloop or a cycle since there is exactly one outgoing
transition for each state. Under the asynchronous updating scheme, each state may have
multiple outgoing transitions. Therefore, an attractor in general is a bottom strongly
connected component (BSCC) in the corresponding state transition system. The po-
tentially complex attractor structure renders SAT-based methods ineffective as the re-
spective SAT formulas become prohibitively large. Besides, the decomposition meth-
ods [9,10,11] are also prohibited by the asynchronous updating requirement. Moreover,
BDD-based methods face the state-space explosion problem even in the synchronous
updating scheme. In the asynchronous updating scheme, the problem gets even worse
as the number of edges in the state transition system increases multiple times.
In this paper, we tackle the challenge of attractor detection for asynchronous BNs,
especially for large ones, and we propose a strongly connected component (SCC) based
decomposition method: decompose a BN into sub-networks called blocks according to
the SCCs in the BN and recover attractors of the original BN based on attractors of
the blocks. Since the decomposition is performed on the BN structure, not in the state
space, the decomposition time cost is linear in the number of nodes and the state space
of each block is exponentially smaller in comparison to that of the original BN. Our
method shares similar ideas on the way of decomposition as those used for synchronous
BNs. However, due to the asynchronous updating scheme, the bottom-up decomposition
methods [9,10] for synchronous BNs are no longer valid, as they may produce spurious
attractors. The asynchrony poses two main challenges for the decomposition methods:
one is to take care of the dependency relations between different blocks; the other is
to strictly comply with the asynchronous updating scheme when recovering attractors
from different blocks. To overcome these difficulties, we order the blocks according to
their dependency relations and detect attractors of each block with consideration of the
block that it depends on. In this way, our method is top-down, starting with elementary
blocks which do not depend on others. We prove that our proposed method can correctly
detect all the attractors of a BN (Section 3), and we implement it using efficient BDD
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techniques (Section 4). Evaluation results show that our method can effectively detect
attractors of two real-life biological networks (Section 5).
2 Preliminaries
2.1 Boolean networks
A BN describes elements of a biological system with binary-valued nodes and interac-
tions between elements with Boolean functions. It was first introduced by Kauffman in
1969 as a class of simple models for analysing the dynamical properties of GRNs [12],
in which each gene was assumed to be in only two possible states: ON/OFF.
Definition 1 (Boolean network). A Boolean networkG(V,f) consists of a set of nodes
V = {v1, v2, . . . , vn}, also referred to as genes, and a vector of Boolean functions
f = (f1, f2, . . . , fn), where fi is a predictor function associated with node vi (i =
1, 2, . . . , n). A state of the network is given by a vector x = (x1, x2, . . . , xn) ∈ {0, 1}n,
where xi ∈ {0, 1} is a value assigned to node vi.
Each node vi ∈ V has an associated subset of nodes {vi1 , vi2 , . . . , vik(i)}, referred
to as the set of parent nodes of vi, where k(i) is the number of parent nodes and 1 ≤
i1 < i2 < · · · < ik(i) ≤ n. Starting from an initial state, the BN evolves in time by
transiting from one state to another. The state of the network at a discrete time point t
(t = 0, 1, 2, . . .) is given by a vector x(t) = (x1(t), x2(t), . . . , xn(t)), where xi(t) is
a binary-valued variable that determines the value of node vi at time point t. The value
of node vi at time point t+ 1 is given by the predictor function fi applied to the values
of the parent nodes of vi at time t, i.e., xi(t+1) = fi(xi1(t), xi2(t), . . . , xik(i)(t)). For
simplicity, with slight abuse of notation, we use fi(xi1 , xi2 , . . . , xik(i)) to denote the
value of node vi at the next time step. For any j ∈ [1, k(i)], node vij is called a parent
node of vi and vi is called a child node of vij .
In general, the Boolean predictor functions can be formed by combinations of any
logical operators, e.g., logical AND ∧, OR ∨, and NEGATION ¬, applied to variables
associated with the respective parent nodes. The BNs are divided into two types based
on the time evolution of their states, i.e., synchronous and asynchronous. In synchronous
BNs, values of all the variables are updated simultaneously; while in asynchronous
BNs, one variable is updated at a time. The synchronous updating scheme is used mostly
due to its simplicity; however, for the modelling of GRNs, the asynchronous scheme is
more suitable as the expression of a gene is usually not an instantaneous process.
In this paper, we focus on asynchronous BNs. The transition relation of an asyn-
chronous BN is given by T (x(t),x(t+ 1)) =
(
xi(t+ 1)↔ fi(xi1(t), xi2(t), · · · , xiki (t))
) n∧
j=1,j 6=i
(xj(t + 1) ↔ xj(t)). (1)
It states that node vi is updated by its Boolean function and other nodes are kept un-
changed. Each node has a chance to be updated by its Boolean function, therefore there
are n outgoing transitions in maximum from any state.
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Many key characters of a BN, e.g., attractors, are often examined in the level of its
state transition system (STS). 4 Formally, the state transition system and attractors of a
BN are defined as follows.
Definition 2 (State transition system). A state transition system T is a 3-tuple 〈S, S0,
T 〉 where S is a finite set of states, S0 ⊆ S is the initial set of states and T ⊆ S × S is
the transition relation. When S = S0, we write 〈S, T 〉.
An asynchronous BN can be easily modelled as a state transition system: the set
S is just the state space of the BN so there are 2n states for a BN with n nodes; the
initial states set S0 is the same as S since usually all states are accessible in a biological
system modelled as a BN; finally, the transition relation T is given by Equation 1.
Definition 3 (Attractor of a BN). An attractor of a BN is a set of states satisfying that
any state in this set can be reached from any other state in this set and no state in this
set can reach any other state that is not in this set.
The attractors of a BN characterise its long-run behaviour [13] and are of particular
interest due to their biological interpretation as, for instance, attractors are hypothesised
to characterise cellular phenotypes [1]. When analysing an attractor, we often need to
identify transition relations between the attractor states. We refer to an attractor together
with its state transition relations as an attractor system. The states constituting an at-
tractor are called attractor states. In the synchronous updating scheme, each state can
only have one outgoing transition. Therefore, the attractor system in a synchronous BN
is simply a loop. By detecting all the loops in a synchronous BN, one can identify all
its attractors. However, it becomes much more complicated with the asynchronous up-
dating scheme. The attractor system does not necessarily need to be a loop and may
have a more intricate topology. In fact, it may include several loops. We list three gen-
eral types of attractors of an asynchronous BN: a singleton attractor, i.e., a selfloop,
as shown in Figure 1a; a simple loop, as shown in Figure 1b; and a complex loop, as
shown in Figure 1c. The selfloops and simple loops also exist in the corresponding syn-
chronous BN. Therefore, one can identify the selfloops and simple loop attractors of
an asynchronous BN by detecting the attractors of its corresponding synchronous BN.5
However, this is not the case for complex loop attractors. Special algorithms need to be
designed to detect such attractors under asynchronous updating scheme.
2.2 Encoding BNs in BDDs
Binary decision diagrams (BDDs) were introduced to represent Boolean functions [15,16].
BDDs have the advantage of memory efficiency and have been applied in model check-
ing algorithms to alleviate the state space explosion problem. A BN G(V,f) can be
easily encoded in a BDD by modelling a BN as an STS. Each variable in V can be
4 For presentation purpose, a few state transition systems are drawn as graphs in the remaining
part of the paper and are also referred to as transition graphs.
5 Note that some of the detected attractors in the form of loops in a synchronous BN can be
absent in the corresponding asynchronous BN. See [14,7] for detailed discussions.
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(a) A selfloop.
0000 0001
00110010
(b) A simple loop.
0000 0001
00110010
1001
1011
(c) A complex loop.
Fig. 1: Three types of attractors in an asynchronous BN.
represented by a binary BDD variable. By slight abuse of notation, we use V to de-
note the set of BDD variables. In order to encode the transition relation, another set V ′
of BDD variables, which is a copy of V , is introduced: V encodes the possible cur-
rent states, i.e., x(t), and V ′ encodes the possible next states, i.e., x(t + 1). Hence,
the transition relation can be viewed as a Boolean function T : 2|V |+|V
′| → {0, 1},
where values 1 and 0 indicate a valid and an invalid transition, respectively. Our at-
tractor detection algorithms also use two basis functions: Image(X,T ) = {s′ ∈ S |
∃s ∈ X such that (s, s′) ∈ T}, which returns the set of target states that can be reached
from any state in X ⊆ S with a single transition in T ; Preimage(X,T ) = {s′ ∈ S |
∃s ∈ X such that (s′, s) ∈ T}, which returns the set of predecessor states that can
reach a state in X with a single transition. To simplify the presentation, we also define
Preimagei(X,T ) = Preimage(...(Preimage(X,T )))︸ ︷︷ ︸
i
with Preimage0(X,T ) = X .
Thus, the set of all states that can reach a state in X via transitions in T is defined as a
fix point Predecessors(X,T ) =
n⋃
i=0
Preimagen(X,T ) such that Preimagen(X,T ) =
Preimagen+1(X,T ). Given a set of states X ⊆ S, the projection T |X of T on X is
defined as T |X = {(s, s′) ∈ T | s ∈ X ∧ s′ ∈ X}.
3 Method
In this section, we describe in details our SCC-based decomposition method for detect-
ing attractors of large asynchronous BNs and prove its correctness. The method consists
of three main steps. First, we divide a BN into sub-networks called blocks. This step is
performed based on the BN network structure which contains enumerable number of
nodes and therefore it can be executed efficiently. Second, we detect attractors of each
block. This step is performed on the constructed STSs of the blocks. Notice that for
each block the size of its STS is exponentially reduced with respect to the size of the
STS of the original BN. Finally, we recover attractors of the original BN by merging
the detected attractors of the blocks.
3.1 Decomposition a BN into blocks
We start a detailed presentation of our approach by giving the formal definition of
a block.
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Definition 4 (Block). Given a BN G(V,f) with V = {v1, v2, . . . , vn} and f = {f1,
f2, . . . , fn}, a block B(V B ,fB) is a subset of the network, where V B ⊆ V . For any
node vi ∈ V B , if B contains all the parent nodes of vi, its Boolean function in B
remains the same as in G, i.e., fi; otherwise, the Boolean function is undetermined,
meaning that additional information is required to determine the value of vi in B. We
call the nodes with undetermined Boolean functions as undetermined nodes. We refer
to a block as an elementary block if it contains no undetermined nodes.
We consider asynchronous networks in this paper and therefore a block is also under
the asynchronous updating scheme, i.e., only one node in the block can be updated at
any given time point no matter this node is undetermined or not.
We now introduce a method to construct blocks using SCC-based decomposition.
Formally, the standard graph-theoretical definition of an SCC is as follows.
Definition 5 (SCC). Let G be a directed graph and V be its vertices. A strongly con-
nected component (SCC) of G is a maximal set of vertices C ⊆ V such that for every
pair of vertices u and v in C, there is a directed path from u to v and vice versa.
We first decompose a given BN, its network structure, into SCCs. Figure 2a shows
the decomposition of a BN into four SCCs:Σ1,Σ2,Σ3, andΣ4. A node outside an SCC
that is a parent to a node in the SCC is referred to as a control node of this SCC. In
Figure 2a, node v1 is a control node of Σ2 and Σ4; node v2 is a control node of Σ3; and
node v6 is a control node of Σ4. The SCC Σ1 does not have any control node.
Definition 6 (Parent SCC, Ancestor SCC). An SCC Σi is called a parent SCC (or
parent for short) of another SCC Σj if Σi contains at least one control node of Σj .
Denote P (Σi) the set of parent SCCs of Σi. An SCC Σk is called an ancestor SCC (or
ancestor for short) of an SCC Σj if and only if either (1) Σk is a parent of Σj or (2) Σk
is a parent of Σj’s ancestor. Denote Ω(Σj) the set of ancestor SCCs of Σi.
An SCC together with its control nodes forms a block. For example, in Figure 2a,
Σ2 and its control node v1 form one blockB2.Σ1 itself is a block, denoted asB1, since
the SCC it contains does not have any control node. If a control node in a block Bi is
a determined node in another block Bj , block Bj is called a parent of block Bi and Bi
is a child of Bj . The concepts of parent and ancestor are naturally extended to blocks.
By adding directed edges from all parent blocks to all their child blocks, we form
a directed acyclic graph (DAG) of the blocks as the blocks are formed from SCCs. We
notice here that in our decomposition approach, as long as the block graph is guaranteed
to be a DAG, other strategies to form blocks can be used.
Two blocks can be merged into one larger block. For example, blocks B1 and B2
can be merged together to form a larger block B1,2.
A state of a block is a binary vector of length equal to the size of the block which
determines the values of all the nodes in the block. In this paper, we use a number of
operations on the states of a BN and its blocks. Their definitions are given below.
Definition 7 (Projection map, Compressed state, Mirror states). For a BNG and its
block B, where the set of nodes in B is V B = {v1, v2, . . . , vm} and the set of nodes
in G is V = {v1, v2, . . . , vm, vm+1, . . . , vn}, the projection map piB : X → XB is
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v1 v2
v3v4
v5 v6
v7v8
Σ1 Σ3
Σ2 Σ4
(a) SCC decomposition of a BN.
00 01
10 11
(b) Transition graph of block B1.
Fig. 2: An example of the SCC decomposition and the transition graph of block B1.
given by x = (x1, x2, . . . , xm, xm+1, . . . , xn) 7→ piB(x) = (x1, x2, . . . , xm). For any
set of states S ⊆ X , we define piB(S) = {piB(x) : x ∈ S}. The projected state piB(x)
is called a compressed state of x. For any state xB ∈ XB , we define its set of mirror
states in G asMG(xB) = {x | piB(x) = xB}. For any set of states SB ⊆ XB , its set
of mirror states isMG(SB) = {x | piB(x) ∈ SB}.
The concept of the projection map can be extended to blocks. Given a block with
nodes V B = {v1, v2, . . . , vm}, let V B′ = {v1, v2, . . . , vj} ⊆ V B . We can define
piB′ : X
B → XB′ as x = (x1, x2, . . . , xm) 7→ piB′(x) = (x1, x2, . . . , xj) and for
a set of states SB ⊆ XB , we define piB′(SB) = {piB′(x) : x ∈ SB}.
3.2 Detection of attractors in blocks
An elementary block does not depend on any other block while a non-elementary block
does. Therefore, they should be treated separately. We first consider the case of elemen-
tary blocks. An elementary block is in fact a BN; therefore, the notion of attractors of
an elementary block is given by the definition of attractors of a BN.
Next, we introduce the following concept.
Definition 8 (Preservation of attractors). Given a BN G and an elementary block B
inG, letA = {A1, A2, . . . , Am} be the set of attractors ofG andAB = {AB1 , AB2 , . . . ,
ABm′} be the set of attractors of B. We say that B preserves the attractors of G if for any
k ∈ [1,m], there is an attractor ABk′ ∈ AB such that piB(Ak) ⊆ ABk′ .
Example 1. Consider the Boolean network shown in Figure 2a. The Boolean functions
of this network are given as follows:{
f1 = x1 ∧ x2, f2 = x1 ∨ ¬x2, f3 = ¬x4, f4 = x1 ∧ ¬x3,
f5 = x2 ∧ x6, f6 = x5, f7 = (x1 ∨ x6) ∧ x8, f8 = x7 ∨ x8.
(2)
It has 10 attractors, i.e.,A = {{(0∗100000)}, {(0∗100001)}, {(11010000)}, {(1101001
1)}, {(11011100)}, {(11011111)}, {(11100000)}, {(11100011)}, {(11101100)}, {(11
101111)}} (∗ means either 0 or 1). Nodes v1 and v2 form an elementary block B1.
Since B1 is an elementary block, it can be viewed as a BN. The transition graph of
this block is shown in Figure 2b. Its set of attractors is AB1 = {{(0∗)}, {(11)}}
(nodes are arranged as v1, v2). We have piB1({(0 ∗ 100000)}) = {(0∗)} ∈ AB1 and
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000 001
100 101
011 010
111 110
100 101
110 111
Fig. 3: Transition graphs of two realisations in Example 2.
piB1({(0 ∗ 100001)}) = {(0∗)} ∈ AB1 . For the remaining attractors, their compressed
set of state is always {(11)}, which belongs toA. Hence, blockB1 preserves the attrac-
tors of the original BN G.
With Definition 8, we have the following lemma and theorem. The proofs of all the
lemmas, theorems and corollaries in this paper are presented in Appendix B.
Lemma 1. Given a BN G and an elementary block B in G, let Φ be the set of attractor
states of G and ΦB be the set of attractor states of B. If B preserves the attractors of
G, then Φ ⊆MG(ΦB).
Theorem 1. Given a BN G, let B be an elementary block in G. B preserves the attrac-
tors of G.
For an elementary blockB in a BNG, the mirror states of its attractor states cover all
G’s attractor states according to Lemma 1 and Theorem 1. Therefore, by searching from
the mirror states only instead of the whole state space, we can detect all the attractor
states of G.
We now proceed to consider the case of non-elementary blocks. For an SCC Σj ,
if it has no parent SCC, then this SCC can form an elementary block; if it has at least
one parent, then it must have an ancestor that has no parent, and all its ancestors Ω(Σj)
together can form an elementary block, which is also a BN. The SCC-based decomposi-
tion will result in at least one elementary block and usually one or more non-elementary
blocks. Moreover, for each non-elementary block we can construct by merging all its
predecessor blocks a single parent elementary block. We detect the attractors of the el-
ementary blocks and use the detected attractors to guide the values of the control nodes
of their child blocks. The guidance is achieved by considering realisations of the dy-
namics of a child block with respect to the attractors of its parent elementary block. In
some cases, a realisation of a block is simply obtained by assigning new Boolean func-
tions to the control nodes of the block. However, in many cases, it is not this simple and
a realisation of a block is obtained by explicitly constructing a transition system of this
block corresponding to the considered attractor of the elementary parent block. Since
the parent block of a non-elementary block may have more than one attractor, a block
may have more than one realisation.
By the following two definitions, we explain in details what realisations are. We first
introduce the concept of crossability and cross operations in Definition 9. The concept
of crossability specifies a special relation between states of a non-elementary block and
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of its parent blocks, while the cross operations are used for merging attractors of two
blocks when recovering the attractors of the original BN.
Definition 9 (Crossability, Cross operations). Let G be a BN and let Bi be a non-
elementary block in G with the set of nodes V Bi = {vp1 , vp2 , . . . , vps , vq1 , vq2 , . . . ,
vqt}, where qk (k ∈ [1, t]) are the indices of the control nodes also contained in Bi’s
parent block Bj and pk (k ∈ [1, s]) are the indices of the remaining nodes. We de-
note the set of nodes in Bj as V Bj = {vq1 , vq2 , . . . , vqt , vr1 , vr2 , . . . , vru}, where
rk (k ∈ [1, u]) are the indices of the non-control nodes in Bj . Let further xBi =
(x1, x2, . . . , xs, y
i
1, y
i
2, . . . , y
i
t) be a state of Bi and x
Bj = (yj1, y
j
2, . . . , y
j
t , z1, z2, . . . ,
zu) be a state ofBj . StatesxBi andxBj are said to be crossable, denoted asxBi C xBj ,
if the values of their common nodes are the same, i.e., yik = y
j
k for all k ∈ [1, t]. The
cross operation of two crossable states xBi and xBj is defined as Π(xBi ,xBj ) =
(x1, x2, . . . , xs, y
i
1, y
i
2, . . . , y
i
t, z1, z2, . . . , zu). The notion of crossability naturally ex-
tends to two elementary blocks; any two states of any two elementary blocks are always
crossable.
We say a set of states SBi ⊆ XBi and a set of states SBj ⊆ XBj are crossable,
denoted as SBi C SBj , if at least one of the set is empty or the following two conditions
hold: 1) for any state xBi ∈ SBi , there always exists a state xBj ∈ SBj such that xBi
and xBj are crossable; 2) vice versa. The cross operation of two crossable non-empty
sets of states SBi and SBj are defined as Π(SBi , SBj ) = {Π(xBi ,xBj ) | xBi ∈
SBi ,xBj ∈ SBj and xBi C xBj}. When one of the two sets is empty, the cross
operation simply returns the other set, i.e., Π(SBi , SBj ) = SBi if SBj = ∅ and
Π(SBi , SBj ) = SBj if SBi = ∅.
Let SBi = {SBi | SBi ⊆ XBi} be a set of states set inBi and SBj = {SBj | SBj ⊆
XBj} be a set of states set in Bj . We say SBi and SBj are crossable, denoted as
SBi C SBj if for any states set SBi ∈ SBi , there always exists a states set SBj ∈ SBj
such that SBi and SBj are crossable; 2) vice versa. The cross operation of two cross-
able sets of states sets SBi and SBj are defined as Π(SBi ,SBj ) = {Π(Si, Sj) | Si ∈
SBi , Sj ∈ SBj and Si C Sj}.
With the crossability defined, the definition of a realisation is now given as follows.
Definition 10 (Realisation of a block). Let Bi be a non-elementary block formed by
merging an SCC with its control nodes. Let nodes u1, u2, . . . , ur be all the control nodes
of Bi which are also contained by its single and elementary parent block Bj (we can
always merge all Bi’s ancestor blocks to form Bj if Bi has more than one parent block
or has a non-elementary parent block). Let ABj1 , A
Bj
2 , . . . , A
Bj
t be the AS’ of Bj . For
any k ∈ [1, t], a realisation of block Bi with respect to ABjk is a state transition system
such that
1. a state of the system is a vector of the values of all the nodes in the block;
2. the state space of this realisation is crossable with ABjk ;
3. for any transition xBi → x˜Bi in this realisation, if this transition is caused by
a non-control node, the transition should be regulated by the Boolean function of
this node; if this transition is caused by the updating of a control node, one can
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always find two states xBj and x˜Bj in ABjk such that there is a transition from x
Bj
to x˜Bj in ABjk , x
Bi C xBj and x˜Bi C x˜Bj ;
4. for any transition xBj → x˜Bj inABjk , one can always find a transition xBi → x˜Bi
in this realisation such that xBi C xBj and x˜Bi C x˜Bj .
Constructing realisations for a non-elementary block is the key process for obtaining
its attractors. For each realisation, the construction process requires the knowledge of
all the transitions in the corresponding attractor of the parent block. In Section 4, we
explain in details how to implement it with BDDs.
Example 2. Consider the BN shown in Figure 2a. The network contains four SCCs
Σ1, Σ2, Σ3 and Σ4. For any Σi (i ∈ [1, 4]), we form a block Bi by merging Σi with
its control nodes. Block B1 is an elementary block and its transition graph is shown in
Figure 2b. Block B1 has two attractors, i.e., {(0∗)} and {(11)}. Regarding the first at-
tractor, blockB3 has a realisation by setting node v2 to contain the following transitions
{(0) → (∗), (1) → (∗)}. The transition graph of this realisation is shown in Figure 3
(left). Regarding the second attractor, block B3 has a realisation by setting node v2 to
contain only the transition {(1)→ (1)}. Its transition graph is shown in Figure 3 (right).
A realisation of a block takes care of the dynamics of the undetermined nodes and
instantiates a transition system of the block. Therefore, we can extend the attractor
definition to realisations and to non-elementary blocks as follows.
Definition 11 (Attractors of a non-elementary block). An attractor of a realisation
of a non-elementary block is a set of states satisfying that any state in this set can be
reached from any other state in this set and no state in this set can reach any other state
that is not in this set. The attractors of a non-elementary block is the set of the attractors
of all realisations of the block.
With the definition of attractors of non-elementary blocks, we can relax Defini-
tion 10 by allowing Bj to be a single and either elementary or non-elementary parent
block with known attractors. This is due to the fact that when forming the realisations
of a non-elementary block, we only need the attractors of its parent block that contains
all its control nodes, no matter whether this parent block is elementary or not. In other
words, computing attractors for non-elementary blocks requires the knowledge of the
attractors of its parent block that contains all its control nodes. Therefore, we need to
consider blocks in a specific order which guarantees that when computing attractors
for block Bi, the attractors of its parent block that contains all Bi’s control nodes are
already available. To facilitate this, we introduce the concept of a credit as follows.
Definition 12 (Credit). Given a BN G, an elementary block Bi of G has a credit of 0,
denoted as P(Bi) = 0. Let Bj be a non-elementary block and Bj1 , . . . , Bjp(j) be all its
parent blocks. The credit of Bj is defined as P(Bj) = maxp(j)k=1(P(Bjk)) + 1.
3.3 Recover attractors of the original BN
After computing attractors for all the blocks, we need to recover attractors for the orig-
inal BN. This is achievable by the following theorem.
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Theorem 2. Given a BN G with Bi and Bj being its two blocks, let ABi and ABj be
the set of attractors forBi andBj , respectively. LetBi,j be the block got by merging the
nodes inBi andBj . IfBi andBj are both elementary blocks orBi is an elementary and
single parent block of Bj , thenABi C ABj and Π(ABi ,ABj ) is the set of attractors of
Bi,j .
Finally, from Theorem 2 we obtain the following corollary which states that for
specific configurations of blocks, certain orderings according to which the blocks are
merged are equivalent in terms of the resulting attractor set for the merged block.
Corollary 1. Given a BN G with Bi, Bj , and Bk being its three blocks, let ABi , ABj ,
and ABk be the sets of attractors for blocks Bi, Bj , and Bk, respectively. If the three
blocks are all elementary blocks or Bi is an elementary block and it is the only parent
block of Bj and Bk, it holds that Π(Π(ABi ,ABj ),ABk) = Π(Π(ABi ,ABk),ABj ).
The above developed theoretical background with Theorem 2 being its core result,
allows us to design a new decomposition-based approach towards detection of attractors
in large asynchronous BNs. The idea is as follows. We divide a BN into blocks accord-
ing to the detected SCCs. We order the blocks in the ascending order based on their
credits and detect attractors of the ordered blocks one by one in an iterative way. Ac-
cording to Theorem 2, we can perform a cross operation for any two elementary blocks
(credits 0) or an elementary block (credit 0) with one of its child blocks (credit 1) which
has no other parent blocks to recover the attractors of the two merged blocks. The re-
sulting merged block will form a new elementary block, i.e., one with credit 0. By
iteratively performing the cross operation until a single elementary block containing all
the nodes of the BN is obtained, we can recover the attractors of the original BN. The
details of this new approach are discussed in the next section.
4 Implementation
We first introduce a BDD-based algorithm to detect attractors for relatively small BNs.
Then we describe how our SCC-based decomposition method can be implemented us-
ing the BDD-based algorithm.
4.1 BDD-based attractor detection algorithm
Attractors of an asynchronous BN are in fact bottom strongly connected components
(BSCCs) in the transition system of the BN. Thus, detecting attractors is the same as
detecting the BSCCs. Formally, the definition of BSCCs is given as follows.
Definition 13. A bottom strongly connected component (BSCC) is an SCC Σ such that
no state outside Σ is reachable from Σ.
We encode a BN with BDDs, and adapt the hybrid Tarjan algorithm described
in Algorithm 7 of [17] to detect BSCCs in the corresponding transition system of
the BN. Given a transition system T = 〈S, S0, T 〉, our attractor detection algorithm
DETECT(T ) in Algorithm 1 computes the set of BSCCs in T . If T is converted from
a BN G, then DETECT(T ) computes all the attractors of G. The correctness of Algo-
rithm 1 is guaranteed by the following two propositions.
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Proposition 1. The first SCC returned by the Tarjan’s algorithm is a BSCC.
Proposition 2. If a state that reaches a BSCC is located outside the BSCC, then this
state is not contained by any BSCC.
The first proposition can be deduced from the fact that the Tarjan’s algorithm is
a depth-first search. The second one comes from the definition of BSCCs, as no states
inside a BSCC can lead to a state in any other BSCC. In Algorithm 1, the hybrid Tar-
jan algorithm HybridTarjan(s, T ) takes as input a starting state s and the transition
relation T . When it finds the first SCC Σ (also a BSCC), which is reached from s, it
terminates immediately and returns Σ.
With the use of BDD representation, DETECT(T ) can deal with relatively small
BNs (e.g., a BN with tens of nodes) with small memory usage. Moreover, the compu-
tation of SCCs can also benefit from the efficient BDD operations. However, real life
biological BNs usually contain hundreds of nodes and the state space is exponential in
the number of nodes. Therefore, DETECT(T ) would still suffer from the state space
explosion problem when dealing with large BNs. Thus for large BNs, we propose to
use the SCC-based decomposition method as described in Section 3.
4.2 SCC-based decomposition algorithm
We describe the detection process in Algorithm 2. This algorithm takes a BN G and
its corresponding transition system T as inputs and outputs the set of attractors of G.
Lines 21-24 of this algorithm describe the process for detecting attractors of a non-
elementary block. The algorithm detects the attractors of all the realisations of the non-
elementary block and performs the union operation on the sets of detected attractors.
For this, if the non-elementary block has only one parent block, its attractors are already
computed as the blocks are considered in the ascending order with respect to their cred-
its by the main for loop in Line 4. Otherwise, all the ancestor blocks are considered in
the for loop in Lines 13-19. By iteratively applying the cross operation in Line 16 to the
attractor sets of the ancestor blocks in the ascending order, the attractors of a new block
formed by merging all the ancestor blocks are computed as assured by Theorem 2. The
new block is in fact an elementary block which is a single parent of the considered
non-elementary block. By considering blocks in the ascending order, the order in which
blocks with the same credit are considered does not influence the final result due to
Corollary 1. The correctness of the algorithm is stated as Theorem 3.
Theorem 3. Algorithm 2 correctly identifies the set of attractors of a given BN G.
The algorithm stores all computed attractors for the original SCC blocks and all
auxiliary merged blocks in the dictionary structure A`. We use BDDs to encode tran-
sitions and the realisations are performed via BDD operations directly. Given a BN
G(V,f) with n nodes, our implementation, which is based on the CUDD library [18],
encodes the whole network with 2n BDD variables. Each state in G is encoded by
n BDD variables, and a projection of a state on a subset of nodes V ′ ⊆ V is per-
formed by setting all BDD variables for nodes in V \V ′ to “-”, which represents that
its value can be either 0 or 1, and therefore, can be ignored. As a state for a block B is
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Algorithm 1 Attractor detection using the hybrid Tarjan’s algorithm
1: procedure DETECT(T )
2: A := ∅; X := S; //S is from T
3: while X 6= ∅ do
4: Randomly pick a state s ∈ X;
5: Σ := HybridTarjan(s, T );
6: A := A ∪Σ;
7: X := X\Predecessors(Σ,T );
8: end while
9: return A.
10: end procedure
Algorithm 2 SCC-based decomposition algorithm
1: procedure SCC DETECT(G, T )
2: B := FORM BLOCK(G); A := ∅; Ba := ∅; k := size of B;
3: initialise dictionary A`; //A` is a dictionary storing the set of attractors for each block
4: for i := 1; i <= k; i++ do
5: if Bi is an elementary block then
6: T Bi := transition system converted from Bi; //see Section 2.2 for more details
7: Ai := DETECT(T Bi);
8: else Ai := ∅;
9: if Bpi is the only parent block of Bi then
10: Api := A`.getAtt(Bpi ); //obtain attractors of Bpi
11: elseBp := {Bp1 , Bp2 , . . . , Bpm} be the ancestor blocks ofBi (ascending ordered);
12: Bc := Bp1 ; //B
p is ordered based on credit
13: for j := 2; j <= m; j ++ do
14: Bc,j := a new block containing nodes in Bc and Bpj ;
15: if (Api := A`.getAtt(Bc,j)) == ∅ then
16: Api := Π(A`.getAtt(Bc),A`.getAtt(Bj)); A`.add(Bc,j ,Api )
17: end if
18: Bc := Bc,j ;
19: end for
20: end if
21: for A ∈ Api do
22: T Bi(A) := 〈SBi(A), TBi(A)〉; //obtain the realisation of Bi with A
23: Ai := Ai ∪ DETECT(T Bi(A));
24: end for
25: end if
26: A`.add(Bi,Ai); //the add operation will not add duplicated elements
27: if Ba! = ∅ then A = Π(Ai,A); Ba := Ba,i; A`.add(Ba,A);
28: else Ba := Bi
29: end if
30: end for
31: return A.
32: end procedure
33: procedure FORM BLOCK(G)
34: decompose G into SCCs and form blocks with SCCs and their control nodes;
35: order the blocks in an ascending order according to their credits; B := (B1, . . . , Bk);
36: return B. //B is the list of blocks after ordering
37: end procedure
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Fig. 4: Transition graphs of the two realisations for block B2.
encoded by |V B | BDD variables, the variables in V \V B are set to “-” in the BDD rep-
resentation. This way, after we verify that SBi and SBj are crossable, i.e.,SBi C SBj ,
the cross operation Π(SBi , SBj ) is equivalent to the AND operation on two BDDs,
i.e., bddSBi and bddSBj encoding S
Bi and SBj , respectively. Formally, we have that
Π(SBi , SBj ) = bddSBi ∩ bddSBj . Let T B = 〈SB , TB〉 be the transition system con-
verted from block B, and let V C be the set of control nodes in B. The set of states
SB(A) of the realisation of block B with respect to attractor A isMB(piC(A)) and the
transition relation TB(A) of the realisation is TB |SB(A). We continue to illustrate in
Example 3 how Algorithm 2 detects attractors.
Example 3. Consider the BN shown in Example 2 and its four blocks. Block B1 is
an elementary block and it has two attractors, i.e., A1 = {{(0∗)}, {(11)}}. To de-
tect the attractors of block B2, we first form realisations of B2 with respect to the
attractors of its parent block B1. B1 has two attractors so there are two realisations for
B2. The transition graphs of the two realisations are shown in Figure 4. We get three
attractors for block B2, i.e., A2 = {{(010)}, {(101)}, {(110)}}. Performing a cross
operation, we get the attractors of the merged block B1,2, i.e., A1,2 = Π(A1,A2) =
{{(0 ∗ 10)}, {(1101)}, {(1110)}}. In Example 2, we have shown the two realisations
of B3 with respect to the two attractors of B1. Clearly, B3 has three attractors, i.e.,
A3 = {{(∗00)}, {(100)}, {(111)}}. Merging B1,2 and B3, we get the attractors of the
merged block B1,2,3, i.e., A1,2,3 = Π(A1,2,A3) = {{(0 ∗ 1000)}, {(110100)}, {(11
0111)}, {(111000)}, {(111011)}}. B4 has two parent blocks. Therefore, we need to
mergeB4’s ancestors (B1 andB3) as its new parent block. After merging, we get the at-
tractors of the merged block asA1,3 = Π(A1,A3) = {{(0∗00)}, {(1100)}, {(1111)}}.
There are three attractors so there will be three realisations for block B4. The transition
graphs of the three realisations are shown in Figure 5. From the transition graphs, we
easily get the attractors of B4, i.e., A4 = {{(0000)}, {(0001)}, {(1000)}, {(1011)},
{(1100)}, {(1111)}}. Now the attractors for all the blocks have been detected. We can
then obtain the attractors of the BN by applying one more cross operation, i.e., A =
A1,2,3,4 = Π(A1,2,3,A4) = {{(0 ∗ 100000)}, {(0 ∗ 100001)}, {(11010000)}, {(1101
0011)}, {(11011100)}, {(11011111)}, {(11100000)}, {(11100011)}, {(11101100)}, {
(11101111)}}.
5 Evaluation
We have implemented the decomposition algorithm presented in Section 4 in the model
checker MCMAS [19]. In this section, we demonstrate the efficiency of our method
using two real-life biological systems. One is a logical MAPK network model of [20]
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Fig. 5: Transition graphs of the three realisations for block B4.
containing 53 nodes and the other is a Boolean network model of apoptosis, originally
presented in [21], containing 97 nodes. All the experiments are conducted on a com-
puter with an Intel Xeon W3520@2.67GHz CPU and 12GB memory. Notice that we
tried to apply genYsis [6] to these two systems, but it failed in both cases to detect
attractors within 5 hours.
MAPK network. Mitogen-activated protein kinases (MAPKs) are a family of serine/
threonine kinases that transduce biochemical signals from the cell membrane to the nu-
cleus in response to a wide range of stimuli. In [20] a predictive dynamical Boolean
model of the MAPK network is presented. It recapitulates observed responses of the
MAPK network to characteristic stimuli in selected urinary bladder cancers together
with its specific contribution to cell fate decision on proliferation, apoptosis, and growth
arrest. The wiring of the logical model of [20] is shown in Figure 6 in Appendix C. In
our study we consider two mutants of the model: one with EGFR over-expression and
the other with FGFR3 activating mutation which correspond to the r3 and r4 variants
of [20], respectively, and therefore we refer to them as as MAPK r3 and MAPK r4.
However, in contrast to the original variants r3 and r4, we do not set the values for the
four stimuli nodes to 0 but perform the computations for all 24 possible fixed sets of val-
ues for these nodes. For the remaining nodes, all possible initial states are considered as
in [20]. In consequence, our results for MAPK r3 and MAPK r4 include the attractors
for variants r7, r13 and r8, r14 of [20], respectively. We compute the attractors of the
MAPK r3 and MAPK r4 BNs using both the BDD-based algorithm, i.e., Algorithm 1
and our decomposition algorithm, i.e., Algorithm 2. We show in the left part of Table 1
the number of attractors and the computational time costs for both mutants. Besides, we
show the speedups of Algorithm 2 with respect to Algorithm 1. Notice that our compu-
tations are performed for the full model presented in Figure 6 contrary to [20], where
various reduced models were used for the computations of attractors.
Apoptosis network. Apoptosis is a process of programmed cell death and has been
linked to many diseases. It is often regulated by several signaling pathways extensively
linked by crosstalks. We take the apoptosis signalling network presented in [21] and re-
cast it into the Boolean network framework: a BN model which compromise 97 nodes.
In this network, there are 10 input nodes. One of them is a housekeeping node which
value is fixed to 1 and which is used to model constitutive activation of certain nodes in
the network. For the wiring of the BN model, see Figure 8 in Appendix D. Similar to
the MAPK network, we compute the attractors of the apoptosis network with both Al-
gorithm 1 and Algorithm 2. The results are shown in the right part of Table 1. Moreover,
we also consider the network where the value of housekeeping is not fixed and show the
result in the row apoptosis*. When the housekeeping node is not fixed, the state-space
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Networks
#
attractors
Time(s)
Speedup Networks
#
attractors
Time(s)
Speedup
Alg. 1 Alg. 2 Alg. 1 Alg. 2
MAPK r3 20 6.070 2.614 2.32 apoptosis 1024 1633.970 103.856 15.73
MAPK r4 24 11.674 1.949 5.99 apoptosis* 2048 8564.680 218.230 39.25
Table 1: Evaluation results on two real-life biological systems.
of the network is doubled. The results clearly indicate that our proposed decomposition
method provides better speedups with respect to Algorithm 1 for larger models.
6 Discussions and Future Work
We have presented an SCC-based decomposition method for detecting attractors in
large asynchronous BNs, which often arise and are important in the holistic study of bi-
ological systems. This problem is very challenging as the state space of such networks
is exponential in the number of nodes in the networks and therefore huge. Meanwhile,
asynchrony greatly increases the difficulty of attractor detection as the density of the
transition graph is inflated dramatically and the structure of attractors may be complex.
Our method performs SCC-based decomposition of the network structure of a give BN
to manage the cyclic dependencies among network nodes, computes the attractors of
each SCC, and finally recovers the attractors of the original BN by merging the de-
tected (partial) attractors. To the best of our knowledge, our method is the first scalable
one able to deal with large biological systems modelled as asynchronous BNs, thanks
to its divide and conquer strategy. We have prototyped our method and performed ex-
periments with two real biological networks. The obtained results are very promising.
We have observed that the network structure of BNs can vary quite a lot, which
potentially has impact on the performance of our proposed method. In principle, our
method works well on large networks which contain several relatively small SCCs. Each
of the two mutants of the MAPK network, however, contains one large SCC with 36
nodes and 17 SCCs each with one node only. Moreover, the large SCC is in the middle
of the SCC network structure (see Figure 7 in Appendix C). This network structure in
fact does not fit well with our method. This explains why the speedups achieved for this
network are less than 10. Both the MAPK network and the apoptosis network contain
many small SCCs with only one node (see Figure 7 and Figure 9). One way to improve
our method is to merge these small SCCs into larger blocks so that there will be fewer
iterations in the main loop of Algorithm 1. Moreover, the single-node SCCs which do
not have child SCCs are in fact leaves and they can be removed to reduce the network
size. When the attractors in the reduced network are detected, we can then recover the
attractors in the whole network.6 Such optimisations will be part of our future work.
We will also apply our method to other realistic large biological networks and we will
develop optimisations fitted towards different SCC network structures.
Acknowledgement. Qixia Yuan is supported by the National Research Fund, Luxem-
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6 This is in general related to network reduction techniques (e.g., see [22]) which aim to simplify
the networks prior to dynamic analysis.
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A Additional definitions and lemmas used for proofs in Section B
Definition 14 (Path, Hyper-path). Given a BN G of n nodes and its state space X =
{0, 1}n, a path of length k (k> 2) in G is a serial x1 → x2 → · · · → xk of states in
X such that there exists a transition between any consecutive two states xi and xi+1,
where i ∈ [1, k − 1]. A hyper-path of length k (k > 2) in G is a serial x1 99K x2 99K
· · · 99K xk of states inX such that at least one of the two conditions is satisfied: 1) there
is a transition from xi to xi+1, 2) xi = xi+1, where i ∈ [1, k − 1].
The concepts of a path and a hyper-path in a BN can be naturally extended to el-
ementary blocks. Notice that for any two consecutive states xi, xi+1 in a path x1 →
x2 → · · · → xk in a BN, k > 2 and i ∈ [1, k − 1], if the transition between these
two states is due to the updating of a node in an elementary block B, then there is
a transition from piB(xi) to piB(xi+1); otherwise, piB(xi) = piB(xi+1). Therefore, the
projection of all the states in the path x1 → x2 → · · · → xk on block B actually forms
a hyper-path piB(x1) 99K piB(x2) 99K · · · 99K piB(xk) in block B. The following
lemma follows immediately from the definitions of path and hyper-path.
Lemma 2. Let x1 99K x2 99K · · · 99K xk be a hyper-path in a BN of length k. At least
one of the two statements holds. 1) There is a path from x1 to xk in the BN and this
path contains all the states in the hyper-path. 2) x1 = x2 = · · · = xk.
Lemma 3. Let Bj be a single, elementary parent block of a non-elementary block Bi
in a BN G. Let ABj be an attractor of Bj and let ABi be an attractor in the realisation
of Bi with respect to ABj . Then ABi C ABj .
B Proofs
1) Proof of Lemma 1.
Proof. LetA = {A1, A2, . . . , Am} be the set of attractors ofG andAB = {AB1 , AB2 , . . . ,
ABm′} be the set of attractors of B. Since B preserves the attractors of G, for any
k ∈ [1,m], there exists a k′ ∈ [1,m′] such that piB(Ak) ⊆ ABk′ . Therefore, piB(Φ) =
∪mi=1piB(Ai) ⊆ ∪m
′
i=1A
B
i = Φ
B . By Definition 7, we have that Φ ⊆ MG(piB(Φ)).
Hence, Φ ⊆MG(ΦB). uunionsq
2) Proof of Theorem 1.
Proof. Let A = {A1, A2, . . . , Am} be the set of attractors of G. For any i ∈ [1,m],
let L = x1 → x2 → · · · → xk be a path containing all the states in Ai and let
x1 = xk. According to Definition 14, piB(x1) 99K piB(x2) 99K · · · 99K piB(xk)
is a hyper-path in B. We denote this hyper-path as LB . Therefore, one of the follow-
ing two conditions must hold: 1) there exists a path L′ from piB(x1) to piB(xk) in B;
2) piB(x1) = piB(x2) = · · · = piB(xk). Given that the choice of the attractorAi is arbi-
trary, the claim holds if we can prove that states in the hyper-path LB form an attractor
of B under both conditions. We will prove them one by one.
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Condition 1: Given the arbitrary choice of the path, when the first condition holds, the
states in this path can reach each other. Now we only need to prove that the states in
this path cannot reach any other state that is not in this path. We prove by contradiction.
Assume a state piB(xi) in path L′ can reach state piB(x′i) by applying the Boolean
function of some node vp and piB(x′i) is not in L
′. Hence there is a transition from
xi to x′i in G. Since L contains all the states in Ai and Ai is an attractor, necessarily
x′i is contained by L. Therefore, piB(x
′
i) is one of the states in the hyper-path L
B .
According to Lemma 2, all states in LB are contained by L′, in particular piB(x′i). This
is contradictory to the assumption. It follows that states of LB form an attractor of B.
Condition 2: This condition holds only when all transitions in path L are performed by
applying Boolean functions of nodes that are not in block B. For any j ∈ [1, k − 1], let
xj′ be any state reachable from xj by one transition. We have xj′ ∈ Ai and therefore L
contains xj′ . Hence LB contains piB(xj′) and piB(xj′) = piB(x1) = piB(x2) = · · · =
piB(xk). Given the choice of xj and xj′ is arbitrary, piB(A1) = {piB(x1)}, which is
a singleton attractor in B. uunionsq
3) Proof of Lemma 3.
Proof. By the definition of realisation we have that for any state xBi ∈ ABi , there
exists a state xBj ∈ ABj such that xBj C xBi .
Let us denote the set of control nodes of Bi with Z, the set of the remaining nodes
in Bi with V , and use zv to represent a state of block Bi where z are the values for the
nodes inZ and v are the values for the nodes in V . LetLBj be a closed path, i.e., the first
and the last state are the same, in the transition system ofBj which contains all the states
in ABj . Let xBi be any state in ABi . Due to the asynchronous updating scheme and the
fact that the nodes inZ are independent of the nodes in V , one obtains that zpiV (xBi) ∈
ABi for any z ∈ piZ(ABj ) = piZ(LBj ). For this it is enough to observe that any
of these states can be reached from xBi by following the corresponding sequence of
transitions in the hyper-path obtained by projecting LBj on Z. In consequence, for any
state xBj ∈ ABj we have that xBj C piZ(xBj )piV (xBi) and piZ(xBj )piV (xBi) ∈ ABi .
Hence, ABi C ABj . uunionsq
4) Proof of Theorem 2.
Proof. We first prove that ABi C ABj . If Bi and Bj are two elementary blocks, they
do not share common nodes. Then it holds by definition that ABi C ABj . Now, let Bi
be the only elementary parent block of Bj . By definition, the attractors of Bj is the
set of the attractors of all realisations of Bj . Due to this definition, for any attractor
ABi ∈ ABi , one can always find an attractor ABj ∈ ABj such that ABi C ABj . For
this it is enough to consider the realisation ofBj with respect toABi and to take asABj
one of the attractors of this realisation. By Lemma 3 we have that ABi C ABj . Further,
again by Lemma 3, for any attractor ABj ∈ ABj , there is an attractor ABi ∈ ABi
such that ABi C ABj , i.e., the one that gives rise to the realisation of which ABj is
an attractor in Bj . Therefore, ABi C ABj .
We now prove thatΠ(ABi ,ABj ) is the set of attractors ofBi,j . This is equivalent to
showing the following two statements: 1) for any A ∈ Π(ABi ,ABj ), A is an attractor
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of Bi,j ; 2) any attractor of Bi,j is contained in Π(ABi ,ABj ). We prove them one by
one.
Statement 1: Let A be any set of states in Π(ABi ,ABj ). Then there exist ABi ∈ ABi
and ABj ∈ ABj such that A = Π(ABi , ABj ) and ABi C ABj . We first prove that x =
Π(piBi(x), piBj (x)), where piBi(x) ∈ ABi and piBj (x) ∈ ABj , cannot reach any state
that is not in A by contradiction. Assume that x can reach a state y by one transition
and y /∈ A. Due to asynchronous updating mode, the transition from x to y is caused
by updating one node. There are three possibilities: 1) the updated node is in Bi and it
is not a control node of Bj ; 2) the updated node is in Bj and it is not a control node;
3) the updated node is a control node of Bj . In the first case, there is a transition from
piBi(x) to piBi(y) in the elementary block Bi and since piBi(x) belongs to attractor
ABi , it follows that piBi(y) ∈ ABi . In addition, we have piBj (y) = piBj (x). Then
y = Π(piBi(y), piBj (x)) and y ∈ A. Similarly in the second case, there is a transition
from piBj (x) to piBj (y) within the attractor system A
Bj , so piBj (y) ∈ ABj and y =
Π(piBi(x), piBj (y)) ∈ A. In the third case, there is a transition from piBi(x) to piBi(y)
in the elementary block Bi and, as in the first case, we have that piBi(y) ∈ ABi . Since
ABi C ABj , there exists s ∈ ABj such that piBi(y) C s. Let us denote the set of
control nodes of Bj with Z, the set of the remaining nodes in Bj with V , and use zv
to represent a state of block Bj where z are the values for the nodes in Z and v are the
values for the nodes in V . Now, s = piZ(s)piV (s) and there is a path from piBj (x) to s
in the attractor system ABj as both states belong to ABj . Since at each step of this path
the value of only a single node is updated and the the control nodes in Z are updated
independently of the nodes in V , it follows that starting from piBj (x) and by following
only the updates related to the control nodes in Z in the path from piBj (x) to s, there
is a path in the attractor system ABj from piBj (x) to piZ(s)piV (x) = piBj (y). Hence,
piBj (y) ∈ ABj and we have that y = Π(piBi(y), piBj (y)) ∈ A. In all three cases we
reach a contradiction.
We now show that for any two states a,x ∈ A = Π(ABi , ABj ), x is reachable
from a only via states in A. We have piBi(a), piBi(x) ∈ ABi and there is a path LBi
from piBi(a) to piBi(x) inA
Bi . Similarly, there is a path LBj from piBj (a) to piBj (x) in
the attractor system ofABj . Following the same updating rules as in the path LBi , there
is a path LBi,j1 in Bi,j from state a to state y such that piBi(y) = piBi(x) and the non-
control nodes of Bj in y have the same values as in a. The claim holds if we can prove
that there is a path LBj in the attractor system of ABj from state piBj (y) to piBj (x)
since following the same updating rules as in the path LBj , there is a path LBi,j2 in Bi,j
from y to x and hence x is reachable from a. We prove this in the following two cases.
The first case is when Bi and Bj are both elementary blocks. In this case, the merged
block Bi,j is in fact a BN and we have piBj (a) = piBj (y). Therefore, the path L
Bj is
in fact LBj . We now consider the second case where Bi is a parent of Bj . Using the
notation introduced above, we show that the state piBj (y) = piZ(y)piV (a) ∈ ABj . This
follows from applying the corresponding argumentation for node update possibilities
one or three presented above at each step of the path LBi . Now, since both piBj (y)
and piBj (x) belong to A
Bj , there is a path from piBj (y) to piBj (x) in the attractor
system of ABj . This path is exactly the searched path LBj . Given the choice of a and
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x is arbitrary, we can claim that any two states in A are reachable from each other.
Moreover, since a state in A cannot reach any state outside A as shown above, the
two states in A are reachable from each other via states only in A. Hence, Statement 1
follows.
Statement 2: We prove that Π(ABi ,ABj ) contains all the attractors of Bi,j . Let ABi,j
be an attractor inBi,j . Since the nodes inBi are independent of the nodes inBj , clearly
piBi(A
Bi,j ) is an attractor in Bi. Therefore, piBi(A
Bi,j ) ∈ ABi .
Let us consider the realisation of block Bj with respect to piBi(A
Bi,j ). We proceed
to show that piBj (A
Bi,j ) is an attractor of this realisation. Let us assume that there exists
x ∈ piBj (ABi,j ) such that it can reach a state y /∈ piBj (ABi,j ) by one transition in the
realisation. Let x˜ ∈ ABi,j be the corresponding state of x in ABi,j , i.e. piBj (x˜) = x.
It follows that there exists a state y˜ of Bi,j reachable from x˜ by one transition such
that piBj (y˜) = y. In consequence, y˜ /∈ ABi,j and ABi,j cannot be an attractor. This
contradicts the original assumption.
Now we show that there is a path between any two states x and y of piBj (A
Bi,j )
in the realisation only via states in piBj (A
Bi,j ). The existence of such path follows in
a straightforward way from the fact that there exist two corresponding states x˜, y˜ in
ABi,j such that piBj (x˜) = x and piBj (y˜) = y. In consequence, there is a path from
one to the other as both are in the attractor ABi,j . Projection of this path on Bj forms
a hyper-path in the realisation. By Lemma 2, y is reachable from x in the realisation
and only via states in piBj (A
Bi,j ) as shown above. Hence, piBj (A
Bi,j ) is an attractor of
the considered realisation, i.e. piBj (A
Bi,j ) ∈ ABj .
Finally, it is straightforward to verify that piBi(A
Bi,j ) C piBj (ABi,j ). Therefore,
A ∈ Π(ABi ,ABj ), which concludes the proof of Statement 2 and the theorem. uunionsq
5) Proof of Corollary 1.
Proof. According to Theorem 2, Π(ABi ,ABj ) is the set of attractors of Bi,j and
Π(ABi ,ABk) is the set of attractors of Bi,k. Merging Bi with Bj results in an elemen-
tary block Bi,j , and merging Bi with Bk results in an elementary block Bi,k. Applying
Theorem 2 again, we get Π(Π(ABi ,ABj ),ABk) is the set of attractors of Bi,j,k and
Π(Π(ABi ,ABk),ABj ) is the set of attractors of Bi,k,j . Since Bi,j,k and Bi,k,j are ac-
tually the same block, Π(Π(ABi ,ABj ),ABk) = Π(Π(ABi ,ABk),ABj ). uunionsq
6) Proof of Theorem 3.
Proof. Algorithm 2 divides a BN into SCC blocks and detects attractors of each block.
Line 5 to 25 describe the process for detecting attractors of a block. The algorithm
distinguishes between two different types of blocks. The first type is an elementary
block. Since it is in fact a BN, the attractors of this type of block are directly detected
via Algorithm 1. The second type is a non-elementary block. The algorithm constructs
the realisations of this type of block, detects attractors of each realisation and merges
them as the attractors of the block. The algorithm takes special care of those blocks
with more than one parent blocks. It merges all the ancestor blocks of such a block
as its parent block. Since the ancestor blocks are in ascending operations based on
their credits, the cross operation in Line 16 will iteratively recover the attractors of
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the parent block according to Theorem 2. Whenever the attractors of a block Bi are
detected, it performs a cross operation between block Bi and the elementary block Bc
formed by nodes in all previous blocks (Line 29). According to Theorem 2, the cross
operation will result in the attractors of the block formed by nodes in the two blocks.
Since Algorithm 2 iteratively performs this operation to all the blocks, it will recover
the attractors of the BN in the last iteration. Note that how to order two blocks with the
same credit does not affect the result of this algorithm, as proved in Corollary 1. uunionsq
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C The Boolean Model of MAPK network
Fig. 6: Wiring of the MAPK logical model of [20]. The diagram contains three types of
nodes: stimuli nodes (pink), signalling component nodes (gray) with highlighted MAPK
protein nodes (light pink), and cell fate nodes (blue). Green arrows and red blunt arrows
represent positive and negative regulations, respectively. For detailed information on
the Boolean model of the MAPK network containing all modelling assumptions and
specification of the logical rules refer to [20] and the supplementary material thereof.
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Fig. 7: The SCC structure of the MAPK network (mutant MAPK r3). Each node repre-
sents an SCC. Model components contained in each SCC are listed in Table 2. For each
pair of a parent SCC and one of its child SCCs, a directed edge is drawn pointing from
the parent SCC to the child SCC. Node 12 is not connected to any other node as EGFR
is set to be always true and hence the influence from EGFR stimulus (node 12) is cut.
The SCC structure of mutant MAPK r4 is virtually the same; the only difference is that
model components contained in certain SCCs are slightly different: EGFR is switched
with FGFR3 and EGFR stimulus is switched with FGFR3 stimulus.
scc # nodes scc # nodes scc # nodes scc # nodes
0 Apoptosis 4 p70 9 ATM 13 FGFR3 stimulus
1 BCL2 5 Growth Arrest 10 DNA damage 14 SMAD
2 FOXO3 6 p21 11 EGFR 15 TAK1
3 Proliferation 8 TAOK 12 EGFR stimulus 16 TGFBR
17 TGFR stimulus
7
AKT AP1 ATF2 CREB DUSP1 FGFR3 ELK1 ERK FOS FRS2 GAB1
GADD45 GRB2 JNK JUN MAP3K1 3 MAX MDM2 MEK1 2 MSK MTK1 MYC
PDK1 PI3K PKC PLCG PPP2CA PTEN RAF RAS RSK SOS SPRY p14 p38 p53
Table 2: Nodes of the MAPK pathway (mutant r3) in SCCs as shown in Figure 7.
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D The Boolean Model of Apoptosis
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Fig. 8: The wiring of the multi-value logic model of apoptosis by Schlatter et al. [21]
recast into a binary Boolean network. For clarity of the diagram the nodes I-kBa, I-
kBb, and I-kBe have two positive inputs. The inputs are interpreted as connected via ⊕
(logical OR).
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Fig. 9: The SCC structure of the apoptosis model. Each node represents an SCC in the
apoptosis model. The nodes contained in each SCC are listed in Table 3. For each pair
of a parent SCC and one of its child SCCs, a directed edge is added pointing from the
parent SCC to the child SCC.
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scc # nodes scc # nodes scc # nodes scc # nodes
0 apoptosis 16 C8a DISCa 2 32 IRS P2 47 UV
1 gelsolin 17 C8a DISCa 33 IRS 48 UV 2
2 C3a c IAP 18 proC8 34 IKKdeact 49 FASL
3 I kBb 19 p38 35 FLIP 50 PKA
4 CAD 20 ERK1o2 36 DISCa 2 51 cAMP
5 PARP 21 Ras 37 DISCa 52 AdCy
6 ICAD 22 Grb2 SOS 38 FADD 53 GR
7 JNK 23 Shc 39 Bid 54 Glucagon
8 C8a FLIP 24 Raf 40 housekeeping 55 Insulin
10 XIAP 25 MEK 41 FAS 2 56 smac mimetics
11 TRADD 26 Pak1 42 FAS 57 P
12 RIP 27 Rac 43 FASL 2 58 T2R
13 Bad 14 3 3 28 GSK 3 44 IL 1 59 T2RL
14 P14 3 3 29 Bad 45 TNFR 1
15 C8a 2 31 IR 46 TNF
9
Apaf 1 apopto A20 Bax Bcl xl BIR1 2 c IAP c IAP 2 complex1
comp1 IKKa cyt c C3ap20 C3ap20 2 C3a XIAP C8a comp2 C9a
FLIP 2 NIK RIP deubi smac smac XIAP tBid TRAF2 XIAP 2 IKKa
I kBa I kBe complex2 NF kB C8a C3ap17 C3ap17 2
30 IRS P PDK1 PKB PKC PIP3 PI3K C6
Table 3: Nodes of the apoptosis network in SCCs as shown in Figure 9.
