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Abstract
A set of lubrication models for the thin film flow of incompressible
fluids on solid substrates is derived and studied.The models are obtained
as asymptotic limits of the Navier-Stokes equations with the Navier-slip
boundary condition for different orders of magnitude for the slip-length
parameter.
Specifically, the influence of slip on the dewetting behavior of fluids
on hydrophobic substrates is investigated here. Matched asymptotics are
used to describe the dynamic profiles for dewetting films and comparison is
given with computational simulations. The motion of the dewetting front
shows transitions from being nearly linear in time for no-slip to t2/3 as the
slip is increased. For much larger slip lengths the front motion appears
to become linear again. Correspondingly, the dewetting profiles undergo a
transition from oscillatory to monotone decay into the uniform film layer
for large slip.Increasing the slip further, to very large values, is associated
with an increasing degree of asymmetry in the structure of the dewetting
ridge profile.
1 Introduction
Lubrication models have shown to be extremely useful approximations to the full
Navier-Stokes equations for investigating the dynamics of thin liquid films, in-
cluding the motion and instabilities of their contact lines [1]. For film thicknesses
in the range of a few micrometers and larger, the choice of the boundary condition
at the solid substrate enters only weakly in that it does not influence the even-
tual appearance of instabilities, such as formation of fingers at the three phase
contact-line, see for example [2–5]. For other applications, such as for the dewet-
ting of a nano-scale thin polymer film on a hydrophobic substrate the boundary
condition at the substrate appears to have a crucial influence on the dynamics
and morphology of the film. Experimental studies of unstable thin films coating
solids have shown significant differences in the patterns that develop when fluid
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Figure 1: Sketch of the cross section of a dewetting film after rupture, show-
ing the expanding dewetted residual layer (also called a “hole” or ”dry spot”)
in the middle and the adjacent“dewetting ridges” moving into the surrounding
undisturbed uniform film.
instabilities lead to the formation of growing “dry regions” on the solid. In this
context the occurrence and nature of slippage of the liquid film on the solid sub-
strate is of large interest not only for fundamental research, see e.g. [6–10] but
also for technological applications such as microfluidic devices.
We examine the influence of the fluid-solid interface using lubrication models that
include both an intermolecular potential and slippage to represent the chemical
and molecular-scale physical properties of the solid. The models are obtained as
asymptotic limits of the Navier-Stokes equations with the Navier-slip boundary
condition for different orders of magnitude for the slip-length parameter. The
slip-length B can be understood as an off-set length such that the fluid velocity
at the solid surface is given by the slip-length times the normal derivative of the
velocity,
U(Z = 0) = B∂ZU(Z = 0). (1.1)
For flows of Newtonian fluids on smooth rigid surfaces, the classic no-slip bound-
ary condition, U(Z = 0) = 0, corresponds to zero slip length. Positive slip lengths
have been used to model many different physical systems including effects such
as surface roughness and non-Newtonian fluid properties, see e.g. the recent
review [11].
We obtain closed-form lubrication models over a wide range of slip lengths. Par-
ticular asymptotic scalings for the slip lead to two distinguished limits that we
call the equations for the weak slip and strong slip regimes, respectively. For other
choices of slip scalings, these models will be shown to reduce to other models that
have been used in different parts of fluid dynamics.
For these models we focus on describing the growth of dewetted regions in the
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film. In experiments, these regions grow as circles until secondary instabilities
step in. Fluid transported out of the growing dry regions collects in a ridge
profile that advances into the undisturbed fluid, see figure 1. We show that the
axisymmetric profile can be analyzed within a one-dimensional thin film model.
Matched asymptotic expansions are used to determine its speed and structure.
We show that for the weak slip regime the motion of the dewetting front changes
from an almost constant speed (apart from logarithmic corrections) to position ∝
t2/3 as slip increases. Meanwhile, in the strong slip regime, increasing the slip
length appears to cause the reverse behavior, i.e. increasing slip increases the
scaling exponent for the front position.
We also show that for the strong slip regime the ridge morphology changes from a
damped oscillating structure behind the ridge and towards the undisturbed film,
to a monotone decaying structure, as the slip length is increased.For even larger
slip lengths, the exponential decay rate decreases and the ridge profiles show a
pronounced asymmetry. We use linear stability analysis to derive the critical slip
length for the transition and compare this to the numerical solution of the strong
slip lubrication model. This property of the strong slip lubrication model captures
the recently experimentally observed morphological transition of the ridge when
the liquid/solid friction was altered [12].
2 Derivation of the lubrication-slip equations
2.1 Governing equations
We begin from the Navier-Stokes equations for the flow of a viscous incompressible
fluid layer on 0 ≤ Z ≤ H(X, T ) in two dimensions with
ρ (∂TU+U · ∇U) = −∇(P + F ′(H)) + μ∇2U, ∇ ·U = 0. (2.1)
Here, U = U(X,Z, T )i+W (X,Z, T )k denotes the velocity field, P = P (X,Z, T )
the pressure field, and F ′(H) = dF/dH the contribution due to an intermolecular
potential F (H) (of Born/Van der Waals type).
At the free surface Z = H(X, T ), we have the usual kinematic and stress bound-
ary conditions and constant surface tension σ. For flow over a uniform solid
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substrate, we consider the Navier slip boundary condition at Z = 0,
U = B ∂ZU. (2.2)
For the scaling for nondimensionalization we use
Z = H z, X = Lx, H = Hh, B = H b,
U = U u, W = Ww, T = H
W
t, P + F ′ = P p, F ′ = Pφ′.
(2.3)
For the lubrication models we will derive, it is slightly more convenient to choose
the dimensionless pressure so that it includes the contribution from the inter-






=  and  1. (2.4)
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μU
∂zp + 
3∂xxw + ∂zzw, (2.5b)
∂xu + ∂zw = 0. (2.5c)
For the boundary conditions at z = h(x, t) the tangential and normal stress and






+ 22∂xh (∂zw − ∂xu) = 0, (2.6a)
p− φ′(h)− 2 μU
PH









∂th− w + u∂xh = 0. (2.6c)
For the boundary conditions at z = 0 we have the impermeability and slip con-
dition
w = 0 and u = b ∂zu. (2.7)
The asymptotic regimes we will derive next are all characterized by the orders
of magnitude of the slip length. As one traverses the ranges of the slip length
the flow field will change from a parabolic flow field to what is essentially plug
flow, see figure 2. This implies a change from the balance of the pressure gradient
with the dominant viscosity contribution in the horizontal momentum equation
to the balance of the pressure gradient and viscosity contribution in the vertical






Figure 2: The left curve shows the parabolic flow profile for the no-slip situation.
The curve in the middle is the profile for partial slip with a finite slip length,
indicated by B. The curve on the right shows the profile for plug flow when the
effective slip length becomes infinite.
2.2 Weak slip regime
Following the usual approach for low Reynolds number lubrication theory, we
balance the pressure gradient with the dominant viscous term in the horizontal

























where Re∗ is the reduced Reynolds number, assumed to be O(1). The nondimen-
sional problem for the weak-slip regime is therefore [alph]
4Re∗ (∂tu + u∂xu + w∂zu) = −∂xp + 2∂xxu + ∂zzu, (2.10a)
6Re∗ (∂tw + u∂xw + w∂zw) = −∂zp + 4∂xxw + 2∂zzw, (2.10b)
∂xu + ∂zw = 0, (2.10c)
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+ 22∂xh (∂zw − ∂xu) = 0, (2.11a)
p− φ′(h)− 22 (1− 
2(∂xh)








∂th− w + u ∂xh = 0, (2.11c)
and boundary condition at z = 0,
w = 0 and u = b ∂zu. (2.12)
The leading order problem is [alph]
∂xp = ∂zzu, (2.13a)
∂zp = 0, (2.13b)
∂xu + ∂zw = 0, (2.13c)
with boundary conditions [alph]
∂zu = 0, p = −∂xxh + φ′(h), ∂th = w − u∂xh at z = h(x, t),(2.14a)
w = 0 and u = b ∂zu at z = 0. (2.14b)
As is well known, see e.g. [1,13], one can integrate the problem (2.13a) – (2.14b)
with respect to z to obtain a single, dimension-reduced lubrication equation for










2.3 Strong slip regime
There is another regime which arises for example in the context of microfluidics,
where the dynamics of polymer films with thickness on the nano- to micro-meter
scale is strongly influenced by the slip length, which in turn can be larger than
the thickness of the film.
Here, we similarly balance pressure with the dominant viscous term, but now the






As in the weak slip regime, we also assume that surface tension and pressure
balance in the normal stress condition, i.e., σ/(PH ) ∼ −2. We obtain the same

















The nondimensional problem for the strong-slip regime is therefore [alph]
2Re∗ (∂tu + u∂xu + w∂zu) = −2∂xp + 2∂xxu + ∂zzu, (2.18a)
2Re∗ (∂tw + u∂xw + w∂zw) = −∂zp + 2∂xxw + ∂zzw, (2.18b)
∂xu + ∂zw = 0, (2.18c)







+ 22∂xh (∂zw − ∂xu) = 0, (2.19a)
p− φ′(h)− 2(1− 
2(∂xh)








∂th− w + u ∂xh = 0, (2.19c)
and boundary condition at z = 0,
w = 0 and u = b ∂zu. (2.20)
While in the weak-slip regime, b was assumed to be O(1), we will discuss here
the admissible orders of magnitude for the strong-slip regime.
We begin by assuming that u, w, p and h have the asymptotic expansions [alph]
u(x, z, t; ) = u0(x, z, t) + 
2u1(x, z, t) + O(
4), (2.21a)
w(x, z, t; ) = w0(x, z, t) + 
2w1(x, z, t) + O(
4), (2.21b)
p(x, z, t; ) = p0(x, z, t) + 
2p1(x, z, t) + O(
4), (2.21c)
h(x, t; ) = h0(x, t) + 
2h1(x, t) + O(
4). (2.21d)
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To leading order in  we have the problem [alph]
∂zzu0 = 0, (2.22a)
∂zp0 = ∂zzw0, (2.22b)
∂xu0 + ∂zw0 = 0, (2.22c)
with boundary conditions at z = h0(x, t), [alph]
∂zu0 = 0, (2.23a)
p0 − φ′(h0)− 2 (∂zw0 − ∂xh0∂zu0) + ∂xxh0 = 0, (2.23b)
∂th0 − w0 + u0 ∂xh0 = 0, (2.23c)
and boundary conditions at z = 0,




From (2.23a), the leading order horizontal velocity is independent of z,
u0 ≡ u0(x, t). (2.25)
From (2.22c) and (2.24)1 we find
w0 = −z ∂xu0, (2.26)
and from (2.23b)
p0 − φ′(h0) = − ∂xxh0 − 2 ∂xu0 . (2.27)
If b = O(1) then (2.24)2 would imply that u0 = 0 and w0 = 0 and hence ∂th0 = 0.
We need to assume that the slip length b O(1) in order to capture the nontrivial




, so that ∂zu0 =
α
β
u0 with α > 0. (2.28)
To leading order (2.24)2 then becomes ∂zu0 = 0 and is compatible with (2.23a).
In order to determine u0(x, t) we need to make use of the next order correction,
[alph]
Re∗ (∂tu0 + u0∂xu0) = −∂xp0 + ∂xxu0 + ∂zzu1, (2.29a)
Re∗ z
(
∂xtu0 + u0∂xxu0 + (∂xu0)
2
)
= −∂zp1 + z ∂xxxu0 + ∂zzw1, (2.29b)
∂xu1 + ∂zw1 = 0, (2.29c)
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with boundary conditions at z = h(x, t), [alph]
∂zu1 − ∂xxu0h0 − 4∂xh0∂xu0 = 0, (2.30a)
p1 − φ′′(h0)h1 − 2
(
∂xu0(∂xh0)
2 + ∂zw1 − ∂zu1∂xh0 + h0∂xh0∂xxu0
)
−2∂xu0(∂xh0)2 + ∂xxh1 − 3
2
(∂xh0)
2∂xxh0 = 0, (2.30b)
∂th1 − w1 + u0 ∂xh1 − u1∂xh0 = 0. (2.30c)
The boundary condition at z = 0 are




The distinguished limit of (2.31) that includes the full influence of the Navier-slip
boundary conditions occurs for α = 2. Integrating (2.29a) with respect to z from
z = 0 to z = h0 and using (2.30a) and (2.31)1 we obtain the equation
Re∗ (∂tu0 + u0∂xu0) =
4
h0
∂x(h0∂xu0) + ∂x (∂xxh0 − φ′(h0))− u0
βh0
. (2.32a)
This equation coupled with (2.23c), i.e.
∂th0 = − ∂x (h0u0) , (2.32b)
give a closed system for u0(x, t), h0(x, t), which we call the strong slip regime.
See also [14] for a different derivation.
We observe, that the weak and the strong slip regimes represent two distinguished
limits in the sense that they represent two scalings which are richer than other
slip regimes. While the weak slip regime (2.15) includes the limiting case b→ 0,
yielding the popular no-slip lubrication model, the strong slip regime covers the
limiting case α > 2, yielding the lubrication model for free films, see e.g. [15–17].
Note, in this case the last term of equation (2.32a) is zero. Models containing
only the first term of the right hand side of (2.32a) (often called the Trouton
viscosity) are used to describe extensional flow, see e.g. [18].
However, there also exists a whole class of regimes intermediate to the two dis-
tinguished limits.
2.4 Intermediate slip regimes
To obtain the scalings for the intermediate slip regimes we recall that we identified
two velocity scales arising from different scalings of the slip length
b = O(1) and b = O(−2). (2.33)
9
For the intermediate regimes consider the velocity scale, capillary number and




, Ca = 2−γ , Re = 2−γRe∗, (2.34)
for −1 < γ < 1. The governing equations are [alph]
3−γRe∗ (∂tu + u∂xu + w∂zu) = −γ+1∂xp + 2∂xxu + ∂zzu,
(2.35a)
3−γRe∗ (∂tw + u∂xw + w∂zw) = −γ−1∂zp + 2∂xxw + ∂zzw,
(2.35b)
∂xu + ∂zw = 0, (2.35c)







+ 22∂xh (∂zw − ∂xu) = 0, (2.36a)
p− φ′(h)− 21−γ (1− 
2(∂xh)








∂th− w + u ∂xh = 0, (2.36c)
and boundary condition at z = 0,
w = 0 and ∂zu = 
α u
βint
, where 0 < α < 2. (2.37)
We now let [alph]
u(x, z, t; ) = u0(x, z, t) + 
αu1(x, z, t) + O(
2α),
w(x, z, t; ) = w0(x, z, t) + 
αw1(x, z, t) + O(
2α)
p(x, z, t; ) = p0(x, z, t) + 
αp1(x, z, t) + O(
2α),
h(x, t; ) = h0(x, t) + 
αh1(x, t) + O(
2α).
Obviously, since −1 < γ < 1, the leading order problem is [alph]
∂zzu0 = 0, (2.39a)
∂zp0 = 0, (2.39b)
∂xu0 + ∂zw0 = 0, (2.39c)
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with boundary conditions at z = h0(x, t), [alph]
∂zu0 = 0, (2.40a)
p0 − φ′(h0) + ∂xxh0 = 0, (2.40b)
∂th0 − w0 + u0 ∂xh0 = 0, (2.40c)
and boundary conditions at z = 0,
w0 = 0 and ∂zu0 = 0. (2.41)
Analogous to the derivation of the strong slip regime here we find
u0 ≡ u0(x, t), w0 = −z ∂xu0 and p0 = − ∂xxh0 + φ′(h0) .
The function u0(x, t) is again found from the next order correction, with α = γ+1.
We find
∂zu1 = (h0 − z) ∂x (∂xxh0 − φ′(h0)) , (2.42)




yields u0(x, t) = βint h0∂x (∂xxh0 − φ′(h0)) . (2.43)
Using (2.42) in (2.40c), yields ∂th0 = −∂x [h0u0]. Upon substituting-in (2.43)2,
we obtain the lubrication model
∂th0 = −βint ∂x
[
h20 ∂x (∂xxh0 − φ′(h0))
]
, (2.44)
sometimes also called the ‘slip-dominated’ lubrication model, see e.g. [19–21].
Note that the constant βint can be absorbed by redefining t 
→ t/βint. The in-
termediate slip model is also obtained as the limiting case of (2.15) divided by
b and with time rescaled as t 
→ t/b, for b → ∞ and h0 = O(1). It is also the
limiting case of (2.32) with time rescaled as t 
→ t/β and u0 
→ βu0, for β → 0
and h0 = O(1).
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3 Asymptotics for the dewetting ridge in the
no-slip and intermediate slip cases
3.1 The dewetting ridge and the intermolecular potential
φ(h)
We make use of these models to study the intermediate asymptotic solutions
describing dewetting. Driven by VdW forces, initially small instabilities to uni-
form thin films will lead to dynamics that closely approximate finite-time point
rupture, as described in [22–24]. The presence of a stabilizing short range contri-
bution to the intermolecular potential prevents complete rupture and determines
a lower bound on the film thickness, h = ν, with 0 < ν  1, where the po-
tential has its minimum. Instead of complete rupture (where h = 0 is reached),
the position of the initial instability becomes the center for a growing circular
hole. The displaced fluid collects in a growing ridge (see cross-sectional view in
figure 1) that marks the advancing edge of the dewetting instability. We now
describe the structure of this ridge for the lubrication models for the no-slip and
the intermediate slip regime from the previous section.
Under ideal conditions, it could be imagined that dry spots could grow indefinitely
large. By conservation of mass, the growing holes would shift fluid into the ever-
growing rims. In the absence of a large length scale to limit the sizes of these
structures, we might expect the motion and growth of the ridges to approach
scale-invariant self-similar form. This is the case for the intermediate slip regime.
The no-slip case is more delicate and involves logarithmic corrections. In fact,
the dynamics of dewetting and ridge growth do not continue indefinitely; for
example secondary instabilities will eventually set in [25,26]. However self-similar
dynamics for the ridge evolution give an accurate description of the intermediate
time scale asymptotics.
Note that all of the models derived in the previous section could be analo-
gously generalized to apply to the full three-dimensional problem with the two-
dimensional free surface, z = h(x, y, t). For the study of growing axisymmetric
dewetting regions, the governing equations can be generalized and written in
one-dimensional form in the radial direction in terms of ∂r derivatives. These
equations are non-autonomous in r and solutions will exhibit strong curvature-
12
h=ν
Region I Region II
Region III h=1
s(t) (t) ws(t)+
Figure 3: Sketch of the ridge showing the outer region (II) and the two inner
regions: the ’dry’ inner region (I) and the ’wet’ inner region (III).
dependent effects in the early stages of rupture and dewetting. Our study will
focus on the intermediate stages of dewetting, when the ridge has propagated out-
wards sufficiently far, so that the radius of the dewetted region is large compared
to the length scale of the ridge and curvature effects can be neglected, so that
∂r ≈ ∂x. Hence, we will consider throughout, the ridge that has formed at the
contact-line, as depicted in figure 3. The hole, i.e. the dewetted area, is behind
the ridge, where the film has almost vanished except for a thin residual film of
thickness O(ν), while ahead of the ridge, the film is undisturbed. Far ahead of
the ridge we assume that the film thickness is scaled to one, i.e. by choosing the
initial film thickness for the normal length scale H . Hence, we have the boundary
conditions
h → ν as x→ −∞,
h → 1 as x→∞.
To describe the potential in terms of a normalized function that does not depend
on ν, see also [27], we let
φ(h) = Φ(h/ν), (3.1)
where Φ(ψ) with ψ = h/ν satisfies Φ′(1) = 0 and Φ′′(1) > 0. A typical choice for








where the second term is a VdW term that drives the dewetting and the first
term is a repulsion term that prevents the film thickness from decreasing to zero.
In other words, it stabilizes the ‘dry’ film. More complex compositions of the
substrate – i.e. alternating layers of hydrophilic and hydrophobic materials – can











where a1, a2, a3 and d are positive, see e.g. [29]. This combination introduces
a third, stabilizing term that makes Φ′′(ψ) > 0 for sufficiently large film thick-
ness h. This implies that sufficiently thick flat films are stable against spinodal
decomposition.
For specific numerical simulations, we will use either (3.2) or (3.3a) with
a1 = 1.014, a2 = 1.014, a3 = 7.465 and d = 25.34; (3.3b)
this is simply a rescaled version of the potential that was also used in [21, 25].
(The rescaling was chosen so that the static contact angles for (3.2) and (3.3),
i.e. the values for Φ(1), are equal). Most of the analytical considerations work
for fairly general classes of potentials. We will generally assume that Φ has a
minimum at ψ = 1 and that Φ ∼ ψ−2 for ψ →∞.
3.2 Formulation of the ridge problem
We will go on to show that there are important differences in the structure and
dynamics of the ridge in the different models, but first we summarize the features
that are shared in common. The ridge is a dynamic solution. It connects to the
dewetted hole with h→ ν as it advances into the surrounding uniform film, with
h = 1. We denote by x = s(t) the position of the former moving interface, i.e.
the contact line, while the position of the latter interface will give an effective
measure of the width of the ridge, x = s(t) + w(t). The ridge is assumed to be
moving forward, s˙(t) > 0, corresponding to an expanding hole. The statement of







= (1− ν)s˙(t) + w˙(t). (3.4)
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Indeed, as sketched in figure 3, the analysis of this problem will be broken down
into three dominant regions:
(I) 0 ≤ x < s(t) the dewetted hole, h ∼ ν,
(II) s(t) < x < s(t) + w(t) the dewetting ridge, h = h(x, t),
(III) s(t) + w(t) < x the surrounding undisturbed film, h ∼ 1.
In contrast to the analysis in [19], our analysis includes the effect of intermolec-
ular forces. As we will see below, this enforces an additional constraint on the
validity of the asymptotic result in the intermediate slip case. The solution will
be constructed from matched asymptotic expansions on each of these regions.
In our analysis we find convenient to attack this problem by shifting into the
reference frame moving with the contact line,
x˜ = x− s(t), h = h(x˜, t).
Then the thin film equation for the intermediate cases takes the general form,







with the ridge being defined on 0 < x˜ < w(t), and where m(h) = h3 denotes the
mobility for the no-slip and m(h) = h2 the intermediate slip case respectively.
The boundary conditions are (as stated earlier) [alph]
h → ν as x→ −∞, (3.5a)
h → 1 as x→∞. (3.5b)
As will be shown later, the form of the ridge at the contact line (the matching
condition between (I) and (II)) is closely tied to the form of the intermolecular
potential function Φ(ψ).
3.3 Intermediate slip regime
We now consider the evolution of a ridge for the intermediate slip regime, i.e. the
lubrication model (2.44). The problem reads, after rescaling by βint,







with boundary conditions stated in (3.5a), (3.5b).
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Since we are interested in the motion of the ridge at long times after rupture,
we introduce a new parameter δ  1 via the stretched time variable τ = δt and
investigate the asymptotic behaviour for δ  1, and τ fixed. In the following, we
will introduce new spatial variables for each of the three regions that characterize
the film profile for the intermediate slip regime. These are region I–III as depicted
in figure 3. The new variables correspond to moving coordinate systems, the
origins of which are located at the contact line or the contact line plus the width
of the ridge. The contact line position s(t) and the width w(t) both grow in time,
i.e. with some power of δ, for fixed τ and δ → 0. We will therefore assume that
s(t) = δ−σS(τ) and w(t) = δ−ωW (τ), with σ > ω > 0 and S,W = O(1) as δ → 0.
The resulting problems take the form:
Region (I): Dewetted film



















and the rescaled far-field boundary condition is
ψ → 1 as ξ → −∞. (3.8)
Region (II): Moving Ridge





















on 0 < X < δ−ω+αW (τ).
Region (III): Undisturbed film






















The far-field condition remains
h→ 1 as z →∞. (3.11)
We expect the ridge to evolve essentially like a growing self-similar solution within
the moving reference frame determined by the contact line position. For region
16
II, the surface tension should be significant, but the disjoining pressure should be
negligible. Consequently, (3.9) suggests the dominant balance
1 + α− γ − σ = 4α− 3γ. (3.12)
In the appendix it is shown that the leading order equation for the ridge quasi-
statically scales with S˙(τ) to yield a growing self-similar ridge profile. A con-
sequence of this structure is that the long-time matching behavior to region III
determines the fixed self-similar support of the ridge with
ω = α. (3.13)
Moreover, the leading order equation in region I is also quasi-static, we expect
the matching between regions I and II to determine a steady finite contact angle
(i.e. fixed slope hx˜) which determines the relation
γ = α. (3.14)
From the conservation of mass (3.4), we expect the rate of growth of the ridge to
be related to its motion by
−γ − ω = −σ and hence σ = 2ω . (3.15)
A further consequence of the traveling wave (quasi-static in co-moving frame)
balance in equation (3.10) requires
σ = 1 + 3μ (3.16)
Consequently we find






and μ = −1
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. (3.17)
Inserting (3.12)-(3.16) into (3.7)-(3.11) we get the following leading order equa-














with the rescaled left boundary condition





























with the far-field condition on the right
h→ 1 as z →∞. (3.22)
The disjoining pressure term drops out if ν−1δ2μΦ(h/ν) ∼ ν2δ2μh−3 is small. This
imposes a restriction on δ in terms of ν, namely
δ  ν−1/μ = ν9. (3.23)
In the appendix we solve above problems and match them. We obtain the fol-







with M ≈ 0.0272, where θ is the contact angle. Note that for fixed τ , the
constraint (3.23) imposes an upper asymptotic bound on t, i.e. t ν−9.
We note, that the t2/3 behaviour was found earlier by experimental and physical
arguments in [30–32], asymptotically, neglecting the intermolecular potential in
[19] and numerically in [21].
Comparison with numerical results
In figure 4, we compare the asymptotic formula (3.24) to numerical results for s(t),
for ν = 0.04 and the intermolecular potential (3.1) using the two-term expression
for Φ given in (3.2). We note that the numerical data for the contact line s in this
and following plots was normalized by replacing s with s−mint(s(t)). The com-
parison shows that the numerical result deviates only slightly from the asymptotic
result. In the log-log scaled figure, s(t) tends to a straight line that virtually lies
on top of the line for the asymptotic formula (3.24), i.e. the asymptotics captures
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Figure 4: ((a), left) The evolution of the contact line position s(t) for the in-
termediate slip case with ν = 0.04, for the numerical computations and for the
asymptotic result (3.24). Figure ((b), right) shows the derivative of log(s(t)) with
respect to log(t).
both the exponent and the prefactor well. Differentiating d log(s)/d log(t) yields
a curve that rapidly asymptotes (after an initial transient overshoot) to a value
close to 2/3. This confirms that s(t) indeed follows a power-law behavior close to
t2/3 at large times. The asymptotic value for d log(s)/d log(t) seems to be slightly
less than 2/3, about one percent lower. The value for ν = 0.04 is roughly of the
same order of magnitude as the deviation.
3.4 No-slip regime
We now consider the evolution of a ridge for the no-slip regime, i.e. the lubrication
model (2.15) with the slip length b set to zero.








where we absorbed the factor 3 into the time scaling. It is a widely commented
fact (see e.g [19, 20] and references therein) that the spreading law in the no-
slip case depends singularly on the precursor thickness, i.e., the time needed for
the contact line to travel an O(1) distance increases logarithmically with the
regularization parameter. Flitton and King [19] carried out a detailed analysis
via matched asymptotics for a lubrication model of a dewetting ridge with a
sharp contact line, where h is exactly zero and the (static or microscopic) contact











































Figure 5: (a) The evolution of the contact line position s(t) for the no-slip case
with ν = 0.04, comparing the numerical result with the asymptotic expression
(3.26). (b shows the effective dewetting exponent d log(s)/d log(t) for the numer-
ical result.
representation of intermolecular forces. Their model was regularized by including
a small slip contribution into the mobility, i.e., using h3 + εbh
2 instead of h3 as in
(3.25). In the limit εb → 0 they obtained the contact line evolution s(t) including
logarithmic corrections in the prefactor.
Flitton and King’s derivations can be adapted to the models we use here, and in
fact yield the same expressions for s(t), except that the contact angle is set by
the intermolecular potential according to (A.4) rather than being imposed as a
moving boundary condition, and the residual film thickness ν now takes over the
role of εb,
s(t) ∼ δ¯t (tan θ)
3
3(δ¯ ln t + 1)
(3.26)
where δ¯ ≡ 1/ ln(1/ν). Similarly, the expression for the width is found to be
w(t) ∼ δ¯1/2t1/2 2
2/3 tan θ
(δ¯ ln t)1/6(1 + δ¯ ln t)1/3
. (3.27)
Comparison with numerical results
We now compare (3.26) with results from numerical simulations of (3.25). A plot
of s(t) from a numerical simulation using ν = 0.04 and the two-term potential Φ
in (3.2) is shown in figure 5(a), in a log-log plot. The numerical result tends to
a straight line with slope one that would correspond to a linear spreading law,














































Figure 6: (a) The evolution of the contact line position s(t) for the weak slip
model with different slip lengths with ν = 0.04, using a log-log scaling of the
axes. The thin dotted top line is proportional to t2/3 and is included to guide the
eye. (b) The derivative of log(s(t)) with respect to log(t), in a log-linear plot.
d log(s)/d log(t) appears to tend to one but only very slowly. This is qualitatively
consistent with the essentially t/ ln t-like behavior predicted by (3.26), as t→∞,
which entails d log(s)/d log(t) ∼ 1−1/ ln t, i.e. a logarithmically slow approach of
the exponent to one. The presence of logarithmic modifications to a linear law was
also observed numerically in [21,33]. A quantitative comparison of the numerical
results and (3.26) in figure 5(a) shows, however, a deviation of about a factor
of two, possibly due to substantial contributions from higher order logarithmic
corrections (i.e. higher order terms in δ¯).
4 The dewetting ridge: Distinguished limits
4.1 Weak slip
In this section, we track the evolution of the ridge, in particular of the position of
the contact-line, in the weak slip regime. The model (2.15) explicitly contains the
slip length b, while the no-slip and the intermediate slip regimes can be recovered
from it by letting b→ 0 or b→∞ (after rescaling time with b). Hence, we expect
the long-time limits for s(t) to interpolate in some way between the dewetting
rates for the no-slip and the intermediate slip regime. In (2.15), the slip length was
non-dimensionalized with an arbitrary normal length scale H , but in section 3 we
chose H to be the initial unperturbed film thickness at x→∞. Hence, the non-
dimensional b we use here represents the slip length compared to this particular
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length scale. For the dynamics of the ridge, it seems more reasonable to look at
the value of b compared to the height of the ridge, hmax(t) = maxx h(x, t). Since
this grows in time, the effective relative slip length b/hmax, decreases, so we expect
to see a slow transition from an intermediate-slip to a no-slip like behavior. Of
course, in any case, sufficient time must elapse, and a sufficiently large ridge must
emerge, before any of the asymptotic rates are valid.
Results from numerical simulations of (2.10a) with ν = 0.04 and the two-term
potential (3.2) are shown in figure 6. In figure 6a, s(t) for several values of the
slip are plotted in a log-log graph and are compared with t2/3. In particular,
the slip lengths that are markedly larger than one, hence allow for an “effective”
slip length in the ridge that is larger than one even after the ridge has grown
somewhat, tend to fairly straight lines with slope close to the dotted guiding line.
However, at later times, in particular for the lower b, the slope of the line becomes
larger than the guiding line, indicating an exponent α in the dewetting law tα
that is larger than 2/3.
We can get a better picture by differentiating the graphs for log(s) with respect
to log(t). For a pure power tα law (as for the guiding line), this would yield
a constant, i.e. d log(s)/d log(t) = α. One clearly sees, that at later times all
d log(s)/d log(t) are larger than 2/3 and monotonically growing, which is consis-
tent for a situation with decreasing effective slip. For the two larger slip lengths
at least, there is an intermediate period of time, where initial transients have
died out, while the “effective” slip length b/hmax  1. In this time period,
d log(s)/d log(t) approaches 2/3 and eventually departs again as the slip length
increases further. Furthermore, d log(s)/d log(t) gets closer to 2/3 and departs
more slowly for larger b.
4.2 Strong slip
4.2.1 Numerical runs varying β.
In this section, we present numerical results for the evolution of the contact-line
for the strong slip regime (2.32a), (2.32b), for negligible inertia (Re∗ = 0). We
use the three-term potential (3.3) for Φ, with ν = 0.04. As for the weak slip case,
we consider first the limit cases, more precisely, the case when β → 0. One easily




















































Figure 7: (a) The evolution of the contact line position s(t) for the strong slip
model with different slip lengths β and ν = 0.04, and the intermolecular potential
(3.3), in a log-log plot The bottom thin dotted line is proportional to t2/3 and is
included to guide the eye. (b) The derivative of log(s(t)) with respect to log(t),
in a log-linear plot.
u. Inserting the result into (2.32b) yields the PDE for the intermediate slip case
(2.44). In the limiting case β →∞ we obtain the model of [16]. The values of β
we use for our simulations have been non-dimensionalized with the film thickness,
but as for the weak slip case, it seems more relevant for the dynamics of the ridge
to consider the effective β that have been rescaled with hmax. Since hmax grows
in time, the effective β decreases and we must eventually recover the behavior
for the β → 0 limit, i.e. the dewetting dynamics of the intermediate slip case.
Hence, for large times, the slope of the graph t versus s(t) in a log-log plot must
approach a straight line for a t2/3 like growth. This is indeed seen in figure 7(a).
Also, one sees that for larger β, it takes longer for the curves to follow the guiding
line, while for the largest β they have not yet entered this regime.
Differentiating d log(s)/d log(t) yields the graphs in figure 7(b). Here, the ap-
proach of 2/3 is even clearer, in particular for the two smallest β. Interestingly,
these two lines seem to asymptote to a value that is slightly smaller than 2/3. For
the larger β we observe a transition towards higher dewetting rates approaching
constant speed (i.e. d log(s)/d log(t) approaches one) for an intermediate time.
This intermediate time grows for increasing β.
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4.2.2 Transitions in shape
Linear stability analysis about the undisturbed uniform film To gain
insight into the structure of the dewetting rim as it propagates into the undis-
turbed film, we make use of a linearized analysis. We linearize about the base
state with respect to infinitesimal perturbations of size δ,
h(x, t) ∼ 1 + δh˜(x, t), u(x, t) ∼ δu˜(x, t), δ  1, (4.1)
and obtain the linearized equations,
∂th˜ + ∂xu˜ = 0, (4.2a)
Re∗∂tu˜ = 4∂xxu˜ + ∂xxxh˜− φ′′(1)∂xh˜− 1
β
u˜ (4.2b)
To describe the advancing edge of the ridge, it is convenient to shift into a frame
of reference co-moving with the ridge, ξ = x − s(t), and seek quasi-stationary
solutions in the form of traveling fronts, h˜ = h˜(ξ). Then, the continuity equa-


















To understand the qualitative forms of the advancing ridge in this equation, we
let h˜(ξ) = eσξ, yielding the characteristic equation
σ3 + 4s˙σ2 +
(




where we write ϕ = φ′′(1). Note that in this equation σ depends on t parametri-
cally through s(t).
We will not write out the cumbersome algebraic expressions for the roots of the
cubic equation (4.4); however aspects of the algebra are helpful in understanding
the transitions in the ridge structure. Descartes’ law of signs shows that there
is one positive real root and either two negative or two complex conjugate roots.
Physically relevant solutions, with h˜(ξ → ∞) → 0, must have (σ) < 0. The

















Figure 8: The predicted critical speed (4.6) for the transition in the ridge structure
from uniform to oscillatory decay. The data points connected by a thin dotted
line correspond to ridge profiles at different times in a numerical simulation of
dewetting with β = 118.5, see figure 9 and 10.
for Re∗ → 0. The change in sign can for example be induced by increasing β,
which was investigated in [12] and used to explain the experimentally observed
transition in dewetting polymer film profiles on various hydrophobic substrate
coatings.
From (4.5), we obtain an estimate for the critical ridge speed that separate real-
decaying profiles (σ real) from oscillatory profiles (complex conjugate σ) in terms













Figure 8 shows the resulting line with the contribution from ϕ. For the potential
and parameters used here, ϕ > 0, so that the line is shifted downwards compared
to where it would be for ϕ = 0, i.e. the contribution from ϕ > 0 tends to
suppress the appearance of oscillations. Recall that for ν → 0, we have ϕ → 0,
so that the contribution from the potential becomes less important. We remark
that numerical results for a corresponding linear stability analysis for the Stokes
problem are given in [12].
Evolution of profiles in time We now use the linearized theory to discuss
the evolution of ridge shapes in time. In section 4.2, we found that as the ridge























Figure 9: (a) We show the profiles for β = 118.5 and ν = 0.02 at two different
times, corresponding to the top and bottom symbol in figure 8 on the dotted
line. All profiles are presented in a co-moving frame of reference so the fronts
are lined up. The inset shows the portion of the ridge where it connects to the
undisturbed film. (b) To better assess whether a minimum and possible further
strongly damped oscillations arise, we show a semilog of |h(x, t) − 1| (cut-off at
some small non-negative value). Zero crossings due to oscillations around the
unperturbed film thickness h = 1 appear as spikes. The circles represent a func-


















Figure 10: (a) We show the profiles that arise for β = 118.5 and ν = 0.02 at time
t = 3.75×106, corresponding to the middle symbol on the dotted line in figure 8.
The inset shows the portion of the ridge where it connects to the undisturbed
film. A slight undershoot is just visible. (b) To better assess whether a minimum
and possible further oscillations arise, we show a semilog of |h(x, t) − 1|. There
is only one spike indicating a single undershoot but no further oscillations.
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Figure 11: (a) Ridge profiles for very large values of β, for dimensionless time
t = 104. (b) Semilog plot of |h(x, t) − 1|, cut off at some small non-negative
value. The short solid lines are proportional to exp(σx) where σ is the negative
real eigenvalue from (4.4) with the smallest modulus. All profiles in (a) and (b)
are for the potential (3.1), (3.3) and ν = 0.02.
of the contact-line for the strong-slip resembles that of the intermediate slip case.
Here we show that in at least some cases, the ridge profile, too, can change from a
monotone decay to the unperturbed film at x→∞ to having a tail with decaying
oscillations. Since we have seen in figure 7 that the ridge slows down with time
for a given fixed β, the speed s˙ of the dewetting ridge slowly approaches s˙crit from
above. To illustrate this, we have included the ridge speed for the slip parameter
β = 118.5 in figure 8. The values for s˙ were obtained from the numerical solutions
at the same times as for the ridge profiles in figure 9 and 10. Indeed s˙ eventually
drops below the critical speed. Inspection of the profiles (in figure 9) for the
times corresponding to the top and bottom symbol in figure 8 indeed reveal a
monotonically decaying shape at the earlier time, when s˙ is still larger than s˙crit,
and decaying oscillations for the later t, where s˙ < s˙crit. The appearance of
two spikes in figure 9(b) means that at least the first two of the infinite number
of intersections of h and h∞ could be detected in the numerical data. For the
intermediate time corresponding to the middle symbol in figure 8 which still lies
above s˙crit but is quite close to it, the profile has a single undershoot but no
further oscillations(figure 10); only one spike arises in figure 10(b). Such a single
undershoot can arise from two real negative eigenvalues in (4.4) in particular as
they tend to a double eigenvalue as s˙ approaches s˙crit.
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Very large slip parameter β As we have seen in figure 7(b), for very large
β the dewetting rates approach an almost constant speed. The corresponding
profiles in these cases are shown in figure 11(a). The profiles are taken at a fixed
dimensionless time but it turns out that the front positions for the ridges are also
similar. One clearly sees the asymmetric profile with a steep front on the ’dry’
side and an exponential decay on the ’wet’ side . This asymmetry becomes more
pronounced as the exponential decay rate decreases as we make β larger. To illus-
trate the effect more clearly, figure 11(b) shows a semilog plot of the profiles minus
the unperturbed film thickness. The slopes of the lines agree with the negative
real eigenvalue of with the smallest modulus of (4.4). Interestingly, dewetting
ridges with similar profiles have been observed experimentally for highly elastic
and long-chain polymer films [34, 35].
5 Conclusions
In this article we derived a family of lubrication models from the Navier-Stokes
equations together with a Navier-slip condition having a range of orders of magni-
tude for the slip-length parameter. As the orders of magnitude of this parameter
increases from zero, the flow field changes from parabolic to plug flow.
We obtained five asymptotic regimes, two of them, the weak and the strong slip
regime, represent distinguished limits. Both regimes have as a limiting case the
intermediate slip regime, while the no-slip and the free slip regime is obtained
by taking the slip length parameter to zero in the weak and by letting it go to
infinity in the strong slip regime, respectively.
In applications, these obtained models have shown to be able to explain various
challenging physical phenomena concerned with dewetting thin films, such as
the finger instability near the contact line of the dewetting rim, see e.g. [21, 25,
36], where the intermediate slip regime was investigated, or the shape of the
dewetting rim, changing from damped oscillatory to monotone decay towards the
undisturbed film, as the slip-length increases, see also [12].
We used matched asymptotic solutions to derive the dewetting rates of the ridge
for the no-slip and intermediate slip cases and complemented those with numerical
solutions to cover the rates for the distinguished limit cases. The weak and strong
slip regimes show a tendency towards a linear dewetting law for the front position,
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while in the intermediate regime, we get a t2/3 law. Interestingly, our asymptotic
analysis predicts that upon including the intermolecular potential, the validity of
the intermediate slip regime is limited by the thickness of the remaining film in
the dewetted region, defined by the minimum of the intermolecular potential.
Additionally, we found that the profiles of the rims are fairly symmetrical in the
no-slip and weak slip regime, but on the other hand, become very asymmetric in
the strong slip regime for very large values of the slip parameter. Interestingly,
the latter problem has been attributed in the physics literature to viscoelastic
effects [37] or shear thinning [38], while here the properties of the liquid in the
bulk are purely Newtonian and we show that these morphological changes are
brought about by changing a single parameter associated with the liquid/solid
interface, i.e. the Navier-slip length. Moreover, we show that for large slip lengths,
the rim profiles initially show monotonic decay towards the undisturbed film, but
an oscillatory decay sets in as the rim becomes larger over time. We could predict
this transition also by a linear stability analysis.
In a separate article [39] we have studied the corresponding three-dimensional
flow problems for the no-slip and intermediate slip regimes and investigated the
stability of the contact line against spanwise perturbations both numerically for
the lubrication models and asymptotically for the corresponding sharp-interface
models, derived there.Presently we investigate the situation for the strong slip
model where the inertial terms are included and how it may change the dynamical
structure.
A Matching the dewetting ridge problem
In this appendix we carry out the details involved in solving and matching to-
gether the problems involved in the intermediate-slip regime, (3.18) – (3.22):
Region (I) :












= 0, ψ → 1 as ξ → −∞ (A.1)





For our interest in matching to this solution, we only need the behaviour of ψ for
ξ →∞. From (A.2), the asymptotic behavior of ψ can be written as
ψ(ξ) ∼
⎧⎨
⎩ξ tan θ ξ →∞,1 ξ → −∞, with tan θ =
√
−2Φ(1). (A.3)
Rescaling into outer variables yields
H ∼ X tan θ. (A.4)
Region (II) :















The disjoining pressure drops out, since the dominant behaviour typically is
Φ′(ψ) ∼ ψ−3 hence ν−1δ3μΦ′(δ3μh/ν) ∼ ν2δ−6μh−3, where μ < 0 as we will





with a yet unknown constant of integration. We can argue as follows that K1
must be zero. Matching H to the two inner layers requires that H → 0 for finite
X on both sides. However, it has been found [40] that the ODE (A.6) with H2
in front of the third order term and K1 = 0 does not permit solutions that touch
down on both sides, i.e. have and ’advancing’ and a ’receding’ front. Setting





with a lower power of H in front of HXXX . For this ODE, solutions with two
fronts that touch down are permitted.
Region (III) :














= 0, with h→ 1 as z →∞. (A.8)
The disjoining pressure term drops out if ν−1δ2μΦ(h/ν) ∼ ν2δ2μh−3 is small. For
negative μ, this imposes a restriction on δ in terms of ν, namely
δ  ν−1/μ. (A.9)
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Integrating the leading order problem for region III once yields









A power law ansatz for the behavior at ζ → −∞ suggests (in accordance with
King and Bowen [20]), p.328, eq. (2.18)) that
h(ζ) ∼ 2(2/3)1/2(−ζ)3/2, (A.12)
hence
h(z) ∼ 2(2/3)1/2S˙1/2(−z)3/2. (A.13)
In outer coordinates, this expansion reads
H ∼ 2(2/3)1/2S˙1/2(δα−ωW −X)3/2.
At this point it is useful to fix ω. In outer scales, the ridge extends from X = 0 to
X = δα−ωW with W an order one quantity in δ. Since we expect a finite width
of the ridge (that is, in fact, constant to leading order δ), the only reasonable
choice is setting
ω = α (A.14)
and we obtain
H ∼ 2(2/3)1/2S˙1/2(W −X)3/2. (A.15)
Note, together with (3.12), (3.14)–(3.16) the condition (A.14) yields (3.17).
Matching the outer problem to the inner ones means that the we must solve the
ODE (A.7) subject to the boundary conditions (A.4) and (A.15) at X = 0 and
X = W , respectively. We can remove S˙ and tan θ from this problem by rescaling
appropriately,
X = (tan2 θ/S˙)x˜, h = (tan3 θ/S˙)ϕ, W = (tan2 θ/S˙) d, (A.16)
to get
ϕϕx˜x˜x˜ = 1, (A.17)
ϕ ∼ x˜ at x˜→ 0, (A.18)
ϕ ∼ 2(2/3)1/2(d− x˜)3/2 at x˜→ d. (A.19)
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Boatto et al. [40] convert this problem into finding a co-dimension one orbit of a
second order ODE system connecting equilibria, hence generically solutions will
exists but only for isolated values of the remaining free parameter d. In fact, one
can integrate the ODE (A.17) once to get
ϕϕx˜x˜ − 1
2
ϕ2x˜ = x˜ + K2. (A.20)
From the boundary conditions (A.18), (A.19), we get K2 = −1/2 and d+K2 = 0,
respectively, so that we have
d = 1/2. (A.21)
Finally, we obtain from the mass balance for the leading order outer solution∫ W
0
H dX = S, (A.22)









Recall that ϕ is the solution of (A.17)-(A.19) with d = 1/2, and tan θ was defined






M1/3(tan θ)5/3τ 2/3. (A.24)








For M , we numerical obtain the value M ≈ 0.0272.
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