Abstract. Timed Automata (TA) are used to represent systems when the interest is the analysis of their behaviour as time progresses. Even if efficient modelcheckers for Timed Automata exist, they have several limitations: 1. they are not designed to easily allow adding new Timed Automata constructs, such as new synchronization mechanisms or communication procedures; 2. they rely on a precise semantics for the logic in which the property of interest is expressed which cannot be easily modified and customized; 3. they do not easily allow using different solvers that may speed up verification in different contexts. This paper presents a novel technique to perform model checking of full Metric Interval Temporal Logic (MITL) properties on TA. It relies on the translation of both the TA and the MITL formula into an intermediate Constraint LTL over clocks (CLTLoc) formula which is verified through an available decision procedure. The technique is flexible since the intermediate logic allows the encoding of new TA constructs, as well as new semantics for the logic in which the property of interest is expressed, by just adding new CLTLoc formulae. Furthermore, our technique is not bound to a specific solver as the intermediate CLTLoc formula can be verified using different procedures.
Introduction
Timed Automata [2] (TA) are one of the most popular formalism used to specify how a system behaves over the time. There are various available tools supporting verification of TA which are based on different solving techniques, such as Difference Bounded Matrices [17] , BDD and BDD-like structures [14, 25] or SMT-solvers [5] . The majority of the tools provide some baseline functionalities that allow designers to analyze the system with respect to reachability problems (safety assessment) or to perform modelchecking with temporal logics, mainly LTL, CTL and in very few cases fragments of Timed CTL [26] . The most famous ones are Kronos [26] , the de facto standard tool Uppaal [21] , RED [25] and MCMT [15] . The paradigm of time that is overwhelmingly adopted in practice is based on timed words [2] -i.e., sequences of states with an associated real-valued timestamp-and all the previous tools are founded on such semantics. A so-called signal-based semantics, where each instant of a dense temporal domain (typically R ≥0 ) is associated with a state, can also be defined. Despite theoretical results demonstrate that signal-based formalisms have greater expressiveness than the ones based on time words, signal-based semantics has been so far confined mainly to theoretical investigations [3, 12, 24, 18] and only seldom used in practice. Implemented decision procedures that allow for the verification of TA with Metric Interval Temporal Logic (MITL) [3] specification over continuous signals are actually very recent [20] . The development of new decision procedures (such as those based on SMT-solvers) and of faster solvers has positively contributed to the development of feasible algorithms for solving verification problems of signal-based formalisms. In fact, [20, 7] developed a decision procedure to solve the satisfiability of MITL formulae, a problem which is also very recently tackled by [13] .
Even if a variety of tools supporting the analysis of TA and network of TA is available, they usually limit designers in different ways. 1. The existing model checkers provide designers with a fixed set of modeling constructs that are not easily modifiable and customizable. They usually involve (finite or infinite domain) discrete variables and different communication and synchronization features. For example, Uppaal provides designers with binary and broadcast synchronization primitives whereas RED offers sending/receiving communication features via finite FIFO channels. However, it is likely that new modeling requirements prompt the designers to formulate specific communicating features, type of synchronization or even data-structure such as queues, stacks, priority mechanisms and so on. Common model checkers are not designed to easily embed changes in their semantics. The addition of new semantics-e.g., ways in which the TA synchronize-or new constructs can possibly entail a significant variation of the underlying formalism adopted by the tools; and, on the other side, it can necessitate a deep knowledge of the internals of the tools. In many cases, the complexity of the software implementation, that is determined by many factors such as the architecture, the programming language used to implement the tool and the availability of documentation, hampers the development of new features. 2. All the tools that we have previously mentioned only deal with TA and do not allow designers to employ in the design other (timed) formalisms such as, for instance, Time Petri Nets [23, 19] . This limits the capability of the tools that can only carry out a single-formalism verification. Multi-formalisms analysis [6] , that can be used to design modular systems with heterogeneous component modeled each by means of the most suitable formalism, is therefore not possible. The lack of a way to plug-in a new definition for the semantics of the logic in which the property of interest is specified even worsens such limitation. 3. The existing model checkers are usually not solver-independent. They rely on a strong relation between the problem domain and the solution domain-i.e., the models to be verified and the input language that is used for model checking.
Contribution. This paper describes a novel technique to perform model checking of MITL properties on networks of TA which relies on a purely logic-based approach. The technique is exemplified in the diagram of Fig. 1 . It uses an intermediate logical language in which both the MITL formula and the TA model are translated. Instead of a direct encoding of the model-checking problem into the language of the underlying solver, the procedure exploits an intermediate logical language similarly to the Java Byte code for Java program execution. The intermediate encoding is then processed by an appropriate solver. On the one hand, new TA constructs as well as other formalisms and semantics for the logic in which the property of interest is specified can be considered by proposing new encodings in the intermediate language. On the other hand, more efficient solvers can be developed for the intermediate language.
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Sect.4 [8] [10] Specifically, the TA and the MITL formula to be checked are translated into a formula of CLTLoc metric temporal logic [10] . CLTLoc is a decidable extension of Linear Temporal Logic (LTL) which includes real-valued variables that behave like TA clocks. This intermediate language easily allows for considering different semantics of TA such as, for instance, the synchronization primitives that TA can use in a network. Moreover, different features of the TA modeling language can be introduced by simply adding or changing formulae in the CLTLoc encoding. The satisfiability of the intermediate CLTLoc formulae can be checked using different procedures: the one considered in this work concern a bounded approach based on SMT-solvers is available as part of the Zot formal verification tool [10, 4] . The proposed framework is implemented in a Java tool, called TACK (https://github.com/claudiomenghi/TACK) which takes as input a (networks of) TA described through a syntax that is compatible with the one of Uppaal and a MITL formula to be verified.
To evaluate the benefits of the framework we considered different synchronization primitives and liveness conditions on the TA executions and show that these constructs could be effectively encoded in TACK. To show the flexibility that is yielded by the decoupling between the model-checking problem and the resolution technique, different solvers are employed for verifying the intermediate CLTLoc encoding. Finally, the efficiency of the proposed technique is evaluated by comparing TACK with the tool presented in [20] , considering the Fischer mutual exclusion protocol benchmark [1] .
Related works. The Bounded model checking (BMC) problem for TA with MITL formulae has been considered and successfully solved for the first time in [20] and implemented in the Mitl 0,∞ BMC tool [20] . Mitl 0,∞ BMC tool is the first publicly available model-checker for TA that can handle MITL specifications over signals. The encoding presented in [20] is a translation of the BMC problem for TA into an SMT formula that belongs the quantifier-free first order real difference logic, a decidable fragment of the first order logic whose decision procedure is available in many SMT-solvers such as Z3 and Yices [11] . The underlying time semantics in [20] is based on the so called "super-dense" time that is also adopted in Uppaal to model execution traces of the TA over timed words. Super-dense time is a modeling abstraction that is useful to represent "fast" systems, namely those systems that react to events triggered by the environment, where they operate, with a negligible delay. With super-dense time, a TA is allowed to fire more than one transition in the same (absolute) time instant, i.e., two transitions can be fired one after the other as time does not progress.
A proof of the relationship between TA and CLTLoc has been given in [9] . Despite the presented translation expresses the executions of a TA by means of CLTLoc formulae, the encoding was conceived to prove the language equivalence of TA and CLTLoc over timed words. The resulting CLTLoc formula is not intended to be implemented in a tool: it makes use of many additional clocks, besides those used by the TA, that would hinder the performances of any decision procedure elaborating the formula. This limitation fosters the definition of a new translation, especially when practical concerns are considered. The differences with the encoding described in [9] are radical: the encoding presented in this work extends to network of TA, whose traces has to be interpreted for the evaluation of MITL formulae, and it is not intended to prove language-equivalence.
Organization. Section 2 presents background notation. Section 3 introduces the continuous time semantics of TA. Section 4 describes how to convert a TA in CLTLoc and to check MITL formulae on TA. Section 5 concludes.
Background
We present the relevant definitions of TA (with integer-valued variables and synchronization), MITL, and CLTLoc. Additional information can be found in Appendix A1.
Timed automata. Let X be a finite set of clocks with values in R. Γ(X) is the set of clock constraints over X defined by the syntax γ ≔ x ∼ c | ¬γ | γ ∧ γ, where ∼∈ {<, =}, x ∈ X and c ∈ N. Given a set of actions Act we define Act τ as Act ∪ {τ}, where τ is used to indicate a null action. Function Inv associates each state q with an invariant in Γ(x). A transition t ∈ T is written as q γ c ,α,S − −−− → q ′ , where (q, q ′ , γ c , α, S ) is an element of T . Specifically, γ c is the clock constraint the clock values must satisfy for the transition to be fired; α ∈ Act is an action that labels the transition; the set S ∈ ℘(X) contains the clocks to be reset. Given a transition t ∈ T we use the notation t − , t + , t γ c , t α , t S to indicate the source q, the destination q ′ , the clock constraint γ c , the label α and the set of clocks S to be reset of t. Fig. 2(a) shows a simple example of TA. The constraints on the clocks represented within each state represent are the clock constraint associated by the invariant assignment function to that state. States are also labeled with the atomic propositions assigned by the function labeling.Consider a transition q Fig. 2(a) as the "guard" of the transition. The action α is indicated using the keyword "sync" since actions will be used to synchronize different TA. The clocks in S are indicated using the keyword "assign" meaning that they are Fig. 2 . The TA in (a) has three states, l 0 , l 1 , l 2 , and one clock x. The transition from l 2 to l 0 is labeled with guard x = 10. When the transition is taken, clock x is reset-i.e., it is set to 0. State l 1 is associated with invariant x ≤ 5. States l 0 and l 2 are labeled with atomic propositions a and c, respectively. The TA in (b) is the same as the one of (a), except for the presence of discrete variable d, which is set to 0, 1 or 2 depending on the transition taken.
assigned by the transition to the value 0. In Fig. 2 (a) transitions are also labeled with identifiers α, β, λ that will be used for explanation purposes.
Let Int be a finite set of integer variables with values in Z and ∼∈ {<, =}. Assign(Int) is the set of assignments of the form n := exp, where n ∈ Int and exp is an arithmetic expression over the integer variables and elements of Z. Γ(Int) is the set of variable constraints δ over Int defined as δ ≔ n ∼ c | n ∼ n ′ | ¬δ | δ ∧ δ, where n and n ′ are integer variables and c ∈ Z. ′ where γ var is a constraint of Γ(Int) and A is a set of assignments from Assign(Int). We use the notation t γ var and t A to indicate the variable constraint γ var and the assignments A associated with a transition t. An example of TA with Variables is presented in Fig. 2(b) . The variable constraint γ var is indicated in Fig. 2(a) in the "guard" of the transition. The assignments in A are indicated in the assignement of the transition and associate a variable with the assigned value.
When networks of TA are considered, the actions symbols that label the transitions are used to synchronize automata. The set of actions Act τ is then obtained as Act τ = {τ} ∪ {Act × S ync} where S ync is a set of synchronization primitives and τ indicates that no synchronization primitive is associated with the transition. In this work we consider S ync = {!, ?, #, @} where the symbols ! and ? indicate that the TA emits and receives a message, respectively, # denotes a broadcast synchronization sender, and @ denotes the broadcast synchronization receivers. We use the notation α?, α!, α# and α@ to indicate the element (α, ?), (α, !), (α, #) and (α, @) such that (a, ?), (a, !), (a, #), (a, @) is contained in the set {Act × S ync}. We will also use N = A 0 A 1 . . . A K to indicate a network N of TA.
Metric Interval Temporal Logic [3] . An interval I is a convex subset of R ≥0 of the form a, b or a, ∞), where a ≤ b are non-negative integers; symbol is either ( or [; symbol is either ) or ].
The syntax of MITL formulae is defined by the grammar φ ≔ α | φ ∧ φ | ¬φ | φ U I φ, where α are atomic formulae. Since we assume that MITL is used to specify properties of TA enriched with variables, atomic formulae α are either propositions of AP or formulae of the form n ∼ d, where n ∈ Int, d ∈ Z and ∼∈ {<, =}. In the following we use AP v to indicate the universe of the atomic formulae of the form n ∼ d.
The semantics of MITL is defined w.r.t. signals. Denote Z Int the set of total functions from Int to Z. A signal is a total function M : R ≥0 → ℘(AP) × Z Int . Given a signal M, the semantics of an MITL formula is defined as follows.
An MITL formula φ is satisfiable if there exists a signal M, such that M, 0 | = φ. In this case, M is a model of φ.
CLTLoc. Constraint LTL over clocks (CLTLoc) [10] is a temporal logic where formulae are defined over a finite set of atomic propositions and a set of dense variables over R ≥0 representing clocks. CLTLoc with counters [22] (in the following indicated as CLTLoc v ) extends CLTLoc by supporting expressions over arithmetical variables.
CLTLoc v allows for two kinds of atomic formulae: over clock and arithmetical variables. Examples of atomic formula over clock and arithmetical variables are x < 4, where x is a clock and n + m < 4, where n and m are in Z, respectively. CLTLoc v also exploits the X modality applied to integer variables, introduced in [16] : if n is an integer variable, the term X(n) represents the value of n in the next position in the execution.
Given a finite set of clocks X and a finite set of integer variables Int, a CLTLoc v formula is defined by the grammar: 1 and exp 2 are arithmetic expressions over the set Int and elements of Z, n ∈ Int and ∼ is a relation in {<, =}. X, U are the usual "next" and "until" operators of LTL. When applied to a variable, operator X represents the next value of the variable.
The strict linear order (N, <) is the standard representation of positions in time. The interpretation of clocks is defined through a clock valuation σ : N× X → R ≥0 assigning, for every position i ∈ N, a real value σ(i, x) to each clock x ∈ X. A clock x measures the time elapsed since the last time when x = 0, i.e., the last "reset" of x. The semantics of the evolution of time adopted for CLTLoc v is strict, namely the value of a clock must strictly increase in two adjacent time positions, unless it is reset (i.e., for all i ∈ N, x ∈ X, it holds that σ(i + 1, x) > σ(i, x), unless σ(i + 1, x) = 0). In this case, σ is called clock assignment. The initial value σ(0, x) may be any non-negative value. We also assume that a clock assignment is such that i∈N δ i = ∞, i.e., time is always progressing.
The interpretation of variables is defined by a mapping ι : N × Int → Z assigning, for every position i ∈ N, a value in Z to each variable of set Int. Given a valuation ι and a position i, we indicate by exp(ι, i) the evaluation of exp obtained by replacing each arithmetical variable n ∈ Int that occurs in exp with value ι(i, n). An interpretation of CLTLoc v is a triple (π, σ, ι), where σ is a clock assignment, ι is a valuation of variables and π : N → ℘(AP) is a mapping associating a set of propositions with each position i ∈ N. The formal semantics for CLTLoc v is omitted, details are in Appendix A1.
A CLTLoc v formula φ is satisfiable if there exist an interpretation (π, σ, ι) such that (π, σ, ι), 0 | = φ. In this case, (π, σ, ι) is a model of φ. It is easy to see that CLTLoc v is undecidable, as it can encode a 2-counter machine; however, in this work we only use a decidable subset of CLTLoc v where the domain of arithmetical variables is finite.
Continuous time semantics for Timed Automata
The behavior of TA over time is described by means of execution traces that define the evolution of the APs, variables and clocks of the automata changing their values because discrete transitions are taken or because time elapses. A formal definition of the semantics of (network of) TA has to consider the following aspects: a) how an automaton progresses over the time by performing discrete transitions (liveness conditions) and b) how the automata synchronize when transitions labeled with !, ?, # and @ are fired.
We only discuss the semantics of a network of TA with variables. The semantics of a single TA can be obtained by considering a network with a single TA. The semantics of a network of TA without variables can be obtained by assuming that each TA in the network does not contain any variable. Without loss of generality, the semantics is defined assuming that state invariants are convex, as non-convex ones can be reduced to the convex case. In this paper we consider integer variables with finite domains.
Given a set of clocks X, a clock valuation is a function v : X → R ≥0 . Given a clock constraint γ c ∈ Γ(X), write v | = γ c to indicate that the clock valuation satisfies γ c . Given t ∈ R, v + t denotes the clock valuation mapping clock x to value v(x) + t, i.e., In the rest of the paper when network of TA are considered an automaton A k within the network will be indicated as
We first introduce the notion of transition between configurations which describes how the configuration change by the firing of one or more discrete transitions of the TA in the network. It is allowd that some automata in the network take a transition while the remaining others do not fire a transition and keep their state unchanged. Firing a transition labeled with the null event τ (i.e., a transition that does not synchronize) is however different from not taking a transition at all. To define the change between two configurations, we indicate that an automaton k does not perform any transition in T k with the special symbol " ".
We use the notation l[k] to indicate the state of automaton A k -i.e., if l[k] = q, then automaton A k is in state q, where we assume the states of each automaton to be numbered, with 0 indicating the initial state.
two configurations, and let e be either a delay
if the following conditions hold:
′ (x) = 0 holds for all x ∈ S -and the assignments in A are performed-i.e., v
n) does not appear in any S (resp., it is not assigned by any A) of one of the transitions taken by
In the rest of the paper, we indicate with
. We now provide a general notion of trace. We will later discuss restrictions on traces, according to various liveness and synchronization properties among automata. 
, v j+1 ) belongs to the trace and Λ j [k] .
Weak transition liveness
For every h ≥ 0 there exist 0 < k ≤ K and j > h such that 0 < k ≤ K, 
for all h ∈ N it holds that
Condition 3 of Definition 6 states that there cannot be two consecutive configuration changes due to transitions taken.
We indicate a trace 
Definition 7. Given a trace η of the form
Liveness. The proposed notion of trace allows for the possibility that, from a certain point on, no automaton takes a transition-i.e., only configuration changes of the form
Nevertheless, one is typically interested in "live" traces, in which some transition is eventually taken. Let us consider a trace (l 0 ,
− → . . ., we have the following notions of liveness, whose formal definitions are given in Table 1 .
-Strong transition liveness: at any time instant, it is true that eventually each automaton of the network performs a transition.
Type Formulation of the Semantics
, and vice-versa. Table 2 . Definition of different constraints on traces depending on synchronization primitives.
-Weak transition liveness: at any time instant, it is true that eventually at least one of the automata of the network performs a transition. -Strong guard liveness: at any time instant, for each automaton the values of clocks and variables will eventually enable one of its transitions. Intuitively, this definition specifies that for each automaton one of its transitions is eventually enabled, but it does not force the transition to be taken. -Weak guard liveness: at any time instant, there exists an automaton such that eventually the values of its clocks and variables will enable one of its transitions. Synchronization. Section 2 introduced several qualifiers-!, ?, #, and @-for actions, with the goal of capturing different ways in which the automata of a network can synchronize. Qualifiers ! and ? are used to describe a so-called channel-based synchronization, whereas qualifiers # and @ describe a broadcast synchronization. Channelbased and broadcast synchronizations can be arbitrarily mixed in the same configuration change, but they must respect the following constraints, whose formalization is provided in Table 2 .
-Channel-based synchronization: whenever the configuration changes due to a Λ event, every "sending" (qualifier !) action is matched by exactly one corresponding "receiving" (qualifier ?) action on the same channel (e.g., a! and a?). -Broadcast synchronization: if an automaton A k executes a a# transition, for every other automaton A k ′ of the network, either it takes a transition labeled with a@ or it does not exist any enabled transition for A k ′ labeled with a@ that is enabled. Given a liveness notion, a synchronization paradigm and a network of TA N in the following we indicate with S the set of all the traces of N that satisfy the liveness notion and the synchronization paradigm. Additional remarks concerning the semantics are in Appendix A2.
From timed automata to CLTLoc v
This section describes how to convert a network of TAs into a CLTLoc v formula. Let us consider a network N = A 0 A 1 . . . A K of TA defined over the sets of events Act τ , the set of clocks X and the set of integer variables Int where each A k ∈ N is defined as Fig. 3 . Encoding of the automaton.
induced by the traces of N. Formulae φ clock , φ N , φ sync and φ liv are used to encode a set of constraints on clocks used in φ N , the behavior of the network, a set of constraint on the firing of the transitions that depend on the synchronization mechanism, and the liveness constraints, respectively. Different semantics can be considered by simply changing formulae φ sync and φ liv . Formula φ clock is discussed in the Appendix since it only constraints clock assignments to ensures correctness of φ N . Using these atoms, a network of TA is encoded using the formulae of Figure 3 .
Encoding the network (φ N
-ϕ 1 specifies that each automata is initially in its initial state.
-ϕ 2 specifies that each variable n is assigned to its initial value v 0 var (n). -ϕ 3 specifies that the invariant of the initial state of each TA holds initially.
-ϕ 4 specifies that if the TA A k is in its state q k , the invariant of q k must hold in the next time instant. Indeed, either in the next time instant the automaton is in the state q k or a transition is fired moving the automaton in q k ′ . When the transition is fired, the invariant of the source state of the transition must not be violated. Additional details are in Appendix A2. -ϕ 5 specifies that an atomic proposition ap ∈ AP holds if and only if at least one of the automaton is in a state in which that proposition holds. Formula ϕ 6 . . . ϕ 9 encode the transition relation of the automata in N. Specifically:
Name Property
Channel based synchronization Table 3 . Formulae encoding different types of synchronizations.
-Formula ϕ 6 encodes the effects of the execution of a transition of the automata. Let 3. φ S specifies that each clock x ∈ S is reset. 4. φ γ var ensures that the condition on the integer variable is satisfied when a transition is taken. 5. φ A encodes the effect of the assignments. 6. Inv * (t + ) forces the invariant of the destination state of the transition to hold.
Formula ϕ 6 does not encode occurrences of symbols in Act since they do not constrain configurations of the automata. They will be used to encode the synchronization mechanism. -ϕ 7 specifies that if an automaton A k changes its state a transition must be taken. -ϕ 8 defines that a clock is reset only if a transition that resets the clock is performed, i.e., clocks can not be spontaneously reset. -ϕ 9 specifies that, if the value of a variable changes, the automaton must must have fired a transition that sets the value of that variable. Formula ϕ N is defined as
Encoding the synchronization conditions (φ sync ). Table 3 presents the formulae to encode the channel based and broadcast synchronization.
-Channel based synchronization. It is encoded by the formula φ sync ≔ G(υ 1 ∧ υ 2 ).
Formula υ 1 specifies that any sending event i.a! in an automaton A i of the network must be matched by exactly one corresponding receiving event j.a? in another au- Table 4 . Different alternatives for formula ϕ liv encoding the liveness condition.
Liveness Property Liveness Property
tomaton A j . Formula υ 2 specifies that any receiving event i.a? must be matched by exactly one corresponding sending event j.a!. -Broadcast synchronization. It is encoded by the formula φ sync ≔ G(υ 1 ∧ υ 2 ). Formula υ 1 specifies that if an event is sent, the other automata either they received it or they do not have any enabled transition that receives the event. Formula υ 2 specifies that if an event is received someone has sent it. Encoding the liveness conditions (φ liv ). Table 4 presents different alternatives for formula φ liv that encodes the liveness condition.
-Strong transition liveness. It states that globally finally at least one of the transitions of each automaton in N is fired. -Weak transition liveness. It states that globally finally at least one of the transitions of one of the automata in N is fired. -Strong guard liveness. It states always for each automaton at least one of the guards of the outgoing transitions of its current state must be enabled. -Weak guard liveness. It states always there exist at least one of the automata that it is in one state that eventually satisfies the guards of one of its outgoing transitions.
Checking the satisfaction of MITL formulae over TA. The MITL formulae express properties on the value of the integer variables in Int and the labels of locations in AP over the time. The verification problem can then be formulated as follows. Given a network of TA N, a MITL formula ψ and the CLTLoc v translations Φ N and Φ ¬ψ of N and ¬ψ, respectively, the model-checking problem N | = S ψ is reduced to the satisfiability of the Φ N ∧ Φ ¬ψ where Φ ¬ψ is the encoding of the MITL formula ¬φ in CLTLoc. This encoding has been extended to deal with formulae of the form n ∼ d. Details and remarks on the encoding and proof of correctness are in Appendixes A3-A4. They also include a discussion on how MITL are encoded in CLTLoc and how formulae of the form n ∼ d are managed.
Discussion and conclusions
This paper presented a a flexible approach for checking TA with MITL considering a continuous time semantic. The technique relies on an intermediate artifact-i.e., a logic formula-in which both the model and and the property are encoded. The intermediate artifact is then evaluated using suitable satisfiability checkers.
The approach successfully created a boundary between software engineers and formal method concerns. On the one hand, different semantics of TA can be developed by mapping the semantics into the intermediate language. On the other hand, the decision procedure for the intermediate language can independently be improved. Correctness is ensured as long as the intermediate language is not changed.
A1: Background
This Appendix contains additional remarks and details related with Section 2.
Timed automata. The following remark discusses inconsistent assignments in which a transition of a TA assigns a variable to multiple values.
Remark 1.
An assignment A ∈ ℘(Assign(Int)) might be inconsistent, i.e., a variable can be assigned to multiple values. For example, the assignment A = {x = 2, x = 3} is inconsistent since two values are assigned to variable x. In this case, any transition defined with A can not be fired.
The following remark discusses how local clocks and variables can be encoded in a TA.
Remark 2. Given a set of clock X of N, a clock x ∈ X is a local clock of an automaton A i ∈ N if and only if x is used in the invariants, guards or resets of A i and it does not exist another automaton A j ∈ N, such that A i A j , that uses the clock x in its invariants, guards or resets. Given a set of variables Int of N, a variable v ∈ Int is a local variable of an automaton A i ∈ N if and only if v is used in the guards or resets of A i and it does not exist another automaton A j ∈ N, such that A i A j , that uses the variable v in its guards or reset.
CLTLoc. In the following we presents a condition for CLTLoc v that ensures that time strictly progresses at the same rate for every clock. Specifically, to ensure that time strictly progresses at the same rate for every clock, σ must satisfy the following condition: for every position i ∈ N, there exists a "time delay" δ i > 0 such that for every clock x ∈ X:
We then present the semantics of CLTLoc v . Let x be a clock, n be a variable and c be a constant in N, the semantic of CLTLoc v at a position i ∈ N over an interpretation (π, σ, ι) is defined as follows (standard LTL modalities are omitted):
Modalities such as "eventually" (F ), "globally" (G), and "release" (R) are defined as usual.
A2: Continuous time semantics for Timed Automata
This Appendix contains additional remarks and details related with Section 3.
We provide an additional remark on how | = u deals with transitions in which a variable is assigned to multiple distinct values.
Remark 3. Relation | = u does not hold for inconsistent transitions, i.e., when a variable is assigned to multiple distinct values. For example, if A = {x = 2, x = 3}, it does not exist any assignment to the variable x such that x = 2 and x = 3.
We discuss how the introduced semantics allows multiple consecutive configuration changes due to delays.
Even under the liveness conditions defined above, the introduced semantics for networks of timed automata allows multiple consecutive configuration changes due to delays (i.e., sequences of the form 
Proof. The equivalence of a finite sequence of delays (l
is obvious, and any sequence of delays can be replaced by a single delay generating a trace (l
We provide an additional remark that discusses how a network of TA fires transitions of different TA that are inconsistent, i.e., they assign multiple distinct values to the same variable.
Remark 4. Two transitions t 1 and t 2 of two automata of the network cannot be fired synchronously if they are inconsistent, i.e., they assign multiple distinct values to the same variable. For example, if transitions t 1 and t 2 assign, respectively, values 2 and 3 to variable x, they cannot be synchronously fired. Figure 4 shows a trace of the automaton depicted in Fig. 2(b) that consists of various time transitions (represented for convenience with a small vertical bar over the arrows connecting the configurations) and three discrete transitions associated with events e 1 , e 2 and e 3 fired in sequence one after the other. To facilitate readability, transitions are marked in the figure with t(e 1 ), t(e 2 ) and t(e 3 ). Each discrete and time transition corresponds to a unique position in the CLTLoc v model. The first area below the trace shows, the discrete positions i of the CLTLoc v model. In the second segment, for each position i, the values of the variables representing location l, variable d and the value of clock x are shown (a dot is a positive value progressing in a monotonic manner with respect to the previous one). At position 4, clock x is evaluated with the constraint x < 5 and reset at the same time, because of the occurrence of the discrete transition labeled with e 1 . Two transitions are taken at 7 and 9, the latter one resetting x. The transition associated with event e 2 occurs when x = 4.5, before the value of x violates the invariant x ≤ 5 on location l 1 . In the CLTLoc v model, the occurrence of the discrete transitions is represented one position earlier than the position where they actually occur, namely at position 3, 6, and 8 respectively. The third segment of Fig. 4 shows the exact positions where transitions t(e 1 ), t(e 2 ) and t(e 
A3: From timed automata to CLTLoc v
This Appendix contains additional remarks and details related with Section 4. Specifically, it focuses on how TA are encoded in CLTLoc v .
First, we discuss formula φ clock which ensure correctness w.r.t. CLTLoc v clocks in the rest of the formulae of the encoding.
Encoding constraints over clocks (φ clock ). Differently from TA, clocks in CLTLoc v formulae cannot be tested and reset at the same time. For instance, while it is possible that a transition in a TA has guard x > 5 and resets clock x, in CLTLoc v , simultaneous test and reset would yield a contradictory formula, as testing x > 5 and resetting x in the same position equals to formula x > 5 ∧ x = 0. Therefore, for each clock x ∈ X, two clocks x 0 and x 1 are introduced in formula Φ N to represent clock x of the automaton. An additional boolean variable x v keeps track, in any discrete time position, of which clock x 0 or x 1 is the "active" CLTLoc v clock. Clocks x 0 and x 1 are never reset at the same time and their resets alternate. If x v = 0 (resp., x v = 1) at position i of the model of Φ N then x 0 (resp., x 1 ) is the active clock at i and σ(i, x 0 ) (resp., σ(i, x 1 )) is the value used to evaluate the clock constraints at i. If the reset of x has to be represented at i, clock x 1 (resp., x 0 ) is set to 0 and the value x v in position i + 1 is set to 1 (resp., 0)-i.e., the active clock is switched. Figure 5 shows the formulae φ 1 and φ 2 that are used to define φ clock . Formula φ 1 specifies that initially, the active clock is x 0 . In position 0 variable x v is equal to 0 (indicating that x 0 is the active clock), x 0 is also equal to 0 and x 1 has an arbitrary value greater than zero. Formula φ 2 specifies that if x j is reset it cannot be reset again before x ( j+1) mod 2 is reset. For instance, if clock x 0 is reset then it cannot be reset again (it remains grater than zero) and it is the active clock (x v = 0) as long as x 1 is different from 0.
Formula φ clock is defined as φ 1 ∧ G(φ 2 (0) ∧ φ 2 (1)). Since each clock x is represented by two variables x 0 and x 1 , all clock constraints of the form x ∼ c in Γ(X) that appear in the automaton are translated by means of the following CLTLoc v formula: We provide additional details on how the formulae in the network are generated. Encoding the network (φ N ). Since every clock x is reapresented in the encoding by two clocks x 1 and x 2 x represented in the formulae of Table 3 as follows:
-every clock constraint of the form x ∼ c contained in the invariant is translated by means of the following CLTLoc v formula:
; -every clock constraint of the form x ∼ c contained in the guard is translated by means of the following CLTLoc v formula: 1) ); -the assignments performed by the transition are applied to the non active clock.
More precisely, if a clock x is reset the following formula φ x∼c : ((
Formula ϕ 5 is the core of the encoding since it describes in a CLTLoc v formula the effects of firing transitions of a TA. We use the transition λ from state l 2 to l 0 in Fig 2(b) as example to illustrate the encoding. Consirer the portion of the trace produced when transition λ is fired and described in Fig. 7 . From Lemma 1 it has the form . . .
This change in the configuration is encoded in ϕ 5 by the following formula:
where φ γ var , φ S , φ A and Inv * (t + ) are defined as follows:
Consider Fig. 7 and the position i = j. In position j, t[0] is associated with the value λ meaning that at the next time instant the transition λ is going to be performed. Formula φ γ var specifies that variable d is equal to the value q, which is the constraint on the variables for the transition to be performed. Note that the constraint on the variables can be checked at time instant j since the values of the variables do not change between positions j and j + 1. Viceversa, the constraint on the clocks must be checked at time instant j + 1 since the values of the clocks change between positions j and j + 1. Specifically, formula φ γ c forces that the value of the active clock x (the one specified by variable x v ) to satisfy the guard in position j + 1. Formula φ A forces the integer variable d to be assigned at value 0 as specified in the assignment of the transition. Formula φ S forces the non active clock x 1 to be reset. Note that this will be the active clock at time instant j + 2 as specified in formula φ clock . Formula Inv * (t + ) forces the non active clock x 1 to satisfy the invariant of the destination state in position j + 1. Indeed, the new assignment of clock x 1 (obtained by reset) should not cause a violation of the invariant.
Note that the fact that an invariant is not violated when a transition is performed is ensured by formula ϕ 4 of Fig. 3 . This formula specifies that if an automaton is in a state q, the invariant of that state must be specified in the next position. In the example of Fig 7 at position j the automaton is in state l 2 , thus the invariant (which checks the active clocks) is ensured at position j + 1. Removing the next operator from the right side of the implication in formula ϕ 4 would lead to a contradiction. Specifically, in time instant j + 1, the invariant of state l 0 would be checked on the active clocks which is not correct since when the system enters l 0 the non active clocks must be checked as specified by Inv * (t + ). We now outline the proof of the correctness of the encoding. Proof of correctness. To prove correctness we need to show that the traces of network N = A 0 A 1 . . . A K of automata correspond to the models of the CLTLoc v generated from the network, i.e., Given a network N = A 0 A 1 . . . A K of TA and the CLTLoc v formula Φ N generated from the TA using the procedure described in Section 4, the traces of a network N = A 0 A 1 . . . -for every n ∈ Int, M η ( j) = (P, v var ) and ι(i, n) = v var (n); -for every ap ∈ AP, M η ( j) = (P, v var ) and ap ∈ π(i) ⇔ ap ∈ P.
We prove that a model (π, σ, ι) of Φ n that satisfies the conditions of function ρ can be effectively constructed. First, we show how the proposed model (π, σ, ι) satisfies the conditions of function ρ in i = 0. Then we show that for every configuration change
) the conditions of function ρ are ensured. , v var,i+1 , v i+1 ) the left hand side of the implication of every formula ϕ 6 which is obtained by a transition of the TA that was fired to cause the configuration to change from (l i , v var,i , v i ) to (l i+1 , v var,i+1 , v i+1 ). This, forces the state of the automata to change, applies the changes in the variables, resets the clocks. Note that formula φ γ c and φ γ v ar are satisfied since guards are satisfied by the provided trace. Furthermore, formulae ϕ 7 , ϕ 8 and ϕ 9 force state of the automata, variables and clock to not spontaneously change between the CLTLoc v positions i and i + 1. This shows that conditions of function ρ holds for i and i + 1 by the generated models when transitions of type are performed (
This means that there exist a function ρ : N → R ≥0 such that the signal M η associated with η ensures the following conditions for every i ≥ 0 and ρ(i) ≤ j < ρ(i + 1): 3. for every i such that ι(i, n) v var (n) or it does not hold that for all ap ∈ AP, ap ∈ π(i) ⇔ ap ∈ π(i + 1), the left hand side of one of the implications generated by formula ϕ 6 must be true. A change of the configuration
can be obtained as follows: -Λ i is such that the values of integer variables before at position i, specified by function v var,i satisfies the guards of the performed transitions in Λ i . The existence of such transition is ensured by the fact that the left hand side of one of the implications generated by formula ϕ 6 must be true. -Λ i is such that every (and only) the integer variable n with ι(i + 1, n) ι(i, n) are assigned to value ι(i + 1, n) in the assignement A in one of the transitions in Λ i . The existence of this set of transitions is ensured by the CLTLoc v formulae ϕ 9 that force integer variables to not spontaneously be changed. -Λ i is such that for every clock x the guards of the transitions in Λ i does not violate the clock constraint where the value of the clock
The existence of such transition is ensured by the fact that the left hand side of one of the implications generated by formula ϕ 6 must be true. -Λ i is such that every (and only) the clocks c with σ(i + 1, n) = 0 are in the set S of some of the transitions in Λ i . The existence of this set of transitions is ensured by the CLTLoc v formulae ϕ 8 that force clocks to not spontaneously be resetted.
This shows that is possible to construct a trace η models (π, σ, ι), i.e., the signal M η models (π, σ, ι). 
Formulae Φ N and Φ ψ of Eq. (1), for any MITL formula ψ, can be effectively computed.
CLTLoc encoding of MITL signals [8] shows how to build a CLTLoc formula Φ ψ from a MITL formula ψ such that set M ψ is represented by the models of Φ ψ (hence, the satisfiability of ψ can be derived from the satisfiability of Φ ψ ). Mapping a continuoustime signal M to a denumerable sequence of elements is done by partitioning M into infinitely many finite intervals, each one representing a portion of M. Let I be an interval of the form (a, b), with a < b, and I 0 , I 1 , . . . be a denumerable set of adjacent intervals (i.e., a i+1 = b i for all i > 0) covering R ≥0 , i.e., such that i≥0 (I i ∪ {a i }) = R ≥0 , with a 0 = 0. Every position i in a CLTLoc v model captures the "configuration of M" in the interval I i and it is such that for all pairs of time instants t, t ′ in interval I i it holds that
Section 2 presents an extended version of MITL where atomic formulae can be atoms in AP and arithmetical formulae of the form n ∼ d, with n ∈ Int, d ∈ Z and ∼∈ {<, =}. According to [8] , special CLTLoc atoms are introduced to represent the signal defined by the atomic propositions and arithmetical formulae, occurring in a MITL formula, over the continuous-time. CLTLoc encoding of network signals Formula Φ N represents the signals in M that derives from traces η ∈ S . By Def. 7, every trace η can be associated with a signal M η which is left-open/right-closed: M η can be decomposed into its initial value M η (0) and an infinite set of intervals (0, a 1 ], (a 1 , a 2 ], (a 2 , a 3 ] . . . such that for every t 1 , t 2 ∈ (a i , a i+1 ] there exists a t 0 ∈ (a i , a i+1 ) such that M η (t 1 ) = M η (t 0 ) = M η (t 2 ). Formula Φ N is built by adding specific constraints to the CLTLoc v formula representing the traces η of network N to express restrictions on the propositions β and ← − β , for every β in AP or AP v . In The additional formulae that contribute to the definition of Φ N are gathered into formula ϕ sig . Formula ϕ sig is built with the formulae in Table 5 and it is the conjunction Table 5 . Formulae encoding the selected relation between the network of TA and the signal.
µ 1 ∧ µ 2 ∧ G(µ 3 ∧ µ 4 ∧ µ 5 ∧ µ 6 ). Finally, formula Φ N T is defined as:
All the formulae µ 1 -µ 6 are here explained in detail by showing how a signal M can be obtained from a CLTLoc v interpretation that is model of ϕ sig . Let (π, σ, ι) be a 
In particular, the first row shows the value of variable l defining the location of the automaton; the notation is simplified as notation l l is abbreviating l[0] = l (the network consists of one automaton). The second row contains the value of variable d, that initially is 0 and then changes to 2 and to 1 because of the assignments performed by the transitions labeled with e 1 and e 2 , respectively. From the third row to the sixth one all positions are labeled only with the CLTLoc v formulae that hold therein (if a position is empty then none of the considered formulae holds there). The formulae, in the form and ← −, refer to labels a and c and to the MITL formula d = 2. For instance, at position 4, a and ← −−− − d = 2 hold whereas c , ← − c , ← − a and d=2 are false. The last segment shows the signal related to labels a and c and to formula d = 2 that are built according to the value of CLTLoc v atoms and ← − specified in the third segment.
Remark 5. The trace of the automaton depicted in Fig. 8 consists of three delay and two discrete transitions, but it is represented with a CLTLoc v model that consists of 8 different positions. According to [8] , it is in fact possible to fragment a bounded interval of time into a finite number of smaller adjacent intervals, each one represented by means of a position in the CLTLoc v model of the formula.
