Abstract-Using the differential-geometric control theory, we present in this note a necessary and sufficient condition under which an affine system is locally feedback equivalent to, via a change of coordinates and restricted smooth state feedback, a generalized normal form called -normal form, which includes Brunovsky canonical form and feedback linearizable systems in a lower-triangular form as its special cases. We also give an algorithm for computing the appropriate coordinate transformations and feedback control laws.
show the stability of the network dominated by the TCP congestion control algorithm under the normal offered load condition.
An assumption of the bandwidth allocation in this note is that the instant traffic load at each link can not exceed the link capacity; see the constraint (4) . Concerning the practical operation of data networks supporting elastic traffic (including in particular the Internet), one may question whether such assumption would be realistic. For the Internet, when some links are carrying multiple TCP connections, it is possible for there to be a steady-state packet drop rate on those links, and for the (instant) arrival rate at those links to equal or slightly exceed the link capacity. Future work will include investigating whether the results in this note provide a good approximation to this environment.
It is known that the exponential assumption on the document size of a connection is often violated in the real network. Can we relax this assumption in our model so that the stability result would be more robust? We believe that the relaxation would be a significant but challenging step toward a better understanding of the network dynamics. Under the exponential assumption, the network can be modeled as a continuous time Markov chain for which analytical tools are available. To extend the model to allow more general document size assumption, it is necessary to keep track of remaining untransmitted document sizes on all connections in order to capture the network dynamics. For this purpose, more sophisticated stochastic model is required and studying the stability for the network model with exponential document size assumption would be helpful.
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I. INTRODUCTION
The past two decades have witnessed a rapid growth of research efforts aimed at the development of systematic analysis and design methodologies for nonlinear control systems. Many powerful analysis and synthesis techniques have been developed based on the use of differential geometric approach [5] , [15] .
The differential geometric approach was emerged in the 1970s and gained strong momentum around 1980s due to a series of original work [1] , [4] , [6] - [8] , [10] , [22] , [23] . In [8] , the problem of equivalence between an affine system and a linear system was first investigated and solved by a change of coordinates (local diffeomorphism) without feedback. Later, Brockett gave a necessary and sufficient condition for affine systems to be locally diffeomorphic to linear controllable systems by using not only coordinate transformations but also state feedback of the type u = ()+v. This is the so-called exact feedback linearization problem which has been widely studied in the literature. For instance, the works by Jakubczyk and Respondek [7] , Su [22] , and Hunt et al. [4] were stimulated directly by [1] and [8] . These papers provided a complete solution to the feedback linearization problem. Subsequent contributions by Krener et al. [9] , Marino [14] , and Respondek [20] addressed the partial feedback linearization problem by identifying a class of systems that consists of a maximal linear subsystem cascaded by a lower-dimensional nonlinear subsystem. On the other hand, the discovery of "zero-dynamics" of a nonlinear control system [2] , [5] and systematic use of this notion which leads to Byrnes-Isidori's normal form (composed of a nonlinear zero dynamics driven by a chain of integrators), have led to a number of significant advances in the area of nonlinear feedback design, including asymptotic stabilization of minimum-phase systems by state feedback, output regulation of nonlinear systems, feedback equivalence to a passive system and robust and adaptive control of nonlinear systems.
When a control system is inherently nonlinear and is neither fully nor partially feedback linearizable (e.g., the linearized system is null or uncontrollable and the uncontrollable modes are associated with eigen-values on the right-half plane), the papers by Respondek [21] and by Celikovsky and Nijmeijer [3] studied the question whether there exists a higher order normal form that is locally diffeomorphic to an affine system. This important and fundamental issue will be further addressed in this note. In particular, we are interested in a class of nonlinear systems of the form _x 1 [16] , [17] , global practical output tracking [18] , disturbance attenuation or decoupling [19] , adaptive control of nonlinearly parameterized systems [12] , [13] . by a lower triangular vector field-a class of nonlinear systems that received considerable attention recently [11] , [16] . Finally, (1) also includes the class of systems in [21] and the well-known Brunovsky canonical form as its special cases. In view of the previous discussions, (1) can be naturally regarded as a generalized canonical form and we refer it as a p-normal form throughout this note.
The purpose of this note is to study the problem of when a singleinput affine control system _ = f() + g()u; f(0) = 0 (2) with f and g being smooth vector fields defined on an open set U in I R n containing = 0, is locally diffeomorphic to the p-normal form (1) by a change of coordinates and restricted state feedback, i.e., by the following actions: i) a local diffeomorphism x = T () defined on U; ii) a smooth state feedback u = () + v, with (0) = 0, 0 6 = = constant, 8 
U.
For the sake of convenience, the problem is called the p-normalization problem. Accordingly, an affine control system that can be transformed into (1) is said to be p-normalizable.
In this note, we shall address the p-normalization problem and provide a partial answer in terms of differential geometric control theory.
In particular, we present a necessary and sufficient condition for the p-normalization problem to be solvable for affine control systems. We also give an algorithm that enables one to find the transformation x = T () and the state feedback u = () + v systematically. Finally, we use an example to demonstrate the theoretic results developed in this note. The example illustrates how an affine system with uncontrollable linearization can be transformed into the p-normal form (1) via a change of coordinates and state feedback, although it is not feedback linearizable.
II. SOLVABILITY CONDITIONS OF THE p-NORMALIZATION PROBLEM
Motivated by the study of exact feedback linearization, we investigate in this section the question of when an affine system is locally feedback equivalent to the p-normal form (1), under some appropriate assumptions. To begin with, we first introduce a number of basic concepts related to the p-normalization problem, which will be used in the rest of the note. The next concept is a natural generalization of the notion of the relative degree.
Definition 2.2:
The single-input-single-output (SISO) nonlinear system For a feedback linearizable system, it is clear from [5] that its generalized relative degree is identical to the relative degree n, its normalizable order is equal to n, and the minimum index is (1;1; ...; 1) with X i = (01) i ad i f g, 1 i = spanfg;ad f g; ...;ad i f gg.
Lemma 2.4:
Assume that a SISO nonlinear system _ = f() + g()u y = h() (6) has well-defined normalizable order m, minimum index 
Note that under an additional linear nonsingular transformation, (7) is equivalent to u = () + v = constant 6 = 0; 2 U: Theorem 2.6: The analytic affine system (2) can be transformed into the p-normal form (1) via a local diffeomorphism x = T () and state feedback (7) 
Clearly, C1)-C4) are invariant under the state feedback u = ()+v. For those terms whose orders satisfy j > p n01 , using (11) and C4) (i.e. ad 
Since _zi, i = 1; ...;n 0 2, are independent of zn andzn01 is only a function of z 1 ; ...;z n01 , it follows immediately from (13) Finally, using the state feedback v = u +f n (z) = u + () yields the last equation of (1). This completes the proof.
Observe that the condition C4) only plays a role in restricting the highest order in each integral channel of (1). Then, it is not difficult to deduce the following result from Theorem 2.6. 
III. p-NORMALIZATION ALGORITHM
In this section, we discuss how to find the change of coordinates T () and the state feedback u = () + v when the conditions C1)-C4) of Theorem 2.6 are satisfied. Our goal is to develop an algorithm, similar to the one for the problem of exact feedback linearization (see, e.g., [5] ), which provides a systematic way to compute T () and () yielding a solution to the p-normalization problem.
To this end, we define a set of vector fields Y i 's as follows:
...;n 0 1:
Then, one can prove the following result. Then, the following coordinates transformation:
Proof: It suffices to show that dz k (0), k = 1; ...;n, are linearly independent. Assume that there exist real constants c1; ...;cn, such that 6 n k=1 c k dz k (0) = 0.
8() = 6 n k=1 c k z k :
Since C1)-C4) are true, by Theorem 2.6, there is a local transforma- 
According to (24), the first n01 terms are identical to zero. For the last term, using (24) repeatedly, we have
Hence, c n = 0. Next, consider L X 8(). A similar argument shows that c n01 = 0. Continuing this procedure, it is easy to prove that c i = 0, for i = 0; ...;n. Chooseh(x) = (x1)=(p1!...pn01!). Clearly, h() =h(x()) meets the requirements. 
Proof: By Lemma 3.1, the coordinates transformation z = 9() defined by (17) transforms the affine system (2) into 
If the claim is true, choose xi = aizi with ai defined by (26), and u = () + v with () = 0fn (9()) = 0L f LY LY .
.
.LY h():
Then, the resulted closed-loop system is in the p-normal form (1). . . .
The last step is a consequence of (24).
Similarly, a direct computation shows that the (n 0 1)th component Repeating this procedure leads to (28). On the basis of the previous discussions, we now are able to provide the following algorithm resulting in a design procedure for the p-normalization problem.
p-Normalization Algorithm: Consider an affine system _ = f()+ g()u.
Step 1) Calculate Xi's, pi's and 1i's using (3) and (4).
Step 2) Verify the conditions C1)-C4) of Theorem 2.6.
Step and calculate the vector fields Yi 's from (16).
Step 4) Construct the change of coordinates x = T () as follows:
where the coefficients a i 's are given by (26).
Step 5) Compute the state feedback u() = () 
After the change of coordinates and state feedback, the closed-loop system is of the p-normal form (1) in the new coordinates (x 1 ; x 2 ; ...;x n ).
IV. ILLUSTRATIVE EXAMPLE
We now present an example to illustrate the theoretic results developed so far. In particular, we show how an affine system that is not feedback linearizable can be transformed into the p-normal form via a systematic procedure given in the previous section. where ik (), a k ij (), and b k tj () are real-valued smooth functions, and k (0) = 0.
In fact, (37) can be proved inductively. When k = 0, it is obvious that (36) is a particular form of (37), with 0() = 0 and b 0 tj () = 0. In view of the previous discussions, we havẽ X k+1 = q () + k+1 () X k+1 + k i=0 ik ()Xi (38) which proves the first equality of (37).
Next, we prove that the second equation of (37) also holds for k +1.
First of all, a direct computation shows that the second equation of (37) with k + 1 is true when j = 0. Assume that it holds for j. Define X f = X k+1 ; X i ; ad j X f + ad j X f; [X k+1 ; X i ] 2 X k+1 ; 1 k+1 +span ad s X f; s j + ad j01 X f; 1 k+1 1 k+1 + span ad s X f; s j + 1 which leads to (39). As a consequence of (37), normalizable order and q i , i = 1; 2; ...; 0 1, are unchanged. In view of (36) and (37), the generalized relative degree remains same.
