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Abstract
Deep neural networks have been playing an essential
role in many computer vision tasks including Visual Ques-
tion Answering (VQA). Until recently, the study of their ac-
curacy has been the main focus of research and now there
is a huge trend toward assessing the robustness of these
models against adversarial attacks by evaluating the accu-
racy of these models under increasing levels of noisiness. In
VQA, the attack can target the image and/or the proposed
main question and yet there is a lack of proper analysis of
this aspect of VQA. In this work, we propose a new frame-
work that uses semantically relevant questions, dubbed ba-
sic questions, acting as noise to evaluate the robustness of
VQA models. We hypothesize that as the similarity of a ba-
sic question to the main question decreases, the level of
noise increases. So, to generate a reasonable noise level
for a given main question, we rank a pool of basic ques-
tions based on their similarity with this main question. We
cast this ranking problem as a LASSO optimization prob-
lem. We also propose a novel robustness measure Rscore
and two large-scale question datasets, General Basic Ques-
tion Dataset and Yes/No Basic Question Dataset in order to
standardize robustness analysis of VQA models. We ana-
lyze the robustness of several state-of-the-art VQA models
and show that attention-based VQA models are more robust
than other methods in general. The main goal of this frame-
work is to serve as a benchmark to help the community in
building more accurate and robust VQA models.
1. Introduction
Motivations.
Visual Question Answering (VQA) is one of the most
challenging computer vision tasks in which an algorithm is
given a natural language question about an image and tasked
with producing a natural language answer for that question-
image pair. Recently, various VQA models [1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11] have been proposed to tackle this problem,
and their main performance measure is accuracy. However,
the community has started to realize that accuracy is not the
Figure 1: Our proposed framework for measuring the ro-
bustness of VQA models. The Rscore – our proposed ro-
bustness measure – is generated by the two white boxes. In
the upper white box, we have two main components, VQA
Module and Noise Generator, and the detail of the noise
generator can be referred to Figure 2. “⊕” denotes the di-
rect concatenation of basic questions.
only metric to evaluate model performance. More specifi-
cally, these models should also be robust, i.e., their output
should not be affected much by some small noise or per-
turbation to the input. The idea of analyzing model robust-
ness as well as training robust models is already a rapidly
growing research topic for deep learning models applied to
images [12, 13, 14]. However, and to the best of our knowl-
edge, an acceptable and standardized method to measure
robustness in VQA models does not seem to exist. As such,
this paper is the first work to analyze VQA models from
this point of view by proposing a robustness measure and a
standardized large-scale dataset.
Assumptions.
The ultimate goal is for VQA models to perform as hu-
mans do for the same task. If a human is presented with
a question or this question accompanied with some highly
similar questions to it, he/she tends to give the same or a
very similar answer in both cases. Evidence of this has been
reported on in the psychology domain. Therefore, when we
add or replace some words or phrases by similar words or
phrases to the query question, called the main question, the
VQA model should output the same or a very similar an-
swer. In some sense, we consider similar words or phrases
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Figure 2: The figure shows details of Noise Generator. We
have two choices, GBQD and YNBQD, of Basic Ques-
tion Dataset and eight choices, BLEU-1, BLEU-2, BLEU-3,
BLEU-4, ROUGE, CIDEr, METEOR and LASSO, of ques-
tions ranking methods. If a new Basic Question Dataset or
ranking method is proposed in the future, we will also add
them into our proposed framework. The output of Noise
Generator is the concatenation of three ranked basic ques-
tions. “⊕” denotes the direct concatenation of basic ques-
tions.
as small perturbations or noise to the input, so we say that
the model is robust if it produces the same answer. Note that
we define a basic question as a semantically similar question
to the given main question. Based on evidence from deduc-
tive reasoning in human thinking [15], we consider basic
questions as noise. In Figure 3, cases (a) and (b) explain the
general idea. In case (a), the person may have the answer
“Mercedes Benz” in mind. However, in case (b), he/she
would start to think about the relations among the two given
questions and candidate answers to form the final answer
which may be different from the final answer in case (a). If
the person is given more basic questions, he/she would start
to think about all the possible relations of all the provided
questions and possible answer candidates. These relation-
ships will clearly be more complicated, especially when the
additional basic questions have low similarity score to the
main question. In such cases, they will mislead the person.
That is to say, those extra basic questions are large distur-
bances in some sense. Because robustness analysis requires
studying the accuracy of VQA models under different noise
levels, we need to know how to quantify the level of noise
for the given question. We hypothesize that a basic question
with larger similarity score to the main question is consid-
ered to inject a smaller amount of noise if it is added to the
main question and vice versa. Our proposed LASSO basic
question ranking method is one way to quantify and control
the strength of this injected noise level.
2. Robustness Framework
Inspired by the above reasoning, we propose a novel
framework for measuring the robustness of VQA models.
Figure 1 depicts the structure of our framework. It contains
Figure 3: Inspired by Deductive Reasoning in Human
Thinking [15], this figure showcases the behavior of hu-
mans when subjected to multiple questions about a certain
subject. Note that the relationships and the final answer in
the case (a) and (b) can be different.
two modules, a VQA model and a Noise Generator. The
Noise Generator, illustrated in Figure 2, takes a plain text
main question (MQ) and a plain text basic question dataset
(BQD) as input. It starts by ranking the basic questions in
BQD by their similarity to MQ using some text similarity
ranking method. Then, depending on the required level of
noise, it takes the top n (e.g., n = 3) ranked BQs and di-
rectly concatenates them. The concatenation of these BQs
with MQ is the generated noisy question. Instead of feeding
the MQ to the VQA model, we replace it with the generated
noisy question and measure the accuracy of the output. To
measure the robustness of this VQA model, the accuracy
with and without the generated noise is compared. To this
end, we propose a robustness measure Rscore to quantify
this comparison.
For the questions ranking method [16, 17], given any two
questions we can have different measures that quantify the
similarity of those questions and produce a score between
[0 − 1]. Using such similarity measures, we can have dif-
ferent rankings of the similarity of MQ to the questions in
BQD, where the BQs with higher similarity score to MQ
rank higher than those with less similarity. Along those
lines, we propose a new question ranking method formu-
lated using LASSO optimization and compare it against
other rankings produced by seven different yet popular tex-
tual similarity measures. We do this comparison to rank our
proposed BQDs, General Basic Question Dataset (GBQD)
and Yes/No Basic Question Dataset (YNBQD). Further-
more, we evaluate the robustness of six pretrained state-of-
the-art VQA models [1, 6, 7, 9]. Finally, extensive experi-
ments show that LASSO is the best BQD ranking method
among others.
Contributions.
(i) We propose a novel framework to measure the robust-
ness of VQA models and test it on six different models. (ii)
We propose a new text-based similarity ranking method and
compare it against seven popular similarity metrics, BLEU-
1, BLEU-2, BLEU-3, BLEU-4 [18], ROUGE [19], CIDEr
[20] and METEOR [21]. Then, we show that our LASSO
ranking method is the best among them. (iii) We intro-
duce two large-scale basic questions datasets: General Ba-
sic Question Dataset (GBQD) and Yes/No Basic Question
Dataset (YNBQD).
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