Nonnegative Matrix Factorization (NMF), first proposed in 1994 for data analysis, has received successively much attention in a great variety of contexts such as data mining, text clustering, computer vision, bioinformatics, etc. In this paper the case of a symmetric matrix is considered and the symmetric nonnegative matrix factorization (Sym-NMF) is obtained by using a penalized nonsymmetric minimization problem. Instead of letting the penalizing parameter increase according to an a priori fixed rule, as suggested in literature, we propose a heuristic approach based on an adaptive technique. Extensive experimentation shows that the proposed algorithm is effective.
Introduction
Dimensional reduction problems are of fundamental relevance for data compression and classification. An important problem of this kind is represented by the nonnegative matrix factorization, which was first proposed in [13] for data analysis and afterwards widely applied (see [6] for an extensive bibliography).
Let R m + be the m-dimensional space of vectors with nonnegative components and M a matrix of n columns m i ∈ R m + , for i = 1, . . . , n. Given an integer k < min(m, n), the problem of finding two low-rank matrices W ∈ R m×k + (the basis matrix) and H ∈ R n×k + (the coefficient matrix) such that the product W H T approximates M , is known as Nonnegative Matrix Factorization (NMF). In this way the n objects m i result represented by linear combinations with nonnegative coefficients of few nonnegative basis vectors.
A specific formulation of the problem requires that a metric is assigned to measure the distance between M and W H T . The nonnegativity of the involved items would suggest to minimize a divergence, like the likelihood Kullback-Leibler divergence, but some computational difficulties and the slow convergence rate of common iterative procedures used to tackle the problem, suggest the more flexible metric of the F-norm (Frobenius norm). 
The best factorization of a matrix in terms of the F-norm is achieved by the Singular Value Decomposition M = U ΣV T . Then the best k-rank approximation of M is U k Σ k V T k , where U k and V k are the truncated submatrices of U and V to k columns and Σ k is the k × k leading submatrix of Σ. Unfortunately, nothing can be said about the sign of the entries of U k and V k , which could be negative. It follows that nonnegativity must be imposed as a constraint. Other constraints could appear in (1) in order to satisfy additional requirements [14] . For example, adding the terms ρ 1 W + ρ 2 H to the function Φ to be minimized, where · is a suitable norm and ρ 1 and ρ 1 are positive parameters, would give a regularized solution and possibly control the sparsity of the factors W and H.
In this paper we consider the additional requirement of symmetry: problem (1) is then replaced by the symmetric NMF (SymNMF) problem min W ≥O Ψ(A, W ), where Ψ(A, W ) =
where A is a symmetric n × n matrix of nonnegative entries and W ∈ R n×k + . Note that the required approximation W W T is positive semidefinite and can be very poor if A does not have enough nonnegative eigenvalues.
Problem (2) has a fourth-order nonconvex objective function and optimization algorithms guarantee only the stationarity of the limit points, so one only looks for a local minimum. Standard gradient algorithms lead to stationary solutions, but suffer from slow convergence. Newton-like algorithms, which have a better rate of convergence, are computationally expensive. In [9] a nonsymmetric formulation of (2) is suggested by considering the following penalized problem
α being a positive parameter which acts on the violation of the symmetry. Choosing α aligned with the magnitude of A, makes the penalized problem invariant from the scale of matrix A. In this paper we propose an algorithm to approximate the solution of (2) by solving iteratively problem (3) and dealing adaptively with the penalizing parameter α.
To this aim in Section 2 we recall the ANLS framework, a standard approach for tackling a general (i.e. not symmetric) NMF problem of form (1) by addressing alternatively two convex subproblems, together with the two methods (BPP [7] and GCD [5] ) which will be used to solve each subproblem. Section 3 deals with the heuristic for the choice of the parameter α to solve (3) . In Section 4 the results of an extensive experimentation are presented to validate the proposed adaptive strategy and to compare the performance of the two chosen methods when applied in our context.
The ANLS framework for the general NMF
Problem (1) is nonconvex and finding its global minimum is NP-hard. Most nonconvex optimization algorithms guarantee only the stationarity of the limit points, so one looks for a local minimum. There is a further source of nonunicity, since W H T = W ′ H ′ T with W ′ = W S, H ′ = HS −T , where S ∈ R k×k + is a nonsingular scaling matrix. This can be fixed by choosing for example S in such a way to normalize the columns of W to unit 2-norm.
The alternating nonnegative least squares (ANLS) method, which belongs to the block coordinate descent (BCD) framework of nonlinear optimization [8] , solves iteratively problem (1) . First, one of the factors, say W , is initialized to W (0) with nonnegative entries and the matrix H (1) ∈ R n×k + realizing the minimum of Φ(M, W (0) , H) on H ≥ 0 is computed. Then a new matrix W (1) ∈ R m×k + realizing the minimum of Φ(M, W, H (1) ) on W ≥ 0 is computed, and so on, updating W and H alternatively. In practice the following inner-outer scheme is applied
for ν = 1, 2, . . ., where each subproblem is solved by applying a chosen inner method. At the νth outer iteration a suitable stopping condition should check whether a local minimum of the object function Φ(M, W, H) of (1) has been sufficiently well approximated, for example by monitoring the error, i.e. the distance of
The choice of the initial matrix W (0) may be critical, due to the fact that only a local minimum is expected, which obviously depends on this choice and, typically, the algorithm is run several times with different initial matrices. Although the original problem (1) is nonconvex, subproblems (4) and (5) are convex and nearly any procedure for constrained quadratic optimization can be chosen as inner method (for example an Active-Set-like method [1, 7, 10] ). The requirement that the inner problems are exactly solved at each outer step is necessary for convergence [4] but makes the overall algorithm rather slow at large dimensions. Faster approaches have been devised by computing iteratively approximate solutions with inexact methods like modified gradient descent methods or projected Newton-type methods [8] .
In this paper we take into consideration, as inner methods, an Active-Set-like method with block principal pivoting (the BPP method, coded as Algorithm 2 in [7] ) and a coordinate descent method, called Greedy Coordinate Descent (GCD) in [5] ). Their main difference lies in the termination: exact for BPP and approximated for GCD.
When the ANLS method is applied, at each outer step, say the νth outer step, the inner method computes the solution of two problems of the form
where (5) . We assume matrix C to have full rank. Let r × s be the dimensions of B (r = m, s = n in the first case and r = n, s = m in the second case). Denoting by b ∈ R r + and x ∈ R k the hth columns of B and X T respectively, for h = 1, . . . , s, problem (6) can be decomposed into s independent least squares nonnegatively constrained problems min x≥0 ϕ(x), where ϕ(
The gradient of the objective function
The s problems (7) are solved in sequence, using either BPP or GCD. Before proceeding, we give a brief description of the two considered methods. The corresponding codes can be found in the cited papers.
The BPP method
BPP method derives from the classical active set method for linearly constrained optimization. For a point x ∈ R k consider the active and passive index sets at x
where K = {1, . . . , k} is the complete index set. Let C A and C P be the restrictions of the matrix C to A(x) and P(x) respectively. Since C P has full column rank, the solution of the unconstrained least squares problem
is given by the solution of the system
which has size less than or equal to k. If the size is not too large, the system is solved by applying the Cholesky factorization (otherwise, one can resort to the conjugate gradient). Let x * be the vector which coincides with x P on P(x) and has zero components on A(x). Denote by
the gradient restricted to A(x). According to Karush-Kuhn-Tucker (KKT) optimality conditions, the vector x * is a solution of (7) if and only if x P ≥ 0 and g A (x * ) ≥ 0.
If the active and passive index sets of x * were known in advance, problem (7) could be solved by simply solving (9) . Since the two index sets are initially unknown, a sequence of unconstrained subproblems is solved with the two index sets in turn predicted and exchanged. The computation starts with index sets associated to an initial point supplied by the outer iteration and goes on until all the constraints become passive or the gradient has nonnegative components corresponding to all the active constraints, indicating that the objective function cannot be reduced any more.
In the classical Active-Set method [10] , only an index moves from A(x) to P(x) at a time. This makes the number of iterations to grow considerably with the size of the problem. An overcome to this drawback consists in exchanging more indices between A(x) and P(x) at each iteration, as suggested in [7] . The number of iterations results reduced, but the generated vectors x may fail to maintain nonnegativity and the monotonic decrease of the objective function is not guaranteed. A finite termination is achieved by a backup rule which implements the standard one index exchange when necessary.
When the procedure described above for a single column b of B is applied to all the columns of B, the following improvement, proposed in [7] , reduces the computational cost. Since each problem (7) shares the same matrix C, and the main cost depends on solving system (9) and on computing vector (10) with matrices C T P C P , C T A C P and vectors C T P b, C T A b, it is suggested to extract these matrices and vectors from the complete matrices C T C and C T B computed once at the beginning. Another improvement consists in grouping the right-hand side vectors which share the same index set P in order to avoid repeated computation of the Cholesky factorization in solving systems (9).
The GCD method
GCD derives from FastHals [2] , an iterative method which performs a cyclic coordinate descent scheme. GCD, instead, at each step selectively replaces the element whose update leads to the largest decrease of the objective function.
In [5] GCD works on the entire matrix X, but in practice the method is applied to solve in sequence problems of type (7). For each problem (7), starting from a x (0) ∈ R k + chosen according to the outer iteration, GCD computes a sequence x (j) , j = 1, 2, . . ., until suitably stopped. A global stopping condition based on the entire matrix B, suggested in [5] , is described at the end of the paragraph.
At the jth iteration the vector x (j) is obtained by applying a single coordinate correction according to the rule
where i is an index to be selected in {1, . . . , k}, e i is the ith canonical kvector and the scalar λ is determined by imposing that ϕ(x (j) ), as a function of λ, is the minimum on the set S = {λ such that x
where Q = C T C is the Hessian of ϕ and g (j−1) = g x (j−1) . In correspondence, the objective function is decreased by
A natural choice for index i is the one that maximizes d
is updated by adding λ and the elements of the gradient become g
Then a new iteration begins, where a new index i is detected, and so on, until a stopping condition is met. In [5] the following condition is suggested
where the quantity µ is the largest possible reduction of all the objective functions ϕ of problems (7) varying b, that can be expected when a single element is modified at the first iteration and η is a preassigned tolerance. Of course, the value of η influences the convergence of the outer method, hence the overall computational cost. In [5] η = 10 −3 is suggested. We will examine this question in Section 4.
The SymNMF problem
We turn now to the SymNMF problem (2). As anticipated, its solution is computed through the nonsymmetric formulation (3), applying ANLS as the outer algorithm, i.e. by alternating the solution of the two subproblems,
The corresponding function Sym ANLS is shown in Figure 1 , where by Inner solve B, C, X 0 we denote the function used to solve (6) employing a method which starts with initial iterate X 0 ≥ 0. For problems (12) and (13) both BPP and GCD, used as inner methods, can be implemented without explicitly forming the four block matrices.
At the νth outer iteration the stopping condition checks whether a local minimum of the object function Φ α (A, W, H) of (3) has been sufficiently well approximated by monitoring ǫ (ν) S and δ (ν) , where
measures the objective function of problem (2) and
measures the degree of symmetry.
The starting points W (0) and H (0) are required by the first call of the inner method. Both BPP and GCD can start with H (0) = O, because the gradient of the objective function in (12) evaluated in the starting point is
As W (0) we suggest a matrix of the form R A F / R F where R is a random matrix with entries in [0, 1]. Moreover, the function Sym ANLS needs a procedure for updating the value of α. Let (W α , H α ) be the solution of (3). The value of α influences the symmetry of the solution: the largest α, the smallest W α − H α , but a too large α, with respect to the magnitude of A, could lead to a poor solution. If W α = H α for some α, then W α is also a solution of (2) and we call it a symmetric solution of (3). We call quasi-symmetric solution of (3) a solution with
In this case W α is assumed as a good approximation of the solution of (2) .
If a quasi-symmetric solution exists, it is possible that the convergence to it is achieved even for a small α, provided that the starting point W (0) is sufficiently close to the quasi-symmetric solution. On the other hand, a too large value of α should be avoided because it tends to move the solution of (3) away from a minimum point of (2) .
The sequence of penalizing parameters is constructed by setting
where ν is the step index of the outer iteration. The starting value α (0) = max A is tuned according to the scale of A.
In [9] the parameter β is modified according to a geometric progression of the form β (ν) = ζ ν where the fixed ratio ζ = 1.01 is suggested. In the experimentation the strategy proposed in [9] has been tested also with different values of ζ.
Instead of considering an increasing sequence β (ν) , we suggest to modify the parameter β (ν) in (16) using an adaptive strategy, called ADA, which takes into account the following quantities
which measures the first component of the objective function of problem (3), and the ratio
where
S is defined in (14) . One might think that ǫ
N , but this is not always true. In fact, if the stationary point to which the outer method converges is a symmetric solution of problem (3), substituting H (ν) with W (ν) can be seen as a sort of extrapolation, that may even decrease the error.
When ǫ
N , the value of β (ν) can be safely reduced without risking an increase of the distance from the symmetric solution. Otherwise the value of β is increased depending on the value of ρ (ν) . More precisely, when ρ (ν) < 1 the decreasing rate of β is tuned by the value of ρ (ν) , the degree of symmetry δ (ν) and the magnitude of β (ν) . Since in this case the outer iteration is well directed towards a quasi-symmetric solution, the penalty condition can be relaxed without any risk. When ρ (ν) > 1, the value of β is updated by means of multiplication by ρ (ν)2 , paying attention to avoid a too large increase. The adaptive strategy is implemented by function ADA, whose code is given in Figure 2 .
In Figure 1 , function Update denotes the function used to update β. When the geometrical updating is chosen,
When the adaptive updating is chosen,
The experimentation
The experimentation has been performed with a 3.2GHz 8-core Intel Xeon W processor machine. function Sym ANLS W, H, α, ν max computes recursively the solution of (2) by solving (3) given initial W , H, β and the number of allowed iterations ν max .
S and δ (ν) , according to (14) and (15);
S and δ (ν) ≤ τ 2 ; cond = not stop and ν < ν max ; β 
The datasets
The experimentation was carried out on both real-world and artificially generated datasets. More precisely, we have used for our analysis three classes of matrices. For collection (1) a similarity matrix A is constructed through the usually considered weights for text data, i.e. the cosine similarity between two documents
, for i = j, and a i,i = 0.
For collections (2) and (3) a similarity matrix A is constructed using weights e i,j suitable for image data, followed by the normalized cut
e i,r , for i = 1, . . . , n.
The weights are expressed through a Gaussian kernel of the form
σ 2 , for i = j, and e i,i = 0,
where σ is a global scaling parameter, chosen as the mean value of the distances σ i of the ith point m i from its 7th nearest neighbor [15] .
Class 3: The matrices of this class are obtained starting from undirected weighted graphs associated to four synthetic data sets of points in R 2 suggested in [12] (see Figure 3 ): dataset WellSeparatedNoise (WSN) consists of five clusters generated with the same variance and noise points in the amount of 5% ; dataset SubClusters (SC) has three clusters, and two of them can be divided into subclusters; dataset SkewDistribution (SK) has three clusters with different dispersion; dataset DifferentDensity (DD) has clusters with different cardinality. All the datasets are generated with n = 1000, 2000, 4000 and 8000 points, in order to assess the sensitivity of the algorithm to the increase of the dimensions. For each dataset the similarity matrix A is constructed as in Class 2 with the choice σ = For the matrices of Classes 1 and 2 we look for factors W with ranks k = 5, 10, 20, 40 and 80. For the matrices of Class 3 we look for factors W with ranks k = 3, 5 and 10. By the term "problem" we mean a pair (A n , k) where A n is the given symmetric matrix of size n and k is the rank of the sought matrix W . Classes 1 and 2 consist of 15 problems each, while Class 3 consists of 48 problems.
The tests
Function Sym ANLS calls four update functions: function ADA and, for comparison, three geometrical updatings with ratio ζ = 1.01 (proposed in [9] , here denoted G1.01, which gives a slow progression), ζ = 1.1 (here denoted G1.1, which gives a mid-level progression) and ζ = 1.4 (here denoted G1.4, which gives the faster progression). As Inner solve, BPP and GCD are called. GCD is called with different values of the tolerance η used in the stopping condition, namely η = 10 −ℓ , with ℓ = 1, . . . , 5. Due to the fact that in general only approximations of a local minimum of problem (2) can be expected, for each problem and each instance of function Sym ANLS, five randomly generated matrices W (0) have been considered as starting points. The five runs were performed in parallel using five of the eight available cores and the solution with the best final error has been selected. The number of outer iterations and the final error of this solution are indicated as ν tot and ǫ S , while the largest running time in seconds of the five runs, indicated as T , is considered in order to estimate the true cost of the whole processing.
Testing the performance of ADA
The first set of experiments is aimed at evaluating the strategy for updating β. Table 1 shows the values of ǫ S , ν tot and T , averaged on the problems of each class, for the inner methods BPP and GCD with η = 10 −3 . The averaged results obtained with the other values of η are not listed since they, in comparison with the results of BPP, are pretty much the same of those shown for η = 10 −3 . Table 1 : Behavior of Sym ANLS applied with the inner methods BPP and GCD with η = 10 −3 , averaged on the problems of each class.
While for each class all the methods appear to be quite equivalent from the point of view of the error, remarkable differences appear from the point of view of the number of outer iterations and the required time. In general, BPP has a smaller number of outer iterations than GCD, but a much larger T , indicating that a single outer iteration of BPP costs much more than a single outer iteration of GCD. The time comparison shows that, at least in our experimentation, the exact local termination of BPP does not pay over the approximated termination of the iterative method. For this reason in the following we do not consider BPP anymore.
Turning to the behavior of the geometrical updatings of β (ν) , it appears that in general a slower progression requires more time than a faster progression, with a possible advantage of the error. As a consequence, it can be very difficult to determine a reasonable ratio of the updating which combines a low time with an acceptable error level. On the contrary, ADA adaptively produces a dynamical evolution of β (ν) which guarantees on average low computational times and comparable errors.
The two following examples present typical situations where the geometrical updating is outperformed by the adaptive updating. The first example (see Figure 4) shows how a low rate geometrical updating is outperformed by ADA by the point of view of the cost. The second example (see Figure 5) shows how a fast rate geometrical updating is outperformed by ADA by the point of view of the error. Figure 4 shows the behaviors of ǫ from a local minimum of the nonsymmetric error to another local minimum of both the nonsymmetric and the symmetric errors. This transition is obtained through a fast increase of β (ν) followed by a fast decrease of β (ν) to the value 1.517. The final error ǫ S = 0.00922 is obtained in 54.65 sec. with 23 outer iterations. When Sym ANLS is combined with the low rate geometrical updating G1.01 the final error ǫ S = 0.00921 is obtained in 655 sec. with 317 outer iterations and a final value β = 23.2, i.e. a very high cost has to be payed to obtain a comparable error. Figure 5 shows the behaviors of ǫ N (center) and β (ν) (right) versus the outer iteration number for problem WSN with n = 1000 and k = 5. Sym ANLS is applied with inner method GCD with η = 10 −2 and function ADA (top row) or geometrical updating G1.4 (bottom row).
Analyzing the performance of GCD in the Sym ANLS schema
Once ADA has been chosen as the most effective updating strategy and BPP has been discarded since more time demanding, the second set of experiments is aimed at examining how the choice of the tolerance η used in the stopping condition of GCD influences the performance. Table 2 shows the values of ǫ S , ν tot and T , averaged on the problems of each class, for the inner method GCD with η = 10 −ℓ , ℓ = 1, . . . , 5. Table 2 : Behavior of Sym ANLS applied with updating ADA and inner method GCD with different η, averaged on the problems of each class.
In general, a smaller η entails a smaller number of outer iterations, but the consequences on the computational time are not immediate and require a deeper analysis.
At each outer iteration ν of Sym ANLS the two matrices H (ν) and W (ν) are computed by using GCD, which has an initialization phase where the gradient and the Hessian of the objective function and the quantity µ of (11) are computed. After the initialization phase, each inner iteration performs a single coordinate correction. In a standard implementation, the initialization phase requires a number of floating point operations Γ (k, n) of order k n 2 and each coordinate correction requires a number of floating point operations γ(k) of order k. Hence for each problem, besides the number of outer iterations ν tot , also the total number cor of single coordinate corrections on both H (ν) and W (ν) , ν = 1, . . . , ν tot , has to be considered. Of course, both ν tot and cor depend on η, then the overall cost of a run of Sym ANLS can be expressed as
In order to analyze how c tot (η) depends on the choice of η a specific experimentation is made on three problems, one for each class. The following tables show the behavior of Sym ANLS applied with updating ADA and inner method GCD with different η, on the chosen problems. For each problem the solution with the best final error has been selected among the performed five runs. In Tables 3, 4 and 5 the total and inner running times in seconds spent to obtain this selected solution are denoted by T tot and T inn (they correspond to c tot (η) and c inn (η)). The considered problems are R3 of Class 1, MC of Class 2 and WSN with n = 8000 of Class 3. The values chosen for k are k = 80 for the first two cases and k = 10 for the third case. Table 5 : Behavior of Sym ANLS applied with updating ADA and inner method GCD with different η, on problem WSN with n = 8000 and k = 10.
T inn column is negligible compared to the T tot column. This result agrees with the theoretical estimate (21), taking into account the values of ν tot and cor, and it shows that the inner phase contributes to the cost less than the outer phase. From Tables 3 and 4 it appears that decreasing values of η induce a nonincreasing number of outer iterations ν tot and an increasing number of total corrections cor. As a consequence, also T inn increases. The initial decrease of η leads to a decrease of T tot , since the decrease of the outer cost prevails on the increase of the inner cost. For smaller values of η, the number of outer iterations stabilizes leading to an increasing T tot . This behavior is less evident in Table 5 which refers to a problem where a small k is coupled with a much larger n. An analysis of T tot would suggest that an intermediate value for η appears to be a good choice. However, the algorithm is called with five different starting points W (0) , and the T column, showing the largest running time cost, represents the effective cost in our parallel environment. Of course T is greater than T tot , but typically shares the same behavior of T tot , and gives the same suggestion for the choice of η, confirming what was already shown in Table 2 on average for the problems of each class.
A better understanding of the behavior of the inner phase varying η can be acquired through Figure 6 , where cor (ν) av is the number of the coordinate corrections of W and H performed at the νth outer iteration, divided by 2n. For each figure, these average behaviors corresponding to η = 10 −ℓ with ℓ = 2, . . . , 5 and starting with the same initial W (0) are shown. The figures show in a greater details how the results of the previous tables are formed. In any case we can see that a larger number of outer iterations corresponds to a lower number of average corrections. The steep increase of cor (ν) av in the first figure happens at the same time of the analogous increase of β (ν) and corresponds to a change of the local minimum point (see Figure 4 top row).
Conclusions
In this paper an adaptive strategy, called ADA, has been introduced for the updating of the parameter α in the penalized nonsymmetric minimization problem (3) , when such problem is solved by applying an ANLS method. An extensive experimentation has shown that, when compared to geometrical updatings, ADA produces a dynamical evolution of α (ν) which guarantees low average computational times and comparable errors. Moreover, both BPP and GCD have been tested as inner solvers in the Sym ANLS schema, concluding that the latter outperforms the former from the point of view of the computational cost and that an intermediate value of the internal tolerance η, i.e η = 10 −2 or 10 −3 , should be preferred with GCD, especially when k is not very small in comparison with n.
