Abstract: This paper presents a new stochastic nature inspired methodology, which is based on the concepts of Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO), for optimally clustering N objects into K clusters. Due to the nature of stochastic and population-based search, the proposed algorithm can overcome the drawbacks of traditional clustering methods. Its performance is compared with other popular stochastic/metaheuristic methods like genetic algorithm and Tabu search. The proposed algorithm has been implemented and tested on several datasets with very good results. (1995). He also has over 25 years of experience in information systems development. His research interests fall into the areas of decision support systems, artificial intelligent and multi-agent systems, e-business, e-marketing, multicriteria decision analysis, group decision support systems.
while in Janson and Merkle (2005) , Kao et al. (2007) , Paterlini and Krink (2006) , Shen et al. (2005a) and Sun et al. (2006) clustering algorithms based on Particle Swarm Optimization (PSO) are applied. Clustering algorithms based on Artificial Immune Systems are presented in Li and Tan (2006) , Nasraoui et al. (2003) and Younsi and Wang (2004) . A hybrid technique based on combining the K-means algorithm (Tarsitano, 2003) , Nelder-Mead simplex search (a classical local descent algorithm), and particle swarm optimisation, called K-NM-PSO, is proposed in Kao et al. (2007) .
Cluster validity analysis is the assessment of a clustering procedure's output. Effective evaluation standards and criteria are used in order to find the degree of confidence for the clustering results derived from the used algorithms. External indices, internal indices, and relative indices are used for cluster validity analysis (Jain et al., 1999; Xu and Wunsch, 2005) . In the results interpretation step, experts in the relevant fields interpret the data partition in order to guarantee the reliability of the extracted knowledge.
In this paper, a new hybrid metaheuristic algorithm based on an PSO (Kennedy and Eberhart, 1995) algorithm for the solution of the FSP and on an ACO (Dorigo and Stutzle, 2004) algorithm for the solution of the clustering problem is proposed. Such an algorithm that combines two nature inspired intelligence technique like PSO and ACO is applied for the first time for the solution of this kind of problems. In order to assess the efficacy of the proposed algorithm, this methodology is evaluated on datasets from the UCI Machine Learning Repository. Also, the method is compared with the results of the classic k-means algorithm and with the results of other metaheuristic algorithms for clustering analysis that use a Tabu Search Based Algorithm (Glover, 1989) , a Genetic Based Algorithm (Goldberg, 1989 ) and a Greedy Randomized Adaptive Search Procedure (Feo and Resende, 1995) . The rest of this paper is organised as follows: In the next section the proposed Hybrid PSO-ACO Algorithm is presented and analysed in detail. In Section 3, the analytical computational results for the datasets used in this study are presented while in the last section conclusions and future research are given.
The proposed Hybrid PSO-ACO algorithm for clustering

Introduction
The proposed algorithm (Hybrid PSO-ACO) for the solution of the clustering problem is a two phase algorithm which combines a PSO (Kennedy and Eberhart, 1995) algorithm for the solution of the FSP and an ACO algorithm for the solution of the clustering problem. In this algorithm, the activated features are calculated by the PSO algorithm (see Section 2.2) and the fitness (quality) of each particle is calculated by the clustering algorithm (see Section 2.3).
The problem of clustering N objects (patterns) into K clusters is considered. In particular the problem is stated as follows: Given N objects in R n , allocate each object to one of K clusters such that the sum of squared Euclidean distances between each object and the centre of its belonging cluster (which is also to be found) for every such allocated object is minimised. The clustering problem can be mathematically described as follows: 
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where K is the number of clusters (given or unknown) , N is the number of objects (given), x i ∈ R n , (i = 1, …, N) is the location of the ith pattern (given), z j ∈ R n , ( j = 1, …, K) is the centre of the jth cluster (to be found),
where N j is the number of objects in the jth cluster), and y ij is the association weight of pattern x i with cluster j, (to be found), where y ij is equal to 1 if pattern i is allocated to cluster j, ∀ i = 1, …, N, j = 1, …, K and is equal to 0, otherwise.
Initially, in the first phase of the algorithm a number of features are activated, using the PSO algorithm. In order to find the clustering of the samples (fitness or quality of the PSO algorithm) an ACO algorithm is used. The clustering algorithm has the possibility to solve the clustering problem with known or unknown number of clusters. When the number of clusters is known, the equation (1), denoted as SSE, is used in order to find the best clustering. In the case that the number of clusters is unknown, the selection of the best solution of the FSP cannot be performed based on the sum of squared Euclidean distances because when the features are increased (or decreased) a number of terms are added (or subtracted) in equation (1) and the comparison of the solutions is not possible, using only the SSE measure. Thus, the minimisation of a validity index (Ray and Turi, 1999; Shen et al., 2005b ) is used, given by:
where 2 (|| ||)
is the distance between the centres of the clusters.
Particle Swarm Optimization (PSO) for the Feature Selection Problem (FSP)
Particle Swarm Optimization (PSO) is a population-based swarm intelligence algorithm. It was originally proposed by Kennedy and Eberhart as a simulation of the social behaviour of social organisms such as bird flocking and fish schooling (Kennedy and Eberhart, 1995) . PSO uses the physical movements of the individuals in the swarm and has a flexible and well-balanced mechanism to enhance and adapt to the global and local exploration abilities. Most applications of PSO have concentrated on the optimisation in continuous space while recently, some work has been done to the discrete optimisation problem (Kennedy and Eberhart, 1997) . The PSO algorithm first randomly initialises a swarm of particles, where each particle is a candidate solution for the feature subset selection problem. Each particle is randomly placed in the d-dimensional space as a candidate solution (in the FSP d corresponds to the number of activated features). One of the key issues in designing a successful PSO for FSP is to find a suitable mapping between FSP solutions and particles in PSO. Every candidate feature in PSO is mapped into a binary particle where the bit 1 denotes that the corresponding feature is selected and the bit 0 denotes that the feature is not selected. The velocity of the ith particle v i = (v i1 , v i2 , …, v id ) is defined as the change of its position s i , i = 1, 2, …, M (M is the population size). The flying direction of each particle is the dynamical interaction of individual and social flying experience. The algorithm completes the optimisation through following the personal best solution of each particle and the global best value of the whole swarm. Each particle adjusts its trajectory toward its own previous best position and the previous best position attained by any particle of the swarm, namely p id and p gd . In the discrete space, a particle moves in a state space restricted to zero and one on each dimension where each v i represents the probability of bit s i taking the value 1. Thus, the particles' trajectories are defined as the changes in the probability and v i is a measure of individual's current probability of taking 1. If the velocity is higher it is more likely to choose 1, and lower values favour choosing 0. A sigmoid function is applied to transform the velocity from real number space to probability space (Shi and Eberhart, 1998) :
In the binary version of PSO, the velocities and positions of particles are updated using the following formulas (Shi and Eberhart, 1998) :
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where p id = (p i1d , …, p ind ) is the best position encountered by ith particle so far; p gd represents the best position found by any member in the whole swarm population; t is iteration counter; s id is the valued of the dth dimension of particle s i , and s id ∈ {0, 1}; v id is the corresponding velocity; sig(v id ) is calculated according to equation (5), c 1 and c 2 are acceleration coefficients; rand1, rand2 and rand3 are three random numbers in [0, 1]. Acceleration coefficients c 1 and c 2 control how far a particle will move in a single iteration. Low values allow particles to roam far from target regions before being tugged back, while high values result in abrupt movement towards, or past, target regions. Typically, these are both set to a value of 2.0, although assigning different values to c 1 and c 2 sometimes leads to improved performance. As in basic PSO, a parameter V max is incorporated to limit the v id so that sig(v id ) does not approach too closely 0 or 1 (Kennedy and Eberhart, 1995) . Such implementation can ensure that the bit can transfer between 1 and 0 with a positive probability. In practice, V max is often set at ±4. The proposed algorithm is established based on standard PSO, namely basic PSO with inertia weight developed by Shi and Eberhart (1998) , where w is the inertia weight that controls the impact of previous histories of velocities on current velocity. The particle adjusts its trajectory based on information about its previous best performance and the best performance of its neighbours. The inertia weight w is also used to control the convergence behaviour of the PSO. In order to reduce this weight over the iterations, allowing the algorithm to exploit some specific areas, the inertia weight w is updated according to the following equation (Shi and Eberhart, 1998) :
where w max , w min are the maximum and minimum values that the inertia weight can take, and iter is the current iteration (generation) of the algorithm while the iter max is the maximum number of iterations (generations).
Ant Colony Optimization (ACO) for the clustering problem
As it was mentioned earlier in the clustering phase of the proposed algorithm an Ant Colony Optimization (ACO) (Dorigo and Stutzle, 2004 ) is used. The ACO metaheuristic is a relatively new technique for solving Combinatorial Optimization Problems (COPs). Based strongly on the Ant System (AS) metaheuristic developed by Dorigo and Stutzle (2004) , ant colony optimisation is derived from the foraging behaviour of real ants in nature. The main idea of ACO is to model the problem as the search for a minimum cost path in a graph. Artificial ants walk through this graph, looking for good paths (Dorigo and Stutzle, 2004) . Each ant has a rather simple behaviour so that it will typically only find rather poor-quality paths on its own. Better paths are found as the emergent result of the global cooperation among ants in the colony (Dorigo and Stutzle, 2004 ). An ACO algorithm consists of a number of cycles (iterations) of solution construction. During each iteration a number of ants (which is a parameter) construct complete solutions using heuristic information and the collected experiences of previous groups of ants. These collected experiences are represented by a digital analogue of trail pheromone which is deposited on the constituent elements of a solution. Small quantities are deposited during the construction phase while larger amounts are deposited at the end of each iteration in proportion to solution quality. Pheromone can be deposited on the components and/or the connections used in a solution depending on the problem (Dorigo and Stutzle, 2004) . In the following, the way the ACO algorithm is applied for the solution of the clustering problem is analysed in detail. An initial population r of solutions is formed in order to find an initial local optimum solution to use it in the calculation of the heuristic function n i of the sample i. The n i is calculated from the r 1 best solutions (r 1 < r) of the initial population. We would like to have an initial estimation of the clusters (Dorigo and Stutzle, 2004) . Thus, the assignment of samples that exist in the r 1 best solutions are identified and all the samples are weighted based on the times that each assignment of sample appears in the r 1 best solutions. These assignments have greater fixed value in the [n i ] matrix, where [⋅] denotes the i element of the matrix n.
In the algorithm, a number of ants are used that start to construct solutions simultaneously. Each ant begins from a different sample and follows its own route (different assignment of samples in different clusters). The first problem that we have to face was the selection of the number of the clusters. Thus, the algorithm works with two different ways.
If the number of clusters is known a priori, then a number of samples equal to the number of clusters are selected randomly as the initial clusters. In this case, as the iterations of ACO increased the number of clusters do not change. Each ant is used for a number of generations, selects different samples (equal to the number of clusters) as initial clusters starting always from the same samples and choosing in each generation different samples to be assigned in different clusters based on the quantity of pheromone that exists in each sample. The initial quantity of the pheromone τ i for the sample i is calculated from the formula (Dorigo and Stutzle, 2004) :
where ant_size is the initial population of ants and init_opt is the quality of the optimum solution of the initial population.
An ant located in the sample j decides if the sample i is selected or not by the formula (Dorigo and Stutzle, 2004) :
where m is the number of samples, [⋅] denotes the i element of the matrices τ, n and α, β are two empirically selected parameters. If α = 0 the samples that are selected in the initial solutions are more likely to be selected and if β = 0 only pheromone is used without any heuristic information. When all the samples have been assigned to clusters the fitness of each ant is calculated using the measures that are presented in Section 2.1 and a local search strategy is applied in order to improve the solution. The local search works as follows: For each sample the probability of its reassignment in a different cluster is examined by calculating the distance of the sample from the centres. If a sample is reassigned to a different cluster the new centres are calculated. The local search phase stops when in an iteration no sample is reassigned. When all ants have constructed their first solution, the pheromone trails are updated. A number of different approaches have been proposed for the pheromone update solutions (Dorigo and Stutzle, 2004) . In the proposed algorithm, only the best ant leaves pheromone in its own samples (this strategy is called Elitist Strategy for ACO). Thus, the pheromone quantity of each sample becomes (Dorigo and Stutzle, 2004) :
where ant_opt is the quality of the best ant and q is an evaporation parameter that is used in order not to have a continuous increase of the pheromone values in each sample. The parameter q is used to avoid unlimited accumulation of the pheromone trails and it enables the algorithm to forget bad decisions previously taken (Dorigo and Stutzle, 2004) . If the number of clusters is unknown, then, initially a number of samples are selected randomly as the initial clusters. Now, as the iterations of ACO increased the number of clusters changes but cannot become less than two. Each ant can find a different number of clusters. The creation of the initial solutions, the pheromone update mechanism and the local search phase work as in the previous case. The only difference compared to the previous case concerns the use of the validity measure in order to choose the best solution because as we have different number of clusters in each iteration the sum of squared Euclidean distances varies significantly for each solution.
Computational results
Data and parameter description
The performance of the proposed methodology is tested on nine benchmark instances taken from the UCI Machine Learning Repository. The datasets from the UCI Machine Learning Repository were chosen to include a wide range of domains and their characteristics are given in Table 1 . The data varies in term of the number of observation from very small samples (Iris with 150 observations) up to larger data sets (Spambase with 4601 observations). Also, there are data sets with two and three clusters. In one case (Breast Cancer Wisconsin), the data set is appeared with different size of observations because in this data set there is a number of missing values. The problem of missing values was faced with two different ways. In the first way where all the observations are used we took the mean values of all the observations in the corresponding feature while in the second way where we have less values in the observations we did not take into account the observations that they had missing values. Some data sets involve only numerical features, and the remaining include both numerical and categorical features. For each data set, Table 1 reports the total number of features and the number of categorical features in parentheses. The parameter settings for Hybrid PSO-ACO based metaheuristic algorithm were selected after thorough empirical testing and they are:
• the number of swarms is set equal to 1
• the number of particles is set equal to 50
• the number of generations is set equal to 50
• the number of ants used is equal to the number of samples because in the initial iteration each ant begins from a different sample
• the number of iterations that each ant constructs a different solution, based on the pheromone trails, is equal to 20
• q = 0.5
• the coefficients are c 1 = 2, c 2 = 2
• w max = 0.9 and w min = 0.01.
The algorithm was implemented in Fortran 90 and was compiled using the Lahey f95 compiler on a Centrino Mobile Intel Pentium M 750 at 1.86 GHz, running Suse Linux 9.1. Heart Disease (HD) 270 13 (7) 2 
Results of the proposed algorithm
The objective of the computational experiments is to show the performance of the proposed algorithm in searching for a reduced set of features with high clustering of the data. The purpose of feature variable selection is to find the smallest set of features that can result in satisfactory predictive performance. Because of the curse of dimensionality, it is often necessary and beneficial to limit the number of input features in order to have a good predictive and less computationally intensive model. In general there are 2 number of features -1 possible feature combinations and, thus, in our cases the problem with the fewest number of feature combinations is the Iris (namely 2 4 -1), while the most difficult problem is the Spambase where the number of feature combinations is 2 57 -1. A comparison with the classic k-means and other metaheuristic approaches for the solution of the clustering problem is presented in Table 2 . In this table, seven other algorithms are used for the solution of the feature subset selection problem and for the clustering problem. In the first one in both phases (feature selection phase and clustering phase) an ACO algorithm is used (columns 4 and 5 of the first group of algorithms in Table 2 ) while in the second one a PSO in both phases (feature selection phase and clustering phase) algorithm is used (columns 6 and 7 of the first group of algorithms in Table 2 ). In the third the classic k-means algorithm is used for the clustering problem using all features (columns 2 and 3 of the second group of algorithms in Table 2 ). The other four algorithms are hybridisation of a different metaheuristic algorithm (PSO, ACO, Genetic Algorithm (Goldberg, 1989) and Tabu Search (Glover, 1989) ) in the FSP with Greedy Randomized Adaptive Search Procedure in the clustering phase (Feo and Resende, 1995; Marinakis et al., 2005) . The Tabu Search algorithm is running for 1000 iterations having Tabu List size equal to 10, the genetic algorithm is running for 20 generations, having a population size equal to 500, and using a single 1-point crossover operator with probability equal to 0.8 and a mutation operator with a probability equal to 0.25 and the Greedy Randomized Adaptive Search Procedure (GRASP) is running for 100 iterations having the size of Restricted Candidate List varying between 30 and 150. The parameters of the hybrid algorithms used for the comparisons that use ACO or PSO are the same as the parameters of Hybrid PSO-ACO. The results of the last four algorithms are explained in Marinakis (2007b) . It should, also, be noted that a hybridisation algorithm performs always better than a no hybridised algorithm. More precisely, the only two algorithms that are competitive in almost all instances with the proposed Hybrid PSO -ACO algorithm are the Hybrid PSO -GRASP and the Hybrid ACO -GRASP algorithms. These results prove the significance of the solution of the FSP in the clustering algorithm as when a more sophisticated method (PSO) for the solution of this problem was used the performance of the clustering algorithm was improved. From this table, it can, also, be observed that the three algorithms that use in the feature selection phase of the algorithm the PSO algorithm (PSO-ACO, PSO, PSO-GRASP) give different number of features in their optimal solution. Someone would expect that these three algorithms would give the same number of features in their optimal solution as they use the same procedure to calculate the number of features. However, this does not happen because the second phase affects the results as this phase is the fitness function of the FSP and is calculated by using different methods in each of these three algorithms. This is also true for the ACO and ACO-GRASP algorithms. Thus it is obvious that the appropriate combination of metaheuristic algorithms can lead to high quality in the solutions.
It should, also, be mentioned that the algorithm was tested with two options: with known and unknown number of clusters. In case that when the number of clusters was unknown and thus in each iteration of the algorithm different initial values of clusters were selected the algorithm always converged to the optimal number of clusters and with the same results as in the case that the number of clusters was known.
Conclusions and future research
In this paper a new metaheuristic algorithm, the Hybrid PSO-ACO, is proposed for solving the Clustering Problem. This algorithm is a two phase algorithm which combines a PSO algorithm for the solution of the FSP and an ACO algorithm for the solution of the clustering problem. A number of metaheuristic algorithms and the classic k-means algorithm were also used for comparison purposes. The performance of the proposed algorithm was tested using various benchmark datasets from UCI Machine Learning Repository. The objective of the computational experiments, the desire to show the high performance of the proposed algorithms, was achieved as the algorithms gave very efficient results. The significance of the solution of the clustering problem by the proposed algorithm is proved by the fact that the percentage of the correct clustered samples is very high and in some instances is larger than 98%. Also, the focus in the significance of the solution of the FSP is proved by the fact that the instances with the largest number of features gave better results when the PSO algorithm was used. Future research is intended to be focused in using different algorithms both to the feature selection phase and to the clustering algorithm phase.
