Abstract-This paper deals with the problem of networkbased controller design for the given T-S fuzzy model. The effects of both network-induced delays which are assumed to be interval time-varying, and data packet dropout will be investigated. Based on an integral inequality and a matrix inequality, a delay-dependent sufficient condition for the existence of a network-based controller is formulated in terms of a linear matrix inequality by adjusting two parameter matrices. And no model transformation is employed. Moreover, in order to obtain a less conservative design method of the network-based controller by solving the obtained nonlinear matrix inequalities and to avoid adjusting any parameter matrix, a novel iterative algorithm is proposed. An illustrative numerical example is also given to show the effectiveness of the proposed design method. 
I. INTRODUCTION
It is well known that most physical systems are represented by nonlinear differential equations. A typical approach for the analysis and synthesis of nonlinear control systems is to utilize local linerization. A Takigi-Sugeno (T-S) model [1] can give an effective way to represent a complex nonlinear system by some simple local linear dynamic systems with their linguistic description. Recently, analysis and synethesis of T-S model-based nonlinear systems has attracted great attention on both theoretical research and implementation techniques [2] , [3] . Much progress has been made in successfully applying it to industrial control systems.
Networked control systems are feedback control loops closed through a network. For a networked control system, the sampling data and controllers singals are transmitted through a network. The main advantages of networked control systems are low cost, reduced weight, simple installation and maintenance, and high reliability. Despite the advantages and potentials, the existence of communication networks in control loops make the analysis and design of a networked control system complicated. One main issue is the networkinduced delays and data packet dropouts, which occur when sensors, actuators, and controllers exchange data across the network. The occurrence of delays and data packet dropouts degrades the stability and control performance of closedloop control systems. Recently, much research work has been done on the stability analysis and controller design for NCSs [4] , [5] , [6] , [7] . Since the network-induced delay is timevarying and inevitable for most cases, the NCSs are typical systems with interval time-varying delays [6] , [7] . Therefore, it is of great significance to consider the stability analysis and controller design for NCSs with network-induced interval time-varying delay. However, only a few results on stability analysis and controller design have been available for such kind of systems [6] , [7] . To the best of our knowledge, there is no delay-dependent result available on networked controller design for a T-S model-based nonlinear system, which motivates the present study.
In this paper, we will use an LMI approach to study the delay-dependent design problem of fuzzy controller for T-S model-based networked control systems. Based on an integral inequality and a matrix inequality, the delay-dependent existence condition of a fuzzy controller will be formulated in the form of linear matrix inequalities (LMIs) by introducing two constant matrices. No model transformation is employed for obtaining our result. Moreover, in order to obtain a less conservative design method of the networkbased controller and avoid adjusting any parameter matrix, a novel iterative algorithm will be proposed. A numerical example will be given to show the effectiveness of the design method.
II. PROBLEM STATEMENT Consider the following T-S model

Plant Rule
where i = 1, 2, · · · , r and r is the number of IF-THEN rules;
are the premise variables of the system (1) and M ij (i = 1, 2, · · · , r; j = 1, 2, · · · , g) are the fuzzy sets corresponding to z j (t) and the plant rules; x(t) ∈ R n is the state vector; u(t) ∈ R p is the input vector; A i and B i (i = 1, 2, · · · , r) are some known parameter matrices of appropriate dimensions. The initial condition of the system (1) is given by
Throughout this paper, we assume that system (1) and (2) is controlled through a network and the system state is available for feedback. By using a center average defuzzifer, product inference, and singleton fuzzifier, the global dynamics of the T-S fuzzy system (1) is described bẏ
where
Then it can be seen that
hold for all t. Similar to [6] , [7] , in the presence of the control network, the following state feedback T-S fuzzy-model-based control law is employed for above system (3) by employing the idea of parallel distributed compensation (PDC) [8] , in which the same fuzzy sets with the fuzzy model are shared for the designed fuzzy controller in the premise parts
are the controller gains of (5) to be determined, h is the sampling period, i k , k = 1, 2, 3, · · · are some integers and {i 1 , i 2 , i 3 , · · ·} ⊂ {0, 1, 2, 3, · · ·}. The time-delay τ k denotes the time from the instant i k h when sensor nodes sample sensor data from a plant to the instant when actuators transfer data to the plant. Obviously,
, the defuzzified output of the controller rules is given by
In this paper, we assume that u(t) = 0 before the first control signal reaches the plant. By substituting (6) into (3), the closed-loop global fuzzy system of (3) is obtained as the following form.
The following assumptions [6] , [7] are required throughout the paper.
Assumption 1: The sensor is clock-driven, the controller and actuator are event-driven.
Assumption 2: There exist two constants τ m ≥ 0 and η > 0 such that
In the proof of the main result, we will need the following definition and lemmas.
Definition 1: The closed-loop system (7) with a feedback gain K j (j = 1, 2, · · · , r) is said to be exponentially asymptotically stable if there exist constant α > 0 and
Meanwhile, the system (3) is said to be exponentially stabilizable.
n such that the integrations concerned are well defined, then
For two matrices Z ∈ R n×m , G ∈ R n×m and a symmetric positive definite matrix P ∈ R n×n , we have
) Equality holds if and only if
. Now, the following proposition will give a delay-dependent design method of network-based fuzzy controller of the system (1).
Proposition 1: For some given scalars τ m and η, and matrices Z,Z, system (7) is exponentially asymptotically stable for any τ (t) and data packet dropout satisfying (8) , if there exist some matrices X > 0,Q > 0,R > 0,S > 0, Y j (j = 1, 2, · · · , r) of appropriate dimensions such that the following LMIs simultaneously hold
Moreover, the controller gains of (6) are given by
Proof: Choose a functional as
where P > 0, Q > 0, R > 0, and S > 0. Taking the derivative of V (t) with respect to t along the trajectory of the system (7) yieldṡ
and
Then according to (12), (13), and (14), we havė
From Schur complement, the following inequality is equivalent to that the right of (15) is less than 0. ⎡
It is clear that above matrix inequality is equivalent to
Above matrix inequality can be rewritten as
for 1 ≤ i ≤ j ≤ r, then there exists λ > 0 such thaṫ
Next, we prove the exponential stability of the system (7) if matrix inequality (17) simultaneously holds for
Defining a new function as
where σ > 0 is a constant to be determined. Then, using the similar method in [10] , we can obtain that if there exists a sufficient small constant σ > 0 such that −λ + σλ max (P ) + στ av λ max (Q)e στav + σα 1 α 3 < 0,
where 
In consequence,
So the system (7) is exponentially stable if matrix inequality (17) simultaneously holds for
In order to solve matrix inequality (17), from Schur complement, it is equivalent to
Pre-and post-multiplying both sides of above matrix inequality (18) and its transpose, respectively, yields
wherẽ
From Lemma 2, above matrix inequality (19) is implied by (10) for 1 ≤ i ≤ j ≤ r and any given matrices Z ∈ R n andZ ∈ R n , whereR = R −1 , S = S −1 . This completes the proof of this proposition. Remark 1: It is clear that no model transformation is employed for obtaining the design approach of networkbased controller design.
Remark 2: It is clear that nonlinear matrix inequality (19) is solvable for τ av = δ = 0 if (19) is solvabe for τ av ≥ δ ≥ 0. For τ av = δ = 0, pre-and postmultiplying both sides of nonlinear matrix inequality (19) with diag{I, I, I, XR, XS}, respectively, one can obtain that (19) is equivalent to LMIs
, and τ av = δ = 0. Therefore, there exist τ av > 0 and δ > 0 such that (10) is solvable for
From Proposition 1 one can see that two constant matrices Z andZ are introduced for solving nonlinear matrix inequality (19). As a result, they need to be adjusted for solving LMI (10) . In general, it is not easy to determine the matrices Z andZ in advance before solving LMI (10) . From Lemma 2, if there exist some matrices X > 0,Q > 0, R > 0,S > 0, Y j of appropriate dimensions such that LMI (10) holds for any two given n × n matrices Z andZ, then LMI (10) holds for the same X > 0,Q > 0,R > 0,S > 0, Y j and another Z =S −1 X,Z =R −1 X. Therefore, the following novel iterative algorithm will be given for solving nonlinear matrix inequality (19), and the matrices Z andZ do not need to be adjusted in advance.
Algorithm 1: 1) For τ av = δ = 0, find a feasible solution of LMI (20)
If there is none, exit;
2) For two n × n matrices Z = Z 0 ,Z =Z 0 , and a sufficient small constant τ av > 0, find a maximum δ = δ 1 < τ av such that the LMI (10) is solvable with a feasible solution
1 X 1 , and k = k + 1; 3) For the matrices Z k ,Z k and the given constant τ av > 0, find a maximum δ = δ k such that the LMI (10) is solvable with a feasible solution
Step 3) after increasing τ av to some extent. Otherwise, return to Step 3) directly.
Remark 4:
Step 1), 2) and every Step 3) of the algorithm are simple LMI problems and they can be solved directly by using MATLAB LMI toolbox. The stopping criterion can be chosed as a specified number of iterations, the minimum increment of δ and so on.
The following Proposition will show that the given algorithm is convergent.
Proposition 2: The sequence {δ k } is monotone increasing and bounded upper by δ M for a given τ av > 0. Where δ M > 0 is determined by a given time-delay system. Thus, the sequence {δ k } converges to some value δ ∞ ≤ δ M .
Proof: It is clear from Lemma 2 that LMI (10) implies that (19) holds. For k > 0, given constant τ av > 0 and matrices
Thus, for the matrices Z k+1 ,Z k+1 and the given constant τ av > 0, we can find a maximum δ k+1 ≥ δ k such that the LMI (10) is solvable with a feasible solution X k+1 , Q k+1 ,R k+1 ,S k+1 , Y j,k+1 . Moreover, for a given system (1) and a given constant τ av > 0, there exists δ M > 0 such that δ k ≤ δ M . This completes the proof of this proposition.
Remark 5: It is clear that our result can be easily extended to that on the delay-dependent design problem of networkbased robust fuzzy controller for networked control T-S model-based systems with parameter uncertainties.
IV. A NUMERICAL EXAMPLE
To illustrate the above design method, the following problem of an inverted pendulum on a cart, which is controlled through a network, is considered [3] . The T-S model from the equations of motion for the pendulum is If the data packet dropout in the transmission can be neglected, then the maximum allowable network-induced delay is 5.46ms. Moreover, the maximum allowable value of η for different τ m can be found by Algorithm 1. The problem of the delay-dependent network-based controller design has been studied for T-S models with networkinduced interval time-varying delay. By choosing an appropriate Lyapunov-Krasovskii functional, a sufficient condition for the existence of the fuzzy controller, which exponentially stabilizes the systems, has been obtained in an LMI form by adjusting two parameter matrices. Moreover, in order to obtain a less conservative design method of the networked controller and avoid adjusting any parameter matrix, a novel iterative algorithm has been proposed. The given numerical example has shown effectiveness of the proposed method.
