This paper proposes asymptotically point optimal tests for parameter instability under the feasible circumstance that the researcher has little information about the unstable parameter process and the error distribution. The shape of the unstable parameter process is not identified but is asymptotically described by the Winer process, which is weak enough to cover a wide range of structural breaks and time varying parameter processes. I first derive a test under known error distribution, and show that the test is asymptotically equivalent to likelihood ratio tests for correctly identified unstable parameter processes under suitable conditions. The test is then extended to semiparametric models in which the underlying distribution is unknown but treated as an infinite dimensional nuisance parameter. An adaptive test is shown to be attainable without further restrictive conditions on the error distribution, which implies that the semiparametric power envelope is asymptotically equivalent to that of parametric models.
Introduction
The instability of economic relationships is a common problem and is of central importance in econometric modeling. As a result, there has been substantial literature on testing whether parameters in a model are unstable. (See the review paper by Perron (2006) .) Two identification problems occur in constructing an efficient test. The first is that there exists a large variety of ways for parameter to be nonconstant such as various types of structural breaks and random time varying parameters, despite economic theory provides little knowledge about which specific unstable process to consider. Accordingly, a test developed for a specific unstable parameter process generally has risk of misspecifying alternative hypothesis. Attempts to resolve the problem are done by Nyblom (1989) , and Elliott and Müller (2006) , which unify both structural breaks and random parameters in a single framework. However, Nyblom (1989) 's test is locally most powerful only under the counterfactual assumption that the initial point of the parameter is known. Elliott and Müller (2006) 's test is optimal only in linear regression models with Gaussian error distribution. Consequently, it is substantial to construct an optiaml tests in a more general setup.
Another problem of these tests is that their optimalities are maintained only when the underlying distribution is known, although it is more likely that the error distribution is incorrectly specified in many data set. The optimal tests work through this problem by providing distribution-free size property to the test, but at the expense of losing efficiency. Unfortunately, no work has been devoted to discovering an efficient parameter instability test under unknown error distribution.
The main contribution of this paper is to propose asymptotically optimal tests under the feasible assumption that both the unstable parameter process and the underlying distribution are not identified. I first derive a test under known error distribution, which is shown to be asymptotically equivalent to likelihood ratio tests for correctly identified unstable parameter processes under suitable conditions. The conditions are weak enough to cover a broad set of local unstable processes such as various types of structural breaks and permanently time varying random parameter processes as long as they are asymptotically described by the Wiener processes.
The test is then extended to semiparametric models in which the underlying distribution is unknown but treated as an unknown infinite dimensional nuisance parameter. The suggested test is derived based on the kernel estimate of the score function. The semiparametric test is adaptive under mild conditions in that the power is asymptotically equivalent to the parametric power envelope. Consequently, there is no loss of asymptotic power by not knowing the true underlying distribution.
Since the seminal work by Bickel (1982) , numerous authors have employed adaptation in testing problems. Choi, Hall, and Schick (1996) show that the test based on adaptive estimation is also efficient. Banerjee (2005) , and Murphy and der Vaart (1997) examine the property of likelihood ratio tests in semiparametric models. Benghabrit and Hallin (1998) , and Hallin and Jurečová (1999) use adaptivity to derive asymptotically efficient tests in AR model. Shin and So (1999) , and Ling (2003) use it for unit root tests.
Most research has focused on standard testing problems in which the locally asymptotic normal (LAN) property of the class of likelihood is involved. However, the LAN property does not hold in this setup where the parameter of interest is permanently time varying. Hence, the inference based on LAN is not applicable straightforward to this set-up.
1
Recent research extends the adaptation to such nonstandard settings as locally asymptotic quadratic (LAQ) likelihood ratio, in which the quadratic term of the local approximation stays random even in the limit. (See Jeganathan (1995) , and Ling and McAleer (2003) for examples.) Jansson (2008) extends the LAQ to a unit root testing problem.
The testing problem in this paper is different from typical LAQ because the asymptotic randomness does not come from the Fisher information matrix but from the random parameter process. The model can be regarded as a weighted average of LAN where the weight function is determined by the measure of the unstable parameter process. One of the main finding in this paper is that this non-standard testing 1 Note that LAN holds even in random coefficients model, if the time variation of the coefficient is temporary. Akharif and Hallin (2003) shows LAN in random coefficient autoregressive (RCAR) models in which the autoregressive parameters are i.i.d. random sequences. However, it does not apply to the setup in this paper because the parameter change is permanent. The time variation of the parameter in this paper can be described as the sum of i.i.d. random process, not as i.i.d. process itself such as RCAR.
problem is still amenable to adaptation by using extant semiparametric methods developed for standard problems. In this sense, this paper provides an example of the extent to which one can get adaptive tests in models far from LAN. This paper is organized as follows: Section 2 introduces the model and the hypothesis to be tested. Section 3 studies efficient tests under the assumption that the underlying distribution is known. Section 4 extends the result of section to semiparametric models. Section 5 performs Monte Carlo studies. And Section 6 concludes.
The Model and the Breaking Processes
This section defines the model and the test hypothesis. Consider a stochastic process (y, X) ≡ Z ≡ {Z t : Ω → R r+1 , r ∈ N, t = 1, ..., T } defined on a complete probability space (Ω, F, P ) where F = {F t , t = 1, ..., T } and F t denotes the smallest σ-algebra that Z t is adapted to, i.e. F t ≡ σ(Z 1 , ..., Z t ). y t is an endogenous variable with conditional distribution function F t (y|F t−1 , X t ) = P r(Y t ≤ y t |F t−1 , X t ) and the corresponding conditional density function f (y t |F t−1 , X t ), which is measurable both under the null and the alternative hypotheses. X t is a vector of explanatory variables with the conditional density f X (x t |F t−1 ). Consider the model
where m(·) is a measurable function which is continuous and differentiable with respect to (θ T,t , θ 0 ). m(·) contains various types of linear and nonlinear times series models but does not consider the nonparametric or partially nonparametric model because the parameters (θ T,t , θ 0 ) are finite dimensional. t is an error term with a moment restriction and a continuous density g (·) . Accordingly, the conditional density of
is the vector of the parameter of interest, and θ 0 ∈ Θ ⊆ R s is the vector of nuisance parameters which corresponds to θ T,t in the null hypothesis. The objective of this paper is to test whether the unstable parameter process {θ T,t } presents in the model. Consequently, the parameter vector under the null hypothesis of stability is (θ 0 ), while it is (θ 0 + θ T,t ) under the alternative hypothesis.
2
The alternative hypothesis is not defined in a single form because there exist a large variety of ways in which θ T,t is not stable. Any specific assumption on unstable θ T,t would lead to a different alternative hypothesis resulting in a different testing problem. Existing instability tests can be categorized into two big streams based on types of unstable processes: One is the test of structural breaks, and the other is the test of time varying parameters. Structural break tests consider a model in which θ T,t permanently shift N times in a sample period. For a single break example, the parameter vector equals (θ 0 ) for t = 1, . . . , τ and (θ 0 +θ) for t = τ + 1, . . . , T . Time varying parameter tests posit random process of θ T,t . Even within time-varying parameter approaches there are many possible alternatives based on the distributional properties of θ T,t . However, economic theory generally does not provide enough information to pick a specific alternative process. Consequently, an alternative process are often arbitrarily chosen depending on what the researcher has in mind. Elliott and Müller (2006) , and Nyblom (1989) get around the problem by providing only minimal identifying conditions on the unstable process. Nyblom (1989) assumes that the unstable processes is martingale. Elliott and Müller (2006) consider any processes which are asymptotically described by the Wiener processes. Their idea is that the seemingly different approaches of structural breaks and time varying parameters are in fact not distinctive. Both are considered as specific forms of a unified framework. For example, if we let ∆θ T,t have a continuous distribution with probability p and equal zero with probability (1 − p), then this time varying parameter process is reduced to a multiple structural break with (T · p) expected breaks. On the other hand, it becomes a random walk if ∆θ T,t is iid normal. However, Nyblom (1989) 's test is locally most powerful only under the counterfactual assumption that θ 0 is known, and Elliott and Müller (2006) 's optimality is restricted only to linear regression models with Gaussian error distribution. One of the main finding in this paper is that Elliott and Müller (2006) 's optimality can be extended to more general circumstance with nonlinear function and non Gaussian error distribution. Specifically, I define the alternative hypothesis as the unstable parameter processes {θ T,t } that satisfy the following condition. Condition 1 is not equivalent to Nyblom (1989) 's martingale process, but it contain martingales if it satisfies conditions for FCLT (see White (2001) theorem 7.19 . ) The condition is never overlapped with Akharif and Hallin (2003) 's random coefficient process in that Akharif and Hallin (2003) focus on iid process while Condition 1 includes the sum of iid process, not iid process itself. In addition, Akharif and Hallin (2003) considers one-sided test, although this paper derives a point optimal test for a specific value of Ω, which will be discussed in the next section.
Condition 1 also assumes that the alternative hypothesis is local to the null. Since
T ∆θ T,s is bounded in probability, Condition 1 implicitly considered √ T − neighborhood of the null hypothesis.
In addition to Condition 1, I normalize {θ T,t } so that the average value of the unstable process is always the same as that under the stable model. It implies that the initial value of {θ T,t } satisfies 1 T T t=1 θ T,t = 0 Consequently, the test in this setup detects permanent variation in the parameter, rather than differences between the average value of the parameters.
This normalization is also regarded as providing the least favorable hypothesis to construct an efficient test under unknown θ 0 . The nuisance parameter θ 0 is unknown in practice and should be replaced by an estimator, which generally causes the loss of power. One way to deal with the problem is to derive a power envelope under the least favorable hypothesis and show that the power envelope is asymptotically sharp. (See Choi, Hall, and Schick (1996) for detailed concept of the least favorable hypothesis.) Theorem 2 in the next section shows that this normalization plays the role of it.
It is implicit in the formulation that (y t , X t ), θ T,t , and their distributions may depend on T, but I suppress the dependency for the purpose of notational convenience. In order to construct the likelihood ratio, we need additional assumptions on { t } and {X t } as follows. 
The iid condition in Condition 2 i) is crucial in order to obtain optimality. However, it can be extended to the non iid case in which some finitely parameterized transformation of the data leads back to the iid model such as (non)stationary ARMA (Akharif and Hallin (2003) ), GARCH (Drost and Klaassen (1997) , Ling and McAleer (2003) ), and quantile ARCH (Koenker and Zhao (1996) ) Models. Moreover, the suggested test would still be correct asymptotic size even though t is not iid, if the partial sum of the score function satisfies some asymptotic properties. Condition 2 ii) is the standard maximum likelihood condition. It is also required for the null distribution to be contiguous to the alternative distribution, which will be used to prove the optimality of the suggested tests in the following sections. Condition 2 iii) implies that {X t } is weakly exogenous in the sense of Engle, Hendry, and Richard (1983) . In such circumstance, f X (·) need not be known in order for one to construct a likelihood ratio function. Condition 2 iv) and v) are the condition for the heterogeneous CLT for {X t }.
Asymptotically Optimal Tests in Parametric Models
3.1. The Optimal Test Function. This section derives an asymptotically efficient test for condition 1 unstable processes under the assumption that the underlying distribution is known. This paper defines the optimal test based on Neyman-Pearson lemma so that the likelihood ratio function or its equivalents are defined to be optimal. The likelihood ratio in this set-up depends on two unknown density functions; the densities of {θ t }, and { t }. This section focuses on the first part by assuming that the latter density is known, and the latter part will be considered in the next section. The test function in this section would not only provide a benchmark for tests under more realistic distributional assumptions by providing the upper bound of their asymptotic power envelopes. It is also worthwhile itself in the sense that many researches are likely to use parametric model by choosing a specific family of error distributions for various reasons.
I first assume that the global covariance matrix Ω is known so that the test hypothesis would be interpreted as H 0 : Ω = 0 against the alternative that Ω would be a specific known value. Consequently, the suggested test is not a uniformly most powerful test, but a point optimal test which is optimal for a specific value of Ω. The case of unknown Ω would be considered later in this section. Under Condition 1 and 2, the density of the data under H 0 is
The density under the alternative hypothesis is
where ν θ is the measure of θ = (θ 1 , . . . , θ T ) . If ν θ is known, the Neymann-Pearson Lemma implies that rejecting H 0 for a large value of the likelihood ratio statistic, defined as
has the best power against the alternative distribution (3.2). Most optimal tests for parameter instability are manipulations of (3.3) that make the test feasible and easy to compute. Since LR T depends on f (y|·) and ν θ , the different types of optimal test statistics might come from the choice of ν θ and f (y|·).
The likelihood ratio (3.3) is infeasible to use in practice because ν θ is unknown. Even though ν θ is specified, it has an integral in its form which makes the computation too complicated to be used in practice. The method proposed in this section resolves the problem by suggesting another easy-to-compute test function,B(Ω), which is asymptotically equivalent to LR T , but does not depend on ν θ other than Ω.
In order to define the feasible optimal test function, I introduce some notations and definitions. Let˙ = (˙ 1 , . . . ,˙ T ) be the first derivative of the log likelihood function with respect to the parameter of interst, and 
where
, and θ and Jθ are the maximum likelihood estimators under H 0 .B(Ω) does not have the integral so that the computation is tractable. Note thatB(Ω) depends on the distribution of {θ t } only through the eigenvalues of Ω. Consequently, proving the optimality ofB(Ω) implies that the the knowledge of the unstable process other than Ω is asymptotically irrelevant under the suggested conditions.
I now present the outline of the proof of the optimality ofB(Ω). The proof requires several steps. First, I focus on the integrand of LR T , denoted by L T , to suggest an asymptotically equivalent formula. At this time I assume that θ 0 is known. Second, I give an alternative formula which weakly converges to L T . A test function B(Ω) is then provided based on the alternative of L T . Third, I show that the weak convergency in the second step is sufficient for the asymptotic equivalence of LR T and B(Ω) both under H 0 and H 1 . Finally, I replace θ 0 by its maximum likelihood estimator to makê B(Ω) and show thatB(Ω) converges in probability to B(Ω).
3.2.
Asymptotic Optimality of the Test Statistic. First, I simplify the integrand of LR T . Since the integrand can be regarded as the likelihood ratio for specific values of alternative parameters, θ, a simple and powerful method for simplification is to use the Taylor expansion of the logarithm of the likelihood. However, it can be made rigorous under moment or continuity conditions on the 2nd derivative of the log likelihood that many distributions do not satisfy. Consequently, I impose an alternative single condition that only involves a first derivative, i.e. the square roots of f (·) correspond to unit vectors in space of square integrable functions, as follows.
< ∞, and
The derivativeξ t (·) is called Hellinger derivative, and the score function˙
. Part (1) of Condition 3, called differentiability in quadratic mean (DQM), is weak enough to be satisfied by a wide variety of densities and strong enough to deliver the approximation similar to the Taylor expansion. Local asymptotic approximation of a likelihood ratio statistic under Condition 3 is widely developed in standard testing problems (LeCam (1970) ) and nonstandard problems (Jeganathan (1995) , Ling and McAleer (2003) , and Jansson (2008)). The set up in this paper is different in that the square of {θ t } stays random even in the large sample. The following lemma shows that the similar quadratic approximation is possible in this set up.
) be the score function based on the Hellinger derivative and θ = (θ 1 , . . . , θ T ) . Under Condition 1 to 3,
This approximation can be considered as a locally asymptotic quadratic (LAQ) approximation defined by Jeganathan (1995) in the sense that the quadratic term is random because of the random {θ t }, and the null and the alternative distribution is contiguous, which is shown in Theorem 1). But it is different from standard concept of LAQ because the information function J θ is nonrandom. Accordingly, I denote (3.6) by LAQ * .
As a next step, I deal with the main problem that ν θ is unknown. I replace {θ t } by another random sequence { θ t } and show that L T based on { θ t } weakly converges to the same limit as that of L T of Condition 1 {θ t }. The random vector θ = ( θ 1 , . . . , θ T ) is defined as a multivariate random walk process, i.e. T ∆ θ t ∼ iid N (0, Ω). (See Lemma 6 in the appendix.) Using Lemma 1, it can be shown that, if θ = θ, LR T is asymptotically equivalent to
The advantage of replacing {θ t } by { θ t } is that the integral is easily calculated because both the integrand L T and dν θ are of exponential quadratic form. Through some matrix manipulations, we get the following lemma.
Lemma 2. Let B(Ω) be defined as (3.9) with replacing ζ i with ζ
is constant.
Lemma 2 implies that B(Ω) is asymptotically optimal if | LR T − LR
T | converges to zero in probability both under H 0 and H 1 . Note that the integrands of LR T and LR T weakly converge to the same limit. Theorem 1 shows that the weak convergency is enough for the L 2 convergence in this set up, using the fact that a weakly converging uniformly bounded sequence L 1 converges. 
Theorem 1. Let ψ T (Z|Ω) be a critical function for B(Ω) and Ψ(Ω) be the asymptotic power function of
Theorem 1 implies that the powers of optimal tests do not depend on the particular distributional form of θ t other than its global covariance matrix, Ω. It leads to the following implication: The knowledge of the exact distribution of the unstable process is asymptotically inappropriate for conducting an optimal test, as long as the process satisfies Condition 1. As T increases, there is little loss of power by using B(Ω) rather than tailored LR T .
As a next step, I replace θ 0 with its estimatorθ in order to make B(Ω) feasible. It is well known that a test generally loses its power if the true nuisance parameters are replaced by their estimators. An interesting finding, however, in this paper is that B(Ω) does not lose any asymptotic power even though the estimatorsθ, and J are plugged into B(Ω) as long as the estimator satisfies the following regularity conditions.
Condition 4. Under the null hypothesis,
(
uniformly for s ∈ (0, 1), and any nonrandom
The following theorem shows that the power envelope driven by B(Ω) is sharp, i.e. the power envelope can be achieved by a feasible testB(Ω).
Theorem 2. Letψ T (Z|Ω) be a critical function forB(Ω). Under Condition 1 to 4,
Theorem 2 is better understood by considering the least favorable hypothesis. Suppose, instead of knowing the exact value of θ 0 , we allow for the local perturbation of θ 0 , i.e. the nuisance parameter under the alternative is now defined as θ
). This is the standard setup under unknown nuisance parameter of which the √ T −consistent estimators exist, and is analogous to the case of parametric submodels discussed in the next section. Consider a class of tests that have limiting size α for all values at
is the critical function of the test. Then the following is the intuition: First, Consider an arbitrary δ 0 . The power envelope of the test under the specified δ 0 will be greater than that of any asymptotically similar-size test without the restriction because the information for statistical inference decreases if one enlarges the model. Since this argument holds for all types of alternative δ 0 s, the infimum of the power envelopes over the class of all alternative δ 0 s gives an upper bound of the power envelope of the test under unknown nuisance parameters.
It is well known that the infimum can be achieved geometrically in the standard testing by projecting the score function of θ t ,˙ onto the linear subspace V generated by all possible score function for the nuisance parameter,˙ 0 , which implies that the perturbation of θ 0 lies on the orthogonal complement of V, i.e.
in the local area. The normalization in this paper can be viewed as the special case of δ 0 where δ 0 = − 1 T T t=1 θ T,t , which can be shown to be equivalent to the orthogonality condition above. Theorem 2 implies that the orthogonality still provides the infimum in such nonstandard testing problem as in this set-up and the power envelope in the infimum is sharp. The asymptotic null distribution ofB(Ω) is given in the following lemma.
Lemma 3. Under Condition 1 to 4, the asymptotic null distribution ofB(Ω) iŝ
where Note thatB(Ω) is derived based on the assumption that Ω is known, which is unobservable in practice. Consequently, there is no uniformly most powerful test in this framework. Instead, if we focus on one point in the alternative parameter space, we can find a most powerful test in the neighborhood of the predetermined point. Such a test is called a point optimal test. (see King (1988) , and Nyblom (1986) I k where c = 10 as Elliott and Müller (2006) . Replacing withΩ, the point optimal test statistic,B(Ω), is given by
Selected asymptotic upper tail percentiles ofB(Ω) are calculated by Elliott and Müller (2006) . In addition to the simplicity, using C also has merit because it enableŝ B(Ω) to be invariant with respect to re-parameterizations. Since˙ * i (θ) does not change to any parameterization and {I T − 100 T 2 F M e F } is constant, we immediately observe thatB(Ω) is invariant to reparameterization. The invariance may be reinterpreted as meaning that the direction of breaks under the alternative should not affect the outcome of the test. Figure 1 shows the loss of asymptotic power by usingΩ rather than the true Ω. For both k=1, and k=2, the power loss does not exceed 5 % p in any levels of J θ which would imply that the unknown Ω is a minor problem.
Asymptotically Optimal Tests in Semiparametric Models
The optimal test B(Ω) is based on the counterfactual assumption that f (y t |·), or equivalently g( t ), is correctly specified. This section extends the previous result by investigating asymptotically efficient tests under unknown g(·) in which g(·) is treated as an unknown infinite-dimensional nuisance parameter. This relaxation modifies the model in the previous section into the semiparametric one with a real valued parametric component (θ
, and a single nonparametric component g ∈ G which denotes the unknown distribution of the error term, where G is the collection of all probability measures on the sample space. I first consider the case where g is known to belong to a specific parametric family of distribution indexed by a finite dimensional parameter η ∈ Υ, and suggest conditions under which the asymptotic power envelope is equivalent to Ψ(Ω). The model is then extended to semiparametric ones in which η is infinite dimensional.
The Optimal Test with A Finite Dimensional Nuisance Parameter.
The true set of conditional densities of y t is characterized as a parametric family
} with dominating measure µ and corresponding densities f t (y|η) = dF t (y|η)/dy such that g( t ) = σ t f (y t |η). The model with this parametrization is called a parametric submodel.
The parametric submodel has its own relevancy to empirical analysis as well as provides a inference on semiparametric analysis. A familiar case is testing partial structural breaks in which θ are suspected to have structural breaks while η remain constant. Another case occurs when testing stability of the coefficient of a linear regression model, in which is from a generalized family of distribution, such as an asymmetric exponential family, where unknown η determines the shape of the distribution.
In this section, I confine my attention to contiguous alternatives for η. Define a √ T neighborhood of the true nuisance parameter η 0 as η = η 0 + 1 √ T h for bounded h ∈ H θ where H θ is a Hilbert space. In order to ensure that the asymptotic power envelope covers the unknown perturbation of the nuisance parameter h, we need an additional restriction to the test. One widespread way is to confine asymptotically similar tests φ T (Z) which have the invariant asymptotic size regardless of h, i.e. for a fixed α > 0, lim T →∞ φ T (Z)f 0 (Z|h)dZ ≤ α for every h. This requirement is crucial and plays the role of restriction to regular estimates in estimation theory. (see Hall and Mathiason (1990) for details.) Following the way I analyzed the previous section, my investigation is based on the LAQ * of the integrand. The likelihood ratio function associated with P η is (4.1) LR
Analogous to the parametric model case, we need a differentiability condition for f (·|η) as follows. 
Using (4.2), it can be shown that LR S T is asymptotically equivalent to
Note that the integral part in (4.3) is the same as LR T except˙ θ depends on η 0 . Throughout deriving the power envelope, I act as if η 0 is known, and then show that the asymptotic power envelope is attainable by replacing η 0 by its consistent estimator.
The method used to derive the asymptotic power envelope in this setup exploits the concept of the limits of experiments. An implication in the limits of experiments is that if a sequence of experiments converges to a limit experiment, the best asymptotic power function is the best power function in the limit experiment. In such cases as the existence of the nuisance parameter, finding the power envelope of the limit experiment is much easier than using a classical method. The asymptotic null distribution of log(LR
, Λ(Ω) is the limiting counterpart of B(Ω) in the parametric model, and W η is a multivariate brownian motion with variance J η . Since the convergence holds for all subset I where θ ∈ I ⊂ Θ × Υ , the sequence of the models converges to a limit experiment so that we can focus on the power envelope of the limit experiment. 
Theorem 3 implies that it is possible not to lose any power even though we do not know the true value of η 0 , as T gets large. The intuition is because θ t is invariant to the parametric transformation in a locally linearized neighborhood. In general, the invariance property implies that the likelihood function is represented as a function of˙ θ t only through its effective score function, which is defined as˙ The intuition is similar to Stein's necessary condition for adaptation which is that J θη is zero. Under Stein's condition,˙ θe t is always equivalent to the˙ θ t so that the invariance property always holds. The set-up in this section does not necessarily satisfy Stein's condition while it obtains the same inference. The orthogonality in this set-up does not come from the property of the error distribution, but from the property of the alternative process, θ t . 4.2. Asymptotically Optimal Tests in Semiparametric Models. The previous section investigates an optimal test under which finite dimensional η in g(·) are unknown, while it is known that g is in a specific set G. This section extends the idea to a model in which g is entirely unknown. Rather than allowing for g to be fully nonparametric, I give a mild restriction that g is parameterized by an infinite dimensional unknown nuisance parameter η. Consequently, the true density f (·) is only known to belong to a class S which contains all parametric families.
The set S can be considered as the union of all parametric submodels P η in which the semiparametric power envelope, say Ψ e (Ω), can be defined to be inf Pη∈S Ψ
S (Ω, h).
The previous section shows that Ψ
S
(Ω, h) is equivalent to Ψ(Ω) regardless of h, which implies that Ψ e (Ω) = Ψ(Ω). Unlike the previous section, however, the plug-in version of the efficient test, say B * (Ω), is inappropriate because √ T -consistent estimator of the infinite dimensional η is not available.
This problem is known to be the existence of an adaptive test. It is well known that, in standard LAN set up, an adaptive test is possible if an adaptive estimator exist. (See Choi, Hall, and Schick (1996) .) Jansson (2008) extends this finding to nonstandard unit root test. An important finding in this section is that, our nonstandard testing problem is still amenable to adaptation by using extant semiparametric methods developed for standard problems. The purpose is to find a feasible test statistic B * (Ω) which converges in probability to B(Ω) both under H 0 and H 1 . Based on (3.6), it implies that there exist estimators {ˆ θ t } andĴ θ which satisfy
The objective of this section is to show the existence of the estimators that satisfy (4.8), and to demonstrate that it provides the existence of an adaptive test function. A possible construction of the efficient estimator is to use a kernel estimation method. Using data and the consistent estimator of θ 0 , compute the residuals˜ 1 , . . . ,˜ T with t = (y 1 , . . . , y t , X 1 , . . . , X T , θ) for t = 1, . . . , T . A kernel density estimator is defined as for all e in a small neighborhood of each value of˜ t f T (e;˜ 1 , . . . ,
where a T is a bandwidth and the kernel k(·) is three times continuously differentiable with derivative k (i) satisfying k (i) (z) < ck(z) with i = 1, 2, 3 for some positive c,
where {b T } is a sequence of constants such that (T a
→ 0. Note that {ˆ θ t } uses the entire sample data. Most existing research splits the sample period and uses only the observations in one sample period to estimate {ˆ θ t } of the other split sample. It splits the sample not because of the elegancy, but because it yields a relatively easy way to obtain the asymptotic result under minimized conditions. From a practical point of view, however, it is desirable to use all sample data in moderate sample sizes in order to avoid the size distortion problem, and to produce a better power. Schick (1987) , and Koul and Schick (1997) suggest a general condition to use the whole data under additional conditions on the boundness ofṁ(·) and the memory property of {X T }. The method in this section is generally similar to them, and Condition 1 and 2 are shown to be enough to satisfy their conditions, so that no additional condition is required in order to use the whole sample data for adaptation. Let's define the critical function ψ T (Z|Ω) = 1 [B * (Ω)>k α ] where k α is the continuous function satisfying
The following theorem shows that we can construct an adaptive test based on (4.11) and (4.12), without further strict conditions.
Theorem 4. Under Condition 1 to 4, any asymptotically similar test φ(Z|Ω) *
T associated with S satisfies
Theorem 4 indicates that Ψ * (Ω) provides the asymptotic power envelope in a semiparametric model, and B * (Ω) is adaptive in the sense that Ψ * (Ω) attains the parametric power envelop Ψ(Ω). Accordingly, the knowledge of the error distribution is asymptotically irrelevant for conducting an optimal test under mild conditions suggested in this paper. where y t is a scalar, and X t is k × 1 vectors and is assumed to satisfy Condition 2.
Comparative Simulation Study
q t is iid from the asymmetric Laplace distribution which is defined as ϕ 
T t=1 X t X t , respectively. The asymmetric laplace distribution is known to be differentiable in quadratic mean. It is easy to show that quantile regression estimator satisfy Condition 4). Consequently,B(Ω) is asymptotically point optimal in this setup.
I simulate the empirical sizes and the powers of the test. I consider {X t } = {(1, Z t )}, where {Z t } are generated from AR(1) model with iid Gaussian error. I examine 18 combinations of 3 different critical levels (1%, 5%, and 10%), 3 sample sizes (50, 100, and 200), and 2 quantile levels (0.3, 0.5). 5,000 replications are Figure 3 . Small Sample Powers, Quantile Models, T=100, q=0.3 generated for each of 18 combinations. Table 1 shows the experimental result of the empirical sizes. The test performs fairly well for all significant levels. The differences between empirical sizes and actual sizes do not exceed one percent, even when the sample size is as small as 50.
As a next step, I calculate small sample powers of the test and compare them with those of other existing tests. Various types of alternative processes are examined: single break, multiple breaks (2 and 4 breaks), and random walk breaks. The powers are compared with those of SupF test, Andrews and Ploberger (1994) 's test (ExpLM ), and Nyblom (1989) 
's test (N yb).
The size adjusted small sample powers are shown at figure 3. The figures show that B(Ω) performs the best among 4 test statistics.B(Ω) has the best power against the random walk process and the multiple breaks. The gaps become larger as the number of breaks increases. The powers ofB(Ω) for the single break alternatives are pretty close to ExpLM and SupF even though both ExpLM and SupF explicitly consider single break alternatives.
The differences of the powers, however, are mild for all unstable processes. Even though SupF and ExpLM are not designed for time varying parameter processes, the two tests show pretty reasonable power properties against the random walk case. Note that the breaking processes considered in SupF , ExpLM , and N yb do not satisfy Condition 1. This gives an important empirical implication: The asymptotic equivalence of the optimal tests shown in the previous section can be more or less applied even in small samples and in the breaking process which are a little apart from Condition 1. The loss of power by misspecifying the true unstable parameter process is allowable. I also perform the simulation for different sample sizes and quantile levels. I don't present the simulation results for them because they are similar to what I present here.
5.2.
Monte Carlo Simulation in Semiparametric Models. Consider the simple linear regression model.
The setup is the same as in the previous simulation except t is now assumed to mean zero and has different error distributions. For the estimate of the density, I use standard Gaussian kernel estimation where the bandwidth is chosen by an optimal window width method based on Gaussian distribution. Reasonable changes of kernel, such as logistic and Epanechnikov do not significantly alter the result. b T is chosen to be 0.001 × a 1/3
. Five different error distributions are designed, which are listed below. A1) Standard Normal Distribution A2) Asymmetric Laplace Distribution(location shifted to E[ t ] = 0). A3) Student t-distribution with ν = 4 degree of freedom A4) Mixture of two standard Normal distributions with mean 2, and -2, respectively (Ω) performs the best against multiple breaks and random walk parameter. However, the power gaps between B * (Ω) and others are small. Unlike the large sample case (figure 2), substantial power gains by using non-Gaussian error distribution are not clear in this small sample instance. The result in the Laplace distributional case is similar to the t-distribution case, and I do not present the results in this paper. Since the distinctive feature of Gaussian, Laplace and student-t distributions is thickness of tail, these results imply that the relative finite sample powers are not very sensitive to tail behavior of error distribution. Figure 5 shows that B * (Ω) performs the best when the error distribution is skewed and the gaps become larger as the number of breaks increase. The gaps are relatively bigger than previous distributions. The power gaps become fairly consequential in bimodal error distribution, as shown in figure 5 . B * (Ω) has the powers 62%p greater than the best of the others, at its greatest extent. In summary, there is considerable power improvement of the adaptive test B * (Ω). The degree of the improvement depends on the modality and the skewness, rather than the tail behavior.
Conclusion
Parameter instability is of central importance in time series models. This paper gives three implications for testing parameter stability. First, asymptotically optimal tests for parameter instability do not require information about the exact form of the unstable parameter processes. Many tests are designed to have good powers against specific alternative processes. The result in this paper implies that a tailored test for specific instability does not have any power gain in the asymptotic sense, which means that attempts to derive tailor-made tests are asymptotically irrelevant. Monte carlo simulation results show that misspecifying the unstable process results in only a mild loss of powers even in small samples.
Second, Adaptation has shown to be possible in such nonstandard testing problem as unstable parameter process. It implies that an attempt to find a well-fitted error distribution is asymptotically inappropriate under mild conditions because one may not gain any asymptotic power. This asymptotic irrelevancy is consequential because widely assumed normal density is generally far from macroeconomics and financial data, and choosing another specific density often might be too discretionary.
Finally, I suggest two easy-to-compute asymptotically optimal test statistics.B(Ω) is used when the error distribution restricted to a certain parametric family, while B * (Ω) can be applied if any restriction of the error distribution is irrelevant. By avoiding the sample-split method, the test B * (Ω) also shows good size and power performance even in small samples. Small sample simulations show that the test statistics have correct sizes and improved powers against the existing tests for almost all unstable processes.
By taking conditional expectation with respect to δ t , we get
The sequences R t and R t are asymptotically equivalent in the sense that
Also, using Chebychev inequality, 1 (see Vaart (1998) ). Using (A.1) and (A.3), (1) is proved because
Proof of (2):
where the last two terms of the last equality comes from (A.3) and (A.4).
Proof of (3):
The first term of the 2nd inequality comes from Cauchy-Schwarz inequality, the first term of the last equality comes from E[˙ t 2 ] ≤ ∞ and the second term comes from
which completes the proof.
A.2.
where ⇒ represents weak convergency.
Proof ) It can be proved by showing that for any δ = T θ that satisfies Condition 1, 
Consequently, I prove that each term of the last equation converges to a well defined limiting distributions.
where W δ and W are multivariate standard Wiener processes.
The convergence of the second term of L T can be proved as 1
A.3. Proof of Lemma 2. Let's denote the variance of θ, F F /T 2 ⊗ Ω as K. LR T can be written as
t . I then change the expression of the test statistic. Let's define (a 2 i , . . . , a 2 k ) be the vector of the diagonal elements of Λ, and ι i be the k × 1 vector which is one at i th element and zeros otherwise.
Taking log of (A.6) and applying (A.9) completes the proof. (1) Proof of the convergence under the null hypothesis: For 0 < M < ∞, define
Note that for any > 0, the following is satisfied
Consequently, it suffices to show that each term of (A.10) converges to zero, respectively.
The first inequality comes from Chebychev inequality. The second equality uses Fubini Theorem. The right hand side of the last equality can be made arbitrarily small for all T by taking M large enough by the property of θ defined in Condition 1.
The first term on the last equation is O p (1) by Lemma 3, and the second term can be made arbitrarily small by taking M large by Condition 1. In consequence, P [| LR T − LR T (M )| > ] can be made arbitrarily small for all T large by taking M sufficiently large.
Proof of (iii): Let's define
The test statistics are defined as
Lemma 6 implies that the integrands of all four terms weakly converge to the same limiting distribution. Thus, Crystal Ball condition give us that it is enough to show that SupE[ L T (M, K) 2+δ ] is finite. It can be proved by computations close to those in the proof of Lemma 2.
(2) Proof of convergence under the alternative hypothesis: The proof can be done by showing that the distribution under the alternative hypothesis, f 1 (y|θ 0 , θ t ) is contiguous to that under the null hypothesis, f 0 (y|θ 0 ). The contiguity of the distribution in which the likelihood ratio has the asymptotic distribution as (3.8) has already been shown by Elliott and Müller (2006) . and r a = 1 − aT −1 . The third equality uses the fact that M e e = 0. The last equality is by Lemma 4 of Elliott and Müller (2006) . Consequently the test statistic can be written as (A.14)
Lemma 6 of Elliott and Müller (2006) gives us the distribution of the test statistic which is the same as (3.8). ♦ A.7. Proof of Lemma 4 and 5. The proofs are similar to the proofs of Lemma 1, and 3, respectively, and are therefore omitted in the interest of brevity. ♦ A.8. Proof of Theorem 3. Since the test function φ T is bounded in probability, Prohorov's Theorem implies that for every subsequence φ T , there exists a further subsequence with φ T ⇒ φ as T → ∞ under H 0 . Theorem 6.6 of Vaart (1998) (A.23) where˙ g ( t ) is the 1st derivative of ln g( t ). To simplify the proof, I replaceṁ(X t ) bẏ m(X t ) * =ṁ(X t )1{|ṁ(X t )| ≤ M m }. It can be easily shown that the replacement does
which satisfies (A.27). Convergence ofĴ θ is proved by Schick (1987) which completes the proof.
