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ASYMPTOTIC NORMALITY OF MAXIMUM LIKELIHOOD AND
ITS VARIATIONAL APPROXIMATION FOR
STOCHASTIC BLOCKMODELS1
By Peter Bickel, David Choi, Xiangyu Chang and Hai Zhang
University of California, Berkeley, Carnegie Mellon University, Xi’an
Jiaotong University and Northwest University
Variational methods for parameter estimation are an active re-
search area, potentially offering computationally tractable heuristics
with theoretical performance bounds. We build on recent work that
applies such methods to network data, and establish asymptotic nor-
mality rates for parameter estimates of stochastic blockmodel data,
by either maximum likelihood or variational estimation. The result
also applies to various sub-models of the stochastic blockmodel found
in the literature.
1. Introduction. The analysis of network data is an open statistical prob-
lem, with many potential applications in the social sciences [Lazer et al.
(2009)] and in biology [Proulx, Promislow and Phillips (2005)]. In such ap-
plications, the models tend to pose both computational and statistical chal-
lenges, in that neither their fitting method nor their large sample properties
are well understood.
However, some results are becoming known for a model known as the
stochastic blockmodel, which assumes that the network connections are ex-
plainable by a latent discrete class variable associated with each node. For
this model, consistency has been shown for profile likelihood maximization
[Bickel and Chen (2009)], a spectral-clustering based method [Rohe, Chat-
terjee and Yu (2011)], and other methods as well [Bickel, Chen and Levina
(2011), Channarond, Daudin and Robin (2011), Choi, Wolfe and Airoldi
(2012), Coja-Oghlan and Lanka (2008)], under varying assumptions on the
sparsity of the network and the number of classes. These results suggest that
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the model has reasonable statistical properties, and empirical experiments
suggest that efficient approximate methods may suffice to find the parame-
ter estimates. However, formally there is no satisfactory inference theory for
the behavior of classical procedures such as maximum likelihood under the
model, nor for any procedure which is computationally not potentially NP
under worst-case analysis.
In this note, we establish both consistency and asymptotic normality of
maximum likelihood estimation, and also of a variational approximation
method, considering sparse models and restricted sub-models. To some ex-
tent, we are following a pioneering paper of Celisse et al. [Celisse, Daudin and
Pierre (2011)], in which the dense model was considered, and consistency
was established, but only for a subset of the parameters.
2. Preliminaries.
2.1. Stochastic blockmodel. We consider a class of latent variable mod-
els considered by various authors [Karrer and Newman (2011), Latouche,
Birmele´ and Ambroise (2011), Snijders and Nowicki (1997), Bickel and
Chen (2009)], which we describe as follows. Let Z = (Z1, . . . ,Zn) be la-
tent random variables corresponding to vertices 1, . . . , n, taking values in
[K]≡ {1, . . . ,K}. We will assume that K is fixed and does not increase with
n. Let π be a distribution on [K], and let H be a symmetric matrix in
[0,1]K×K . We define the complete graph model (CGM) for Z,A, where A is
the n× n symmetric 0–1 adjacency matrix of a graph, by its distribution
f(Z,A) =
(
n∏
i=1
π(Zi)
)(
n∏
i=1
n∏
j=i+1
H(Zi,Zj)
Aij (1−H(Zi,Zj))1−Aij
)
,(1)
where we may interpret H(Zi,Zj) as P(edge|Zi,Zj), and π(a) as P(Zi = a)
for a= 1, . . . ,K.
The graph model (GM) is defined by a distribution g :{0,1}n×n→ [0,1],
which satisfies g(A) = P(A;H,π) and is given by
g(A) =
∑
z∈[K]n
f(z,A).
It is data from GM which we assume we observe.
We will allow (H,π) to be parameterized by θ taking values in some
restricted space Θ, so that parametric submodels of the blockmodel may
be considered. We will consider parameterizations of the form θ = (ρ,φ), in
which
Hθ ≡ ρSφ, πθ ≡ πφ,
K∑
a,b=1
πφ(a)πφ(b)Sφ(a, b) = 1,
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where ρ > 0 is a nonnegative scalar; φ is a Euclidean parameter ranging over
an open set; Sφ is a symmetric matrix in R
K×K; and the map φ 7→ (πφ, Sφ) is
assumed to be smooth. Let λ= nρ. The interpretation of these parameters is
that λ= E[degree] and ρ= P(Aij = 1). The utility of this parameterization
will be to analyze asymptotic behavior when ρ ≡ ρn → 0 while φ is kept
fixed, as seems reasonable for sparse network settings.
Identifiability of the model. We observe that f is symmetric under per-
mutation of Z and θ; that is, let σ : [K]→ [K] denote a permutation of
[K], and let Π denote its permutation matrix. For z ∈ [K]n, let σ(z) =
(σ(z1), . . . , σ(zn)), and for θ ≡ (π,H), let σ(θ) = (Ππ,ΠHΠT ). It then holds
for any permutation σ that
f(Z,A; θ) = f(σ(Z),A;σ(θ))
and hence
g(A; θ) = g(A;σ(θ)),
showing that when Z is latent, the stochastic blockmodel is nonidentifi-
able. Specifically, θ ≡ (π,H) is equivalent to σ(θ) ≡ (πΠ,ΠHΠT ) for any
permutation σ. Let Sθ denote this equivalence class, which corresponds to
a relabeling of the latent classes {1, . . . ,K}. By an estimate θˆ under the
GM blockmodel, we will mean the equivalence class Sθˆ. By consistency and
asymptotic normality of θˆ, we will mean that Sθˆ contains an element θ′ that
converges to the generative θ0, or has error rn(θ
′−θ0) that is asymptotically
normal distributed for some rate rn→ 0.
In our analysis, we will assume that the generative H has no identical
rows, as we cannot expect to successfully distinguish classes which behave
identically. If H did contain identical rows, then an additional source of non-
identifiability would exist. Also, the generative model would be equivalent
to a stochastic blockmodel of smaller order K. We do not treat such cases
here.
We note that for some restricted submodels, identifiability can be restored
by imposing a canonical ordering of the latent classes 1, . . . ,K. For example,
the submodel may restrict H so that H(Zi,Zj) depends only on whether
Zi = Zj or not; this assumption could reflect homogeneity of the classes,
and is explored in Rohe, Qin and Fan (2012). This submodel is identifiable
under ordering of π, and the latent structure might be more gracefully de-
scribed as a partition, that is, a variable X ∈ {0,1}n×n satisfying X(i, j) = 1
iff Zi = Zj . As a second example, the latent classes could be ordered by
decreasing expected degree. If the submodel restricts the expected degrees
to be unique, the submodel is identifiable; further discussion can be found
in Celisse, Daudin and Pierre (2011), Bickel, Chen and Levina (2011).
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Degree-corrected blockmodels. An interesting class of submodels, discussed
in Karrer and Newman (2011), Zhao, Levina and Zhu (2012), are the “degree-
corrected” blockmodels with UV -many classes obtained by considering Zi =
(Zi1,Zi2), for i = 1, . . . , n, which take values (u, v); where u takes values
1, . . . ,U with probabilities α1, . . . , αU ; and given parameters γ1, . . . , γV ∈
[0,1], v takes values γ1, . . . , γV with probabilities β1, . . . , βV . We will assume
Zi1 and Zi2 are independent. Additional parameters needed are a U × U
symmetric matrix of probabilities G. We can now define
P(Zi1 = a,Zi2 = γc,Zj1 = b,Zj2 = γd|Aij = 1) = αaαbβcβdγcγdG(a, b).
So although this is a UV blockmodel, it has only U(U + 1)/2 + (U − 1) +
(2V − 1) parameters. Its interpretation is that there are U subblocks, but
within each subblock, vertices can hierarchically exhibit further affinities to
vertices both within the same block and other blocks, thus enabling, for
instance, distinction between vertices of high degree and low degree within
each block. This distinction is not block-dependent, resulting in a reduction
of parameters.
Many variants are of course possible; for example, one can choose to have
more parameters by having the (u, v) block probabilities be free, so that the
conditional distribution of Zi2 dependent on Zi1, or fewer parameters by
treating α(1), . . . , α(U) as known.
More general models. The stochastic blockmodel is a special case of a
more general latent variable model, considered by various authors [Hoff,
Raftery and Handcock (2002), Bickel and Chen (2009), Bolloba´s, Janson and
Riordan (2007)]. In this model, the elements of Z take values in a general
space Z rather than [K], π is a distribution on Z , and H is replaced by a
symmetric map h :Z×Z → [0,1]. The CGM defines a density for (Z,A), with
respect to an appropriate reference measure, and GM satisfies the identity
g(A; θ)
g0(A)
= Eθ0
[
f(Z,A; θ)
f0(Z,A)
∣∣∣A],(2)
where f0 and g0 denote the distribution under the generative θ0. This model
is considered in Bickel and Chen (2009) with {Zi}ni=1 assumed i.i.d. uniform
(0,1). In Handcock, Raftery and Tantrum (2007), they are a multivariate
mixture of Gaussian with unknown parameters. If we make no restrictions
on h, these models are equivalent.
2.2. Maximum likelihood and variational estimates. For the complete
graph blockmodel, maximum likelihood estimation of H and π (or of θ)
is basically understood. From (1) it can be seen that the log likelihood ex-
pression decomposes, so that π is estimated from Z independently of A, and
H is estimated from A conditional on Z. We note that it is possible for the
likelihood to have multiple local optima.
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For the GM blockmodel, the maximum likelihood parameter estimate θˆML
(i.e., the equivalence class SML ≡SθˆML) is given by
θˆML = argmax
θ
g(A; θ)
= argmax
θ
∑
z∈[K]n
f(z,A, θ).
Two difficulties in computing θˆML present themselves: first, multiple local
optima in g may exist even if the CGM likelihood function f is concave in the
appropriate parameterization, as we shall see for the ordinary unrestricted
parameterization. Second, the maximum likelihood estimate involves a gen-
erally intractable marginalization over the latent variable Z.
Variational methods attempt to circumvent the second difficulty (while
accepting the first) by introducing an approximate function J for which
local optimization is computationally easier. For the GM blockmodel, the
estimate θˆVAR (i.e., the equivalence class SθˆVAR) is given by
θˆVAR = argmax
θ
max
q∈D
J(q, θ;A)
△
= argmax
θ
max
q∈D
−D(q‖fZ|A;θ) + log g(A; θ).
Here D is the set of all product distributions over Zn, with densities denoted
by
∏n
i=1 qi(·). The term D(·‖·) is the Kullback–Leibler divergence, and fZ|A;θ
is the conditional density of Z given A, that is, fZ|A;θ(Z) =
f(Z,A;θ)
g(A;θ) . The
Kullback–Leibler divergence is given by
D(q‖fZ|A;θ) =
∑
z∈[K]n
q(z) log
q(z)
fZ|A;θ(z)
.
We note that J simplifies to
J(q, θ;A) =
n∑
i=1
K∑
a=1
qi(a)[− log qi(a) + logπθ(a)]
+
n∑
i=1
n∑
j=i+1
K∑
a=1
K∑
b=1
qi(a)qj(b)[Aij logHθ(a, b)
+ (1−Aij) log(1−Hθ(a, b))].
This formula indicates that, at least for the complete parameterization, a lo-
cal optimum to J can be tractably computed for moderate n and K using
the EM algorithm as in Daudin, Picard and Robin (2008). In contrast, opti-
mization of g requires a summation over [K]n which is generally intractable.
However, note that we have added n(K − 1) new parameters.
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Intuitively, we expect the variational estimate to approximate the maxi-
mum likelihood estimate when there exists q ∈D which is close to fZ|A;θ.
We remark that maxq exp(J(q, θ;A)) is upper and lower bounded by
f(z,A; θ)≤max
q
exp(J(q, θ;A))≤ g(A; θ)(3)
for any z ∈ [K]n. To see this, consider that the lower bound is an equality if
q = δz , while the upper bound holds due to nonnegativity of the Kullback–
Leibler divergence.
Other estimation problems. Our focus here is on estimation of the gen-
erative θ0. In other papers, estimation of the latent Z is considered to be
the primary inferential task [Rohe, Chatterjee and Yu (2011), Choi, Wolfe
and Airoldi (2012)]. We feel that both tasks are of interest. For example, if
the data A represents a network observed in its entirety, estimating Z and
quantifying its uncertainty may give insight into the underlying network
structure and the roles of its actors. On the other hand, if A is understood
to be a representative sample of a larger population, whose overall structure
is of interest, estimates of θ would be preferable.
3. Results.
3.1. Asymptotic normality of maximum likelihood under CGM blockmodel.
We first review the asymptotics of the CGM blockmodel with complete pa-
rameterization.
Parameterize θ ≡ (̟,ν), where ̟ ∈RK and ν ∈RK×K are the logit of π
and H , given by
̟(a) = log
π(a)
1−∑K−1b=1 π(b) , a= 1, . . . ,K − 1,
(4)
ν(a, b) = log
H(a, b)
1−H(a, b) , a, b= 1, . . . ,K,
and let T denote the canonical parameter space {θ :̟ ∈RK−1, ν ∈RK(K+1)/2}.
Let (Z,A) denote data generated by the model, under the generative pa-
rameter θ0, and let f0 denote f under θ0. For the CGM blockmodel, the log
likelihood ratio Λ = log ff0 is given by
Λ(θ,Z,A) =
K−1∑
a=1
[
(̟(a)−̟0(a))na − n log 1 +
∑K−1
a=1 e
̟(a)
1 +
∑K−1
a=1 e
̟0(a)
]
+
1
2
K∑
a=1
K∑
b=1
[
(ν(a, b)− ν0(a, b))Oab − nab log 1 + e
ν(a,b)
1 + eν0(a,b)
]
,
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where
na ≡ na(Z) =
n∑
i=1
1{Zi = a}, nab ≡ nab(Z) =
n∑
i=1
n∑
j 6=i
1{Zi = a,Zj = b},
Oab ≡Oab(A,Z) =
n∑
i=1
∑
j 6=i
1{Zi = a,Zj = b}Aij .
This is an exponential family in θ. The gradient of Λ conditioned on Z,
evaluated at θ′ ∈ T , is given by
∂Λ
∂̟(a)
(θ′) = na − nπ′(a), a= 1, . . . ,K − 1,
∂Λ
∂ν(a, b)
(θ′) =Oab − nabH ′(a, b), a, b= 1, . . . ,K.
Using the parameterization (π,H), the maximum likelihood estimates are
given by
πˆCGM(a) =
na
n
, a= 1, . . . ,K,
and
HˆCGM(a, b) =
Oab
nab
, a, b= 1, . . . ,K.
We note that the paramterizations (̟,ν) and (π,ρ,S) are both identifiable
under the CGM blockmodel.
Lemma 1. Assume the generative parameter θ0 ∈ T satisfies (logn)−1λ0→
∞, with π0 and S0 constant in n. It holds that√
n( ˆ̟ CGM −̟0)→N(0,Σ1),√
nλ0(νˆ
CGM − ν0)→N(0,Σ2),
where Σ1 and Σ2 are functions of θ0.
Proof. The log likelihood ratio Λ can be decomposed into two terms
which involve ̟ and ν separately. Asymptotic normality of πˆCGM and ˆ̟ CGM
follows from standard exponential family theory. It can be seen that√
nλ0
(
HˆCGM(a, b)
ρ0
− H0(a, b)
ρ0
)
=
√
n2/nab
√
nabρ0
(
HˆCGM(a, b)
ρ0
− S0
)
= (π0(a)π0(b) + oP (1))
−1/2√nabρ0
(
HˆCGM(a, b)
ρ0
− S0
)
,
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which is asymptotically normal by a Lindeberg central limit theorem. Since
(νˆCGM − ν0) = (log Hˆ
CGM(a,b)
ρ0
− log H0(a,b)ρ0 + oP (1)), asymptotic normality of
νˆCGM follows by the delta method. 
Let H(θ′) =D2θΛ(Z,A; θ)|θ=θ′ denote the conditional hessian of Λ evalu-
ated at θ′. For all θ′ ∈ T , H(θ′) is given by
∂2Λ
∂̟(a)∂̟(a)
(θ′) = nπ′(a)(1− π′(a)), a= 1, . . . ,K − 1,(5)
∂2Λ
∂̟(a)∂̟(b)
(θ′) = nπ′(a)π′(b), a, b= 1, . . . ,K − 1,(6)
∂2Λ
∂ν(a, b)∂ν(a, b)
(θ′) = nabH
′(a, b)(1−H ′(a, b)), a, b= 1, . . . ,K,(7)
with all other terms equal to zero.
Lemma 2 (Local asymptotic normality). For the CGM blockmodel with
parameter values (̟0, ν0)≡ (π0, ρn, S0) ∈ T , it holds uniformly for any s, t
in a compact set that
Λ
(
̟0 +
s√
n
, ν0+
t√
n2ρn
)
= sTY1 + t
TY2 − 1
2
sTΣ1s
(8)
− 1
2
tTΣ2t+ oP (1),
where Σ1 and Σ2 are functions of ̟0 and ν0, and Y1, Y2 are asymptotically
normal distributed with zero mean and covariances Σ1 and Σ2, respectively.
Proof. By Taylor expansion,
Λ
(
̟0 +
s√
n
, ν0 +
t√
n2ρn
)
= Λ(̟0, ν0) +
1√
n
sT∇Λ̟(θ0)
+
1√
nλ0
tT∇Λν(θ0) + 1
n
sTH̟(θ0)s
+
1
n2ρn
tTHν(θ0)t+ oP (1),
where ∇Λ̟(θ0) and ∇Λν(θ0) denote the respective components of the gra-
dient of Λ evaluated at θ0, and H̟ and Hν are given by (5)–(7) which
describe H(θ0). By inspection, Λ(̟0, ν0) = 0; H̟/n and Hν/n
2ρn converge
in probability to constant matrices; and the random vectors n−1/2∇Λ̟ and
(nλ0)
−1/2∇Λν converge in distribution by central limit theorem. This estab-
lishes (8). 
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For submodels where θ 7→ (̟,ν) covers a restricted subset Θ⊂ T , we gen-
erally have θ0 − θˆCGM =OP (n−1/2). However, if θ is separable into (θπ, θS)
such that π = πθpi and S = SθS , and θπ and θS are allowed to vary freely,
then θS has error that is asymptotically normal with the faster rate
√
nλ.
Independence of the errors in θS and θπ is then also valid as well.
3.2. Asymptotic normality of maximum likelihood under GM blockmodel.
Our main result is that for graphs with poly-log expected degree, the likeli-
hood ratios of the CGM and GM blockmodels are essentially equivalent with
probability tending to 1, so that inference under the models is essentially
equivalent up to the identifiability restrictions of the GM blockmodel.
Theorem 1. Let (Z,A) be generated from a blockmodel with θ0 ∈ T ,
such that S0 has no identical columns, and ρ0 = ρn satisfies nρn/ logn→∞.
Then for all θ ∈ T ,
g
g0
(A,θ) = max
θ′∈Sθ
f
f0
(Z,A, θ′)(1 + εn(K,θ
′)) + εn(K,θ
′),(9)
where supθ∈T εn(K,θ) = oP (1).
Theorem 1 is proven in the Appendix, and can be viewed as the sum of
two parts.
(1) In neighborhoods around (̟0, ν0), of order (n
−1/2, (nλ)−1/2), both
f/f0 and g/g0 are of order 1 and their difference is oP (1). We show this
using methods similar to Bickel and Chen (2009), but it may also be deduced
from a general result in Le Cam and Yang (1988); in their terminology, the
profile likelihood estimate is a distinguished statistic.
(2) In the exterior of neighborhoods as above, both f/f0 and g/g0 are
both oP (1) on complements of balls around Sθ0 and converge uniformly to 0.
Unlike the first, this part does not seem to follow from Le Cam and Yang
(1988).
Asymptotic normality of θˆML follows from Theorem 1 and Lemma 1, as
stated in the following theorem.
Theorem 2. Assuming the conditions of Theorem 1 and Lemma 2, let
ˆ̟ML, νˆML and ˆ̟ CGM, νˆCGM be the corresponding maximum likelihood esti-
mates over all θ ∈ T . It holds that SML contains an element θ′ satisfying
̟′ − ˆ̟ CGM = oP (n−1/2),
ν ′ − νˆCGM = oP ((nλ0)−1/2).
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Proof. For each θ′ ∈ SML it holds that if either |̟′− ˆ̟ CGM| 6= oP (n−1/2)
or |ν ′− νˆCGM| 6= oP ((nλn)−1/2), then by (8) and consistency of θˆCGM,
Λ(θˆCGM;A,Z)−Λ(θ′;A,Z) = ΩP (1).
Thus, we may prove the lemma by establishing the contrapositive. Since
θˆML and θˆCGM, respectively, maximize gg0 and
f
f0
, it follows by Theorem 1
that for some θ′ ∈ SML, | ff0 (Z,A, θCGM)−
f
f0
(Z,A, θ′)|= oP (1), implying that
Λ(θˆCGM)−Λ(θ′) = oP (1) for some θ′ ∈ SML. 
A parametrized submodel, such as the degree corrected block model as
discussed earlier, has likelihood g(A;̟(θ), ν(θ)). Theorem 1 applies, and if
the mapping θ 7→ (̟,ν) is smooth, then if estimates for the CGM block
submodel exist and are asymptotically normal, their equivalents in the cor-
responding GM model will have equivalent behavior, up to the identifiability
issues that we have discussed. Of course, if CGM block submodel estimates
do not exist or are not consistent, this will be inherited by the GM block
submodel estimates as well.
3.3. Asymptotic normality of variational estimates under GM blockmodel.
We show that same properties that we have established for maximum likeli-
hood estimates under the GM blockmodel also hold for the more computable
variational likelihood estimates.
Our proof will use a lemma which follows from the main result of Bickel
and Chen (2009).
Lemma 3. Let (A,Z) be generated by θ0 ≡ (ρn, π0, S0) ∈ T , such that
nρn/ logn→∞ and S0 has no identical columns. It holds that
f(A,Z; θ0)/g(A; θ0) = 1 + oP (1).(10)
Proof. By exponential family theory, given a nonidentity permutation
σ, it holds that ff0 (A,Z;σ(θ0)) = oP (1), and hence that
f
f0
(A,σ−1(Z); θ0) =
oP (1) as well. As a result,∑
Z′∈SZ ,Z′ 6=Z
f(A,Z ′; θ0)
g(A; θ0)
≤
∑
Z′∈SZ ,Z′ 6=Z
f
f0
(A,Z ′; θ0) = oP (1).(11)
Given (A,Z) generated under θ0, let zˆ(A) denote the maximum profile
likelihood estimate of Z, that is, the set argmaxz supθ f(A,z; θ). Let SZ
denote the set of all labels Z ′ such that Z ′ = σ(Z) for some permutation
σ : [K]→ [K]. Theorem 1 from Bickel and Chen (2009) states that under the
conditions of this lemma,
lim
logP0(SZ 6= zˆ(A))
λn
≤−sQ(π0, S0)< 0.
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This implies that P(Z /∈ Szˆ(A)) = o(1). By Markov’s inequality, this implies
that P(Z /∈ Szˆ(A)|A) = oP (1), which can be rewritten as∑
Z′ /∈SZ
f(A,Z ′; θ0)/g(A; θ0) = oP (1).(12)
Combining (12) and (11) establishes (10). 
Our result for the variational estimates is Theorem 3.
Theorem 3. Let J(θ;A) denote maxq∈D exp[J(q, θ;A)]. Under the con-
ditions of Theorem 1 and Lemma 2,
J(θ;A)
g(A; θ0)
= max
θ′∈Sθ
f
f0
(Z,A, θ′)(1 + εn(K,θ
′)) + εn(K,θ
′),(13)
where supθ∈T εn(K,θ) = oP (1). Hence, the conclusions of Theorem 2 also
apply to (πˆVAR, SˆVAR), the variational likelihood estimates.
Proof. Recall (3) which states that for all z,
f(z,A; θ)≤max
q
exp(J(q, θ;A))≤ g(A; θ).
Dividing the lower bound by f(A,Z; θ0), which equals g(A; θ0)(1 + oP (1))
by Lemma 3, yields
max
z∈SZ
f
f0
(z,A; θ)≤ J(θ;A)
g(A; θ0)(1 + oP (1))
.
The identity maxz∈SZ
f
f0
(z,A; θ) = maxθ′∈Sθ
f
f0
(Z,A; θ′) thus implies
max
θ′∈Sθ
f
f0
(z,A; θ′)≤ J(θ;A)
g(A; θ0)(1 + oP (1))
.(14)
Dividing the upper bound by g(A; θ0), and applying Theorem 1 yields
J(θ;A)
g(A; θ0)
≤ g
g0
(A; θ)≤ max
θ′∈Sθ
f
f0
(Z,A; θ′)(1 + εn(K,θ
′)) + εn(K,θ
′).(15)
Combining (14) and (15) to upper and lower bound J(θ;A)g(A;θ0) proves the the-
orem. 
4. Some statistical applications. With these results, we can show that
some standard inference is valid using the likelihood or variational likelihood
for blockmodels.
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Confidence regions for θ. We have that θˆVAR under Pθ0 is asymptotically
normal with mean θ0 and variance–covariance matrices given by Theorem 2
and Lemma 1. Since θ 7→ Σ(θ) is continuous, we can evidently form tests
and confidence regions based on
√
n( ˆ̟VAR −̟0)T Σˆ−1/21 and
√
nλˆ(νˆVAR −
ν0)
T Σˆ
−1/2
2 , where Σˆ1 and Σˆ2 are plug-in estimates of Σ1 and Σ2 using θˆ
VAR,
and λˆ equals the average degree in the observed data. The same applies
to θˆML.
Wilks statistic for hypothesis testing. Under the CGM blockmodel with
generative parameter θ0, the Wilks (or likelihood ratio) statistic is given by
Λ(Z,A; θˆCGM)≡ 2 log f
f0
(Z,A, θˆCGM)→ χ2K(K+3)/2−1.
This statistic can be used to test against a notional value for θ0.
A consequence of Theorem 1 is that
sup
θ∈T
log
g
g0
(A; θ) = sup
θ∈T
log
(
f
f0
(Z,A; θ)
)
+ oP (1),
implying that
ΛG(A; θˆ
ML)≡ 2 log g
g0
(A; θˆML) = Λ(Z,A; θˆCGM) + oP (1),
so that the Wilks statistic for the GM and CGM estimates have the same
asymptotic distribution, enabling tests against a notional Sθ0 using the GM
likelihood ratio when Z is latent.
A similar result holds for the Wilks statistic of the variational estimate
θˆVAR, which may be easier to compute. To see this, we observe that since
J(θ;A)≡maxq∈D exp[J(q, θ;A)]≤ g(A; θ), it holds that
J(θ,A)
J(θ0,A)
≥ J(θ;A)
g(A; θ0)
,
so that Theorem 3 implies
J(θ,A)
J(θ0,A)
≥ f
f0
(Z,A; θ)(1 + oP (1)) + oP (1).
To upper bound the same quantity, we observe that
J(θ,A)
J(θ0,A)
≤ g(A; θ)
f(Z,A; θ0)
=
g(A; θ)
g(A; θ0)f(Z,A; θ0)g(A; θ0)−1
=
g(A; θ)
g(A; θ0)(1 + oP (1))
,
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using Lemma 3. Thus, the arguments used to bound ΛG also imply
ΛV (θˆ
VAR)≡ 2 log J(θˆ
VAR,A)
J(θ0,A)
= Λ(Z,A; θˆCGM) + oP (1).
Parametric bootstrap. The parametric bootstrap is also valid for θˆVAR.
The algorithm is:
(1) Estimate θ by θˆVAR.
(2) Generate B graphs of size n according to the blockmodel with pa-
rameter θˆVAR, producing (Z∗1 ,A
∗
1), . . . , (Z
∗
B ,A
∗
B).
(3) Fit A∗1, . . . ,A
∗
B by variational likelihood to get θˆ
VAR∗
1 , . . . , θˆ
VAR∗
B .
(4) Compute the variance–covariance matrix of these B vectors and use
it as an estimate of the truth, or similarly, use the empirical distribution
function of the vectors.
Theorem 4. Under the conditions of Theorem 2, the parametric boot-
strap distribution of
√
n( ˆ̟ VAR−̟0) and
√
nλ(νˆVAR− ν0) converges to the
Gaussian limits given by Lemma 2.
Proof. Without loss of generality we take B =∞, so that we are asking
that when the underlying parameter is θˆVAR, the random law of
√
n( ˆ̟VAR∗−
ˆ̟ VAR) and
√
nλ(νˆVAR∗− νˆVAR) converges with Pθ0 probability tending to 1
to the Gaussian limits of
√
n( ˆ̟ CGM−̟0) and
√
nλ(νˆCGM−ν0) as generated
under θ0.
Let ˆ̟ CGM∗, νˆCGM∗ have the distribution of the CG MLE based on the
data that we have generated from PθˆVAR . By standard exponential theory
such as our Lemma 2, we observe that
√
n( ˆ̟ CGM∗ − ˆ̟ VAR) PθˆVAR−→ N(0,Σ1),(16)
√
nλ(νˆCGM∗ − νˆVAR) PθˆVAR−→ N(0,Σ2),(17)
since the convergence is uniform on contiguous neighborhoods of θ0 and the
mapping θ→ (Σ1(θ),Σ2(θ)) is smooth. As Theorem 3 implies local asymp-
totic normality, a theorem of Le Cam [Lehmann and Romano (2005), Corol-
lary 12.3.1] implies that PθˆVAR ⊳Pθ0 with Pθ0 probability tending to 1, where
⊳ denotes contiguity. As a result, Le Cam’s first contiguity lemma (stated
below) in conjunction with Theorem 3 implies that
√
n( ˆ̟ CGM∗ − ˆ̟ VAR∗) = oP
θˆVAR
(1),
√
nλ(νˆCGM∗ − νˆVAR∗) = oP
θˆVAR
(1).
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Using this result with (16), it follows that
√
n( ˆ̟ VAR∗ − ˆ̟ VAR) PθˆVAR−→ N(0,Σ1),
√
nλ(νˆVAR∗ − νˆVAR) PθˆVAR−→ N(0,Σ2),
establishing the theorem.
For completeness, we state Le Cam’s first contiguity lemma as found in
Van der Vaart (2000), Lemma 6.4.
Lemma 4. Let Pn and Qn be sequences of probability measures on mea-
surable spaces (Ωn,An). Then the following statements are equivalent:
(1) Qn ⊳ Pn.
(2) If dPn/dQn converges in distribution under Qn to U along a subse-
quence, then P (U > 0) = 1.
(3) If dQn/dPn converges in distribution under Pn to V along a subse-
quence, then EV = 1.
(4) For any statistics Tn :Ωn 7→Rk: if Tn Pn→ 0, then Tn Qn→ 0. 
5. Conclusions. In this paper, we have studied stochastic block and ex-
tended blockmodels, such that the average degree tends to ∞ at least at a
polylog rate, and the number of blocks K is fixed. We have shown:
(1) Subject to identifiability restrictions, methods of estimation and pa-
rameter testing on maximum likelihood have exactly the same behavior as
the same methods when the block identities are observed, such that an eas-
ily analyzed exponential family model is in force. The approach uses the
methods of Bickel and Chen (2009) slightly corrected. Unfortunately, com-
putation of the likelihood is as difficult as the NP-complete computation of
modularities, which also yield parameter estimates that are usable in the
same way.
(2) We also show that the variational likelihood, introduced in this con-
text by Daudin, Picard and Robin (2008), has the same properties as the
ordinary likelihood under these conditions; hence, the procedures discussed
above but applied to the variational likelihood behave in the same way. The
variational likelihood can be computed in O(n3) operations, making this a
more attractive method.
These results easily imply that classical optimality properties of these pro-
cedures, such as achievement of the information bound, hold.
Discussion. A number of major issues still need to be resolved. Here are
some:
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(1) Since the log likelihoods studied are highly nonconcave, selection
of starting points for optimization seems critical. The most promising ap-
proaches from both a theoretical and computational point of view are spec-
tral clustering approaches [Rohe, Chatterjee and Yu (2011), Chaudhuri,
Chung and Tsiatas (2012)].
(2) Blockmodels play the role of histogram approximations for more com-
plex models of the type considered in Bickel, Chen and Levina (2011), and
if observed covariates are added for models such as those of Hoff, Raftery
and Handcock (2002). This implies permitting the number of blocks K to
increase, which makes perfect classification and classical rates of parameter
estimation unlikely. Issues of model selection and regularization come to the
fore. Some work of this type has been done in Rohe, Chatterjee and Yu
(2011), Choi, Wolfe and Airoldi (2012), Chatterjee (2012), but statistical
approximation goals are unclear.
(3) We have indicated that our results for (̟,ν)-parameterized block-
models also apply to submodels which are sufficiently smoothly parameteri-
zable. It seems likely that our methods can also apply to models where there
are covariates associated to vertices or edges.
APPENDIX: PROOF OF THEOREM 1
We adopt the convention of Bickel and Chen (2009) and let c denote Z.
Recall that S =H/ρn. Let µn = n
2ρn. Let L=
∑
i 6=j Aij . For any e ∈ [K]n,
let
nab(e) =
n∑
i=1
n∑
j 6=i
1{ei = a,ej = b}, na(e) =
n∑
i=1
1{ei = a},
πa(e) = na(e)/n, Oab(A,e) =
n∑
i=1
∑
j 6=i
1{ei = a,ej = b}Aij .
Let |e− c| denote ∑ni=1 1{ei 6= ci}. Given e, define e¯= argmine′∈Se |e′− c|.
Define the confusion matrix R ∈ [0,1]K×K by
[R(e,c)](a, a′) =
1
n
∑
i
1{ei = a,ci = a′}.
We observe that for fixed c, R is constrained to the setR= {R :R≥ 0,RT 1 =
π(c)}. Let RSRT ≡ (RSRT )(e) abbreviate R(c,e)SRT (c,e). Let X(e) =
µ−1n O(A,e)−RSRT .
Let fn denote the full data likelihood of the stochastic blockmodel,
fn(A,e; θ) =
n∏
i=1
πθ(zi)
∏
i<j
Hθ(ei,ej)
Aij (1−Hθ(ei,ej))1−Aij .
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Let Qn denote the likelihood modularity [Bickel and Chen (2009)], defined
as Qn(A,e) = supθ log fn(A,e; θ). We observe that Qn equals
Qn(A,e) =
n∑
i=1
na log
na
n
+
1
2
K∑
a=1
K∑
b=1
[
Oab log
Oab
nab
+
(
nab − Oab
nab
)
log
(
1− Oab
nab
)]
.
For ρn→ 0, it is shown in Bickel and Chen (2009) that
Qn(A,e) = µn
(
F
(
O(A,e)
µn
, π(e)
)
+
L
µn
log ρn + oP (1)
)
,
where the function F is given by
F (M,t) =
∑
a,b
tatbτ
(
Mab
tatb
)
,
τ(x) = x logx− x
for M ∈RK×K and t in the K-simplex.
The result of Bickel and Chen (2009) establishes that the following prop-
erties hold for Fn [also see Zhao, Levina and Zhu (2012) for a reworked
derivation]:
(1) The function e 7→ F ((RSRT )(e), π(e)) is maximized by any e∈ Sc.
(2) The function F is uniformly continuous if M and t are restricted to
any subset bounded away from 0.
(3) Let G(R,S) = F (RSRT ,RT1). Given (π,S) ∈ T , it holds for all R ∈
{R≥ 0,RT 1 = π} that
∂G((1− ε)diag(π) + εR,S)
∂ε
∣∣∣∣
ε=0+
<−C < 0.
(4) The directional derivatives
∂2F
∂ε2
(M0 + ε(M1 −M0), t0 + ε(t1 − t0))
∣∣∣∣
ε=0+
are continuous in (M1, t1) for all (M0, t0) in a neighborhood of
(diag(π)S diag(π), π).
We will use an Bernstein inequality result, similar to that shown in Bickel
and Chen (2009).
Lemma 5. Let CS =maxab Sab.
P
(
max
e
‖X(e)‖∞ ≥ ε
)
≤ 2Kn+2 exp
(
−1
4
ε2µn
)
(18)
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for ε≤ 3, and
P
(
max
e:|e−c|≤m
‖X(e)−X(c)‖∞ ≥ ε
)
(19)
≤ 2
(
n
m
)
Km+2 exp
(
− n
m(8CS + 2)
ε2µn
)
for ε≤ 3mn .
Proof. µnXab is a sum of independent zero mean random variables
bounded by 1. Thus by a Bernstein inequality,
P(|µnXab(e)| ≥ εµn)≤ exp
( −ε2µ2n
2(Var(µnXab) + εµn/3)
)
.
We may bound Var(µnXab)≤ µn and ε≤ 3 to yield for fixed a, b,e that
P(|Xab(e)| ≥ εµn)≤ exp
(−ε2µn
4
)
.
A union bound establishes (18).
Similarly, µn(Xab(c)−Xab(e)) is a sum of independent zero mean random
variables bounded by 1. Thus,
P(|µn(Xab(e)−Xab(c))| ≥ εµn)
≤ exp
( −ε2µ2n
2(Var(µn(Xab(c)−Xab(e))) + εµn/3)
)
.
We may bound Var(µn(Xab(e) − Xab(c))) ≤ 4mnCSρn = 4CSµnm/n and
ε≤ 3m/n to yield for fixed a, b,e that
P(|µn(Xab(e)−Xab(c))| ≥ εµn)≤ exp
( −ε2µn
(8CS + 2)m/n
)
.
A union bound establishes (19), where we use that |{e : |e − c| ≤ m}| ≤(
n
m
)
Km for fixed c. 
Proof of Theorem 1. The proof can be separated into four parts.
Part 1: e for which F is small. Here we show, for some δn → 0, that
F (O(e)/µ,π(e)) is suboptimal by at least δn/2 for all e in a set Eδn . This
will imply that
∑
e∈Eδ
supθ f(A,e; θ) = oP (1) supθ f(A,c; θ).
By (18), µ−1n O(e)
P→RSRT (e) uniformly over e; hence, by continuity of
F there exists δn→ 0 such that
P
(
max
e
∣∣∣∣F
(
O(e)
µn
, π(e)
)
−F (RSRT (e), π(e))
∣∣∣∣≥ δn/2
)
= o(1).
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As a result, given the sets
Eδn = {e : |F ((RSRT )(e), π(e))− F ((RSRT )(c), π(c))| ≥ δn},
it holds for all e ∈ Eδn that F (O(e)µn , π(e)) ≤ F (RSRT (c), π(c)) − δn/2 +
oP (δn). We may choose δn to additionally satisfy∑
e∈Eδ
eµnF ((RSR
T )(e),π(e)) ≤
∑
e∈Eδ
eµn(F ((RSR
T )(c),π(c))+oP (δn)−δn/2)
≤ eµnF ((RSRT )(c),π(c))e−µn(1+oP (1))δn/2Kn(20)
= eµnF ((RSR
T )(c),πc)oP (1),
where we require δn→ 0 slowly enough that µnδn≫ n.
Part 2: A concentration inequality. We wish to show for e /∈Eδn a result
similar to part 1. However, as some e will be very close to c, we must bound
the suboptimality of F (O(e)/µ,π(e)) more carefully.
By (19), it holds that
P
(
max
e:|e−c|=m
‖X(e)−X(c)‖∞ ≥ ε
m
n
)
≤ 2nmKm+2 exp
(
− m
n(8CS + 2)
ε2µn
)
.
It follows that we may choose ε→ 0 such that
P
(
max
e/∈Sc
‖X(e¯)−X(c)‖∞
|e¯− c|/n ≥ ε
)
≤
n∑
m=1
P
(
max
e:|e−c|=m,e=e¯
‖X(e)−X(c)‖∞
m/n
≥ ε
)
≤
n∑
m=1
2KKnmKm+2 exp
(
− m
n(8CS +2)
ε2µn
)
≤
n∑
m=1
2KK+2em(logn+logK−ε
2µn/(n(8C2+2)))
= o(1),
where the final equality holds because µn/n≫ logn, so that we may choose
ε→ 0 such that ε2µn/n≫ logn. It follows that
max
e/∈Sc
‖X(e¯)−X(c)‖∞
|e¯− c|/n = oP (1).(21)
Part 3: e when F is large. Here we bound the suboptimality of F (O(e)/
µ,π(e)) in similar fashion to part 1.
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Recall F ((RSRT )(e), π(e)) =G(R(e), S) with R(e) ∈ {R≥ 0,RT 1 = π(c)}.
Let h(e) abbreviate RSRT (e)−RSRT (c). Property 3 implies that for all e,
∂
∂ε
F (RSRT (c) + εh(e), (RSRT (c) + εh(e))T 1)
∣∣∣∣
ε=0+
<−ΩP (1),
where an =ΩP (bn) denotes that an is bounded below (in probability) by bn
times a constant factor. As δn→ 0, this implies for all e /∈Eδn ,
F ((RSRT )(c), π(c))−F ((RSRT )(e), π(e))≥ 1
n
Ω(|e¯− c|).
As (O(c)/µn, π(c)) converges in probability to (RSR
T (c), π(c)), properties
3 and 4 together imply for all e,
∂
∂ε
F
(
O(c)
µn
+ εh(e),
(
O(c)
µn
+ εh(e)
)T
1
)∣∣∣∣
ε=0+
<−ΩP (1)
and thus for e /∈Eδn ,
F
(
O(c)
µn
, π(c)
)
−F
(
O(c)
µn
+ h(e¯), π(e¯)
)
≥ 1
n
ΩP (|e¯− c|)
and hence also that
F
(
O(c)
µn
, π(c)
)
−F
(
O(c)
µn
+ h(e¯)(1+ oP (1)), π(e¯)
)
≥ 1
n
ΩP (|e¯− c|).(22)
It can be seen that h(e¯)≡RSRT (e¯)−RSRT (c) = Ω(‖e¯−c‖/n). As a result,
by (21), for all e /∈Eδn ,∥∥∥∥O(e¯)µn −
O(c)
µn
− (RSRT (e¯)−RSRT (c))
∥∥∥∥
∞
= oP (|e¯− c¯|/n)
= oP (RSR
T (e¯)−RSRT (c))
and hence manipulation yields for all e /∈Eδn ,
O(e¯)
µn
− O(c)
µn
= (RSRT (e¯)−RSRT (c))(1 + oP (1)),
where the oP (1) term is uniform over e. As a result, it follows from (22)
that for e /∈Eδn ,
F
(
O(c)
µn
, π(c)
)
−F
(
O(e)
µn
, π(e¯)
)
≥ 1
n
ΩP (|e¯− c|),
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where the ΩP (|e¯− c|) is uniform over e. It follows that∑
e/∈Eδ,e/∈Sc
eµnF (O(e)/µn,π(e))
≤
n∑
m=1
∑
e:|e¯−c|=m
eµnF (O(e)/µn,π(e))
=
n∑
m=1
∑
e:|e¯−c|=m
eµn[F (O(c)/µn,π(c))+F (O(e)/µn,π(e))−F (O(c)/µn,π(c))]
≤
n∑
m=1
∑
e:|e¯−c|=m
eµnF (O(c)/µn,π(c))e−µnΩP (m)/n(23)
≤
n∑
m=1
eµnF (O(c)/µn,π(c))KKnmKme−µnΩP (m)/n
≤
n∑
m=1
eµnF (O(c)/µn,π(c))KKem(logn+logK−ΩP (µn/n))
= eµnF (O(c)/µn,π(c))oP (1).
Part 4: Putting the parts together. Combining (23) and (20) yields that∑
e/∈Sc
eµnF (O(e)/µ,π(e)) ≤ eµnF ((RSRT )(c),π(c))oP (1).(24)
Since ff0 (A,c; θ) is unimodal in θ, it holds that if
f
f0
(A,c; θ) 6= oP (1), then
θ→ θ0, and hence by Lemma 1, ff0 (A,c;σ(θ)) = oP (1) for any nonidentity
permutation σ. It follows that∑
c′∈Sc
f(A,c′; θ) =
∑
θ′∈Sθ
f(A,c; θ′)
(25)
= max
θ′∈Sθ
f(A,c; θ)(1 + oP (1)).
Combining (24) and (25) yields∑
e6=c
sup
θ
f(A,e; θ) =
(
sup
θ
f(A,c; θ)
)
oP (1).
Letting F0 abbreviate supθ f(A,c; θ), and using g(A; θ) =
∑
e
f(A,e; θ),
g(A; θ)
g(A; θ0)
=
∑
e
f(A,e; θ)∑
e
f(A,e; θ0)
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=
f(A,c; θ)
f(A,c; θ0) +
∑
e6=c f(A,e; θ0)
+
∑
e6=c f(A,e; θ)
f(A,c; θ0) +
∑
e6=c f(A,e; θ0)
=
f(A,c; θ)
f(A,c; θ0) +F0oP (1)
+
F0oP (1)
f(A,c; θ0) + F0oP (1)
,
where in the last equality we have used the fact that for all θ
0≤
∑
e6=c
f(A,e; θ)≤
∑
e6=c
sup
θ
f(A,e; θ) = F0oP (1).
Since F0 equals the likelihood of the MLE under the CGM model, it holds
that F0f(A,c;θ0) converges in distribution, and hence
F0
f(A,c;θ0)
oP (1) = oP (1). We
may therefore substitute F0oP (1) = f(A,c; θ0)
F0
f(A,c;θ0)
oP (1) = f(A,c; θ0)oP (1)
to yield
g(A; θ)
g(A; θ0)
=
f(A,c; θ)
f(A,c; θ0)(1 + oP (1))
+
f(A,c; θ0)oP (1)
f(A,c; θ0)(1 + oP (1))
=
f
f0
(A,c; θ)(1 + oP (1)) + oP (1),
which proves the theorem. 
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