Abstract: This paper describes two algorithms for the problem of minimizing a linear function over the intersection of an a ne set and a convex set which is required to be the closure of the domain of a strongly self-concordant barrier function. One algorithm is a path-following method, while the other is a primal potential-reduction method. We give bounds on the number of iterations necessary to attain a given accuracy.
Introduction
The aim of this paper is to describe two algorithms for the problem of minimizing a linear function over the intersection of an a ne set and a convex set. Of course, any convex programming problem can be expressed in this form; if necessary, add an additional variable to be minimized with the extra constraint that it be at least as great as the original objective function. The key restriction we make is that the convex set be the closure of the domain of a strongly self-concordant barrier function, as de ned by Nesterov and Nemirovsky 6, 7] . In fact, this is not such a great restriction, as Nesterov and Nemirovsky show that many constraint sets that occur in practice arise in this way. Our algorithms are then polynomial; that is, given a suitable starting point, the number of iterations required to attain a certain accuracy is bounded by a polynomial function of a certain parameter associated with the barrier function times log(1= ). All iterates are feasible and lie in the interior of the convex set; this classi es our methods as being interior-point algorithms.
We chose this format for our convex programming problem to make it as close to the standard-form linear programming problem as possible { the only di erence is that a convex set replaces the nonnegative orthant. This makes it easier to compare our methods, a path-following algorithm and a primal potential-reduction algorithm, to well-known interior-point methods for linear programming. However, it disguises the similarity of our algorithms to those of Nesterov and Nemirovsky 6, 7] . Herzel 5] describes how our path-following method can be viewed as a special case of their approach, although our analysis is di erent. Our approach can also be viewed as an extension of that of Freund and Todd 2] , in which the convex set is de ned by simple bounds, to a more general setting.
In Sections 2, 3, and 4, we de ne and investigate self-concordant functions and barriers and their convex conjugates. While the results are similar to those of Nesterov and Nemirovsky, our notation and development are in uenced more by Renegar 8] . We give most of the proofs to make the paper self-contained. Included are propositions on the existence of minimizers for strongly self-concordant functions, on quadratic convergence in this case, and on error bounds for Taylor approximations of such functions and their gradients.
Section 5 describes the convex programming problem we study and its dual, while Section 6 gives results on projections. Section 7 de nes and investigates the central trajectory. We show that if a primal solution is close to the central trajectory, then a feasible solution to the dual problem can be constructed and the associated duality gap suitably bounded. The path-following algorithm follows this trajectory closely. The potential-reduction method updates its lower bound on the optimal value only when it gets close to the central trajectory.
Sections 8 and 9 describe these two algorithms. The rst is similar to algorithms of Gonzaga 3] First we need to introduce some notation. Given f : < n ?! < f1g , we denote by D f the domain of f, that is D f := fx 2 < n : f(x) < 1g: Let r k f(x) be the k-th derivative of f at x. When k 2 we use the notation g x and H x for the gradient (with respect to the standard inner product) and the Hessian of f at x. We write r k f(x) h 1 ; h 2 ; : : :; h k ] for the value of the operator r k f(x) when applied to h 1 ; h 2 ; : : :; h k ] 2 < n < n : : : < n . When k 2 we use g T x h instead of rf(x) h] and h T 1 H x h 2 instead of r 2 f(x) h 1 ; h 2 ].
The following de nition is just a slight modi cation of the de nition of strongly self-concordant functions given by Nesterov therefore, by multiplying f by a suitable constant k we can always assume a = 1. The condition of closedness of sets B f t for all t 2 < is equivalent to asking that f(x i ) diverges when fx i g 1 i=1 is a sequence of points in D f converging to a boundary point.
Since the Hessian of f is positive de nite everywhere, it can be used to associate a metric on < n to each element x 2 D f by de ning the local inner product:
We denote the norm given by such an inner product by k k x . Obviously we have kvk x = kH 1=2
x vk 2 ; v 2 < n ; x 2 D f :
Note that with respect to such a local norm, the gradient of f at y 2 D f is given by H ?1 x g y while the Hessian matrix is given by H ?1 x H y . The following theorem states that local norms of close points are close; it is due to Nesterov and Nemirovsky. Before stating it let's de ne the set E x := fy 2 < n : ky ? xk x < 1g; (2:4) this is the open ellipsoid (ball in the local norm) of radius 1 centered at x. Equation (2.5) is similar to a Lipschitz condition on the gradient of f: the next results show how it a ects the Newton method when applied to search for a minimizer. We use the symbol n x to denote the Newton step at x, i.e. n x := ?H ?1
Before proving a proposition that shows a property closely related to quadratic convergence, we need to state a lemma, due to Renegar 8] In what follows we show that, if the Newton step is not too big, then f has a minimizer. such that the quantity on the right hand side of (2.15) is positive. The convexity of f would then imply the existence of a minimizer z inside the ellipsoid.
Let's observe that, for 2 (0; 1=kn x k x ), the right hand side of (2. completing the proof. 2 Observe that, from the previous result, the barrier f(x) := 1=x doesn't belong to the set S a for any a.
In the next section we investigate the properties of a subset of S 1 which we call S 1 (K).
3 Self-Concordant Barriers: the Set S 1 (K) We now give a de nition, similar to that of a self-concordant barrier in Nesterov and Nemirovsky, of a subset of S 1 characterized by having the local norm of the Newton step uniformly bounded. Note that our K below corresponds to the square root of Nesterov and Nemirovsky's parameter . In applications, K is usually the square root of the dimension n or of the number of constraints Proof. For the su ciency note that jg T x hj = j < n x ; h > x j kn x k x khk x :
For the necessity, setting h := H ?1 x g x ; we get
The proof is complete. We want to show that 0 (0) < K 2 . We can assume that 0 (0) > 0; therefore, by convexity of , 0 (t) > 0 for any t 2 0; 1]. Since f 2 S 1 (K), it follows that
Now we de ne (t) := K 2 0 (0)
It's easy to check that (0) = 0 (0) and
It follows that (t) 0 (t) for any t 2 D such that 0 t < K 2 = 0 (0). Since (t) ! 1 when t ! K 2 = 0 (0), we see that To investigate the relationship between the two local norms, we recall (see Rockafellar 9] The last equality follows from (2.9). 2 The results of this and of the previous sections can be extended in a straightforward way to the case when f is no longer a strictly convex but just a convex function, i.e., when the assumption that the Hessian of f is positive de nite everywhere is relaxed. Indeed, we observe that, in this case, the null space of the Hessian matrix doesn't depend on the point where it is computed (cf. Nesterov, 
The Convex Programming Problem
We apply the theory studied so far to the constructions of algorithms to solve the following convex programming problem:
where C is the closure of the domain of a function f 2 S 1 (K). Then D f coincides with int C; we normally use the former notation because we are interested in the behavior of f and its derivatives at points in this set.
We assume that A is a full row rank matrix of dimension m by n and that the vectors x; b; c have conforming dimensions.
We denote by A the set of feasible points of (P) and by A o the set fx 2 D f : Ax = bg, which we assume nonempty. Moreover, we assume that the set of optimal solutions of (P) is nonempty and bounded.
The dual problem of (P) is given by (see Rockafellar 9] , section 30) It is well known (Rockafellar 9], theorem 30.3, 30.4), that, under our hypothesis of boundedness and nonemptiness for the set of optimal solutions, the duality gap is equal to zero if and only if x is optimal for (P) and (y; s) is optimal for (D).
Projections in the Local Norms
We use the local metrics de ned above to perform projections on the linear space ker A. This approach was used in Freund and Todd 2] and we refer to them for the following results. (In 2] , H x was diagonal as well as positive de nite, but the proofs only require the latter property.)
The projection in the Euclidean norm of a vector v 2 < n on ker A is the unique solution of
Analogously, using the local norm k k x , we get the following Observe that (6.1) and (6.6) are dual problems with the same optimal value.
The Central Trajectory
The central trajectory for (P) is de ned as the set of solutions, for > 0, of the following problems : min x c T x + f(x) Ax = b; (7:1)
The following result shows that for any > 0 (7.1) has a unique solution, i.e., the central trajectory exists.
Proposition 7.1 For any > 0, the problem (7.1) has a unique optimal solution.
Proof. Since the objective function of (7.1) We have 0 (t) = c T v + g T x+tv v: From the assumptions on (P) it follows that c T v > 0 (otherwise the set of optimal points cannot be nonempty and bounded); moreover from corollary 3.2 we get lim
Therefore there exists T 2 < such that 8t > T; 0 (t) > 0 and the proof is complete. 2 The rst consequence of Proposition 7.1 is that the Karush-Kuhn-Tucker conditions are necessary and su cient for optimality in (7.1); therefore the central trajectory for (P) is the set of x-components of the unique solutions for > 0 to Ax = b (7.2) A T y + s = c (7.3) g x + s = 0: (7.4) Observe that everything is linear except for (7.4). We denote the unique solution by (x( ); y( ); s( )) and call the set of such triples the primal-dual central trajectory. We try to trace the central trajectory by allowing s= to be just an approximation of ?g x . The following result states that if the approximation is good enough in the dual norm, then it is possible to derive an upper bound for the duality gap. Proof. For easier notation we set := s= . Since khk x < 1, applying Theorem 2.1 to the function f we get ? 2 D f :
Therefore it follows from Proposition 4.1 that there existsx 2 D f such that = ?gx: For an arbitraryx 2 C, we want to nd an upper bound for ?g T x x + g T xx : This will give an upper bound on x T + (? ) and thus the theorem. To do that consider, for 2 0; 1], the function ( ) := f(x + (x ? x)); where obviously 2 < has to be chosen so that the following relation holds:
y :=x + (x ? x) 2 D f :
In such a case it is easy to check that 2 S 1 (K).
To determine satisfying ( The proof is complete. 2 Observe that when (x; y; s) lies on the primal-dual central trajectory, then we can set := 0. From the previous theorem it then follows that the objective values of points x( ) on the central trajectory of (P) converge to the optimal value when approaches zero. Moreover, the theorem shows that this remains true even if we have approximations to points on the central trajectory as long as 1=9. Combining Propositions 6.1 and 6.2 and Theorem 7.1 we can establish a necessary condition on the projection of the gradient of the objective function of problem (7.1) to get a constant reduction of the duality gap. which is (7.9). If (7.10) holds, then (7.11) follows immediately from Theorem 7.1. Finally, from relations (7.8) and (7.11), the pair (ŷ;ŝ) is feasible for (D). 2 When (7.10) holds we say thatx is -close to x(^ ).
The next result gives a su cient condition forx to be -close to x(^ ): Step 2:
and go to Step 1.
Algorithm A generates a sequence of points x i feasible for (P), as well as a sequence of points (y i ; s i ) feasible for (D). Moreover their objective values converge to the optimal value of (P), as it is proved in the next theorem: x 2 C (9.3) z z ; (9.4) where q is a constant value and z is a lower bound for the unknown optimal value of (P), z . We refer to (x; z) as the potential function.
Let's assume we knowx 2 A o andẑ z . The gradient with respect to x of (x; z) computed at (x;ẑ) is given bỹ v = q c Tx ?ẑ c + gx:
We have the following result: To get inequality (9.7) we proceed as follows: The previous result implies that, whenever k dkx 1=9 and is small enough, it is possible to attain a reduction of the potential function. In particular, when := 1=10, we get > 1=200.
When k dkx < 1=9 we can get a more accurate lower bound for z by using Theorem 9.1 There is a positive value of (for example, = 1=200) such that, given q 3K 2 =2 + andx 2 A o ,ẑ z , if we set v :=ṽ in (9.5), compute ( d; y) from the (6.1), and setŷ;ŝ and z using (9.8)-(9.12), then:
(i) when k dk x 1=9, it follows that can be reduced by at least by taking a step in the direction ? d;
(ii) when k dk x < 1=9, it follows that can be reduced by at least by substituting z forẑ.
Proof. Immediate from Propositions 9.1 and 9.2. 2
This theorem gives us an idea on how to construct an algorithm for solving (P). We suppose that we can start from a point x 0 that is optimal for min x2Df f(x) Ax = b:
Moreover we assume that we know z z as well as the values for and (one possibility is := 1=10; := 1=200).
Algorithm B
Step 0:
Set q := 3K 2 =2 + and i := 0.
Step 1:
Setx := x i ;ẑ := z i . Set v :=ṽ as in (9.5). Compute ( d; y) from problem (6.1).
Step 2:
if k dk x 1=9: x :=x ? d=k dk x , x i+1 :=x; z i+1 :=ẑ, and go to Step 1.
Step 3:
if k dk x < 1=9 :
compute (ŷ;ŝ; z) from (9.8)-(9.12), set x i+1 :=x; z i+1 := z and go to Step 1.
The next result shows that the objective function values of the sequence produced by algorithm B converge to the optimal value of (P) and gives an upper bound on the total number of steps to attain a given accuracy. where the last inequality is veri ed when i is given by (9.13). 2
