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Abstract
The analysis of nominal data is often reduced to accumulation and description.
Bayesian methods offer a possibility to analyse nominal data in a more sophisticated
way. The possibility to indicate a structure via graphical representation, where
variables are nodes and relationships are edges, enriches this method and makes it a
powerful tool for data analysis. In this paper, an overview on Bayesian methods is
given, the underlying rule is presented and some specialities will be discussed. Bayesian
belief networks are described in brief and their potential to use them in case of
uncertainty is presented. This includes not only the methods, but also possible
applications in this context.
Keywords: Methods in Information Systems, Bayes Theorem

1 Introduction
Bayesian analyses are something special in the statistic world. They offer the possibility
to include past experience, convenient assumptions or guesses which are represented by
a prior distribution (Carlin and Louis, 2000). ”Bayesian probability theory is a set of
rules for updating beliefs in an uncertain world” (Mayo and Mitrovic, 2001). Whenever
the understanding of what is happening is unclear but causality is important it can be
descried probabilistically (Charniak, 1991). The thinking of Bayes is based on the
subjective probability which is the certainty in the personal valuation of an event (Mayo
and Mitrovic, 2001). To understand Bayes’s law it is necessary to know how
conditional probability is defined:



P(a) = Probability of a
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P(a|b) = Probability given a when b occurred

Based on this conditional probability it is possible to infer in both directions: deductive
(a-priori) or inductive (a-posteriori). Deductive in this case means that it is possible to
infer from a given event to the probability of the following event. Inductive means that
the second event is given and it is possible to infer from this event on the prior. To
describe the dependency of the variables from cause to effect, the product rule is used:

The Bayes rule describes the dependency from effect to cause:

The Bayes’s law can be used to test hypotheses:

P(H|E, c) = Posteriori probability which is the probability of hypothesis H after
including the effect of the evidence E based on the observation c


P(H|c) = A-priori probability which is H on given c alone



P(E|H, c) = Likelihood or probability of the evidence when considering H and c
is true



P(E|c) = Is independent of H and can be seen as normalizing factor

Bayesian networks rely on the Bayes’s law (Carlin and Louis, 2000). ”Bayesian
networks are directed acyclic graphs (DAGs) ... where the nodes are random variables,
and certain independence assumptions hold” (Charniak, 1991). They combine graph
theory and probabilistic theory in a graphical model using nodes and edges. The DAG
models the probability distribution of dependent events. The events or random variables
are states of affairs with the possible values true or false. The edges of the network
represent the causal relationships between the nodes. Conditional dependencies are
causal in both directions: from cause to (probable) effect and from effect to (probable)
cause (Charniak, 1991). Three possibilities to connect variable (node) A with the next
neighbours are (see also Figure 1) (Charniak, 1991):
1. linear or serial - edge from one node to another
2. convergent - edges from two or more different nodes to one
3. divergent - edges from one node to more than one others
Nodes are either d-separated or d-connected. D-separation of nodes occurs when A and
C are nodes in a belief network and there are no direct paths between them or, in other
words, there is always a node B in between. Hard evidence is stated when a node is 100
% in one state and 0 % in the other. Soft evidence is the opposite. When node B has
hard evidence and is in between A and C, it blocks node C (Casella, 1985). Nodes
which are not d-separated are d-connected (Charniak, 1991). ”... if two things can cause
the same state of affairs and have no other connection, the two things are independent”
(Charniak, 1991). Probability distribution of Bayesian networks is based on the joint
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distribution and d-connection. The joint distribution of a Bayesian network is ”uniquely
defined by the product of the individual distributions for each random variable”
(Charniak, 1991). It is necessary to differentiate between beliefs and evidence. ”... belief
is simply the conditional probability given the evidence” (Charniak, 1991). Beliefs are
the subjective probability of a state based on the sum of evidence in a given situation.
A-priori beliefs are based on the conditional probability tables of the network. Evidence,
on the other hand, ”... is information about a current situation” (Charniak, 1991).

Figure 1: Causal Relationships / Connectors

The big advantage of belief networks is that it is possible to calculate the conditional
probability of nodes in the network, but having only some of the nodes observed.
Additionally, observed data can be combined from different data sets. The calculation is
based on hidden Markov Chains or Monte Carlo model (John and Langley, 1995).
To design a Bayesian network is necessary to decide, which part of the potential
variables should be included in the network in order to fulfil the required modelling
goals. Structures should be defined but can also be gathered via learning. For each node
in the network a conditional probability table (CPT) has to be calculated. This specifies
a probability distribution of the network as product of local conditional probabilities:

where pa(Ai) is the number of parent nodes.
Next, after constructing, the network is applied. To train the network, several learning
situations can be simulated. Learning parameters can be based on maximum likelihood
or counting the accumulations. This approach is legitimate when training data is
complete:

Nijk = cumulations of Xi = j and par(xi) = k in empirical data D
Nik = cumulations of par(xi) = k in empirical data D
Another possibility to train the networks is the Expectation-Maximization algorithm. It
is possible to use it whenever the training data is incomplete but structures are available.
It is processed in alternating steps of expectation (expected values for hidden nodes) and
maximization (where the expected values for the hidden nodes are supposed to be
observed).
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Bayesian methods and especially Bayesian networks are used in different disciplines.
Whenever a huge amount of numbers is necessary to calculate the probability of
variables and not all data can be observed, they are applicable (Cesa-Bianchi et al.,
1998). They are especially popular in decision scenarios, artificial intelligence projects,
and medical studies (Rish et al., 2001). In the last years they encountered some
popularity in spam protection (Jin et al., 2006), intrusion detection software (An et al.,
2006) and the prediction of software productivity (Stamelos et al., 2003).

2 Theoretical Background and Data
As already stated in the beginning, collected nominal data reduces the possibilities for
analysing, because it is not possible to compare ’yes’ and ’no’ (or 0 / 1 when binary data
is used). Instead, a commonly used approach is to count occurrences to receive
accumulations. This example is based on research of the impact of customer service
offers on e-loyalty in B2C-e-commerce. In this example, we use some existing
frameworks and models for our approach.
The e-loyalty framework (Gommans et al., 2001) covers important antecedents of eloyalty. The influencing factors are website & technology, customer service, trust &
security, brand building and value proposition (Figure 2). At first glance, this looks like
a perfect framework to investigate the impact of online customer support on e-loyalty.
The boundaries of this model are that there is no loop back to the influence of the
loyalty on the further development of the customer support area.

Figure 2: E-Loyalty Framework (Gommans et al., 2001)

The model of DeLone & McLean was developed to measure the success of information
systems, fostering net benefits for users or usergroups (DeLone and McLean, 2004).
The first model, which was created in 1992 (DeLone and McLean, 1992), was adapted
to fit the e-commerce needs by adding a service quality factor (DeLone and McLean,
2004). In brief, the model consists of different components. On the one hand, there is
the quality component, which is divided into system quality, information quality, and
service quality. On the other hand, the usage-component is given, where the usage of
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the website and from usage resulting satisfaction is addressed. Last, the net benefits of
the user are a component as well (Figure 3).
The components are described in brief as follows (based on DeLone and McLean,
2004):


System quality: Desired characteristics of e-commerce system such as usability,
availability, reliability, adaptability, response and download time



Information quality: Content of the website, being personalized, complete,
relevant, easy to understand, and secure



Service quality: Overall support by the service provider, important for
ecommerce, poor support leads to user defection



Use: Measures every usage of the website (visits, navigation, information
retrieval, execution of transactions)



User satisfaction: Covers the full customer experience during the transaction
process



Net benefits: Balance between positive and negative impacts on users

Figure 3: The DeLone & McLean IS Success Model (DeLone and McLean, 2004)

This model helps to sketch the different components of information systems. To apply
the described research to this model, some modifications are necessary. As already
mentioned above, customer support is a type of service and can be applied in the
service-quality component. The online customer service area fits into both: information
quality as well as system quality. This can be separated by the different tasks, the online
customer support must fulfil: on the one hand it fulfils the information task, which is
present in all phases of the transaction process. On the other hand the system quality of
the online support is an influencing factor, because of the expectation of the customers
that online services are available all the time and offer a high usability (Stern, 1996).
The net benefits is the ultimate impact of the system, which can effect users as well as
the company (DeLone and McLean, 2004). In this research it will be seen as net benefit
for the company, which is the positive aspects of loyalty leading to positive word-ofmouth, less price sensitivity and lower switching probability as demonstrated in Figure
4. The more or less measurable success in this case are the net benefits of loyalty.
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Figure 4: Research applied to DeLone & McLean IS Success Model (DeLone and McLean, 2004)

When looking at the DeLone & McLean model for IS success, it lacks some
possibilities to use it for loyalty research. Nevertheless, it offers more possibilities to
fulfil the goal of this research than the e-loyalty framework of Gommans et al. A
combined approach, created from both models could support the goals in a more
adequate way. Different items of the e-loyalty framework, which are in direct relation to
customer service, were consulted and added to the DeLone & McLean model. As net
benefits reduce low switching probability and positive word-of-mouth are added. The
new model is shown in Figure 5. This model will be the basis for conducting the survey,
processing the website analysis and building the prototype.

Figure 5: Transformation of the E-Loyalty Framework to the DeLone & McLean IS Success Model
(DeLone and McLean, 2004)

3 Theoretical Background and Data
In this chapter the actual data analysis is described as an example. It is shown, how the
given data was collected, how the network was built and how the process of applying
was conducted. Problematic occurrences and difficulties are included as well as
solutions to these problems. The conditional probabilities table and the interpretation are
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not given in this paper due to the huge amount of numbers. Only the network creation
and redesign is described, because it is a possibility to reconfigure the basic thoughts.

3.1 Description of Given Data
The given data was collected using content analysis methods (Neuendorf, 2002) under
the special conditions of Web site analysis (McMillan, 2008). The coding sheet was
created on prior literature research. The model itself is created based on the DeLone &
McLean success model for IS systems. The data was collected on Web sites of the
companies of Fortune Global 500 2008 (see Fortune, 2008). The collection was done in
autumn 2008 (October to December). Target to the analysis was the existence of
specific parts of customer service on these Web sites. The existence was set to ’yes’ and
the absence of such variable to ’no’. ’Yes’ or the existence was translated to 1 and ’no’
to 0. Overall, 500 Web sites where accessed. Only 337 fulfilled the criterion of offering
a product or service for end consumers (B2C). These 337 where then investigated in
detail. Within these, 25 were not investigated due to language problems (Web sites in
languages like Chinese or Taiwanese). The coders are not capable of this languages and
a reliable result could not be guaranteed. Therefore the data basis consists of 312 data
vectors holding 0 and 1. The net benefits (low switching probability, likeliness to spread
word-of-mouth) were not part of the data analysis but taken from another data set.

3.2 Construction and Analysis
The construction process of the actual network was based on Helsper et al. (Helsper et
al., 2005). First, the network was built on the theoretical model as described in figure
2.4. Every variable of the data analysis was set into relationship to a child node and
conditional probability tables were built (see Figure 6). The R-package ’deal’ is
designed to create Bayesian networks. It uses Markov models and Monte Carlo models
to recalculate the network and detect hidden nodes.

Figure 6: First Network
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The huge amount of influencing items (73 at the beginning) caused problems according
to the processing time of the software. Therefore - as a preprocessing step – a factor
analysis was done to combine several variables to factors. The factors where estimated
and complexity was reduced to 21 factors, representing the 73 variables. Factor scores
are given in table 3.2.
Factors
dof
fit
FP1 – FP9

48

0.2671

CS1 – CS9

59

0.4387

IN1 – IN4

32

0.2562

CO1 – CO3

42

0.3353

Table 1: Factor analysis

Based on these factors, a new recalculation of the network was started. After five loops,
a network with high network scores was detected, which represents the relationship and
conditional probabilities in an appropriate way (see figure 3.2). In one of these loops,
the in-between level of variables (usability, personalization, search ...) was deleted,
leading to a better network score. This may be a sign that variable-level could be
replaced totally by the operationalized items of the variables. The network structure
changed in two ways: two causal relationships - one between system quality and
information quality, another between information quality and service quality) were
established (arrows in red, see figure 3.2). The causal relationship between information
quality and switching probability disappeared. This seems to be an important evidence
that the theoretical model was not representing the data - or the other way around. A
further investigation is necessary to clarify these findings.
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4 Conclusion and Discussion
Bayesian belief networks are very helpful in interpreting data under the conditions of
incompleteness and uncertainty. They also offer the possibility to analyse nominal or
binary data with causal relationships. After the design of the network it can be trained to
find hidden nodes. In a loop the network can be trained to change the structure and find
the best fitting network. At the end the result demonstrates the causal relationships,
which must be discussed according to the theoretical model. Besides analysing nominal
data, Bayesian belief networks are used in solving decision problems, control robots, or
spam filtering. They are a simple but powerful way and therefor are worth being applied
in the future more often. Limitations are lying in the method itself. A priori knowledge
is necessary to be able to analyse data, which may be a drawback of this method.On the
other hand, this necessity supports a well-defined design of the research and helps the
researcher to gain a-priori knowledge about the topic of interest.
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