The leapfrog algorithm, so-called because of its geometric nature, for solving a class of optimal control problems is proposed. Initially a feasible trajectory is given and subdivided into smaller pieces. In each subdivision, with the assumption that local optimal controls can easily be calculated, a piecewise-optimal trajectory is obtained. Then the junctions of these smaller pieces of optimal control trajectories are updated through a scheme of midpoint maps. Under some broad assumptions the sequence of trajectories is shown to converge to a trajectory that satisfies the Maximum Principle. The main advantages of the leapfrog algorithm are that (i) it does not need an initial guess for the costates, (ii) the piecewise-optimal trajectory generated in each iteration is feasible. These are illustrated through a numerical implementation of leapfrog on a problem involving the van der Pol system.
Introduction
Computational techniques for finding an optimal control solution of a nonlinear system can be classified into two major categories, namely direct and indirect methods [37] . In a direct method, the problem is discretized and the resulting (usually large scale) finitedimensional optimization problem is solved using nonlinear programming techniques [4, 36, 6, 3, 19] . The solution obtained this way is an approximation of the true solution, unless the control function is of a special class, for example of bang-bang type [18, 14, 28] . On the other hand, in an indirect method, one tackles the two-point boundary-value problem (TPBVP) arising from the Pontryagin Maximum Principle (PMP). Accurate solutions can be obtained through indirect methods; however, available solution techniques for TPBVPs often face serious convergence difficulties, mainly because of the lack of a good initial guess. If the set of controls is bounded, the problem is even more difficult.
The leapfrog algorithm for optimal control, so-called because of its geometric nature, is an extension of a similar iterative algorithm given by Noakes [30] for finding a geodesic joining two given points on a Riemannian manifold. The main advantages of leapfrog are that a good initial guess is not needed and the trajectories generated in each iteration are feasible. Under fairly general conditions, the algorithm is convergent to a trajectory that satisfies the PMP. The algorithm presented here, as well as that given in [30] , can be viewed as a continuous-time analogue of the so-called two-stage approximation technique described by Zuo [39] for discrete-time optimal control.
Methods that are used for the solution of TPBVPs arising in optimal control usually incorporate some combination of (a) multiple shooting, (b) collocation methods, (c) continuation (homotopy) methods. Various expositions of multiple shooting can be found in [20, 32, 2, 35, 31, 11, 10, 26, 25, 23, 22] . Multiple shooting is a very accurate method but does still require good initial guesses in the subintervals taken. As the number of subdivisions is increased in order to exploit simple shooting more efficiently in each subinterval, the number of variables to be determined is substantially increased. With these problems in mind, multiple shooting is sometimes used in conjunction with some other method, for example, the method of collocation [38] . The method of collocation is used to obtain an approximate solution, in terms of cubic splines for example, which is then fed into multiple shooting to achieve the required solution accurately. This two-fold procedure may eventually need long computational times. The continuation method is also a method used in conjunction with multiple shooting [9, 7] . Usually, the nonlinear system is partitioned into its linear and nonlinear parts, and using the initial linear system solution and continuation techniques, the nonlinear system's solution is obtained. This method can also take long computational times depending on the nonlinearity of the system. The leapfrog algorithm resembles multiple shooting in that the time interval is subdivided and local optimal controls are found separately over each subinterval. A significant difference is that leapfrog uses overlapping subintervals. Because of the use of subdivisions the algorithm is not expected to be troubled by the nonlinear dynamics. Three apparent advantages of the leapfrog algorithm over multiple shooting can be listed:
• Once a feasible trajectory is constructed, affine approximation of the subproblem in a subdivision (between nearby points) provides a good initial guess needed for simple shooting in that subdivision. So leapfrog does not depend critically on the supply of good initial guesses along the feasible trajectory.
• State trajectories generated by leapfrog are feasible at each step of the iteration, which is not in general the case in multiple shooting. Continuing improvements are obtained on the feasible trajectories, resulting in suboptimal trajectories. This may in particular be useful in real-time (on-line) applications, where time allowed to compute a solution is restricted.
• In each leapfrog iteration the number of subdivisions can be adjusted along the feasible trajectory. This allows one to eventually reduce the number of subdivisions as the solution is approached.
A drawback of leapfrog is that, as the solution is approached, convergence of leapfrog slows down; therefore the number of subdivisions, q, has to be progressively reduced to 2 (which is the case of simple shooting) so as to obtain a solution in a reasonable number of iterations. The effort to see, in each iteration, whether a reduction in q is possible or not, incurs an additional computational cost.
Although leapfrog needs an initial feasible trajectory, in an implementation one can as well start with a set of nearby subdivision points through which concatenated local optimal solutions are obtained. Generally speaking, feasible trajectories can be established much more easily than optimal ones.
We list below some additional features of the leapfrog algorithm.
• Parallel computing is one of the efficiency concerns in the TPBVP literature (see [1, 29, 33] ). Multiple shooting is particularly suited to doing computations in each subdivision independently, and for this reason it is sometimes referred to as parallel shooting. Using a slight variation of a leapfrog iteration, those subproblems whose time intervals are not overlapping can be solved independently. Therefore leapfrog is also suited to parallel computations.
• Suppose that an optimal control problem is given with n state equations, where the initial and terminal states are prescribed and the terminal time is fixed. For finding a local optimal control in a subdivision, the leapfrog algorithm updates only 2n real variables (states and costates) at a time. This amounts to a total of [(2q − 4)n] updates in one leapfrog iteration. With q subdivisions, multiple shooting updates [(2q − 1)n] variables at a time in one iteration.
• After a subproblem is solved, if two or more subdivision points (i.e. some of the junctions of the piecewise-optimal trajectories) become the same, they are referred to as multiple points. Multiple points occur rarely in practice. However, if they occur, leapfrog can eliminate them, yielding fewer subdivisions to deal with along a (piecewise-optimal) feasible trajectory. Elimination of multiple points does not have a clear advantage with multiple shooting.
In this paper, we show that the leapfrog algorithm converges under some general assumptions, such as the uniqueness of the local optimal control and costate variables in a given subdivision. In [15, 16] , we gave some background and a survey of ideas leading to the development of leapfrog for solving the geodesic problem. We also reported an implementation of leapfrog (with fixed terminal time) for optimal control, without elaboration. In the present paper, we provide a careful and detailed account of a numerical implementation of leapfrog. We also gave some preliminaries of the theory in an earlier publication [17] , which did not have the detailed setting and approach of the present article.
The present paper is organised as follows. In Section 2 we state the optimal control problem, give definitions and assumptions, verifications of which are provided through example problems. In Section 3 we describe the leapfrog algorithm. In Section 4 we address multiple points and provide further definitions and facts. We prove convergence of the leapfrog algorithm in Section 5. A computational illustration of the algorithm is given in Section 6 by solving a problem involving the van der Pol system.
Preliminaries
Consider the control systemẋ
where the state x(t) ∈ IR n , the control u : IR −→ IR m is an arbitrary piecewise-continuous function, which, as described in [34] , has discontinuity at finitely many points and has finite right-and left-hand limits at the points of discontinuity. The function f :
The following optimal control problem is considered.
P :
where the function f 0 : IR n × IR m → IR is C 1 and nonnegative, and the final time t f > t 0 is free. A state trajectory corresponding to a control u(·) is a continuous curve x(·) solvinġ x(t) = f (x(t), u(t)) for almost all t. An optimal state trajectory x(·) and a corresponding optimal control u(·) are those which solve Problem (P).
The Pontryagin Maximum Principle (PMP) gives necessary conditions of optimality [34] for large classes of problems including Problem (P). In these problems the so-called
where ψ 0 (t) ∈ IR and ψ(t) ∈ IR n are the adjoint or costate variables, and ·, · is the Euclidean inner product. The PMP states that if a state trajectory x(·) and a corresponding control u(·) are optimal, then there exists a nontrivial pair (ψ 0 , ψ) :
with x(t 0 ) = x 0 and x(t f ) = x f . Furthermore PMP requires that ψ 0 (t) ≡ c, where c is some nonnegative constant. The costate variable ψ 0 accounts for the case when cost is treated as an additional state coordinate. Problems that yield c = 0 are referred to as abnormal in the literature, for which the necessary conditions in (2)-(5) are independent of the cost and therefore insufficiently informative. Discussion of necessary conditions of optimality for abnormal trajectories can be found in [24] and the references therein.
Assumption 1 Problem (P) is normal.
Without loss we set ψ 0 = 1.
We refer to the conditions given in (2)-(5) as the optimality system. A trajectory of the optimality system corresponding to a control u(·) is a continuous pair of curves (x(·), ψ(·)) which solve (2)- (5) . If the trajectory pair (x(·), ψ(·)) corresponding to control u(·) satisfies the optimality system, then it is said to be a critical trajectory (pair). We will refer to the trajectory (x(·), ψ(·)) as optimal if the state trajectory x(·) along with a corresponding control u(·) is optimal. Note that a critical trajectory is not necessarily optimal. Next we describe the subproblems employed within leapfrog. Let x(·) be a continuous piecewise-C 1 trajectory such that x(t 0 ) = x 0 and x(t f ) = x f . The point x f is not necessarily close to x 0 . The trajectory x(·) is simply a curve between x 0 and x f . The aim is to find a critical trajectory between x 0 and x f . We initially partition this feasible trajectory so as to obtain q pieces with roughly comparable costs. Let the corresponding partition times be t 0 < t 1 < . . . < t q−1 < t q = t f . The number q of partitions is chosen so that the partition points z i−1 := x(t i−1 ) and z i := x(t i ), i = 1, . . . , q, are sufficiently close to each other that there exists a local optimal solution from z i−1 to z i+1 , i = 1, . . . , q − 1, which is easily computable. Namely we assume that local solutions to the following subproblems can be easily obtained:
where t i−1 is fixed by the solution of Problem (P i−1 ), and t i+1 is free. Note that z 0 = x 0 and z q = x f . Through the PMP, the optimality system associated with Problem (P i ) can be written as in (2) In what follows we discuss two example problems, albeit relatively simple, to illustrate Assumptions 1-3. In these problems the terminal time is fixed: as pointed earlier they can easily be converted into an equivalent free terminal time form used for leapfrog.
Example 1 (Geodesics) Let {g ij : 1 ≤ i, j ≤ n} define a Riemannian metric on an open subset U of IR n , namely the matrix [g ij (x)] is symmetric positive definite, and C ∞ in x. The problem of finding geodesics between two given points can be formulated as an optimal control problem as follows.
where the initial and terminal points x 0 and x f are in IR n . The control u(t) is also in IR n . The Hamiltonian for the problem is
Condition (4) in this case implies ∂H/∂u i = 0, i = 1, . . . , n, which gives
is trivial, which is a contradiction. This verifies Assumption 1. Set ψ 0 = 1 from this point onwards.
Given u i , i = 1, . . . , n, ψ i are determined uniquely from (6) . Differentiating ψ i one getṡ
On the other hand, another condition (3) of PMP yieldṡ
Equating the two expressions forψ i and rearranging,
where
In the above equations Γ i jk are the so-called Christoffel symbols [5] , and g is is the is-th entry of the inverse of the matrix [g is ]. A direct substitution from the state equations give the so-called geodesic equations which has a unique solution for x f sufficiently close to x 0 :
Then locally the control u has a unique solution, which verifies Assumption 2; and in turn, Assumption 3 is verified by Equation (6) . 2 Example 2 (LTI systems) Consider the minimum energy control of a linear time-invariant (LTI) system:
where x(t) ∈ IR n , u : IR −→ IR m , and the constant matrices A and B have appropriate dimensions. The constant matrix R is symmetric and positive definite. The system is assumed to be controllable. The Hamiltonian is
The condition ∂H/∂u = 0 gives
Differentiating (9) up to (n − 1) times and using (10) one gets
Suppose ψ 0 = 0. Since the system is controllable, the controllability matrix [B|AB| · · · |A n−1 B] is of rank n, so ψ = 0, which contradicts the nontriviality of (ψ 0 , ψ) in PMP. This verifies Assumption 1.
We set ψ 0 = 1. Again because the system is controllable, ψ can be expressed uniquely from (11) in terms of u and its derivatives. This verifies Assumption 3.
It can be shown (using R = R 1/2 R 1/2 and by considering a generalization of the controllability Gramian in Exercise 9.2-11 of [13] ) that the optimal control u(t) is given by the expression
and nonsingularity of M is furnished by the controllability of the system. As can be seen, the optimal control u(t) is unique by the choice of x(0) and x(1), which verifies Assumption 2. 2
A point x is said to be reachable from a point x 0 with cost less than Δ > 0 if and only if, for some admissible control, there exists a trajectory x(·) defined on an interval [t 0 , t], t > t 0 , such that x(t 0 ) = x 0 , x(t) = x, and
The trajectory x(·) of concern here does not necessarily satisfy PMP, namely it is not necessarily critical. The set of all such points x is denoted by R(x 0 , < Δ). The reachable set R(x 0 , < Δ) is said to be a small-cost reachable set when Δ is sufficiently small.
Let D denote the set of all ordered pairs (z i−1 , z i+1 ) such that z i+1 can be reached from z i−1 with a cost less than 2δ, namely
where δ > 0 is so chosen that there exists a local optimal control from z i−1 to z i+1 , which is easily computable. Namely, the choice of δ ensures that the points z i−1 and z i+1 are nearby so that affine approximations and the simple shooting method can be used to get a local solution for Problem (P i ) efficiently.
Clearly both D and τ depend on δ; however, for brevity, we will not show this dependence explicitly. The associated value of δ should be clear from the context.
Leapfrog Algorithm
In this section we give a description of the leapfrog algorithm. Suppose that a feasible trajectory μ z : [t 0 , t f ] −→ IR n is given between the initial and terminal states z 0 = μ z (t 0 ) and z q = μ z (t f ), which is divided into q trajectory segments, such that z i = μ z (t i ), i = 1, . . . , q − 1. The junction points of μ z are represented by the (q + 1)-tuple z = (z 0 , z 1 , z 2 , . . . , z q ). Through the leapfrog scheme, while the initial and terminal states z 0 and z q , and t 0 , are kept fixed, each z i , i = 1, . . . , q − 1, and t i , i = 1, . . . , q, are adjusted in the following fashion.
n be the unique local optimal trajectory (by Assumption 2) such that
For convenience, we also set t 0 := t 0 and t q := t q . The point z i is moved to the midpoint z i , while the time t i is updated as t i .
Moving z i onto an optimal trajectory from z i−1 to z i+1 (obtained by solving Problem (P i )) achieves locally the largest possible decrease in cost while keeping other junction points fixed. The point where z i goes onto in the optimal trajectory segment is taken to be the point such that the cost of getting from z i−1 to that point is half the cost of getting from z i−1 to z i+1 . However, somewhat different positioning of z i is also permissible.
The leapfrog algorithm consists of updating z i and t i in this way infinitely often where i cycles through 1, . . . , q − 1. This generates a sequence
Figure 1: An illustration of the leapfrog algorithm in state-space.
of piecewise-optimal (state) trajectories. Along each consecutive trajectory μ
z the cost decreases. This decrease precludes convergence to a global maximum. A schematic illustration of the leapfrog algorithm is given in state-space in Figure 1 . The initial set of points z (0) i , i = 1, 2, 3, are the junctions chosen on an initial feasible trajectory. Two leapfrog iterations are depicted. The piecewise-optimal trajectory μ (1) z is obtained after the first iteration from the initial feasible trajectory. The second iteration yields the piecewise-optimal trajectory, μ (2) z . Let us outline the leapfrog algorithm using the definitions we have just given.
Step 0 Choose the number of subdivisions q > 0 and final time t f > t 0 .
Take an initial feasible trajectory μ
z into q segments with subdivision points
Step k Perform Steps k.1 and k.2 below for i = 1, 2, . . . , q − 1.
Step k.1 Given z
Set k = k + 1 and repeat
Step k.
For proving convergence to a critical trajectory, it is necessary to consider the local critical trajectory pairs (x(·), ψ(·)) obtained by solving the subproblems (P i ). For each update of z i , an update is also obtained for λ i−1 := ψ(t i−1 ) and t i , i = 1, . . . , q − 1, through the solution of (P i ) and the associated optimality system. The updates for λ q−1 , and λ q and t q = t f are given by the trajectories of the optimality system associated with Problem (P q−1 ).
. In each iteration of leapfrog the states x(t 0 ) = z 0 and x(t f ) = z q at the end points of μ (k) are fixed but the costates ψ(t 0 ) = λ 0 and ψ(t f ) = λ q , as well as the terminal time t f , are updated when the new local optimal controls are found and concatenated. Under the assumptions we pose, notably under the uniqueness of the local optimal control and costates, the sequence {μ (k) : k > 0} will be shown to converge to a critical trajectory.
Further Definitions and Facts

Elimination of multiple points
If two or more of z i become the same point, then they are referred to as multiple points. Clearly there are no multiple points along the initial trajectory, because the trajectory is not self-intersecting and along each trajectory segment the cost is positive. Multiple points may occur, albeit rarely, in leapfrog, but they can be eliminated through a re-labelling procedure described below.
Suppose that there areq subdivisions. Fix i, 0 < i <q. Let z (k+1) i be the midpoint along the local optimal trajectory from z
Note that if (M1) applies, the earlier piecewise-optimal trajectory from z (k+1) to z
is replaced by the new local optimal trajectory from z
i+1 . If (M2) applies, the earlier piecewise-optimal trajectory from z i . In either case the number of subdivisionsq is reduced by | − i|. The removal of trajectory segments also reduces total cost. Either (M1) or (M2) is repeated as often as there are multiple points. Becauseq is finite, the elimination procedure is applied only a finite number of times, until no more multiple points occur in the remaining leapfrog iterations, yielding a constant number of subdivisions q such that 1 ≤ q ≤q.
It can be shown as a special case that in the steps (M1) and (M2), one cannot have = i − 1 or i + 1. We state this observation as a lemma below.
i−1 . This contradicts the uniqueness assumption of the local optimal trajectories. Therefore z
. A similar argument leads to a similar contradiction. Hence z
It should be noted that, in practice, sufficiently nearby z i may be treated as multiple points. This is highly desirable because it would result in a reduction in bothq and cost along the current leapfrog trajectory.
In the sections to follow we give more tools and assumptions for the convergence analysis of leapfrog with constant q after the elimination process described above is completed.
Continuity of the local cost function
The following assumption will be used in proving the continuity of τ stated in Lemma 4.2, which will in turn be useful in the convergence analysis.
Assumption 4 Given
Example 3 Recall the optimal control problem with the LTI system in Example 2. With x 0 = z i and x(1) = z i , it can be shown that
Because the LTI system is controllable, the Gramian M is positive definite. Therefore τ (z i , z i ) < defines a region enclosed by an ellipsoid containing z i , and thus some κ > 0 can be found to enclose an open ball of radius κ > 0 centred at z i within the ellipsoid. This justifies Assumption 4. In fact, one can conclude from the above expression that the local cost function τ is continuous.
Figure 2: Two neighbouring optimal trajectories γ and γ.
Lemma 4.2 The local cost function τ is continuous.
Proof. Consider the set D given in (13) 
where · is the Euclidean norm. The inequality in (14) implies that 
Let κ = min{κ 1 , κ 2 }. Then, for any > 0,
This statement is depicted in Figure 2 for the pairs (z i−1 , z i−1 ) and (z i+1 , z i+1 ). Because γ is optimal,
Similarly, because γ is optimal,
Inequalities (15)- (16) furnish continuity of τ .
Midpoint maps and total cost
Consider (
where D is as in (13) . We define a midpoint map to be any 
, and λ p is given by one of the two cases below.
, the initial costate associated with Problem (P p+1 ),
, costates associated with Problem (P q−1 ).
It should be noted that the update y p , p = 0, 1, . . . , (q − 3) is obtained by solving two subproblems; namely Problem (P p ) is solved to get z p , and Problem (P p+1 ) is solved to get λ p .
Lemma 4.3 G
The (q + 1)-tuple y = ( y 0 , y 1 , . . . , y q ) = F (y) ∈ Y can be defined alternatively by (i) y 0 = ( z 0 , λ 0 ) where z 0 = z 0 , and λ 0 = ψ(t 0 ) is given by the optimal control from z 0 to z 2 ;
(ii)
, and λ i = ψ( t i ) is given by the optimal control from z i to z i+2 , for 1 ≤ i ≤ q − 2;
, and λ q−1 = ψ( t q−1 ) is given by the optimal control from z q−2 to z q ; (iv) y q = ( z q , ψ q ) where z q = z q , and ψ q = ψ( t q ) is given by the optimal control from z q−2 to z q .
Let Z be the set all (q + 1)-tuples z = (z 0 , z 1 , . . . , z q ). The (q + 1)-tuple z is said to have cost α(z) where α : Z −→ IR is defined by 
and Δ is not necessarily small, such that τ (x, x) is the infimum of the cost to get from x to x. Then
Define the state-space projection map π 1 : Y −→ Z such that
and that π 1 • F (y) = ( z 0 , z 1 , . . . , z q ) =: z.
Lemma 4.4 For 1 ≤ p < q and all y ∈
Proof. 
Lemma 4.5 For all y ∈
Y α(π 1 • F (y)) ≤ α(z) .
Convergence Analysis
Compactness of the state-costate space
Define the set C(x 0 , r) of all final states x f = x(t f ) and costates ψ f = ψ(t f ), such that the states x f can be reached from x 0 = x(t 0 ) over [t 0 , t f ] with a minimum cost less than or equal to r ≥ 0; namely
For each (x 0 , x f , ψ f ) above, the optimal trajectory pair (x(t), ψ(t)) and a corresponding control trajectory u(t) satisfy Conditions (2)- (5) with
Let α 0 be the cost incurred along the initial feasible trajectory.
Assumption 5
The set C(x 0 , α 0 ) is bounded.
Assumption 6
The optimal terminal time t f is finite.
The following two examples verify Assumptions 5 and 6.
Example 4 On a Riemannian manifold, N , minimal geodesics between two sufficiently nearby given points in a compact subset S of N are contained within a bounded set W ⊃ S. The costates associated with the geodesic problem are also bounded by virtue of Equation (6) because the controls u i =ẋ i are bounded. Furthermore t f = 1 is fixed. 2
Example 5
In the case of linear time-varying control systems the right-hand side of (1) is not bounded. However suppose that the optimal control can be expressed as a linear state feedback, and that it is substituted into the system equation to get a system dependent only on the state. It is a well-known fact that there is no finite-escape time for linear timevarying systems [21] . So the states are bounded. The associated costates are bounded likewise. The simple case of a fixed time-horizon is an example to Assumption 6. 2
Let y ∈ Y and define y (k) = F k (y) for k ≥ 1.
Lemma 5.1 Y is compact.
Proof. Since C(x 0 , α 0 ) is bounded (by Assumption 5), the set Y is also bounded. Now one needs to show that Y is closed as well. Consider y = (y 0 , y 1 , . . . , y q ) ∈ Y . Note that z −1) ). Since the closure C(x 0 , α 0 ) is compact, one can take a convergent subsequence {y (k j ) : j ≥ 1} of the sequence {y (k) 
and so lim
By taking limits and using the continuity of τ , we get
Lemma 5.2 Each sequence {t
(k) i : k ≥ 0}, i = 1, .
. . , q, has a convergent subsequence with the same index set as that of {y
Proof. The conclusion follows from Assumption 6 and the limit expression in (17) . 2
Lemma 5.3
The sequence {α(z (k) ) : k ≥ 1} converges to its infimum α (∞) . In particular
Proof. The result follows from the continuity of α, and Lemmas 5.1 and 4.5. 2
Extreme points and leapfrog splicing
Recall that by Assumption 2, the curve 
. . , q − 1, and μ y (t f ) = μ q (t q ). It is convenient to use a special symbol, for example , for this kind of concatenation. The trajectory μ y can then be expressed by
Lemma 5.4 If y is extreme, then μ y is a critical trajectory.
Proof. Suppose y ∈ Y is extreme. We will use induction on, what we call, the leapfrog splicing of trajectories, which is illustrated in Figure 3 , to prove the lemma. We define
and aim to prove the following:
y is critical with the fixed end points x(t 0 ) = z 0 and x(t p ) = z p , for 2 ≤ p ≤ q, where q is provided.
Because y 1 is between y 0 and y 2 , z 1 is in the image of the optimal trajectory γ z 0 ,z 2 . Therefore there exists some nontrivial ψ(·) such that μ (2) y = (γ z 0 ,z 2 (·), ψ(·)) solves the associated optimality system. So μ (2) y is critical.
Assume that μ
The next leapfrog step from z k−1 to z k+1 gives the local optimal trajectory segment γ z k−1 ,z k+1 (·) and the associated costate trajectory ψ(·). Figure 3 : Concatenation of the local optimal trajectories μ i , and the leapfrog splicing.
is also optimal. By the local uniqueness of the controls and costates posed in Assumptions 2 and 3,
, by means of the overlap μ k = μ k between y k−1 and y k (see Figure 3) , we obtain the trajectory
which satisfies the optimality system associated with the optimal control problem with the end conditions x(t 0 ) = z 0 and x(t k+1 ) = z k+1 . So μ 
. . , q − 1, and z q = z q , where M is the midpoint map. Now since F (y) = y,
Lemma 5.6 y is extreme if and only if
Proof. Suppose that y is extreme. Because y p is between y p−1 and y p+1 , y p = G p (y) is also between y p−1 and y p+1 . So μ Gp(y) = μ y , by the uniqueness of
Using the notation of the proof of Lemma 5.4,
Lemma 5.7 y is extreme if and only if
Proof. Suppose that y is extreme.
By the definition of the midpoint map, z p lies in the image of γ z p−1 ,z p+1 . Equation (18) implies that z p lies in a trajectory of equal cost, and this trajectory can only be γ z p−1 ,z p+1 (·), by uniqueness. Therefore y p is between y p−1 and y p+1 . The composition Proof. Lemmas 5.8 and 5.6 imply that μ F (y (∞) ) = μ y (∞) , which together with Lemma 5.9 prove the theorem. 2
Convergence to a critical trajectory
Although Theorem 5.1 guarantees convergence of the trajectory iterates μ y (k) , no assertion has yet been made about convergence of the iterates y (k) . Convergence of y (k) is particularly important in a numerical implementation. If it is known that y (k) is convergent too, then instead of using an infinite-dimensional norm (for example the L ∞ norm) to measure the change from the trajectory iterate μ y (k) to μ y (k+1) , a finite-dimensional norm (for example the Euclidean norm) can be used to measure the change from the iterate y (k) to y (k+1) , which is much less demanding computationally. In what follows, we will give a lemma, and Theorem 5.2, which guarantees convergence of the iterates y (k) .
Lemma 5.10 If y is extreme, then all z (∞) i
, i = 1, . . . , q − 1, are uniformly distributed with respect to cost, namely
Proof. Let y be extreme. Then by Lemma 5.4, μ y is critical. Suppose that μ y is parameterized proportionally to the cost so that μ y : [0, 1] −→ IR 2n , with μ y (0) = y 0 and μ y (1) = y q . Note that, by Lemma 5.6, μ F (y) = μ y . Then it suffices to show that the sequence {F k (y) : k ≥ 1} converges to the uniformly distributed (q + 1)-tuple
The rest of the proof follows similar lines to those given by [30, Lemma 3 .2], which we adapt here using our notation and definitions.
If q = 2 the result is clear since F (y) is independent of y 1 and the limit is achieved immediately as F (y). For q > 2 we give some definitions first, and then prove the convergence to the required (q + 1)-tuple.
Let y (0) = y, and
. . , q − 1, are the junction times. Since μ y is parameterized proportionally to the cost, application of F gives the recursion
It is straightforward to obtain
which converges since A < 1. So the limit t (∞) satisfies t (∞) = A t (∞) + b. It is seen that
is the unique solution, which completes the proof. 
Numerical Implementation
We will illustrate a numerical implementation of leapfrog on an optimal control problem with fixed terminal time. Recall Remark 2.2. For a fixed terminal time problem, one solves the subproblems (P i ) with both t i−1 and t i+1 fixed. At the start of the algorithm, the values t 
The van der Pol system
The van der Pol system has been used in earlier control applications, including timeoptimal control problems where the control regime is bang-bang [18, 27] . Here we consider the van der Pol system with unbounded control,
where the problem is to get from x(0) = (−2, −3) to x(1) = (5, 0), minimizing the quadratic cost 1 2
The Hamiltonian is
The Maximum Principle yields, in addition to the system equations (19)- (20), the following costate equationsψ
Furthermore optimal control has to satisfy
Substitution of (23) gives rise to the following TPBVP.
with x(0) = (−2, −3) and x(1) = (5, 0) .
Solution with leapfrog
Leapfrog algorithm owes its working largely to the solutions of Subproblems (P i ). These subproblems for the van der Pol problem have been reduced to Equations (24)- (27) with the accompanying boundary conditions. A solution to these equations can be found by using simple shooting, because the leapfrog partition points are initially chosen close enough to one another so that affine approximations provide good initial guesses for simple shooting.
A MATLAB code has been written to implement the leapfrog algorithm. For solving the ODEs (24)- (27) , the MATLAB function ode45 is utilised with the absolute and relative tolerances of 10 −8 . The simple shooting technique we have programmed incorporates Newton's method with backtracking [8] . This increases the chances of simple shooting to converge; however if the number of iterations within simple shooting exceeds 10, then we regard simple shooting to have failed. In the final iteration of leapfrog the relative and absolute tolerances for ode45 are sharpened to 10 −10 .
Iterations of the leapfrog algorithm in the state space are shown in Figure 4 . Figure 4 (a) displays both the initial partition we start with and the concatenation of the locally optimal trajectories, μ (1) z , obtained as a result of the first leapfrog iteration. The initial points z (0) i have been chosen to be equally spaced along the straight line between x 0 and x T . For ease of bookkeeping in the code we consider powers of 2 for the number of subdivisions, i.e. we use q = 2, 4, 8, etc. In each iteration we use the smallest possible q with which each Subproblem (P i ) is solved successfully. This eventually leads to a final iteration where q = 2 and simple shooting is used to achieve the solution.
With leapfrog, different positioning of the midpoints is permissible, as long as the subintervals of the consequent subproblems overlap. So, in the implementation, the midpoint z (k+1) i is chosen as the point which is reached in roughly half the time along the optimal trajectory from z
i+1 . This choice of midpoints is computationally more economical than the choice of midpoint where exactly half the cost is incurred.
First to fifth iterations could all be successfully completed by taking at least eight subdivisions. Sixth to ninth iterations could be carried out with minimum four subdivisions, where the new partition is formed in the sixth iteration by taking the points z
4 and z (5) 6 from iteration 5. The trajectory μ (3) z and the updated partition points z (3) i , i = 1, 2, 3, are illustrated in Figure 4 (c). The tenth iteration, after reducing the number of partitions to two, or simply applying simple shooting between x 0 and x T with the initial guess value ψ(0) = λ (9) 0 , yields the solution trajectory for the problem, which is depicted in Figure 4 (d). The costs along each of the leapfrog trajectory iterates μ (k) z , k = 1, 3, 6, 10, are reported in Figures 4(a)-(d) , respectively. We also report the CPU times, cumulatively at each iteration, as measured within MATLAB, running on (single user) Windows XP Professional (Version 5.1) operating system with a 2.00 GHz Intel Pentium M processor and 1 GB of RAM.
The first leapfrog iteration can also be viewed as one where a trajectory is constructed in a simple way and verified to be feasible. Because of the Newton backtracking, this iteration takes more than twice longer than each of the rest of the iterations except the last one. The last iteration, where we reduce the whole process to simple shooting, also takes longer because of the Newton backtracking and because we require a higher accuracy. Some of the locally optimal costate trajectories obtained in the leapfrog iterations are shown in Figure 7 .
Overall it appears that there are pros and cons with using leapfrog. Numerical evidence arising from our application of leapfrog to the van der Pol problem point to certain advantages and disadvantages of leapfrog. Figure 4(c) , which is far better than the feasible solution given in Figure 4(a) . One restriction on the applicability of the suboptimal solution found by leapfrog is that the control u(t) = −ψ(t) is discontinuous, because the piecewise optimal ψ(t) obtained in the third iteration is discontinuous, as can be seen in Figure 7(c) . However, many dynamical systems allow discontinuous controls; so the suboptimal control generated by leapfrog can possibly be implemented.
An apparent drawback of leapfrog is that, as the solution is approached, it is observed from the numerical experiments that, with a fixed number of partitions q > 2, the leapfrog updates get sluggish. Therefore, q needs to be reduced progressively (eventually down to q = 2) for convergence in a reasonable number of iterations. This effort may in general incur an additional computational cost.
Further comments on implementation of leapfrog
We observe that the solution for the problem in the previous subsection is obtained in ten iterations. It is worthwhile to note that the same problem with different initial and target states may require different number of subdivisions at the start, and reducing the number of subdivisions may take a lot longer than what is presented here. The performance of the algorithm would depend not only on the difficulty of the problem, but also on the way the algorithm is implemented. Two particular issues seem to be of main concern in any implementation of leapfrog, namely (i) the efficiency of simple shooting technique employed in Subproblems (P i ), and (ii) a dynamic way of doing the partitioning along a leapfrog trajectory iterate.
Because we were only concerned with providing an illustration of the leapfrog algorithm in this particular study, we have coded a rather straightforward simple shooting scheme. A more sophisticated simple shooting scheme may be necessary for more difficult problems. In particular, one should note that ode45 is not necessarily the method of choice for the integration of the state-costate equations; it merely serves to illustrate an implementation of leapfrog. Otherwise, in a more elaborate implementation, a certain approximation order for both the states and costates can only be achieved if certain conditions are satisfied [12] .
In the case when q > 2 is fixed, then convergence can usually not be obtained in a finite number of iterations. Furthermore if q is large, then the numerical experiments show that convergence becomes rather slow. So it is important to employ some kind of dynamic partitioning. A simple dynamic partitioning scheme was prescribed in the example application in Section 6.1. However more sophisticated schemes can also be employed. One can increase or decrease the number of partitions locally in a smaller segment of the leapfrog trajectory, as the need arises. Given a trajectory, it may be appropriate to increase the number of subdivisions in one segment of the trajectory, while it is appropriate to decrease the number in some other segment. The ultimate aim would still remain as to reduce the number of iterations to just two, in which case simple shooting, if successful, would deliver the required solution.
