A comprehensive fading channel simulator by Silva, Diogo Carvalho de Souza e, 1990-
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Elétrica e de Computação
Diogo Carvalho de Souza e Silva
Um Simulador Generalizado de Canais de
Desvanecimento
Campinas
2019
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Elétrica e de Computação
Diogo Carvalho de Souza e Silva
Um Simulador Generalizado de Canais de
Desvanecimento
Dissertação apresentada à Faculdade de En-
genharia Elétrica e de Computação da Uni-
versidade Estadual de Campinas como parte
dos requisitos exigidos para a obtenção do
título de Mestre em Engenharia Elétrica, na
Área de Telecomunicações e Telemática.
Orientador: Prof. Dr. Michel Daoud Yacoub
Este exemplar corresponde à versão
final da tese defendida pelo aluno
Diogo Carvalho de Souza e Silva,
e orientada pelo Prof. Dr. Michel
Daoud Yacoub
Campinas
2019
Agência(s) de fomento e nº(s) de processo(s): Não se aplica. 
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Elizangela Aparecida dos Santos Souza - CRB 8/8098
    
  Silva, Diogo Carvalho de Souza e, 1990-  
 Si38s SilUm simulador generalizado de canais de desvanecimento / Diogo Carvalho
de Souza e Silva. – Campinas, SP : [s.n.], 2019.
 
   
  SilOrientador: Michel Daoud Yacoub.
  SilDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade
de Engenharia Elétrica e de Computação.
 
    
  Sil1. Sistemas de comunicação sem fio. 2. Canal em desvanecimento. 3.
Modelos estatísticos. 4. Métodos de simulação. I. Yacoub, Michel Daoud,
1955-. II. Universidade Estadual de Campinas. Faculdade de Engenharia
Elétrica e de Computação. III. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: A comprehensive fading channel simulator
Palavras-chave em inglês:
Wireless communication systems
Fading channels
Statistical models
Simulation methods
Área de concentração: Telecomunicações e Telemática
Titulação: Mestre em Engenharia Elétrica
Banca examinadora:
Michel Daoud Yacoub [Orientador]
José Antonio Martins
Gustavo Rodrigues de Lima Tejerina
Data de defesa: 28-01-2019
Programa de Pós-Graduação: Engenharia Elétrica
Powered by TCPDF (www.tcpdf.org)
COMISSÃO JULGADORA - DISSERTAÇÃO DE MESTRADO
Candidato: Diogo Carvalho de Souza e Silva RA: 152178
Data da Defesa: 28 de janeiro de 2019
Título da Tese: “Um Simulador Generalizado de Canais de Desvanecimento”
Prof. Dr. Michel Daoud Yacoub (Presidente, FEEC/UNICAMP)
Dr. José Antonio Martins (/Consultoria)
Dr. Gustavo Rodrigues de Lima Tejerina (/UNICAMP)
A ata de defesa, com as respectivas assinaturas dos membros da Comissão Julgadora,
encontra-se no processo de vida acadêmica do aluno.
Dedico esta dissertação à minha família e amigos.
Agradecimentos
Agradeço,
À minha esposa Vívian Aguiar Paiva por seu amor, carinho, todo apoio e incentivo
ao longo do período de elaboração desta dissertação.
Aos meus pais Teresa Cristina de Souza e José Renato Guimarães Gomes pela
sólida formação dada até à minha juventude, que me proporcionou a continuidade nos
estudos até à chegada a este mestrado, os meus eternos agradecimentos.
Ao meu orientador, Professor Dr. Michel Daoud Yacoub, pela oportunidade con-
cedida, pelo apoio e confiança.
Aos colegas Dr. Thiago Alencar Moreira de Bairros, Dr. Iury Bertollo Gomes Pôrto
e M. Sc. Marcelo Bertolani Loscilia pelas discussões e sugestões, que ajudaram a melhorar
o trabalho proposto.
Resumo
Esta dissertação apresenta como contribuição fundamental um simulador generalizado
de canais de desvanecimento de curto prazo. O simulador gera um sinal bivariável cor-
relacionado construído a partir do modelo físico do Processos Quadratura 𝜇 Tipo I. A
construção do simulador a partir do referido processo requer a solução de duas questões: a
perda da informação de sinal das amostras e a incapacidade de geração de amostras para
𝜇 fracionários. Com o objetivo de recuperar o sinal das amostras geradas, foi proposta
a utilização de um método de estimação do sinal por meio de uma cadeia de Markov.
Para a questão de geração de 𝜇 fracionários, foi proposto um método de preenchimento
de zeros das amostras que leva a resultados bastante satisfatórios. Foi proposta ainda a
utilização da decomposição de Cholesky para a inserção da correlação entre as amostras
das variáveis aleatórias. O simulador proposto constitui uma ferramenta poderosa para o
estudo de sistemas de comunicação sem fio de uma forma geral.
Palavras-chaves: Simulador generalizado; Processo Quadratura 𝜇 Tipo I; Estimação
do sinal; 𝜇 fracionário; Amostras correlacionadas; Cadeia de Markov; Preenchimento de
zeros; Decomposição de Cholesky.
Abstract
This dissertation presents as fundamental contribution a comprehensive simulator of
short-term fading. The simulator generates a correlated bivariate signal constructed from
the physical model of the Quadrature 𝜇 Processes Type I. The construction of the simu-
lator from the said process requires the solution of two questions: loss of sign information
of the samples and the inability to generate samples for fractional 𝜇. In order to recover
the sign of the generated samples, it was proposed to use a method of sign estimation by
means of a Markov chain. For the generation of fractional 𝜇, a method of zero padding
has been proposed which leads to quite satisfactory results. It was also proposed the use
of Cholesky decomposition to insert the correlation between samples of the random vari-
ables. The proposed simulator is a powerful tool for the study of wireless communication
systems in general.
Keywords: Comprehensive simulator; Quadrature 𝜇 Processes Type I; Sign estimation;
fractional 𝜇; Correlated samples; Markov Chain; Zero padding; Cholesky decomposition.
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1 Introdução
1.1 Contextualização do Tema Desvanecimento
O desvanecimento em um canal rádio móvel ocorre quando uma ou mais versões
do sinal transmitido são percebidas por um receptor em diferentes instantes de tempo
ou espaço. A composição do sinal recebido, a partir de versões atrasadas do sinal trans-
mitido, resulta em variações intensas na envoltória e na fase deste sinal. Este fenômeno
ocorre devido às múltiplas reflexões, difrações e espalhamentos sofridos pelo sinal em seu
ambiente de propagação. Outros fatores também influenciam diretamente nas variações
da envoltória e da fase do sinal recebido, tais como presença de linha de visada, clusters
de multipercurso, desbalanceamento de potência e não-linearidades do meio. Além disso,
o movimento relativo entre o transmissor e o receptor resulta em variações aleatórias na
frequência do sinal devido aos diferentes deslocamentos Doppler percebidos em cada uma
das componentes de multipercurso. Devido à natureza aleatória destes fenômenos, o canal
rádio móvel é modelado estatisticamente, uma vez que uma descrição matemática exata
do sinal recebido incorreria em um modelo de alta complexidade e de escopo reduzido.
Em uma modelagem estatística do canal rádio móvel, a envoltória e a fase são
representadas por variáveis aleatórias, cujas distribuições descrevem como essas grandezas
se comportam. Diversas distribuições foram propostas na literatura com o objetivo de
modelar cada um dos possíveis fenômenos citados acima. A primeira distribuição proposta
para descrever os efeitos do desvanecimento do canal foi a distribuição Rayleigh [1]. Neste
modelo, o sinal recebido é composto exclusivamente de ondas refletidas com amplitudes
equivalentes que chegam ao receptor por todas as direções com probabilidades iguais. O
modelo Rayleigh é o mais simples e os demais modelos se reduzem a ele em condições
particulares. A distribuição Rice descreve o sinal na presença de linha de visada [2]. A
distribuição Nakagami-m representa o sinal na ocorrência de clusters de multipercurso [3].
A distribuição Hoyt caracteriza o sinal com desbalanceamento de potência ou correlação
entre as componentes em fase e em quadratura [4]. Por fim, a distribuição Weibull descreve
os efeitos da não-linearidade do meio sobre o sinal [5]. Recentemente foram propostas novas
distribuições que combinam dois ou mais fenômenos simultaneamente, como exemplo é
possível citar as distribuições 𝛼-𝜇 [6], 𝜅-𝜇, 𝜂-𝜇 [7], 𝛼-𝜂-𝜇, 𝛼-𝜅-𝜇 [8] e 𝛼-𝜅-𝜂-𝜇 [9]. Por serem
mais gerais e flexíveis estas novas distribuições contemplam uma gama maior de situações
práticas do que os modelos que as precedem. Em particular, a 𝛼-𝜅-𝜂-𝜇 contempla todos
os modelos de desvanecimento conhecidos na literatura.
Todas essas distribuições recentes têm em comum a modelagem do fenômeno de
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cluster de multipercurso por meio do parâmetro 𝜇. O parâmetro 𝜇 deriva do processo
quadratura que é utilizado para modelar as componentes em fase e em quadratura que
compõem o sinal complexo. Formalmente, este processo recebe o nome de Processo Qua-
dratura 𝜇 [10] e a partir de sua definição, é possível distinguir em processo Tipo I e
Tipo II. O Processo Quadratura 𝜇 Tipo I possui média nula e é a base dos modelos 𝛼-𝜇,
𝜂-𝜇 e 𝛼-𝜂-𝜇. O Processo Quadratura 𝜇 Tipo II possui média não-nula e é a base dos
modelos 𝜅-𝜇, 𝛼-𝜅-𝜇 e 𝛼-𝜅-𝜂-𝜇. O Processo Quadratura 𝜇 foi inicialmente proposto para
representar o modelo complexo do sinal Nakagami-m e a sua definição é um subproduto
do desenvolvimento teórico das distribuições de envoltória e fase para este modelo [11].
Este desenvolvimento é baseado na distribuição conjunta envoltória-envoltória do modelo
Nakagami-m bivariável proposto por Nakagami. A partir do modelo bivariável correlaci-
onado também proposto por Nakagami é possível derivar ainda a versão correlacionada
do Processo Quadratura 𝜇.
1.2 Contextualização do Tema Simuladores
O primeiro modelo de desvanecimento baseado na interação entre múltiplas ondas
foi proposto por J. F. Ossanna em 1964 [12]. Neste, considera-se um veículo se deslocando
em um ambiente com refletores verticais aleatoriamente distribuídos. O modelo proposto
por Ossanna é essencialmente um modelo de reflexões, cujas ondas incidentes e ondas
refletidas geram um padrão de onda estacionária. Como observado pelo próprio Ossana,
o modelo se mostrou inflexível em áreas urbanas, além de não representar corretamente
a densidade espectral do sinal recebido em determinadas faixas de frequência. Um mo-
delo mais flexível foi proposto por R. H. Clarke em 1968 [13]. Diferentemente do modelo
de Ossanna, Clarke propôs um modelo de espalhamento. Neste, o sinal recebido é com-
posto pelas inúmeras ondas espalhadas no ambiente que chegam ao receptor em ângulos
aleatórios e com fases independentes e distribuídas uniformemente entre [0, 2𝜋). O ar-
tigo demonstra que o modelo resulta em uma envoltória cuja distribuição é descrita pelo
processo Rayleigh e com fase uniformemente distribuída. Em 1972, M. J. Gans aplicou
os resultados de Rice ao modelo de Clarke realizando uma análise espectral do modelo
considerando diferentes antenas.
O modelo de espalhamento proposto por Clarke, e revisitado por Gans, foi utilizado
como referência no desenvolvimento de simuladores de canais com desvanecimento que são
amplamente utilizados até os dias de hoje. O primeiro simulador foi proposto por W. C.
Jakes em 1974 e é baseado na geração de amostras aleatórias no domínio do tempo por
meio da associação de diversos osciladores de baixa frequência [14]. Um ano depois, J.
I. Smith propôs uma abordagem diferente, ao gerar as amostras aleatórias no domínio
da frequência e ao transportá-las para o domínio do tempo por meio da transformada
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discreta de Fourier inversa [15]. Desde então, grande parte dos trabalhos desenvolvidos
nessa área visam contornar limitações ou aumentar a eficiência desses simuladores. Um
dos trabalhos mais importantes contendo melhorias no simulador de Jakes foi proposto
por Y. R. Zheng em 2003 [16]. As alterações propostas por Zheng solucionam a principal
limitação desse simulador que é a característica de não-estacionaridade no sentido amplo.
O trabalho mais relevante contendo melhorias no simulador de Smith foi proposto por
D. J. Young em 2000 [17]. Neste trabalho, Young propõe uma simplificação no simulador
de Smith visando diminuir o seu esforço computacional. Por fim, Young ainda compara
os resultados obtidos pelo simulador proposto com o simulador de Jakes. O simulador de
Smith modificado por Young se mostrou mais eficiente e apresentou maior acurácia na
geração das amostras. Um outro trabalho relevante a partir do simulador de Smith foi
proposto por J. E. Vargas em 1998 [18], em que foi desenvolvido um simulador completo
para análise de desempenho de sistemas CDMA.
Cabe ressaltar que ambos os simuladores, em seus formatos originais, foram idea-
lizados para gerar amostras de envoltória de um processo Rayleigh. Para que seja possível
gerar amostras de outros processos, faz-se necessário adequar o formato original dos si-
muladores aos processos desejados. Em [19], o autor propôs uma alteração no simulador
de amostras no domínio da frequência com o objetivo de gerar amostras de um processo
Rice. A alteração consiste em adicionar um valor médio às componentes em fase e em
quadratura. Foi proposto ainda a geração de amostras de um processo 𝜅-𝜇 a partir da
combinação de 𝜇 geradores Rice. Por fim, o autor gera amostras do processo Nakagami-m
a partir da particularização do simulador 𝜅-𝜇 fazendo 𝜅 = 0 e 𝜇 = m. Em [20], o autor
também propõe um gerador de amostras do processo 𝜅-𝜇. O diferencial deste simulador
com relação ao anterior é o tratamento do sinal das amostras das componentes em fase
e em quadratura. As estatísticas de fase calculadas a partir das amostras geradas pelo
modelo proposto apresentaram boa aderência com às curvas teóricas do processo 𝜅-𝜇 em
dois principais cenários: quando a função densidade de probabilidade de fase apresenta
quatro lóbulos simétricos ou dois lóbulos simétricos e dominantes. Em [21], o autor propôs
um novo método para estimação do sinal das amostras das componentes em fase e em
quadratura do processo 𝜅-𝜇. Neste novo método, o sinal das amostras é estimado a partir
de uma cadeia de Markov, em que cada estado é definido pela combinação dos sinais das
amostras das componentes em fase e em quadratura. Ademais, as probabilidades de tran-
sição entre os estados são definidas a partir da função densidade de probabilidade teórica
destas componentes. As estatísticas de fase calculadas a partir das amostras geradas pelo
novo modelo proposto apresentaram boa aderência com às curvas teóricas do processo
𝜅-𝜇 em todos os cenários analisados.
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1.3 Proposta e Contribuições do Trabalho
Com base no horizonte exposto, os principais objetivos do projeto de pesquisa
estão indicados a seguir.
1.3.1 Proposta de um Simulador Generalizado de Canais de Desvanecimento
O projeto de pesquisa contempla a proposta de um simulador generalizado de ca-
nais de desvanecimento de curto prazo. O simulador em seu formato original gera um sinal
bivariável correlacionado, que deriva do Processo Quadratura 𝜇 Tipo I. A utilização deste
processo na descrição das variáveis aleatórias do simulador incorre em ao menos duas li-
mitações. A primeira limitação diz respeito a perda de informação de sinal das amostras,
que serão sempre positivas dada a formulação do modelo físico. A segunda limitação diz
respeito a incapacidade de geração de amostras para 𝜇 fracionários. Para que o simulador
se torne o mais abrangente possível se faz necessário contornar tais limitações. Com esse
objetivo, será proposto a utilização de método para a estimação do sinal das amostras
por meio de uma cadeia de Markov. Este método possibilitará a análise das estatísticas
de fase de sinais complexos, desde que as funções densidade probabilidade teóricas das
componentes sejam conhecidas. Será proposta ainda um método de preenchimento de ze-
ros das amostras que permitirá simular valores de 𝜇 fracionários. Por fim, será proposto
a utilização da Decomposição de Cholesky para inserir correlação entre as amostras das
variáveis aleatórias de forma a reproduzir um sinal bivariável correlacionado. Inicialmente,
os resultados obtidos pelo simulador serão confrontados com as estatísticas de primeira
e segunda ordem do Processo Quadratura 𝜇 Tipo I descorrelacionado e as estatísticas
de primeira ordem do Processo Quadratura 𝜇 Tipo I correlacionado. Por fim, os resulta-
dos obtidos pelo simulador serão confrontados com as estatísticas de primeira ordem do
Processo Complexo 𝜂-𝜇 correlacionado. Embora a aplicação neste trabalho ficou restrita
aos processos Quadratura 𝜇 Tipo I e 𝜂-𝜇, o simulador pode ser facilmente adaptado para
quaisquer outros tipos de canais.
1.3.2 Contribuições do Projeto de Pesquisa
O simulador generalizado de canais de desvanecimento proposto é baseado na téc-
nica de geração de amostras no domínio da frequência e posterior conversão para o domínio
do tempo. O simulador em seu formato original gera um sinal bivariável correlacionado
construído a partir do modelo físico do Processo Quadratura 𝜇 Tipo I. Para contornar
a limitação de perda do sinal das amostras foi utilizado o método de estimação do sinal
proposto em [21]. Este método foi desenvolvido no contexto da geração de amostras do
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processo 𝜅-𝜇. A partir desta base foi desenvolvido um método para a geração de amos-
tras para 𝜇 fracionários a partir do preenchimento de zeros. Este método é totalmente
novo e consiste em adicionar um termo ao somatório definido no modelo físico e pre-
encher com zeros uma fração do total de amostras deste termo adicional do somatório.
Foi proposto ainda a utilização da Decomposição Cholesky para a inserção da correlação
entre as amostras das variáveis aleatórias. O desenvolvimento de um simulador generali-
zado constituirá uma nova ferramenta para o estudo dos novos processos, tais como 𝛼-𝜇,
𝜅-𝜇, 𝜂-𝜇, 𝛼-𝜂-𝜇, 𝛼-𝜅-𝜇 e 𝛼-𝜅-𝜂-𝜇. Este estudo será possível a partir da particularização
da estrutura do simulador proposto para o processo que se deseja simular. O simulador
permitirá a validação das estatísticas de fase desses processos. Ademais, a simulação de
processos correlacionados e de 𝜇 fracionário resultará em uma maior flexibilidade ao si-
mulador. Essa flexibilidade adicional possibilitará ainda o estudo e a análise de canais de
desvanecimento mais próximos de cenários reais, uma vez que as estatísticas extraídas de
medidas em campo apresentam maior correlação com curvas teóricas para valores de 𝜇
não inteiros.
1.4 Estrutura do Trabalho
O presente trabalho está estruturado como se segue. O Capítulo 1 apresenta uma
breve contextualização sobre o fenômeno de desvanecimento em um canal rádio móvel e
sobre simuladores que emulam o impacto deste fenômeno sobre um sinal transmitido por
este canal. O Capítulo 2 apresenta o desenvolvimento teóricos dos processos Quadratura
𝜇 Tipo I, Quadratura 𝜇 Tipo I Correlacionado e 𝜂-𝜇 Correlacionado. As curvas teóricas
das funções densidade de probabilidade desenvolvidas neste capítulo serão confrontadas
com as estatísticas extraídas das amostras geradas pelo simulador proposto no contexto
deste trabalho. O Capítulo 3 apresenta a estrutura de um simulador construído a partir
de um modelo bivariável correlacionado, detalhando cada um dos blocos funcionais que
compõem este simulador. No Capítulo 4 o simulador é particularizado para a geração
de amostras dos processos Quadratura 𝜇 Tipo I, Quadratura 𝜇 Tipo I Correlacionado e
𝜂-𝜇 Correlacionado e os resultados obtidos por este simulador são confrontados com as
curvas teóricas dos respectivos processos. O Capítulo 5 apresenta as conclusões finais e as
sugestões para trabalhos futuros.
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2 Processo Quadratura 𝜇 Tipo I Revisitado
O objetivo deste capítulo é revisitar o desenvolvimento teórico dos processos Qua-
dratura 𝜇 Tipo I, Quadratura 𝜇 Tipo I Correlacionado e 𝜂-𝜇 Correlacionado. As curvas
teóricas das funções densidade de probabilidade indicadas neste capítulo serão confron-
tadas com as estatísticas extraídas das amostras geradas pelo simulador generalizado de
canais de desvanecimento desenvolvido neste trabalho.
2.1 Processo Quadratura 𝜇 Tipo I
Um fenômeno comum para todos os modelos de desvanecimento baseados em en-
voltória é o de clusters de multipercurso modelados por meio do parâmetro 𝜇. O parâmetro
𝜇 deriva do processo quadratura que é utilizado para modelar as componentes em fase
e em quadratura que compõem o sinal complexo. Formalmente esse processo recebe dois
nomes distintos Processo Quadratura 𝜇 Tipo I (P𝜇1) e Tipo II (P𝜇2) [10]. O Processo P𝜇1
possui média nula e é a base dos processos sem linha de visada ou componente dominante.
O Processo P𝜇2 possui média não-nula e é a base dos processos com linha de visada ou
componente dominante. O objetivo final deste trabalho é confrontar os resultados obtidos
pelo simulador com as curvas teóricas dos processos P𝜇1 e 𝜂-𝜇 complexo correlacionado.
Por esse motivo, apenas o Processo P𝜇1 será abordado no contexto do trabalho.
O modelo físico do Processo P𝜇1 é definido por uma variável aleatória 𝑍 tal que
𝑍2 =
𝜇∑︁
𝑖=1
𝑍2𝑖 , (2.1)
em que 𝑍𝑖 são variáveis aleatórias Gaussianas independentes com média zero e variância
𝜎2 e 𝜇 é o número de clusters de multipercurso.
A função densidade de probabilidade marginal 𝑓𝑧(𝑧) é dada por
𝑓𝑍 (𝑧) =
𝜇𝜇/2 |𝑧|𝜇−1
Ω𝜇/2Γ (𝜇/2) exp
(︃
−𝜇 𝑧
2
Ω
)︃
, −∞ < 𝑧 <∞ , (2.2)
em que 𝜇 > 0 é o número de clusters de multipercurso, Ω é o parâmetro de escala e Γ(·)
é a função Gamma [22, eq. (6.1.1)].
As estatísticas de segunda ordem deste processo também serão utilizadas para
validar os resultados obtidos pelo simulador. Desta forma, as estatísticas extraídas a
partir das amostras geradas pelo simulador serão confrontadas com as curvas teóricas das
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Taxa de cruzamento de nível 𝑁(𝜌) e o Tempo médio de desvanecimento 𝑇 (𝜌). A Taxa de
cruzamento de nível 𝑁(𝜌) [10] é dada por
𝑁 (𝜌) =
⎯⎸⎸⎷−?¨? (0)
2𝜋𝜇
(𝜇/2)𝜇/2 |𝜌|𝜇−1
Γ (𝜇/2) exp
(︃
−𝜇 𝜌
2
2
)︃
,−∞ < ?˙? <∞ , (2.3)
e o Tempo médio de desvanecimento 𝑇 (𝜌) [10] é dado por
𝑇 (𝜌) =
𝑢 (𝜌)− 𝑠𝑔𝑛(𝜌)
⎡⎣𝛾(︁𝜇2 ,𝜇 𝜌22 )︁
2Γ(𝜇2 )
⎤⎦
√︂
−?¨?(0)
2𝜋𝜇
(𝜇/2)𝜇/2|𝜌|𝜇−1
Γ(𝜇/2) exp
(︁
−𝜇 𝜌22
)︁ ,−∞ < ?˙? <∞ , (2.4)
em que ?¨? (0) é a derivada segunda da função de autocorrelação do processo no ponto zero,
𝑢 (·) é a função degrau [22, eq. (29.1.3)], 𝑠𝑔𝑛 (·) é a função sinal (𝑠𝑔𝑛 (𝑧) = 0, +1, −1,
para 𝑧 = 0, 𝑧 > 0, 𝑧 < 0, respectivamente), 𝛾 (·, ·) é a função Gamma incompleta [22, eq.
(6.5.2)], e 𝜌 é a envoltória normalizada tal que 𝑃 = 𝑍/
√︁
Ω/2. O atributo de ?¨? (·) pode
ser tempo, espaço, ou frequência. Para um ambiente isotrópico e considerando o tempo
tem-se ?¨? (0) = −2𝜋2𝑓 2𝑚 e 𝑓𝑚 é o desvio Doppler máximo.
Nas Figuras 1, 2 e 3 são ilustradas as curvas teóricas para a função densidade de
probabilidade marginal 𝑓𝑍 (𝑧), a taxa de cruzamento de nível 𝑁 (𝜌) e o tempo médio de
desvanecimento 𝑇 (𝜌), respectivamente.
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Figura 2 – Taxa de Cruzamento de Nível 𝑁 (𝜌) do processo 𝜇 Tipo I
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Figura 1 – Função Densidade de Probabilidade Marginal 𝑓𝑍 (𝑧) do processo 𝜇 Tipo I
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Figura 3 – Tempo Médio de Desvanecimento 𝑇 (𝜌) do processo 𝜇 Tipo I
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2.2 Processo Quadratura 𝜇 Tipo I Correlacionado
O Processo Quadratura 𝜇 Tipo I Correlacionado é um processo bivariável que con-
sidera um ambiente sem linha de visada ou componente dominante e com a presença de
clusters de multipercurso. Este processo considera ainda que as duas variáveis apresen-
tam correlação entre as amostras modeladas pelo parâmetro de correlação 𝜆. O Processo
Quadratura 𝜇 foi inicialmente proposto para representar o modelo complexo do sinal
Nakagami−m e a sua definição é um subproduto do desenvolvimento teórico das distri-
buições de envoltória e fase para este modelo [11]. Este desenvolvimento é baseado na
distribuição conjunta envoltória-envoltória do modelo Nakagami−m bivariável correlaci-
onado proposto por Nakagami [23].
As estatísticas de primeira ordem do Processo Quadratura 𝜇 Tipo I Correlacio-
nado serão utilizadas para validar os resultados obtidos pelo simulador. Desta forma, as
estatísticas extraídas a partir das amostras geradas pelo simulador serão confrontadas
com os resultados teóricos da função densidade de probabilidade conjunta 𝑓𝑍1,𝑍2(𝑧1, 𝑧2)
(2.5) [23], que é dada por
𝑓𝑍1,𝑍2(𝑧1, 𝑧2) =
𝜇1+
𝜇
2 𝜆1−
𝜇
2 |𝑧1𝑧2|𝜇2
(1− 𝜆2)(Ω1Ω2) 12(1+
𝜇
2 )Γ
(︁
𝜇
2
)︁ exp [︃−𝜇𝑧12Ω2 + 𝑧22Ω1 − 2𝑧1𝑧2𝜆√Ω1Ω2(1− 𝜆2)Ω1Ω2
]︃
×I𝜇
2−1
[︃
2𝜇𝜆|𝑧1𝑧2|√
Ω1Ω2(1− 𝜆2)
]︃
sech
[︃
2𝜇𝜆|𝑧1𝑧2|√
Ω1Ω2(1− 𝜆2)
]︃
,
−∞ < 𝑧1, 𝑧2 <∞ , (2.5)
em que 𝜇 > 0 é o número de clusters de multipercurso, 𝜆 é o parâmetro de correlação,
Ω1 e Ω2 são os parâmetros de escala, Γ(·) é a função Gamma [22, eq. (6.1.1)], e 𝐼𝑣(·) é a
função de Bessel modificada de primeira espécie e ordem 𝑣 [22, eq. (9.6.16)].
Nas Figuras 4 e 5 são ilustradas as curvas teóricas para a função densidade de
probabilidade conjunta 𝑓𝑍1,𝑍2(𝑧1, 𝑧2).
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𝜇 = 1 𝜇 = 2.25
𝜇 = 3.5 𝜇 = 5
Figura 4 – Função Densidade de Probabilidade Conjunta 𝑓𝑍1,𝑍2(𝑧1, 𝑧2) do processo 𝜇 Tipo
I para 𝜆 = 0
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𝜇 = 1 𝜇 = 2.25
𝜇 = 3.5 𝜇 = 5
Figura 5 – Função Densidade de Probabilidade Conjunta 𝑓𝑍1,𝑍2(𝑧1, 𝑧2) do processo 𝜇 Tipo
I para 𝜆 = +0, 9
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𝜇 = 1 𝜇 = 2.25
𝜇 = 3.5 𝜇 = 5
Figura 6 – Função Densidade de Probabilidade Conjunta 𝑓𝑍1,𝑍2(𝑧1, 𝑧2) do processo 𝜇 Tipo
I para 𝜆 = −0, 9
2.3 Processo 𝜂-𝜇 Correlacionado
O processo 𝜂-𝜇 Correlacionado é um processo bivariável que modela um sinal
complexo composto por Ž = 𝑋 + 𝑗𝑌 . O processo 𝜂-𝜇 considera um ambiente com a
presença de clusters de multipercurso modelado pelo parâmetro 𝜇 e desbalanceamento
de potência entre as componentes em fase e em quadratura modelado pelo parâmetro 𝜂.
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Este processo considera ainda que as componentes em fase e em quadratura apresentam
correlação entre as amostras modeladas pelo parâmetro de correlação 𝜆. O Processo 𝜂-𝜇
Correlacionado foi proposto por Loscilia [24] a partir do Processo Quadratura 𝜇 Tipo I
Correlacionado apresentado na Seção 2.2.
A função densidade de probabilidade conjunta 𝑓𝑋,𝑌 (𝑥, 𝑦) pode ser obtida a partir
da Equação (2.5), fazendo-se 𝑋 = 𝑍1, 𝑌 = 𝑍2, 𝜇 = 2𝜇 e 𝜂 = Ω1/Ω2 = Ω𝑋/Ω𝑌 . Isso
resulta em
𝑓𝑋,𝑌 (𝑥, 𝑦) =
(1 + 𝜂)1+𝜇𝜇1+𝜇𝜆1−𝜇|𝑥𝑦|𝜇
(1− 𝜆2)𝜂 12 (1+𝜇)Ω(1+𝜇)Γ(𝜇) exp
[︃
−𝜇(1 + 𝜂)(𝑥
2 + 𝑦2𝜂 − 2𝑥𝑦𝜆√𝜂)
(1− 𝜆2)𝜂Ω
]︃
×I𝜇−1
[︃
2𝜇𝜆|𝑥𝑦|(1 + 𝜂)
(1− 𝜆2)√𝜂Ω
]︃
sech
[︃
2𝜇𝜆|𝑥𝑦|(1 + 𝜂)
(1− 𝜆2)√𝜂Ω
]︃
,
−∞ < 𝑥, 𝑦 <∞ , (2.6)
em que 𝜇 > 0 é o número de clusters de multipercurso, 𝜆 é o parâmetro de correlação, Ω
é o parâmetro de escala, 𝜂 é razão entre as potências fase e quadratura, Γ(·) é a função
Gamma [22, eq. (6.1.1)], e 𝐼𝑣(·) é a função de Bessel modificada de primeira espécie e
ordem 𝑣 [22, eq. (9.6.16)].
Aplicando a transformação de variável 𝑋 = 𝑅 cosΘ e 𝑌 = 𝑅 sinΘ na Equação
(2.6) é possível se obter a função densidade de probabilidade conjunta envoltória-fase,
𝑓𝑅,Θ(𝑟, 𝜃), que é dada por
𝑓𝑅,Θ(𝑟, 𝜃) =
(1 + 𝜂)1+𝜇𝜇1+𝜇𝜆1−𝜇𝑟1+2𝜇|sen(2𝜃)|𝜇
(1− 𝜆2)2𝜇𝜂 12 (1+𝜇)Ω(1+𝜇)Γ(𝜇)
× exp
{︃
−𝜇𝑟
2(1 + 𝜂)[cos2(𝜃) + sen2(𝜃)𝜂 −√𝜂𝜆sen(2𝜃)]
(1− 𝜆2)𝜂Ω
}︃
×I𝜇−1
[︃
𝜇𝜆𝑟2|sen(2𝜃)|(1 + 𝜂)
(1− 𝜆2)√𝜂Ω
]︃
sech
[︃
𝜇𝜆𝑟2|sen(2𝜃)|(1 + 𝜂)
(1− 𝜆2)√𝜂Ω
]︃
,
0 < 𝑟 <∞,−𝜋 < 𝜃 < 𝜋. (2.7)
Aplicando a transformação de variável P = 𝑅/
√
Ω na Equação (2.7) é possível
se obter a função densidade de probabilidade conjunta envoltória-fase com a envoltória
normalizada, 𝑓P,Θ(𝜌, 𝜃), que é definida por
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𝑓P,Θ(𝜌, 𝜃) =
(1 + 𝜂)1+𝜇𝜇1+𝜇𝜆1−𝜇𝜌1+2𝜇|sen(2𝜃)|𝜇
(1− 𝜆2)2𝜇𝜂 12 (1+𝜇)Γ(𝜇)
× exp
{︃
−𝜇𝜌
2(1 + 𝜂)[cos2(𝜃) + sen2(𝜃)𝜂 −√𝜂𝜆sen(2𝜃)]
(1− 𝜆2)𝜂
}︃
×I𝜇−1
[︃
𝜇𝜆𝜌2|sen(2𝜃)|(1 + 𝜂)
(1− 𝜆2)√𝜂
]︃
sech
[︃
𝜇𝜆𝜌2|sen(2𝜃)|(1 + 𝜂)
(1− 𝜆2)√𝜂
]︃
,
0 < 𝜌 <∞,−𝜋 < 𝜃 < 𝜋. (2.8)
A partir da integração da função 𝑓P,Θ(𝜌, 𝜃) em relação a fase é possível se obter
a função densidade de probabilidade marginal de envoltória normalizada 𝑓P(𝜌), conforme
demonstrado em
𝑓P(𝜌) =
∫︁ 𝜋
−𝜋
𝑓P,Θ(𝜌, 𝜃)𝑑𝜃, 0 < 𝜌 <∞. (2.9)
Em [24] o autor demonstra a equivalência entre a integral definida na Equação
(2.9) e a Equação (2.10), definindo assim, uma fórmula fechada para o cálculo da função
densidade de probabilidade marginal de envoltória normalizada 𝑓P(𝜌), conforme demons-
trado em
𝑓P(𝜌) =
4
√
𝜋𝜇𝜇+
1
2ℎ𝜇𝜌2𝜇
Γ(𝜇)𝐻𝜇− 12
exp
(︁
−2𝜇ℎ𝜌2
)︁
I𝜇− 12
(︁
2𝜇𝐻𝜌2
)︁
(2.10)
em que
ℎ = 2 + 𝜂
−1 + 𝜂
4
1
1− 𝜆2 (2.11)
e
𝐻 = 𝜂
−1 + 𝜂
4
√︁
4𝜂𝜆2 + (𝜂 − 1)2
(1− 𝜆2)(𝜂 − 1) . (2.12)
De forma análoga, integrando-se a função 𝑓P,Θ(𝜌, 𝜃) em relação a envoltória é
possível se obter a função densidade de probabilidade marginal de fase 𝑓Θ(𝜃), conforme
demonstrado em
𝑓Θ(𝜃) =
∫︁ ∞
0
𝑓P,Θ(𝜌, 𝜃)𝑑𝜌, −𝜋 < 𝜃 < 𝜋. (2.13)
Em [24] o autor demonstra a equivalência entre a integral definida na Equação
(2.13) e a Equação (2.14), definindo assim, uma fórmula fechada para o cálculo da função
densidade de probabilidade marginal de fase 𝑓Θ(𝜃).
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𝑓Θ(𝜃) =
(1− 𝜆2)𝜇
(4|𝜇|)2𝜇√𝜋Γ(𝜇)|sen(2𝜃)|
∞∑︁
𝑘=0
Γ(𝑘 + 𝜇+ 12)
𝑘!16𝑘
×
[︃
𝜁
(︃
2𝑘 + 2𝜇, 14 +
sen2(𝜃𝜂) + cos2(𝜃)−√𝜂𝜆sen(2𝜃)
4|sen(2𝜃)||𝜆|√𝜂
)︃
− 𝜁
(︃
2𝑘 + 2𝜇, 34 +
sen2(𝜃𝜂) + cos2(𝜃)−√𝜂𝜆sen(2𝜃)
4|sen(2𝜃)||𝜆|√𝜂
)︃]︃
, (2.14)
em que 𝜁 (𝑠, 𝑎) é a função Zeta de Hurwitz [25, eq. (9.521.1)]
Nas Figuras 7 e 8 são ilustradas as curvas teóricas para a função densidade de
probabilidade da envoltória normalizada 𝑓P(𝜌) e a função densidade de probabilidade da
fase 𝑓Θ(𝜃), respectivamente.
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;
0 1 2 3 4 5
f  P
(;)
0
0.55
1.1
1.65
2.2
2.75
7 = 1.00, 6 = 0.0, 2 = 1.0
7 = 2.25, 6 = 0.0, 2 = 1.0
7 = 5.00, 6 = 0.0, 2 = 1.0
;
0 1 2 3 4 5
f  P
(;)
0
0.5
1
1.5
2
2.5
7 = 1.00, 6 = 0.5, 2 = 1.0
7 = 2.25, 6 = 0.5, 2 = 1.0
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7 = 5.00, 6 = 0.8, 2 = 1.0
Figura 7 – Função Densidade de Probabilidade da Envoltória Normalizada 𝑓P(𝜌) do pro-
cesso 𝜂-𝜇
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Figura 8 – Função Densidade de Probabilidade da Fase 𝑓Θ(𝜃) do processo 𝜂-𝜇
2.4 Conclusão
Neste capítulo, foi apresentado o desenvolvimento teóricos dos processos Quadra-
tura 𝜇 Tipo I, Quadratura 𝜇 Tipo I Correlacionado e 𝜂-𝜇 Correlacionado. As curvas
Capítulo 2. Processo Quadratura 𝜇 Tipo I Revisitado 33
teóricas das funções densidade de probabilidade apresentadas neste capítulo serão con-
frontadas com os resultados obtidos pelo simulador.
34
3 Simulador Generalizado de Canais de Des-
vanecimento
O objetivo deste capítulo é introduzir a estrutura completa do simulador gene-
ralizado de canais de desvanecimento desenvolvido neste trabalho. Será apresentado o
diagrama em blocos do simulador bivariável correlacionado, dando ênfase aos blocos fun-
cionais do simulador, sem particularizá-los para nenhum processo.
3.1 Simulador Generalizado
O simulador generalizado de canais de desvanecimento proposto neste trabalho
é baseado no simulador idealizado por Smith [15]. De forma geral, o simulador gera um
conjunto de amostras aleatórias no domínio da frequência que são filtradas por um filtro de
forma Doppler e depois transportadas para o domínio do tempo através da transformada
discreta de Fourier inversa. O simulador, em seu formato original, é apenas capaz de gerar
amostras da envoltória de um processo Rayleigh. Para obter amostras de outros processos,
faz-se necessário adequar o simulador ao modelo físico desejado.
Como o objetivo final deste trabalho é confrontar a simulação com as curvas teóri-
cas das estatísticas de primeira ordem do Processo Complexo 𝜂-𝜇 correlacionado, o modelo
físico do simulador generalizado será adaptado para tal. O Processo 𝜂-𝜇 correlacionado é
um processo complexo que apresenta desbalanceamento de potência entre as componentes
em fase e quadratura, modelado pelo parâmetro 𝜂, e cluster de multipercurso dado pelo
parâmetro 𝜇. Ademais, as componentes em fase e quadratura do processo são correlacio-
nadas e esta é modelada pelo parâmetro 𝜆.
O fenômeno de cluster de multipercurso pode ser incorporado ao simulador por
meio dos modelos físicos dos processos Quadratura 𝜇 Tipo I ou Tipo II. Os modelos físicos
destes processos se diferenciam apenas em seus valores médios e a escolha do modelo físico
depende apenas do processo que se deseja modelar. Dado que as componentes em fase e
quadratura do Processo 𝜂-𝜇 complexo possuem valor médio nulo, as variáveis aleatórias
do simulador serão modeladas pelo processo P𝜇1. Como deseja-se simular um sinal com-
plexo que possua duas variáveis correlacionadas, o modelo físico escolhido é do Processo
P𝜇1 bivariável correlacionado. Isto implica que o simulador gera um modelo bivariável
em que cada uma das variáveis corresponde a um processo P𝜇1. A correlação entre essas
variáveis é modelada pelo parâmetro 𝜆 e é inserida ao modelo do simulador por meio da
decomposição de Cholesky da matriz de covariância do Processo P𝜇1 bivariável correlacio-
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nado. O desbalanceamento de potência entre as variáveis também é obtido neste processo,
atribuindo-se diferentes valores de variância para as variáveis na matriz de covariância.
Conforme descrito acima, o simulador proposto por Smith não prevê a análise do
conteúdo de fase do processo Rayleigh. Apenas amostras da envoltória do processo de
Rayleigh serão geradas por este simulador em seu formato original. Adicionalmente, o
modelo físico do processo P𝜇1 que modela as variáveis aleatórias do simulador incorre na
perda da informação de fase das amostras geradas. Desta forma, para que seja possível
analisar as estatísticas relacionadas à fase destas variáveis, faz-se necessário estimar o sinal
das amostras geradas pelo simulador. A estimação do sinal é a última etapa da geração e
consiste em definir se as amostras geradas serão positivas ou negativas.
O diagrama de blocos do simulador generalizado é mostrado nas Figuras 9 e 10.
O detalhamento de cada bloco será realizado nos subitens a seguir.
Gerador de ruído branco
gaussiano de média nula
Z1
i
GAUS[k] ou Z2
i
GAUS[k]
Transformada Inversa de 
Fourier IDFT
Z1i[n]
ou
Z2i[n]
Filtro de Forma 
Doppler
F[k]
k = 0, 1, 2, ..., N-1
n = 0, 1, 2, ..., N-1
Figura 9 – Diagrama em blocos do gerador de amostras Gaussianas com Doppler para
Simulador Generalizado de Canais de Desvanecimento
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3.1.1 Implementação do Gerador de Amostras Gaussianas com Efeito Doppler
O Gerador de amostras Gaussianas com efeito Doppler é a base do modelo do
simulador de Young para a composição do sinal complexo de Rayleigh. Esse gerador é
composto por três blocos, conforme ilustrado na Figura 9. O primeiro bloco é um Gerador
de Ruído Branco que é responsável por gerar 𝑁 amostras Gaussianas com média nula e
variância unitária no domínio da frequência. Esse conjunto de amostras gaussianas geradas
no domínio da frequência é multiplicado por um Filtro de Forma Doppler 𝐹 [𝑘]. A resposta
em frequência deste filtro discreto é dada por [17]
𝐹 [𝑘] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, 𝑘 = 0√︃
1
2
√︁
1−( 𝑘𝑁𝑓𝑚 )
2
, 𝑘 = 1, 2, ..., 𝑘𝑚 − 1√︂
𝑘𝑚
2
[︁
𝜋
2 − arctan
(︁
𝑘𝑚−1√
2𝑘𝑚−1
)︁]︁
, 𝑘 = 𝑘𝑚
0, 𝑘 = 𝑘𝑚 + 1, ..., 𝑁 − 𝑘𝑚 − 1√︂
𝑘𝑚
2
[︁
𝜋
2 − arctan
(︁
𝑘𝑚−1√
2𝑘𝑚−1
)︁]︁
, 𝑘 = 𝑁 − 𝑘𝑚√︃
1
2
√︁
1−(𝑁−𝑘𝑁𝑓𝑚 )
2
, 𝑘 = 𝑁 − 𝑘𝑚 + 1, ..., 𝑁 − 2, 𝑁 − 1
(3.1)
em que 𝑘𝑚 = ⌊𝑓𝑚𝑁⌋ e 𝑓𝑚 é a frequência de corte do filtro que corresponde ao desvio
Doppler máximo sofrido pelo sinal. A resposta em frequência do filtro está ilustrada na
Figura 11. O terceiro bloco realiza a Transformada Discreta de Fourier Inversa (IDFT) e
é responsável por transportar o conjunto de amostras geradas no domínio da frequência
para o domínio do tempo. O número de amostras utilizadas para o cálculo da IDFT é
igual ao número de amostras geradas 𝑁 .
A saída do Gerador de amostras Gaussianas com efeito Doppler é uma variável ale-
atória 𝑍[𝑛]. Dado que o simulador gera um processo bivariável, se faz necessário duplicar
o gerador para que seja possível gerar duas variáveis aleatórias 𝑍1𝑖[𝑛] e 𝑍2𝑖[𝑛].
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Figura 11 – Resposta em frequência do Filtro de Forma Doppler 𝐹 [𝑘]
3.1.2 Implementação do multipercurso 𝜇 Fracionário
O Processo P𝜇1 considera um ambiente de cluster de multipercurso sem a presença
de uma componente dominante e o seu modelo físico é dado por
𝑍[𝑛]2 =
𝜇∑︁
𝑖=1
𝑍𝑖[𝑛]2, (3.2)
em que 𝑍𝑖[𝑛] são variáveis aleatórias Gaussianas independentes com média zero e variância
𝜎2 e 𝜇 é o número de clusters de multipercurso. A partir da Equação (3.2) pode-se concluir
que as amostras de um processo P𝜇1, 𝑍[𝑛], podem ser obtidas a partir da raiz quadrada do
somatório de 𝜇 variáveis aleatórias Gaussianas 𝑍𝑖[𝑛] elevadas ao quadrado, com a variável
𝑍𝑖[𝑛] sendo a saída do Geradores de amostras Gaussianas com efeito Doppler.
A construção do gerador de amostras a partir desse modelo incorre na limitação
na geração de amostras para 𝜇 fracionários, uma vez que 𝑍[𝑛] é definido pelo somatório
de 𝜇 variáveis aleatórias 𝑍𝑖[𝑛]. Para contornar essa limitação, é proposto um novo método
para geração de amostras para qualquer valor 𝜇 real. O método consiste em adicionar
mais termos ao somatório, conforme descrito em
𝑍[𝑛]2 =
⌊𝜇⌋∑︁
𝑖=1
𝑍𝑖[𝑛]2 + 𝑍⌊𝜇⌋+1[𝑛]2. (3.3)
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O conjunto de amostras do termo ⌊𝜇⌋ + 1 do somatório, 𝑍⌊𝜇⌋+1[𝑛], é gerado a
partir do mesmo gerador de amostras gaussianas dos demais termos. Todavia, a variável
aleatória 𝑍⌊𝜇⌋+1[𝑛] possui [1− 𝑓𝑟𝑎𝑐(𝜇)] de suas N amostras nulas, onde 𝑓𝑟𝑎𝑐(𝜇) é a parte
fracionária de 𝜇. O posicionamento destas amostras nulas no termo 𝑍⌊𝜇⌋+1[𝑛] foi definido
de forma empírica e particularizada para cada um dos simuladores.
Para o caso univariável, as amostras nulas são sempre posicionadas no fim do
conjunto de amostras do termo 𝑍⌊𝜇⌋+1[𝑛]. Para o caso bivariável as amostras nulas são
posicionadas no fim do conjunto de amostras dos termos 𝑍1⌊𝜇⌋+1[𝑛] e 𝑍2⌊𝜇⌋+1[𝑛] para
𝜇 > 1. Para 𝜇 < 1 foram obtidos melhores resultados para a combinação de amostras
nulas no fim do conjunto de amostras do termo 𝑍1⌊𝜇⌋+1[𝑛] e no início 𝑍2⌊𝜇⌋+1[𝑛]. Isto é, o
posicionamento das amostras nulas para o caso de 𝜇 < 1 está deslocada e não coincidente
para os termos 𝑍1⌊𝜇⌋+1[𝑛] e 𝑍2⌊𝜇⌋+1[𝑛]. Cada um dos casos é exemplificado nos que seguem:
1. Processo Quadratura 𝜇 Tipo I: O conjunto de 𝑁 = 5 amostras em um cenário com
parâmetro multipercurso 𝜇 = 1, 6 é obtido a partir do somatório de dois termos,
sendo que o segundo termo possui [1−𝑓𝑟𝑎𝑐(1, 6)] = 0, 4 das suas 𝑁 amostras nulas,
ou seja, 2 amostras nulas, como observado na Tabela 1.
Tabela 1 – Amostras da variável 𝑍[𝑛] para o Processo Quadratura 𝜇 Tipo I, com 𝑁 = 5
e 𝜇 = 1, 6
n 1 2 3 4 5
𝑍1[𝑛]2 (𝑍1[1])2 (𝑍1[2])2 (𝑍1[3])2 (𝑍1[4])2 (𝑍1[5])2
𝑍2[𝑛]2 (𝑍2[1])2 (𝑍2[2])2 (𝑍2[3])2 0 0
2. Processo Quadratura 𝜇 Tipo I Correlacionado para 𝜇 < 1: O conjunto de 𝑁 = 5
amostras em um cenário com parâmetro multipercurso 𝜇 = 0, 6 é obtido a partir do
somatório de um termo com [1 − 𝑓𝑟𝑎𝑐(0, 6)] = 0, 4 das suas 𝑁 amostras nulas, ou
seja, 2 amostras nulas, como observado nas Tabelas 2 e 3.
Tabela 2 – Amostras da variável 𝑍1[𝑛] para o Processo Quadratura 𝜇 Tipo I Correlacio-
nado, com 𝑁 = 5 e 𝜇 = 0, 6
n 1 2 3 4 5
𝑍11[𝑛]2 (𝑍11[1])2 (𝑍11[2])2 (𝑍11[3])2 0 0
Tabela 3 – Amostras da variável 𝑍2[𝑛] para o Processo Quadratura 𝜇 Tipo I Correlacio-
nado, com 𝑁 = 5 e 𝜇 = 0, 6
n 1 2 3 4 5
𝑍21[𝑛]2 0 0 (𝑍21[3])2 (𝑍21[4])2 (𝑍21[5])2
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3. Processo Quadratura 𝜇 Tipo I Correlacionado para 𝜇 > 1: O conjunto de 𝑁 = 5
amostras em um cenário com parâmetro multipercurso 𝜇 = 1, 6 é obtido a partir do
somatório de dois termos, sendo que o segundo termo possui [1− 𝑓𝑟𝑎𝑐(1, 6)] = 0, 4
das suas 𝑁 amostras nulas, ou seja, 2 amostras nulas, como observado nas Tabelas
4 e 5.
Tabela 4 – Amostras da variável 𝑍1[𝑛] para o Processo Quadratura 𝜇 Tipo I Correlacio-
nado, com 𝑁 = 5 e 𝜇 = 1, 6
n 1 2 3 4 5
𝑍11[𝑛]2 (𝑍11[1])2 (𝑍11[2])2 (𝑍11[3])2 (𝑍11[4])2 (𝑍11[5])2
𝑍12[𝑛]2 (𝑍12[1])2 (𝑍12[2])2 (𝑍12[3])2 0 0
Tabela 5 – Amostras da variável 𝑍2[𝑛] para o Processo Quadratura 𝜇 Tipo I Correlacio-
nado, com 𝑁 = 5 e 𝜇 = 1, 6
n 1 2 3 4 5
𝑍21[𝑛]2 (𝑍21[1])2 (𝑍21[2])2 (𝑍21[3])2 (𝑍21[4])2 (𝑍21[5])2
𝑍22[𝑛]2 (𝑍22[1])2 (𝑍22[2])2 (𝑍22[3])2 0 0
4. Processo 𝜂-𝜇 para 2𝜇 < 1: O conjunto de 𝑁 = 5 amostras em um cenário com
parâmetro multipercurso 2𝜇 = 0, 6 é obtido a partir do somatório de um termo com
[1 − 𝑓𝑟𝑎𝑐(0, 6)] = 0, 4 das suas 𝑁 amostras nulas, ou seja, 2 amostras nulas, como
observado nas Tabelas 6 e 7.
Tabela 6 – Amostras da variável 𝑋[𝑛] para o Processo 𝜂-𝜇, com 𝑁 = 5 e 2𝜇 = 0, 6
n 1 2 3 4 5
𝑋1[𝑛]2 (𝑋1[1])2 (𝑋1[2])2 (𝑋1[3])2 0 0
Tabela 7 – Amostras da variável 𝑌 [𝑛] para o Processo 𝜂-𝜇, com 𝑁 = 5 e 2𝜇 = 0, 6
n 1 2 3 4 5
𝑌1[𝑛]2 0 0 (𝑌1[3])2 (𝑌1[4])2 (𝑌1[5])2
5. Processo 𝜂-𝜇 para 2𝜇 > 1: O conjunto de 𝑁 = 5 amostras em um cenário com
parâmetro multipercurso 2𝜇 = 1, 6 é obtido a partir do somatório de dois termos,
sendo que o segundo termo possui [1−𝑓𝑟𝑎𝑐(1, 6)] = 0, 4 das suas 𝑁 amostras nulas,
ou seja, 2 amostras nulas, como observado nas Tabelas 8 e 9.
3.1.3 Implementação do Estimador do Sinal das Amostras
A construção do gerador de amostras do Processo P𝜇1 a partir do seu modelo
físico incorre em outra limitação que é a informação de sinal das amostras. Uma vez que
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Tabela 8 – Amostras da variável 𝑋[𝑛] para o Processo 𝜂-𝜇, com 𝑁 = 5 e 2𝜇 = 1, 6
n 1 2 3 4 5
𝑋1[𝑛]2 (𝑋1[1])2 (𝑋1[2])2 (𝑋1[3])2 (𝑋1[4])2 (𝑋1[5])2
𝑋2[𝑛]2 (𝑋2[1])2 (𝑋2[2])2 (𝑋2[3])2 0 0
Tabela 9 – Amostras da variável 𝑌 [𝑛] para o Processo 𝜂-𝜇, com 𝑁 = 5 e 2𝜇 = 1, 6
n 1 2 3 4 5
𝑌1[𝑛]2 (𝑌1[1])2 (𝑌1[2])2 (𝑌1[3])2 (𝑌1[4])2 (𝑌1[5])2
𝑌2[𝑛]2 (𝑌2[1])2 (𝑌2[2])2 (𝑌2[3])2 0 0
apenas o módulo de 𝑍[𝑛] é definido, as amostras geradas a partir desse modelo serão
sempre positivas, conforme ilustrado na Figura 12.
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Theory
Figura 12 – Função Densidade de Probabilidade Marginal da componente 𝑋[𝑛]
Em [20], o autor propõe um método para o tratamento do sinal das amostras
das componentes em fase e em quadratura de um processo 𝜅-𝜇 complexo. Todavia, esse
método apresentou limitações na estimação do sinal das amostras nos casos em que a
função densidade de probabilidade de fase não apresentava lóbulos simétricos ou com
lóbulos dominantes. Por este motivo, se fazem necessário definir novos métodos para o
tratamento do sinal das amostras na construção do simulador generalizado.
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O método proposto no contexto deste trabalho é uma extensão da estratégia pro-
posta em [21]. Esse método é capaz de estimar o sinal das amostras por meio de uma
cadeia de Markov, em que cada estado é definido a partir do sinal (positivo ou negativo)
da amostra e as transições governam as trocas de sinais entre as amostras. Por exem-
plo, uma cadeia de Markov de uma variável 𝑋[𝑛] é composta por dois estados: Estado 1
(𝑋[𝑛] > 0) e Estado 2 (𝑋[𝑛] < 0). Para o simulador generalizado foi considerado o caso
bivariável que resulta em uma cadeia com quatro estados conforme ilustrado na Figura
13, tal que o Estado 1 é definido para 𝑍1[𝑛] > 0 e 𝑍2[𝑛] > 0, o Estado 2 é definido para
𝑍1[𝑛] < 0 e 𝑍2[𝑛] > 0, o Estado 3 é definido para 𝑍1[𝑛] < 0 e 𝑍2[𝑛] < 0 e o Estado 4 é
definido para 𝑍1[𝑛] > 0 e 𝑍2[𝑛] < 0.
12
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Figura 13 – Cadeia de Markov com 4 estados para Simulador Generalizado de Canais de
Desvanecimento
A matriz estocástica 𝑃 que descreve essa cadeia é dada pela Equação (3.4), em
que a probabilidade de transição entre os estados é regida pela matriz de transição 𝑇 ,
que é definida pela Equação (3.5). Para a determinação de cada uma das probabilidades
de transição foram consideradas as seguintes premissas: (1) apenas uma variável pode
sofrer inversão de sinal entre um estado e outro; (2) a soma dos elementos de cada linha é
unitária; e (3) a probabilidade de uma amostra sair do estado 𝑖 para um estado 𝑗, 𝑡𝑖,𝑗, deve
ser proporcional a probabilidade de estado 𝑃𝑗. Neste caso, a probabilidade de estado 𝑃𝑗 é
definida como a probabilidade de que o processo esteja no estado 𝑗 e pode ser calculada
numericamente a partir da equação teórica da função densidade de probabilidade conjunta
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𝑓𝑍1,𝑍2(𝑧1, 𝑧2) conforme descrito nas Equações (3.6), (3.7), (3.8) e (3.9).
[︁
𝑃1 𝑃2 𝑃3 𝑃4
]︁
=
[︁
𝑃1 𝑃2 𝑃3 𝑃4
]︁
×
[︁
𝑇
]︁
. (3.4)
𝑇 =
⎡⎢⎢⎢⎢⎣
𝑡1,1 𝑡1,2 𝑡1,3 𝑡1,4
𝑡2,1 𝑡2,2 𝑡2,3 𝑡2,4
𝑡3,1 𝑡3,2 𝑡3,3 𝑡3,4
𝑡4,1 𝑡4,2 𝑡4,3 𝑡4,4
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1− 𝑡𝑟(𝑃2 + 𝑃4) 𝑡𝑟𝑃2 0 𝑡𝑟𝑃4
𝑡𝑟𝑃1 1− 𝑡𝑟(𝑃1 + 𝑃3) 𝑡𝑟𝑃3 0
0 𝑡𝑟𝑃2 1− 𝑡𝑟(𝑃2 + 𝑃4) 𝑡𝑟𝑃4
𝑡𝑟𝑃1 0 𝑡𝑟𝑃3 1− 𝑡𝑟(𝑃1 + 𝑃3)
⎤⎥⎥⎥⎥⎦ ,
(3.5)
onde 0 ≤ 𝑡𝑟 ≤ max[(𝑃1 + 𝑃3)−1, (𝑃2 + 𝑃4)−1].
𝑃1 =
∫︁ ∞
𝑧1=0
∫︁ ∞
𝑧2=0
𝑓𝑍1,𝑍2(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 (3.6)
𝑃2 =
∫︁ 0
𝑧1=−∞
∫︁ ∞
𝑧2=0
𝑓𝑍1,𝑍2(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 (3.7)
𝑃3 =
∫︁ 0
𝑧1=−∞
∫︁ 0
𝑧2=−∞
𝑓𝑍1,𝑍2(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 (3.8)
𝑃4 =
∫︁ ∞
𝑧1=0
∫︁ 0
𝑧2=−∞
𝑓𝑍1,𝑍2(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 (3.9)
3.1.4 Implementação da Correlação Entre as Amostras
O bloco de Correlação 𝜆 é responsável por introduzir a correlação entre as amos-
tras das componentes de multipercurso 𝑍1𝑖[𝑛] e 𝑍2𝑖[𝑛], em que 𝜆 é o parâmetro que
controla a correlação entre as variáveis 𝑍1[𝑛] e 𝑍2[𝑛]. Este bloco correlaciona as amostras
das componentes de multipercurso através da decomposição de Cholesky da matriz de
covariância Σ na matriz triangular superior 𝑈 por meio
Σ = 𝑈𝑇𝑈 e (3.10)[︁
𝑍1𝑖 𝑍2𝑖
]︁
=
[︁
𝑍1𝑈𝑁𝐶𝑂𝑅𝑖 𝑍2𝑈𝑁𝐶𝑂𝑅𝑖
]︁
.
[︁
𝑈
]︁
, (3.11)
tal que a matriz de covariância Σ é definida pela Equação (3.12) por meio do parâme-
tro de correlação 𝜆 e dos parâmetros de escala Ω1 e Ω2 dos processos 𝑍1𝑖[𝑛] e 𝑍2𝑖[𝑛],
respectivamente.
Σ =
⎡⎣ Ω1 𝜆√Ω1Ω2
𝜆
√
Ω1Ω2 Ω2
⎤⎦ . (3.12)
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3.2 Conclusão
Neste capítulo, foi proposto a estrutura do simulador generalizado de canais de
desvanecimento. Este simulador generalizado será particularizado nos capítulos a seguir
para a geração de amostras de processos específicos e os resultados obtidos pelo simulador
serão confrontados com os processos desejados.
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4 Resultados do Simulador Generalizado de
Canais de Desvanecimento
O objetivo deste capítulo é apresentar os resultados obtidos pelo simulador gene-
ralizado de canais de desvanecimento para os processos Quadratura 𝜇 Tipo I, Quadratura
𝜇 Tipo I Correlacionado e 𝜂-𝜇 Correlacionado. O simulador generalizado será particula-
rizado para a geração de amostras de cada um desses processos e os resultados obtidos
serão confrontados com as curvas teóricas dos respectivos processos.
4.1 Processo Quadratura 𝜇 Tipo I
O processo Quadratura 𝜇 Tipo I é um processo univariável e por este motivo se faz
necessário uma particularização do modelo do simulador proposto no Capítulo 3, uma vez
que este simulador foi desenvolvido a partir de um modelo bivariável correlacionado. Esta
particularização consiste em simplificar o modelo proposto considerando apenas uma de
suas duas variáveis. Isto é, a variável 𝑍1[𝑛] descrita no simulador será renomeada para
𝑍[𝑛] (𝑍[𝑛] = 𝑍1[𝑛]) e a variável 𝑍2[𝑛] será descartada (𝑍2[𝑛] = 0).
Por se tratar de um processo univariável, o estimador do sinal das amostras pode
ser simplificado para uma cadeia de Markov de 2 estados. O estado 1 é definido para
𝑍[𝑛] > 0 e o estado 2 é definido para 𝑍[𝑛] < 0, conforme ilustrado na Figura 14. Desta
forma, a matriz de transição 𝑇 , que rege a transição de estados entre amostras, é reduzida
para
𝑇 =
[︃
𝑡1,1 𝑡1,2
𝑡2,1 𝑡2,2
]︃
=
[︃
1− 𝑡𝑟𝑃1 𝑡𝑟𝑃1
𝑡𝑟𝑃2 1− 𝑡𝑟𝑃2
]︃
, (4.1)
em que 0 ≤ 𝑡𝑟 ≤ max[(𝑃1)−1, (𝑃2)−1].
Z
12
t1,2
t2,1
t2,2 t1,1
Z < 0 Z > 0
Figura 14 – Cadeia de Markov com 2 estados do Processo Quadratura 𝜇 Tipo I
A probabilidade de estado 𝑃𝑗 é calculada numericamente a partir da equação
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teórica da função densidade de probabilidade marginal 𝑓𝑧(𝑧) descrita na Equação (2.2),
conforme expressas em
𝑃1 =
∫︁ ∞
𝑧=0
𝑓𝑍(𝑧)𝑑𝑧 e (4.2)
𝑃2 =
∫︁ 0
𝑧=−∞
𝑓𝑍(𝑧)𝑑𝑧 . (4.3)
Ademais, a função 𝑓𝑧(𝑧) apresenta simetria par para este processo e por este motivo
as probabilidades de estado 𝑃1 e 𝑃2 são iguais (𝑃1 = 𝑃2 = 0, 5) para qualquer valor de 𝜇.
Desta forma, a matriz de transição 𝑇 pode ser reescrita da seguinte forma
𝑇 =
[︃
1− 0, 5𝑡𝑟 0, 5𝑡𝑟
0, 5𝑡𝑟 1− 0, 5𝑡𝑟
]︃
, (4.4)
onde 0 ≤ 𝑡𝑟 ≤ 2.
O diagrama em blocos do simulador particularizado para o Processo Quadratura
𝜇 Tipo I é mostrado nas Figuras 15 e 16.
Gerador de ruído branco
gaussiano de média nula
Z
i
GAUS[k]
Transformada Inversa de 
Fourier IDFT
Zi[n]
Filtro de Forma 
Doppler
F[k]
k = 0, 1, 2, ..., N-1
n = 0, 1, 2, ..., N-1
Figura 15 – Diagrama em blocos do gerador de amostras Gaussianas com Doppler do
Processo Quadratura 𝜇 Tipo I
Capítulo 4. Resultados do Simulador Generalizado de Canais de Desvanecimento 47
Z
1
[n
]
A
m
o
st
ra
s 
ao
 q
u
ad
ra
d
o
{
.}
2
Z
2
[n
]
A
m
o
st
ra
s 
ao
 q
u
ad
ra
d
o
{
.}
2
Z
 µ
 [
n
]
A
m
o
st
ra
s 
ao
 q
u
ad
ra
d
o
{
.}
2
Z
 µ
 +
1
[n
]
A
m
o
st
ra
s 
ao
 q
u
ad
ra
d
o
{
.}
2... 
R
ai
z 
q
u
ad
ra
d
a
d
as
 a
m
o
st
ra
s
 
(Z
1
[n
])
2
(Z
2
[n
])
2
(Z
 µ
 [
n
])
2
(Z
 µ
 +
1
[n
])
2
Z
 [
n
]
Z
[n
]
1 2  µ
 
 µ
 +
1
[1
-f
ra
c(
µ
)]
.N
am
o
st
ra
s 
n
u
la
s
E
st
im
aç
ão
 d
o
 s
in
al
 d
as
 
am
o
st
ra
s
S
o
m
a
tó
ri
o
 /
 C
a
d
ei
a
 d
e 
M
a
rk
o
v
 2
 e
st
a
d
o
s
n
 =
 0
, 
1
, 
2
, 
..
.,
 N
-1
Fi
gu
ra
16
–
D
ia
gr
am
a
em
bl
oc
os
do
sim
ul
ad
or
do
Pr
oc
es
so
Q
ua
dr
at
ur
a
𝜇
T
ip
o
I
Capítulo 4. Resultados do Simulador Generalizado de Canais de Desvanecimento 48
4.1.1 Resultados
As estatísticas extraídas das amostras geradas pelo simulador particularizado para
o Processo Quadratura 𝜇 Tipo I são confrontados com suas respectivas curvas teóricas e
estão disponibilizados: na Figura 17, para a função densidade de probabilidade marginal
𝑓𝑧(𝑧); na Figura 18, para a taxa de cruzamento de nível 𝑁(𝜌); e na Figura 19, para o
tempo médio de desvanecimento 𝑇 (𝜌).
Os parâmetros de simulação considerados para esta análise estão listados na Tabela
10.
Tabela 10 – Parâmetros de simulação para o Processo Quadratura 𝜇 Tipo I
Parâmetro Valor
Número de amostras (𝑁) 1 * 107
Desvio Doppler máximo (𝑓𝑚) 1/2𝜋
Frequência de amostragem (𝑓𝑆) 30
Taxa de transição da cadeia de Markov (𝑡𝑟) 2
Os tempos de simulação para geração das amostras é mostrado na Tabela 11 para
alguns cenários. A plataforma utilizada para a simulação foi um microcomputador com
processador Intel Core i7-8550U e 16 GB de memória RAM.
Tabela 11 – Tempos de simulação para o Processo Quadratura 𝜇 Tipo I
𝜇 Tempo [s]
1 1, 436877
2, 25 4, 795478
3, 5 6, 035905
5 7, 204680
10 13, 071431
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Figura 17 – Comparação entre a Função Densidade de Probabilidade Marginal teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo Quadratura
𝜇 Tipo I
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Figura 18 – Comparação entre a Taxa de Cruzamento de Nível teórica (linha contínua) e
a simulada (linha pontilhada) para o Processo Quadratura 𝜇 Tipo I
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Figura 19 – Comparação entre o Tempo Médio de Desvanecimento teórico (linha contí-
nua) e a simulado (linha pontilhada) para o Processo Quadratura 𝜇 Tipo
I
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4.2 Processo Quadratura 𝜇 Tipo I Correlacionado
O processo Quadratura 𝜇 Tipo I Correlacionado é um processo bivariável e por
este motivo utiliza o modelo do simulador proposto no Capítulo 3 sem necessidade de
modificações. O diagrama em blocos do simulador é mostrado nas Figuras 9 e 10.
4.2.1 Resultados
As estatísticas extraídas das amostras geradas pelo simulador para o Processo Qua-
dratura 𝜇 Tipo I Correlacionado são confrontados com suas respectivas curvas teóricas
e encontram-se disponíveis: nas Figuras 20 e 21, para as funções densidade de probabi-
lidade marginais 𝑓𝑍1(𝑧1) e 𝑓𝑍2(𝑧2); e nas Figuras 22 e 23, para a função densidade de
probabilidade conjunta 𝑓𝑍1,𝑍2(𝑧1, 𝑧2).
Os parâmetros de simulação considerados para esta análise estão listados na Tabela
12.
Tabela 12 – Parâmetros de simulação para o Processo Quadratura 𝜇 Tipo I Correlacio-
nado
Parâmetro Valor
Número de amostras (𝑁) 1 * 107
Desvio Doppler máximo (𝑓𝑚) 1/2𝜋
Frequência de amostragem (𝑓𝑆) 30
Taxa de transição da cadeia de Markov (𝑡𝑟) max[(𝑃1 + 𝑃3)−1, (𝑃2 + 𝑃4)−1]
Os tempos de simulação para geração das amostras é mostrado na Tabela 13 para
alguns cenários. A plataforma utilizada para a simulação foi um microcomputador com
processador Intel Core i7-8550U e 16 GB de memória RAM.
Tabela 13 – Tempos de simulação para o Processo Quadratura 𝜇 Tipo I Correlacionado
para 𝜆 = 0, 5
𝜇 Tempo [s]
1 1, 838765
2, 25 27, 678580
3, 5 28, 714409
5 29, 798173
10 37, 266902
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Figura 20 – Comparação entre a Função Densidade de Probabilidade Marginal teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo Quadratura
𝜇 Tipo I Correlacionado com 𝜆 > 0
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Figura 21 – Comparação entre a Função Densidade de Probabilidade Marginal teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo Quadratura
𝜇 Tipo I Correlacionado com 𝜆 < 0
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Figura 22 – Comparação entre a Função Densidade de Probabilidade conjunta teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo Quadratura
𝜇 Tipo I Correlacionado com 𝜆 = 0
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Figura 23 – Comparação entre o Função Densidade de Probabilidade conjunta teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo Quadratura
𝜇 Tipo I Correlacionado
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4.3 Processo 𝜂-𝜇 Correlacionado
O processo 𝜂-𝜇 Correlacionado é um processo bivariável que modela um sinal com-
plexo com componentes em fase e em quadratura. Por este motivo se faz necessário uma
particularização do modelo do simulador proposto no Capítulo 3. Esta particularização
basicamente consiste em definir a variável 𝑍1[𝑛] descrita no simulador como sendo a
componente em fase do sinal complexo 𝑋[𝑛] (𝑋[𝑛] = 𝑍1[𝑛]) e definir a variável 𝑍2[𝑛]
descrita no simulador como sendo a componente em quadratura do sinal complexo 𝑌 [𝑛]
(𝑌 [𝑛] = 𝑍2[𝑛]). Por fim, define-se a variável complexa Ž = 𝑋 + 𝑗𝑌 a partir das variáveis
𝑋[𝑛] e 𝑌 [𝑛].
O diagrama em blocos do simulador particularizado para o Processo Quadratura
𝜇 Tipo I é mostrado nas Figuras 24 e 25.
Gerador de ruído branco
gaussiano de média nula
X
i
GAUS[k] ou Y
i
GAUS[k]
Transformada Inversa de 
Fourier IDFT
Xi[n]
ou
Yi[n]
Filtro de Forma 
Doppler
F[k]
k = 0, 1, 2, ..., N-1
n = 0, 1, 2, ..., N-1
Figura 24 – Diagrama em blocos do gerador de amostras Gaussianas com Doppler do
Processo 𝜂-𝜇 Correlacionado
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4.3.1 Resultados
As estatísticas extraídas das amostras geradas pelo simulador particularizado para
o Processo 𝜂-𝜇 Correlacionado são confrontados com suas respectivas curvas teóricas e
encontram-se disponíveis: nas Figuras 26, 27 e 28, para as funções densidade de pro-
babilidade marginais 𝑓𝑋(𝑥) e 𝑓𝑌 (𝑦); nas Figuras 29 e 30, para a função densidade de
probabilidade marginal de envoltória normalizada 𝑓P(𝜌); e nas Figuras 31 e 32, para a
função densidade de probabilidade marginal de fase 𝑓Θ(𝜃).
Os parâmetros de simulação considerados para esta análise estão listados na Tabela
14.
Tabela 14 – Parâmetros de simulação para o Processo 𝜂-𝜇 Correlacionado
Parâmetro Valor
Número de amostras (𝑁) 1, 5 * 107
Desvio Doppler máximo (𝑓𝑚) 1/2𝜋
Frequência de amostragem (𝑓𝑆) 30
Taxa de transição da cadeia de Markov (𝑡𝑟) max[(𝑃1 + 𝑃3)−1, (𝑃2 + 𝑃4)−1]
Os tempos de simulação para geração das amostras é mostrado na Tabela 15 para
alguns cenários. A plataforma utilizada para a simulação foi um microcomputador com
processador Intel Core i7-8550U e 16 GB de memória RAM.
Tabela 15 – Tempos de simulação para o Processo 𝜂-𝜇 Correlacionado para 𝜆 = 0, 5 e
𝜂 = 1
𝜇 Tempo [s]
1 38, 758662
2, 25 45, 661325
3, 5 50, 120097
5 57, 613316
10 81, 874691
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Figura 26 – Comparação entre a Função Densidade de Probabilidade Marginal teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo 𝜂-𝜇 Corre-
lacionado com 𝜂 = 1
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Figura 27 – Comparação entre a Função Densidade de Probabilidade Marginal teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo 𝜂-𝜇 Corre-
lacionado com 𝜂 = 1/2
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Figura 28 – Comparação entre a Função Densidade de Probabilidade Marginal teórica
(linha contínua) e a simulada (linha pontilhada) para o Processo 𝜂-𝜇 Corre-
lacionado com 𝜂 = 2
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Figura 29 – Comparação entre a Função Densidade de Probabilidade da Envoltória Nor-
malizada teórica (linha contínua) e a simulada (linha pontilhada) para o
Processo 𝜂-𝜇 Correlacionado com 𝜂 = 1
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Figura 30 – Comparação entre a Função Densidade de Probabilidade da Envoltória Nor-
malizada teórica (linha contínua) e a simulada (linha pontilhada) para o
Processo 𝜂-𝜇 Correlacionado
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Figura 31 – Comparação entre a Função Densidade de Probabilidade da Fase teórica (li-
nha contínua) e a simulada (linha pontilhada) para o Processo 𝜂-𝜇 Correla-
cionado com 𝜂 = 1
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Figura 32 – Comparação entre a Função Densidade de Probabilidade da Fase teórica (li-
nha contínua) e a simulada (linha pontilhada) para o Processo 𝜂-𝜇 Correla-
cionado
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4.4 Conclusão
Neste capítulo foram apresentados os resultados obtidos pelo simulador particula-
rizado para a geração de amostras dos processos Quadratura 𝜇 Tipo I, Quadratura 𝜇 Tipo
I Correlacionado e 𝜂-𝜇 Correlacionado. Para cada um desses processos foram considerados
diferentes cenários. Os resultados obtidos pelo simulador em todos os cenários analisa-
dos apresentaram ótima correlação quando comparadas às curvas teóricas dos respectivos
processos.
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5 Conclusão
Este trabalho apresentou inicialmente uma breve contextualização sobre o fenô-
meno de desvanecimento em canais rádio móvel e sobre simuladores que emulam o impacto
deste fenômeno sobre o sinal transmitido por este canal. Neste momento foram apresen-
tados os principais modelos estatísticos propostos na literatura para o modelamento do
desvanecimento de curto prazo e as principais técnicas utilizadas para a geração de amos-
tras de um canal afetado por este tipo de fenômeno.
Em seguida, os processos P𝜇1 e 𝜂-𝜇 correlacionados foram revisitados. Neste mo-
mento foram apresentados os modelos físicos destes processos e as suas principais esta-
tísticas. A revisão dos modelos físicos destes processos e de suas principais estatísticas
foi realizada com dois objetivos. O primeiro objetivo é utilizar o modelo físico destes
processos para propor um simulador generalizado. Esta etapa se fez necessária, pois os
simuladores que foram desenvolvidos anteriormente na literatura foram previstos para a
geração de amostras de processos específicos, tais como Rayleigh, Rice, Nakagami-m ou
𝜅-𝜇. O segundo objetivo é utilizar as curvas teóricas destes processos para validação das
estatísticas extraídas das amostras geradas pelo simulador proposto.
O simulador proposto foi baseado na técnica de geração de amostras no domínio
da frequência e posterior conversão para o domínio do tempo inicialmente proposto por
Smith e posteriormente aprimorado por Young. A partir desta técnica foram propostas
modificações com o objetivo de reproduzir o modelo físico do processo P𝜇1 bivariável cor-
relacionado. A utilização deste processo na construção do simulador incorre em ao menos
duas limitações. A primeira limitação diz respeito a informação de sinal das amostras,
que serão sempre positivas dada a formulação do modelo físico e a segunda diz respeito
a simulação de canais para 𝜇 fracionários. Com o objetivo de recuperar o sinal das amos-
tras geradas, foi proposta a utilização de um método de estimação do sinal das amostras
existente na literatura. Este método é capaz de estimar o sinal das amostras por meio
de uma cadeia de Markov, em que cada estado é definido a partir do sinal (positivo ou
negativo) da amostra e as probabilidades de transições entre as amostras são calculadas
a partir da função densidade probabilidade marginal teórica do processo a ser simulado.
Para garantir um grau a mais de generalidade ao simulador, foi proposto um método de
geração de amostras para 𝜇 fracionários. Este método é totalmente novo e consiste em
adicionar um termo ao somatório definido no modelo físico do processo P𝜇1. Este termo
adicional possui uma fração de suas N amostras nulas. Esta fração é proporcional à parte
fracionária do 𝜇, de tal forma que este termo possuirá [1− 𝑓𝑟𝑎𝑐(𝜇)] das suas N amostras
nulas. Ademais, foi proposto a utilização de um método para a inserção da correlação en-
tre as amostras das variáveis aleatórias de forma a reproduzir o comportamento do sinal
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bivariável correlacionado. A estrutura final proposta para o simulador permite analisar
as estatísticas de uma gama variada de processos a partir de particularização do modelo
proposto.
Por fim, foram apresentadas as estatísticas extraídas a partir das amostras geradas
pelo simulador para os processos Quadratura 𝜇 Tipo I, Quadratura 𝜇 Tipo I Correlaci-
onado e 𝜂-𝜇 Correlacionado. As particularizações do simulador para a geração desses
processos foram apresentadas e justificadas quando necessárias. Para o Processo Quadra-
tura 𝜇 Tipo I foram consideradas as estatísticas de primeira ordem da função densidade
de probabilidade marginal e as estatísticas de segunda ordem de taxa de cruzamento de
nível e tempo médio de desvanecimento. Para o Processo Quadratura 𝜇 Tipo I Corre-
lacionado foram consideradas as estatísticas de primeira ordem da função densidade de
probabilidade marginal e conjunta. Para o Processo Quadratura 𝜂-𝜇 Correlacionado fo-
ram consideradas as estatísticas de primeira ordem da função densidade de probabilidade
marginal das componentes, de envoltória normalizada e de fase. Para cada um desses pro-
cessos foram considerados diferentes cenários. Os resultados obtidos pelo simulador em
todos os cenários analisados apresentaram ótima correlação quando comparadas as curvas
teóricas dos respectivos processos. Embora a aplicação neste trabalho ficou restrita aos
processos Quadratura 𝜇 Tipo I e 𝜂-𝜇, o simulador pode ser facilmente adaptado para
quaisquer outros tipos de canais.
Como sugestão para trabalhos futuros sugere-se: (i) o estudo e a implementação de
um método de estimação do sinal das amostras autônomo, que independa da utilização da
função densidade de probabilidade teórica do processo; (ii) extensão do modelo complexo
proposto para a geração o processo 𝜂-𝜇 correlacionado para a geração de processos com
duas ou mais variáveis complexas.
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APÊNDICE A - Código em MATLAB do Processo Quadratura 𝜇
Tipo I
Função main
1 %% Main document for the Quadrature Mu uncorrelated
2 % Location: CPqD / Unicamp (DECOM)
3 % Name: Diogo Carvalho de Souza e Silva
4 % E-mail: diogo.carvalhoo@gmail.com
5
6 %% Clearing old data
7 clear all; close all; clc;
8
9 %% Define channel variables
10 fd = 1/(2*pi); % Maximun Doppler shift [Hz], where Fd = ...
velocity/wavelength
11 fs = 30; % Sampling frequency [Hz]
12 N = 1e7; % Number of samples of the Quadrature-Mu signal ...
[dimensionless]
13 mu = 10; % Number of clusters of the Quadrature-Mu signal ...
[dimensionless]
14 Var = 1; % Variance of the Quadrature-Mu signal / 0 < Var < ...
Infinity
15 markovSignEstimation = true; % Define the type of sign estimation. ...
False -> sign(sum(x)) / True -> Markov Chain
16 secondOrderStatistics = true; % Define the if the second order ...
statistics LCR and AFD will be estimated. False -> No / True -> Yes
17
18 %% Plot defines
19 plotFolder = '.\Plots';
20 savedFolder = '.\savedVar';
21 set(0,'DefaultTextInterpreter','latex')
22 savePlots = true; % Define if the plots will be saved
23 figWidth = 14.8; % Figure width in cm
24 figHeight = 11.1; % Figure height in cm
25 figUnits = 'centimeters'; % Figure units
26 fontSz = 12; % Font size for plots
27 axesLinWth = 0.75; % Axes Line Width for plot
28 linWth = 1.0; % Line Width for plot
29 markerSz = 8; % Marker Size for plot
30 confPlot2D = [fontSz axesLinWth linWth markerSz];
31
32 %% Define other variables
33 zMin = -3; % Minimun value of in-phase and in-quadrature variables
34 zMax = 3; % Maximum value of in-phase and in-quadrature variables
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35 zStep = (zMax-zMin)/400; % Step size of in-phase and ...
in-quadrature variables
36 z = zMin:zStep:zMax; % In-phase and in-quadrature variables
37 z = z(1:end-1);
38
39 %% Define plots
40 plotCompDist = true; % Define if the distributions will be ploted
41 plotSecondOrder = true; % Define if the second order will be ploted
42
43 %% THEORETICAL
44 % Theorical Quadrature Mu Type I fpd
45 fComponentZ_Theory = ...
(mu.^(mu/2)).*((sqrt(z.^2)).^(mu-1)).*exp(-mu.*(z.^2)./Var)...
46 ./((Var.^(mu/2)).*gamma(mu/2));
47 p = z;
48 % Theorical Level Crossing Rate (LCR) for Z1
49 lambda0 = -2.*(pi.^2).*(fd.^2);
50 fLCR_Theory = (sqrt(-lambda0./(2.*pi.*mu))).*((mu./2).^(mu./2))...
51 .*((sqrt(p.^2)).^(mu-1)).*exp(-mu.*(p.^2)./2)./gamma(mu/2);
52 % Theorical Average Fading duration (AFD) for Z1
53 fAFD_Theory = ...
(heaviside(p)-sign(p).*(igamma(mu/2,mu.*(p.^2)./2)./(2.*gamma(mu/2))))...
54 ./fLCR_Theory;
55 % Normalizing
56 fAFD_Theory = fAFD_Theory.*fd;
57 fLCR_Theory = fLCR_Theory./fd;
58
59 %% MAIN
60 % Generate a Quadrature-Mu channel
61 tic
62 [QuadratureMu_Z] = quadratureMuGen(fd, fs, N, mu, Var, ...
markovSignEstimation);
63 toc
64
65 %% SIMULATED DISTRIBUTIONS
66 % Z1 distribution
67 [fComponentZ_Sim, z_Sim] = histcounts(QuadratureMu_Z,z);
68 z_Sim = linspace(z_Sim(1), z_Sim(end), length(fComponentZ_Sim));
69 fComponentZ_Sim = fComponentZ_Sim/(N*zStep);
70 % Compute the second order statistics
71 componentLevel = zMin:0.05:zMax;
72 [levelCrossingRate_Z, avgFadeDuration_Z] = ...
secondOrderStatisticsEstimationMod(QuadratureMu_Z*sqrt(2/Var), ...
componentLevel, fs, N);
73 % Normalizing LCR and AFD with respect to fd
74 levelCrossingRate_Z = levelCrossingRate_Z./fd;
75 avgFadeDuration_Z = avgFadeDuration_Z.*fd;
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76
77 %% PLOTS VARIABLES
78 % Maximum components
79 if max(fComponentZ_Theory) == inf
80 maxComp = 1;
81 else
82 maxComp = max([fComponentZ_Theory fComponentZ_Sim]);
83 end
84 maxComp = 0.5*round(maxComp/0.5);
85 if maxComp < max(fComponentZ_Theory) || maxComp < max(fComponentZ_Sim)
86 maxComp = maxComp + 0.25;
87 end
88 % Maximum LCR
89 maxLCR = max([max(levelCrossingRate_Z) max(fLCR_Theory)]);
90 maxLCR = 0.5*round(maxLCR/0.5);
91 if maxLCR < max(levelCrossingRate_Z) || maxLCR < max(fLCR_Theory)
92 maxLCR = maxLCR + 0.25;
93 end
94 % Titles
95 tit1 = sprintf('$\\mu = %0.2f, \\Omega = %0.2f$', mu, Var);
96 tit2 = sprintf('$\\mu = %0.2f$', mu);
97
98 %% SAVE PLOTS ETA MU COMPONENTS
99 mu_int = mu-mod(mu,1); mu_frac = mod(mu,1);
100 Var_int = Var-mod(Var,1); Var_frac = mod(Var,1);
101 oldFolder = pwd;
102 cd(savedFolder)
103 confChannel = [mu Var];
104 fileName = sprintf('fdp_comp_Mu%dp%d_Omega%dp%d.mat', mu_int, ...
100*mu_frac, Var_int, 100*Var_frac);
105 a = z_Sim; b = fComponentZ_Sim; c = z; d = abs(fComponentZ_Theory);
106 confPlot = [zMin zMax 0 maxComp];
107 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
108 fileName = sprintf('LCR_Mu%dp%d_Omega%dp%d.mat', mu_int, ...
100*mu_frac, Var_int, 100*Var_frac);
109 a = componentLevel; b = levelCrossingRate_Z; c = z; d = fLCR_Theory;
110 confPlot = [zMin zMax 0 maxLCR];
111 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
112 fileName = sprintf('AFD_Mu%dp%d_Omega%dp%d.mat', mu_int, ...
100*mu_frac, Var_int, 100*Var_frac);
113 a = componentLevel; b = avgFadeDuration_Z; c = z; d = fAFD_Theory;
114 confPlot = [zMin zMax 1e-1 1e4];
115 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
116 cd(oldFolder)
117
118 %% PLOT QUADRATURE MU UNCORRELATED
119 % Plot componet PDF
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120 if plotCompDist
121 figHandle = figure;
122 set(gcf,'position',[0 0 600 400])
123 nPts = 5;
124 hSim = plot(z_Sim(1:nPts:end), fComponentZ_Sim(1:nPts:end),'k');
125 hold on
126 hTheory = plot(z,abs(fComponentZ_Theory),'k');
127
128 hTitle = title(tit1);
129 hXLabel = xlabel('z');
130 hYLabel = ylabel('f_{ Z}(z)');
131 hLegend = legend( ...
132 [hSim, hTheory], ...
133 'Simulation' , ...
134 'Theory' , ...
135 'location', 'northeast' );
136 set(gca, ...
137 'XTick' , zMin:1:zMax, ...
138 'YTick' , 0:maxComp/5:maxComp);
139 axis([zMin zMax 0 maxComp]);
140
141 figName = sprintf('fdp_comp_Mu%dp%d_Omega%dp%d.pdf', mu_int, ...
100*mu_frac, Var_int, 100*Var_frac);
142 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
143 figFormat = '-dpdf';
144 if savePlots
145 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
146 end
147 end
148 if secondOrderStatistics
149 % LCR
150 figHandle = figure;
151 set(gcf,'position',[0 0 600 400])
152 nPts = 2;
153 hSim = plot(componentLevel(1:nPts:end), ...
levelCrossingRate_Z(1:nPts:end),'k');
154 hold on
155 hTheory = plot(z,fLCR_Theory,'k');
156
157 hTitle = title(tit2);
158 hXLabel = xlabel('\rho');
159 hYLabel = ylabel('N(\rho) / f_{D}');
160 hLegend = legend( ...
161 [hSim, hTheory], ...
162 'Simulation' , ...
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163 'Theory' , ...
164 'location', 'northeast' );
165 set(gca, ...
166 'XTick' , zMin:1:zMax, ...
167 'YTick' , 0:maxLCR/5:maxLCR);
168 axis([zMin zMax 0 maxLCR]);
169
170 figName = sprintf('LCR_Mu%dp%d_Omega%dp%d.pdf', mu_int, ...
100*mu_frac, Var_int, 100*Var_frac);
171 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
172 figFormat = '-dpdf';
173 if savePlots
174 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
175 end
176
177 % AFD
178 figHandle = figure;
179 set(gcf,'position',[0 0 600 400])
180 nPts = 2;
181 hSim = semilogy(componentLevel(1:nPts:end), ...
avgFadeDuration_Z(1:nPts:end),'k');
182 hold on
183 hTheory = semilogy(z,fAFD_Theory,'k');
184
185 hTitle = title(tit2);
186 hXLabel = xlabel('\rho');
187 hYLabel = ylabel('f_{D} T(\rho)');
188 hLegend = legend( ...
189 [hSim, hTheory], ...
190 'Simulation' , ...
191 'Theory' , ...
192 'location', 'northeast' );
193 set(gca, ...
194 'XTick' , zMin:1:zMax);
195 % 'YTick' , 1e-1:1e2:1e4);
196 axis([zMin zMax 1e-1 1e4]);
197
198 figName = sprintf('AFD_Mu%dp%d_Omega%dp%d.pdf', mu_int, ...
100*mu_frac, Var_int, 100*Var_frac);
199 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
200 figFormat = '-dpdf';
201 if savePlots
202 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
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203 end
204 end
Função quadratureMuGen
1 %% Arguments
2 % fd = Maximun Doppler shift [Hz], where Fd = velocity/wavelength
3 % fs = Sampling frequency [Hz]
4 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
5 % m = Number of clusters of the Quadrature-Mu signal [dimensionless]
6 % Var = Variance of the Quadrature-Mu signal
7 % markovSignEstimation = Define the type of sign estimation. False ...
-> sign(sum(x)) / True -> Markov Chain
8
9 function [QuadratureMu_Z1] = quadratureMuGen(fd, fs, N, m, Var, ...
markovSignEstimation)
10
11 %% Generate the Doppler filter
12 H = dopplerFilter(fd, fs, N);
13
14 %% Generate the Quadrature-Mu variate
15 % Initializing variables
16 sumGauss_Z1 = zeros(1,N);
17 tQuadratureMu_Z1 = zeros(1,N);
18
19 % Creating the Quadrature-Mu variate
20 for cont = 1:m
21 % Generate the Gaussian samples
22 [tQuadratureMu_Z1n, ] = gaussGen(H, N, m);
23
24 % The summation of the square gaussian signals compose the ...
Quadrature-Mu signal
25 tQuadratureMu_Z1 = tQuadratureMu_Z1 + (tQuadratureMu_Z1n).^2;
26
27 % The summation of the signals defines the signal of the ...
Quadrature-Mu
28 % signal
29 sumGauss_Z1 = sumGauss_Z1 + tQuadratureMu_Z1n;
30 end
31
32 %% Check if m is a non-integer
33 % If it's true, the components will have a m+1
34 % cluster with a fraction of the samples with filled with zeros
35 if mod(m,1) ̸= 0
36 % Define the fraction of zeros samples
37 Nmod = (1/mod(m,1));
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38 Ni = floor(N/Nmod);
39
40 % Generate the Gaussian samples
41 [tQuadratureMu_Z1n, ] = gaussGen(H, N, m);
42 tQuadratureMu_Z1n = [tQuadratureMu_Z1n(1:Ni) zeros(1,N-Ni)];
43
44 % The summation of the square gaussian signals compose the ...
Quadrature-Mu signal
45 tQuadratureMu_Z1 = tQuadratureMu_Z1 + (tQuadratureMu_Z1n).^2;
46
47 % The summation of the signals defines the signal of the ...
Quadrature-Mu
48 % signal
49 sumGauss_Z1 = sumGauss_Z1 + tQuadratureMu_Z1n;
50 end
51
52 %% Define the signal estimation type
53 if markovSignEstimation && (m) ̸= 1
54 % Defining the signal of the Quadrature-Mu signal (Markov Chain)
55 sign_Z1 = signalEstimationMarkov2states(N);
56 else
57 % Defining the signal of the Quadrature-Mu signal
58 sign_Z1 = sign(sumGauss_Z1);
59 end
60 %
61 tQuadratureMu_Z1 = sign_Z1.*sqrt(Var.*tQuadratureMu_Z1);
62
63 % % Composing the channel signal
64 QuadratureMu_Z1 = tQuadratureMu_Z1;
65 end
Função signalEstimationMarkov2states
1 %% Arguments
2 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
3
4 function [sign_I] = signalEstimationMarkov2states(N)
5 % Initializing the vectors
6 sign_I = zeros(1,N);
7
8 % Calculate the state probability from the theorical PDF
9 ppos = 0.5;
10 pneg = 0.5;
11
12 % Define the transition matrix
13 transition_ratio = 1;
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14 r = transition_ratio*(1/max(ppos,pneg));
15 transMatrix = [[1-r*ppos, r*ppos];...
16 [r*pneg, 1-r*pneg]];
17
18 % Define the state of each sample
19 state_I = stateEstimationMarkov(transMatrix,N);
20
21 % Define the signals of each sample
22 for i=1:N
23 if state_I(i) == 1
24 sign_I(i) = +1;
25 elseif state_I(i) == 2
26 sign_I(i) = -1;
27 end
28 end
29 end
Função stateEstimationMarkov
1 %% Arguments
2 % transMatrix = Transition matrix probability
3 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
4
5 function [state] = stateEstimationMarkov(transMatrix,N)
6 state = zeros(1,N); % 4-state Markov chain (output vector).
7 state(1) = randi([1 2]); % Step a)
8
9 transMatrix1 = cumsum(transMatrix,2); % P4chan
10
11 for i = 2:N
12 event = rand;
13 % If previous state is 1
14 if state(1,i-1) == 1
15 if event < transMatrix1(1,1) % No switch
16 state(1,i) = 1; % Positive
17 elseif event < transMatrix1(1,2) % Switch to state 2
18 state(1,i) = 2; % Negative
19 end
20 % If previous state is 2
21 elseif state(1,i-1) == 2 % Step e)
22 if event < transMatrix1(2,1) % Switch to state 1
23 state(1,i) = 1; % Positive
24 elseif event < transMatrix1(2,2) % No switch
25 state(1,i) = 2; % Negative
26 end
27 end
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28 end
Função secondOrderStatisticsEstimationMod
1 %% Arguments
2 % QuadratureMu_Z = Component distribution of the Quadrature-Mu ...
signal [dimensionless]
3 % envelopeLevel = Envelope level considered in order to compute the ...
crossing level rate
4 % fs = Sampling frequency [Hz]
5 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
6
7 %% Main
8 function [levelCrossingRate_I, avgFadeDuration_I] = ...
secondOrderStatisticsEstimationMod(QuadratureMu_Z, ...
componentLevel, fs, N)
9 % Initializing the LCR and AFD vectors
10 levelCrossingRate_I = zeros(1,length(componentLevel));
11 avgFadeDuration_I = zeros(1,length(componentLevel));
12
13 % Defining the simulation duration
14 simulationTime = N*(1/fs);
15
16 % Estimate the LCR and AFD for each envelope reference level
17 for j=1:length(componentLevel)
18
19 % Looking for positive transitions at the reference level
20 for i=2:N
21 if (QuadratureMu_Z(i-1) ≤ componentLevel(j) && ...
QuadratureMu_Z(i) > componentLevel(j))
22 levelCrossingRate_I(j) = levelCrossingRate_I(j) + 1;
23 end
24 end
25
26 % Looking samples that are below the reference level
27 avgFadeDuration_I(j) = sum(QuadratureMu_Z≤componentLevel(j));
28
29 % Get the Level Crossing Rate
30 levelCrossingRate_I(j) = levelCrossingRate_I(j)./simulationTime;
31
32 % Get the Average Fade Duration
33 avgFadeDuration_I(j) = ...
(avgFadeDuration_I(j).*(1/fs)/simulationTime) ...
34 ./levelCrossingRate_I(j);
35 avgFadeDuration_I(j) = avgFadeDuration_I(j)./1;
36 end
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37 end
APÊNDICE B - Código em MATLAB do Processo Quadratura 𝜇 Tipo I Correlacionado 83
APÊNDICE B - Código em MATLAB do Processo Quadratura 𝜇
Tipo I Correlacionado
Função main
1 %% Main document for the Bivariate Quadrature Mu correlated
2 % Location: CPqD / Unicamp (DECOM)
3 % Name: Diogo Carvalho de Souza e Silva
4 % E-mail: diogo.carvalhoo@gmail.com
5
6 %% Clearing old data
7 clear all; close all; clc;
8
9 %% Define channel variables
10 fd = 1/(2*pi); % Maximun Doppler shift [Hz], where Fd = ...
velocity/wavelength
11 fs = 30; % Sampling frequency [Hz]
12 N = 1.e7; % Number of samples of the Quadrature-Mu signal ...
[dimensionless]
13 mu = 10; % Number of clusters of the Quadrature-Mu signal ...
[dimensionless]
14 Var = 1; % Variance of the Quadrature-Mu signal / 0 < Var < ...
Infinity
15 Var1 = Var; Var2 = Var;
16 Lambda = (0.9); % Gaussian correlation coefficient between the ...
in-phase and quadrature components / 0 < Coef < 1
17 markovSignEstimation = true; % Define the type of sign estimation. ...
False -> sign(sum(x)) / True -> Markov Chain
18
19 %% Plot defines
20 % Plot folder
21 plotFolder = '.\Plots';
22 savedFolder = '.\savedVar';
23 set(0,'DefaultTextInterpreter','latex')
24 savePlots = true; % Define if the plots will be saved
25 figWidth = 14.8; % Figure width in cm
26 figHeight = 11.1; % Figure height in cm
27 figUnits = 'centimeters'; % Figure units
28 fontSz = 12; % Font size for plots
29 axesLinWth = 0.75; % Axes Line Width for plot
30 linWth = 1.0; % Line Width for plot
31 markerSz = 8; % Marker Size for plot
32 confPlot2D = [fontSz axesLinWth linWth markerSz];
33
34 %% Define other variables
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35 zMin = -3; % Minimun value of in-phase and in-quadrature variables
36 zMax = 3; % Maximum value of in-phase and in-quadrature variables
37 zStep = (zMax-zMin)/400; % Step size of in-phase and in-quadrature ...
variables
38 z = zMin:zStep:zMax; % In-phase and in-quadrature variables
39 z1 = z(1:end-1); z2 = z1;
40
41 %% Define plots
42 plotCompDist = true; % Define if the distributions will be ploted
43 plotJointDist = true; % Define if the joint distribution will be ploted
44
45 %% THEORETICAL
46 % Theorical Quadrature Mu Type I fpd
47 fComponentZ_Theory = ...
(mu.^(mu/2)).*((sqrt(z.^2)).^(mu-1)).*exp(-mu.*(z.^2)./Var)...
48 ./((Var.^(mu/2)).*gamma(mu/2));
49 % Theorical Bivariate Joint Quadrature Mu Type I fpd
50 [Z1, Z2] = meshgrid(z1, z2);
51 fJointZ1Z2_Theory = ...
real(((((Z1.^2).*(Z2.^2))).^(mu/4)).*(mu.^((mu./2)+1))...
52 .*(Lambda.^(1-mu./2)).*((Var1.*Var2).^((-1/2).*(1+mu/2)))...
53 .*exp(-mu.*((((Z2.^2).*Var1)+((Z1.^2).*Var2))-2.*Z1.*Z2.*Lambda.*...
54 sqrt(Var1.*Var2))./((1-Lambda^2).*Var1.*Var2))...
55 .*besseli((mu/2)-1,2.*mu.*(sqrt((Z1.^2).*(Z2.^2))).*Lambda...
56 ./((1-Lambda^2).*sqrt(Var1.*Var2)))...
57 .*sech(2.*mu*(sqrt((Z1.^2).*(Z2.^2))).*Lambda./((1-Lambda^2)...
58 .*sqrt(Var1.*Var2)))./((1-Lambda^2)*gamma(mu/2)));
59
60 %% MAIN
61 % Generate a Quadrature-Mu channel
62 tic
63 [QuadratureMu_Z1, QuadratureMu_Z2] = bivarQuadratureMuGen(fd, fs, N, ...
mu, Var1, Var2, Lambda, fJointZ1Z2_Theory, zStep, ...
markovSignEstimation);
64 toc
65
66 %% SIMULATED DISTRIBUTIONS
67 % Z1 distribution
68 [fComponentZ1_Sim, z1_Sim] = histcounts(QuadratureMu_Z1,z1);
69 z1_Sim = linspace(z1_Sim(1), z1_Sim(end), length(fComponentZ1_Sim));
70 fComponentZ1_Sim = fComponentZ1_Sim/(N*zStep);
71 % Z2 distribution
72 [fComponentZ2_Sim, z2_Sim] = histcounts(QuadratureMu_Z2,z2);
73 z2_Sim = linspace(z2_Sim(1), z2_Sim(end), length(fComponentZ2_Sim));
74 fComponentZ2_Sim = fComponentZ2_Sim/(N*zStep);
75 % Z1,Z2 joint distribution
76 jointComponents = [QuadratureMu_Z1; QuadratureMu_Z2]';
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77 [fJointComponents_Sim, z1z2_Sim] = hist3(jointComponents, 'Edges', ...
{z1, z2});
78 totalVolume = sum(sum(fJointComponents_Sim.*zStep*zStep));
79 fJointComponents_Sim = fJointComponents_Sim'/totalVolume;
80
81 %% PLOTS VARIABLES
82 % Maximum components
83 if max(fComponentZ1_Theory) == inf
84 maxCompZ1 = 1;
85 else
86 maxCompZ1 = max([fComponentZ1_Sim ...
max(sum(fJointZ1Z2_Theory.*zStep))]);
87 end
88 maxCompZ1 = 0.5*round(maxCompZ1/0.5);
89 if maxCompZ1 < max(max(fComponentZ1_Sim)) || maxCompZ1 < ...
max(sum(fJointZ1Z2_Theory.*zStep))
90 maxCompZ1 = maxCompZ1 + 0.25;
91 end
92 if max(fComponentZ2_Theory) == inf
93 maxCompZ2 = 1;
94 else
95 maxCompZ2 = max([fComponentZ2_Sim ...
max(sum(fJointZ1Z2_Theory'.*zStep))]);
96 end
97 maxCompZ2 = 0.25*round(maxCompZ2/0.25);
98 if maxCompZ2 < max(max(fComponentZ2_Sim)) || maxCompZ2 < ...
max(sum(fJointZ1Z2_Theory'.*zStep))
99 maxCompZ2 = maxCompZ2 + 0.25;
100 end
101 if maxCompZ1 ≥ maxCompZ2
102 maxCompZ2 = maxCompZ1;
103 else
104 maxCompZ1 = maxCompZ2;
105 end
106 end
107 maxJoint = max(max(max(fJointComponents_Sim)), ...
max(max(fJointZ1Z2_Theory)));
108 maxJoint1 = 0.05*round(maxJoint/0.05);
109 maxJoint = 0.01*round(maxJoint/0.01);
110
111 % Titles
112 tit1 = sprintf('$\\mu = %0.2f, \\lambda = %0.2f, \\Omega_{1} = ...
%0.2f, \\Omega_{2} = %0.2f$', mu, Lambda, Var1, Var2);
113
114
115 %% SAVE PLOTS QUADRATURE MU UNCORRELATED
116
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117 mu_int = mu-mod(mu,1); mu_frac = mod(mu,1);
118 Lambda_int = Lambda-mod(Lambda,1); Lambda_frac = mod(abs(Lambda),1);
119 oldFolder = pwd;
120 cd(savedFolder)
121 confChannel = [mu Lambda Var1 Var2];
122 fileName = sprintf('fdp_compZ1_Mu%dp%d_Lambda%dp%d.mat', mu_int, ...
floor(100*mu_frac), Lambda_int, floor(100*Lambda_frac));
123 a = z1_Sim; b = fComponentZ1_Sim; c = z1; d = ...
abs(sum(fJointZ1Z2_Theory.*zStep));
124 confPlot = [zMin zMax 0 maxCompZ1];
125 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
126 fileName = sprintf('fdp_compZ2_Mu%dp%d_Lambda%dp%d.mat', mu_int, ...
floor(100*mu_frac), Lambda_int, floor(100*Lambda_frac));
127 a = z2_Sim; b = fComponentZ2_Sim; c = z2; d = ...
abs(sum(fJointZ1Z2_Theory'.*zStep));
128 confPlot = [zMin zMax 0 maxCompZ2];
129 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
130 cd(oldFolder)
131
132 %% PLOT QUADRATURE MU UNCORRELATED
133 % Plot componet PDF
134 if plotCompDist
135 figHandle = figure;
136 set(gcf,'position',[0 0 600 400])
137 nPts = 5;
138 hSim = plot(z1_Sim(1:nPts:end), fComponentZ1_Sim(1:nPts:end),'k');
139 hold on
140 hTheory = plot(z1,abs(sum(fJointZ1Z2_Theory.*zStep)),'k');
141
142 hTitle = title(tit1);
143 hXLabel = xlabel('z1');
144 hYLabel = ylabel('f_{ Z1}(z1)');
145 hLegend = legend( ...
146 [hSim, hTheory], ...
147 'Simulation' , ...
148 'Theory' , ...
149 'location', 'northeast' );
150 set(gca, ...
151 'XTick' , zMin:0.5:zMax, ...
152 'YTick' , 0:maxCompZ1/5:maxCompZ1);
153 axis([zMin zMax 0 maxCompZ1]);
154
155 figName = sprintf('fdp_compZ1_Mu%dp%d_Lambda%dp%d.pdf', mu_int, ...
100*mu_frac, Lambda_int, 100*Lambda_frac);
156 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
157 figFormat = '-dpdf';
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158 if savePlots
159 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
160 end
161
162 figHandle = figure;
163 set(gcf,'position',[0 0 600 400])
164 nPts = 5;
165 hSim = plot(z2_Sim(1:nPts:end), fComponentZ2_Sim(1:nPts:end),'k');
166 hold on
167 hTheory = plot(z2,abs(sum(fJointZ1Z2_Theory'.*zStep)),'k');
168
169 hTitle = title(tit1);
170 hXLabel = xlabel('z2');
171 hYLabel = ylabel('f_{ Z2}(z2)');
172 hLegend = legend( ...
173 [hSim, hTheory], ...
174 'Simulation' , ...
175 'Theory' , ...
176 'location', 'northeast' );
177 set(gca, ...
178 'XTick' , zMin:0.5:zMax, ...
179 'YTick' , 0:maxCompZ2/5:maxCompZ2);
180 axis([zMin zMax 0 maxCompZ2]);
181
182 figName = sprintf('fdp_compZ2_Mu%dp%d_Lambda%dp%d.pdf', mu_int, ...
100*mu_frac, Lambda_int, 100*Lambda_frac);
183 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
184 figFormat = '-dpdf';
185 if savePlots
186 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
187 end
188 end
189
190 %% PLOT JOINT-DISTRIBUTION FXY(X,Y)
191 if plotJointDist
192 zMinPlot = -2;
193 zMaxPlot = 2;
194
195 %% Contour plot
196
197 % Define the contour plot levels
198 contourEnvelope = maxJoint.*[0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1];
199
200 % Define the colormap for plot (parula)
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201 contourColor(1,:) = [53 42 135];
202 contourColor(2,:) = [32 83 212];
203 contourColor(3,:) = [12 121 218];
204 contourColor(4,:) = [9 152 209];
205 contourColor(5,:) = [19 172 185];
206 contourColor(6,:) = [83 176 152];
207 contourColor(7,:) = [147 180 119];
208 contourColor(8,:) = [211 184 87];
209 contourColor(9,:) = [253 201 51];
210 contourColor(10,:) = [249 251 14];
211 contourColor = contourColor./255;
212
213 % Create the figure
214 figHandle = figure;
215 hold on
216 set(gcf,'position',[0 0 600 400])
217
218 nPts = 1;
219 hSim = contourPlotMod(z1z2_Sim{1}(1:nPts:end), ...
z1z2_Sim{2}(1:nPts:end), ...
fJointComponents_Sim(1:nPts:end,1:nPts:end), contourEnvelope, ...
contourColor, confPlot2D, '--', 'x');
220 hTheory = contourPlotMod(z1, z2, fJointZ1Z2_Theory, ...
contourEnvelope, contourColor, confPlot2D, '-', 'none');
221
222 hTitle = title(tit1);
223 hXLabel = xlabel('z1');
224 hYLabel = ylabel('z2');
225 hLegend = legend( ...
226 [hSim, hTheory], ...
227 'Simulation' , ...
228 'Theory' , ...
229 'location', 'northeast' );
230 set(gca, ...
231 'XTick' , [zMinPlot:(zMaxPlot-zMinPlot)/5:zMaxPlot], ...
232 'YTick' , [zMinPlot:(zMaxPlot-zMinPlot)/5:zMaxPlot]);
233 axis([zMinPlot zMaxPlot zMinPlot zMaxPlot]);
234
235 figName = sprintf('fdp_Z1Z2_contour_Mu%dp%d_Lambda%dp%d.pdf', ...
mu_int, 100*mu_frac, Lambda_int, 100*Lambda_frac);
236 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
237 figFormat = '-dpdf';
238 % if false
239 if savePlots
240 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
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241 end
242
243 %% Surface plot
244 % Create the figure
245 figHandle = figure('units','normalized','outerposition',[0 0 1 1]);
246
247 % Create the subplot
248 subplot(1,2,1)
249 nPts = 1;
250 surf(z1(1:nPts:end), z2(1:nPts:end), ...
fJointZ1Z2_Theory(1:nPts:end,1:nPts:end))
251 shading interp
252 caxis manual
253 caxis([0 maxJoint]);
254 title(' Theory','FontSize', fontSz, 'FontWeight', ...
'bold','HorizontalAlignment', 'left');
255 xlabel('z1','FontSize', fontSz);
256 ylabel('z2','FontSize', fontSz);
257 zlabel('fZ1,Z2(z1,z2)','FontSize', fontSz);
258 set( gca , ...
259 'XTick' , [zMinPlot:(zMaxPlot-zMinPlot)/5:zMaxPlot], ...
260 'YTick' , [zMinPlot:(zMaxPlot-zMinPlot)/5:zMaxPlot],...
261 'ZTick' , [0:(maxJoint1)/5:maxJoint1],...
262 'FontName' , 'Helvetica', ...
263 'Box' , 'on' , ...
264 'XGrid' , 'off' , ...
265 'YGrid' , 'off' , ...
266 'ZGrid' , 'off' );
267 axis([zMinPlot zMaxPlot zMinPlot zMaxPlot 0 maxJoint])
268
269 % Create the subplot
270 subplot(1,2,2)
271 nPts = 1;
272 surf(z1z2_Sim{1}(1:nPts:end), z1z2_Sim{2}(1:nPts:end), ...
fJointComponents_Sim(1:nPts:end,1:nPts:end))
273 shading interp
274 caxis manual
275 caxis([0 maxJoint]);
276 title('Simulation','FontSize', fontSz, 'FontWeight', ...
'bold','HorizontalAlignment', 'left');
277 xlabel('z1','FontSize', fontSz);
278 ylabel('z2','FontSize', fontSz);
279 zlabel('fZ1,Z2(z1,z2)','FontSize', fontSz);
280 set( gca , ...
281 'XTick' , [zMinPlot:(zMaxPlot-zMinPlot)/5:zMaxPlot], ...
282 'YTick' , [zMinPlot:(zMaxPlot-zMinPlot)/5:zMaxPlot],...
283 'ZTick' , [0:(maxJoint1)/5:maxJoint1],...
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284 'FontName' , 'Helvetica', ...
285 'Box' , 'on' , ...
286 'XGrid' , 'off' , ...
287 'YGrid' , 'off' , ...
288 'ZGrid' , 'off' );
289 axis([zMinPlot zMaxPlot zMinPlot zMaxPlot 0 maxJoint])
290 suptitle(tit1)
291
292 figName = sprintf('fdp_Z1Z2_surf_Mu%dp%d_Lambda%dp%d.png', ...
mu_int, 100*mu_frac, Lambda_int, 100*Lambda_frac);
293 figFormat = '-dpng';
294 % if false
295 if savePlots
296 printFigureTo(plotFolder, figName, figFormat, [2*figWidth ...
1.3*figHeight], figUnits, figHandle);
297 end
298 end
Função bivarQuadratureMuGen
1 %% Arguments
2 % fd = Maximun Doppler shift [Hz], where Fd = velocity/wavelength
3 % fs = Sampling frequency [Hz]
4 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
5 % m = Number of clusters of the Quadrature-Mu signal [dimensionless]
6 % Var = Variance of the Quadrature-Mu signal
7 % CorCoef = Correlation coefficient between the in-phase and ...
in-quadrature components
8 % markovSignEstimation = Define the type of sign estimation. False ...
-> sign(sum(x)) / True -> Markov Chain
9
10 function [QuadratureMu_Z1, QuadratureMu_Z2] = ...
bivarQuadratureMuGen(fd, fs, N, m, Var1, Var2, CorCoef, ...
fJointComponents_Theory, zStep, markovSignEstimation)
11
12 %% Generate the Doppler filter
13 H = dopplerFilter(fd, fs, N);
14
15 %% Generate the Quadrature-Mu variate
16 % Initializing variables
17 sumGauss_Z1 = zeros(1,N);
18 sumGauss_Z2 = zeros(1,N);
19 tQuadratureMu_Z1 = zeros(1,N);
20 tQuadratureMu_Z2 = zeros(1,N);
21
22 %% Generate the Covariance matriz
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23 % % Building the covariance matriz
24 matrizCov = [Var1 CorCoef*sqrt(Var1)*sqrt(Var2) ; ...
CorCoef*sqrt(Var1)*sqrt(Var2) Var2];
25 % % Performing the Cholesky decomposition for correlated variates
26 UpperChol = chol(matrizCov);
27
28 % Creating the Quadrature-Mu variate
29 for cont = 1:m
30 % Generate the Gaussian samples
31 [tQuadratureMu_Z1n, tQuadratureMu_Z2n] = gaussGen(H, N, m);
32
33 % Applying the correlation for the in-phase and in-quadrature ...
components
34 tGauss_Transposed = [tQuadratureMu_Z1n' tQuadratureMu_Z2n'];
35 tGauss_Correlated = tGauss_Transposed*UpperChol;
36 tQuadratureMu_Z1n = tGauss_Correlated(:,1)';
37 tQuadratureMu_Z2n = tGauss_Correlated(:,2)';
38
39 % The summation of the square gaussian signals compose the ...
Quadrature-Mu signal
40 tQuadratureMu_Z1 = tQuadratureMu_Z1 + (tQuadratureMu_Z1n).^2;
41 tQuadratureMu_Z2 = tQuadratureMu_Z2 + (tQuadratureMu_Z2n).^2;
42
43 % The summation of the signals defines the signal of the ...
Quadrature-Mu
44 % signal
45 sumGauss_Z1 = sumGauss_Z1 + tQuadratureMu_Z1n;
46 sumGauss_Z2 = sumGauss_Z2 + tQuadratureMu_Z2n;
47 end
48
49 %% Check if m is a non-integer
50 % If it's true, the components will have a m+1
51 % cluster with a fraction of the samples with filled with zeros
52 if mod(m,1) ̸= 0
53 % Define the fraction of zeros samples
54 Nmod = (1/mod(m,1));
55 Ni = floor(N/Nmod);
56
57 % Generate the Gaussian samples
58 [tQuadratureMu_Z1n, tQuadratureMu_Z2n] = gaussGen(H, N, m);
59 tQuadratureMu_Z1n = [tQuadratureMu_Z1n(1:Ni) zeros(1,N-Ni)];
60 if m > 1
61 tQuadratureMu_Z2n = [tQuadratureMu_Z2n(1:Ni) zeros(1,N-Ni)];
62 else
63 tQuadratureMu_Z2n = [zeros(1,N-Ni) tQuadratureMu_Z2n(N-Ni+1:N)];
64 end
65
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66 % Applying the correlation for the in-phase and in-quadrature ...
components
67 tGauss_Transposed = [tQuadratureMu_Z1n' tQuadratureMu_Z2n'];
68 tGauss_Correlated = tGauss_Transposed*UpperChol;
69 tQuadratureMu_Z1n = tGauss_Correlated(:,1)';
70 tQuadratureMu_Z2n = tGauss_Correlated(:,2)';
71
72 % The summation of the square gaussian signals compose the ...
Quadrature-Mu signal
73 tQuadratureMu_Z1 = tQuadratureMu_Z1 + (tQuadratureMu_Z1n).^2;
74 tQuadratureMu_Z2 = tQuadratureMu_Z2 + (tQuadratureMu_Z2n).^2;
75
76 % The summation of the signals defines the signal of the ...
Quadrature-Mu
77 % signal
78 sumGauss_Z1 = sumGauss_Z1 + tQuadratureMu_Z1n;
79 sumGauss_Z2 = sumGauss_Z2 + tQuadratureMu_Z2n;
80 end
81
82 %% Define the signal estimation type
83 if markovSignEstimation && (m) ̸= 1
84 % Defining the signal of the Quadrature-Mu signal (Markov Chain)
85 [sign_Z1, sign_Z2] = signalEstimationMarkov(N, ...
fJointComponents_Theory, zStep);
86 else
87 % Defining the signal of the Quadrature-Mu signal
88 sign_Z1 = sign(sumGauss_Z1);
89 sign_Z2 = sign(sumGauss_Z2);
90 end
91
92 tQuadratureMu_Z1 = sign_Z1.*sqrt(tQuadratureMu_Z1);
93 tQuadratureMu_Z2 = sign_Z2.*sqrt(tQuadratureMu_Z2);
94
95 % % Composing the channel signal
96 QuadratureMu_Z1 = tQuadratureMu_Z1;
97 QuadratureMu_Z2 = tQuadratureMu_Z2;
98
99 end
Função signalEstimationMarkov
1 %% Arguments
2 % N = Number of samples of the Eta-Mu signal [dimensionless]
3 % fJointComponents_Theory = Theorical Bivariate Joint Quadrature Mu ...
Type I fpd
4 % xStep = Step size of Theorical Bivariate Joint Quadrature
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5
6 function [sign_I, sign_Q] = signalEstimationMarkov(N, ...
fJointComponents_Theory, xStep)
7
8 % Initializing the vectors
9 sign_I = zeros(1,N);
10 sign_Q = zeros(1,N);
11
12 % Calculate the state probability from the theorical PDF
13 nDataPoints = size(fJointComponents_Theory);
14
15 % Fixing indetermination
16 NaN_pts = isnan(fJointComponents_Theory);
17 NaN_pts_idx = find(NaN_pts==1);
18 fJointComponents_Theory(NaN_pts_idx) = 0;
19
20 % Q3 => X<0 and Y<0 (Lines: 1 to end/2 / Columns: 1 to end/2)
21 p3quad = ...
sum(sum(fJointComponents_Theory(1:floor(nDataPoints(1,1)/2),...
22 1:floor(nDataPoints(1,2)/2))))*xStep*xStep
23 % Q2 => X<0 and Y>0 (Lines: end/2 to end / Columns: 1 to end/2)
24 p2quad = ...
sum(sum(fJointComponents_Theory(floor(nDataPoints(1,1)/2+1):...
25 nDataPoints(1,1),1:floor(nDataPoints(1,2)/2))))*xStep*xStep
26 % Q1 => X>0 and Y>0 (Lines: end/2 to end / Columns: end/2 to end)
27 p1quad = ...
sum(sum(fJointComponents_Theory(floor(nDataPoints(1,1)2+1):...
28 nDataPoints(1,1),floor(nDataPoints(1,2)/2+1):nDataPoints(1,2))))...
29 *xStep*xStep
30 % Q4 => X>0 and Y<0 (Lines: 1 to end/2 / Columns: end/2 to end)
31 p4quad = ...
sum(sum(fJointComponents_Theory(1:floor(nDataPoints(1,1)/2),...
32 floor(nDataPoints(1,2)/2+1):nDataPoints(1,2))))*xStep*xStep
33
34 % Define the transition matrix
35 transition_ratio = 1/1;
36 r = transition_ratio*(1/max(p1quad+p3quad,p2quad+p4quad));
37 transMatrix = [[1-r*(p2quad+p4quad),r*p2quad,0,r*p4quad];...
38 [r*p1quad,1-r*(p1quad+p3quad),r*p3quad,0];...
39 [0,r*p2quad,1-r*(p2quad+p4quad),r*p4quad];...
40 [r*p1quad,0,r*p3quad,1-r*(p1quad+p3quad)]];
41 % Define the quadrant of each sample
42 quadrant = quadrantEstimationMarkov(transMatrix,N);
43
44 % Define the signals of each sample
45 for i=1:N
46 if quadrant(i) == 1
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47 sign_I(i) = +1;
48 sign_Q(i) = +1;
49 end
50 if quadrant(i) == 2
51 sign_I(i) = 1;
52 sign_Q(i) = -1;
53 end
54 if quadrant(i) == 3
55 sign_I(i) = -1;
56 sign_Q(i) = -1;
57 end
58 if quadrant(i) == 4
59 sign_I(i) = -1;
60 sign_Q(i) = +1;
61 end
62 end
63 end
Função quadrantEstimationMarkov
1 %% Arguments
2 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
3 % transMatrix = Transition matrix probability
4
5 function [quadrant] = quadrantEstimationMarkov(transMatrix,N)
6 quadrant = zeros(1,N); % 4-state Markov chain (output vector).
7 quadrant(1) = randi([1 4]); % Step a)
8
9 transMatrix1 = cumsum(transMatrix,2); % P4chan
10
11 for i = 2:N
12 event = rand;
13 % If previous state is 1
14 if quadrant(1,i-1) == 1
15 if event < transMatrix1(1,1) % No switch
16 quadrant(1,i) = 1;
17 elseif event < transMatrix1(1,2) % Switch to state 2
18 quadrant(1,i) = 2;
19 elseif event < transMatrix1(1,3) % Switch to state 3
20 quadrant(1,i) = 3;
21 else % Switch to state 4
22 quadrant(1,i) = 4;
23 end
24 % If previous state is 2
25 elseif quadrant(1,i-1) == 2 % Step d)
26 if event < transMatrix1(2,1) % Switch to state 1
APÊNDICE B - Código em MATLAB do Processo Quadratura 𝜇 Tipo I Correlacionado 95
27 quadrant(1,i) = 1;
28 elseif event < transMatrix1(2,2) % No switch
29 quadrant(1,i) = 2;
30 elseif event < transMatrix1(2,3) % Switch to state 3
31 quadrant(1,i) = 3;
32 else % Switch to state 4
33 quadrant(1,i) = 4;
34 end
35 % If previous state is 3
36 elseif quadrant(1,i-1) == 3 % Step e)
37 if event < transMatrix1(3,1) % Switch to state 1
38 quadrant(1,i) = 1;
39 elseif event < transMatrix1(3,2) % Switch to state 2
40 quadrant(1,i) = 2;
41 elseif event < transMatrix1(3,3) % No switch
42 quadrant(1,i) = 3;
43 else % Switch to state 4
44 quadrant(1,i) = 4;
45 end
46 % If previous state is 4
47 elseif quadrant(1,i-1) == 4 % Step e)
48 if event < transMatrix1(4,1) % Switch to state 1
49 quadrant(1,i) = 1;
50 elseif event < transMatrix1(4,2) % Switch to state 2
51 quadrant(1,i) = 2;
52 elseif event < transMatrix1(4,3) % Switch to state 3
53 quadrant(1,i) = 3;
54 else % No switch
55 quadrant(1,i) = 4;
56 end
57 end
58 end
Função contourPlotMod
1 function [h] = contourPlotMod(x, y, fJoint, contourEnvelope, ...
contourColor, confPlot2D, linSty, markerSty)
2
3 linWth = confPlot2D(3);
4 markerSz = 2.5;
5
6 % Compute the contour curves
7 C = contourc(x, y, fJoint, contourEnvelope);
8
9 % Define the size of the C vector
10 n = size(C,2);
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11
12 % Difine the first level contour
13 lvl(1) = C(1,1); % Level of the samples
14 initPosLvl(1) = 2; % Initial position of the level
15 endPosLvl(1) = C(2,1)+1; % End position of the level
16 x_ = C(1,initPosLvl(1):endPosLvl(1));
17 y_ = C(2,initPosLvl(1):endPosLvl(1));
18
19 % Actual sample of the C vector
20 n_actual = 1;
21 % Counter for differents levels
22 i = 1;
23
24 while n_actual < n
25 nPts = 2;
26 % Plot the level curve
27 if lvl(i) == contourEnvelope(1)
28 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(1,:),...
29 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
30 markerSty,'MarkerSize', markerSz);
31 elseif lvl(i) == contourEnvelope(2)
32 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(2,:),...
33 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
34 markerSty,'MarkerSize', markerSz);
35 elseif lvl(i) == contourEnvelope(3)
36 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(3,:),...
37 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
38 markerSty,'MarkerSize', markerSz);
39 elseif lvl(i) == contourEnvelope(4)
40 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(4,:),...
41 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
42 markerSty,'MarkerSize', markerSz);
43 elseif lvl(i) == contourEnvelope(5)
44 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(5,:),...
45 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
46 markerSty,'MarkerSize', markerSz);
47 elseif lvl(i) == contourEnvelope(6)
48 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(6,:),...
49 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
50 markerSty,'MarkerSize', markerSz);
51 elseif lvl(i) == contourEnvelope(7)
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52 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(7,:),...
53 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
54 markerSty,'MarkerSize', markerSz);
55 elseif lvl(i) == contourEnvelope(8)
56 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(8,:),...
57 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
58 markerSty,'MarkerSize', markerSz);
59 elseif lvl(i) == contourEnvelope(9)
60 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(9,:),...
61 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
62 markerSty,'MarkerSize', markerSz);
63 elseif lvl(i) == contourEnvelope(10)
64 h = ...
plot(x_(1:nPts:end),y_(1:nPts:end),'Color',contourColor(10,:),...
65 'LineStyle' , linSty , 'LineWidth', linWth, 'Marker',...
66 markerSty,'MarkerSize', markerSz);
67 end
68
69 % Update the datas
70 i = i+1;
71 initPosLvl(i) = endPosLvl(i-1) + 2;
72 endPosLvl(i) = endPosLvl(i-1) + C(2,endPosLvl(i-1)+1)+1;
73 lvl(i) = C(1,initPosLvl(i)-1);
74 n_actual = endPosLvl(i);
75 x_ = C(1,initPosLvl(i):endPosLvl(i));
76 y_ = C(2,initPosLvl(i):endPosLvl(i));
77 end
78 end
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Função main
1 %% Main document for the Quadrature Mu correlated inphase and ...
quadrature components
2 % Location: CPqD / Unicamp (DECOM)
3 % Name: Diogo Carvalho de Souza e Silva
4 % Period: 09/2015 - 10/2015
5 % E-mail: diogo.carvalhoo@gmail.com
6
7 %% Clearing old data
8 clear all; close all; clc;
9
10 %% Define channel variables
11 fd = 1/(2*pi); % Maximun Doppler shift [Hz], where Fd = ...
velocity/wavelength
12 fs = 30; % Sampling frequency [Hz]
13 N = 1.5e7; % Number of samples of the Eta-Mu signal [dimensionless]
14 mu = 2.4; % Number of clusters of the Eta-Mu signal ...
[dimensionless]
15 Var = 1; % Variance of the Eta-Mu signal / 0 < Var < Infinity
16 Lambda = -0.8; % Gaussian correlation coefficient between the ...
in-phase and quadrature components / 0 < Coef < 1
17 EtaUnbalance = 1; % Scattered wave power ratio between the in-phase ...
and quadrature components of each cluster
18 % Eta = VarReal/VarImag / 0 < Eta < Infinity
19 markovSignEstimation = true; % Define the type of sign estimation. ...
False -> sign(sum(x)) / True -> Markov Chain
20
21 %% Plot defines
22 % Plot folder
23 plotFolder = '.\Plots';
24 savedFolder = '.\savedVar';
25 set(0,'DefaultTextInterpreter','latex')
26 savePlots = true; % Define if the plots will be saved
27 figWidth = 14.8; % Figure width in cm
28 figHeight = 11.1; % Figure height in cm
29 figUnits = 'centimeters'; % Figure units
30 fontSz = 12; % Font size for plots
31 axesLinWth = 0.75; % Axes Line Width for plot
32 linWth = 1.0; % Line Width for plot
33 markerSz = 8; % Marker Size for plot
34 confPlot2D = [fontSz axesLinWth linWth markerSz];
35
36 %% Define other variables
37 rMin = 0; % Minimun value of envelope variable R
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38 rMax = 5; % Maximum value of envelope variable R
39 rStep = (rMax-rMin)/250; % Step size of envelope variable R
40 r = rMin:rStep:rMax; % Envelope variable R
41 r = r(1:end-1);
42 rhoMin = 0.5*round(rMin/sqrt(Var)/0.5);
43 rhoMax = 0.5*round(rMax/sqrt(Var)/0.5);
44
45 thMin = -pi; % Minimun value of phase variable Theta
46 thMax = pi; % Maximum value of phase variable Theta
47 thStep = (thMax-thMin)/250; % Step size of phase variable Theta
48 th = thMin:thStep:thMax; % Phase variable Theta
49 th = th(1:end-1);
50
51 xMin = -5; % Minimun value of in-phase and in-quadrature variables
52 xMax = 5; % Maximum value of in-phase and in-quadrature variables
53 xStep = (xMax-xMin)/700; % Step size of in-phase and in-quadrature ...
variables
54 x = xMin:xStep:xMax; % In-phase and in-quadrature variables
55 x = x(1:end-1); y = x;
56
57 %% Define plots
58 plotEnvelopeDist = true; % Define if the Envelope distributions will ...
be ploted
59 plotPhaseDist = true; % Define if the Phase distributions will be ploted
60 plotCompDist = true; % Define if the in-phase and in-quadrature ...
components distributions will be ploted
61 plotEnvelopeImport = false; % Define if the Envelope distribution ...
imported from Mathematica - Numerical integration of the joint ...
distribution on phase
62 plotPhaseImport = true; % Define if the Phase distribution imported ...
from Mathematica - Numerical integration of the joint ...
distribution on envelope
63 plotJointDist = true; % Define if the in-phase and in-quadrature ...
joint distributions will be ploted
64
65 %% THEORETICAL DISTRIBUTIONS
66 % Envelope distribution (Eta-Mu correlated) / Paper Jose Ricardo
67 h = ((2+(1/EtaUnbalance)+EtaUnbalance)/4)/(1-Lambda^2);
68 H = -abs(((1/EtaUnbalance)-EtaUnbalance)/4)...
69 *(sqrt(4*EtaUnbalance*(Lambda^2)+(EtaUnbalance-1)^2))...
70 /((1-Lambda^2)*(EtaUnbalance-1));
71 Rho = r./sqrt(Var);
72 fEnvelope_TheoryEtaMu_a = ...
((4*sqrt(pi)*(mu^(mu+1/2))*h^mu)/(gamma(mu)*(H^(mu-1/2))))...
73 *((Rho).^(2*mu)).*exp(-2*mu*h*(Rho).^2).*besseli(mu-1/2,2*mu*H*(Rho).^2);
74 fPhase_TheoryEtaMu_a = ...
(((h^2)-(H^2))^mu)*gamma(2*mu).*((abs(sin(2.*th))).^(2*mu-1))...
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75 ./((2^(2*mu))*((gamma(mu))^2)*((h+H*cos(2.*th)).^(2*mu)));
76 % Components joint distribution
77 [X, Y] = meshgrid(x,y);
78 fJointComponents_Theory = ...
real(((((X.^2).*(Y.^2))).^((2*mu)/4)).*((2*mu)^(((2*mu)/2)+1))...
79 *(Lambda^(1-(2*mu)/2))*((1+EtaUnbalance)^(1+(2*mu)/2))...
80 .*exp(-(2*mu)*(1+EtaUnbalance)*((X.^2)-2*X.*Y.*Lambda*sqrt(EtaUnbalance)...
81 +(Y.^2).*EtaUnbalance)./(2*(1-Lambda^2)*EtaUnbalance*Var))...
82 .*besseli(((2*mu)/2)-1,(2*mu)*(sqrt((X.^2).*(Y.^2))).*Lambda*...
83 (1+EtaUnbalance)./((1-Lambda^2)*sqrt(EtaUnbalance)*Var))...
84 .*sech((2*mu)*(sqrt((X.^2).*(Y.^2))).*Lambda*(1+EtaUnbalance)...
85 ./((1-Lambda^2)*sqrt(EtaUnbalance)*Var))...
86 ./((1-Lambda^2)*gamma((2*mu)/2)*((2*Var)^(1+(2*mu)/2))...
87 *(EtaUnbalance^((1+(2*mu)/2)/2))));
88 % Envelope and phase joint distribution
89 [R, TH] = meshgrid(r,th);
90 fJointEnvelopePhase_Theory = ...
((1+EtaUnbalance).^(1+mu)).*(R.^(1+2.*mu)).*(mu.^(1+mu))...
91 .*((sqrt((sin(2*TH)).^2)).^mu).*((sqrt(Lambda^2)).^(1-mu))...
92 .*exp(-(mu).*(R.^2).*(1+EtaUnbalance).*((cos(TH).^2)-sin(2.*TH).*Lambda...
93 *sqrt(EtaUnbalance)+(sin(TH).^2).*EtaUnbalance)...
94 ./((1-Lambda^2)*EtaUnbalance*Var))...
95 .*besseli((mu)-1,(mu).*(Lambda)*(1+EtaUnbalance).*(R.^2)...
96 .*sqrt(sin(2.*TH).^2)./((1-Lambda.^2)*sqrt(EtaUnbalance)*Var))...
97 .*sech((mu).*(Lambda)*(1+EtaUnbalance).*(R.^2).*sqrt(sin(2.*TH).^2)...
98 ./((1-Lambda.^2)*sqrt(EtaUnbalance)*Var)) ...
99 ./((1-Lambda.^2).*(2.^mu).*(gamma(mu)).*(EtaUnbalance.^((1+mu)./2))...
100 .*(Var.^(1+mu)));
101 fEnvelope_TheoryEtaMu = abs(sum(fJointEnvelopePhase_Theory.*thStep));
102 fPhase_TheoryEtaMu = abs(sum(fJointEnvelopePhase_Theory'.*rStep));
103 % Envelope and phase joint distribution
104 [RHO, TH] = meshgrid(r./sqrt(Var),th);
105 fJointEnvelopePhase_Theory_RHO = ...
((1+EtaUnbalance).^(1+mu)).*(RHO.^(1+2.*mu)).*(mu.^(1+mu))...
106 .*((sqrt((sin(2*TH)).^2)).^mu).*((sqrt(Lambda^2)).^(1-mu))...
107 .*exp(-(mu).*(RHO.^2).*(1+EtaUnbalance).*((cos(TH).^2)-sin(2.*TH).*Lambda...
108 *sqrt(EtaUnbalance)+(sin(TH).^2).*EtaUnbalance)...
109 ./((1-Lambda^2)*EtaUnbalance))...
110 .*besseli((mu)-1,(mu).*(Lambda)*(1+EtaUnbalance).*(RHO.^2)...
111 .*sqrt(sin(2.*TH).^2)./((1-Lambda.^2)*sqrt(EtaUnbalance)))...
112 .*sech((mu).*(Lambda)*(1+EtaUnbalance).*(RHO.^2).*sqrt(sin(2.*TH).^2)...
113 ./((1-Lambda.^2)*sqrt(EtaUnbalance)))...
114 ./((1-Lambda.^2).*(2.^mu).*(gamma(mu)).*(EtaUnbalance.^((1+mu)./2)));
115 fEnvelope_TheoryEtaMu_RHO = ...
abs(sum(fJointEnvelopePhase_Theory_RHO.*thStep));
116 fPhase_TheoryEtaMu_RHO = ...
abs(sum(fJointEnvelopePhase_Theory_RHO'.*rStep));
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117
118 %% MAIN
119 % Generate a Eta-Mu channel
120 tic
121 [etaMuChannel_I, etaMuChannel_Q] = etaMuChannelGen(fd, fs, N, mu*2, ...
Var, Lambda, EtaUnbalance, fJointComponents_Theory, xStep, ...
markovSignEstimation);
122 toc
123 % Composing the channel signal
124 etaMuChannel = etaMuChannel_I+1i*etaMuChannel_Q;
125 % Define the signal envelope
126 etaMuChannel_Envelope = abs(etaMuChannel);
127 % Define the signal phase
128 etaMuChannel_Phase = atan2(etaMuChannel_Q,etaMuChannel_I);
129
130 %% SIMULATED DISTRIBUTIONS
131 % Envelope distribution
132 [fEnvelope_Sim,r_Sim] = histcounts(etaMuChannel_Envelope,r);
133 r_Sim = linspace(r_Sim(1),r_Sim(end),length(fEnvelope_Sim));
134 fEnvelope_Sim = fEnvelope_Sim/(N*rStep);
135 fEnvelope_Sim_RHO = fEnvelope_Sim.*sqrt(Var);
136 % Phase distribution
137 [fPhase_Sim,th_Sim] = histcounts(etaMuChannel_Phase,th);
138 th_Sim = linspace(th_Sim(1),th_Sim(end),length(fPhase_Sim));
139 fPhase_Sim = fPhase_Sim/(N*thStep);
140 % In-phase distribution I
141 [fComponentI_Sim,x_Sim] = histcounts(etaMuChannel_I,x);
142 x_Sim = linspace(x_Sim(1),x_Sim(end),length(fComponentI_Sim));
143 fComponentI_Sim = fComponentI_Sim/(N*xStep);
144 % In-phase distribution Q
145 [fComponentQ_Sim,y_Sim] = histcounts(etaMuChannel_Q,y);
146 y_Sim = linspace(y_Sim(1),y_Sim(end),length(fComponentQ_Sim));
147 fComponentQ_Sim = fComponentQ_Sim/(N*xStep);
148 % Components joint distribution
149 jointComponents = [etaMuChannel_I; etaMuChannel_Q]';
150 [fJointComponents_Sim, xy_Sim] = hist3(jointComponents, 'Edges', {x, ...
y});
151 totalVolume = sum(sum(fJointComponents_Sim.*xStep*xStep));
152 fJointComponents_Sim = fJointComponents_Sim'/totalVolume;
153
154 %% PLOTS VARIABLES
155 % In-phase component
156 maxCompI(1) = max(fComponentI_Sim); maxCompI(2) = ...
max(sum(fJointComponents_Theory.*xStep));
157 maxCompI = maxCompI(¬(any(isinf(maxCompI),1))); maxCompI = ...
maxCompI(¬(any(isnan(maxCompI),1)));
158 maxCompI = max(maxCompI);
APÊNDICE C - Código em MATLAB do Processo 𝜂-𝜇 Correlacionado 102
159 maxCompI = 0.5*round(maxCompI/0.5);
160 if maxCompI < max(max(fComponentI_Sim)) || maxCompI < ...
max(sum(fJointComponents_Theory.*xStep))
161 maxCompI = maxCompI + 0.25;
162 end
163 % Quadracture component
164 maxCompQ(1) = max(fComponentQ_Sim); maxCompQ(2) = ...
max(sum(fJointComponents_Theory'.*xStep));
165 maxCompQ = maxCompQ(¬(any(isinf(maxCompQ),1))); maxCompQ = ...
maxCompQ(¬(any(isnan(maxCompQ),1)));
166 maxCompQ = max(maxCompQ); maxCompQ = 0.5*round(maxCompQ/0.5);
167 if maxCompQ < max(max(fComponentQ_Sim)) || maxCompQ < ...
max(sum(fJointComponents_Theory'.*xStep))
168 maxCompQ = maxCompQ + 0.25;
169 end
170 if maxCompI ≥ maxCompQ
171 maxCompQ = maxCompI;
172 else
173 maxCompI = maxCompQ;
174 end
175 % Envelope
176 maxEnvelope = max([max(fEnvelope_Sim) max(fEnvelope_TheoryEtaMu)]);
177 maxEnvelope = 0.5*round(maxEnvelope/0.5);
178 if maxEnvelope < max(max(fEnvelope_Sim)) || maxEnvelope < ...
max(fEnvelope_TheoryEtaMu)
179 maxEnvelope = maxEnvelope + 0.25;
180 end
181 % Envelope
182 maxEnvelope_RHO = max([max(fEnvelope_Sim_RHO) ...
max(fEnvelope_TheoryEtaMu_RHO)]);
183 maxEnvelope_RHO = 0.5*round(maxEnvelope_RHO/0.5);
184 if maxEnvelope_RHO < max(max(fEnvelope_Sim_RHO)) || maxEnvelope_RHO ...
< max(fEnvelope_TheoryEtaMu_RHO)
185 maxEnvelope_RHO = maxEnvelope_RHO + 0.25;
186 end
187 % Phase
188 maxPhase = max([max(fPhase_Sim) max(fPhase_TheoryEtaMu)]);
189 maxPhase = 0.5*round(maxPhase/0.5);
190 if maxPhase < max(max(fPhase_Sim)) || maxPhase < max(fPhase_TheoryEtaMu)
191 maxPhase = maxPhase + 0.25;
192 end
193 % Joint component
194 maxJoint = max(max(max(fJointComponents_Sim)), ...
max(max(fJointComponents_Theory)));
195 maxJoint = 0.01*round(maxJoint/0.01);
196
197 % Titles
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198 tit = sprintf('$\\mu = %0.2f, \\lambda = %0.2f, \\eta = %0.2f, ...
\\Omega = %0.2f$', mu, Lambda, EtaUnbalance, Var);
199 tit1 = sprintf('$\\mu = %0.2f, \\lambda = %0.2f, \\eta = %0.2f$', ...
mu, Lambda, EtaUnbalance);
200
201 %% SAVE PLOTS ETA MU COMPONENTS
202
203 eta_int = EtaUnbalance-mod(EtaUnbalance,1); eta_frac = ...
mod(EtaUnbalance,1);
204 mu_int = mu-mod(mu,1); mu_frac = mod(mu,1);
205 Lambda_int = Lambda-mod(Lambda,1); Lambda_frac = mod(abs(Lambda),1);
206
207 oldFolder = pwd;
208 cd(savedFolder)
209 confChannel = [mu Lambda EtaUnbalance Var];
210 fileName = sprintf('fdp_compX_Eta%dp%d_Mu%dp%d_Lambda%dp%d.mat', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
211 a = x_Sim; b = fComponentI_Sim; c = x; d = ...
abs(sum(fJointComponents_Theory.*xStep));
212 confPlot = [xMin xMax 0 maxCompI];
213 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
214 fileName = sprintf('fdp_compY_Eta%dp%d_Mu%dp%d_Lambda%dp%d.mat', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
215 a = y_Sim; b = fComponentQ_Sim; c = y; d = ...
abs(sum(fJointComponents_Theory'.*xStep));
216 confPlot = [xMin xMax 0 maxCompQ];
217 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
218 fileName = sprintf('fdp_Env_Eta%dp%d_Mu%dp%d_Lambda%dp%d.mat', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
219 a = r_Sim; b = fEnvelope_Sim; c = r; d = abs(fEnvelope_TheoryEtaMu);
220 confPlot = [rMin rMax 0 maxEnvelope];
221 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
222 fileName = sprintf('fdp_EnvRho_Eta%dp%d_Mu%dp%d_Lambda%dp%d.mat', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
223 a = r_Sim./sqrt(Var); b = fEnvelope_Sim_RHO; c = r./sqrt(Var); d = ...
abs(fEnvelope_TheoryEtaMu_RHO);
224 confPlot = [rhoMin rhoMax 0 maxEnvelope_RHO];
225 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
226 fileName = sprintf('fdp_Phase_Eta%dp%d_Mu%dp%d_Lambda%dp%d.mat', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
227 a = th_Sim*180/pi; b = fPhase_Sim; c = th*180/pi; d = ...
abs(fPhase_TheoryEtaMu);
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228 confPlot = [thMin*180/pi thMax*180/pi 0 maxPhase];
229 save(fileName, 'a', 'b', 'c', 'd', 'confChannel', 'confPlot');
230 cd(oldFolder)
231
232 %% PLOT ETA MU COMPONENTS
233 % Plot componet PDF
234 if plotCompDist
235 figHandle = figure;
236 set(gcf,'position',[0 0 600 400])
237 nPts = 5;
238 hSim = plot(x_Sim(1:nPts:end), fComponentI_Sim(1:nPts:end),'k');
239 hold on
240 hTheory = plot(x,abs(sum(fJointComponents_Theory.*xStep)),'k');
241
242 hTitle = title(tit);
243 hXLabel = xlabel('x');
244 hYLabel = ylabel('f_{ X}(x)');
245 hLegend = legend( ...
246 [hSim, hTheory], ...
247 'Simulation' , ...
248 'Theory' , ...
249 'location', 'northeast' );
250 set(gca, ...
251 'XTick' , xMin:1.0:xMax, ...
252 'YTick' , 0:maxCompI/5:maxCompI);
253 axis([xMin xMax 0 maxCompI]);
254
255 figName = sprintf('fdp_compX_Eta%dp%d_Mu%dp%d_Lambda%dp%d.pdf', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
256 configPlot_SimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
257 figFormat = '-dpdf';
258 if savePlots
259 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
260 end
261
262 figHandle = figure;
263 set(gcf,'position',[0 0 600 400])
264 nPts = 5;
265 hSim = plot(y_Sim(1:nPts:end), fComponentQ_Sim(1:nPts:end),'k');
266 hold on
267 hTheory = plot(y,abs(sum(fJointComponents_Theory'.*xStep)),'k');
268
269 hTitle = title(tit);
270 hXLabel = xlabel('y');
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271 hYLabel = ylabel('f_{ Y}(y)');
272 hLegend = legend( ...
273 [hSim, hTheory], ...
274 'Simulation' , ...
275 'Theory' , ...
276 'location', 'northeast' );
277 set(gca, ...
278 'XTick' , xMin:1.0:xMax, ...
279 'YTick' , 0:maxCompQ/5:maxCompI);
280 axis([xMin xMax 0 maxCompI]);
281
282 figName = sprintf('fdp_compY_Eta%dp%d_Mu%dp%d_Lambda%dp%d.pdf', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
283 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
284 figFormat = '-dpdf';
285 if savePlots
286 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
287 end
288 end
289
290 %% PLOT ETA MU COMPONENTS
291 % Plot componet PDF
292 if plotEnvelopeDist
293 figHandle = figure;
294 set(gcf,'position',[0 0 600 400])
295 nPts = 5;
296 hSim = plot(r_Sim(1:nPts:end), fEnvelope_Sim(1:nPts:end),'k');
297 hold on
298 hTheory = plot(r,abs(fEnvelope_TheoryEtaMu),'k');
299
300 hTitle = title(tit);
301 hXLabel = xlabel('r');
302 hYLabel = ylabel('f_{ R}(r)');
303 hLegend = legend( ...
304 [hSim, hTheory], ...
305 'Simulation' , ...
306 'Theory' , ...
307 'location', 'northeast' );
308 set(gca, ...
309 'XTick' , rMin:0.5:rMax, ...
310 'YTick' , 0:maxEnvelope/5:maxEnvelope);
311 axis([rMin rMax 0 maxEnvelope]);
312
313 figName = sprintf('fdp_Env_Eta%dp%d_Mu%dp%d_Lambda%dp%d.pdf', ...
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eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
314 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
315 figFormat = '-dpdf';
316 if savePlots
317 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
318 end
319 end
320
321 %% PLOT ETA MU COMPONENTS
322 % Plot componet PDF
323 if plotPhaseDist
324 figHandle = figure;
325 set(gcf,'position',[0 0 600 400])
326 nPts = 5;
327 hSim = plot(th_Sim(1:nPts:end)*180/pi, fPhase_Sim(1:nPts:end),'k');
328 hold on
329 hTheory = plot(th*180/pi,abs(fPhase_TheoryEtaMu),'k');
330
331 hTitle = title(tit);
332 hXLabel = xlabel('\theta');
333 hYLabel = ylabel('f_\Theta(\theta)');
334 hLegend = legend( ...
335 [hSim, hTheory], ...
336 'Simulation' , ...
337 'Theory' , ...
338 'location', 'northeast' );
339 set(gca, ...
340 'XTick' , thMin*180/pi:45:thMax*180/pi, ...
341 'YTick' , 0:maxPhase/5:maxPhase);
342 axis([thMin*180/pi thMax*180/pi 0 maxPhase]);
343
344 figName = sprintf('fdp_Phase_Eta%dp%d_Mu%dp%d_Lambda%dp%d.pdf', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
345 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
346 figFormat = '-dpdf';
347 if savePlots
348 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
349 end
350 end
351
352
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353 %% PLOT ETA MU COMPONENTS TIRAR AQUIII!!
354 % Plot componet PDF
355
356 if plotEnvelopeDist
357 figHandle = figure;
358 set(gcf,'position',[0 0 600 400])
359 nPts = 5;
360 hSim = plot(r_Sim(1:nPts:end)./sqrt(Var), ...
fEnvelope_Sim_RHO(1:nPts:end),'k');
361 hold on
362 hTheory = plot(r./sqrt(Var),abs(fEnvelope_TheoryEtaMu_RHO),'k');
363
364 hTitle = title(tit1);
365 hXLabel = xlabel('\rho');
366 hYLabel = ylabel('f_{ P}(\rho)');
367 hLegend = legend( ...
368 [hSim, hTheory], ...
369 'Simulation' , ...
370 'Theory' , ...
371 'location', 'northeast' );
372 set(gca, ...
373 'XTick' , rhoMin:0.5:rhoMax, ...
374 'YTick' , 0:maxEnvelope_RHO/5:maxEnvelope_RHO);
375 axis([rhoMin rhoMax 0 maxEnvelope_RHO]);
376
377 figName = sprintf('fdp_EnvRho_Eta%dp%d_Mu%dp%d_Lambda%dp%d.pdf', ...
eta_int, floor(100*eta_frac), mu_int, floor(100*mu_frac), ...
Lambda_int, floor(100*Lambda_frac));
378 configPlotSimTheory(hSim, hTheory, hTitle, hLegend, hXLabel, ...
hYLabel, confPlot2D);
379 figFormat = '-dpdf';
380 if savePlots
381 printFigureTo(plotFolder, figName, figFormat, [figWidth ...
figHeight], figUnits, figHandle);
382 end
383 end
Função etaMuChannelGen
1 %% Arguments
2 % fd = Maximun Doppler shift [Hz], where Fd = velocity/wavelength
3 % fs = Sampling frequency [Hz]
4 % N = Number of samples of the Eta-Mu signal [dimensionless]
5 % m = Number of clusters of the Eta-Mu signal [dimensionless]
6 % Var = Variance of the Eta-Mu signal
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7 % CorCoef = Correlation coefficient between the in-phase and ...
in-quadrature components
8 % EtaUnbalance = Scattered wave power ratio between the in-phase and ...
quadrature components of each cluster
9 % markovSignEstimation = Define the type of sign estimation. False ...
-> sign(sum(x)) / True -> Markov Chain
10
11 function [etaMuChannel_I, etaMuChannel_Q] = etaMuChannelGen(fd, fs, ...
N, m, Var, CorCoef, EtaUnbalance, fJointComponents_Theory, xStep, ...
markovSignEstimation)
12
13 %% Generate the Doppler filter
14 H = dopplerFilter(fd, fs, N);
15
16 %% Generate the Eta-Mu signal
17 % Initializing variables
18 sumGauss_I = zeros(1,N);
19 sumGauss_Q = zeros(1,N);
20 tEtaMu_I = zeros(1,N);
21 tEtaMu_Q = zeros(1,N);
22
23 %% Generate the Covariance matriz
24 % Define the variance of the in-phase component
25 Var_I = 2*Var*EtaUnbalance/(1+EtaUnbalance);
26 % Define the variance of the quadrature component
27 Var_Q = 2*Var/(1+EtaUnbalance);
28 % Building the covariance matriz
29 matrizCov = [Var_I CorCoef*sqrt(Var_I)*sqrt(Var_Q) ; ...
CorCoef*sqrt(Var_I)*sqrt(Var_Q) Var_Q];
30 % Performing the Cholesky decomposition for correlated variates
31 UpperChol = chol(matrizCov);
32
33 % Creating the in-phase and quadrature components for Eta-Mu
34 for cont = 1:m
35 % Generate the Gaussian samples
36 [tGauss_In, tGauss_Qn] = gaussGen(H, N, m);
37
38 % Applying the correlation for the in-phase and in-quadrature ...
components
39 tGauss_Transposed = [tGauss_In' tGauss_Qn'];
40 tGauss_Correlated = tGauss_Transposed*UpperChol;
41 tGauss_In = tGauss_Correlated(:,1)';
42 tGauss_Qn = tGauss_Correlated(:,2)';
43
44 % The summation of the square gaussian signals compose the ...
Eta-Mu signal
45 tEtaMu_I = tEtaMu_I + (tGauss_In).^2;
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46 tEtaMu_Q = tEtaMu_Q + (tGauss_Qn).^2;
47
48 % The summation of the signals defines the signal of the Eta-Mu
49 % signal
50 sumGauss_I = sumGauss_I + tGauss_In;
51 sumGauss_Q = sumGauss_Q + tGauss_Qn;
52 end
53
54 %% Check if m is a non-integer
55 % If it's true, the in-phase and in-quadrature components will have ...
a m+1
56 % cluster with a fraction of the samples with filled with zeros
57 if mod(m,1) ̸= 0
58 % Define the fraction of zeros samples
59 Nmod = (1/mod(m,1));
60 Ni = floor(N/Nmod);
61
62 % Generate the Gaussian samples
63 [tGauss_In, tGauss_Qn] = gaussGen(H, N, m);
64 tGauss_In = [tGauss_In(1:Ni) zeros(1,N-Ni)];
65 if m > 1
66 tGauss_Qn = [tGauss_Qn(1:Ni) zeros(1,N-Ni)];
67 else
68 tGauss_Qn = [zeros(1,N-Ni) tGauss_Qn(N-Ni+1:N)];
69 end
70
71 % Applying the correlation for the in-phase and in-quadrature ...
components
72 tGauss_Transposed = [tGauss_In' tGauss_Qn'];
73 tGauss_Correlated = tGauss_Transposed*UpperChol;
74 tGauss_In = tGauss_Correlated(:,1)';
75 tGauss_Qn = tGauss_Correlated(:,2)';
76
77 % The summation of the square gaussian signals compose the ...
Eta-Mu signal
78 tEtaMu_I = tEtaMu_I + (tGauss_In).^2;
79 tEtaMu_Q = tEtaMu_Q + (tGauss_Qn).^2;
80
81 % The summation of the signals defines the signal of the Eta-Mu
82 % signal
83 sumGauss_I = sumGauss_I + tGauss_In;
84 sumGauss_Q = sumGauss_Q + tGauss_Qn;
85 end
86
87 %% Define the signal estimation type
88 if markovSignEstimation && (m) ̸= 1
89 % Defining the signal of the Eta-Mu signal (Markov Chain)
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90 [sign_I, sign_Q] = signalEstimationMarkov(N, ...
fJointComponents_Theory, xStep);
91 else
92 % Defining the signal of the Eta-Mu signal
93 sign_I = sign(sumGauss_I);
94 sign_Q = sign(sumGauss_Q);
95 end
96
97 tEtaMu_I = sign_I.*sqrt(tEtaMu_I);
98 tEtaMu_Q = sign_Q.*sqrt(tEtaMu_Q);
99
100 % Composing the channel signal
101 etaMuChannel_I = tEtaMu_I;
102 etaMuChannel_Q = tEtaMu_Q;
103
104 end
Função signalEstimationMarkov
1 %% Arguments
2 % N = Number of samples of the Eta-Mu signal [dimensionless]
3 % fJointComponents_Theory = Theorical Bivariate Joint Eta-Mu Type I fpd
4 % xStep = Step size of Theorical Bivariate Joint Eta-Mu
5
6 %% Main
7 function [sign_I, sign_Q] = signalEstimationMarkov(N, ...
fJointComponents_Theory, xStep)
8
9 % Initializing the vectors
10 sign_I = zeros(1,N);
11 sign_Q = zeros(1,N);
12
13 % Calculate the state probability from the theorical PDF
14 nDataPoints = size(fJointComponents_Theory);
15
16 % Fixing indetermination
17 NaN_pts = isnan(fJointComponents_Theory);
18 NaN_pts_idx = find(NaN_pts==1);
19 fJointComponents_Theory(NaN_pts_idx) = 0;
20
21 Inf_pts = isinf(fJointComponents_Theory);
22 Inf_pts_idx = find(Inf_pts==1);
23 fJointComponents_Theory(Inf_pts_idx) = 0;
24
25 % Q3 => X<0 and Y<0 (Lines: 1 to end/2 / Columns: 1 to end/2)
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26 p3quad = ...
sum(sum(fJointComponents_Theory(1:floor(nDataPoints(1,1)/2),1:...
27 floor(nDataPoints(1,2)/2))))*xStep*xStep;
28 % Q2 => X<0 and Y>0 (Lines: end/2 to end / Columns: 1 to end/2)
29 p2quad = ...
sum(sum(fJointComponents_Theory(floor(nDataPoints(1,1)/2+1):...
30 nDataPoints(1,1),1:floor(nDataPoints(1,2)/2))))*xStep*xStep;
31 % Q1 => X>0 and Y>0 (Lines: end/2 to end / Columns: end/2 to end)
32 p1quad = ...
sum(sum(fJointComponents_Theory(floor(nDataPoints(1,1)/2+1):...
33 nDataPoints(1,1),floor(nDataPoints(1,2)/2+1):nDataPoints(1,2))))...
34 *xStep*xStep;
35 % Q4 => X>0 and Y<0 (Lines: 1 to end/2 / Columns: end/2 to end)
36 p4quad = ...
sum(sum(fJointComponents_Theory(1:floor(nDataPoints(1,1)/2),...
37 floor(nDataPoints(1,2)/2+1):nDataPoints(1,2))))*xStep*xStep;
38
39 ptotal = p1quad + p2quad + p3quad + p4quad;
40 p1quad = p1quad/ptotal;
41 p2quad = p2quad/ptotal;
42 p3quad = p3quad/ptotal;
43 p4quad = p4quad/ptotal;
44
45 % Define the transition matrix
46 transition_ratio = 1;
47 r = transition_ratio*(1/max(p1quad+p3quad,p2quad+p4quad));
48 transMatrix = [[1-r*(p2quad+p4quad),r*p2quad,0,r*p4quad];...
49 [r*p1quad,1-r*(p1quad+p3quad),r*p3quad,0];...
50 [0,r*p2quad,1-r*(p2quad+p4quad),r*p4quad];...
51 [r*p1quad,0,r*p3quad,1-r*(p1quad+p3quad)]];
52 % Define the quadrant of each sample
53 quadrant = quadrantEstimationMarkov(transMatrix,N);
54
55 % Define the signals of each sample
56 for i=1:N
57 if quadrant(i) == 1
58 sign_I(i) = +1;
59 sign_Q(i) = +1;
60 end
61 if quadrant(i) == 2
62 sign_I(i) = 1;
63 sign_Q(i) = -1;
64 end
65 if quadrant(i) == 3
66 sign_I(i) = -1;
67 sign_Q(i) = -1;
68 end
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69 if quadrant(i) == 4
70 sign_I(i) = -1;
71 sign_Q(i) = +1;
72 end
73 end
74 end
Função quadrantEstimationMarkov
1 %% Arguments
2 % N = Number of samples of the Eta-Mu signal [dimensionless]
3 % transMatrix = Transition matrix probability
4
5 function [quadrant] = quadrantEstimationMarkov(transMatrix,N)
6 quadrant = zeros(1,N); % 4-state Markov chain (output vector).
7 quadrant(1) = randi([1 4]); % Step a)
8
9 transMatrix1 = cumsum(transMatrix,2); % P4chan
10
11 for i = 2:N
12 event = rand;
13 % If previous state is 1
14 if quadrant(1,i-1) == 1
15 if event < transMatrix1(1,1) % No switch
16 quadrant(1,i) = 1;
17 elseif event < transMatrix1(1,2) % Switch to state 2
18 quadrant(1,i) = 2;
19 elseif event < transMatrix1(1,3) % Switch to state 3
20 quadrant(1,i) = 3;
21 else % Switch to state 4
22 quadrant(1,i) = 4;
23 end
24 % If previous state is 2
25 elseif quadrant(1,i-1) == 2 % Step d)
26 if event < transMatrix1(2,1) % Switch to state 1
27 quadrant(1,i) = 1;
28 elseif event < transMatrix1(2,2) % No switch
29 quadrant(1,i) = 2;
30 elseif event < transMatrix1(2,3) % Switch to state 3
31 quadrant(1,i) = 3;
32 else % Switch to state 4
33 quadrant(1,i) = 4;
34 end
35 % If previous state is 3
36 elseif quadrant(1,i-1) == 3 % Step e)
37 if event < transMatrix1(3,1) % Switch to state 1
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38 quadrant(1,i) = 1;
39 elseif event < transMatrix1(3,2) % Switch to state 2
40 quadrant(1,i) = 2;
41 elseif event < transMatrix1(3,3) % No switch
42 quadrant(1,i) = 3;
43 else % Switch to state 4
44 quadrant(1,i) = 4;
45 end
46 % If previous state is 4
47 elseif quadrant(1,i-1) == 4 % Step e)
48 if event < transMatrix1(4,1) % Switch to state 1
49 quadrant(1,i) = 1;
50 elseif event < transMatrix1(4,2) % Switch to state 2
51 quadrant(1,i) = 2;
52 elseif event < transMatrix1(4,3) % Switch to state 3
53 quadrant(1,i) = 3;
54 else % No switch
55 quadrant(1,i) = 4;
56 end
57 end
58 end
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Função dopplerFilter
1 %% Arguments
2 % fd = Maximun Doppler shift [Hz], where Fd = velocity/wavelength
3 % fs = Sampling frequency [Hz]
4 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
5
6 function [H] = dopplerFilter(fd, fs, N)
7
8 %% Doppler Filter based on Young's method
9 % The Generation of Correlated Rayleigh Random Variates
10 % by Inverse Discrete Fourier Transform
11 fdRatio = fd/fs; % Ratio between the sampling frequency and do ...
Doppler shift [dimensionless]
12 km = floor(fdRatio*N); % The sample in the frequency domain for ...
the Doppler shift
13 H = zeros(1,N); % Filter's frequency responde
14 % Generate the filter H(k)
15 for k = 1:N
16 if k == 1
17 H(k) = 0;
18 elseif k ≥ 2 && k ≤ km
19 H(k) = sqrt(1./(2*sqrt(1-((k-1)/(N*fdRatio)).^2)));
20 elseif k == km+1
21 H(k) = sqrt((km/2)*((pi/2)-atan((km-1)/sqrt(2*km-1))));
22 elseif k ≥ km+2 && k ≤ N-km
23 H(k) = 0;
24 elseif k == N-km+1
25 H(k) = sqrt((km/2)*((pi/2)-atan((km-1)/sqrt(2*km-1))));
26 else
27 H(k) = sqrt(1./(2*sqrt(1-((N-(k-1))/(N*fdRatio)).^2)));
28 end
29 end
30
31 end
Função gaussGen
1 %% Arguments
2 % H = Doppler filter in the frequency domain
3 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
4 % m = Number of clusters of the Quadrature-Mu signal [dimensionless]
5
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6 function [tGauss_In, tGauss_Qn] = gaussGen(H, N, m)
7
8 %% White Gaussian noise Generation (Frequency domain)
9 fStdGauss_I = randn(1,N); % In-phase component
10 fStdGauss_Q = randn(1,N); % Quadrature component
11 fGauss_I = H.*fStdGauss_I; % In-phase component shaped by the ...
Doppler filter
12 fGauss_Q = H.*fStdGauss_Q; % Quadrature component shaped by the ...
Doppler filter
13
14 %% Evaluating Inverse Fast Fourier Transform (Time domain)
15 tGauss_I = real(ifft(fGauss_I,N)); % Correlated in-phase Gaussian ...
vector
16 tGauss_Q = real(ifft(fGauss_Q,N)); % Correlated quadratures ...
Gaussian vector
17
18 %% Normalizing the correlated gaussian vectors
19 tGauss_In = tGauss_I.*sqrt(1/(2*m*var(tGauss_I)));
20 tGauss_Qn = tGauss_Q.*sqrt(1/(2*m*var(tGauss_Q)));
21
22 end
Função configPlotSimTheory
1 %% Arguments
2 % fd = Maximun Doppler shift [Hz], where Fd = velocity/wavelength
3 % fs = Sampling frequency [Hz]
4 % N = Number of samples of the Quadrature-Mu signal [dimensionless]
5
6 %% Main
7 function configPlotSimTheory(hSim, hTheory, hTitle, hLegend, ...
hXLabel, hYLabel, confPlot2D)
8 fontSz = confPlot2D(1);
9 axesLinWth = confPlot2D(2);
10 linWth = confPlot2D(3);
11 markerSz = confPlot2D(4);
12 set(hTheory , ...
13 'LineStyle' , '-' , ...
14 'LineWidth' , linWth , ...
15 'Marker' , 'none' , ...
16 'MarkerSize' , markerSz);
17 set(hSim , ...
18 'LineStyle' , '--' , ...
19 'LineWidth' , linWth , ...
20 'Marker' , 'x' , ...
21 'MarkerSize' , markerSz);
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22 set( gca , ...
23 'FontName' , 'Helvetica' );
24 % set([hTitle, hXLabel, hYLabel], ...
25 % 'FontName' , 'AvantGarde');
26 set([hLegend, gca] , ...
27 'FontSize' , fontSz );
28 set([hXLabel, hYLabel] , ...
29 'FontSize' , fontSz );
30 set( hTitle , ...
31 'FontSize' , fontSz , ...
32 'FontWeight' , 'bold' );
33 set(gca, ...
34 'Box' , 'on' , ...
35 'XGrid' , 'off' , ...
36 'YGrid' , 'off' , ...
37 'GridLineStyle', '--' , ...
38 'LineWidth' , axesLinWth);
39 end
Função printFigureTo
1 function printFigure(plotFolder, fileName, figFormat, figureSize, ...
units, figHandle)
2
3 if(nargin < 5)
4 figHandle = gcf;
5 end
6
7 % Store the old state so it can be restored
8 axisHandle = get(figHandle, 'CurrentAxes');
9 oldLooseInset = get(axisHandle, 'LooseInset');
10 oldPaperUnits = get(figHandle, 'PaperUnits');
11 oldPaperSize = get(figHandle, 'PaperSize');
12 oldPaperPositionMode = get(figHandle, 'PaperPositionMode');
13 oldPaperPosition = get(figHandle, 'PaperPosition');
14 oldRenderer = get(figHandle, 'renderer');
15 oldFolder = pwd;
16
17 % Set up the paper size / position
18 set(figHandle, 'PaperUnits', units);
19 set(figHandle, 'PaperSize', figureSize); % Set to final ...
desired size here as well as 2 lines below
20 set(figHandle, 'PaperPositionMode', 'manual');
21 set(figHandle, 'PaperPosition', [0 0 figureSize]);
22
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23 % To guarantee vector graphics output (doesn't support ...
transparency though)
24 set(figHandle, 'renderer', 'painters');
25
26 % Output the figure
27 cd(plotFolder)
28 % print(figHandle, figFormat, fileName,'-r600');
29 print(figHandle, figFormat, fileName,'-r300');
30 cd(oldFolder)
31
32 % Restore previous state
33 set(axisHandle, 'LooseInset', oldLooseInset);
34 set(figHandle, 'PaperUnits', oldPaperUnits);
35 set(figHandle, 'PaperSize', oldPaperSize);
36 set(figHandle, 'PaperPositionMode', oldPaperPositionMode);
37 set(figHandle, 'PaperPosition', oldPaperPosition);
38 set(figHandle, 'renderer', oldRenderer);
39 end
