Particle colliders are essential tools for understanding the fundamental structure of matter in physical science. In circular colliders, two counter rotating beams, each containing hundreds of millions of particles moving at nearly the speed of light are forced to collide at each turn. Numerical simulation of this beambeam effects at each turn relies on matrix-based, arbitrary-order symplectic particle tracking for beam transport and the generalized Basetti-Erskine approximation for beam-beam interaction. Serial, or even naively parallel implementation of this simulation is prohibitively costly in terms of efficiency and computational requirements, necessitating simulation times on the order of months. In this paper, we present a highperformance, high-fidelity model for simulation of beam-beam effects in particle colliders using GPUs. The parallel simulation algorithm implemented on NVIDIA Tesla K40 GPU delivers two to three orders-ofmagnitude speedup when compared to a non-optimized sequential simulation. With the parallel simulation model resulting in orders-of-magnitude reduction in the computation time, previously computationally prohibitive long-term simulations become tractable.
INTRODUCTION
Future particle colliders such as the Jefferson Lab Electron-Ion Collider (JLEIC) (S. Abeyratne et al. 2015) , linac-ring machines (eRHIC) (Harrison et al. 2003) or LHeC (J. L. Abelleira Fernandez et al. 2012) are particularly sensitive to beam-beam effects. Their design, construction and operation costs routinely measure in billions of dollars. A non-negligible portion of the cost can be reduced by optimization of the design and performance using computer simulations. The long-term stability of the beams in the collider is the fundamental criterion of the proper design and operation.
In order to simulate accurately the dynamics of the beams in a particle collider, it is necessary to track and collide the beam particles for millions to billions of turns. These long-term simulations are very timeconsuming on a single processor system and need to be implemented on the massively parallel computer architectures to reduce the simulation time from the order of months or years to the order of days.
We choose a map-based tracking of the particle transport through the ring. Map generation techniques in application to accelerator lattices are well developed and are available in various codes. Therefore, we rely on existing tools and build upon the well-established verified algorithms of COSY infinity (M. Berz et al. 2002) . The beam-beam interaction requires solving the 3D Poisson equation for each collision, which is computa-tionally very expensive. The Poisson equation can be directly solved via a number of standard techniques, including multi-grid, conjugate gradient (Terzić, Pogorelov, and Bohn 2007) , or Fourier transform-based approach (Qiang et al. 2002) . But, because of their higher computational load, simulating long-term beam dynamics in colliders becomes difficult. Therefore we chose to invoke various approximations to alleviate the numerical load. One approximation is assuming that the beam distribution is Gaussian. Another is the Bassetti-Erskine approximation (Bassetti and Erskine 1980) which further reduces the problem by assuming the interacting bunches to be infinitesimally short.
In this paper, we propose a new, high-fidelity model for simulation of long-term beam-beam dynamics. The proposed model is optimized to run efficiently on GPU platform which gives us the chance to study efficiently and accurately the long-term dynamics in colliders. Our implementation of the inherently parallelizable computations of beam tracking and collision on GPUs leads to orders-of-magnitude reduction in computational time, thereby making the previously inaccessible physics tractable. The remainder of the paper is organized as follows. Section 2 presents the physical problem of beam-beam dynamics. In Section 3, we outline the steps in numerical simulation of beam-beam dynamics and then present a parallel algorithm and its GPU implementation for simulation of beam-beam effects. Section 4 presents the performance results of the proposed parallel algorithm on NVIDIA Tesla K40 GPU. Finally, in Section 5 we summarize our findings and conclude.
PHYSICAL PROBLEM

Tracking
Particle tracking for each of the six phase-space coordinates: x, a ≡ p x /p 0 , y, b ≡ p y /p 0 , l, and δ is done using the equation
where M(x|αβ γηλ µ) is a single turn map that is generated using a readily available accelerator lattice design and tracking codes, x and y are the transverse particle positions, a and b are the transverse momentum components p x and p y , respectively, normalized to the reference momentum p 0 , l = −(t − t 0 )v 0 γ 0 /(1 + γ 0 ) and δ = (K − K 0 )/K 0 . Here t, K, v 0 , and γ 0 are the time of flight, kinetic energy, velocity, and Lorentz factor, respectively. The subscript 0 indicates the reference value of the variable.
Collision
Beam-beam effects are oof the most dominant effects limiting the luminosity in electron-ion colliders (S. Abeyratne et al. 2012) . The interaction between the two colliding beams (or a single particle in the field of particle beam) is described by the Poisson equation:
where ρ is the charge distribution, φ the scalar potential, ε 0 the permittivity of free space and r r r the vector containing spatial coordinates. Solving the Poisson equation can be done directly via a number of techniques, including multigrid, conjugate gradient, or Fourier transform based approach. These methods provide the exact numerical solution to an arbitrary beam charge distribution; however, their high computational cost makes them inadequate and inefficient for simulating long-term beam dynamics in colliders.
In this paper, we use Basetti-Erskine approximation (Bassetti and Erskine 1980) to model efficiently the beam-beam interaction. Our approach assumes the interacting bunches to be infinitesimally short. The finite
(a) Beam slicing -Particles (denoted with black circles) in a beam are partitioned into m = 3 slices along longitudinal direction, where L is the maximum length of the beam, ∆ is the width of each slice and l min is the longitudinal coordinate of the left most particle.
(b) Collisions between two multi-sliced beams, starting at Position 1 and ending with Position 2. After each line, all slices in both beams drift in the direction of the arrow by ∆/2, where ∆ is the width of each slice. Grey rectangles denote slices that are colliding at each time.
bunch length is modeled by composing the beam of several infinitesimal slices. Each of these slices can then be treated as an infinitesimally short bunch. For example, Figure 1a illustrates the slicing process, where a beam is divided into three slices. In the current implementation of this slicing process and in Figure 1a , L is the maximum length of the beam, m is the number of slices for each beam, and ∆ = L/m is the width of each slice. As illustrated in Figure 1a , slice number of a particle is calculated as (l − l min )/∆, where l is the longitudinal position of that particular particle and l min is the smallest of longitudinal position from all the particles in the beam.
The collision between the two beams at the interaction point (IP) is simulated by collisions of individual slices. For example, Figure 1b illustrates the slice-to-slice collisions of two beams each of which is divided into three slices. It is evident from the illustration in Figure 1b that when each beam is divided into m slices, there is a total of m 2 slice-to-slice collisions. The collision between any two slices with longitudinal positions z + and z − occurs at s = S(z + , z − ) ≡ (z + − z − )/2, taking into account that the beam sizes are different from those at the IP (s = 0). The beam kicks experienced by both beams can be calculated by:
where r − is the electron radius, r + is the proton radius, n − i and n + i are the numbers of simulation particles in the i th slice of the electron and proton beam, respectively, with which the slice containing the particle being advanced is colliding, and F ± is given below in Eq. (5)-(6). The σ 's are evaluated at S as, e.g.,
where averages are evaluated at s = 0. N ± is the number of electrons (−) and protons (+) in the actual beams, and n ± is the total number of simulation particles in electrons (−) and protons (+) beams.
The flat beam approximation (σ x > σ y ), denote below by subscript f , is relaxed by deriving generalized solutions for upright (σ x < σ y ), given by subscript u, respectively
and
is complex error function (also known as Faddeeva function), and erfc is complementary error function. Complex error function is implemented using the optimized algorithm reported in (Poppe and Wijers 1990) .
NUMERICAL SIMULATION
In this section, we present the parallel algorithm and its GPU implementation for the numerical simulation of beam-beam effects in particle colliders, and for convenience, we refer to the two input beams in the following algorithm description as e-beam and p-beam.
Outline of the Simulation
At the top-most level, numerical simulation of beam-beam effects consists of two major steps -Tracking and Collision. These two steps are executed during each turn of the simulation, which in practice, runs for millions to billions of turns to simulate long-term beam-beam dynamics in particle colliders.
1. Tracking -The particles from the two input beams, e-and p-beam, are transported through the ring to bring them to an interaction point using an arbitrary-map generated from readily available accelerator lattice design and tracking codes (e.g., COSY Infinity (M. Berz et al. 2002) ). This requires solving Equation 1 for all particles in the two input beams. 2. Collision -The simulation of collision (or beam-beam interactions) between the two input beams, e-and p-beam, consists of two consecutive steps -(a) Slicing -Each input beam is sliced into m equal parts along longitudinal direction, as illustrated in Section 2. For example, Figure 1a illustrates slicing of a beam into there parts along longitudinal axis. (b) Apply Kick -The collision of two beams is simulated using slice-to-slice interactions, where each slice from one beam collides with every other slice of the other beam such that the order of collision captures the beams drift along the collider ring. For example, Figure 1b illustrates the collision of two beams that is partitioned into three slices each, where particles from both the colliding beams experience a total of three kicks (or beam-beam effects), one from each slice of the counter rotating beam. This kick computation between a pair of colliding slices, which is the beam-beam effect of one slice on the other, is calculated using equations 3 to 7.
Parallel Algorithm
The pseudocode for numerical simulation of beam-beam effects is illustrated in Listing-1. In this algorithm, each beam is represented as a list of particles, where each particle is a six dimensional object denoting the six phase-space coordinates of that particular particle. The map required to transport the particles through collider ring is given as a list of 2D matrices, where each matrix represents the 2D map along one of the six phase-space coordinates, and each row of the matrix is a 7-tuple object, (α, β , γ, η, λ , µ, M(x|αβ γηλ µ)), denoting variables with same representation from Equation 1. The procedure BEAM-BEAM simulating the beam-beam effects takes input E, P, M e , M p , d, t, and m, where E and P are the list containing particles from e-beam and p-beam, respectively, M e and M p are the transport maps for e-beam and p-beam, respectively, d is the dimension of particles in simulation space (in this case, we have six phase-space coordinates i.e. d = 6), t is the number of turns required for the simulation, and m is the number of slices required for the collision step of the simulation. In this procedure, each iteration of the for loop implements beam-beam effects for a single turn of the simulation, where particles from each beam is first transported through the collider ring using procedure TRACK on each beam, and then collision of the two beams are implemented using COLLIDE procedure. Listing-1 presents the pseudocode for these two procedures.
The procedure TRACK(B, M b , d) in Listing-1 evaluates Equation 1 for all d−dimensional particles in a input list B using a transport map M b . In particular, for each dimension in the d−dimensional coordinate space of particles, transport map of the corresponding dimension is applied to all particles in the list B using an auxiliary procedure APPLY-MAP, where procedure APPLY-MAP(p, M, d, dim) called along a dimension dim for a particle p returns the updated value for p[dim] by evaluating Equation 1 using the transport map M. Listing-2 illustrates the pseudocode for APPLY-MAP and other auxiliary methods required in BEAM-BEAM procedure.
The collision between two counter rotating beams is implemented in the procedure COLLIDE(E, P, m), where E and P represents the list of particles in the two colliding beams and m is the number of slices required
COLLIDE(E, P, m) 5: end for
for each particle p ∈ B parallel do 4:
end for 6: end for COLLIDE (E, P, m) 1: S S S e ← SLICE(E, m) 2: S S S p ← SLICE(P, m) 3: for i = 1 to m do per beam. This procedure updates all the particles in E and P to reflect the beam-beam interaction, and it works as follows. Line 1 and 2 divides the list of particles in the input beams into m slices (or sublists) using SLICE method on each beam E and P. In particular, procedure SLICE(B, m) partitions the input list of particles B into m sublists based on their corresponding slice number which is calculated using FIND-SLICE method that implements the slicing algorithm described in Section 2. Next, the for loops in lines 3-14 calculates the beam-beam effects (or kicks) for every pair of colliding slices, where the kick computation on all particles in a pair of colliding slices is implemented using the procedure APPLY-KICK. The procedure APPLY-KICK(S e , S p , s) calculates the kick at a interaction point s on all particles in the input list S e and S p , where the interaction point is calculated as described in Section 2 and (Terzić et al. 2015) , and then it updates all the particles in the input slice with the computed kick. The pseudocode for APPLY-KICK is illustrated in Listing-2. Finally, in lines 15 and 16, particles from individual slices are merged into a single list using the procedure MERGE-SLICES on S e and S p , respectively. The MERGE-SLICES procedure returns a sorted list that is the merge of its input array of lists, and the output from the two calls to this procedure is stored in the input lists, E and P, respectively. The updated particles in E and P are used for simulating the beam-beam effects in the next turn.
The procedure APPLY-KICK(S e , S p , s) is the heart of BEAM-BEAM algorithm, and it works as follows. The two calls to COMPUTE-MEAN-SD method calculates and returns the mean and standard deviation along first and third dimension for the particles in S e and S p , respectively, where the two dimensions correspond to transverse position of particles. Next, for each particle e ∈ S e , kick from all the particles in S p on a particle e is calculated using the procedure COMPUTE-KICK, which takes input, a particle e, mean and standard deviation of the particles in S p , and it returns a pair (F x , F y ). The output values, F x and F y , represents the kick from particles in S p on e, and it is calculated using equations 4-7 (F x and F y denotes the variables with same notations from Section 2). These computed kicks are used to update the particles in S e in the first for loop. Similarly, in the next for loop, kick on all the particles in S p due to the particles from S e is calculated using procedure COMPUTE-KICK and output from this procedure is used to update the particles in S p .
1: function APPLY-MAP(p, M, d, dim)
2: for each particle p ∈ B parallel do 
GPU Implementation
In our implementation, input lists of particles and transport map are always stored in GPU memory. The procedure TRACK, which is highly data parallel, is implemented on GPU as an independent kernel where the computation of each particle is assigned to parallel threads with one-to-one correspondence. In this kernel, transport map is stored in shared memory and it is accessed efficiently to improve the memory performance.
Next, in the COLLIDE procedure, SLICE method that partitions the input list of particles into sublists is implemented on GPU where the generated sublists are stored in GPU memory. In this kernel, particles computation are mapped to parallel threads with one-to-one correspondence where each thread implements the FIND-SLICE procedure and then updates the corresponding sublist based on the computed slice number. This kernel returns an array of lists where the particles with the same slice number are arranged in consecutive memory locations. This arrangement directs the threads to perform coalesced memory accesses in COMPUTE-MEAN-SD and APPLY-KICK procedures.
The inner for loop from line 4-7 in COLLIDE procedure is parallelized on GPU by launching multiple APPLY-KICK kernels simultaneously. However, the outer for loop is sequential due to the dependency on the output of APPLY-KICK kernels from the previous iteration. Once the computation of this set of for loops is complete, similar execution pattern is followed for the next set of for loops from the line 9-14. The two calls for the COMPUTE-MEAN-SD procedures in the COLLIDE procedure are implemented using reduction algorithms from CUDA-based Thrust library (Bell and Hoberock ) . The outputs from COMPUTE-MEAN-SD calls are offloaded as arguments to the kernel implementing the APPLY-KICK procedure. In this kernel, for loops at line 4-10 and line 11-17 are executed simultaneously such that each iteration of the loop is mapped to parallel threads with one-to-one correspondence, where each iteration computes the beam-beam effects on a particle from either S e or S p . As a result, the execution requires a total of |S e | + |S p | parallel threads launched to handle the computations of these two for loops concurrently. Finally, merging of the slices is also implemented on GPU such that the output of MERGE-SLICE procedure is stored in the GPU memory and it is used as input to the next turn of the simulation.
In all our GPU kernels, particles to threads mapping are such that consecutive threads are assigned to particles from the same slice. This mapping improves the memory performance of the corresponding GPU kernel due to the benefit from memory-coalescing.
RESULTS
Model Validation
We validate our code for numerical simulation of beam-beam effects both physically and computationally. The physical validation consists of reproducing two well-known physical phenomena associated with beambeam interaction: an hourglass effect (Furman 1991 ) and the coherent tune shift (Yokoya and Koiso 1990) . The computational validation is carried out by comparing the simulation of our code to those from similar codes modeling beam-beam interaction: BeamBeam3D (Qiang et al. 2002) and Guinea Pig (Schulte 1996) . The details of these validation studies will be reported in a separate publication (B. Terzić et al. 2017 ).
Simulation Performance Analysis
Our simulations were carried out on a standalone desktop machine with NVIDIA Tesla K40 GPU hosted on a multi-core CPU platform with two Intel R ⃝ Xeon R ⃝ E5-2630 v4 processors, where each E5-2630 v4 processor consist of 10 cores, making a total of 20 CPU cores for the multi-core platform. The Tesla K40 used in this study is a GK110B GPU-processor based on the popular Kepler microarchitecture (NVIDIA ). The GK110B processor in K40 offers 12 GB of GDDR5 on-board memory with a peak memory bandwidth of 288 GB/sec, and it contains 15 streaming multiprocessors (SMs) each with 192 single-precision CUDA cores and 64 double-precision units clocked at 745 MHz. These cores in SMs collectively delivers a peak floating-point performance of 4.29 Tflops and 1.43 Tflops in single-precision and double-precision, respectively. We use double-precision floating-point arithmetic in our implementation of beam-beam effects. The results reported here illustrates the performance for a single turn of the simulation that is averaged over multiple turns of the entire beam-beam dynamics simulation, which in practice runs for millions to billions of turns.
The performance of our parallel implementation of BEAM-BEAM procedure on GPU is evaluated against an existing out-of-the-box code that was developed to establish the proof-of-concept of beam-beam interactions in particle colliders using Bassetti-Erskine approximation (Terzić et al. 2015 , Roblin et al. 2013 . It is important to note that this sequential simulation code is a single threaded implementation, and it is not optimized to take advantage of the multiple cores of CPU architectures. In order to establish a fair comparison, we used OpenMP to develop a simple parallel implementation of this sequential code that uses all the cores of the underlying multi-core CPU architecture and delivers near-linear speedup in the number of cores used. We use this multi-core implementation on 20 CPU cores, along with the sequential implementation on a single CPU core to analyze the performance of our parallel implementation on K40 GPU. Table 1 illustrates the single turn performance results of sequential (on a single CPU core), multi-core CPU (on 20 CPU cores), and GPU implementation (on K40 GPU) of the BEAM-BEAM procedure for varying number of particles with the number of slices fixed to m = 6. The tracking time reported in Table 1 combined execution time of the two TRACK calls in BEAM-BEAM procedure, and the collision time is the execution time of the COLLIDE procedure. The results indicate that depending on the number of particles, parallel implementation of beam-beam effects on GPU achieves two to three orders of magnitude speedup when compared against the non-optimized sequential simulation. On the other hand, GPU implementation achieves two orders-of-magnitude speedup when compared against the multi-core CPU implementation. This speedup behavior is also illustrated in Figure 2 with a blue colored plot. Figure 2 shows the simulation speedup behavior of the GPU implementation for different number of slices with varying number of particles. From Figure 2 and Table 1 , we notice that speedup of the GPU implementation increases near linearly up to one million particles and it saturates beyond that. This behavior is independent of the number of slices considered in the simulation. The reason for this behavior is that, amount of thread level parallelism offered by the GPU implementation and the device utilization has a linear dependence on the number of particles in the simulation. In other words, fewer number of particles per beam leads to a underutilized GPU which results in poor to suboptimal performance, and the device utilization (or occupancy) grows near linearly with the number of particles which leads to a proportional increase in the performance. The current implementations on K40 GPU achieves full occupancy at approximately one million particles, and any increase in the input size beyond this point results in a serialized execution on the GPU, thereby deviating from the linear speedup growth. Note that the point of saturation for a given implementation depends on the GPU and it often varies with each target architecture. Table 2 : Single turn performance of the sequential, multi-core CPU, and GPU implementation of COLLIDE procedure in the beam-beam effects simulation for different input configurations.
Tracking Performance
The split execution time in Table 1 shows that tracking in the GPU implementation is two to three orders of magnitude faster than the sequential implementation, and it is two orders of magnitude faster than the multi-core CPU implementation. The main reason for such a large performance gain is that the GPU implementation is highly optimized to take advantage of the data parallel nature of TRACK procedure, whereas sequential and multi-core implementation is a proof-of-concept code that is not optimized for performance. In particular, data parallelism in TRACK procedure is exploited in the GPU implementation by mapping the computation of particles to parallel threads with one-to-one correspondence such that it minimizes both branch and memory divergence, which leads to the effective utilization of GPU resources. In addition, data reuse is maximized by using shared memory to store the transport map. These performance optimization together with the massive parallelism offered by GPU architectures results in the large performance gain. Figure 3 illustrates the execution time of the COLLIDE procedure in sequential (on a single CPU core), multi-core CPU (on 20 CPU cores), and GPU (on Tesla K40) implementation from Table 1 for varying number of particles. We notice that the collision time in the sequential implementation is proportional to the number of particles in the simulation, in other words, collision time in sequential code grows linearly with the input size. Likewise, in case of multi-core CPU implementation, collision time is proportional to the number of particles (except for smaller number of particles where the OpenMP overhead dominates the execution time). This behavior in sequential and multi-core implementation is expected, as the number of operations (floating-point and integer) involved in the COLLIDE procedure is proportional to the number of particles. On the other hand, collision time in the GPU implementation exhibits a non-linear behavior with the number of particles. The reason for this behavior is that the GPU implementation simulates the collision between two input beams by executing a slice-to-slice collision on a subset of slices at a given time, where the number of threads, operations and data parallelism used on GPU is proportional to the number of particles involved in the current set of colliding slices. This number typically depends on the particle distribution, and it varies from slice to slice and from turn to turn. As a result, when there are fewer number of particles in the colliding slices, it leads to a underutilized GPU, and the utilization improves as the number of particles increase. For example, for collision in Figure 1b , each row represents the collision on a subset of slices that is executed on GPU in parallel where the performance depends on the number of particles involved in each row. It is evident from figure that the number of particles participating in the collision increases from the top to the center, and then decreases from the center to the bottom. In other words, occupancy and device utilization starts with a minimum value at the top row and increases as we move to the center row, and then it starts to decrease from the center to the bottom row. This variation in the utilization results in the non-linear increase in the execution time on GPU. Table 2 illustrates single turn performance of the sequential (on a single CPU core), multi-core CPU (on 20 CPU cores), and GPU implementation (on K40 GPU) of COLLIDE procedure in the beam-beam effects simulation for different input configurations. The results indicate that, depending on the number of particles and slices, GPU implementation of COLLIDE procedure delivers a speedup gain of up to 98X and 11X when compared to non-optimized sequential and multi-core CPU implementation, respectively.
Collision Performance
CONCLUSION
We presented a high-fidelity, high-performance parallel model for simulation of beam-beam effects in particle colliders using GPUs. This pioneering implementation on modern GPU architectures results in ordersof-magnitude speedup over its serial version, thereby bringing the previously intractable physics within reach for the first time. The parallel implementation of this simulation model on NVIDIA Tesla K40 GPU outperforms the non-optimized sequential simulation and it delivers as much as three orders-of-magnitude reduction in computation time.
The development of this advanced new simulation tool will enable carrying out a truly long-term simulations spanning 400 million turns, which in case of the proposed electron-ion collider JLEIC is on the order of an hour of machine operation. This will facilitate in fine tuning the collider parameters for more efficient operations which will lead to substantial savings in the design and operation of these expensive machines.
Our present study is the first step toward the development of a high-fidelity code for simulating long-term beam-beam effects with multiple beam bunches. This work is currently underway and will be reported in a separate publication.
