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Abstract
We study a coupled system of ordinary differential equations and quasilinear hyperbolic partial differential equations that models
a blood circulatory system in the human body. The mathematical system is a multiscale model in which a part of the system, where
the flow can be regarded as Newtonian and homogeneous, and the vessels are long and large, is modeled by a set of hyperbolic PDEs
in a one-spatial-dimensional network, and in the other part, where either vessels are too thin or the flow pattern is too complicated
(such as in the heart), the flow is modeled as a lumped element by a set of ordinary differential equations as an analog of an electric
circuit. The mathematical system consists of pairs of PDEs, one pair for each vessel, coupled at each junction through a system
of ODEs. This model is a generalization of the widely studied models of arterial networks. We give a proof of the well-posedness
of the initial-boundary value problem by showing that the classical solution exists, is unique, and depends continuously on initial,
boundary and forcing functions and their derivatives.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, there has been a considerable advancement in mathematical analysis and numerical simulation of
blood flow in circulatory systems in the human body. The advancement has been driven by the important applications
in medical engineering and clinical practice. An accurate simulation of the blood flow in a circulation network can
provide physicians with an invaluable tool in making decisions on medical procedures and predicting their outcomes.
For example, predictive computer models for simulating interventions within the cerebrovascular system (CVS) have
been developed to aid physicians to decide a patient’s feasibility of occluding the internal carotid artery (ICA) in an
attempt to collapse an inoperable aneurysm. In the traditional practice, the feasibility is determined by the balloon
occlusion test, which involves insertion and inflation of a balloon in the ICA. The test itself carries a certain amount of
risk. To avoid such a test, two computer models have been constructed and tested by the medical technology company,
the VasSol, Inc. One model uses 108 vessels (see Fig. 1(A)) and the other uses 7 sectors (see Fig. 1(B)). During an
18-month period at the Department of Neurosurgery at the University of Illinois in Chicago, 16 patients underwent
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the balloon test. It is shown that the computer simulation of the balloon test was 100% sensitive and 100% specific in
identifying patients who could not tolerate the test [2]. Furthermore, results show that even the more crude 7 sector
model yields satisfactory results.
The 7 sector model is a typical example of multiscale models. It combines a set of one-dimensional PDEs with a
set of ODEs. Multiscale models take into consideration of the fact that different part of the system should be treated
with different modeling strategies. In a circulatory system, vessels can be treated in three ways. Large vessels in which
flow patterns need be specifically simulated are treated as individual elastic container. This requires a full 3D PDE
model based on Navier–Stokes equations. For a large part of the system where vessels are relatively long and the flow
pattern are relatively normal, one has to use a 1D PDE model to strike a balance between accuracy and efficiency.
Finally, for the part of the system where either the vessels are too thin, such as capillaries, or the flow pattern is too
complicated, such as in the heart or in an aneurysm, the vessels are lumped together and modeled with a set of ODEs,
often referred as a 0D model. The entire system is thus a combination of 3D, 1D, and 0D models.
In this paper, we only consider the combination of 1D and 0D models. Mathematically, it is a system of 1D
hyperbolic PDEs coupled with a set of ODEs as the boundary condition.
1.1. The models
The modeling of blood flow by 3D or 1D PDEs has been developed and extensive studied for more than three
decades. For a survey of recent development, the readers are referred to [1,6,10,12,13,20,23,24] and references therein.
The basis of PDE models is the laws of fluid dynamics and the theory of visco-elasticity. A 1D model is usually
formulated by using either the control volume principle [11,14,15] or nondimensionalization of mass balance and
Navier–Stokes equations [20]. As the result, one obtains the mass balance equation and the momentum equation in
the form
∂Ai
∂t
+ ∂Qi
∂x
= 0,
∂Qi
∂t
+ αi ∂
∂x
(
Q2i
A
)
+ Ai
ρ
∂Pi
∂x
= Gi(x, t,Pi,Qi), (1.1)
where Qi , Ai and Pi represent the flow rate, the cross-sectional area, and the pressure on the ith vessel, respectively,
ρ is the density, αi is the energy quantity, and Gi represents the effect of viscosity and friction on the flow. The set of
PDEs is supplemented with an empirical tube law in the form
Pi = Pi(x,Ai) (1.2)
780 W. Ruan / J. Math. Anal. Appl. 343 (2008) 778–798Fig. 2. Microcirculation model of the network of arterioles, capillaries and venules.
Fig. 3. The windkessel model for peripheral beds.
which accounts for the distensibility of the vessel wall, and an assumed profile of the longitudinal velocity. The result
is a pair of equations of Pi and Qi .
A 0D model of lumped elements is often modeled after an electrical circuit analog. A well-known example is
the model of blood flow in the heart by Quarteroni and collaborators [12]. Another example is the 0D model of
aneurysm [7,8]. For peripheral beds, one may use the microcirculation model proposed in [20,21] (Fig. 2). It takes the
form of algebraic–differential equations
Ql1(1, t) =
Pl1(1, t) − PC1(t)
R1
, Ql2(0, t) =
PC2(t) − Pl2(0, t)
R2
,
QC(t) = PC1 − PC2
RC
, C1
dPC1
dt
= Ql1(1, t) − QC(t),
C2
dPC2
dt
= QC(t) − Ql2(0, t). (1.3)
Another well-known example is the windkessel model (Fig. 3) [5,11,15]. The resulting equation is
Ci
∂
∂t
(
Pi − Pvi
)− R1i Ci ∂Qi∂t + Pi − P
v
i
R2i
− R
1
i
R2i
Qi = 0, (1.4)
where Pvi is the venous pressure. A more elaborated four element windkessel model is proposed by Stergiopulos
et al. [22]. More recently, Olufsen and Nadim [9] use the Laplace transform to the one-dimensional Navier–Stokes
equations to derive lumped models of various orders, according to the size of the cross-section of vessels.
1.2. The well-posedness
One of the fundamental question regarding modeling of a physical system is whether the mathematical system is
well-posed. That is, whether the solution exists, is unique, and depends on the initial and boundary data continuously.
In [16,17], the author of this paper together with collaborators study the 1D model (1.1) coupled with the 0D wind-
kessel (1.4) or the microcirculation model (1.3) for peripheral beds, and show that the problem is well-posed. In [4],
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heart. The model is shown to be well-posed with the shear-force of the wall caused by the viscosity neglected. In
this current paper, we study the well-posedness of a general 1D–0D multiscale model of blood flow in a circulatory
network. By “network” we mean a finite collection of smooth curves joining a finite number of vertices, and with
a reference direction assigned to each branch (curve). Each branch can be either finite or infinite. If it is finite, we
parametrize the curve to x ∈ (0,1). If it is infinite, we parametrize it to x ∈ (0,∞), with x = 0 at the end connecting
to other part of the network. On each branch of the network, a pair of equations
∂Pi
∂t
+ ai(x, t,Pi,Qi)∂Qi
∂x
= fi(x, t,Pi,Qi),
∂Qi
∂t
+ bi(x, t,Pi,Qi)∂Pi
∂x
+ 2ci(x, t,Pi,Qi)∂Qi
∂x
= gi(x, t,Pi,Qi) (1.5)
is imposed for x ∈ Ii , t > 0, where Ii is either (0,1) or (0,∞) depending on whether the branch is finite or infinite,
and ai , bi , ci , fi , and gi are smooth functions of x, t,Pi and Qi , satisfying conditions (2.2), (2.4) in Section 2. The
initial conditions are given by
Pi(x,0) = P Ii (x), Qi(x,0) = QIi (x), x ∈ Ii, (1.6)
where P Ii and QIi are smooth functions. Boundary conditions are imposed at each vertex of the network in the form
of an initial value problem of a system of ordinary differential equations. Specifically, assuming that the junction is
connected by μ branches with ν incoming (where x = 1) and μ − ν outgoing (where x = 0). Let l1, . . . , lν be the
indices of the incoming branches and let lν+1, . . . , lμ be indices of the outgoing branches. The boundary conditions
take the form
ν∑
i=1
(
β
li
k
dPli (1, t)
dt
+ γ lik
dQli (1, t)
dt
)
+
μ∑
i=ν+1
(
β
li
k
dPli (0, t)
dt
+ γ lik
dQli (0, t)
dt
)
+
m∑
i=1
η
li
k
dYli
dt
= hk
(
t,U(1, t),V(0, t),Y(t)
)
, k = 1, . . . ,μ + m, (1.7)
with initial conditions
Pli (1,0) = P Ili (1), Qli (1,0) = QIli (1), i = 1, . . . , ν,
Pli (0,0) = P Ili (0), Qli (0,0) = QIli (0), i = ν + 1, . . . ,μ,
Yli (0) = Y Ili , i = 1, . . . ,m, (1.8)
where U = (Pl1 , . . . ,Plν ,Ql1 , . . . ,Qlν ) and V = (Plν+1, . . . ,Plμ,Qlν+1, . . . ,Qlμ) are state variables on the incoming
and outgoing branches, respectively, Y = (Yli , . . . , Ylm) are other state variables in the lump model (assuming there
are m of them), and Y Ili , i = 1, . . . ,m, are their initial values, β
j
k , γ
j
k and η
i
k are functions of t only and each hk is a
differentiable function in U, V, and Y. (Here, the terms “incoming” and “outgoing” are only related to the reference
direction. They may not reflect the actual flow direction, since back flow is possible.)
This coupled 1D–0D model includes many models being studied in the literature. For example, the prototype
model (1.1) is a special case of (1.5) with
ai = ∂Pi
∂Ai
, bi = Ai
ρ
− αQ
2
i
A2i
(
∂Pi
∂Ai
)−1
, ci = αiQi
Ai
,
fi = 0, gi = αQ
2
i
A2i
∂Ai
∂x
+ Gi (1.9)
and the differential boundary conditions (1.7), (1.8) include and generalize many common boundary conditions. In
fact, it includes lumped models with multiple ends (see Fig. 4). It also include the typical algebraic type boundary
conditions imposed to blood-flow models. Specifically, at an external end, one typically specify either the pressure
Pi(x, t) = PBi (t) (1.10)
782 W. Ruan / J. Math. Anal. Appl. 343 (2008) 778–798Fig. 4. Modeling a lumped element by an electric analog. The electric circuit does not represent any real model. It is for illustration only.
or the flow rate
Qi(x, t) = QBi (t), (1.11)
where x is either 0 if the end is a source, or 1 if the end is an outlet. These equations can be converted trivially to the
form of (1.7)–(1.8) by a simple differentiation. At a branching junction, one often imposes the mass balance condition
ν∑
i=1
Qli (1, t) =
μ∑
i=ν+1
Qli (0, t) (1.12)
and the continuation of pressure conditions [11,14,15,17]
Pli (1, t) = Pl1(1, t), i = 1, . . . , ν,
Pli (0, t) = Pl1(1, t), i = ν + 1, . . . ,μ. (1.13)
Again these conditions can be written in the form of (1.7)–(1.8) by differentiation. Hence the differential boundary
conditions (1.7), (1.8) unify most of the usual boundary conditions.
1.3. The scope and approach of the current work
The goal of this paper is to prove that the initial-boundary value problem (1.5)–(1.8) is well-posed. That is, to show
that under certain conditions, the problem has a unique solution in certain time interval, and the solution depends on
initial and forcing functions P Ii , Q
I
i , Y
I
i , fi , and gi continuously. Our results extend all existing results in the literature
that we are aware of. In particular, they include those in [4,16,17]. Our results apply to a general system with multiple
vessels, multiple lumped elements, in either finite or infinite spatial domains, and with or without shear-forces.
Our main approach is the Banach fixed point principle. The basic idea is the following. Substituting a pair of
functions (pi, qi) for (Pi,Qi) in the coefficients ai , bi , ci and forcing functions fi , gi , the system becomes linear.
That is, all the functions ai , etc., are independent of unknowns. If the linear system has a unique solution, then one
can establish a mapping from (pi, qi) to the linear problem solution (Pi,Qi). If one also shows that this mapping has
a unique fixed point, then the fixed point is necessarily the unique solution of the quasilinear system. Hence, we shall
first give a condition for the linear system to have a unique solution, then examine under what conditions the mapping
has a unique fixed point. The first aspect of the problem is investigated in Section 2 and the second in Section 3.
Also in Section 3 we prove a result on the continuity of dependence of solutions on the initial, boundary and forcing
functions for linear and quasilinear systems, thus, completing the analysis of the well-posedness of the problem.
2. The linear system
In this section, we analyze the initial boundary value problem (1.5)–(1.8) in the case where functions ai , bi , ci , fi ,
and gi are independent of Pi and Qi . Slightly incorrectly, we call such a system “linear.” We give conditions for the
linear system to have a unique global solution.
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(Ui)t + Bi(Ui)x = Fi, (2.1)
where Ui = (Pi,Qi), Fi = (fi, gi) and
Bi =
( 0 ai
bi 2ci
)
,
the conditions are most naturally given in terms of the eigenvalues of the matrix Bi , which have the form
λRi = ci + ui, λLi = ci − ui,
where
ui =
√
c2i + aibi .
These eigenvalues are real if
c2i + aibi > 0, x ∈ Ii, t > 0, i = 1, . . . , n. (2.2)
In this case,
λLi (x, t) < λ
R
i (x, t) (2.3)
and the system is hyperbolic. Under the condition (2.2), we show that the linear system has a unique solution if
λLi (x, t) < 0 < λ
R
i (x, t) for x ∈ ∂Ii, i = 1, . . . , n,
which is equivalent to
aibi > 0, t  0, i = 1, . . . , n, x ∈ ∂Ii . (2.4)
Notice that the inequality in (2.4) is only required for x ∈ ∂Ii, not necessary for x ∈ Ii .
We make a change of unknowns and derive a set of integral equations. Note that LRi =: (−λLi , ai) and LLi =:
(−λRi , ai) are the left eigenvectors of Bi corresponding to λRi and λLi , respectively. Introduce new unknowns
ri = LRi Ui ≡ −λLi Pi + aiQi, si = LLi Ui ≡ −λRi Pi + aiQi. (2.5)
The system (1.5) can be written in terms of ri and si by multiplying the left eigenvectors to the left of each term of
Eq. (2.1) and substituting in
Pi = 12ui (ri − si), Qi =
1
2uiai
(
λRi ri − λLi si
)
. (2.6)
This results in the equations
∂Ri ri = FRi (x, t, ri , si), ∂Li si = FLi (x, t, ri , si), (2.7)
where
∂Ri =
∂
∂t
+ λRi
∂
∂x
, ∂Li =
∂
∂t
+ λLi
∂
∂x
, (2.8)
and
FRi (x, t, ri , si) = LRi Fi +
(
∂Ri L
R
i
)
Ui, F
L
i (x, t, ri , si) = LLi Fi +
(
∂Li L
L
i
)
Ui. (2.9)
N.B., a differential operator acting on a vector means that it acts on each component of the vector.
Using the relation (2.5) and (2.6), we also rewrite the boundary conditions (1.7) in the form
ν∑
i=1
(
β
L,li
k
drli (1, t)
dt
+ γ L,lik
dsli (1, t)
dt
)
+
μ∑
i=ν+1
(
β
R,li
k
drli (0, t)
dt
+ γ R,lik
dsli (0, t)
dt
)
+
m∑
i=1
η
li
k
dYli
dt
= h∗k
(
t,W(1, t),Z(0, t),Y(t)
)
, k = 1, . . . ,μ + m, (2.10)
784 W. Ruan / J. Math. Anal. Appl. 343 (2008) 778–798where W = (rl1 , . . . , rlν , sl1 , . . . , slν ) and Z = (rlν+1 , . . . , rlμ, slν+1, . . . , slμ),
β
L,li
k =
β
li
k
2uli
+ γ
li
k λ
R
li
2uli ali
, γ
L,li
k = −
β
li
k
2uli
− γ
li
k λ
L
li
2uli ali
for i = 1, . . . , ν, βR,lik and γ R,lik are defined by the same expressions for i = ν + 1, . . . ,μ. Letting γ L, βR and η
represent the matrices (γ L,lik )
i=1,...,ν
k=1,...,μ+m, (β
R,li
k )
i=1,...,ν
k=1,...,μ+m and (η
li
k )
i=1,...,m
k=1,...,μ+m, respectively, we assume that the
square matrix (γ L,βR,η) is invertible. Hence, one can solve (2.10) for dsli (1, t)/dt , i = 1, . . . , ν, drli (0, t)/dt ,
i = ν + 1, . . . ,μ, and dYli /dt , i = 1, . . . ,m, to obtain
dsli (1, t)
dt
=
ν∑
j=1
β˜
lj
li
drlj (1, t)
dt
+
μ∑
j=ν+1
γ˜
lj
li
dslj (0, t)
dt
+ h˜li , i = 1, . . . , ν,
drli (0, t)
dt
=
ν∑
j=1
βˆ
lj
li
drlj (1, t)
dt
+
μ∑
j=ν+1
γˆ
lj
li
dslj (0, t)
dt
+ hˆli , i = ν + 1, . . . ,μ,
dYli (0, t)
dt
=
ν∑
j=1
β¯
j
li
drlj (1, t)
dt
+
μ∑
j=ν+1
γ¯
j
li
dslj (0, t)
dt
+ h¯i , i = 1, . . . ,m, (2.11)
where h˜li , hˆli , and h¯i are differentiable functions in t , W(1, t), Z(0, t), and Y(t).
The next theorem shows that for any T > 0, the linear system with an invertible matrix (γ L,βR,η) has a unique
solution in the space
X =
n∏
i=1
C
(
Ii × [0, T ],R2
)
, (2.12)
if conditions (2.2) and (2.4) hold, where n is the number of branches in the network.
Theorem 2.1. Assume that the functions ai , bi , ci , fi , gi , hi , βji , γ ji and ηji in Eqs. (1.5) and (1.7) are independent
of (Pi,Qi). Suppose that these functions and the initial and boundary functions P Ii , QIi all have bounded first-order
derivatives. Suppose also that ai > 0, det(γ L,βR,η) = 0, and that the conditions (2.2) and (2.4) hold. Then, for any
T > 0, there is a unique solution in a bounded subset of the space X to the linear system (1.5) with the initial and
boundary conditions given by (1.6)–(1.8).
Proof. We first show that the system has a unique solution for 0 < t < δ for some δ > 0. The proof is based on the
method of characteristics and a fixed point principle.
Consider the ith branch of the network. From any point (ξ, τ ) on the left, right, and lower boundary of the rectangle
Di =: Ii × [0, T ], we construct the left- and right-going characteristic curves x = xLi (t; ξ, τ ) and x = xRi (t; ξ, τ ) by
dxLi
dt
= λLi
(
xLi , t
)
, xLi (τ ) = ξ,
dxRi
dt
= λRi
(
xRi , t
)
, xRi (τ ) = ξ,
respectively, where λLi and λRi are the two eigenvalues of the matrix Bi . By the uniqueness of solutions to these
differential equations, a left-going characteristic curve cannot intersect with another left-going characteristic curve,
and the same is true for right-going characteristic curves. Let XRi be the left-most right-going characteristic curves,
x = xRi (t;0,0), starting from the lower-left corner of Di . Similarly, for a finite branch whose spatial domain is
Ii = (0,1), let XLi be the right-most left-going characteristic curve, x = xLi (t;1,0), starting from the lower-right
corner of Di . It can be shown from inequality (2.3) that the two curves can have at most one intersection. Let ti be the
value of t at the intersection. If the two curves do not intersect in Di or if XLi does not exist, we simply define ti = T .
By condition (2.4), XL cannot reach the right vertical line x = 1 and XR cannot reach the vertical line x = 0 at anyi i
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t > 0. Thus, we restrict Di in the rectangle Ii × [0, ti] and still denote it as Di . Clearly, Di can be divided into three
subregions (see Fig. 5)
Di = DLi ∪ DCi ∪ DRi ,
where DLi is between the vertical line x = 0 and the characteristic curve XRi , DCi is to the right of XRi and left of XLi
if the latter exists, and DRi , which may be empty, is to the right of XLi . We show that there is δi  ti such that the
solution (Pi,Qi) for the ith branch exists in the restriction of Di to the strip {0 t  δi}.
First, observe that the initial conditions alone determine the solution completely in the central region DCi . This
follows from the theory of first-order linear hyperbolic systems and the fact that from any point (x, t) ∈ DCi , the
two characteristic curves, followed backwards, must land on the horizontal line t = 0. (The latter is a consequence
of (2.3).) To extend the solution to other subregions of Di , we use the boundary condition (2.11) and derive integral
equations.
Let (x, t) ∈ Di . We integrate the first equation of (2.7) along the right-going characteristic curve xR(t; ξ, τ ) which
passes through (x, t) and reaches the left or lower boundary of Di at (ξ, τ ). It can be shown that for (x, t) ∈ DCi ∪DRi ,
τ = 0, and for (x, t) ∈ DLi , ξ = 0. In the former case, we obtain
ri(x, t) = rIi (ξ) +
t∫
0
FRi
(
xRi (t
′; ξ,0), t ′, ri , si
)
dt ′. (2.13)
In the latter case, we have
ri(x, t) = ri(0, τ ) +
t∫
τ
FRi
(
xRi (t
′;0, τ ), t ′, ri , si
)
dt ′.
Similarly, by integrating the second equation of (2.7) along the left-going characteristic curve xLi (t; ξ, τ ) that passes
through both (x, t) and (ξ, τ ) (which is on either the right or lower boundary of Di ), the equations are
si(x, t) = sIi (ξ) +
t∫
0
FLi
(
xLi (t
′; ξ,0), t ′, ri , si
)
dt ′ (2.14)
if (x, t) ∈ DLi ∪ DCi and
si(x, t) = si(1, τ ) +
t∫
τ
FLi
(
xLi (t
′;1, τ ), t ′, ri , si
)
dt ′ (2.15)
if (x, t) ∈ DRi .
Suppose the vertex connects vessels l1, . . . , lν to the left and vessels lν+1, . . . , lμ to the right. We extend the solution
for vessels li in DRli , i = 1, . . . , ν, and for vessels lj in DLlj , j = ν+1, . . . ,μ, simultaneously. By integrating equations
in (2.11) and perform integration by parts on the right-hand sides if necessary, we derive
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ν∑
j=1
β˜
lj
li
(
rlj (1, τ ) − rIlj (1)
)+ μ∑
j=ν+1
γ˜
lj
li
(
slj (0, τ ) − sIlj (0)
)
+
τ∫
0
H˜li
(
t,R(1, t),S(0, t),Y(t)
)
dt (2.16)
for i = 1, . . . , ν,
rli (0, τ ) = rIli (0) +
ν∑
j=1
βˆ
lj
li
(
rlj (1, τ ) − rIlj (1)
)+ μ∑
j=ν+1
γˆ
lj
li
(
slj (0, τ ) − sIlj (0)
)
+
τ∫
0
Hˆli
(
t,R(1, t),S(0, t),Y(t)
)
dt (2.17)
for i = ν + 1, . . . ,μ, and
Yli (τ ) = Yli (0) +
ν∑
j=1
β¯
j
li
(
rlj (1, τ ) − rIlj (1)
)+ μ∑
j=ν+1
γ¯
j
li
(
slj (0, τ ) − sIlj (0)
)+
τ∫
0
H¯li
(
t,R(1, t),S(0, t),Y(t)
)
dt
for i = 1, . . . ,m, where R = (r1, . . . , rν), S = (sν+1, . . . , sμ) and H˜li , Hˆli and H¯li are differentiable functions in R
and S. Choose ε > 0 such that
ε max
{
ν∑
j=1
∣∣β˜ljli ∣∣,
ν∑
j=1
∣∣βˆljli ∣∣,
ν∑
j=1
∣∣β¯jli ∣∣,
μ∑
j=ν+1
∣∣γ˜ ljli ∣∣,
μ∑
j=ν+1
∣∣γˆ ljli ∣∣,
μ∑
j=ν+1
∣∣γ¯ jli ∣∣
}
< 1 (2.18)
for all i and t ∈ [0, ti], and introduce
rˆli =
rli
ε
, sˆlj =
slj
ε
, i = 1, . . . , ν, j = ν + 1, . . . ,μ.
Then, from (2.13)–(2.15), the integral equations for the 2μ unknowns rˆli , sli , rlj , sˆlj , i = 1, . . . , ν, j = ν + 1, . . . ,μ
constitute a fixed point equation w = Kw, where w is the vector defined by
w = (rˆl1 , . . . , rˆlν , sl1 , . . . , slν , rlν+1, . . . , rlμ , sˆlν+1, . . . , sˆlμ) (2.19)
and
Kw = (Rˆl1 , . . . , Rˆlν , Sl1 , . . . , Slν ,Rlν+1, . . . ,Rlμ, Sˆlν+1, . . . , Slμ), (2.20)
where
Rˆli =
1
ε
rIli (ξli ) +
1
ε
t∫
0
FRli dτ,
Sli = sIli (1) −
ν∑
j=1
β˜
lj
li
rIlj (1) −
μ∑
j=ν+1
γ˜
lj
li
sIlj (0) + ε
ν∑
j=1
β˜
lj
li
rˆlj (1, τ ) + ε
μ∑
j=ν+1
γ˜
lj
li
sˆlj (0, τ )
+
τ∫
0
H˜li dt
′ +
t∫
τ
FLli dt
′ (2.21)
for i = 1, . . . , ν, and
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μ∑
j=ν+1
γˆ
lj
li
sIlj (0) −
ν∑
j=1
βˆ
lj
li
rIlj (1) + ε
ν∑
j=1
βˆ
lj
li
rˆlj (1, τ ) + ε
μ∑
j=ν+1
γˆ
lj
li
sˆlj (0, τ )
+
τ∫
0
Hˆli dt
′ +
t∫
τ
FRli dt
′,
Sˆli =
1
ε
sIli (ξli ) +
1
ε
t∫
0
FLli dt
′ (2.22)
for i = ν + 1, . . . ,μ. In the above (2.21) and (2.22)
FRli = FRli
(
xRli , t
′, εrˆli , sli
)
, FLli = FLli
(
xLli , t
′, εrˆli , sli
)
for i = 1, . . . , ν, and
FRli = FRli
(
xRli , t
′, rli , εsˆli
)
, FLli = FLli
(
xLli , t
′, rli , εsˆli
)
for i = ν + 1, . . . ,μ. It can be shown by a standard argument that K is a contraction mapping in the space X if δi
is sufficiently small. Hence, it has a unique fixed point in X. This extends the solution components (ri , si) in the
prescribed regions.
Finally, if we let δ be the minimum of all δi occurring above, we see that δ > 0 and the solution exists and is
unique for t ∈ [0, δ]. Observe that δ depends only on the bounds of the system functions ai , etc., the initial and
forcing functions P Ii , etc., and their first-order derivatives. Hence, it is independent of t , and we can extend the
solution successively in the time intervals [0, δ], [δ,2δ], etc. In this way, the solution is obtained for t ∈ [0, T ] in finite
steps. 
We next derive an estimate of the deviation of the solution of the linear system in terms of the deviations of the
initial, boundary and forcing functions. This estimate is needed for the quasilinear systems in the next section. For
any vector function v = (v1, . . . , vk) defined in C(B;Rk), we use |v|C(B) to denote the norm maxi{|vi |C(B)}, where
B represents a closed subset of either R or R2.
Lemma 2.1. Let U = (P,Q) and U∗ = (P ∗,Q∗) be two solutions of the linear problem (2.1) with two sets of initial
and forcing functions. Suppose the conditions of Theorem 2.1 hold for both solutions. Then, there exists a constant
M > 0, independent of initial, boundary and forcing functions, such that∣∣U − U∗∣∣
C(Dδ)
M
(∣∣P I − P ∗I ∣∣
C[0,1] +
∣∣QI − Q∗I ∣∣
C[0,1] + δ
∣∣f − f ∗∣∣
C(Dδ)
+ δ∣∣g − g∗∣∣
C(Dδ)
+ δ∣∣H − H ∗∣∣
C[0,δ]
)
, (2.23)
where H = (h˜, hˆ, h¯) is the vector function corresponding to the solution U that has the components of the functions
of all h˜li , hˆli , h¯li in (2.11) from all the ODEs, and H ∗ is the corresponding vector function with respect to the
solution U∗.
Proof. We need only prove (2.23) for δ  mini{δi}, where δi represents the constants occurring in the proof of
Theorem 2.1. This follows because for a larger δ, we can divide the interval [0, δ] into subintervals, each having a
length less than mini{δi}, and then applying (2.23) in each subinterval. We can then take the maximum on each side
of the inequalities to derive the inequality in [0, δ]. In the sequel, DCi,δ , DLi,δ and DRi,δ are the restrictions of DCi , DLi
and DRi to the strip {0 t  δ}, respectively.
By linearity, U − U∗ is the solution of the system with the initial, boundary and forcing functions P I − P ∗I ,
QI − Q∗I , f − f ∗, g − g∗ and H − H ∗. Let ri , rˆi , si , sˆi be defined as in the proof of Theorem 2.1, corresponding
to U −U∗. We show that these quantities have upper bounds in the form of the right-hand side of (2.23) in DCi,δ , DLi,δ
and DRi,δ .
In DCi,δ , (2.13) and (2.14) hold. Notice that the functions FRi and FLi are linear in ri and si . Hence, there exists a
constant M (we will use M generically for any constant bounds that are independent of solutions) such that
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∣∣rIi ∣∣C[0,1] + ∣∣sIi ∣∣C[0,1] + M
t∫
0
(
RCi (t
′) + SCi (t ′) + T Ci (t ′)
)
dt ′,
where
RCi (t) = sup
{x: (x,t)∈DCi,δ}
∣∣ri(x, t)∣∣, SCi (t) = sup
{x: (x,t)∈DCi,δ}
∣∣si(x, t)∣∣, (2.24)
and
T Ci (t) = sup
{x: (x,t)∈DCi,δ}
(∣∣fi(x, t) − f˜i (x, t)∣∣+ ∣∣gi(x, t) − g˜i (x, t)∣∣). (2.25)
Hence, by Gronwall’s inequality,
RCi (t) + SCi (t)M
(
B|rIi
∣∣
C(Ii )
+ ∣∣sIi ∣∣C(Ii ) + δ sup
t∈(0,δ)
T Ci (t)
)
for t ∈ [0, δ]. This proves that RCi and SCi have upper bounds in the form of the right side of (2.23).
In DLi,δ and D
R
i,δ , it is necessary to consider all branches l1, . . . , lμ that are connected to the common vertex simul-
taneously. Recall that the solution components on these branches constitute a fixed point of the operator K , defined
by (2.20)–(2.22). Let
W(t) =
ν∑
i=1
(
RˆRli (t) + SRli (t)
)+ μ∑
i=ν+1
(
RLli (t) + SˆLli (t)
)
,
where RˆRi and S
R
i are defined as in (2.24) with DCi,δ substituted by DCi,δ ∪ DRi,δ . Then, from w = Kw, we deduce
W(t) σ
(
ν∑
i=1
RˆRli (t) +
μ∑
i=ν+1
SˆLli (t)
)
+ M
(
ν∑
i=1
∣∣rIli ∣∣C(Ii ) +
μ∑
i=ν+1
∣∣sIli ∣∣C(Ii ) +
t∫
0
(
W(τ) + T (τ) + H(τ))dτ
)
,
where σ is the quantity on the left-hand side of (2.18) and
T (τ) =
ν∑
i=1
T Rli (τ ) +
μ∑
i=ν+1
T Lli (τ ),
T Ri (t) and T
L
i (t) are defined as in (2.25) with DCi,δ substituted by DCi,δ ∪ DRi,δ and DLi,δ ∪ DCi,δ , respectively, and
H(τ) =
ν∑
i=1
∣∣h˜li (τ ) − h˜∗li (τ )∣∣+
μ∑
i=ν+1
∣∣hˆli (τ ) − hˆ∗li (τ )∣∣+
m∑
i=1
∣∣h¯li (τ ) − h¯∗li (τ )∣∣.
Since σ < 1, by replacing M by (1 − σ)M , we obtain
W(t)M
(
ν∑
l=1
∣∣rIjl ∣∣C(Ii ) +
μ∑
l′=ν
∣∣sIjl′ ∣∣C(Ii ) +
t∫
0
(
W(τ) + T (τ) + H(τ))dτ
)
.
Hence, by Gronwall’s inequality,
W(t)M
(
ν∑
i=1
∣∣rIli ∣∣C(Ii ) +
μ∑
i=ν+1
∣∣sIli ∣∣C(Ii ) + δ maxt∈(0,δ)
(
T (t) + H(t))
)
.
This leads to an upper bound in the form of the right-hand side of (2.23) for RRli (t), SRli (t), i = 1, . . . , ν, and RLli (t),
SLli
(t), i = ν + 1, . . . ,μ. We have thus obtained an upper bound in the form of the right-hand side of (2.23) for the
quantities |ri − r∗i |C(Di,δ) and |si − s∗i |C(Di,δ). The conclusion of the lemma follows now from (2.6). 
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In this section, we study the quasilinear system where the coefficients ai , bi , ci , fi , and gi depend on both (x, t) and
(Pi,Qi). Under certain conditions, we show that the system has a unique local solution. We then present a theorem
on the continuity of dependence of the solution on initial, boundary and forcing functions.
The basic idea in the proof of the existence of solution is to construct an iterative sequence. Substituting any
vector function (pi, qi) for (Pi,Qi) in ai , etc., the system becomes linear (in the sense of Section 2). Thus, we can
use Theorem 2.1 to get a solution (Pi,Qi). This defines a mapping S from u =: (pi, qi) to U =: (Pi,Qi), and the
solution for the quasilinear system is a fixed point of S. If there is a subset of a Banach space that is invariant under S,
then we can construct a sequence
uk+1 = Suk, k = 0,1, . . . .
In the case where the limit exists and is unique, it gives rise to fixed point of S. This is our approach in this section.
In this approach, conditions (2.2) and (2.4) are repeatedly used. One might want to impose them for all the values
of the variables. This would give the existence and uniqueness for the global solution, as in the case of the linear
system. However, such a requirement is so restrictive that even the prototype model (1.1) cannot meet it. Therefore,
we will impose them only for t = 0, and obtain the local solution for the quasilinear system.
Theorem 3.1. Assume that the initial functions P Ii , QIi and the system functions ai , bi , ci , fi , gi , hk, βjk , γ jk , and ηjk
all have continuous first-order derivatives with respect to each variable. Suppose that ai > 0, det(γ L,βR,η) = 0 and
conditions (2.2), (2.4) hold at t = 0. Then, for some δ > 0, there is a unique solution for 0 t < δ to the quasilinear
system (1.5)–(1.8).
Proof. We first consider the simpler case where P Ii = QIi = 0 for all i = 1, . . . , n. Let v = {vi}, vi = (pi, qi) be a
family of vector functions (not necessarily constituting a solution). Substitute v for U in the functions ai , bi , ci , fi , gi ,
and hi . Then, the system becomes linear and we can invoke Theorem 2.1 to obtain a solution U to the linear system.
This defines a mapping S :v 	→ U . A solution to the quasilinear system is then a fixed point of S. We will choose a
subset Xδ,M0 of a Banach space such that (1) SXδ,M0 ⊂ Xδ,M0 , and (2) S is contracting in Xδ,M0 .
Let D be a domain in either R or R2. For any scalar or vector function f ∈ Ck(D), let |f |k,δ denote the maximum
norm of all the kth order derivatives of f in D. N.B., if f is a vector function, |f |k,δ = maxi{|fi |k,δ}. We seek Xδ,M0
in the form
Xδ,M0 =
{
v ∈ X: |v|0,δ M0, |v|1,δ M1
}
, (3.1)
where X is defined in (2.12), M0 is an arbitrary positive constant and M1 is a constant to be determined. Note
that by the vanishing initial condition, for any M1, the inequality |U |1,δ  M1 implies |U |0,δ  M1δ. Hence, for
any M0, we can ensure |U |0,δ  M0 by reducing δ. It remains, therefore, only to show that for M1 sufficiently
large and δ sufficiently small, |v|1,δ M1 implies |Sv|1,δ M1. Throughout this proof, we use M to represent any
positive constant that may depend on M1 but is otherwise independent of v and δ, and use M˜ for any constant that is
independent of M1, v and δ. The values of M or M˜ in different occurrences need not be equal.
Let U = Sv and let ri and si be defined by (2.5). On each branch, we show that
max
{∣∣(ri)x∣∣, ∣∣(si)xI ∣∣}M1 (3.2)
and
max
{∣∣(ri)t ∣∣, ∣∣(si)t ∣∣}M1 (3.3)
in DCi,δ , D
L
i,δ and D
R
i,δ (if exists) if M1 is large and δ is small. In fact, only (3.2) needs to be shown. To see this, first
observe that the vanishing initial condition and Lemma 2.1 yield
|U |0,δ Mδ. (3.4)
From (2.7) and (2.9), there are constants M˜ and M such that
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for each i = 1, . . . , n. Hence, (3.3) follows from (3.2), (3.5) and the definition of ∂Li and ∂Ri in (2.8). We also note
that (2.6) and (3.5) imply∣∣∂Ri Ui∣∣0,δ  M˜ + Mδ, ∣∣∂Ri Ui∣∣0,δ  M˜ + Mδ (3.6)
for all i. This will be used later.
We first consider the middle region DCi,δ , where the solution (ri , si) satisfies the integral equations (2.13) and (2.14)
with rIi = sIi = 0. Differentiating the equations with respect to x, we have
(ri)x =
(
LRi
)
x
Ui(x, t) +
t∫
0
[(
LRi Fi
)
x
+ (∂Ri LRi )(Ui)x − (LRi )x(∂Ri Ui)](xRi )x dt,
(si)x =
(
LLi
)
x
Ui(x, t) +
t∫
0
[(
LLi Fi
)
x
+ (∂Li LLi )(Ui)x − (LLi )x(∂Li Ui)](xLi )x dt. (3.7)
Here, we used an identity from [3, p. 469]:
d
dξ
b∫
a
f
(
x(t), t
)
Dg
(
x(t), t
)
dt = f (x(b), b)gx(x(b), b)xξ (b) − f (x(a), a)gx(x(a), a)xξ (a)
+
b∫
a
[
fx
(
x(t), t
)
Dg
(
x(t), t
)− Df (x(t), t)gx(x(t), t)]xξ (t) dt, (3.8)
where x(t) is a function such that x(b) = ξ and D = ∂
∂t
+ x′(t) ∂
∂x
. Notice that xξ (b) = 1. Let
RCi (t) = sup
{x: (x,t)∈DCi,δ}
{∣∣(ri)x(x, t)∣∣}, SCi (t) = sup
{x: (x,t)∈DCi,δ}
{∣∣(si)x(x, t)∣∣}. (3.9)
From (3.4), (3.6) and (3.7), we derive
RCi (t) + SCi (t)Mδ + M
t∫
0
(
1 + RCi (t ′) + SCi (t ′)
)
dt ′ (3.10)
for t ∈ [0, δ]. Hence, Gronwall’s inequality gives∣∣(ri)x∣∣MδeMδ, ∣∣(si)x∣∣MδeMδ
in DCδ . This proves (3.2) in DCi,δ if M1 is sufficiently large and δ is sufficiently small.
We next consider the left and right regions DLi,δ , DRi,δ which are next to a vertex. As in the proofs of Theorem 2.1
and Lemma 2.1, all branches connecting to the common vertex must be considered simultaneously. Let w and K be
defined by (2.19) and (2.20), respectively. Differentiating the equation w = Kw with respect to x and using a slightly
modified version of (3.8) where the integration limits a and b also depend on ξ ,
d
dξ
b∫
a
f
(
x(t), t
)
Dg
(
x(t), t
)
dt = f (x(b), b)gx(x(b), b)xξ (b) − f (x(a), a)gx(x(a), a)xξ (a)
+ f (x(b), b)Dg(x(b), b)bξ − f (x(a), a)Dg(x(a), a)aξ
+
b∫ [
fx
(
x(t), t
)
Dg
(
x(t), t
)− Df (x(t), t)gx(x(t), t)]xξ (t) dt,
a
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(rˆli )x =
1
ε
(
LRli
)
x
Uli (x, t) +
1
ε
t∫
0
[(
LRli Fli
)
x
+ (∂Rli LRli )(Uli )x − (LRi )x(∂Rli Uli )](xRli )x dt,
(sli )x =
(
θli − LLli Fli −
(
∂Lli L
L
li
)
Uli
)
(1, τ )τx +
(
LLli
)
x
Uli (x, t) −
(
LLli
)
x
Uli
(
xLli
)
x
(1, τ )
+
t∫
τ
[(
LLli Fli
)
x
+ (∂Lli LLli )(Uli )x − (LLli )x(∂Lli Uli )](xLli )x dt, (3.11)
in DCi,δ ∪ DRi,δ for i = 1, . . . , ν, and
(rli )x =
(
ζli − LRli Fli −
(
∂Rli L
R
li
)
Uli
)
(0, τ )τx +
(
LRli
)
x
Uli (x, t) −
(
LRli
)
x
Uli
(
xRli
)
x
(0, τ )
+
t∫
τ
[(
LRli Fli
)
x
+ (∂Rli LRli )(Uli )x − (LRli )x(∂Rli Uli )](xRli )x dt,
(sˆli )x =
1
ε
(
LLli
)
x
Uli (t, x) +
1
ε
t∫
0
[(
LLli Fli
)
x
+ (∂Lli LLli )(Uli )x − (LLli )x(∂Lli Uli )](xLli )x dt, (3.12)
in DLi,δ ∪ DCi,δ for i = ν + 1, . . . ,μ, where
θli = ε
ν∑
j=1
(
β˜
lj
li
rˆlj
)
t
(1, τ ) + ε
μ∑
j=ν+1
(
γ˜
lj
li
sˆlj
)
t
(0, τ ) +
τ∫
0
H˜li dt
′,
ζi = ε
ν∑
j=1
(
βˆ
lj
li
rˆlj
)
t
(1, τ ) + ε
μ∑
j=ν+1
(
γˆ
lj
li
sˆlj
)
t
(0, τ ) +
τ∫
0
Hˆli dt
′,
β˜ij , βˆ
i
j , γ˜
i
j , γˆ
i
j are the coefficients in (2.11), and H˜j and Hˆj are given by (2.16) and (2.17), respectively.
To proceed further, we need an estimate of |τx(0, t)|. In the case where τ is the t-coordinate of the intersection of
the right-going characteristic curve xRi with the vertical line x = 0, τ(x) satisfies the equation
xRi (τ ;x, t) = 0,
where xRi (τ ;x, t) is the solution of the initial value problem
dxRi
ds
= λRi
(
xRi , s
)
, xRi (t;x, t) = x.
By differentiation,
λRi
(
0, τ (x)
)
τx + ∂x
R
i
∂x
∣∣∣∣
(τ (x);x,t)
= 0. (3.13)
Let wi = ∂xRi /∂x. Then, wi is the solution to the linear equation
dwi
ds
= (λRi )x(xRi (s;x, t), s)wi, wi(t) = 1.
Solving the equation
wi(s) = exp
( s∫ (
λRi
)
x
(
xRi (s
′;x, t), s′)ds′
)
.t
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τx = −1
λRi (0, τ (x))
exp
( τ(x)∫
t
(
λRi
)
x
(
xRi (s
′;x, t), s′)ds′
)
.
Observe that 0 < τ(x) < t  δ and the integrand is bounded. Hence,
|τx | M˜eMδ.
In the case where τ is the t-coordinate of the intersection of the left-going characteristic curve xLi with the vertical
line x = 1, a similar derivation shows that the above estimate again holds.
Using this estimate, we can reduce ε sufficiently small such that the following inequalities holds in [0, δ]:
ε|τx |
(
ν∑
j=1
∣∣β˜ljli (t)∣∣+
μ∑
j=ν+1
∣∣γ˜ ljli (t)∣∣
)
< 1,
ε|τx |
(
ν∑
j=1
∣∣βˆljli (t)∣∣+
μ∑
j=ν+1
∣∣γˆ ljli (t)∣∣
)
< 1. (3.14)
Define RˆRi , S
R
i , R
L
i and SˆLi as in (3.9) with obvious modifications. Let σ be the maximum of the quantities on the
left-hand sides of (3.14) together with the left-hand side of (2.18). We see from the second equation of (3.11) that
ν∑
i=1
SRli (t) σ
(
μ∑
i=ν+1
RˆRli (t) +
ν∑
i=1
SˆRli (t)
)
+ M˜ + Mδ + M
t∫
0
(
1 + W(t))dt ′
 σW(t)+ M˜ + Mδ + M
t∫
0
(
1 + W(t))dt ′,
where
W(t) =
ν∑
i=1
(
RˆRli (t) + SRli (t)
)+ μ∑
i=ν+1
(
RLli (t) + SˆLli (t)
)+ μ∑
i=1
(
RCli (t) + SCli (t)
)
.
Similarly from the first equation of (3.12), we obtain
ν∑
i=1
RRli (t) σ
(
μ∑
i=ν+1
SˆLli (t) +
ν∑
i=1
RˆRli (t)
)
+ M˜ + Mδ + M
t∫
0
(
1 + W(t))dt ′
 σW(t) + M˜ + Mδ + M
t∫
0
(
1 + W(t))dt ′.
Combining these estimates with (3.10), we derive
W(t) σW(t) + M˜ + Mδ + M
t∫
0
(
1 + W(t ′))dt ′.
Since σ < 1, we obtain from Gronwall’s inequality that
W(t) (M˜ + Mδ)eMδ.
This proves that
max
{∣∣(rli )x∣∣, ∣∣(sli )x∣∣}M1
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have thus proved (3.2) in this case.
Finally, by choosing appropriate values of M1 and δ, we thus obtain a set Xδ,M0 in the form of (3.1) which is
invariant under the mapping S.
We now show that S is a contraction in Xδ,M0 . Let U = Sv, U∗ = Sv∗ for some v, v∗ ∈ Xδ , and let W = U − U∗.
W satisfies the vanishing initial conditions and its differential equations takes the form of (1.5) with the coefficients
ai = ai(x, t, v), bi = bi(x, t, v), ci = ci(x, t, v),
the forcing functions fi and gi replaced by
fˆi =: fi(x, t, v) − fi
(
x, t, v∗
)+ (ai(x, t, v) − ai(x, t, v∗))∂Q∗i
∂x
, (3.15)
gˆi =: gi(x, t, v) − gi
(
x, t, v∗
)+ (bi(x, t, v) − bi(x, t, v∗))∂P ∗i
∂x
+ 2(ci(x, t, v) − ci(x, t, v∗))∂Q∗i
∂x
, (3.16)
respectively, and the functions hk in (1.7) replaced by
hˆk = hk(t,U,V,Y) − hk
(
t,U∗,V∗,Y∗
)
.
By the Lipschitz property and the boundedness |U∗|1,δ M1, there is a constant M such that
|fˆ |0,δ M
∣∣v − v∗∣∣0,δ, |gˆ|0,δ M∣∣v − v∗∣∣0,δ, |h|0,δ M∣∣v − v∗∣∣0,δ.
Hence, by Lemma 2.1,∣∣Sv − Sv∗∣∣0,δ Mδ∣∣v − v∗∣∣0,δ.
Therefore, S is contracting in Xδ,M0 if δ is sufficiently small.
The rest is standard (cf. e.g., [3]). Starting with v0 ∈ Xδ,M0 , we generate an iterative sequence vk+1 = Svk . Clearly,
each vk lies in Xδ,M0 and the sequence converges uniformly. The limit then satisfies the integral equations in the proof
of Theorem 2.1, and hence, is differentiable. Therefore, it is the solution of the quasilinear differential equations. This
proves the existence and uniqueness of the solution when initial data are vanishing.
If P Ii and Q
I
i are not all vanishing, we regard UI as a vector function of x and t and introduce U˜ = U − UI . It
follows that U˜ is a solution of the quasilinear equations (1.5) with the forcing functions f˜i and g˜i given by
f˜i = fi −
(
QIi
)
x
ai, g˜i = gi −
(
P Ii
)
x
bi −
(
QIi
)
x
2ci
and
h˜k = hk
(
t, U˜(1, t) + UI (1), V˜(0, t) + VI (0),Y(t)).
Since U˜ has the vanishing initial values, it can be uniquely solved for an interval of t ∈ [0, δ]. This gives rise to a
solution U. 
Remark. Examples can be constructed to show that if the condition (2.4) fails at t = 0, then the local solution need
not exist or may be not unique. In particular, if (2.4) fails at an external end, then the system is either under-determined
or over-determined.
The next result on the continuity of dependence of the solution and its derivatives on the initial, boundary and
forcing functions and their derivatives follows from an argument similar to the proofs of Lemma 2.1 and Theorem 3.1.
Corollary 3.1. Let U = (P,Q) and U∗ = (P ∗,Q∗) be two solutions of the quasilinear problem of Theorem 3.1.
Suppose the conditions of that theorem hold for the initial and boundary functions of both solutions. Then, there exists
a constant M > 0, independent of initial, boundary and forcing functions, such that for k = 0,1,∣∣U − U∗∣∣
k,δ
M
(∣∣P I − P ∗I ∣∣
Ck
+ ∣∣QI − Q∗I ∣∣
Ck
+ δ∣∣f − f ∗∣∣
Ck
+ δ∣∣g − g∗∣∣
Ck
+ δ∣∣h − h∗∣∣
Ck
)
.
Proof. For k = 0, the result follows from substituting one of the solutions into the coefficients, modifying the forcing
functions by (3.15)–(3.16), and using Lemma 2.1. For k = 1, we differentiate the equations and apply the lemma to
the resulting equations for the derivatives of the solution. The process is standard and is therefore omitted. 
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In this section, we apply the results obtained in the previous section to models in [4,16,17]. The model in [4]
involve a single vessel, and those in [16,17] involve multi-vessel networks.
4.1. A single vessel model
The model in [4] is a coupling of an infinitely long vessel with a lumped element. The partial differential equations
on the vessel take the form of (1.1) on the spatial-interval (0,∞), with α = 1 and Gi = 0. The tube law (1.2) is given
by
P = β
A0
(
√
A −√A0 ), (4.1)
where β and A0 are positive constants. The lumped element is modeled by a system of ordinary differential equations
dy
dt
= f(y, t), t > 0,
where y ∈ Rm is the vector of state variables and f is a vector-valued function. In a particular case where the lumped
element represents the heart, f has the form
f(y, t) = Ay + rH (y, t) + b(y, t),
where A ∈ Rm×m is a constant matrix, rH (y, t) ∈ Rm is a vector function representing the presence of valves and
the heart’s ventricle compliances, and the vector b(y,t) ∈ Rm represents a general source term which provides exter-
nal data to the system. The PDEs and ODEs are coupled at the spatial boundary x = 0 by imposing the continuity
of pressure and flow rate at the interface. In particular, P(0, t) is an entry of the state vector y and the vector b
involves Q(0, t).
It is easy to see that the model can be written in the form (1.5)–(1.8) with n = 1, a, b and c given by (1.9), and
f = g = 0. Also the boundary condition (1.7) has the particular form
dP (0, t)
dt
= h1
(
t,P (0, t),Q(0, t),Y(t)
)
,
dY
dt
= h(t,P (0, t),Q(0, t),Y(t)), (4.2)
where Y = (y2, . . . , ym) if we regard P(0, t) = y1. In this case, in view of the equations in (2.6 ), the matrix
(γ L,βR,η) can be written as
(
γ L,βR,η
)= ( 12u 0
0 I
)
,
where u = √c2 + ab. Hence the matrix is invertible if (2.2) holds. This leads to the following conclusion (cf. [4,
Theorem 3.1]).
Theorem 4.1. Suppose the initial functions P I , QI satisfy
(
QI(0)
)2
<
(AI (0))5/2
2ρA0
, AI (x) > 0, x ∈ (0,∞), (4.3)
where AI = A0P I /β +√A0. Then there is δ > 0 such that the coupled system (1.1) and (4.2) with the tube law given
by (4.1) has a unique C1 solution for t ∈ [0, δ].
Proof. We show that the conditions of Theorem 3.1 are satisfied. It suffices to show that (1) a > 0, (2) c2 + ab > 0
for x ∈ (0,∞), t = 0 and (3) b > 0 at (x, t) = (0,0).
The condition (1) follows from (1.9) and (4.1) since
a = ∂P
∂A
= β√ > 0.
2A0 A
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c2 + ab = Q
2
A2
+ β
2A0
√
A
(
A
ρ
− Q
2
A2
2A0
√
A
β
)
= β
√
A
2A0ρ
> 0.
Finally, since
b = A
ρ
− Q
2
A2
2A0
√
A
β
,
the first inequality in (4.3) shows that b > 0 at (x, t) = (0,0). This completes the proof. 
4.2. A multi-vessel network model
Our next example is a generalization of the models studied in [16,17]. In [16] the 1D model (1.1) is coupled
with the branching junction condition (1.12), (1.13) and the windkessel model (1.4) for the peripheral bed. In [17],
the branching junction condition is substituted by the more general microcirculation model (1.3). In this subsection,
we show that both models can be treated by the main result of this paper. Specifically, we consider the multi-vessel
network 1D model (1.1) with the initial condition (1.6), external boundary condition of either (1.10) or (1.11), branch-
ing junction condition (1.12), (1.13) and transitional junction condition of either the windkessel model (1.4) or the
microcirculation model (1.3).
To examine the conditions involving ai , bi and ci , we observe that these functions are given by (1.9), with the
general tube law (1.2). Hence
aibi = Ai
ρ
∂Pi
∂Ai
− αQ
2
i
A2i
, c2i + aibi =
Ai
ρ
∂Pi
∂Ai
.
Therefore, conditions (2.2) and (2.4) hold for t = 0 if
AIi (x) > 0,
∂Pi(x,Ai)
∂Ai
> 0, x ∈ Ii, (4.4)
and
Ai
ρ
∂Pi
∂Ai
− αQ
2
i
A2i
> 0, x ∈ ∂Ii (4.5)
for t = 0.
It remains to consider the condition for the matrix G = (γ L,βR,η) to be invertible. We calculate the matrix under
various boundary conditions. It is useful to observe that if the boundary condition involves Pi , Qi and Yj in a set
of algebraic equations, the coefficients γ L,ik , β
L,i
k and η
j
k for the derivatives dri(1, t)/dt , dsi(0, t)/dt and dYj/dt
in (2.10) are the same as coefficients of ri(1, t), si(0, t) and Yj (t), respectively, if we simply substitute (2.6) into the
original algebraic equations. This can be seen by differentiating the algebraic equations and compare the coefficients.
If the boundary is an external end, which is either a source (x = 0) or a terminal (x = 1), the boundary conditions
are given by either (1.10) or (1.11). Since there is only one branch involved in the boundary condition, G is a 1 × 1
matrix. In the case where the boundary condition is given by (1.10), by (2.6), the entry of G is 1/2ui if the end is a
source and −1/2ui if the end is a terminal. In the case where the boundary condition is given by (1.11), the entry of G
is λRi /2uiai if the end is a source and −λLi /2uiai if the end is a terminal. Hence, in all cases, G is invertible if (2.2)
and (2.4) hold. That is, if (4.4) and (4.5) hold.
If the boundary is a branching junction that connects μ vessels, the matrix G is a μ×μ matrix. By substituting (2.6)
into (1.12), (1.13), we find that
G =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
− 1
ul1 (1,τ )
1
ul2 (1,τ )
· · · 0
...
...
. . .
...
− 1
ul1 (1,τ )
0 · · · − 1
ulμ (0,τ )
− λ
L
l1
(1,τ ) − λ
L
l2
(1,τ ) · · · − λ
R
lμ
(0,τ )
⎞
⎟⎟⎟⎟⎟⎟⎟⎠ul1al1 (1,τ ) ul2al2 (1,τ ) ulμalμ (0,τ )
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G =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
− ρl1λ
L
l1
(1,t)
2ul1al1Al1 (1,t)
ρl2λ
L
l2
(1,t)
2ul2al2Al2 (1,t)
· · · 0
...
...
. . .
...
− ρl1λ
L
l1
(1,t)
2ul1al1Al1 (1,t)
0 · · · ρlμλ
R
lμ
(0,t)
2ulμalμAlμ (0,t)
− λ
L
l1
(1,t)
2ul1al1 (1,t)
− λ
L
l2
(1,t)
2ul2al2 (1,t)
· · · − λ
R
lμ
(0,t)
2ulμalμ (0,t)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
if all ρli > 0 for i = 1, . . . ,μ. By computation, G has the determinant
detG = (−1)
ν+1∏ν
i=1 uli (1, τ )
∏μ
i=ν+1 uli (0, τ )
(
−
ν∑
i=1
λLli
(1, τ )
ali (1, τ )
+
μ∑
i=ν+1
λRli
(0, τ )
ali (0, τ )
)
in the first case, and
detG =
(−1
2
)μ ν∏
i=1
ρli λ
L
li
(1, t)
uli aliAli (1, t)
μ∏
i=ν+1
ρli λ
R
li
(0, t)
uli aliAli (0, t)
μ∑
i=1
Ali
ρli
in the second case. It is easy to see that the determinant is nonzero if (4.4) and (4.5) hold.
Finally at a transitional junction, if the windkessel model (1.4) is used at the right end x = 1, G is a 1 × 1 matrix
with the entry
−1
2ui
+ ηiλ
L
i
2uiai
< 0
since ηi > 0 and by (4.4) and (4.5), ui > 0 and λLi < 0 at x = 1. Hence G is invertible. If the microcirculation
model (1.3) is used, we regard PC1 , PC2 and QC as the additional state variables. By substituting (2.6) into (1.3), we
derive
G =
(
D1 0
0 D2
)
,
where
D1 =
⎛
⎜⎝
1
2ul1
− R1λ
L
l1
2ul1al1
0
0 12ul2 +
R2λRl2
2ul2al2
⎞
⎟⎠ , D2 =
⎛
⎝ 1 −1 RCC1 0 0
0 C2 0
⎞
⎠ .
It is clear that D2 is invertible. Since λLl1 < 0 and λ
R
l2
> 0 by conditions (4.4) and (4.5), it follows that D1 is invertible.
Hence G is invertible. This leads to the following result (cf. [16, Theorem 3.1 and Corollary 3.2] and [17, Section 3]).
Theorem 4.2. Suppose the initial functions P Ii , QIi satisfy conditions (4.4) and (4.5). Then there is δ > 0 such that
the coupled system (1.1) with the initial conditions (1.6) and boundary conditions of either (1.10) or (1.11) at ex-
ternal ends, (1.12) and (1.13) with either all ρli = 0 or all ρli > 0 at branching junctions, and either the windkessel
model (1.4) or the microcirculation model (1.3) at transitional junctions has a unique C1 solution for t ∈ [0, δ].
5. Concluding remarks
We have analyzed a quite general 1D–0D multiscale model of the blood flow in a circulatory network. Our results
show that the mathematical system is well-posed under a fairly general circumstances. The results unify and generalize
existing well-posedness results in the literature that we are aware of. There is a possibility that our methods and the
results can be further extended to a more comprehensive 3D–1D–0D multiscale models.
On the other hand, our results have several limitations. One is that they are valid only if the hyperbolicity condi-
tion (2.2) of the 1D model and the boundary wave direction condition (2.4) are satisfied. The former is not restrictive.
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area must be initially positive, and is increasing with respect to the pressure. The latter condition (2.4) is rather re-
strictive. In the case where the 1D model is given by (1.1), it is equivalent to (4.5), which essentially means that the
blood flow is not too fast at junctions. Since there is no guarantee that the initially slow flow will always be slow, our
results only ensure the existence of the solution in certain (possibly finite) period of time. It may not exist globally.
Another limitation of our results is that they are only concerned with the classical solution, the solution which
has all the necessary orders of derivatives. It is well known that for nonlinear hyperbolic systems, a classical solution
generally does not exist globally. For instance, the shock wave may develop from a smooth initial condition in a finite
time and destroys the regularity of the solution. Proving the global existence of the solution remains a difficult task. So
far, only special cases have been treated. In [18], the author of this paper and collaborators study the global existence
of the classical solution using entropy–entropy flux pairs. It is proven that under certain “dissipative conditions” the
solution does exist for all the time. The result is far from satisfactory since the initial data must have small magnitude.
In [19], the global existence of the weak solution is obtained in certain special cases. The results do not assume the
smallness of the initial data, but assume the smallness of their total variations. Further work is needed to treat more
general systems.
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