Abstract We study the convergence properties of alternating proximal minimization algorithms for (nonconvex) functions of the following type:
Introduction
In this paper, we will be concerned by the convergence analysis of alternating minimization algorithms for (nonconvex) functions of the following type:
L(x, y) = f (x) + Q(x, y) + g(y)
where f : R n → R ∪ {+∞} and g : R m → R ∪ {+∞} are proper lower semicontinuous functions and Q : R n ×R m → R is a smooth C 1 (finite valued) function which couples the variables x and y. Alternating projection algorithms on closed sets are particular cases of the above problem: just specialize f and g to be the indicator functions of the two sets and take Q(x, y) = x − y 2 .
The novelty of our approach is twofold: first, we work in a nonconvex setting, just assuming that the function L is a function that satisfies the Kurdyka-Lojasiewicz inequality, see [22] , [23] , [20] . As it has been established recently in [10, 11, 12] , this assumption is satisfied by a wide class of nonsmooth functions called functions definable in an o-minimal structure (see Section 4) . Semialgebraic functions and (globally) subanalytic functions are for instance definable in their respective classes.
Secondly, we rely on a new class of alternating minimization algorithms with costs to move which has recently been introduced by Attouch, Redont and Soubeyran [5] and which has proved to be a flexible tool, see [4] . Our study concerns the convergence of the following algorithm (discrete dynamical system) (x 0 , y 0 ) ∈ R n × R m given, (x k , y k ) → (x k+1 , y k ) → (x k+1 , y k+1 )
Note that the above algorithm can be viewed as an alternating proximal minimization algorithm. Our main result (theorem 12) can be stated as follows: Assume that L has the Kurdyka-Lojasiewicz property and that the sequence (x k , y k ) k∈N is bounded. Then the trajectory has a finite length and, as a consequence, converges to a critical point of L. This result is completed by the study of the convergence rate of the algorithm, which depends on the geometrical properties of the function L around its critical points (namely the Lojasiewicz exponent).
There are two rich stories behind this problem. One concerns the alternating minimization algorithms, the other the use of the Lojasiewicz inequality in nonsmooth variational analysis. Our study is precisely at the intersection of these two active fields of research. Let us briefly delineate them and so put to the fore the originality or our approach.
1. Let us recall the classical result (1980) due to Acker and Prestel [2] : let H be a real Hilbert space and f : H → R ∪ {+∞}, g : H → R ∪ {+∞} two closed convex proper functions. Consider the sequence (x k , y k ) k∈N generated by the classical alternating minimization algorithm Then, the sequence (x k , y k ) k∈N weakly converges to a solution of the joint minimization problem on H×H min f (x) + g(y) + 1 2 x − y 2 H : (x, y) ∈ H × H , if we assume that the minimum point set is nonempty. Acker and Prestel's theorem provides a natural extension of von Neumann's alternating projection theorem [26] for two closed convex nonempty sets of the Hilbert space H (take f = δ C1 , g = δ C2 ). Note that the two sets may have an empty intersection, in which case the algorithm provide sequences converging to points in the respective sets which are as close to each other as possible. This fact has proved of fundamental importance in the applications of the method to the numerical analysis of ill-posed inverse problems. A rich litterature has been devoted to this subject, one may consult [7] , [16] , [14] .
Indeed, in a series of recent papers [5] , [4] a new class of alternating minimization algorithms with costs-to-move has been introduced. The most original feature of these algorithms is the introduction of the costs-to-move terms u − x k 2 , v − y k 2 . In the modelling of real world dynamical decision processes (here two agents play alternatively) these terms reflect an anchoring effect: the decision x k+1 is anchored to the preceding decision x k , the term u − x k 2 is the cost to change when passing from decision x k to u. Similarly, v − y k 2 is the cost to change when passing from decision y k to v. The importance of these terms is crucial when decisions, performances are seen as routines, ways of doing. They take account of inertial effects and frictions [6] .
From the algorithmic point of view, the introduction of these costs-to-move terms presents many advantages: They confer to the dynamic some stabilization and robustness properties. Moreover they naturally appear when discretizing steepest descent dynamical systems for the related joint function (here the function L). As a result, the above algorithms are dissipative and enjoy nice convergent properties. Note that the cost-to-move terms asymptotically vanish and do not affect the type of equilibrium which is finally reached (indeed they allow to select one of them in the case of multiple equilibria).
2. Proximal algorithms can be viewed as implicit discretizations of the continuous steepest descent method. In the convex case, most results concerning the continuous dynamical system (steepest descent) can be converted to the discrete one (proximal algorithm) and vice versa. A deep and general understanding of these connections requires the introduction and the study of the differential inclusioṅ x(t) ∈ −∂f (x(t)), t ≥ 0 where ∂f denotes the subdifferential of the lower semicontinuous function f : H → R ∪ {+∞}.
Besides the modelling aspects, our special interest for the proximal method for functions involving analytic features comes from the recent development of the study of the steepest descent method for such functions. In his pioneering work on real-analytic functions [22] , [23] , Lojasiewicz provided the basic ingredient, the so-called " Lojasiewicz inequality", that allows to derive the convergence of all the bounded trajectories of the steepest descent to critical points. Given a real-analytic function f : R n → R and a critical point a ∈ R n the Lojasiewicz inequality asserts that there exists some θ ∈ 1 2 , 1 such that the function |f − f (a)| θ ∇f −1 remains bounded around a. Similar results have been developed for discrete gradient methods (see [1] ) and nonsmooth subanalytic functions (see [10, 11] ).
In the last decades powerful advances relying on an axiomatized approach of real-semialgebraic/realanalytic geometry have allowed to set up a general theory in which the basic objects enjoy the same qualitative properties than semialgebraic sets and functions [17, 29, 30] . In such a framework the central concept is the one of o-minimal structures over R. Basic results are recalled and illustrated in Section 4.2.5. Following van den Dries [17] , functions and sets belonging to such structures are called definable or tame 5 . Extensions of Lojasiewicz inequality to definable functions and applications to their gradient vector fields have been obtained by Kurdyka [20] , while nonsmooth versions have been developed in [12] . The corresponding generalized inequality is hereby called the Kurdyka-Lojasiewicz inequality (see Definition 4.1, Section 4).
Keeping in mind the close connection between the continuous steepest descent and the proximal algorithms it is then natural to study the convergence of such algorithms for functions with "tame" features. A first step has recently been accomplished by Attouch and Bolte [3] who proved the convergence of the proximal algorithm for nonsmooth functions that satisfy the Lojasiewicz inequality around their generalized critical points.
Let us now come to our situation which involves two decision variables x and y and a bivariate function
We are interested in studying splitting (alternate) algorithms whose trajectories converge to critical points of L.
The first key point of our approach is to assume that L satisfies the Kurdyka-Lojasiewicz inequality. The relevancy of this assumption is illustrated by many examples including uniformly convex functions, convex functions enjoying growth conditions, semialgebraic functions, definable functions. Specific examples related to feasibility problems are also described, they involve (possibly tangent) real-analytic manifolds, transverse manifolds (see [21] ), semialgebraic sets or more generally tame sets... This being assumed, it is then natural to apply to L an algorithm which is as close as possible to the proximal algorithm in the product space. The proof of our main result consists in proving that the alternating proximal minimization algorithm is close enough to the product space-proximal algorithm (one has to control the correcting terms introduced by the alternating effect), which makes it share the nice convergence properties of this algorithm.
As a striking application, we obtain the convergence of our alternating projection algorithm, which can be seen as a variant of the von Neumann algorithm (section 5.3). Being given two closed subsets C, D of R n the latter is modelled on
where P C , P D : R n ⇉ R n are the projection mappings of C and D. The convergence of the sequences (x k ), (y k ) is obtained for a wide class of sets ranging from semialgebraic or definable sets to transverse manifolds or more generally to sets with a regular intersection. A part of this result is inspired by the recent work of Lewis and Malick on transverse manifolds [21] , in which similar results were derived.
The paper is organized as follows: After the introduction, section 2 is devoted to recalling some elementary facts of nonsmooth analysis. This allows us to obtain in section 3 some first elementary properties of the alternating proximal minimization algorithm. Then, in section 4 we introduce the Kurdyka-Lojasiewicz inequality for lower semicontinuous functions and describe various classes of functions satisfying this property. The main convergence result is proved in section 5 together with an estimation of the convergence rate. The last section is devoted to some illustrations and applications of our results.
Elementary facts of nonsmooth analysis
The Euclidean scalar product of R n and its corresponding norm are respectively denoted by ·, · and | · |. General references for nonsmooth analysis are [13, 28, 25] .
If F : R n ⇉ R m is a point-to-set mapping its graph is defined by
Similarly the graph of a real-extended-valued function f : R n → R ∪ {+∞} is defined by
Let us recall a few definitions concerning subdifferential calculus.
The domain of f is defined and denoted by dom f := {x ∈ R n : f (x) < +∞}. (ii) For each x ∈ dom f , the Fréchet subdifferential of f at x, written∂f (x), is the set of vectors x * ∈ R n which satisfy
The limiting-subdifferential ( [24] ), or simply the subdifferential for short, of f at x ∈ dom f , written ∂f , is defined as follows
Remark 1 (a) The above definition implies that∂f (x) ⊂ ∂f (x) for each x ∈ R n , where the first set is convex while the second one is closed.
A point that satisfies (3) is called limiting-critical or simply critical. The set of critical points of f is denoted by crit f .
If K is a subset of R n and x is any point in R n , we set
Recall that if K is empty we have dist (x, K) = +∞ for all x ∈ R n . Note also that for any real-extendedvalued function f on R n and any
Lemma 2 For any sequence
Proof. One can assume that the left hand side of (4) is finite. Let
is bounded, one may assume that it converges to some x * . Using Remark 1 (b), we see that x * ∈ ∂f (x). Thus ∂f (x) is nonempty and lim x *
. Similarly one can define partial subdifferentiation with respect to the variable y. The corresponding operator is denoted by ∂ y L(x, ·) (where x is a fixed point of R n ). The following elementary result will be useful 
Normal cones, indicator functions and projections
If C is a closed subset of R n we denote by δ C its indicator function, i.e. for all x ∈ R n we set
The projection on C, written P C , is the following point-to-set mapping:
When C is nonempty, the closedness of C and the compactness of the closed unit ball imply that P C (x) is nonempty for all x in R n .
Definition 4 (Normal cone) Let C be a nonempty closed subset of R n . (i) For any x ∈ C the Fréchet normal cone to C at x is defined bŷ
When x / ∈ C we set N C (x) = ∅. (ii) The (limiting) normal cone to C at x is denoted N C (x) and is defined by
Remark 2 (a) For x ∈ C the cone N C (x) is closed but not necessarily convex. (b) An elementary but important fact about normal cone and subdifferential is the following
(c) Recall that for a point-to-set mapping F :
Writing down the optimality condition associated to the definition of P C , we obtain
where I is the identity mapping of R n .
Alternating proximal minimization algorithm
Let L : R n × R m → R ∪ {+∞} be a proper lower semicontinuous function. Being given (x 0 , y 0 ) ∈ R n ×R m we consider the following type of alternating discrete dynamical system: (
where (λ k ) k∈N , (µ k ) k∈N are positive sequences. We make the following standing assumptions
The following estimate holds
(ii) First-order optimality conditions read Remark 3 Without additional assumptions, like for instance the convexity of L, the sequences x k , y k are not a priori uniquely defined.
We consider the following additional assumptions: -Being given 0 < r − < r + , we assume that the sequences of stepsizes λ k and µ k belong to (r − , r + ) for all k ≥ 0.
-(H 3 ) The restriction of L to its domain is a continuous function.
Proposition 6
Assume that (H 1 ), (H 2 ), (H 3 ) hold. Let (x k , y k ) be a sequence which complies with (5, 6) . Denote by ω(x 0 , y 0 ) the set (possibly empty) of its limit points. Then
is a nonempty compact connected set, and
(v) L is finite and constant on ω(x 0 , y 0 ).
Proof. Assertion (i) follows immediately from (7), while (ii) is obtained by summation of (7) for k = 1, . . . , N :
Let us establish (iii). Item (ii) implies that x k+1 − x k and y k+1 − y k tend to zero. Using (8) and (9), we see that there exists ( y k ) ) that converges to zero as k goes to ∞. If (x,ȳ) is a limit point of (x k , y k ), Lemma 5 and the closure of the graphs of ∂f and ∂g show that ∂L(x,ȳ) ∋ 0.
Item (iv) follows by using (ii) together with some classical properties of sequences in R n . Assertion (v) is a consequence of (i) and (H 3 ).
Kurdyka-Lojasiewicz inequality 4.1 Definition
Let f : R n → R ∪ {+∞} be a proper lower semicontinuous function that is continuous on its domain. For 0 < η 1 < η 2 ≤ +∞, let us set
We recall the following convenient definition from [3] .
Definition 7 (Kurdyka-Lojasiewicz property)
The function f is said to have the Kurdyka-Lojasiewicz property atx ∈ dom ∂f if: There exist η ∈ (0, +∞], a neighborhood 6 U ofx and a continuous concave function φ : [0, η) → R + such that:
6 See Remark (4) (c) and
Remark 4 (a) S. Lojasiewicz proved in 1963 [22] that real-analytic functions satisfy an inequality of the above type with φ(s) 1) . A nice proof of this result can be found in the monograph [15] . In a recent paper, Kurdyka has extended this result to functions definable in an o-minimal structure (see the next section). (b) Let f : R n → R ∪ {+∞} be a proper lower semicontinuous function. For any noncritical pointx ∈ R n of f , Lemma 2 yields the existence of ǫ, η > 0 and c such that
In other words f has the Kurdyka-Lojasiewicz property atx with φ(s) = c −1 s. (c) When a function has the Kurdyka-Lojasiewicz property, it is important to have nice estimations of η, U, φ. We shall see for instance that some convex functions satisfy the above property with U = R n and η = +∞. The determination of tight bounds for the nonconvex case is a lot more involved.
Examples of functions having the Kurdyka-Lojasiewicz property

Growth condition for convex functions
Let U ⊂ R n and η ∈ (0, +∞]. Consider a convex function f satisfying the following growth condition:
wherex ∈ argmin f = ∅. Then f complies with (11) (for φ(s) = r c [10] ).
Uniform convexity
If f is uniformly convex i.e., satisfies
for all x, y ∈ R n , x * ∈ ∂f (x) then f satisfies the Kurdyka-Lojasiewicz inequality on dom f for φ(s)
Proof. Since f is coercive and strictly convex, argmin f = {x} = ∅. Take y ∈ R n . By applying the uniform convexity property at the minimum pointx, we obtain that
The conclusion follows from Section 4.2.1.
Morse functions
A C 2 function f : R n → R is a Morse function if for each critical pointx of f , the hessian ∇ 2 f (x) of f atx is a nondegenerate endomorphism of R n . Letx be a critical point of f . Using the Taylor formula for f and ∇f , we obtain the existence of a neighborhood U ofx and positive constants c 1 , c 2 for which
It is then straightforward to see that f complies to (11) with a function φ of the form φ(s) = c √ s, where c is a positive constant.
Metrically regular nonsmooth equations
The example to follow is inspired by a result of [27] that was used to analyze the complexity of secondorder gradient methods.
Let us consider a mapping F : R n → R m . The function F is called metrically-regular on a subset C if there exists k > 0 such that dist (x, F −1 (y)) ≤ kdist (y, F (x)) for all (x, y) ∈ C × F (C). The coefficient k is a measure of stability under perturbation of equations of the type F (x) =ȳ. When F is C 1 a famous result, the so-called Lusternik-Graves theorem (see [19] ), asserts that F is k-metrically regular on C if and only if DF (x) is surjective for all x in C with
where DF (x) (resp DF * (x)) denotes the Fréchet derivative of F at x (resp. the adjoint of DF (x)). Fundamental extensions to nonsmooth inclusions have been provided by many authors, see [19, 28] and references therein. For the sake of simplicity we assume here that F is C 1 and k-metrically regular on some subset C of R n . Let us consider the following nonlinear problem: find x ∈ C such that F (x) = 0. Solving this problem amounts to solving
where p ∈ [1, +∞). The function f is differentiable at each x ∈ R n \f −1 (0) with gradient ∇f (x) = F (x) p−2 DF * (x)F (x). By using the metric regularity of F and Lusternik-Graves theorem we have
In other words f has the Kurdyka-Lojasiewicz property at any x ∈ int C (the interior of C) with U = C, η = +∞, and φ(s) = p
It is important to observe here that argmin f can be a continuum (in that case f is not a Morse function). This can easily be seen by taking m < n, b ∈ R m , a full rank matrix A ∈ R m×n and F (x) = Ax − b for all x in R n .
Tame functions
Semialgebraic functions : Recall that a subset of R n is called semialgebraic if it can be written as a finite union of sets of the form
where p i , q i are real polynomial functions. A function f : R n → R ∪ {+∞} is semialgebraic if its graph is a semialgebraic subset of R n+1 . Such a function satisfies the Kurdyka-Lojasiewicz property (see [10, 12] ) with φ(s) = s 1−θ , θ ∈ [0, 1) ∩ Q. This nonsmooth result generalizes the famous Lojasiewicz inequality for real-analytic functions [22] .
Here are a few examples of semialgebraic functions:
where g and C are semialgebraic.
where C and D are semialgebraic subsets of R n .
Functions definable in an o-minimal structure over R. Introduced in [17] these structures can be seen as an axiomatization of the qualitative properties of semialgebraic sets.
Definition 8 Let O = {O n } n∈N be such that each O n is a collection of subsets of R n . The family O is an o-minimal structure over R, if it satisfies the following axioms:
(i) Each O n is a boolean algebra. Namely ∅ ∈ O n and for each A, B in O n , A ∪ B, A ∩ B and R n \ A belong to O n .
(ii) For all A in O n , A × R and R × A belong to O n+1
(v) The elements of O 1 are exactly finite unions of intervals.
Let O be an o-minimal structure. A set A is said to be definable (in O), if A belongs to O. A point to set mapping F : R n ⇉ R m (resp. a real-extended-valued function f : R n → R ∪ {+∞}) is said to be definable if its graph is a definable subset of R n × R m (resp. R n × R). Due to their dramatic impact on several domain in mathematics, these structures are intensively studied. One of the interest of such structures in optimization is due to the following nonsmooth extension of Kurdyka-Lojasiewicz inequality.
Theorem 9 ([12])
Any proper lower semicontinuous function f : R n → R ∪ {+∞} which is definable in an o-minimal structure O has the Kurdyka-Lojasiewicz property at each point of dom ∂f . Moreover the function φ appearing in (11) is definable in O.
The concavity of the function φ is not stated explicitly in [12] . The proof of that fact is however elementary: it relies on the following fundamental result known as the monotonicity Lemma (see [17] ).
(Monotonicity Lemma) Let k be an integer and f : I ⊆ R → R a function definable in some o-minimal structure. There exists a finite partition of I into intervals I 1 , . . . , I p such that the restriction of f to each I i is C k and either strictly monotone or constant. Proof of Theorem 9 [concavity of φ] Let x be a critical point of f and φ a L function of f at x (see (11) ). As recalled above such a function φ exists and is definable in O moreover. When applied to φ the monotonicity lemma yields the existence of r > 0 such that φ is C 2 with either φ ′′ ≤ 0 or φ ′′ > 0 on (0, r) (apply the monotonicity lemma to φ ′′ ). If
. The following examples of o-minimal structures illustrate the considerable wealth of such a concept.
Example 1 (a) (semilinear sets) A subset of R n is called semilinear if it is a finite union of sets of the form
where a i , b i ∈ R n and α i , β i ∈ R. One can easily establish that such a structure is an o-minimal structure. Besides the function φ is of the form φ(s) = cs with c > 0.
Example 2 (b) (real semialgebraic sets) By Tarski quantifier elimination theorem the class of semialgebraic sets is an o-minimal structure [8, 9] .
Example 3 (c) (Globally subanalytic sets) (Gabrielov [18] ) There exists an o-minimal structure, denoted by R an , that contains all sets of the form
is an analytic function that can be extended analytically on a neighborhood of the square [−1, 1] n . The sets belonging to this structure are called globally subanalytic sets. As for the semialgebraic class, the function appearing in Kurdyka-Lojasiewicz inequality is of the form φ(s) = s
Let us give some concrete examples. Consider a finite collection of real-analytic functions f i : R n → R where i = 1, . . . , p.
-The restriction of the function
n (a > 0) is globally subanalytic.
-Take a finite collection of real-analytic functions g j and set
If C is a bounded subset then it is globally subanalytic. Let now G : R m × R n → R be a real analytic function. The restriction of the following function to each [−a, a] n (a > 0) is globally subanalytic:
Example 4 (d) (log-exp structure) (Wilkie, van der Dries) [30, 17] There exists an o-minimal structure containing R an and the graph of exp : R → R. This structure is denoted by R an,exp . This huge structure contains all the aforementioned structures. One of the surprising specificity of such a structure is the existence of "infinitely flat" functions like x → exp(− 1 x 2 ). Many optimization problems are set in such a structure. When it is possible, it is however important to determine the minimal structure in which a problem is definable.
This can for instance have an impact on the convergence analysis and in particular on the knowledge of convergence rates (see Section 5.2 Theorem 14 for an illustration).
Feasibility problems
Being given two nonempty closed subsets C, D of R n , one introduces the following type of function:
where (x, y) ∈ R n × R n . Note that L is a proper lower semicontinuous function that satisfies H 1 , H 3 and H 2 for any y 0 ∈ D. Writing down the optimality condition we obtain that
Noncritical/regular intersection
The following result is a reformulation of [21, Theorem 17] where this fruitful concept was introduced.
For the sake of completeness we give a proof avoiding the use of metric regularity and Mordukhovich criterion.
Proposition 10 Let C, D be two closed subsets of R n andx ∈ C ∩ D. Assume that
Then there exists a neighborhood U ⊂ R n × R n of (x,x) and a positive constant c for which
In other words L C,D has the Kurdyka-Lojasiewicz property at (x,x) with φ(s) = Proof We argue by contradiction. Let (
In view of (12), there exists (
Due to the closedness property of N C , we therefore obtain d ∈ N C (x). Arguing similarly with v k we obtain that d ∈ −N D (x).
Remark 5 Observe that (13) reads
Transverse Manifolds
As pointed out in [21] a nice example of regular intersection is given by the smooth notion of transversality. Let M be a smooth submanifold of R n . For each x in M , T x M denotes the tangent space to M at x. The normal cone to M at x is given by
Two submanifolds of R n are called transverse at x ∈ M ∩ N if they satisfy
Due to the previous remark we have 
Tame feasibility
Assume that C, D are two globally analytic subsets of R n . The graph of the L C,D is given by
where G is the graph of the polynomial function (x, y) → ||x − y|| 2 . From the stability property of o-minimal structures (see Definition 8 (i)-(ii)), we deduce that L C,D is globally subanalytic.
Let (x,ȳ) ∈ C × D. Using the fact that the bifunction satisfies the Lojasiewicz inequality with φ(s) = s 1−θ (where θ ∈ (0, 1]) we obtain
for all (x, y) with x = y in a neighborhood of (x,ȳ).
Remark 6 (a) One of the most interesting features of this inequality is that it is satisfied for possibly tangent sets.
(b) Let us also observe that the above inequality is satisfied if C, D are real-analytic submanifolds of R n . This is due to the fact that B((x,ȳ), r) ∩ [C × D] is globally subanalytic for all r > 0.
If C, D and the square norm function || · || 2 are definable in an arbitrary o-minimal structure, we of course have a similar result. Namely,
for all (x, y) in a neighborhood of a critical point of L.
Although (15) is simply a specialization of a result of [12] , we feel that this form of Kurdyka-Lojasiewicz inequality can be very useful in many contexts.
Remark 7 (a) Note that if C, D are definable in the log-exp structure then (15) holds. This is due to the fact that the square norm is also definable in this structure. (b) If C, D are semilinear sets, L C,D is not semilinear but it is however semialgebraic.
5 Convergence results: alternating minimization and alternating projection algorithms
Lipschitz coupling
This section is devoted to the convergence analysis of the proximal minimization algorithm introduced in Section 3. Let us assume that L is of the form
where f : R n → R ∪ {+∞}, g : R m → R ∪ {+∞} are proper lower semicontinuous functions and Q : R n × R m → R is a C 1 (finite valued) function with ∇Q being Lipschitz continuous on bounded subsets of R n × R m .
Lemma 11 (pre-convergence result) Assume that L satisfies (H 1 ), (H 2 ) and has the Kurdyka-Lojasiewicz property atz = (x,ȳ). Denote by U, η and φ : [0, η) :→ R the arguments appearing in (11) . Let ǫ > 0 be such that B(z, ǫ) ⊂ U and set ρ = max(
, where C is a Lipschitz constant of ∇Q on B(z, ǫ).
(ii) The following estimate holds
Proof. With no loss of generality one may assume that
together with inequality (7) imply that x i = x k , y i = y k for all i ≥ k. Since the indices k for which x k+1 − x k + y k+1 − y k = 0 have no impact on the asymptotic analysis we can assume that (
Let us prove by induction that (x k , y k ) ∈ B(z, ǫ) for all k ≥ 0. The result is obvious for k = 0. Assume that k ≥ 1 and that (x i , y i ) ∈ B(z, ǫ) for all i ∈ {1, . . . , k}.
Let i ∈ {1, . . . , k}, and set l k = L(x k , y k ). Since φ ′ > 0, (7) implies that
By using the concavity of the function φ
For each i set
Using the definition of x * i and y * i we obtain successively
Set ρ = max( 
Let us observe a simple fact: if 
After summation over all i = 1, . . . , k, we therefore obtain
By (7), we have x 1 − x 0 2 + y 1 − y 0 2 ≤ r + [l 0 − l 1 ] ≤ r + l 0 . We finally obtain
Put z i = (x i , y i ). Using successively the triangle inequality and the above inequality
The conclusion follows readily.
This Lemma has two important consequences x − y 2 + δ D (y), (x, y) ∈ R n , where C, D are two nonempty closed subsets of R n . In this specific setting, the proximal minimization algorithm [(5), (6) ] reads
thus we obtain the following alternating projection algorithm
The following result illustrates the interest of the above algorithm for feasibility problems.
Theorem 15 (convergence of bounded sequences) Assume that the bifunction L C,D has the Kurdyka-Lojasiewicz property at each point. Then any bounded sequence (x k , y k ) converges to a critical point of L.
(local convergence) Assume that the bifunction L C,D has the Kurdyka Lojasiewicz property at (x * , y * ) and that x * − y * = min{ x − y : x ∈ C, y ∈ D}. If (x 0 , y 0 ) is sufficiently close to (x * , y * ) then the whole sequence converges to a point (x ∞ , y ∞ ) such that x ∞ − y ∞ = min{ x − y : x ∈ C, y ∈ D}.
Proof The first point is due to Theorem 12 while the second follows from a specialization of Theorem 13 to L C,D .
This variant of the von Neuman alternating projection method yields convergent sequences for a wide class of sets (see Section 4.3.3), e.g. when C, D, || · || 2 are definable in the same o-minimal structure or when the intersection C ∩ D is regular.
Note also that convergence rates results od Section 5.2 can be applied to the following fundamental cases -C, D semilinear, semialgebraic, globally subanalytic or real-analytic submanifolds of R n .
-C ∩ D regular (e.g. transverse manifolds). 
