Recently there has been much research activity in the area of delay tolerant networks (DTNs) 
INTRODUCTION
Mobile ad hoc Networks (MANET) are infrastructure-less networks and nodes are mobile in nature. In MANETs nodes can directly communicate with each other if they enter each others communication range. Thus in an ad hoc network, packet traverses from one node to another until it reaches the destination. As the nodes are mobile, the topology changes frequently. To accommodate the dynamic topology of mobile ad hoc networks, many routing protocols have been proposed such as OLSR, DSR, LAR, etc., All these protocols assume that the network is connected at any point of time and there is a contemporaneous end-to-end path between any source and destination pair. But there are certain challenging environments like i) inter-planet satellite communication network where satellites and ground nodes may only communicate with each other several times a day, ii) energy constrained network where sensors are scheduled to wake/sleep periodically which result in intermittent connectivity, iii) a military ad hoc network where nodes may move randomly and are subject to being destroyed. The protocols of ad hoc networks do not work in such challenging environment. According to these protocols, packets whose destination cannot be found are usually dropped. If packet dropping is too severe, TCP eventually ends the session. Therefore new routing protocols and algorithms need to be developed to address the issues of intermittent connectivity and network partitioning. Delay Tolerant Networking (DTN) is emerging as a solution for supporting asynchronous data transfer in such intermittently connected networks. The details of Delay Tolerant Network are available in [8] There are different types of DTNs based on their characteristics. The DTN solutions are based on store, carry and forward principle. In such networks, a next hop may not be immediately available for the current node to forward the data. The node needs to store the data until it gets an opportunity to forward the data. The node must be capable of buffering the data for considerable duration. Among the various routing protocols like Epidemic [4] , SWIM [12] , Spray and Wait [2] , Prophet [1] , etc., Epidemic routing has been mainly focused in this paper. In Epidemic Routing [10] , packets received at the intermediate nodes are forwarded to all or part of its neighbors without using any queuing policy. It is a natural approach when no information can be determined about the movement patterns of nodes in the system. When a message arrives at an intermediate node, it floods the message to all its neighbors. In this way, messages are quickly distributed through connected portions of the network. Epidemic Routing then relies upon carriers coming into contact with another connected portion of the network through node mobility. At this point, the message spreads to an additional set of nodes. Through such transitive transmission of data, messages have a high probability of eventually reaching their destination. The Epidemic algorithm does the message replication which imposes a high bandwidth and storage overhead on wireless nodes. Survey on various routing protocols for DTNs is given in [13] . Even though there has been a large amount of effort towards the design of efficient routing protocols for DTNs, there has not been much focus on scheduling policies.
2.EPIDEMIC ROUTING
Vahdat and Becker [4] invented a routing protocol that makes use of an epidemic algorithm [3] . communication range of D and sends the message to its destination. Epidemic Routing works as follows: When a message is sent, it is placed in the local buffer and tagged with a unique ID. When two nodes connect, they send each other the list of all message IDs they have in their buffer, called the summary vector. Using the summary vector, the nodes exchange the messages they do not have. When this operation completes, the nodes have the same messages in their buffers.
Epidemic Routing represents the extreme end of the flooding family because it tries to send each message over all paths in the network. This provides a large amount of redundancy. As all nodes receive every message, which makes this strategy extremely robust to node and network failures. Additionally, since it tries every path, it delivers each message in the minimum amount of time if there are sufficient resources. The design goal was to provide message delivery with high probability and minimize the resource consumption.
IMPACT OF NODE MOBILITY
In context of DTN, message transmissions occur only when nodes encounter each other. The mobility of the nodes limit the duration of the contact between them. The contact duration of the nodes in turn limits the amount of messages that can be transmitted. In Epidemic routing, the contact duration is assumed to be long enough to transmit all messages a node has. But this is not always true. It implies that it may not be possible for a node to transmit all messages it has during the period of contact. Therefore it becomes necessary for the node to choose the messages to transmit during the available period of contact.
IMPACT OF BUFFER SIZE
To limit the total resource consumption is to bind the amount of buffer space available. The impact of buffer size on the DTN protocols is evaluated in [6] . The Epidemic routing works with the assumption of availability of infinite buffer. But this is not the case in reality. So the buffer size available at each node is considered to be limited. In DTNs, to cope up with long disconnections, messages are buffered for a long period of time. This implies that at certain point of time buffer capacity will be reached. Therefore a decision has to be made by the nodes to choose the message to drop in favour of new ones. The following section defines new policy considering the above problems.
PROPOSED POLICY
A number of scheduling policies are possible. In the literature and related works [2] , [4] , [12] the scheduling policy is that the messages are transmitted in the order in which they were stored in the buffer i.e. in First come first served (FCFS) basis. This policy is easy to implement. As long as the contact duration is long enough to transmit all the messages a node has, FCFS is a very reasonable policy. However if the contact duration is limited, FCFS is sub-optimal as it does not provide any mechanism for preferentially delivering or storing of high priority messages. In this case, there has to be a fair queuing strategy to achieve fairness. The new policy is based on service class and expiration time. This policy is more advantages in emergencies applications as it does preferential delivery.
In the proposed approach, the available buffer is divided into many queues to hold the incoming bundles. Separate queue is maintained for each class of service as shown in Fig 2. As soon as the bundle arrives, it is placed in the appropriate queue. The bundles are scheduled according to the class of service. Here the effectiveness of conjunction of bundle dropping mechanism with Fair queuing is investigated. When a particular queue is full, the bundle is placed in the subsequent queue. When the entire buffer is full, some of the bundles should be dropped to give room for new bundles. It is proposed to drop bundles with least class of service.
Figure 2. Maintaining High, Medium and Low Priority Queues
Therefore the queue with least class of service is chosen. Still among the bundles available in that queue, the expiration time of each is also checked. Then the bundles with least remaining time are the one to be dropped. The Fair queuing with dynamically assigned weights, can be utilized for controlling the quality of service. Simulation results showed that the proposed scheme can achieve better performance than FCFS scheme.
SYSTEM EVALUATION
In DTN, bundle protocol is used for transfer of messages. A bundle is a protocol data unit of the DTN bundle protocol [5] . Each bundle comprises a sequence of two or more "blocks" of protocol data, which serve various purposes. Bundle Processing Control Flags Bit is used to differentiate the class of service. The bits in positions 7 through 13 of control flag are used to indicate the bundle's class of service. The bits in positions 8 and 7 constitute a two-bit priority field indicating the bundle's priority, with higher values being of higher priority: 00 = bulk, 01 = normal, 10 = expedited, 11 is reserved for future use. This priority of the bundles is used to place them in the appropriate queue. Creation timestamp and lifetime fields are available in the primary bundle block which gives the expiration time. This information is used to decide the bundles to be dropped when the buffer is full. As the network with random behaviour is considered, Epidemic routing protocol is used.
To evaluate the new scheme, Network Simulator ns-2 [13] has been used. The implementation includes (i) the Epidemic routing protocol with FCFS as scheduling scheme (ii) the Epidemic routing protocol based on the new scheduling policy. The simulation is based on Random Waypoint model. It is the model in which nodes move independently to a randomly chosen destination with a randomly selected velocity. The No. of nodes is considered to be 50. The simulation duration is 1000 seconds and the simulation area is 1500 X 300 m 2 . Each node has a transmission range of 250 m.
Table 1. Simulation results for various schemes
The performance of various schemes are compared based on the following two metrics: the average delivery ratio and average delivery latency. Simulation results for different scheduling policies are compared and found that the delivery ratio upon incorporating the new policy is higher than the FCFS policy. The same policy can also be applied to other routing protocols of DTN. This investigation is deferred for future work. 
CONCLUSION
A large number of routing protocols have been recently proposed possessing relative strengths and weaknesses under different circumstances [6] , [8] . One among them is the Epidemic routing which is based on the flooding strategy. Since it is observed that it attains high percentage of delivery rate with reduced latency, it is considered as the main focus of this paper. Mobility of nodes in ad hoc networks can cause performance degradation. The amount of messages that can be transmitted depends on the duration of the contact. Therefore a new policy has been proposed in this paper that considers the contact duration and expiration time in scheduling and dropping of messages. The goal of the new scheme is to maximize the message delivery ratio and minimize the message delivery latency with preferential delivery. The proposed policy shows better performance compared to FCFS approach used in Epidemic routing in terms of message delivery rate and delivery latency under limited buffer. The consideration of plugging the same scheme to other routing protocols can be carried over as future work.
