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Abstract: A multilevel method with correction by aggregation, originated from additive aggregation correction 
techniques well-known in the pre-multigrid age, is analysed within the multigrid framework and compared with 
standard multigrid methods. From the model problem analysis it follows that the overcorrection can substantially 
improve the reduction of smooth error components and change favourably the properties of the multilevel aggregation 
correction method. Numerical experiments illustrate the efficiency of the examined method. 
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1. Introduction 
In this paper, we are interested in the solution of symmetric, positive definite systems of linear 
equations arising from the discretization of elliptic problems. To solve these problems effectively, 
we introduce multilevel iterative algorithms which exploit the basic multigrid idea, i.e. the 
separate treatment of oscillating and smooth components of the iteration error. 
For the reduction of smooth error components, we shall use the correction given by aggrega- 
tion. This technique can be already found in the work of Southwell [8] and in a number of 
subsequent papers, e.g. [9], [7], [6] and the literature quoted there. 
The multilevel algorithm with correction by aggregation, which is described in Section 2, 
differs from standard multigrid methods [4,3] in the use of prolongations and restrictions given 
by the aggregation of the unknowns. The use of aggregation transfers and the corresponding 
Galerkin correction has several algorithmical and computational advantages. In comparison with 
transfers given by interpolation and with standard multigrid algorithms, we need to describe and 
store less information to construct the transfers and the transfers themselves are computationally 
cheaper. Moreover, the aggregation correction matrix can be derived simply and cheaply from 
the matrix of the solved system. There is no necessity to introduce a discretization in an auxiliary 
coarser grid. 
The disadvantage of the multilevel methods with correction by aggregation is that they show a 
smaller convergence rate comparing with the standard multigrid methods. This fact is due to an 
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incomplete reduction of smooth error components and it is explained in terms of a simple model 
problem in Section 2. Consequently, the supremum convergence factor (with respect to all 
admissible discretizations of the given boundary value problem) does not tend to zero as the 
number of smoothing iterations tends to infinity. The opposite is true for standard multigrid 
methods [4,3]. 
The analysis of the model problem performed in Section 2 suggests that a multiplicative 
correction factor should be introduced and the correction replaced by an overcorrection. This 
modification seems to be able to increase substantially the reduction of smooth error compo- 
nents. The choice of the correction factor and the convergence of a nonstationary algorithm with 
the overcorrection by aggregation are discussed in Section 3. 
A Fourier analysis of the two-level iterative process with the overcorrection by aggregation 
applied to the numerical solution of an one-dimensional model problem is presented in Section 
4. It is proved that the overcorrection can change favourably the convergence behaviour of 
multilevel aggregation correction methods. A better reduction of the smooth error components 
causes that the supremum convergence factor tends to zero as the number of smoothing 
iterations tends to infinity. 
At the end of this paper, some numerical experiments are described and further comparisons 
of multilevel aggregation correction and overcorrection methods with standard multigrid al- 
gorithm are made. 
2. Two-level aggregation correction algorithm 
Let us consider the solution of the following system of linear algebraic equations: 
A,u’ = f’ (1) 
where A, is a symmetric positive definite n, X n, matrix and u’, f’ are column algebraic vectors 
from R”‘. 
The system (1) can be solved by the two-level iterutiue method whose iteration u’ + u’ is 
defined by the following steps: 
perform or smoothing iterations u’ + Y1 (u’, f ‘), (2) 
compute the correction u’-l + A,‘,I,‘-‘( f’ - A/u’), (3) 
perform the correction u’ + u’ + I/_,&‘, (4) 
perform V* smoothing iterations u’ + 9, (u’, f ‘) . (5) 
Above, Y,( u[, f ‘) represents one iteration of some relaxation method for solving the system 
(1). With respect to the Fourier analysis applied in the Section 4, we shall consider the damped 
Jacobi relaxation method 
Sq(u’, f’) = u’t uD,‘(f’-A+‘) (6) 
where D, is the diagonal of the matrix A, and w E (0, l), cf. [3]. 
The prolongation operator I/_, , introduced in (4) is given by the full rank n, X nl_, matrix 
whose elements are equal to zero or unity. Moreover, n,_, < n, and there is no more than one 
unity in each row of If_,. The restriction operator I,!-’ . IS given by the transpose of the matrix 
I:-,. 
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All the information needed for the construction of the matrices I/_, = ( pij) and I/-’ = ( p, j)T 
can be stored in one vector g E R! “‘. The ith component g, of g contains the column number j of 
the nonzero element pii = 1 of I,‘_, if such element exists. Otherwise g, = 0. The vector g 
represents an aggregation of indices, the indices i, j are called to be aggregated iff g, = g,. 
Consequently, we can say that the transfer operators I/-‘, I/_, are given by aggregation. 
The correction operator A,_ 1, introduced in (3) is defined by the relation 
A ,_1 = $‘A I’ I I-1. (7) 
This choice can be easily explained. Let ( . , .) denote the inner product in lR “‘, 
“I 
(u’, U’) = 1 UfU!, u’, U’E R”‘, (8) 
i=l 
and let )( . (1 E denote the energy norm in R”‘, 
(1 U’ 11 E = (( A$, u,))“‘, u’ E R “‘. (9) 
Further, let e’ be the error, A,e’= f, - A’u’, and let u,-’ be the correction computed in (3). 
Then it can be readily verified that 
(A,(e’- I,‘lu’-‘), I,!_,u,-‘) = 0 Vu’-’ E lR”‘-l (10) 
and that the correction u’~’ minimizes the norm 
)( e’- l,‘lu’-’ 1) E = min over all zP1 E R”‘-I. 01) 
The elements of the matrix A,_, can be obtained by addition of elements of the matrix A,. If 
A, = (aI:> and A,_ 1 = (u:; ‘), then 
af7’ = c 1 a;,. (12) 
R,=‘s,=i 
Let us note that the algorithm (2)-(5) represents a linear stationary iterative method with the 
following iteration matrix: 
‘W=W$, v~)=S~~(Z,-I:_,A,~‘~~:-~A,]~~~ 03) 
where I, is the n, X n, identity matrix and S, is the iteration matrix of the relaxation method 
exploited for smoothing. In the case of the Jacobi relaxation method (6) it holds that 
S, = I, - wD,-‘A,. 04) 
The described algorithm can be applied to the solution of systems arising from the discretiza- 
tion of second-order elliptic boundary value problems. For the example of such application the 
system (1) with the (n - 1) X (n - 1) matrix 
2 -1 1 
+ 
-1 2 -1 
A,= * * . - . * 
. * . -1 
-1 21 
(15) 
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can be considered. The matrix (15) arises from a finite difference discretization of the two-point 
boundary value problem 
-_u” =f in fi = (0, l), u(0) = u(l) = 0 (16) 
in the uniform grid of mesh size h = l/n. 
In the case of n = 3N, we shall consider the aggregation of indices given by the vector 
g=(o, l,l, 1,2,2,2 )..., N-l, N-l, N-l,O)T. (17) 
This aggregation will be convenient with respect to a Fourier analysis of the two-level method in 
Section 4. The corresponding restriction matrix Z,!-’ is then 
i 
0 1 1 1 
Z;-’ = 1 1 1 
. . . 
1 1 1 0 I 
(18) 
and the correction matrix A,_, is the (N - 1) X (N - 1) tridiagonal matrix having the form of 
(15) again. The diagonal elements of A,_, are equal to 2/h2, the elements along two adjoining 
diagonals are equal to - l/h2. 
Let us note that a different choice of the transfer operators, for example 
1 2 3 2 1 
ZI-1 = 1  1 2 3 2 1 
I 3 . . . . . 09) 
t 1 2 3 2 1 
and I,‘_, = (I/-‘)‘, leads to the two-level method with the correction given by interpolation. 
Such method belongs to standard multigrid methods described for example in [4,3]. 
Comparing the correction given by aggregation and the correction given by interpolation, we 
can see several advantages of the aggregation correction. These advantages become more 
apparent if we solve more general boundary value problems in two or three dimensional 
domains. The advantages of the aggregation correction are the following: 
The aggregation transfers can be described very easily. Even for the solution of boundary 
value problems in two or three dimensional domains, all the information needed for the 
aggregation transfers can be stored in one vector of a length equal to the dimension n, of the 
system to be solved. The aggregation transfers are also very cheap. The total amount of 
arithmetic operations for the restriction and the prolongation is less than n, additions. Moreover, 
the correction matrix can be easily generated without necessity to introduce a coarser grid. This 
generation requires only additions and the number of additions is less than the number of 
nonzero elements in the matrix of the solved system. 
The aggregation transfers are described by the aggregation of the indices of the unknowns. In 
the case of the multi-dimensional indices of the unknowns, which are quite natural for the 
discretization using a regular grid in a two or three dimensional domain [5,2], the aggregation of 
the indices can be simply given by the aggregation of the separated index components. It is 
important to note that the sparsity of the matrix arising from the discretization by standard 
schemes holds also for the correction matrix (7) if the aggregation of the above type is in use. 
The disadvantage of the two-level algorithm with the correction given by aggregation consists 
R. 
in a smaller convergence rate comparing with the algorithm exploiting the correction given by 
interpolation. The main reason for this can be found in an incomplete reduction of the smooth 
error components. This can be illustrated by the following example. 
Example. Let us consider the model problem (16), (15) n = 3N, N even, the aggregation 
introduced in (17) and the corresponding two-level aggregation correction algorithm (2)-(5) with 
Y* = 0. Let the initial error er be the hut function, 
er = 
i 
is, i=l,...,+n, 
(n - i)s, i=in+l,...,n-1, 
(20) 
where s # 0. Then from (11) and from the expression of the corresponding energy norm in the 
form 
(I u’() E = + ;52(u,+* - uJ2 + 2.d: +u,2_* [ 1’2 I=1 1 
it follows that the correction U/-I computed by (3) is 
I-1 = 
i 
-sj, j=l ‘N, ,..., 2 
u/ -s(N-j), j=$N+l,..., N-l. 
(21) 
(22) 
Hence, for the prolongated correction v’ = I/_,&’ and i = 3j, we have vf = - fsi or vf = 
- is< n - i). After the correction (4), we obtain new error Z’ = e^’ + 5’ where e^’ is the fraction of 
the initial error e’, 
e^‘= Zel 
3 > 
and 
i 
0 for i=3j, j=l,..., N-l, 
e”’ = $7 fori=3j+l and i=n-3j-1, j=O,...,:N-1, 
-1 3s fori=3j-landi=n-3j+l, j=l,...,tN. 
The smoothing by the Y iterations of the damped Jacobi relaxation method (6) has a different 
influence on the smooth and on the oscillating parts of the error 2’. For i = 1,. . . , in - Y, fn + 
V >***, n - 1, the components E,! are unaffected by the smoothing whereas the components Z; are 
reduced significantly or even vanish in the case w = $_ From this, it follows that we can not 
expect the reduction factor better than % as h tends to zero. 
Note. The hat error (20) can be completely reduced by the Gale&in correction given by the 
restriction (19) and the corresponding interpolation prolongation. 
Note. The behaviour of the described two-level iterative method can be also characterized with 
the assistance of the supremum convergence factor r * = 7 * ( vl, v2). It is defined as the supremum 
over convergence factors in the energy norm with respect to all admissible discretizations, i.e. 
T*=suP{ IIWII,: h=l/n, n=3N, N=l,2 ,... }, (23) 
where M, is the iteration matrix of the two-level algorithm (13) when we solve the system (1) 
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arising from the discretization of the problem (16) in the grid with the mesh size h. The energy 
norm of matrices is consistent with the vector norm (9). 
In [l] it is proved by means of a Fourier analysis that r * (or, v2) does not tend to zero with 
increasing number of smoothing iterations, as it is true in the case of interpolation correction. 
More exactly, it holds that 
r*(o, rJ> >, :, r*(y, P) > 5 (24) 
for Y arbitrary. This is in agreement with our examination of the hat error (20). 
Moreover, from [l] it follows that the lower bound r* = 3 can be attained, for example in the 
case of w = f, V, = v2 > 1. Thus, the hat error (20) represents the worst case with respect to the 
convergence rate. 
3. Two-level aggregation overcorrection algorithm 
Coming back to our model problem and considering the hat error (20) and the corresponding 
correction (22) we can see that the smooth part e^’ of the error after the correction can be 
completely removed if we multiply the correction u’-r by the correction factor t = 3. This 
multiplication makes it possible to overcome the excessive stiffness of the aggregated system. 
The above consideration leads us to the replacement of the correction (4) by the overcorrec- 
tion 
24’ + U’ + t1;_izP, t> 1. (25) 
In the next sections we shall show that this modification can accelerate essentially the conver- 
gence and change the behaviour of the two-level aggregation correction algorithm. 
Now, we shall discuss the problem of choosing the correction factor t from (25). The first 
possibility, which has been shown already, is to consider hat errors. Hat or roof errors, analogous 
to (20), can be considered for the systems (1) arising from the discretization of more general 
boundary value problems in two or three-dimensional domains. We can also perform numerical 
experiments with various values of the correction factor. 
Another possibility is to choose the convergence factor t minimizing the energy norm 
(IAl’f’-(~‘+tl,‘_,u’-‘))I.=min, t>l. (26) 
To exploit the condition (26) we must replace the correction (4) by the following steps: 
prolong the correction v’ +- If_ ru’-r, (27) 
perform v3 > 1 iterations v’ + 9, ( v’, f’ - Ap’), (28) 
perform the overcorrection u’ + u’ + tv’, (29) 
where t = (v’, f’-A,u’)/(v’, A,v’). (30) 
According to (11) the prolongated correction v’ is optimal in the energy norm. Thus, without 
the smoothing of the correction (28), the expression (30) which is equivalent to (26), yields t = 1. 
Let us note that for t = 1, the smoothing (28) takes exactly the place of the smoothing of the 
error after correction (5). 
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The iteration (2), (3) (27)-(30) (5) . mvolves some extra computational work. This work is 
concentrated mainly in the computation of the correction factor (30) because the smoothing (28) 
is to some extent equivalent to the smoothing of the error after correction. To save this extra 
computational work, comparable with one extra smoothing iteration, we need not compute new 
correction factors in all iterations. The steps (27)-(30) can be only in use at the first iteration or 
periodically at each ith iteration, i = p .j + 1, p > 1, j = 0, 1, 2,. _ _ . The other iterations can be 
equipped by the previously computed correction factor t and the simple overcorrection (25). 
We close this Section by a simple statement about the convergence of the non-stationary 
iterative method (2) (3) (27)-(30) (5). 
Theorem 1. Assume )I S, 11 E -C 1, where S, is the iteration matrix for the smoothing iterative method 
used in (2), (5), (28). Then, the two-leoel iteratiue method (2), (3), (27)-(30), (5) conuerges. 
Note. The condition ]( S, (I E -C 1 holds if S, represents the Gauss-Seidel iteration matrix or the 
damped Jacobi iteration matrix with 0 c w < 2/p( D,-‘A,) where p( D,-‘A,) denotes the spectral 
radius of D,-‘A,. The proof can be found in [lo]. 
Proof. Let e’ be the initial error. Then the smoothing (2) produces a new error 
e^’ = $?I e’. 
The prolongated correction (3) (27) is then of the form 
VI= I;_,A,:‘,I;-‘A e^’ I . 
The additional smoothing (28) yields the smooth correction i?‘, 
v^‘= S,“++ (I!- $+)A,-‘A,;‘. 
After the overcorrection (29) we obtain the next error 
e^’ = e^’ - tu^‘* 
Finally, the smoothing (5) produces the error of the new iteration, 
2’ = S+? 
Now, we are interested in the norms. From (35) it follows that 
II e’ II E G II S, II2 II e”’ II E’ (36) 
Further, with respect to (30) we have 
(1 e”’ (1 E < (I e^’ - 6’ I( E 
= I I e^’ - S/5 (_)I - e^’ + sy3 
e^‘II E 
< II S, 112 II e^‘- If_,A,:‘,I/-‘A,?‘11 E. (37) 
According to (ll), (36) (37) and (31) it holds that 
I] Z* (1 E < I) S, I] “I+“2+“3 I] e’ I] E. 
Thus, according to I] S, I] E < 1, the sequence of errors produced during the iterative process will 
converge to zero. 0 
(31) 
(32) 
(33) 
(34) 
(35) 
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Note. From the observation that P, = I/_,A,~lII,[-lA, is an orthogonal projection with respect to 
the energy inner product (u’, u’)~ = (A+‘, u’) in R”‘, it follows that 
II~,-t~~_,A,‘,I~-‘A,II.=max{l, t-l} t>l. (38) 
Consequently, the assumptions ]I S, (1 E < 1 and 1 G t G 2 guarantee the convergence of the 
two-level aggregation overcorrection algorithm with constant correction factor t. 
In the case of t > 2, a general error can be even amplified by the overcorrection (25). To 
analyse this case and to obtain more accurate insight into the convergence behaviour of the 
two-level aggregation overcorrection algorithm, we must consider the smoothing and the correc- 
tion simultaneously. This will be done in the following section. 
4. Fourier analysis of a two-level aggregation overcorrection algorithm 
In this section, we shall consider the solution of the systems (1) arising from the discretization 
of the one-dimensional model problem (16) in a grid with a mesh size h = l/n, n = 3N, 
N=l,2,... . To the solution of these systems, we shall apply the two-leuel aggregation ouercor- 
rection algorithm (2), (3), (25), (5). We shall use the aggregation described in (17) and the 
correction factor t = 3 which seems to be convenient from our examination of the hat error (20). 
Theorem 2. Let us consider the iterative method described above and let 7 * = r * ( vl, v2) be the 
corresponding supremum convergence factor in the energy norm, cf. (23). Then, 
7*(vl, v2)-,0 as vI, v2-+ 00. (31) 
Note. Comparing (31) and (24) we can see the effect of the overcorrection. 
Proof. To examine the supremum convergence factor T* we shall exploit a Fourier representa- 
tion of the iteration matrix corresponding to the iteration given by the steps (2), (3), (25) (5). 
Thus, let A, be the matrix (15) arising from the discretization in the grid of the mesh size 
h,= h and let A,_, be the corresponding correction matrix which was described in Section 2. 
Then, 
k,i=l,..., n-l, 
k, i=l,..., N-l 
(32) 
(33) 
are the sets of eigenvectors of the matrices A,, AI_1, respectively, see e.g. [3]. The corresponding 
eigenvalues are 
X/k = 4n2 sin=%, k=l,...,n-1, 
x’;l = 36N2 sin2ti 
2N’ 
k=l,...,N-1. 
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The following identities are important for the representation of the transfer operators If-’ 
and If_ 1 with respect to the bases { 4; } and { +i-’ } : 
If- ‘4, = c;c#J;- * ) m=k,2N-k,2N+k, (36) 
I,‘- ‘+‘N = I;- ‘+’ 
2N= 7 
0 (37) 
rf-l+L-l = f( C:+i + CiN-k&~-k + Ci~+kd~+k) (38) 
where k= l,..., N- 1 and 
c’ =1+2cosE m 3N ’ 
m=k,2N+k, (39) 
I 
‘ZN-k = 
-l-2cos(2N3&k)T. (40) 
A verification of the identities (36)-(38) can be found in [l]. 
From (36)-(38) it follows that the subspaces 
&=Span{+‘,, &:N__k, &v+k}, k=l,...,N-1, (41) 
E,=span{&}, EON = span{ dN > (42) 
reduce the operators defined by the matrices QI, MI where 
Q/ = I, - 3I;_,A,?J;-‘A,, (43) 
M, = Sp Q,S;’ . (44) 
Let us note that A4, is the iteration matrix corresponding to the considered two-level aggregation 
overcorrection algorithm. 
Further, let Ql,k, Ml,k denote the restrictions in Ek of the operators defined by the matrices Q, 
and M,, 
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It remains to note that 
G,,,= (s;)“l+V& (1- $)“l+“z, 
$j,,,N = &)“I+“* = (1 - +)++“2. 
Now, we are interested in the norm 
II 4 II E = II B, II 2 = b(m4))1’2 
where 
B, = A~h&4,“2 = A;‘2SyZ (I, - 3Z:_,A,‘,Zf-7A,)SY1AI”2 
(48) 
(49) 
and II. II 2 is the spectral norm of the matrices. 
Let us consider the linear operator given by the matrix B, and its matrix representatioq &, 
with respect to the basis { +‘t:, &-t, &+t,. . . , &_-l, +k+1, +&_I, 4/N, $&,} = P. Then, B, = 
T,B,T,-’ where TI is the matrix of the change from the standard basis of R”-’ to the basis fi. 
Because of the orthonormality of the vectors (2/n)“2$i, k.= 1,. . . , n - 1, see [3, p.251, the 
matrix TI differs from the orthogonal matrix only by a multiplicative constant. Thus, it holds 
that 
IIMIIIE= IIB,ll,= II&II2. (50) 
The matrix 6, is block diagonal with the blocks 
g,,k= A,,,h?j~,A;~ for k= l,..., N- 1, 
i -II?,., and g,,2N= ii?,,,.,,. I,N - 
Above, A,,, are diagonal matrices, 
Ar,k = (diag( xk, X’ZN-k7 i’2N+k))1’2S 
From the elementary identity sin 3cz = sin cy(1 + 2 cos ~cx), it follows immediately that 
A,,$,,, = 6N sing diag(1, -1, -1). 
Hence, for k = 1, _ . . , N - 1, we have 
il.& = Sl;[! _p -bjs;i. 
The spectral norm of these blocks can be estimated by the Frobenius norm, i.e. 
II & 11,” < @S$& + S;“9;;+k + s;;;z_l& 
+ S;;;2_kS;;;l+k + S;;+& + s;$+ks;,y’k. 
Let us denote 
q=q(W)=max{ jl-+wl, ll-$01, (1-2wl). 
Then 77 c 1 for w E (0, 1) and 
(51) 
(52) 
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for k = 1,. _ . , N - 1. If we denote 
a(~, ~1, v,) = (2$“, + 27725 + 2772”1+2”9 
l/2 . 
then from (51) (52), (48), (49) it follows that 
II~l,kll2~+~ VI, v2) 
for k= l,..., N-l, N, 2N. 
Finally, it is well known that 
II 2, II 2 = max{ II B,,, II 2 : k=l,._., N-l, N,2N}, 
so that, with respect to (54), (50), 
W,ll.~Ah ~1, ~2) 
(53) 
(54) 
and A(u, vl, v2) tends to zero as v,, v2 tend to the infinity. Consequently, according to (23), the 
Theorem is proved. 
5. Numerical experiments 
To illustrate the efficiency of the multilevel aggregation overcorrection method, we have 
solved a linear system arising from the discretization of the following two-point boundary value 
problem 
_U”= 2 in D = (0, l), u(O) = u(l) = 0 
in a uniform grid of the mesh size h = l/120. 
The following iterative methods have been examined for the solution of the above mentioned 
system: 
(TGM) the two-grid method with transfer operators given by (19), 
(TAC) the two-level aggregation correction method with the aggregation given by (17), (18), 
(TAO) the two-level aggregation overcorrection method with the same aggregation given by 
(17), (18). 
The damped Jacobi relaxation method (6) has been exploited for smoothing in all cases. 
To compare the efficiency of the different two-level methods, we must take account of the 
computational work. Let WI be the computational work per one iteration and let WU denote the 
computational work of one damped Jacobi iteration. Then, we shall use the following estimates: 
TAC method : WI < (Vi + v2 + 2)wu, 
TAO, fixed correction factor: WI < (VI + v2 + 7/3)WU, 
TAO, energy correction factor: wIi(v,+v2+v3+4)wu, 
TGM method : WI < (Vi + v2 + 3)wI.J. 
The results of the numerical experiments are summarized in Tables 1 and 2. The input 
parameters of the examined two-level methods are the following: 
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Table 1 
The best computational strategies for the two-grid method. H = 3h is the mesh size of a coarser grid 
w Vl f =10-3 =10-6 
NI ARF NI ARF 
0.7 1 3 0.091 7 0.131 
0.8 1 3 0.070 6 0.083 
0.9 1 3 0.078 5 0.062 
0.8 1 4 0.158 9 0.200 
0.8 2 3 0.043 5 0.053 
Table 
Some computational for the aggregation correction overcorrection methods 
0 Vl v2 v3 t 6 =10-3 6 =10-6 
0.8 1 1 
0.8 1 1 
0.8 2 2 
0.8 3 3 
0.8 1 1 
0.8 2 2 
0.8 2 2 
0.8 3 3 
NI NWU 
0 1 22 88 
0 3 11 48 
0 3 5 32 
0 3 4 33 
1 * 8 56 
2 * 6 60 
2 2.96 * 4 29 
3 2.99 * 3 30 
ARF NI NWU ARF 
0.722 38 152 0.688 
0.473 17 74 0.438 
0.198 8 51 0.158 
0.079 6 50 0.067 
0.384 14 98 0.347 
0.211 10 100 0.235 
0.157 8 55 0.139 
0.060 5 47 0.054 
w. 
VI: 
v2: 
v3: 
t: 
the damping factor of the Jacobi iteration method (6), 
the number of smoothing iterations before the correction, 
the number of smoothing iterations after the correction, 
the number of smoothing iterations in the step (28), 
the correction factor. * denotes nonstationary mode with the correction factor computed 
from (30) in every iteration. t * denotes stationary mode with the fixed correction factor 
computed from (30) only in the first iteration. 
The next data describe the performance of the iterative processes: 
NI: the number of iterations to obtain the relative accuracy C, i.e. 
II f- AUN1 II 2 f E II f- Au0 II 2, 
NWU: the number of the work units (WU) to obtain the relative accuracy 6, 
ARF: the average reduction factor with respect to the 1, norm of the residuals. 
Let us note that the displayed results depend very weakly on the mesh size h. Nearly the same 
results were obtained for the discretization in coarser grids. 
For a further comparison, the simple Jacobi relaxation methods needs about 10000 WU to get 
the relative accuracy E = low3 and the average reduction factor is about 0.999295. 
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6. Concluding remarks 
The numerical experiments confirm that the overcorrection can substantially increase the 
convergence rate and the efficiency of the aggregation correction method. 
Concerning more general elliptic problems, the two-level aggregation overcorrection method 
was successfully exploited for the numerical solution of elasticity problems, see [2]. The results of 
a more comprehensive testing will be reported elsewhere. 
Finally, to perform the two-level iteration we have to solve the smaller auxiliary system in (3). 
To this end we can use the same two-level method. The further development of this idea, with 
recursive use of the two-level method, leads to the multilevel methods. The efficiency of such 
methods will be determined by the efficiency of the exploited two-level method. The details of 
the construction of the multilevel methods can be found in [3]. 
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