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a b s t r a c t
The Castor equation is a third-order, nonlinear, ordinary differential equation that was
derived to model pulsations for stars having oscillatory changes in their radii as reflected
through their light output. A detailed study of this model was done by J.P. Cox, based on
unpublished notes of J. Castor. The purpose of the current work is to re-examine these
calculations and indicate that results different from those of Castor and Cox are obtained
by use of a different method. An explanation for this is given.
Published by Elsevier Ltd
The theory of stellar pulsation plays a fundamental role in the understanding and prediction of the behavior of certain
types of stars whose radii, and hence light intensities, oscillate. This phenomenon involves not only energy production in
the core of the star, but also its coupling to other mechanisms such as acoustical transfer of energy and momentum [1–3].
A particular mathematical model describing stellar pulsation was constructed by Castor [4]. In spite of the fact that these
results were never published, this analysis was presented in the book by Cox [5] and, as a consequence, has become widely
known. The Castor model is a nonlinear, third-order, ordinary differential equation and takes the form [5]
...
x +x˙+ (x− Qx3) = 0, (1)
where  is a small positive parameter, i.e., 0 <   1; and Q is another positive parameter. The central issue is whether the
Castor ordinary differential equation (CODE) has a unique, small amplitude, stable limit cycle as one of its possible solutions.
If so, then this equation could provide a reasonable,mathematically valid, first approximation for the understanding of stellar
pulsations. In any case, the major goals of this paper are to:
(i) use the method of harmonic balance [6,7] to construct a first approximation to the possible periodic solutions of CODE;
(ii) compare these results to the previous work of Castor [4] and Cox [5];
(iii) apply the dynamic systems approach [8–10] to CODE and determine the nature of any periodic solutions;
(iv) finally, compare the results derived in this paper to those found by Castor and Cox, and explain any differences.
A harmonic balance (HB) approximation for the periodic solutions of Eq. (1) takes the form [6,11]
x(t) ' A+ B cos(ωt), (2)
where A, B, and ω are, a priori, unknown. This particular structure for x(t) takes into consideration that Eq. (1) might have
constant solutions. Using θ = ωt , substituting Eq. (2) into Eq. (1), and making the required trigonometric expansions, it
follows that
[ωB(ω2 − 1)] sin θ +
[
A(1− QA2)− Q
(
3AB2
2
)]
cos θ + 
[
B− 3QA2B−
(
3QB3
4
)]
cos 3θ
+ (higher order harmonics) ' 0. (3)
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Harmonic balancing [6,11] gives the three relations
ωB(ω2 − 1) = 0, (4a)
A
[
1− QA2 − 3QB
2
2
]
= 0, (4b)
B
[
1− 3QA2 − 3QB
2
4
]
= 0. (4c)
The first equation allows the determination of ω; it is
ω = 1. (5a)
The next two equations can then be solved for A and B to give the following four solutions:
I : A = 0, B = 0; (5b)
II : A = 0, B = ±
√
4
3Q
; (5c)
III : A = ± 1√
Q
, B = 0; (5d)
IV : A = ± 1√
5Q
, B = ±
√
8
15Q
; (5e)
where the (±) signs for case IV are not correlated.
At this point, it is critical to point out that the HB procedure above gives exactly the same four solutions as were found
by Castor [4] and Cox [5]. In their work, they used a two-time-variable perturbation method [7,12], which is a higher
level averaging procedure. However, it is generally known that the lowest order HB and averaging methods give the same
results [6,7,11]. Hence, the equivalence of the results calculated using these two different techniques should come as no
surprise.
The periodic solutions corresponding to the above four cases (with all possible combinations of±) are:
XI(t) = 0, (6a)
X (+)II (t) = −X (−)II (t) =
√
4
3Q
cos t, (6b)
X (+)III (t) = −X (−)III (t) =
√
1
Q
, (6c)
X (+,+)IV (t) = −X (−,−)IV (t) =
√
1
5Q
+
√
8
15Q
cos t,
X (+,−)IV (t) = −X (−,+)IV (t) =
√
1
5Q
−
√
8
15Q
cos t.
(6d)
The interpretation of these four solutions will be given below, after an examination of Eq. (1) by means of a dynamic
systems approach (DSA).
In a DSA approach [9–11] to investigate the solution behaviors of Eq. (1) the following steps are carried out:
(1) the original, third-order, CODE is written as a system of three, coupled, first-order equations;
(2) next, all fixed points are determined;
(3) the linear stability of the fixed points is calculated;
(4) each fixed point is examined to see whether the conditions of the Hopf bifurcation theorem [8,10] apply; if so, then a
small amplitude limit cycle exists about the applicable fixed point(s).
To proceed, note that Eq. (1) can be rewritten in the following system form:
dx
dt
= y, dy
dt
= z, dz
dt
= −(x− Qx3)− y, (7)
where the variables (x, y) are defined by the first two equations. Note that the CODE exists in a three-dimensional phase
space [9,10], (x, y, z).
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There are three fixed points or constant solutions, and they are given by the expressions
(x¯1, y¯1, z¯1) = (0, 0, 0), (8)
(x¯2, y¯2, z¯2) =
(
1√
Q
, 0, 0
)
, (9)
(x¯3, y¯3, z¯3) =
(
− 1√
Q
, 0, 0
)
. (10)
Denote the Jacobian matrix [8–11] at each fixed point by Ji(), where i = 1, 2, 3; this notation explicitly indicates that they
depend on the small parameter . An easy calculation gives
J1() =
( 0 1 0
0 0 1
− −1 0
)
, (11)
J2() = J3() =
( 0 1 0
0 0 1
2 −1 0
)
. (12)
Further, denote by (λ(1)i , λ
(2)
i , λ
(3)
i ), i = (1, 2, 3), the three eigenvalues of these matrices; they are calculated from the
relations
det |Ji()− λI| = 0, i = (1, 2, 3). (13)
Since  is taken to be small and positive, i.e., 0 <   1, the eigenvalues can be calculated as expansions in  using a regular
perturbation method [8]. Carrying out this procedure gives
λ
(1)
1 = − + O(2), λ(2)1 = λ(3)∗1 =

2
− i+ O(2); (14a)
λ
(1)
2,3 = 2 + O(2), λ(2)2,3 = λ(3)∗2,3 = − + i+ O(2). (14b)
Examination of these eigenvalues allows certain conclusions to be reached:
(a) The fixed point at (x¯, y¯, z¯) = (0, 0, 0) is unstable and these eigenvalues, as a function of , have properties such that
from the Hopf bifurcation theorem it follows that a small amplitude limit cycle exists about this fixed point.
(b) The fixed points at the other two phase space locations, see Eqs. (9) and (10), are also unstable; however, they do not
satisfy the conditions of the Hopf bifurcation theorem and, as a consequence, for  > 0, no limit cycle exists about them.
An examination and interpretation of the four solutions obtained using the HB calculation above or the two-time
perturbation procedure of Castor [4] and Cox [1] can now be carried out. First, the HB solutions I and III correspond,
respectively, to the fixed points (x¯1, y¯1, z¯1) and, (x¯2, y¯2, z¯2) and (x¯3, y¯3, z¯3).
Second, the HB, and Castor and Cox solution II, correspond to an approximation of the stable limit cycle solution about the
fixed point (x¯1, y¯1, z¯1). Observe that there are two solutions—see Eq. (6b); however, they are essentially the same function
since they differ only by a phase shift in the argument of the cosine function, and Eq. (1) is invariant under the transformation
t → t + t0, for t0.
The question now arises as to what is themeaning of solution IV; see Eqs. (5e) and (6d). Note that this ‘‘solution’’ does not
appear among the fixed points calculated using the dynamic systems approach (DSA). Since DSA is a fundamental theory
which can be used to investigate an arbitrary system (modeled by a set of coupled ODE’s), the only consistent interpretation
of solution IV is that it is a ‘‘spurious solution’’ introduced by the method(s) used to obtain analytical approximations to the
periodic solutions. This issue was raised previously by Mickens (see [11]), and is a general feature of averaging methods, if
care is not taken. Also, because lowest order HB procedures and averaging methods give the same results, it follows that not
every solution obtained using HBwill correspond to a valid approximation to a periodic solution of a given dynamic system.
Another way of viewing this situation, as regards HB methods, is to understand that in applying this technique a system of
coupled, nonlinear algebraic equations, in the amplitudes, have to be solved. In general, there is no a priori reason why all
the calculated solutions must correspond to actual solutions of the original dynamic equations. The check is to see whether
the corresponding fixed points obtained from the approximation procedure are also fixed points calculated using the DSA.
For the case of the Castor model, it was found that a spurious solution exists, namely, the one given by Eqs. (5e) and (6d).
In summary, it has been shown that the CORE has a single, stable limit cycle. This limit cycle exists in a neighborhood of
the fixed point (x¯1, y¯1, z¯1) = (0, 0, 0) and has, up to terms O(), an angular frequency ω = 1 and an amplitude√4/3Q . An
approximation to this periodic, limit cycle solution is
X(t) =
√
4
3Q
cos t. (15)
Contrary to the conclusion of Castor [4] and Cox [5], the limit cycle IV – see Eqs. (5e) and (6d) – is not just not stable, it
actually does not exist.
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A future task, extending the analysis of this paper, is to study a generalized version of CORE, i.e.,
...
x +x˙+ (x− x1/3) = 0. (16)
Two possible ways that this equation might be attacked, in addition to using the standard phase space analysis, are, first, to
apply (with care) the method of first-order harmonic balance [11] and, second, to see whether He’s parameter expansion
technique [13] will work for this third-order, nonlinear equation.
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