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As with any quantum computing platform, semiconductor quantum dot devices require sophisticated hardware and
controls for operation. The increasing complexity of quantum dot devices necessitates the advancement of automated
control software and image recognition techniques for rapidly evaluating charge stability diagrams. We use an image
analysis toolbox developed in Python to automate the calibration of virtual gates, a process that previously involved a
large amount of user intervention. Moreover, we show that straightforward feedback protocols can be used to simulta-
neously tune multiple tunnel couplings in a triple quantum dot in a computer automated fashion. Finally, we adopt the
use of a ‘tunnel coupling lever arm’ to model the interdot barrier gate response and discuss how it can be used to more
rapidly tune interdot tunnel couplings to the GHz values that are compatible with exchange gates.
Quantum processors rely on classical hardware and con-
trols in order to prepare, manipulate, and measure qubit states.
For this reason, it is advantageous to develop tools to auto-
mate the operation of small quantum processors and routinely
tune-up single qubit and two-qubit gates to maintain high
performance1–3. Semiconductor spin qubits are a promising
platform for realizing quantum computation largely due to
their potential for scaling4. To tune up semiconductor quan-
tum dots for operation as spin qubits requires control over the
ground state charge occupation and chemical potential of each
dot, as well as the interdot tunnel couplings5.
Following the recent progress in constructing high-fidelity
single-qubit and two-qubit gate operations with electron
spins6–11, there are increasing efforts towards scaling to larger
multi-qubit devices12–15. One of the key challenges in scal-
ing up spin qubits is developing the software tools necessary
to keep pace with increasingly complex devices. To date, ap-
proaches to implementing automated control software during
tune-up of semiconductor qubits include training neural net-
works to identify the state of a device16, experimentally realiz-
ing automated control procedures for tuning double quantum
dot (DQD) devices into the single-electron regime17, and au-
tomatically tuning the interdot tunnel coupling in a DQD18–20.
In this Letter, we use an image analysis toolbox developed
at Sandia National Laboratories to accurately analyze charge
stability diagrams acquired from a triple quantum dot (TQD)
unit cell of a 9-dot linear array13,21. Computer automated
analysis of charge stability diagrams performs the inversion of
the device capacitance matrix and the establishment of ‘vir-
tual gates’. Virtual gates compensate for cross-capacitances
in the device and allow the chemical potential of each dot in
the array to be independently controlled13,22,23. Furthermore,
we use image analysis to locate interdot charge transitions
and automatically perform measurements of the interdot tun-
nel coupling24. Using simple feedback protocols, we demon-
strate simultaneous tune-up of the interdot tunnel couplings
in a Si/SiGe TQD. Finally, we introduce a ‘tunnel coupling
lever arm’25 that quantifies the tunnel coupling as a function
of gate voltage and aids in the automated tuning of quantum
dot arrays13,23.
As illustrated in Fig. 1a, we use an overlapping gate archi-
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FIG. 1. (a) Scanning electron microscope image of the full 12-
dot device. The leftmost unit cell, consisting of dots 1, 2, and 3 in
the array and the charge sensor dot ‘S’, is false-colored. (b) DQD
charge stability diagram for dots 1 and 2 as measured in the sensor
dot current Is. (c) Results of the edge detection algorithm with white
pixels indicating likely edges. (d) The results of charge transition and
triple point fitting are overlaid on the charge stability diagram.
tecture to fabricate a linear array of 9 quantum dots26. In the
presence of a magnetic field gradient, each dot in the array can
be used to define a single “Loss-DiVincenzo” spin qubit4,12.
The 9-dot array is fabricated in close proximity to three quan-
tum dot charge sensors. The device utilizes a repeating unit
cell structure, with one unit cell consisting of three quantum
dots and a charge sensor21. For the purpose of this manuscript,
we operate the 9-dot device in TQD mode, with a single elec-
tron accumulated under each of the plunger gates P1, P2, and
P3. A conducting channel is accumulated to the right of dot
3 and connects to a large Fermi reservoir accumulated under
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2gate D shown to the right in Fig. 1a.
To measure the charge occupancy of the TQD, we tune the
charge sensor dot into the few electron regime with the gate
voltage set to the side of a Coulomb blockade peak, where the
sensor dot current Is is sensitive to changes in the local elec-
trical potential27–31. Figure 1b shows a DQD charge stability
diagram acquired by measuring Is as a function of the plunger
gate voltages VP1 and VP2. Here (N1,N2) refers to the number
of electrons in dot 1 and 2. From the charge stability diagram,
we can extract information such as the cross-capacitances be-
tween a plunger gate and neighboring dots, as well as the lo-
cation of the interdot charge transition in gate-voltage space.
This information is usually extracted by fitting the charge tran-
sition lines by hand, which takes several minutes. Here we uti-
lize image analysis to automatically extract this information in
several seconds.
Our data analysis procedure detects an interdot charge tran-
sition [e.g. (1,0)–(0,1)] centered in a charge-stability diagram
using image processing techniques implemented in Python32
with SciPy33. There are five charge transitions in the vicinity
of an interdot charge transition (see Fig. 1d), each of which
is defined by a line segment r1−5. Line segments r1, r2, and
r3 intersect at the electron-like triple point (Te), and line seg-
ments r3, r4, and r5 intersect at the hole-like triple point (Th).
We can parametrize the location of the interdot charge tran-
sition using the two triple points and four line segments, and
then evaluate the parameters by image analysis techniques as
detailed below34. The visibility of the interdot charge transi-
tion can sometimes be weak in experiments due to the charge
sensor placement relative to the dots, causing this transition
to go undetected during automated analysis. For instance, in
these experiments the charge sensor response at the (0,0) →
(0,1) charge transition is approximately 4 times greater than
the response at the (1,0)→ (0,1) charge transition. We there-
fore leave the line segment r3 joining the two triple points out
of the parameterization. However, if r3 is visible in the binary
then it will enhance the fit.
The data analysis procedure to fit a local region of a charge
stability diagram consists of five steps:
1. Convert the derivative of the charge stability diagram
into a binary image of “white” and “black” pixels,
where white pixels represent likely charge transitions,
by thresholding the values to the 98th percentile. Fig-
ure 1c shows the results of the binary conversion where
the white pixels largely track the five charge transitions
in the data.
2. Use the Hough line transform to determine the slopes
of the line segments r1, r2, r4, and r5.
3. Detect possible triple points using Hough transform-
inspired accumulators in parameterized anticrossing
space.35
4. Use template matching to select the most probable lo-
cation of the interdot charge transition.
5. Perform a template-based local search to optimize the
parameters of the detected interdot charge transition.
VP2 (mV)
490
475
545530
1.20.6
Is (nA)
V
P
1
(m
V
)
VP3 (mV)
545
530
400385
V
P
2
(m
V
)
Is (nA)
1.20.6a
a
u
to
-v
irtu
a
liz
e
u3 (mV)
u2 (mV)
u
1
(m
V
)
840
670
655
825
1.20.6
Is (nA)
840
825
525510
u
2
(m
V
)
0.6
Is (nA)
1.2b
u3 (mV)
FIG. 2. (a) Initial pairwise charge stability diagrams for a TQD mea-
sured without cross-capacitance corrections: Gguess = I. (b) Charge
stability diagrams measured after auto-virtualizing the plunger gates.
The analysis routine took three iterations to converge on an ideal cor-
rection matrix.
The results of this fitting procedure are illustrated by plot-
ting the extracted triple points and line segments over the raw
charge stability diagram, as shown in Fig. 1d. In this work we
have optimized the algorithm to detect a single interdot charge
transition in the charge stability diagrams. However, this al-
gorithm is flexible enough to be optimized to find multiple
interdot charge transitions in a larger-scale charge stability di-
agram.
We begin the automated tuning procedures once the three
dots are manually tuned into the single electron regime. In
order to establish control over the ground state charge config-
uration of the TQD, we use the image analysis procedure to
automatically compute virtual gates for the device13,14,18,23.
As described in detail in Ref. 13, virtual gate voltages u are
related to plunger gate voltages VP by u = GVP , where
G is a dimensionless lever arm matrix related to the capac-
itance matrix. The virtual gates are implemented in soft-
ware by inverting G and computing the linear combination of
voltages VP that compensate for cross-capacitance, allowing
the chemical potential of each dot to be individually tuned.
The ‘auto-virtualization’ routine begins by measuring pair-
wise charge stability diagrams centered on the (1,0)-(0,1) in-
terdot charge transitions for both DQD pairs of the TQD in
a gate space defined by an initial matrix Gguess. For the first
set of measurements, we make no assumptions about G and
set Gguess = I , which corresponds to a normal plunger gate
sweep (i.e. u= VP ).
Figure 2a shows pairwise charge stability diagrams ac-
quired for dots 1 and 2 (left panel), and dots 2 and 3 (right
panel). The chemical potential of the dot not involved in the
3scan, e.g. dot 3(1) in the left(right) panel of Fig. 2a, is moved
above the Fermi level to prevent extra charge transition lines
from complicating the auto-fit routine. These data sets are
analyzed using the image analysis procedure outlined above,
with the fitting results overlaid on the original data in Fig. 2
for clarity. The fitting routine again accurately locates both in-
terdot charge transitions. The slopes of the charge transitions
and the locations of the triple points determined from the im-
age analysis routine are used to compute a correction to the
capacitance matrix GC13. The ideal correction matrix G can
be expressed as G=GC ·Gguess.
We verify that we have a good estimate for G by perform-
ing another measurement of the charge stability diagrams in
the re-defined virtual gate space. When GC is sufficiently
close to identity no further corrections need to be made.
We quantify convergence by evaluating the diagonal and off-
diagonal elements of GC . If the diagonal elements are within
the range 1± 0.1 and the off-diagonal elements are less than
0.03, we consider G converged and exit the routine without
applying anymore corrections. These tolerances are primarily
influenced by scan fidelity. In this experiment, we scan with
a resolution of 0.25 mV per pixel. An error of one pixel on rn
endpoint placement at this fidelity results in an approximate
error of±0.03 in the off-diagonal elements. Similarly, the tol-
erance for the diagonal elements ofGC allows for triple point
placement errors of just one or two pixels. In general, taking
the data with increased scan fidelity would allow the user to
specify tighter constraints. For these data sets, the algorithm
converged in three iterations generating the correction matrix
G=
( 1 0.34 0
0.19 1.22 0.22
0 0.20 1.04
)
that describes the virtual gate parameters
u1−3 swept in Fig. 2b. As desired, r1 and r2 (as well as r4
and r5) are orthogonal for both DQD pairs, which indicates
that the cross-capacitances in the device have been nulled out
through the establishment of virtual gates.
With single electron occupancy in each dot and control over
the quantum dot chemical potentials well calibrated through
the use of virtual gates, it is now important to optimize inter-
dot tunnel couplings. For example, charge shuttling through
the array on a timescale of 50 ns requires interdot tunnel
couplings of approximately 20 µeV or more to maintain
adiabaticity13. In practice, interdot tunnel couplings can be
adjusted through the barrier gate voltages VB2 and VB3. How-
ever, the barrier gates also couple to dot chemical potentials.
In order to auto-tune tunnel coupling, we need to be able to
change the bias on our barriers and quickly remeasure the
charge stability diagram centered on the interdot transition.
Barrier - VBn VB2 VB3
∆uoff1 /∆VBn −0.204 −
∆uoff2 /∆VBn −0.079 −0.188
∆uoff3 /∆VBn − −0.156
TABLE I. Virtual gate offset shifts, ∆uoffi , with barrier gate volt-
age shifts, ∆VBn. These measured parameters are used to automati-
cally calculate new triple point locations after barrier gate voltages
are changed, keeping the interdot charge transition centered in the
measurement window during auto-tuning routines.
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FIG. 3. Charge sensor response measured as a function of ε along
the axis shown in the top right inset and converted to units of dot 1
occupation, P(1,0,0). The bottom left inset shows the measured tunnel
couplings at each iteration number. The region of accepted tunnel
couplings is shaded in light blue. The blue (red) markers at the start
(end) of the tc12 curve in the bottom left inset correspond to the blue
and red data sets in the main panel.
We virtualize the barrier gates by accurately adjusting the
offsets of the virtual gates uoff when barrier gates are tuned13.
Here we define the offsets uoffi as the intercept of the first
charge transition line on the ui axis and all scans are per-
formed relative to these offsets. We measure the offset drift of
each virtual gate as a function of the barrier gate voltages in
order to establish virtual barrier gates. The calibration is per-
formed by sweeping across the first charge transition line for
each virtual gate parameter ui while also sweeping the neigh-
boring barrier gate voltage. The slopes of the charge transition
lines extracted from these scans, ∆uoffi /∆VBn, are listed in Ta-
ble I. With these data, we compute ∆uoff when we change
barrier gate voltages and update the offsets uoff using the for-
mula uoff = uoff0 +∆uoff before the next scan. The linear re-
lationship between barrier gate voltages and virtual gate off-
sets allows us to change the bias on the barrier gates by more
than 100 mV and then set up the next charge stability diagram
scans with the interdot charge transitions centered on the scan
window. Due to the relatively small cross-capacitances in the
overlapping gate architecture26 we find that we only need to
consider nearest neighbor coupling between barriers and vir-
tual gates, as indicated by the blank fields in Table I.
Once the barriers are virtualized, we can change the interdot
tunnel coupling tc within an auto-tuning algorithm and auto-
matically measure the pairwise charge stability diagrams with
the new barrier configuration. We first auto-extract the triple
point positions and then measure the charge sensor current Is
as a function of detuning ε (Fig. 3). The resulting curve is fit
to extract tc24. We determine the gate lever-arm α = 0.2 by
measuring Is(ε) at 300 mK, where the thermal energy exceeds
the tunnel coupling. With this lever-arm, an electron temper-
ature Tel = 55 mK is extracted when tc  kBTel , where kB is
Boltzmann’s constant. After the algorithm fits the data and ex-
tracts the tunnel couplings, it finds the difference between the
target values and the measured values. If all tunnel couplings
are within the tolerance of the desired tunnel coupling then the
4routine exits. Otherwise, the difference is used to determine
how much to move the barrier by and the routine repeats, as
described below.
We demonstrate simultaneous tuning of the TQD tunnel
couplings tc12 and tc23 by starting at tc12 = 22.9 µeV (blue
curve in Fig. 3) and tc23 = 21.5 µeV and setting a target
of 12 µeV with a tolerance of ±1 µeV. The inset in Fig. 3
plots the tunnel couplings as a function of iteration num-
ber. Here the tuning routine converged after 7 iterations
with final tunnel couplings tc12 = 11.9 µeV (red curve in
Fig. 3) and tc23 = 11.7 µeV. We used a constant step param-
eter m = 3.1 mV/µeV to calculate the barrier step size using
∆VBn = m ∗ (ttarget − tc) where ∆VBn is the change in bias on
the barrier Bn, ttarget is the target tunnel coupling and tc is the
current tunnel coupling. We chose m based on preliminary
tc(VBn) measurements and previous auto-tuning runs. Such a
simple model worked well enough for this demonstration, but
can be further improved by accounting for the non-linearity of
tc as a function of barrier bias.
To accelerate tuning of the interdot tunnel couplings, we
set up an automated routine to measure tc12 and tc23 as a func-
tion of barrier gate voltage. We use the data of Fig. 4 to de-
velop a better model of the barrier gate response that is ef-
fective in both the low and high tc regimes. For each mea-
surement, one barrier gate is held at a constant bias while the
other barrier gate voltage is stepped between interdot charge
transition measurements. As tunnel rates are exponentially
related to barrier potential, we use an exponential relation
tc = tc0 + Ae(VBn−VBn0)/β to fit the resulting tc vs VBn curves
and extract an effective “tunnel coupling lever arm” β for our
barrier gates. Here we fix tc0 = kBTel and A = 1 µeV so that the
fit is determined by the horizontal offset VBn0 and β . The best
fits to tc12 and tc23 are fairly consistent, with β12 = 25.3 mV
and β23 = 32.9 mV. The difference in horizontal offsets is at-
tributed to imperfections in device fabrication. These results
suggest that in future work we can design an algorithm with
initial model approximations for all of the barriers in the array
and then make active adjustments to the model parameters as
measurements are performed during the tuning routines.
In the absence of automation, manually fitting the data and
updating device parameters would take a few minutes per
double dot pair, in addition to the measurement time. The
data analysis demands grow linearly with the number dots in
the device, precipitating the need to remove user interven-
tion from the control loop. With the data analysis and tun-
ing adjustments now reduced to a matter of seconds, the main
time limitation comes from measurement. The measurement
rate can be greatly enhanced by implementing fast sensing
approaches36,37 which would also allow for higher scan res-
olution at a lower cost. Improving scan resolution should also
reduce the number of iterations required to converge on G.
Finally, using virtual barrier gates in concert with the barrier
gate lever arms should greatly reduce the number of iterations
required to tune the interdot tunnel couplings in the array.
In summary, we use automated image analysis routines to
measure the device capacitance matrix, establish virtual gates,
and simultaneously fine-tune both of the interdot tunnel cou-
plings in a TQD. Tunnel coupling lever arm measurements
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FIG. 4. Tunnel coupling tc12 (tc23) measured as a function of VB2
(VB3). The curves are fit to extract tunnel coupling lever arms β12 =
25.3 mV and β23 = 32.9 mV.
suggest that more sophisticated auto-tuning algorithms can be
developed and also open the door to virtualized tunnel cou-
pling gates in our devices. These automated control routines
reduce the amount of effort required to tune up a TQD and
may be extended to larger quantum dot arrays13.
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