Abstract-There are many available methods to integrate information source reliability in an uncertainty representation, but there are only a few works focusing on the problem of evaluating this reliability. However, data reliability and confidence are essential components of a data warehousing system, as they influence subsequent retrieval and analysis. In this paper, we propose a generic method to assess data reliability from a set of criteria using the theory of belief functions. Customizable criteria and insightful decisions are provided. The chosen illustrative example comes from real-world data issued from the Sym'Previus predictive microbiology oriented data warehouse.
INTRODUCTION
E STIMATING data reliability is a major issue for many scientists, as these data are used in further inferences. During collection, data reliability is mostly ensured by measurement device calibration, by adapted experimental design and by statistical repetition. However, full traceability is no longer ensured when data are reused at a later time by other scientists. If a validated physical model exists and data values fall within the range of the model validated domain, then data reliability can be assessed by comparing data to the model predictions. However, such models are not always available and data reliability must then be estimated by other means. This estimation is especially important in areas where data are scarce and difficult to obtain (e.g., for economical or technical reasons), as it is the case, for example, in Life Sciences.
The growth of the web and the emergence of dedicated data warehouses offer great opportunities to collect additional data, be it to build models or to make decisions. The reliability of these data depends on many different aspects and metainformation: data source, experimental protocol,. . . Developing generic tools to evaluate this reliability represents a true challenge for the proper use of distributed data.
In classical statistical procedures, a preprocessing step is generally done to remove outliers. In procedures using web facilities and data warehouses, this step is often omitted, implicit or simplistic. There are also very few works that propose a solution to evaluate data reliability. It is nevertheless close to other notions that have received more attention, such as trust [1] (see Section 2 for details).
We propose a method to evaluate data reliability from metainformation. Several criteria are used, each one providing a piece of information about data reliability. These pieces are then aggregated into a global assessment that is sent back, after proper post-treatment, to the end user. In our opinion, such a method should . deal with conflicting information, as different criteria may provide conflicting information about the reliability. For example, data may come from a reputed journal, but have been collected with rather unreliable instruments; . be traceable, as it is important to be able to detect conflict and to provide insights about its origins, or in the absence of such conflicts, to know why such data have been declared poorly (or highly) reliable; . be readable, both in its different input parameters and results, as the method and the system it is implemented in will be used mainly by noncomputer scientists. The method presented here answers these needs, by addressing two issues: first we propose a generic approach to evaluate global reliability from a set of criteria, second we consider the problem of ordering the reliability assessments so that they are presented in a useful manner to the end users. Indeed, the goal of the present work is to propose a partly automatic decision-support system to help in a data selection process.
As evaluating data reliability is subject to some uncertainties, we propose to model information by the means of evidence theory, for its capacity to model uncertainty and for its richness in fusion operators. Each criterion value is related to a reliability assessment by the means of fuzzy sets later transformed in basic belief assignments, for the use of fuzzy sets facilitates expert elicitation. Fusion is achieved by a compromise rule that both copes with conflicting information and provides insights about conflict origins. Finally, interval-valued evaluations based on lower and upper expectation notions are used to numerically summarize the results, for their capacity to reflect the imprecision (through interval width) in the final knowledge. As an application area, we focus on Life Sciences and on reliability evaluation of experimental data issued from arrays in electronic documents.
Section 2 explains what we understand by reliability and discusses related notions and works. Section 3 is dedicated to an analysis of the information available to infer data reliability (with a focus on experimental data). Section 4 describes the method used to model this information and to merge the different criteria using evidence theory. Section 5 addresses the question of data ordering by groups of decreasing reliability and subsequently the presentation of informative results to end users. Section 6 is devoted to the practical implementation of the approach to the case of the @Web data warehouse [2] , [3] . It also presents a use case in the field of predictive microbiology.
RELATED NOTIONS AND WORKS
In this paper, a source (e.g., expert, sensor, . . . ) is considered as reliable if its information can be used safely (i.e., be trusted), while the information of an unreliable source has to be used with caution (note that information coming from an unreliable source may be true, but nothing guarantees it).
This section makes a short review of topics covered in this paper and of related notions, i.e., how to evaluate reliability, what are the notions related to reliability, and how reliability evaluations should be presented to the end user.
Reliability Evaluation
In practice, an information source is seldom always right or wrong, and evaluating/modeling the reliability of a source can be complex, especially if source information cannot be compared to a reference value.
In evidence theory, methods to evaluate reliability consist in choosing reliability scores that minimize an error function [4] . In spirit, the approach is similar to the comparison of source assessments with reference values (as done to evaluate experts in probabilistic [5] or possibilistic [6] methods). It requires the definition of an objective error function and a fair amount of data with a known reference value. This is hardly applicable in our case, as data are sparse and can be collected and stored for later use, i.e., not having a specific purpose in mind during collection. Other approaches rely on the analysis of conflict between source information [7] , assuming that a source is more reliable when it agrees with the others. This comes down to make the assumption that the majority opinion is more reliable. If one accepts this assumption, then the results of such methods could possibly complement our approach.
Related Notions
Reliability has strong connections with other notions such as relevance, truthfulness, trust, data quality ...All these related concepts are, however, either different from or less specific than the notion of reliability.
First, there is a difference between data reliability, i.e., the trust we can have in data values, and data relevance, i.e., the degree to which data can answer our need. Indeed, some data can be totally reliable and totally irrelevant for a given situation. For instance, a perfect measurement of temperature is reliable but would be irrelevant if one needs to have a pressure measurement. Also, while the notion of reliability is rather objective (data are reliable or not, irrespectively of the situation), the notion of relevance only makes sense w.r.t. a particular question of interest. Note that in some occasion a same criterion can be used to evaluate the reliability and relevance, but the two notions can behave differently w.r.t. this criterion. For example, if the criterion is the scientific journal where the data have been published, data relevance will be mainly impacted by the scope of the journal, while data reliability will be mainly impacted by the journal overall reputation. Another example is the data imprecision, to which the notions react in opposite ways: when data are more imprecise, data reliability increases (i.e., they are more likely to contain the true value) and data relevance decreases (i.e., they are less likely to answer a specific question). So, both notions of data reliability and relevance need to be considered in real-world cases, but they should not be confused and they require separate treatment and evaluation.
Similarly, the notion of source sincerity or truthfulness [8] is different and should be handled separately. This notion only makes sense if the source can be suspected of lying in order to gain some advantage, and is distinct from reliability. For instance, one may infer the truth from a lying source if the lying mechanism is known, while nothing may be inferred from an unreliable source. In our particular application area, sources are seldom untruthful, contrary to what may happen in other domains (e.g., multiagent systems).
Finally, the problem of evaluating data reliability can be paralleled with the one of trust evaluation that has recently received much attention, as it is an important aspect of multiagent systems [1] and of the Semantic Web [9] . Trust is an integral part of the Semantic Web architecture, and many research works [10] focus on issues such as source authentication, reputation or cryptography. Indeed, data reliability can be seen as the amount of "trust" we have in the data validity. However, the notion of trust is often considered in a large sense and can include considerations related to reliability as well as to relevance or truthfulness.
In multiagent systems, the notion of trust as well as the information used to evaluate it can take many forms [1] . One can differentiate between individual-level and system-level trust, the former concerning the trust one has in a particular agent, while the latter concerns the overall system and how it ensures that no one will be able to take advantage of the system. The collected information about the trustworthiness of an agent may be direct, i.e., coming from past transactions one has done with this agent. It can also be indirect, i.e., provided by third-party agents. In that case, it can be based on an evaluation of the agent reputation or on information concerning some of its characteristics. This latter type of evaluation is the closest to the current work.
However the information itself may have an impact on trust assignment, either due to its nature or to its content. As the Semantic Web provides tools to formalize and exchange the content of resources, a new potential arises for further innovative techniques that examine the information content when determining trust. A recent paper [11] describes at length several factors that affect how users determine trust in content provided by a web resource. Naturally these include source authority and direct experience. Among the remaining factors, one can find items like topic and criticality, which are somehow related to data relevance. The limitation of resources may play a role, as well as the incentive to provide good information or on the contrary to be biased or deceptive (elements that are related to the notion of truthfulness). Source agreement and user expertise also have an impact. Some factors that we considered as particularly important in the present work are highlighted, such as citations (through related resources or recommendations), or age/freshness, this last point being very domain-dependent.
Another paper [12] advocates a multifaceted approach to trust models in internet environments. The authors point out the great number of terms and intertwined meanings of trust, and the difficulty to capture the wide range of subjective views of trust in single-faceted approaches. They propose an OWL-based ontology of trust related concepts, such as credibility, honesty, reliability, reputation or competency, as well as a metamodel of relationships between concepts. Through domain specific models of trust, they can propose personalized models suited to different needs. The idea is to provide internal trust management systems, i.e., the trust assessment being made inside the system, while using the annotation power of a user community to collect trust data.
Among methods proposing solutions to evaluate trust or data quality in web applications, the method presented in [13] for recommendation systems is close to our proposal, but uses possibility theory as a basis for evaluations rather than belief functions. Another difference between this approach and ours is that global information is not obtained by a fusion of multiple uncertainty models, but by the propagation of uncertain criteria through an aggregation function (e.g., a weighted mean). Each method has its pros and cons: it is easier to integrate criteria interactions in aggregation functions, while it is easier to retrieve explanations of the final result in our approach.
The problem with using available trust evaluation systems on the web is that they are often dedicated to a particular application. They propose relatively simple representation and aggregation tools, notably due to the fact that Semantic Web applications are confronted to scalability issues. Our situation is somehow different, since we aim for a general method applicable to situations where the number of items will seldom exceed tens of thousands, and will in fact be often limited to some dozens.
Output Post-treatment
In [14] , the impact of data quality on decision making is explored, and an experimental study about the consequences of providing various kinds of information (none, two-point ordinal, and interval scale) regarding the quality of data is performed. They point out that the availability of the information is not enough, and that an important consideration is how data quality information is recorded and presented.
Decision tasks (apartment or restaurant selection) were experimented using two groups of subjects, one group performing the tasks without data quality information and the other one with a given quality format. Users were asked to explain their decision process, and issues like complacency, consensus and consistency were examined. Complacency is a measure of the degree to which data quality information is ignored. The following interesting result was observed.
For simple tasks, the smallest level of complacency, corresponding to the greatest impact of data quality information, was observed when comparing groups with interval scaled data quality information with groups with no data quality information. For complex tasks, there seems to be an information overload effect, and no statistically significant conclusions appear. This is an important point in favor of giving a lot of attention in presenting readable results to end users. Interval scaled quality is used in the present paper, together with group ordering by decreasing reliability.
FROM WHAT INFORMATION SHOULD WE INFER RELIABILITY?
In this section, we present the type of information we have considered to evaluate the reliability of experimental data in Life Science. These criteria are elements that are usually found in publications (reports, papers, ...) reporting experimental results. Note that most of these criteria are not specific to Life Sciences, and can be used for any experimental data. The list of criteria is, of course, not exhaustive. For other popular cases such as touristic data or other applications of the Semantic Web, some criteria used here are universal enough to be valid, but they must be completed by other proper criteria. The approach itself remains generic. Table 1 summarizes the various criteria that can be considered in our applicative context:
. a first group concerns the data source itself. It contains features such as the source type (e.g., scientific publication, governmental report, webpage, . . . ), the source reputation (e.g., is the laboratory that has produced data known for its reliability), the number of times the source has been cited or the publication date (data freshness being important in Life Sciences, due to rapid evolution of measurement devices and experimental protocol); . a second group is related to the means used to collect data. Information related to these criteria is typically included in a section called material and method in papers based on experiments in Life Science, which thoroughly describes the experimental protocol and material. Some methods may be known to be less accurate than others, but still be chosen for practical considerations; . a third group is related to statistical procedures: presence of repetitions, uncertainty quantification, elaboration of an experimental design. These criteria can be reduced or enriched, according to the available information about the data and the relevant features to evaluate reliability. This section describes the method we propose to evaluate and use reliability. We first describe how information is collected and modeled. Then, we briefly recall the basics of evidence theory needed in this paper.
Notations and Information Collection
We assume that reliability takes its value on a finite ordered space Â ¼ 1 ; . . . ; N having an odd number of elements and such that i < j iff i < j. 1 corresponds to total unreliability, while N corresponds to total reliability, neutral value standing in the middle (i.e., ðNþ1Þ=2 ). We denote by I a;b ¼ f a ; . . . ; b g a set such that a b and 8c s.t. a c b, c 2 I a;b . Such sets include all values between their minimum value a and maximum value b , and using a slight stretch of language we call them intervals.
The evaluation is based on the values taken by S groups A 1 ; . . . ; A S of criteria. A group may be composed of multiple criteria from Table 1 , considered as relevant to evaluate the reliability (e.g., source type, number of citation Â publication date, measurement device). Groups are built so that the impact of each group A i on the reliability evaluation can be judged (almost) independent of the impact of any other group
For each possible value of each criteria group A 1 ; . . . ; A S , a domain expert is asked to give its opinion about the corresponding data reliability. To facilitate expert elicitation, a linguistic scale with a reasonable number of terms is used, for instance the five modalities very unreliable, slightly unreliable, neutral, slightly reliable, and very reliable. To respect the imprecision inherent to linguistic concepts, we model the expert opinions 1 as fuzzy sets [15] . A fuzzy set defined on a space A is a function : A ! ½0; 1 with ðxÞ the membership degree of x. Recall that the support SðÞ and kernel KðÞ of a fuzzy sets are the sets SðÞ ¼ fx 2 AjðxÞ > 0g and KðÞ ¼ fx 2 AjðxÞ ¼ 1g. Such fuzzy sets describe some ill-known value of reliability, and one can define two uncertainty measures from it, namely a possibility and a necessity measure [16] , such that
Possibility and necessity functions, respectively, measure the plausibility and the certainty of an event E A.
Denote by F ðÂÞ the set of all fuzzy sets defined over space Â. For each group A i , we define a mapping À A i : A i ! FðÂÞ built from the expert opinions, À Ai ðaÞ being the interpretation on Â of the expert information about the reliability when A i ¼ a. We denote by a the fuzzy set À Ai ðaÞ. The expert can select from a limited number of linguistic terms or combinations of them, using "or" disjunctions. 2 An additional term allows to express total ignorance. By doing so, expressiveness is respected while limiting the number of linguistic concepts. Fig. 1 illustrates a fuzzy set corresponding to the term very reliable.
The number of linguistic terms and of elements in the space Â should be low enough to ensure readability and ease-of-use, and high enough to ensure a reasonable flexibility in the modeling. While 3 seems a bit low (merely allowing to distinguish between bad/neutral/good), 5 or 7 will be adequate for most situations [17] . We propose the following guidelines to build the membership functions (MF) of fuzzy sets to model expert opinions:
. 
Global Reliability Information through Merging
For a data item, each group A i takes a particular value, providing S different fuzzy sets as pieces of information. We propose to use evidence theory [19] to merge these information into a global representation. This choice is motivated by the richness of the merging rules [20] it provides and by the good compromise it represents in terms of expressiveness and tractability. Indeed it encompasses fuzzy sets and probability distributions as particular representations.
1. The opinion can actually be any belief function.
2. In this case, fuzzy sets are combined by the classical t-conorm max . 
Evidence Theory
We recall the basics of the theory and its links with fuzzy sets. A basic belief assignment (bba) m on a space Â is a mapping m : 2 jÂj ! ½0; 1 from the power set of Â onto the unit interval, such that P EÂ mðEÞ ¼ 1, mðEÞ ! 0 and mð;Þ ¼ 0. Sets E receiving a strictly positive mass are called focal elements. We denote by F m the set of focal elements of m. The mass mðEÞ can be seen as the probability that the most precise description of what is known about a particular situation is of the form "x 2 E." From this mass assignment, Shafer [19] defines two set functions, called belief and plausibility functions, for any event A Â:
where the belief function measures the certainty of A (i.e., sums all masses that cannot be distributed outside A) and the plausibility function measures the plausibility of A (i.e., sums all masses that it is possible to distribute inside A). In this view, sets E are composed of mutually exclusive elements and represent incomplete information inducing uncertainty. 3 As the two functions Bel; P l are conjugate, specifying one of them for all events is enough to characterize the other one. Several special kinds of bbas are commonly recognized:
. a bba is vacuous if mðÂÞ ¼ 1. It models total ignorance, making all conclusions equally possible (i.e., P lðAÞ ¼ 1 and BelðAÞ ¼ 0 for any A 6 ¼ f;; Âg). . A bba is empty if mð;Þ ¼ 1, and models a completely conflicting information. . A bba is categorical if there is a set E & Â such that mðEÞ ¼ 1. . A bba reduces to a probability distribution if all focal elements are singletons. It can be shown [19] that any necessity (resp. possibility) function is a special kind of belief (resp. plausibility) function, whose associated bba has nested focal elements. In this case, the bba is called consonant. Consequently bbas include fuzzy sets as a special case. A fuzzy set with
. . . ; M, the following focal elements E i with masses mðE i Þ [21] :
Therefore, each fuzzy set provided by experts (see Section 4.1) can easily be mapped into an equivalent bba.
Example 2. Consider the fuzzy set depicted in Fig. 1 . Its equivalent bba m is such that
Merging Multiple Pieces of Information
When S different sources provide pieces of information modeled as bbas m 1 ; . . . ; m S over a same space Â, it is necessary to merge them to obtain a global model. Two main issues related to this merging are 1) how to merge nonindependent sources [22] and 2) how to deal with sources providing conflicting information [20] . In this paper, sources (criteria groups) were selected to be independent, thus we do not have to deal with the first issue. However, it would be unrealistic to assume that all sources agree. Therefore, we have to handle the case of conflicting information. Given the fact that sources are independent, the general merging of bbas m 1 ; . . . ; m S can be written,
with F i the focal elements of m i , and È S i¼1 ðE i Þ ¼ E an aggregation operator on sets. The well-known unnormalized Dempster's rule of combination [23] and the disjunctive combination correspond to È ¼ \ and È ¼ [, respectively. However, the former is not well adapted to conflicting information (the result is then close to an empty bba), while the latter often results in a very imprecise model (yielding a bba close to the vacuous one).
To deal with the problem of conflicting information, we propose a merging strategy based on maximal coherent subsets (MCS). This notion has been introduced by Rescher and Manor [24] as a means to infer from inconsistent logic bases, and can be easily extended to the case of quantitative uncertainty representations [18] . Given a set of conflicting sources, MCS consists in applying a conjunctive operator within each nonconflicting (maximal) subset of sources, and then using a disjunctive operator between the partial results [25] . With such a method, as much precision as possible is gained while not neglecting any source, an attractive feature in information fusion. In general, detecting maximal coherent subsets has a NP-hard complexity, however in some particular cases this complexity may significantly be reduced.
Consider N ¼ fI a1;b1 ; . . . ; I ak;bk g a set of k intervals. Using the MCS method on such intervals consists in taking the intersection over subsets K j & N s.t. \ i2K j I ai;bi 6 ¼ ; that are maximal with this property, and then in considering the union of these intersections as the final result (i.e., [ j \ i2Kj I ai;bi ). We denote by È MCS the MCS aggregation operator on sets. In the case of ordered spaces (such as Â), Algorithm 1 detailed in [26] gives an easy means to detect maximal coherent subsets. Its result is shown in Fig. 2 , where four (real valued) intervals I 1 ; I 2 ; I 3 ; I 4 are merged by MCS aggregation. The two MCS are ðI 1 ; I 2 Þ and ðI 2 ; I 3 ; I 4 Þ and the final result is ðI 1 \ I 2 Þ [ ðI 2 \ I 3 \ I 4 Þ. If all intervals are consistent, conjunctive merging is retrieved, while disjunction is retrieved when every pair of intervals conflicts. An interesting feature is that the groups of intervals forming maximal coherent subsets may be used as elements explaining the result, as we shall see in the sequel. 
Application of MCS to Reliability Evaluation
As different groups of criteria can provide conflicting information about the data reliability, MCS appears as a natural solution to solve these conflicts while preserving a maximal amount of information. Consider a group A i . According to (1), the fuzzy set aij given for each value a ij 2 A i can be mapped into an equivalent bba m a ij : 2 jÂj ! ½0; 1, representing the expert opinion about reliability when
Example 3. Consider the two groups of Example 1. Now, assume that the retrieved data come from a journal paper (A 1 ¼ a 11 ) but that the experiment has not been repeated (A 2 ¼ a 22 ). Value a 11 corresponds to "very reliable," while a 22 corresponds to "slightly unreliable." Each group A i thus provides an individual bba corresponding to the criterion value. These bbas are given in the following tables:
The bbas must then be merged into a global representation. Denote by j i the index of the criterion value for a given data item, and m g the bba obtained by merging m a1j 1 ; . . . ; m aSj S through (2) with È ¼ È MCS . Merging the bbas of Example 3 results in a bba given by Table 2 .
This simple example using two conflicting sources is sufficient to show that the MCS procedure solves conflicts by using a disjunctive approach, that is by considering that at least one source is right, but we do not know which one. In this merging procedure, all sources are treated equally, i.e., no source is judged more important than others. In practice, however, there will be cases where some criteria may be considered as more important than others. Integrating such information is the matter of future works. 
PRESENTATION OF RESULTS
and the upper expectation IE g ðfÞ is obtained by replacing min with max in (3). They are the infimum and supremum values of all expectations of f w.r.t. probability measures dominating the belief function induced by m g .
Comparing, Evaluating, and Ordering Data
Let m g1 ; . . . ; m gd be the global bbas representing our knowledge about the reliability of e 1 ; . . . ; e d . To induce an order among the data, we need to compare bbas m g1 ; . . . ; m gd . Such comparisons usually induce a partial order [27] . Here, we propose to achieve this comparison in two different ways: the first uses a numerical and interval-valued estimation of data reliability, using a particular function in (3); the second uses a generalization of classical stochastic dominance to ordered spaces.
Function-Based Ordering
We first propose to use lower and upper expectations of the function f Â : Â ! IR such that f Â ð i Þ ¼ i (each element i receives its rank as value). To the data item e i is associated a reliability interval in the form
where IE gi ðf Â Þ (resp. IE g i ðf Â Þ) is the lower (resp. upper) expectation of f Â w.r.t. the bba m g i . Partial order. We propose to order the bbas according to the (partial) order IE such that
In Example 4, we have e 1 < IE e 3 < IE e 2 (in the sequel, when ordering data, we will make no difference between a datum e i and its bba m gi ), obtaining in this case a complete order. However, as IE will be, in general, a partial order, we propose an algorithm allowing to build from it a complete (pre)order, so that users are given an ordered list, easier to understand and interpret.
Building groups. The next step is to order data by groups of decreasing reliability according to IE , i.e., to build an ordered partition fD 1 ; . . . ; D O g of D, where D 1 corresponds to the most reliable data. Given a subset F fe 1 ; . . . ; e d g, denote by optðIE; F Þ the set of optimal data in the sense of reliability, i.e., not dominated w.r.t. IE optðIE; F Þ ¼ fe i 2 F j 6 9e j 2 F ; such as e i IE e j g:
The partition fD 1 ; . . . ; D O g can now be defined recursively as follows:
with D 0 ¼ ;. Algorithm 2 summarizes the procedure. This comes down to retain, at each step, the nondominated data in the sense of IE (lines 6-7), and then to remove them from the list of elements to order (line 8).
Algorithm 2. Ordering data by decreasing reliability (function expectation based)
Optimistic versus pessimistic. The partitioning could be done the other way around, starting by putting in a class D i all data that do not dominate another one in the sense of IE (i.e., the worst data), before removing them from D and iterating. The main difference would be the behavior of the partitioning algorithm toward data with imprecise reliability (i.e., bbas close to the vacuous one). In the case of Algorithm 2, such bbas are considered as reliable and put in a subset close to D 1 , while they are considered as poorly reliable when partitioning is done in the other direction. Choosing between the two partitioning methods then depends of the attitude (either "optimistic" or "pessimistic") one wants to adopt towards data whose reliability is ill known.
The advantage of using f Â to order data is that it provides a numerical evaluation, easier to explain and to use, as scientists are used to numerical evaluations on bounded scales. However, one may object that the choice of f Â is to some extent arbitrary, and that any choice of an increasing function on Â would be as justified as f Â (e.g., fð i Þ ¼ i 2 ). This is why we propose another ordering method that does not depend on the choice of a numerical function.
Stochastic Dominance-Based Ordering
Since the space Â is completely ordered, we can use a notion similar to stochastic ordering to compare and order different bbas defined on Â. Let i ¼ f 1 ; . . . ; i g be the set containing the i first elements of Â. Then, we propose to order bbas according to the (partial) order ( such that When m g and m g 0 are probability distributions, the order ( reduces to the stochastic ordering on ordered spaces. When m g and m g 0 are two categorical bbas such that m g ðI a;b Þ ¼ 1 and m g 0 ðI a 0 ;b 0 Þ ¼ 1, then m g ( m g 0 iff maxðI a;b ; I a 0 ;b 0 Þ ¼ I a 0 ;b 0 , therefore ( is also coherent with the ordering of Â elements. The latter remark also holds when using expectation bounds, while the first does not necessarily hold (two probability distributions can be incomparable w.r.t. stochastic ordering, but will always be comparable w.r.t. classical expectations). Another interesting property [28] is that, for any real-valued increasing function f : Â ! IR on Â (i.e., fð i Þ fð j Þ if i j), m g ( m g 0 implies that IE g ðfÞ IE g 0 ðfÞ and IE g ðfÞ IE g 0 ðfÞ. This shows that ( is compatible with any increasing function f on Â and avoids the choice of one, at least to compare and order the bbas m g 1 ; . . . ; m g d . It also means that using a function f and IE will provide a refinement of ( . 
Explaining the Results
Beyond the ordering of data and the evaluation of their reliability, it is natural to be interested in the reasons explaining why some particular data were assessed as (un)reliable. We now show how maximal coherent subsets of criteria, i.e., groups of agreeing criteria, may provide some insight as to which reasons have led to a particular assessment. According to our method, the more often F fA 1 ; . . . ; A S g is an MCS appearing in È S i¼1 ðE i Þ ¼ E (see (2)), the more important the impact of the maximal coherent subset F fA 1 ; . . . ; A S g is on the global reliability score m g . Therefore, we propose to measure the importance wðF Þ that a maximal coherent subset F of criteria has in m g , by summing all the masses of m g for which it has been a maximal coherent subset, that is
The value wðF Þ lies in the unit interval ½0; 1. It is maximal if F is an MCS for every combination of focal sets, and minimal if F is never an MCS. The higher the value wðF Þ of a given subset of criteria, the more these criteria are agreeing.
Example 7. Consider the results of from which it can be inferred that the two criteria fA 1 g and fA 2 g, appearing often alone, do not agree with each other. This means that the imprecision in the reliability interval can be explained by the conflict between criteria A 1 and A 2 .
In this example, this information may seem unnecessary, as the analysis is straightforward. However, when dealing with thousands of data and over five criteria groups, such tools may help users to do a quick analysis and retain the data that best serve their purposes. Also, in the case where the user is not an expert (but has vague knowledge of the considered scientific domain), even such slight insight may be useful.
APPLICATION TO THE DESIGN OF A WEB-ENABLED DATA WAREHOUSE
In this section, we present an application of the method to @Web, a web-enabled data warehouse. Indeed, the framework developed in this paper was originally motivated by the need to estimate the reliability of scientific experimental results collected in open data warehouses. To lighten the burden laid upon domain experts when selecting data for a particular application, it is necessary to give them indicative reliability estimations. Formalizing reliability criteria will hopefully be a better asset for them to justify their choices and to capitalize knowledge than the use of an ad hoc estimation. For this application, numerical evaluations (Section 5.1.1) were chosen, the reason being that the initial ad hoc evaluation system proposed numerical evaluations, hence users were more at ease with them. Tools development was carefully done using Semantic Web recommended languages, so that created tools would be generic and reusable in other data warehouses. This required an advanced design step, which is important to ensure modularity and to foresee future evolutions.
The current version of @Web has been implemented using the W3C recommended languages (http:// www.w3.org/TR/): OWL to represent the domain ontology, RDF to annotate web tables and SPARQL to query annotated web tables. The readers not familiar with the Semantic Web tools may refer to [29] for details, as this section is centered on the extended version of the OWL ontology, RDF annotations and SPARQL querying necessary for web data reliability management. Nevertheless, to show the potential of these tools, we will illustrate the concepts with examples easy to understand. All belief function-related computations have been done thanks to the R [30] package belief [31] .
The section is organized as follows: We first describe the purpose and architecture of the data warehouse. We then focus on the extension developed to implement the reliability estimation. Finally, we provide a real-world use case in Food predictive microbiology.
It is worthwhile to note that this application provides another good example of the difference between the notions of relevance and reliability: while relevant data are the answers returned by a query, some of these answers may be unreliable. Indeed, data base queries return relevant, but possibly unreliable, answers.
@Web Presentation
@Web is a data warehouse opened on the web [2] , [3] . Its current version is centered on the integration of heterogeneous data tables extracted from web documents. The focus has been put on web tables for two reasons: 1) experimental data are often summarized in tables and 2) data are already structured and easier to integrate in a data warehouse than, e.g., text or graphics.
The main steps of web table integration are given in Fig. 3 . The key point of data integration in @Web is the central role played by the domain ontology. This ontology describes the concepts, their terminology, and the relationships between concepts proper to a given application domain. Thanks to this feature, @Web can be instantiated for any application domain by defining the corresponding ontology including the domain knowledge. For instance, @Web has already been instantiated and tested in various domains such as food predictive microbiology, chemical risk in food, and aeronautics [3] .
Once the ontology is built, data integration in the warehouse is done according to the steps of Fig. 3 . Concepts found in a data table and semantic relations linking these concepts are automatically recognized and annotated, which allows interrogation and querying in an homogeneous way.
The @Web instance used here is implemented in the Sym'Previus [32] decision support system which simulates the growth of a pathogenic microorganism in a food product. Semantic relations in this system include, for example, the GrowthRate linking a microorganism and a food product to the corresponding growth rate and its associated parameters. After semantic annotation, data retrieved from tables can be used for various tasks (e.g., estimate a model parameter).
@Web Generic Ontology
The current OWL ontology used in the @Web system is composed of two main parts: a generic part, the core ontology, which contains the structuring concepts of the web table integration task, and a specific part, the domain ontology, which contains the concepts specific to the domain of interest. The core ontology is composed of symbolic concepts, numeric concepts and relations between them. It is therefore separated from the definition of the concepts and relations specific to a given domain, the domain ontology. All the ontology concepts are materialized by OWL classes. For example, in the microbiological ontology, the symbolic concept Microorganism and the numeric concept pH are represented by OWL classes that are subclasses of the generic classes SymbolicConcept and NumericConcept, respectively. Fig. 4 gives an excerpt of an OWL class organization for symbolic concepts.
@Web Workflow
The first three steps of @Web workflow (see Fig. 3 ) are the following: the first task consists in retrieving relevant web documents (in html or pdf) for the application domain, using key words extracted from the domain ontology. It does so by defining queries executed by different crawlers; in the second task, data tables are extracted from the retrieved documents and are semiautomatically translated into a generic XML format. The web tables are then represented in a classical and generic way-a table is a set of lines, each line being a set of cells; in the third task, the web tables are semantically annotated according to the domain ontology. This annotation consists in identifying what semantic relations of the domain ontology can be recognized in each row of the web table (see [3] for details). This process generates RDF descriptions.
Example 8. Table 3 is an example of a web table in which the semantic relation GrowthParameterAw has been identified. The domain of this relation is a Microorganism and its range is food product water activity (a w ), a dimensionless value. For instance, the first row indicates that Clostridium water activity (a w ) ranges from 0.943 to 0.97, and is known to be optimal in the range [0.95, 0.96].
Some of the RDF descriptions associated with web tables by the semantic annotation process include values expressed as fuzzy sets (e.g., a w values). Let us now introduce the use of fuzzy sets in @Web before illustrating it.
Use of Fuzzy Sets in @Web
We distinguish two kinds of fuzzy sets: 1) discrete and 2) continuous. Each kind will be used in @Web for specific purposes. Definition 1. A discrete fuzzy set , denoted by DFS in the RDF description, is a fuzzy set associated with a relation or a symbolic concept of the ontology. Its definition domain is the set of relations or the set of subclasses of the symbolic concept. 
TABLE 3 Example of a Web Table
We denote by fðx; yÞ; . . .g the fact that element x has membership degree y. The fuzzy values used to annotate web tables may express two of the three classical semantics of fuzzy sets (see [33] ): similarity or imprecision. In the @Web system, similarity interpretation is used to recognize symbolic concepts and relations inside the table, while imprecision interpretation is used when modeling some ill-known values about some particular instances of numerical concepts.
Example 9. Fig. 5 gives the main part of the RDF description corresponding to the recognition of the relation GrowthParameterAw in the first row of the web Table 3 , denoted by uriRow1 in Fig. 5 . Starting from the left part of the figure, the row is annotated by a discrete fuzzy set DFSR1. A list of closest relations is extracted from within the ontology, in the present case a single element corresponding to the relation GrowthParameterAw (GPaw1). The membership degree (1 here) is a certainty score, denoted ps, expressing the degree of certainty associated with the relation recognition. In the top right part of the figure, the domain of the relation GrowthParameterAw, an instance of the symbolic concept Microorganism, is annotated by a discrete fuzzy set. This fuzzy set, typed by the OWL class DFS, has a semantics of similarity and gives the list of closest ontology concepts compared to Clostridium (First row of Table 3 ). Starting from the end, we see two instances of symbolic concepts, CPerfring for Clostridium Perfringens, and CBotulinum for Clostridium Botulinum, with membership degree equal to 0.5 for each of them.
Finally one can see the use of continuous fuzzy sets, like CFS1 on the bottom right, to express numerical values associated with the range of the relation GrowthParameterAw.
SPARQL Querying of RDF Graphs
In the XML/RDF data warehouse, the querying is done through MIEL++ queries. We briefly recall how MIEL++ queries are executed in the current version of @Web (see [2] for details). A MIEL++ query is asked in a view which corresponds to a given relation of the ontology (e.g., the relation GrowthParameterAw of example 8). A MIEL++ query is an instantiation of a given view by the end user, specifying among the set of queryable attributes of the view, which are the selection attributes (i.e., the one used to select relevant answers) and their corresponding searched values, and which are the projection attributes (i.e., the one displayed in the answers).
In such MIEL++ queries, fuzzy sets allow representing end-user preferences (the third semantic [33] of fuzzy sets) and are used to retrieve not only exact answers but also answers which are semantically close (kernel matching versus support matching). Since the XML/RDF data warehouse contains fuzzy values generated by the annotation process, the query processing has 1) to consider the certainty score associated with the semantic relations identified in web tables and 2) to compare a fuzzy set expressing querying preferences to a fuzzy set, generated by the annotation process, having a semantics of similarity or imprecision. In Q, the projection attributes are Microorganism and aw, while the second part describes selection attributes. The discrete fuzzy set MicroPreferences, The discrete fuzzy Table 3 .
set MicroPreferences, which is equal to {(Gramþ; 1), (GramÀ; 0:5)}, means that the end-user is firstly interested in microorganisms which are Gramþ and second Gram À (see Fig. 4 Since fuzzy sets are not supported in a standard SPARQL query, some technical difficulties arise. A complete solution to translate a MIEL++ query into a standard SPARQL query is presented in [2] . In this paper, we only recall how is measured the satisfaction of a MIEL++ selection criterion. The two semantics-imprecision and similarity-associated with fuzzy values of the XML/RDF data warehouse are considered. On one hand, two classical measures ( [34] ) have been proposed to compare a fuzzy set representing preferences to a fuzzy set having a semantics of imprecision: a possibility degree of matching denoted Å and a necessity degree of matching denoted N. On the other hand, an adequation degree [35] , denoted ad, to compare a fuzzy set representing preferences to a fuzzy set having a semantic of similarity is computed. Based on those scores, we propose to define a lexicographic order on the answers which gives greater importance to the most pertinent answers compared with the domain ontology. The answers are ordered first according to ps (the certainty score associated with the relation), second to ad, third to N, and finally to Å, N being considered more important than Å.
Example 11. The answers to the SPARQL query associated with the MIEL++ query of Example 10 compared with the web Table 3 are summarized in Table 4 .
Extending @Web for Data Reliability Management
This section presents @Web extension integrating a reliability estimation to each table, in order to display the results of a user query ordered by decreasing reliability values. Even if a data table can include several items, the table level has been retained, as data from a given table are usually issued from the same experimental setup and therefore share the same reliability criteria.
Extending the Ontology to Include Reliability Criteria
Some criteria retained for reliability estimation are part of the domain knowledge. For example, methods to count microorganisms all have equivalent precision, while the accuracy of methods to appreciate wheat grain size greatly varies. Therefore, it is natural to include criteria in the domain ontology. This solution allows designers to adapt the choice of the criteria associated with a given application domain, preserving the @Web generic approach at the same time.
In the extended ontology, the core ontology is enriched with corresponding symbolic and numeric criteria. The domain ontology is completed by the definition of the criteria selected to evaluate the reliability in the application domain, together with their possible values. For example, the symbolic criterion SourceT ype and the numeric criterion CitationNumber are represented by OWL classes and are in the domain ontology. They are subclasses of the generic classes SymbolicCriterion and NumericCriterion, respectively, which belong to the core ontology. As for symbolic concepts, the values associated with a symbolic criterion are represented by OWL classes that are subclasses of the OWL class representing the criterion.
Storing Data Reliability Criteria in RDF Graphs
In the extended version of @Web, an additional fourth task is introduced (see Fig. 3 ) to implement the reliability management. Users (currently) manually enter the values associated with the reliability criteria for each web table. This information is stored in a RDF graph associated with the web table, since this was the retained level.
Example 12. Fig. 6 presents the RDF descriptions representing the reliability criteria and values associated with the web Table 3 . They express that the table (having the uriTable1 identifier within the XML document) has for associated criteria the same values as in Example 3: journal paper and no repetitions of experiments. The fourth task output of the extended @Web system is an XML/RDF data warehouse composed of a set of XML documents which represent web tables, together with the (fuzzy) RDF annotations corresponding to the recognized semantic relations and the reliability criteria values.
SPARQL Queries and Data Reliability
To evaluate the reliability of the answers associated with a MIEL++ query, the following postprocessing is executed. Each answer being associated with a given row of a web table, the reliability criteria are retrieved thanks to SPARQL queries, automatically generated using the ontology and Answers are then compared and ordered using the framework of Section 4.2 and related reliability intervals are calculated according to Section 5.
Use Case in the Field of Predictive Food Microbiology
This part is dedicated to a use case in the field of predictive food microbiology, namely the selection of reliable parameters for simulation models. We first give the criteria suited to this field, as well as the corresponding expert opinions and fuzzy sets. We then detail the use case query and results.
Customized Criteria
We define criteria corresponding to the three kinds discussed in Section 3 and recalled in Table 1 : source, production, and statistics. They have been determined with the expert, and their values are given in Table 5 , together with the labels. The A 4 criterion: number of strains used in experiments, is domain specific.
Fuzzy Sets Definition
Associated fuzzy sets defined on Â are shown in Table 6 . Let us point out the difference between the Unknown modality, meaning a lack of information, and the Neutral one, associated to a neutral opinion.
Expert Opinions
Experts provided opinions about reliability values for the different criteria labels, according to the linguistic terms defined in Table 6 . They are summarized in Table 7 for A 1 , A 2 , and A 4 and in Table 8 for the A 3 group (citation number and publication age).
Illustration
Consider a search for the most reliable input parameter to simulate the growth of Listeria monocytogenes or Clostridium Perfringens, in a given food product. To do that, the data warehouse is queried using the GrowthP arameterT emp semantic relation of the ontology, i.e., the relevant relation to retrieve bacterial growth parameters. This allows users to retrieve the minimum temperature for the growth of Listeria monocytogenes or Clostridium Perfringens. It corresponds to the following MIEL++ query Q, expressed in the GrowthParameterTemp view:
with the discrete fuzzy set (here reduced to two crisp values) MicroPreferences equals to {(Listeria monocytogenes,1.0), (Clostridium Perfringens,1.0)}. In that case, five particular instances of web tables issued from @Web match the query. The citation number has been determined using Google Scholar, and reliability features are given in Table 9 for all five instances. The answers to the user query including reliability assessments are given below. The first column contains the reliability summary as a numerical interval (see Section 5.1.1). The ps and ad columns are MIEL++ answer scores, already presented in Example 11. Note that the value of nb strains has no influence on the reliability summary of web tables e 2 , e 3 , and e 4 , as it is not available for them.
Using Algorithm 2, we get the ordering fe 1 ; e 3 g ! IE fe 2 g ! IE fe 4 ; e 5 g. e 1 precise reliability assessment comes Examination of these results shows that group fA 1 ; A 4 g and group fA 2 ; A 3 ; A 4 g of criteria do not agree with each other. The imprecision in the reliability score can be explained by the conflict between these groups. The source type is reliable but, from the other criteria (repetition and nb citations versus age) point of view, the web table e 4 is not very reliable (A 4 being unknown). Therefore, in terms of reliability, the user is clearly encouraged to choose e 1 . This case study also shows that domain or expert knowledge is essential in reliability evaluation, since both e 1 and e 5 tables come from the same paper (hence have the same source) but have very different reliability, due to the differences in experimental setup.
To study the method sensitivity to changes in Â and in fuzzy set definition, we have changed N from 5 to 7 and have applied random changes between À0:1 and 0.1 to membership degrees. Except for numerical scale bounds, none of these changes modified the evaluation results.
Discussion
Implementation allowed us to demonstrate the approach feasibility and to have returns from noncomputer scientists, more specifically from experts involved in the case study.
On the pros side, first returns were enthusiastic, the expert found the reliability information useful and the method (once explained) more meaningful and readable than the current ad hoc technique. Criteria are available for display from within the interface and the expert can customize the system. Another good point is that interface complexity is only slightly increased from the user point of view, even if underlying mechanisms are more complex. Finally, the presentation of the results by ordered reliability groups seems to be satisfactory, as it allows users to easily select the most reliable data or comparable ones in case of ties.
On the cons side, some limits were detected. Considering the importance, e.g., using weights, appears as an important request. Also, some additional efforts to explain or summarize the results seem necessary, in particular in presence of several (e.g., eight to ten) criteria and answers (over a hundred). Some criteria, such as source type, also appear to be the subjects of debate, so they could necessitate some dynamical construction process. Finally, users pointed out the need to integrate reliability assessments in further processing, such as in the aggregation of multiple data.
CONCLUSION AND PERSPECTIVES
We proposed a generic method to evaluate the reliability of data automatically retrieved from the web or from electronic documents. Even if the method is generic, we were more specifically interested in scientific experimental data.
The method evaluates data reliability from a set of common sense (and general) criteria. It relies on the use of basic probabilistic assignments and of induced belief functions, since they offer a good compromise between flexibility and computational tractability. To handle conflicting information while keeping a maximal amount of it, the information merging follows a maximal coherent subset approach. Finally, reliability evaluations and ordering of data tables are achieved by using lower/upper expectations, allowing us to reflect uncertainty in the evaluation. The results displayed to end users is an ordered list of tables, from the most to the least reliable ones, together with an interval-valued evaluation.
We have demonstrated the applicability of the method by its integration in the @Web system, and its use on the Sym'Previus data warehouse. As future works, we see two main possible evolutions:
. complementing the current method with useful additional features: the possibility to cope with multiple experts, with criteria of nonequal importance and with uncertainly known criteria; . combining the current approach with other notions or sources of information: relevance, in particular, appears to be equally important to characterize experimental data. Also, we may consider adding user feedback as an additional (and parallel) source of information about reliability or relevance, as it is done in web applications. Tables Corresponding to the Query 
