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a b s t r a c t
In this study, the homotopyperturbationmethodproposedby Ji-HuanHe is applied to solve
both linear and nonlinear boundary value problems for fourth-order integro-differential
equations. The analysis is accompanied by numerical examples. The results show that
the homotopy perturbation method is of high accuracy, more convenient and efficient for
solving integro-differential equations.
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1. Introduction
Mathematical modeling of real-life, physics and engineering problems usually results in functional equations, e.g. partial
differential equations, integral and integro-differential equations, stochastic equations and others. Many mathematical
formulation of physical phenomena contain integro-differential equations, these equations arise in fluid dynamics, biological
models and chemical kinetics; for more details see [1,2] and the references cited therein. Integro-differential equations
are usually difficult to solve analytically so it is required to obtain an efficient approximate solution. Therefore, they
have been of great interest by several authors. In literature, there exist numerical techniques such as Wavelet-Galerkin
method (WGM) [3], Lagrange interpolation method [4] and Tau method [5] and semi analytical-numerical techniques such
as Adomian’s decomposition method [6–8], Taylor polynomials [9], rationalized Haar functions method [10], differential
transformmethod [11] and variational iteration method [12,13]. However, none of them propose a methodical way to solve
these equations. Moreover, previous studies require more effort to achieve the results, they are not accurate and usually
they are developed for special types of integro-differential equations.
The present work is motivated by the desire to obtain analytical and numerical solutions to boundary value problems
for higher-order integro-differential equations. In recent years, homotopy perturbation method has been used in obtaining
approximate solutions of a wide class of differential, integral and integro-differential equations. The method provides the
solution in a rapidly convergent series with components that are elegantly computed. The main advantage of the method is
that it can be used directly without using assumptions or transformations.
In this work, we aim to implement this reliable technique to integro-differential equations with two point boundary
conditions. The boundary conditions will be imposed on various approximants of the obtained series solution to complete
the determination of the remaining constants.
2. Description of the method
The homotopy perturbation method was first proposed by the Chinese mathematician Ji-Huan He [14–19]. The essential
idea of this method is to introduce a homotopy parameter, say p, which takes values from 0 to 1. When p = 0, the system of
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equations usually reduces to a sufficiently simplified form, which normally admits a rather simple solution. As p is gradually
increased to 1, the system goes through a sequence of ‘‘deformations’’, the solution for each of which is ‘‘close’’ to that at
the previous stage of ‘‘deformation’’. Eventually at p = 1, the system takes the original form of the equation and the final
stage of ‘‘deformation’’ gives the desired solution. One of the most remarkable features of the HPM is that usually just a few
perturbation terms are sufficient for obtaining a reasonably accurate solution.
This technique has been employed to solve a large variety of linear and nonlinear problems. The interested reader can
see the Refs. [20–26] for more applications of the homotopy perturbation method in various problems of physics and
engineering.
To illustrate the basic idea of He’s homotopy perturbation method, consider the following general nonlinear differential
equation;
A(u)− f (r) = 0, r ∈ Ω (1)
with boundary conditions;
B(u, ∂u/∂n) = 0, r ∈ Γ (2)
where A is a general differential operator, B is a boundary operator, f (r) is a known analytic function, Γ is the boundary of
the domainΩ .
The operator A can, generally speaking, be divided into two parts L and N , where L is linear, and N is nonlinear, therefore
Eq. (1) can be written as,
L(u)+ N(u)− f (r) = 0. (3)
By using homotopy technique, one can construct a homotopy v(r, p) : Ω × [0, 1]→ Rwhich satisfies
H(v, p) = (1− p) [L(v)− L(u0)]+ p [A(v)− f (r)] = 0, p ∈ [0, 1] , (4a)
or
H(v, p) = L(v)− L(u0)+ pL(u0)+ p [N(v)− f (r)] = 0 (4b)
where p ∈ [0, 1] is an embedding parameter, and u0 is the initial approximation of Eq. (1) which satisfies the boundary
conditions. Clearly, we have
H(v, 0) = L(v)− L(u0) = 0 (5)
H(v, 1) = A(v)− f (r) = 0 (6)
the changing process of p from zero to unity is just that of v(r, p) changing from u0(r) to u(r). This is called deformation,
and also, L(v) − L(u0) and A(v) − f (r) are called homotopic in topology. If, the embedding parameter p, (0 ≤ p ≤ 1) is
considered as a ‘‘small parameter’’, applying the classical perturbation technique, we can naturally assume that the solution
of Eqs. (5) and (6) can be given as a power series in p, i.e.,
v = v0 + pv1 + p2v2 + · · · (7)
and setting p = 1 results in the approximate solution of Eq. (1) as;
u = lim
p→1 v = v0 + v1 + v2 + · · · . (8)
The convergence of series (8) was proved by He in his paper [14]. It is worth to note that the major advantage of He’s
homotopy perturbation method is that the perturbation equation can be freely constructed in many ways (therefore is
problem dependent) by homotopy in topology and the initial approximation can also be freely selected. Moreover, the
construction of the homotopy for the perturbed problem plays a very important role for obtaining desired accuracy [25].
3. Numerical results
In the examples that follow, the technique will be tested by discussing two boundary-value problems of fourth-order
integro-differential equations.
Example 1. We first consider the linear boundary value problem for the integro-differential equation
y(iv) (x) = x (1+ ex)+ 3ex + y (x)− ∫ x
0
y (t) dt, 0 < x < 1 (9)
subject to the boundary conditions
y (0) = 1, y′ (0) = 1, (10a)
y (1) = 1+ e, y′ (1) = 2e. (10b)
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To solve Eqs. (9), (10a) and (10b) by homotopy perturbation method, we construct the following homotopy:
(1− p)(y(iv) (x)− y(iv)0 (x))+ p
(
y(iv) (x)− x (1+ ex)− 3ex − y (x)+ ∫ x
0
y (t) dt
)
= 0, (11)
or
y(iv) (x)− y(iv)0 (x) = p
(
x
(
1+ ex)+ 3ex + y (x)− ∫ x
0
y (t) dt
)
= 0. (12)
Suppose that the solution of Eq. (12) can be written in the following form:
y = y0 + py1 + p2y2 + p3y3 + · · · . (13)
Substituting (13) into Eq. (12) and collecting terms of the same power of p gives:
p0 : y(iv)0 (x)− y(iv)0 (x) = 0, (14)
p1 : y(iv)1 (x) =
(
x
(
1+ ex)+ 3ex + y0 (x)− ∫ x
0
y0 (t) dt
)
, (15)
p2 : y(iv)2 (x) = y1 (x)−
∫ x
0
y1 (t) dt, (16)
p3 : y(iv)3 (x) = y2 (x)−
∫ x
0
y2 (t) dt, (17)
....
We select the initial value
y0 (x) = 1. (18)
Thus, by solving the equations above, we obtain y1, y2, . . . e.g.
y1(x) = 1+ x+ 12Ax
2 + 1
6
Bx3 + 1
24
x4 + (x− 1) ex, (19)
y2 (x) = 1120x
5 + 1
720
Ax6 +
(
1
5040
B− 1
5040
A+ 1
5040
)
x7 +
(
− 1
40320
B+ 1
20160
)
x8
+ 1
3628800
x10 + 1
39916800
x11 + 1
479001600
x12, (20)
....
We can now form the first few successive approximations as follows:
φ1 = y0(x)+ y1(x)
= 1+ x+
(
1
2
A+ 1
2
)
x2 +
(
1
6
B+ 1
3
)
x3 + 1
6
x4 + 1
30
x5 + 1
144
x6 + 1
840
x7
+ 1
5760
x8 + 1
45360
x9 + 1
403200
x10 + 1
3991680
x11 + 1
43545600
x12, (21)
φ2 = y0(x)+ y1(x)+ y2(x)
= 1+ x+
(
1
2
A+ 1
2
)
x2 +
(
1
6
B+ 1
3
)
x3 + 1
6
x4 + 1
24
x5 + 1
144
x6 + 1
720
x7
+ 1
4480
x8 + 1
45360
x9 + 1
362880
x10 + 1
3628800
x11 + 1
39916800
x12. (22)
It is interesting to point out that φk, k = 1, 2 of (21) and (22) serve as approximate solutions of increasing accuracy as
n → ∞. It is natural that the accuracy can be enhanced dramatically by evaluating more components, and consequently
more approximations. The approximantsmust therefore satisfy the boundary conditions. Imposing the boundary conditions
at x = 1 on φ1 and φ2 we obtain the following system of equations:
1
2
1
6
1
1
2
[AB
]
=
1+ e−
1456963199
479001600
2e− 14097701
3628800
 , (23)
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840
961
5760
145
144
421
840
[AB
]
=
1+ e−
542467489405459
177843714048000
2e− 2348376272839
597793996800
 . (24)
Solving these systems gives the following sequences:
S1 = {0.956460604, 0.999966820, . . .} (25)
S2 = {1.190309168, 1.000116200, . . .} (26)
for approximations of A and B, respectively. It is easily seen that the increasing sequences S1 leads to
lim
n→∞ A = 1, (27)
while the decreasing sequences S2 gives
lim
n→∞ B = 1. (28)
Substituting (27) and (28) into (22) yields the series solution
y(x) = 1+ x
(
1+ x+ 1
2!x
2 + 1
3!x
3 + 1
4!x
4 + 1
5!x
5 + 1
6!x
6 + 1
7!x
7 + · · ·
)
(29)
and in a closed from by
y (x) = 1+ xex. (30)
Example 2. We next consider the nonlinear boundary value problem for the integro-differential equation
y(iv) (x) = 1+
∫ x
0
e−ty2 (t) dt, 0 < x < 1 (31)
subject to the boundary conditions
y (0) = 1, y′ (0) = 1, (32a)
y (1) = e, y′ (1) = e. (32b)
To solve Eqs. (31), (32a) and (32b) by homotopy perturbation method, we construct the following homotopy:
(1− p)(y(iv) (x)− y(iv)0 (x))+ p
(
y(iv) (x)− 1−
∫ x
0
e−ty2 (t) dt
)
= 0, (33)
or
y(iv) (x)− y(iv)0 (x) = p
(
1+
∫ x
0
e−ty2 (t) dt
)
= 0. (34)
Suppose that the solution of Eq. (34) can be written in the following form:
y = y0 + py1 + p2y2 + p3y3 + · · · . (35)
Substituting (35) into Eq. (34) and collecting terms of the same power of p gives:
p0 : y(iv)0 (x)− y(iv)0 (x) = 0, (36)
p1 : y(iv)1 (x) =
(
1+
∫ x
0
e−ty20 (t) dt
)
, (37)
p2 : y(iv)2 (x) = 2
∫ x
0
e−ty0(t)y1(t)dt, (38)
p3 : y(iv)3 (x) =
∫ x
0
e−t(2y0(t)y2(t)+ y21(t))dt, (39)
....
We select the initial value
y0 (x) = 1. (40)
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Thus, by solving the equations above, we obtain y1, y2, . . . e.g.
y1(x) = x+ 12!Ax
2 + 1
3!Bx
3 + 1
4!x
4 + 1
5!x
5 − 1
6!x
6 + 1
7!x
7 − 1
8!x
8 + 1
9!x
9 − 1
10!x
10 + 1
11!x
11 − 1
12!x
12, (41)
y2 (x) = 1360x
6 +
(
− 1
1260
+ 1
2520
A
)
x7 +
(
− 1
6720
A+ 1
20160
B+ 1
6720
)
x8
+
(
1
30240
A− 1
45360
B− 1
60480
)
x9 +
(
− 1
181440
A+ 1
181440
B+ 1
1814400
)
x10
+
(
1
1330560
A− 1
997920
B+ 1
9979200
)
x11 +
(
− 1
11404800
A+ 1
6842880
B+ 1
239500800
)
x12, (42)
....
We can now form the first few successive approximations as follows:
φ1 = y0(x)+ y1(x)
= 1+ x+ 1
2!Ax
2 + 1
3!Bx
3 + 1
4!x
4 + 1
5!x
5 − 1
6!x
6 + 1
7!x
7 − 1
8!x
8 + 1
9!x
9 − 1
10!x
10 + 1
11!x
11 − 1
12!x
12, (43)
φ2 = y0(x)+ y1(x)+ y2(x)
= 1+ x+ 1
2!Ax
2 + 1
3!Bx
3 + 1
4!x
4 + 1
5!x
5 + 1
6!x
6 +
(
− 1
1680
+ 1
2520
A
)
x7
+
(
− 1
6720
A+ 1
20160
B+ 1
8064
)
x8 +
(
1
30240
A− 1
45360
B− 1
72576
)
x9
+
(
− 1
181440
A+ 1
181440
B+ 1
10!
)
x10 +
(
1
1330560
A− 1
997920
B+ 1
7983360
)
x11
+
(
− 1
11404800
A+ 1
6842880
B+ 1
12!
)
x12. (44)
It is interesting to point out that φk, k = 1, 2 of (43)–(44) serve as approximate solutions of increasing accuracy as n→∞.
It is natural that the accuracy can be enhanced dramatically by evaluating more components, and consequently more
approximations. The approximants must therefore satisfy the boundary conditions. Imposing the boundary conditions at
x = 1 on φ1 and φ2 we obtain the following system of equations:
1
2
1
6
1
1
2
[AB
]
=
e−
89215669
43545600
e− 4794857
3991680
 , (45)

13312951
26611200
7984903
4790060
2499383
2494800
133121
266112
[AB
]
=
e−
140340919
68428800
e− 3027121
2494800
 . (46)
Solving these systems gives the following sequences:
S1 = {0.982829503, 0.996754946, . . .} (47)
S2 = {1.06847910, 1.01215277, . . .} (48)
for approximations of A and B, respectively. It is easily seen that the increasing sequences S1 leads to
lim
n→∞ A = 1, (49)
while the decreasing sequences S2 gives
lim
n→∞ B = 1. (50)
Substituting (49) and (50) into (44) yields the series solution
y(x) =
(
1+ x+ 1
2!x
2 + 1
3!x
3 + 1
4!x
4 + 1
5!x
5 + 1
6!x
6 + 1
7!x
7 + · · ·
)
(51)
and in a closed from by
y (x) = ex. (52)
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4. Conclusion
In this paper, the HPM was employed to solve linear and nonlinear BVPs for fourth-order integro-differential equations.
The method needs much less computational work compared with traditional methods. It is shown that HPM is a very fast
convergent, precise and cost efficient tool for solving integro-differential equations in the bounded domains.
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