Abstract: Electromyogram (EMG) signals, measured at the skin surface, provide crucial access to the muscle tones of a body. Some diseases, such as obstructive sleep apnea syndrome (OSAS) and periodic limb movement syndrome (PLMS), are closely associated with the electrical activity of muscle tones. In this paper, a hybrid model containing wavelet packet transform (WPT) plus an extreme learning machine (ELM) was proposed to classify EMG signals in OSAS and PLMS patients. At first, the WPT was used to extract the features of the EMG signal, and then these features were fed to the ELM classifier. The mean classification accuracy of the ELM was 96.85%. The obtained overall results were significant enough for specialists to diagnose OSAS and PLMS diseases. Furthermore, a remarkable relationship between OSAS and PLMS has been revealed.
Introduction
Obstructive sleep apnea syndrome (OSAS) and periodic limb movement syndrome (PLMS) are two frequent sleep disorders that are associated with each other [1] . OSAS is a sleep disorder defined by an obstruction of the airway to the lungs lasting at least 10 s, with the number of the stoppages being at least 5 times in 1 h. The severity of OSAS is assessed by the Apnea-Hypopnea Index (AHI), which is the sum of apneas and hypopneas in 1 h. In the literature, OSAS was classified as normal if AHI < 5, mild if AHI = 5-15, moderate if AHI = 15-30, and severe if AHI > 30 [2] . OSAS may cause systemic hypertension [3] , as well as stroke and heart failure [4, 5] , and it may contribute to coronary artery disease [6] [7] [8] [9] . PLMS, another serious sleep disorder, is defined as the movements of the leg during sleep. The periodicity may be in the thumb, foot, or limb. PLMS may be correlated with insomnia, narcolepsy, or hypersomnia; however, it may also be seen in a singular form [1, [10] [11] [12] . Both OSAS and PLMS instances arise in sleep stage 1 or 2 and are ended with waking. A person with OSAS, PLMS, or OSAS + PLMS has daytime sleepiness, which causes headaches, inefficiency at work, accidents, etc. Nowadays, OSAS and PLMS are diagnosed with a polysomnography (PSG) device that measures the biological signals from humans, with at least one expert interpreting this signal over a long period for diagnosis. Moreover, PSG devices are expensive and scarce. For this reason, new and practical techniques must be found in order to classify biological signals and apply them to health services. The aim of this study is to classify electromyogram (EMG) signals in OSAS, PLMS, or OSAS + PLMS patients using a hybrid model. The hybrid model consists of a feature extraction + classifier pair. Since EMG signals are nonstationary, the features were extracted by wavelet packet transform (WPT), a time-frequency analysis technique. An extreme learning machine (ELM), created by Huang et al. [13] , was used to classify the extracted features of the EMG, and it was determined whether or not the patient had one of these conditions: OSAS, PLMS, or OSAS + PLMS.
Many studies have been done concerning OSAS or PLMS separately. A few studies have looked at OSAS and PLMS together. Garelli et al. [14] proved that the periodicity of PLMS is different from that of OSAS, suggesting that sleep apneas and PLMS are not generated by a common central generator. Additionally, Cheliout-Heraut et al. [1] showed that PLMS is frequently observed among moderate and mild OSAS patients.
Furthermore, Monteiro et al. [15] compared OSAS groups with OSAS + PLMS groups and showed that OSAS patients presented a more severe clinical picture than OSAS + PLMS patients, with higher levels of sleepiness, hypertension, memory complaints, alcohol consumption, and current nocturnal symptoms of OSAS such as snoring and dry mouth. Iriarte et al. [16] showed that patients with PLMS, when compared with patients with OSAS, had lower sleep efficiency and a lower percentage of rapid eye movement. However, they proved that the presence of OSAS was related to better sleep efficiency (patients with PLMS + OSAS had better sleep efficiency than patients with only PLMS).
Many sleep disorders, like those mentioned above, are diagnosed by full-night PSG studies and experts' interpretation, with long periods of observation of PSG recordings. Some sleep disorders are related to each other or could trigger symptoms of another disease. Therefore, dealing with two or more diseases together might give more realistic clues about the center of the disease. With this study, EMG signals measured at the skin surface were classified as characteristic of OSAS and PLMS diseases. Because these diseases are directly related to EMG signals, they were diagnosed successfully. The overall performance accuracy obtained was 96.85%. The next sections of the paper are organized as follows: in Section 2, the materials and methods are explained; in Section 3, the results are given analyzed; and in Section 4, discussions and conclusions are presented.
Materials and methods
The present study consists of 4 main stages. The block diagram of the proposed model is shown in Figure 1 . The processes in these blocks can be summarized as follows briefly.
Stage 1:
In this stage, the raw EMG signals of the chin and left/right legs were obtained.
Stage 2:
The WPT of raw EMG data was extracted and statistical data (energy) were obtained from 16 subbands of the EMG spectra.
Stage 3:
The extracted features were fed as input of the ELM.
Stage 4:
The classification results were obtained and checked.
Subjects
The data used in this study were obtained from the Sleep Laboratory of the Faculty of Medicine of Dicle University. The data were recorded with a PSG device with up to 20 channels. Besides the EMG signal, EEG, ECG, EOG, oxygen saturation (SaO 2 ), blood pressure, left and right leg movements, thoracic and abdominal effort signal, airflow, and pulse transition time were also simultaneously recorded with the PSG. Full night recordings taken for 7-8 h were performed while patients were sleeping. The number of patients and their specifications are shown in Table 1 . Furthermore, the sex distribution is also given in Table 1 . However, the effect of sex was not considered in the measurements. All recordings were evaluated and classified by two experts who were specialists in the field. AHI: Apnea hypopnea index (total number of apneas and hypopneas that occurred in 1 h). BMI: Body mass index
In Figure 2 , samples of the chin EMG and left/right EMGs are presented for patients with OSAS + PLMS, OSAS, and PLMS, and for normal individuals. During the PSG recordings, chin EMGs and leg EMGs were recorded with sampling frequencies of 1024 Hz and 512 Hz, respectively.
Wavelet packet transform
In the discrete wavelet transform (DWT), lower frequencies, which are assumed to contain more important information than higher frequencies, are obtained by a low-pass filter. However, many signals (for example, EMG signals) may contain important information both at low and high frequencies. Therefore, decomposition should be employed for such signals so that both low-and high-frequency information can obtained. The WPT can perform decomposition so that a signal can be decomposed with a low-pass and high-pass filter pair. This is also called full-tree (Walsh) decomposition. A 4-level wavelet packet decomposition (WPD) tree is shown in Figure 3 . As seen from Figure 3 , the S signal can be decomposed such that A 11 approximation and D 11 detail coefficients are obtained from the output of low-pass and high-pass filters, respectively. The same procedure is applied for every level of the tree to both approximation and detail coefficients until one coefficient exists at the output of the filters. However, in this study, this procedure was performed up to level 4 so that the main features were obtained from the EMG signal in order to diagnose OSAS and PLMS diseases with their common traits, and this level was found by trial and error.
The main point is that a library of wavelet packet bases is a practical possibility [17] . For a given signal and given a point P in the tree, we have the coefficients of the basis functions ω p (t) for that point. Generally in wavelet transform applications, orthogonal dyadic functions are chosen as the mother wavelets. This transform is often discretized in scaling and dilation parameters on a dyadic grid with the time remaining continuous. The mother wavelet is defined as:
where
If we choose to split that set of functions, they are replaced by two half-sized sets of functions that are created by low-pass and high-pass filtering as in [17] :
where h 0 (k) and h 1 (k) are low-pass and high-pass filters, respectively.
Together with their time shifts, these are the new basis functions for points P 0 and P 1 in the tree. At each of those new points, it again has the option to be split.
A Walsh basis function takes values of 1 or -1, depending on low-pass and high-pass filtering, respectively. It then comes from the complete tree with all branches.
After applying WPT to EMG signals of the chin and left/right legs up to level 4, the energies for the bases were determined from the coefficients of the WPD. A best performance was obtained from the bases of level 4 by trial and error. The energy vector at the j th level, E j , was calculated as:
where cA ji and cD ji denote the j th level and i th coefficients of approximation and detail, respectively. L is the length of signal S and N is the number of coefficients at the j th level.
Extreme learning machine
The ELM is a feed-forward neural network having only one hidden layer. The weights between the input and the hidden layer are selected randomly, and the weights between the hidden layer and the output layer are determined analytically. The activation functions such as sigmoid, sine, Gaussian, and hard limit are used in the hidden layer; however, the linear activation function is used in the output layer. The nonderivative and discrete activation functions can be used in the ELM [18] .
Changing the momentum coefficient in the network may prevent error from converging at a local minimum; however, the time of the network training will not be affected. The weights and biases in the input of a feed-forward neural network with a single hidden layer cannot affect the performance of the network [13, 19] . Since, in the ELM, the input weights and biases are chosen randomly and the output weights are determined analytically, the network converges swiftly. As a result, the ELM has better performance and is faster in some situations compared to traditional methods [13, 19] .
A single hidden layer feed-forward neural network (SLFN) is shown in Figure 4 . For input data set X = {x k }, let the desired outcome data from the network be Y = {y j } and the real outcome of the network be O = {o k } , where k ∈ [1, M ] represents the number of consequent input/output vectors. The mathematical description of the network having M neurons in the hidden layer, as given in Figure  4 , can be expressed mathematically as [18] :
where is the activation function [13] .
In this structure, the goal is to tune the weights β in accordance with the minimization of the cost function defined as the total error square at the output of the network.
For a network free from error, Eq. (5) can be expressed in the matrix form as [13] :
where H, β , and Y can be expressed as [18] : (9) and
H is the output matrix of the hidden layer and Y is the output matrix.
Although all of the learning algorithms were designed to reach zero error, it is not possible in practice due to finite training time and/or local minima. Usually the concentration is toward a smallest possible error reached within a reasonable training time. Therefore, in applications where an acceptable error is reached, the training period of the network is terminated. In this case, Eq. (7) can be modified to approximately describe the system as Hβ = Y or conveniently:
where H † is the generalized inverse of matrix H, called the Moore-Penrose matrix [20, 21] . Ultimately, the ELM algorithm can be summarized in three steps [13, 22] 
Experimental results
In the present study, the ELM was used in order to classify an EMG signal as belonging to an OSAS patient, a PLMS patient, an OSAS + PLMS patient, or a normal individual. Some important features of the ELM can be summarized as follows:
• The ELM is fast.
• ELMs have better generalization performance.
• The ELM tends to reach the solutions in a straightforward way, without trivial issues such as local minima, improper learning rate, momentum rate, and overfitting that are encountered in a traditional gradient-based learning algorithm.
• The ELM algorithm can be used to train SLFNs with many nondifferentiable activation functions.
• The ELM randomly chooses and fixes the weights between input and hidden neurons based on a continuous probability density function, which is a uniform distribution function in the range of -1 to +1. The weights between hidden neurons and output neurons of the SLFN are then determined analytically.
The performance of the ELM depends on the activation function and the number of nodes in the hidden layer. Therefore, the parameters in Table 2 were obtained by trial and error. In the output of the hidden layer, sigmoid, hard-limit, sine, triangular, and radial-basis activation functions were used to train and test the network. The number of nodes in the hidden layer was increased one by one from 1 to 100, and the results were obtained for each hidden node number. The optimum number of nodes and the activation function were chosen with respect to the performance of the neural network both in the training and testing phases. Number of nodes in the layers Input layer: 48 nodes (3 EMG channels × 16 bands = 48) Hidden layer: 1 layer with # of neurons: 1,. . . ,100 Output layer: 4 nodes Activation functions Sigmoid, hard-limit, radial basis, triangular, sine Learning algorithm
The extreme learning machine (ELM) for single-hidden layer feed forward neural networks (SLFNs) Sum-squared error goal 0.0001
The performance of the ELM was trained and tested for the different activation functions by using a training-testing section of 50%-50%, and the success rates are given in Table 3 . According to the results indicated in Table 3 , the diagnosis of OSAS and PLMS with the sigmoid activation function is more successful than with the other activation functions used in the ELM. The sigmoid activation function has some advantages over the other activation functions presented in the Table 3 . The sigmoid activation function includes the ordinary arctangent, the hyperbolic tangent, and the error function.
Features that were obtained from the time frequency of the EMG signal have been used for train and test sections at 25% and 75%, 50% and 50%, and 75% and 25%. The accuracy rates obtained from these train and test sections are shown in Table 4 . The highest classification accuracy was obtained at 96.85% for train and test sections at 50% and 50%. The classification performance of the ELM model for the training and testing rates of 50% and 50% and the speed performance of the training and testing phases according to the number of different neurons in the hidden layer are shown in Figures 5 and 6 , respectively. As seen in Figure 5 , the best ELM performance was obtained with 77 nodes in the hidden layer. In Figures 5 and 6 , it is shown that the ELM is an important method for OSAS diagnosis, both for its speed and its classification success. Furthermore, in this study, different machine learning methods were also trained and tested for the detection of OSAS and PLMS. Besides the ELM, the performance results of artificial neural network (ANN) and support vector machine (SVM) methods for the training and testing rates of 50% and 50% are given in Table 5 . The ELM has higher accuracy than the ANN and SVM methods.
The constructed ANN has a network structure of 48 × 10 × 10 × 4, which has 48 nodes in the input layer, 2 hidden layers (each having 10 nodes), and 4 nodes in the output layer. The sigmoid activation function and backpropagation algorithm were used in the training network. The backpropagation algorithm minimizes the error between the network output and the desired output as the network converges to the target error. The error that occurred because of the difference between the network output and the desired output was also measured by the sum square error. The number of hidden layers and number of nodes in the hidden layers were chosen by trial and error. In the SVM method, a linear kernel function was used to map the training data into kernel space, and the sequential minimal optimization method was used to find the separating hyperplane. All learning machines used in the present study were modeled using MATLAB. The sensitivity, specificity, and accuracy of the test results for ELM, ANN, and SVM learning machines are shown in Table 5 Patients without the characteristic who tested negative are true negative (TN). Using these parameters, the sensitivity, specificity, and accuracy were determined as: 
Discussion and conclusions
In this study, the energies of bases at the fourth level of the WPD of EMG, a remarkable feature of the EMG signal, were issued and this feature was used to train/test a learning machine, which, in this study, was the ELM classifier. Each EMG sample of the data set was evaluated and classified stochastically as "OSAS", "PLMS", "OSAS + PLMS", or "normal" by the ELM. Since EMG signals are nonstationary, the feature extraction was performed by WPT, a time-frequency analysis. As a result of the WPT, a different spectral structure of EMG signals could be used as a criterion to distinguish OSAS, PLMS, and OSAS + PLMS from normal EMGs. The spectral structure of the EMG signals of the chin and left/right legs obtained by WPT was separated to 16 subbands, and for each band the energy values were determined. These features were then fed into the ELM model and the classification was performed.
For the OSAS estimation, Haja et al. [23] used flow spectral analysis and fuzzy logic to differentiate normal sleep and apnea events. They used flow signal measured by pneumotachometer and separated the signal into segments 6 s long. They then determined the spectra of these signal segments as input to the fuzzy logic to separate normal events and apnea events. They reported a sensitivity of 99.6% for differentiating between normal and apnea events. Tian et al. [24] used the feature extraction of airflow and oxygen saturation for feeding the neural network input. They found a sensitivity rate of 90.7% and 80.8% and a specificity rate of 86.4% and 81.4% for apnea and hypopnea detection, respectively. In [25] , Maier et al. used a single channel of an ECG signal and a second-order polynomial classifier for apnea detection. They found an accuracy rate of 93%.
Unlike some previous studies [1, [14] [15] [16] , in the present study, EMG signals were classified with a simple and effective model in OSAS and PLMS patients. The overall classification accuracy was 96.85% using training and testing sections of 50% and 50%. Furthermore, the network is very fast both in the training and testing phases according to the conventional machine learning methods. The diagnosis accuracy and time of the model for OSAS and PLMS patients is presented in Table 5 . For comparison, the results of the SVM and ANN are also presented in Table 5 . The ELM can both result in higher classification accuracy and give the decision faster than conventional learning methods.
It is thought that the proposed model will be a helpful tool for experts with their final decision-making in order to classify or diagnose some medical diseases such as OSAS and PLMS.
