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Abstract†
In this paper we present an extensive performance
study of two modified EDF and RM scheduling algorithms
which are enhanced to provide quality of service (QoS)
guarantees for smoothed video data. With a probabilistic
definition of QoS, we incorporate admission control
conditions into the two algorithms. Furthermore, we also
include a counter-based scheduling module as the core
scheduling mechanism which adaptively adjusts the actual
QoS levels assigned to requests. Our theoretical analysis of
the two enhanced algorithms, called QEDF and QRM,
shows that the QRM algorithm is more robust than the
QEDF algorithm for different workload and utilization
conditions. We also propose to use a new metric called
meta-QoS to quantify the overall performance of a packet
scheduler given a set of simultaneous requests. In our
experiments, we find that the QRM algorithm can sustain a
rather stable level of meta-QoS even when the workload and
utilization levels are increased. On the other hand, the
QEDF algorithm is found to be less desirable for a high
level of utilization and a large number of requests.
1  Introduction
Simultaneous transmission of multiple high quality
video streams from the symmetric multiprocessor (SMP)
server [3], [4] to the clients is becoming an increasingly
important class of traffic in a typical local area network
(LAN) environment. However, the implementation of such
a video data transmission system entails tackling a number
of difficult issues. One of the most crucial issues is the
support for quality-of-service (QoS) guarantees for real-time
transport of stored or live video over the underlying high-
speed network [16]. For continuous playback of video at the
client, strict QoS must be provided. In a high-speed LAN
environment, we usually have several clients requesting
different video streams simultaneously. Thus, the server has
to exercise some form of admission control policy in order
to judge whether a certain set of requests can be admitted
without degrading the QoS of existing transmissions [8],
[15]. On the other hand, to maximize the utilization of the
server, it is desirable to support as many different streams as
possible. Obviously, strict QoS guarantees using tight
admission control and high utilization are two conflicting
goals. As video data are usually compressed using
prediction-based techniques such as MPEG-2, the rate of a
video stream is usually varying [16]. Admission control,
therefore, is not a trivial task because it is difficult to predict
whether a newly accepted request will affect the service
levels of existing requests due to rate variability, which has
been shown to be quite substantial [7]. Thus, much work has
been done in using buffering techniques to smooth the video
streams—to make each video stream less bursty or even
have a somewhat constant bit rate (CBR). However, even
after smoothing, at the network level, to ensure the QoS of a
request can be achieved, some form of packet scheduling
technique has to be used [7].
Although many smoothing techniques have been
proposed [7], [16], the issue of how to judiciously multiplex
the smoothed video streams to the network is largely
unexplored. Many researchers have mentioned that
traditional real-time scheduling approaches such as earliest-
deadline-first (EDF) and rate-monotonic (RM) [9], [10] can
be used. Indeed, these two hard real-time scheduling
techniques have been increasing used in a soft real-time
environment [6], [13]. But it is not clear which approach is
more suitable in the environment considered in our study.
In order to choose a more suitable approach for
implementation in our video server, we have conducted a
performance study of our enhanced EDF and RM schedulers
for providing QoS guarantees in the delivery of smoothed
video streams. In particular, we are interested in the overall
performance of the packet scheduling technique given a set
of simultaneous requests. Thus, to quantify such
performance, we define a metric called meta-QoS as an
indicator of how much surplus of service a scheduler can
allow. This metric is useful for practitioners to choose a
suitable scheduling technique because as the number of
requests increases (i.e., increasing utilization), meta-QoS
indicates to what extent the scheduler can provide fair
overall service guarantees to the requests of a group of users.
Thus, the capacity of the video server, in terms of the
number users, can be determined. Our extensive simulation
study reveals that the enhanced RM scheduling technique is
much more robust that the EDF approach in that the former
can sustain a high level of meta-QoS and requests admission
percentage even with a large number of requests and a high
level of request utilization.
The remainder of this paper is organized as follows. We
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provide some related work in Section 2. In Section 3, we first
discuss how we enhance the two algorithms using a
probabilistic definition of QoS. The enhancements include
incorporating admission control conditions and a QoS-based
scheduling module. We then present a theoretical analysis of
the performance of the two enhanced algorithms. Section 4
contains the results of our extensive simulation study of the
two algorithms. The last section concludes the paper.
2  Related Work
Much work has been done in providing QoS guarantees
using packet scheduling techniques based on the smoothing
concept. Lam et al. [7] suggested an algorithm for
transmitting MPEG encoded video streams by using
buffering techniques. The algorithm is designed based on the
premise that MPEG encoded video streams are composed of
repeating patterns of picture types. Thus, using buffering,
the pictures in the same pattern can be transmitted at
approximately the same rate. However, they do not consider
the issue of transmitting several video streams
simultaneously. Salehi et al. [11] have recently addressed
the problem of smoothing a given video stream given a fixed
buffer size. Their technique is based on a work-ahead
scheduling method in which the rate profile of a video
stream is analyzed to determine a feasible rate schedule with
the greatest possible reduction in rate variability.
For packet scheduling and multiplexing, Hyman et al. [5]
have addressed the issue of determining the schedulable
region in the space of workload with QoS requirements.
They evaluated the MAGNET II scheduling, static priority,
and minimum laxity threshold schemes. Their results
indicate that the size of schedulable region is a useful metric
for admission control for transmissions segregated into
multiple classes. However, such concept cannot be applied
in the environments considered in our study because we do
not assume a classification of video requests. Georgiadis et
al. [2] also investigated the problem of multiplexing several
packet streams onto a single link. They showed that a
standard non-preemptive EDF policy and a tracking policy
based on preemptive EDF are delay-optimal. Their results
are useful in a system with limited buffers.
Many researchers have extended the EDF and RM
algorithms in various other situations [1], [10]. A more
recent extension of the RM algorithm is suggested by Shih
et al. [12] for scheduling requests with deferred deadlines.
Modified EDF schedulers are also widely adopted in a rate-
controlled manner in ATM packets networks.
3  Soft Real-Time Scheduling with QoS
Guarantees
In this section, we first provide a definition of QoS for
applying the two algorithms in the soft real-time
environment considered in our research. This is followed by
a derivation of the admission control criteria used in the two
algorithms.
3.1  QoS and Admission Control
In our study, we aim at studying the efficacy of the
classical preemptive EDF and RM approaches [9], [10] for
packet scheduling in a scalable video data server which has
large enough packet buffers for zero-loss scheduling (this
assumption is valid in a SMP server). As in most video data
transmission systems, the loss of certain amount of data
packets only lead to a degradation of the display quality at
the client rather than a catastrophe. Thus, such a system is
commonly referred to as a soft real-time environment [6],
[13]. Specifically, we assume that during the connection
setup phase of a particular video request from a client, the
client machine informs the server the level of tolerance of
packets loss. In response to the client’s request, the server
executes an admission control policy (i.e., a schedulability
test) in order to determine whether or not the client’s request
can be accommodated without degrading the previous
commitments to the existing services. If schedulability test is
positive, then the server will start to schedule the requested
video; otherwise, the result is sent back to the client and re-
negotiation may be done. In our study, we use the following
definition of QoS to quantify the client’s requirement of the
scheduling of a particular packet stream.
DEFINITION 1: QoS is defined as the probability that an
arbitrary packet meets its transmission deadline.
Thus, QoS can be interpreted as the expected percentage
of packets that meet the transmission deadlines. With the
notion of QoS, we can derive analytical expressions for
guiding the admission control process. In the following, we
assume that there are video requests and
denotes the th packet of video request . As discussed
earlier, we assume that the video streams are already
smoothed so that the packet transmission time and period are
constants which are denoted by and , respectively.
Without loss of generality, we assume that .
As in most real-time scheduling environments, we assume
that a packet is ready for transmission as soon as the
previous packet has been transmitted. In addition, the
transmission deadline of a packet is assumed to be the
beginning of the next period.
For EDF scheduling, consider an arbitrary packet ,
whose ready time is and deadline is . The
number of packets whose deadlines are before is given
by:
and the number of packets transmitted before is
n V 1 V 2 … V n, , ,{ }
vij j V i
Ci Pi
P1 P2 … Pn≤ ≤ ≤
vij
j 1–( )Pi jPi
jPi
jPi
Pk
-------
k∀
k i≠
∑
j 1–( )Pi
given by:
Thus, during the time period from to , the
number of packets need to be transmitted:
The expected number of packets that have been transmitted
is therefore given by:
Using the above observation, the EDF scheduler can
check whether packet can be successfully transmitted
(i.e., meeting its transmission deadline) by using the
following inequality:
For RM scheduling, we can derive an admission control
policy using a similar method. Again, consider an arbitrary
packet , whose ready time is and deadline is .
The number of packets whose transmission ready times are
before  and have higher priority is given by:
and the number of packets transmitted before is
given by:
Thus, the RM scheduler can check whether packet
can be successfully transmitted (i.e., meeting its
transmission deadline) by using the following inequality:
It should be noted that the packet streams included in the
summation are different for EDF and RM scheduling
algorithms.
3.2  Scheduling
The admission controller of the scheduling system uses
the conditions in the previous section to determine whether
a set of requests can be accepted or not. Once the requests are
accepted, it is the responsibility of the scheduler to actually
dispatch the requests onto the communication link. During
this scheduling process, each request is associated with a
counter variable  which is defined as:
Thus, indicates that, for every packets of , at
most one packet can be discarded in order to meet the
requirement. However, it should be noted that the scheduler
keeps on increasing the value of even after the requested
QoS level is achieved. In essence, the higher the value of ,
the greater the actual QoS level achieved for request .
During this initial transient scheduling phase for actual QoS
assignment, if a certain request’s QoS assigned decreases
because some later requests are using more resources, the
scheduler will choose the most recently incremented and
decrement it. This transient scheduling phase lasts only for a
short time (in our simulation experiments, the transient
phase is about four to five times the least common multiple
of all the periods), and the counter of each request will then
be fixed for subsequent dispatching of packets.
With the above mechanism for providing QoS
guarantees and dynamically adjusted actual QoS levels,
hereafter, we call the enhanced EDF and RM scheduling
algorithms as QEDF and QRM, respectively, to indicate that
they take into account the QoS of video requests in
scheduling.
3.3  Analysis
Observe that for any non-negative number , we have
and . Thus, as an
approximation, we can simplify the admission control
inequalities of QEDF and QRM by removing the ceiling and
floor operators so that we have, for QEDF:
and for QRM:
Let be the utilization of individual video
stream. We can rewrite the admission condition of QEDF as:
and that of QRM as:
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Given the above two expressions, suppose the scheduler
has to decide whether it can accept a new request with
utilization . We can deduce a number of
observations:
• if , , and are small (implying that is
large), then both scheduling algorithms will tend to
accept the new request;
• if is high but is small (implying that is small
also), then QEDF will be less likely to accept the new
request because the sum in the denominator is large;
however, QRM can still accept such a request because
its priority is high (due to the small ) and the sum in
the denominator will not be too large (note that the sum
just includes those requests with higher priority);
• if both and are high (implying that is also
large), then both algorithms may or may not accept the
new request, depending upon the utilization levels of the
existing requests (the numerator);
Based on the above observations, it seems that QRM is
more robust than QEDF.
4  Results
In this section, we present the experimental results (more
detailed results can be found in [14]) of applying the EDF
and RM scheduling algorithms in a simulated client-server
environment, in which the server dispatches multiple
smoothed video packet streams to the network for several
clients in a LAN using ATM. The simulation parameters for
the system model are based on the characteristics of the
PearlCluster environment [3], [14]. The objective was to
investigate the performance of the two methods for
scheduling the outgoing link of the server under different
QoS requirements. Specifically, we simulated the
transmission of multiple video packet streams from a server
to multiple clients using the following sets of parameters:
• number of video packet streams varied from 2 to 8 with
increments of 2;
• the QoS of each stream was randomly selected from a
uniform distribution with range 0.2, and the means were
0.4, 0.6, and 0.8;
• the ratio of period to transmission time (i.e.,
) varied from 5 to 10 with increments of 1;
thus, utilization varied from 0.1 to 0.2;
• the period of each stream was randomly chosen from a
uniform distribution with range 20, and the means were
20, 40, 60, and 80.
Thus, there were a total of 288 ( ) test cases
for each algorithm. To quantify the overall performance of
the scheduling algorithms in each case, we computed the
meta-QoS of  video packet streams as follows:
where is the actual quality of service provided by the
scheduler for stream . Here, if a request is not admitted at
all, its is defined as zero which is also taken into
account in the sum. The significance of the meta-QoS value
is that it reveals the overall quality of service provided to a
set of different requests and also indicates the amount of
extra requests the scheduler can accommodate.
Figure 1 shows the average meta-QoS values of the two
scheduling algorithms for different number of video streams
with various mean requested QoS. Notice that each point on
the curves is an average of 24 meta-QoS values. It can be
seen that the meta-QoS performance of QRM is about the
same as that of QEDF when the number of requests is small
(i.e., two requests). However, for larger number of requests,
QRM outperforms QEDF considerably. Indeed, we can see
that QRM is quite robust in that it can sustain a certain level
of meta-QoS even with increased number of requests. The
effect of mean requested QoS is also apparent: the higher the
requested QoS, the lower the meta-QoS. It is worth
mentioning that even when the mean requested QoS is 0.8
and the number of requests is 8, the QRM algorithm still
provides some “room” for accommodating a low-QoS
request because the meta-QoS level is about 0.16 which is
not a very low value.
Next we investigate the effect of utilization on the meta-
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Figure 1: Average meta-QoS of the QEDF and
QRM scheduling algorithms for different number of
video streams with mean QoS = 0.4, 0.6, and 0.8.
QoS level achieved. The results are summarized in Figure 2.
Each point on the curves is an average of 16 meta-QoS
values. Here, it is apparent that as utilization increases, meta-
QoS level generally decreases. There are a few cases where
the meta-QoS increases, though. This is due to the fact that
in some cases, the randomly generated periods are somewhat
skewed so that the scheduling algorithms can “pack” the
requests more closely and a higher meta-QoS is achieved
despite that the utilization is increased. From Figure 2, we
can see that QRM is also much more robust than QEDF in
that the former can provide a more consistent level of meta-
QoS with increasing utilization.
We are also interested in the number of requests the two
scheduling algorithms admitted in each test case. Thus, we
determined the percentage of request admission for each
case. First, we examine the effect of number of requests on
the percentage. These results are shown in Figure 3. Here,
again, each point on the curves is an average of 24 admission
percentages. From Figure 3(a), we can see that when the
mean requested QoS level is low (i.e., 0.4), the requests are
all admitted by both scheduling algorithms. When the mean
requested QoS is moderate (i.e., 0.6), both algorithms cannot
admit all requests when the number of request is high (i.e.,
8, see Figure 3(b)). However, the QRM algorithm can admit
more than 96% of the requests while QEDF can only admit
about 82%. When the mean requested QoS is high,
admission percentage of QRM is greater than that of QEDF
by a considerable margin.
Figure 4 shows the results of admission percentage
against the request utilization. Again, we can see that when
the mean requested QoS level is low, all the requests can be
accommodated. When the mean requested QoS is moderate
and the average utilization of request is high, some requests
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Figure 2: Average meta-QoS of the QEDF and QRM
scheduling algorithms for different levels of utilization of
individual video streams with mean QoS = 0.4, 0.6, and 0.8.
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Figure 3: Average request admission percentage of the
QEDF and QRM scheduling algorithms for different number
of video streams with mean QoS = 0.4, 0.6, and 0.8.
90
95
100
105
110
115
0.1 0.12 0.14 0.16 0.18 0.2
a
dm
is
si
on
 p
er
ce
nt
ag
e
utilizaion
QEDF
QRM
75
80
85
90
95
100
0.1 0.12 0.14 0.16 0.18 0.2
a
dm
is
si
on
 p
er
ce
nt
ag
e
utilizaion
QEDF
QRM
55
60
65
70
75
80
85
90
95
100
0.1 0.12 0.14 0.16 0.18 0.2
a
dm
is
si
on
 p
er
ce
nt
ag
e
utilizaion
QEDF
QRM
(a) mean QoS = 0.4 (b) mean QoS = 0.6
(c) mean QoS = 0.8
Figure 4: Average request admission percentage of the
QEDF and QRM scheduling algorithms for different levels
of utilization of individual video streams with mean QoS =
0.4, 0.6, and 0.8.
cannot be admitted. However, under such conditions, the
QRM algorithm is superior to the QEDF algorithm. When
the mean requested QoS is high, the QRM algorithm again
outperforms the QEDF algorithm by a greater margin.
In view of the above results, it is found that the QRM
algorithm is more robust than the QEDF algorithm. This
observation concurs with the conclusion derived by the
theoretical analysis in Section 3.3. One plausible
explanation of the empirical observation is that in the QEDF
algorithm, the aggressive commitment of resources to
requests with earlier deadlines leads to a more conservative
admission control policy. Thus, when the number of
requests is high or the utilization of request is high, the
QEDF algorithm tends not to admit all the requests. This in
turn implies a much lower meta-QoS level as well as
admission percentage. On the other hand, the QRM
scheduling algorithm is less conservative in admission
control. An additional advantage of the QRM scheduling
algorithm not demonstrated here is its ease of
implementation, which makes scheduling very efficient.
5  Conclusions
In this paper, we have presented an extensive
performance study of the EDF and RM scheduling
algorithms which are enhanced to provide QoS guarantees.
With a probabilistic definition of QoS, admission control
conditions are incorporated into the two algorithms.
Furthermore, a counter-based scheduling module is included
as the core scheduling mechanism which adaptively adjusts
the actual QoS levels assigned to requests. Our theoretical
analysis of the two enhanced algorithms, called QEDF and
QRM, has already shown that the QRM algorithm is more
robust than the QEDF algorithm for different workload and
utilization conditions. We also propose to use a new metric
called meta-QoS to quantify the overall performance of a
packet scheduler given a set of simultaneous requests. In our
experiments, we find that the QRM algorithm can sustain a
rather stable level of meta-QoS even when the workload and
utilization levels are increased. On the other hand, the QEDF
algorithm, due to its conservative admission control policy,
is found to be less desirable for a high level of utilization and
a large number of requests. These findings concur with our
theoretical analysis. In view of the lower complexity of the
QRM algorithm, it seems that the QRM approach is a more
suitable candidate for packet scheduling in the client-server
environment considered in our study.
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