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Chapitre 0
Introduction
La physique macroscopique prit son essor au XVIIIe sie`cle, avec le de´veloppement de la
machine a` vapeur et l’apparition des premie`res fonderies, mais c’est au XIXe qu’elle connut
son apoge´e, sous l’effet de l’acce´le´ration de la re´volution industrielle. Toutefois, sa supre´-
matie fut progressivement remise en question par le de´veloppement de la chimie, a` la suite
des travaux de Lavoisier, qui fit une place de plus en plus grande a` l’hypothe`se atomique.
Si les premie`res apparitions de l’atomisme remontent au VIe sie`cle avant notre e`re, dans la
philosophie hindouiste, sa premie`re apparition dans un cadre strictement scientifique date en
effet de 1805 et des travaux du chimiste anglais John Dalton [95], repris et poursuivis par
Avogadro [6]. Cependant, la notion d’atome ne fut alors utilise´e en chimie que comme une
hypothe`se de travail, permettant d’expliquer certains phe´nome`nes observe´s, et elle ne donna
lieu pas plus a` des observations expe´rimentales qu’a` une base the´orique syste´matique. Il fal-
lut ainsi attendre les travaux du botaniste e´cossais Robert Brown en 1827 pour la premie`re
observation, indirecte, de la nature mole´culaire de l’eau et ceux d’Einstein en 1905 [64] pour
la compre´hension the´orique du mouvement brownien. Finalement, les confirmations expe´ri-
mentales de Jean Perrin [153] constitue`rent la premie`re preuve, statistique, de l’hypothe`se
atomique.
Entre temps, la deuxie`me moitie´ du XIXe sie`cle vit le de´veloppement de la the´orie cine´tique
des gaz, sous l’impulsion des travaux de Kelvin [181], Maxwell [125–129] et Boltzmann [29–
31]. Tous les e´le´ments furent alors re´unis pour que Gibbs [81] puisse poser en 1902 les bases de
la physique statistique moderne1. Bien qu’e´clipse´e par l’ave`nement des deux ruptures para-
digmatiques majeures que furent les the´ories quantique et relativiste, la physique statistique
constitua ne´anmoins une re´volution scientifique de premier ordre : pour la premie`re fois, des
lois macroscopiques e´taient explique´es a` partir de proprie´te´s microscopiques. Ramenant le
tout a` l’interaction des e´le´ments qui le composent et montrant que ce tout peut eˆtre carac-
1Notons que les travaux de Gibbs n’avaient pas pour but de fonder microscopiquement la thermodynamique.
Ils visaient a` formuler une extension de la me´canique newtonienne a` des syste`mes a` grand nombre de degre´s
de liberte´. Gibbs se « contenta » donc de remarquer que sa the´orie donnait, sous certaines hypothe`ses, les
meˆmes pre´dictions que la thermodynamique [138]. Au contraire, Einstein avait pour but explicite de fonder
cette dernie`re sur l’hypothe`se atomique [65–67].
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te´rise´ par un faible nombre de parame`tres macroscopiques, elle fit le lien entre un monde
microscopique chaotique et un ordre macroscopique relatif.
La physique statistique d’e´quilibre dut son succe`s au fait qu’elle permit de remplacer
l’e´tude dynamique de syste`mes complexes par une approche statique. Ainsi, pour de´crire un
syste`me a` l’e´quilibre, la re´solution comple`te des e´quations du mouvement peut eˆtre avan-
tageusement remplace´e par le calcul de moyennes d’observables a` l’aide de mesures ad hoc,
de´termine´es par les conditions expe´rimentales d’observation2. Ceci peut bien suˆr s’ave´rer ardu
pour un syste`me ge´ne´rique, mais le proble`me est conceptuellement beaucoup plus simple.
Toutefois, lorsque le syste`me e´tudie´ n’est pas dans un e´tat d’e´quilibre thermodynamique,
aucune approche ge´ne´rale n’est disponible et le recours aux e´tudes dynamiques semble ne´-
cessaire. Soulignons ici que l’obtention d’un cadre de pense´e efficace applicable aux syste`mes
hors e´quilibre n’est ni un exercice acade´mique ni une modification a` la marge de la me´canique
statistique d’e´quilibre ; il s’agit d’un profond changement de paradigme rendu d’autant plus
ne´cessaire qu’une communaute´ toujours croissante de physiciens s’inte´resse aujourd’hui aux
proble`mes biologiques, pour lesquels le hors e´quilibre re`gne en maˆıtre.
Paralle`lement aux efforts entrepris pour de´passer le cadre de la physique statistique d’e´qui-
libre, la communaute´ des physiciens s’empara, a` la suite de Lorenz de´couvrant l’effet pa-
pillon [122], de la the´orie du chaos. En effet, alors que les mathe´maticiens avaient remis en
question les fondements du de´terminisme laplacien depuis Poincare´, il fallut attendre les an-
ne´es 70 pour que ces notions pe´ne`trent durablement le monde de la physique3. L’engouement
des physiciens statisticiens pour la the´orie des syste`mes dynamiques s’explique principale-
ment pour deux raisons. En premier lieu, l’e´mergence de structures ale´atoires dans le cadre
de syste`mes de´terministes fit naˆıtre l’espoir, par la suite de´c¸u, d’une justification rapide de
l’hypothe`se ergodique de Boltzman [29] et d’un fondement rigoureux de la physique sta-
tistique. Ensuite, l’utilisation de dynamiques symboliques permit de reformuler l’e´tude des
syste`mes dynamiques en terme de fluctuations dans l’espace des trajectoires. Or, si la phy-
sique statistique s’ave´rait pertinente pour de´crire les fluctuations de configurations d’un sys-
te`me, certains pense`rent qu’elle devait pouvoir eˆtre e´tendue a` l’espace des trajectoires, pour
caracte´riser des fluctuations spatio-temporelles. Cette ide´e est a` la base du formalisme ther-
modynamique [35, 164, 172] et de nombreux de´veloppements ulte´rieurs [14, 27, 77, 86, 180].
Toutefois, si ce cadre the´orique est remarquablement complet, celui-ci n’a e´te´ applique´ qu’a`
des syste`mes mode`les, loin des pre´occupations usuelles du physicien4.
Ainsi, tant pour re´pondre aux besoins d’une physique statistique hors e´quilibre que pour
l’e´tude de syste`mes chaotiques, le de´veloppement d’approches d’ensemble dans un cadre dy-
namique est un enjeu majeur. Ceci explique en partie le regain d’inte´reˆt pour la the´orie des
2L’ensemble statistique pertinent est de´termine´ en fonction des contraintes exte´rieures impose´es sur le
syste`me (nombre de particules fixe´, volume fixe´, tempe´rature fixe´e, etc.).
3C’est-a`-dire pour que l’impre´dictibilite´ d’e´quations du mouvement de´terministes soit naturellement accep-
te´e.
4a` l’exception notable du gaz de Lorentz [136, 187, 188]. Notons e´galement une extension inte´ressante aux
chaˆınes de Markov en temps discret [77] ou continu [119, 120].
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fonctions de grandes de´viations [68] puisque ces dernie`res constituent l’extension de la notion
d’entropie (ou d’e´nergie libre de Landau) a` des situations hors e´quilibre ou des observables
dynamiques. Tant l’inte´gration d’ingre´dients dynamiques a` la physique statistique que l’uti-
lisation d’un formalisme statistique dans la the´orie des syste`mes dynamiques sont a` l’origine
d’une interaction fe´conde entre ces deux domaines. C’est dans ce cadre que se situe cette
the`se.
La premie`re partie (chapitres 1 et 2) porte principalement sur une me´thode de de´ter-
mination nume´rique des fonctions de grandes de´viations. Le premier chapitre est consacre´
aux fluctuations de chaoticite´ dans les syste`mes dynamiques. Plus pre´cise´ment, apre`s avoir
montre´ que les exposants de Lyapunov sont la mesure naturelle du chaos, nous pre´sentons
une me´thode nume´rique pour calculer les fonctions de grandes de´viations associe´es. Nous
l’appliquons ensuite a` une succession de syste`mes de complexite´ croissante, pour finir par
une chaˆıne d’oscillateurs anharmoniques posse´dant un millier de degre´s de liberte´. Dans le
deuxie`me chapitre, nous montrons que ce type de me´thode peut eˆtre e´tendue au cas des
chaˆınes de Markov continues en temps pour une large classe d’observables.
La deuxie`me partie de cette the`se (chapitre 3) porte sur l’utilisation des fonctions de
grandes de´viations pour e´tendre la notion de fonction thermodynamique a` des situations
hors e´quilibre. En partant d’une formulation hamiltonienne de la the´orie des fluctuations
macroscopiques [18], nous montrons que les calculs de fonctions de grandes de´viations de
syste`mes hors e´quilibre peuvent se ramener, dans certains cas, a` un calcul d’e´quilibre. Nous
pre´sentons explicitement une telle correspondance dans le cas du processus d’exclusion simple,
un mode`le unidimensionnel de transport de particules. En particulier, nous montrons que
c’est l’existence d’un mode`le dual a` l’e´quilibre qui permet le calcul explicite de la fonction de
grandes de´viations du profil de densite´.
Enfin, dans la dernie`re partie de cette the`se (chapitres 4 a` 8), nous pre´sentons une alterna-
tive aux approches d’ensemble : une e´tude directe du spectre de l’ope´rateur d’e´volution d’un
syste`me hamiltonien couple´ a` un bain thermique. Nous montrons en particulier comment la
supersyme´trie de l’e´quation de Kramers fournit de nouveaux outils pour e´tudier les tran-
sitions entre e´tats me´tastables. Ce formalisme sugge`re l’introduction d’un nouveau courant
de probabilite´, dont l’imple´mentation nume´rique est pre´sente´e au chapitre 6. Nous illustrons
cette dernie`re par quelques exemples simples et de´crivons finalement son utilisation par Mossa










Grandes de´viations et chaoticite´
1.1 Introduction
Dans de nombreux syste`mes physiques, les situations typiques ne sont pas ne´cessairement
les plus inte´ressantes et le physicien est donc contraint a` la recherche de trajectoires rares. Par
exemple, de tous les jeux possibles de conditions initiales d’un syste`me de huit plane`tes, seul
un nombre infime entraˆıne une stabilite´ comparable a` celle du syste`me solaire [111, 134, 135].
De meˆme, l’e´tude des proprie´te´s de transport des syste`mes quasi-inte´grables ne´cessite la lo-
calisation de couches chaotiques extreˆmement fines, seules responsables des me´canismes de
diffusion globale de ces syste`mes. De plus, au-dela` de la rarete´ d’une trajectoire, sa stabi-
lite´ peut e´galement eˆtre une source de difficulte´s. Ainsi, de nombreuses structures instables
suscitent l’inte´reˆt du physicien. Par exemple, des structures localise´es comme les solitons ou
les modes de respiration contribuent au transport d’e´nergie dans des syste`mes non line´aires
tels des condensats de Bose-Einstein ou des macromole´cules [47, 183]. De meˆme, l’e´tonnant
phe´nome`ne d’intermittence, qui se caracte´rise par des irruptions chaotiques dans un envi-
ronnement re´gulier, est difficile a` e´tudier en raison de l’instabilite´ de la phase turbulente.
Finalement, les re´sonances et se´paratrices jouent un roˆle pre´ponde´rant dans la stabilite´ des
syste`mes plane´taires [111, 134].
Pour toutes ces raisons, de nombreux efforts ont e´te´ de´die´s dans le passe´ a` la localisa-
tion de ces trajectoires rares, souvent caracte´rise´es par une chaoticite´ atypique. Puisqu’il
est analytiquement tre`s difficile de travailler sur un syste`me dynamique ge´ne´rique posse´dant
plusieurs degre´s de liberte´, de nombreuses me´thodes nume´riques ont e´te´ de´veloppe´es a` cette
fin [74, 116, 124, 156, 174]. A` de rares exceptions pre`s [124], ces me´thodes ne´cessitent un e´chan-
tillonnage syste´matique de l’espace des phases. Celui-ci peut reposer sur l’utilisation d’une
grille aux noeuds de laquelle on effectue une e´tude syste´matique du syste`me [74, 116, 174] ou
encore sur l’existence de trajectoires ergodiques qui e´chantillonnent tout l’espace. Si ces me´-
thodes ont remporte´ de nombreux succe`s lors de l’e´tude de syste`mes posse´dant peu de degre´s
de liberte´, elles sont en revanche inapplicables en plus haute dimension [72] : le nombre de
noeuds d’un maillage et le temps de Poincare´ d’une trajectoire ergodique divergent exponen-
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tiellement avec la dimension de l’espace des phases. Nous allons montrer dans ce chapitre que
l’application aux syste`mes dynamiques de me´thodes issues de la physique statistique permet
de contourner ce proble`me.
Historiquement, la me´canique statistique fut avant tout de´veloppe´e pour donner un fonde-
ment microscopique a` la thermodynamique, mais sa capacite´ a` rendre compte des fluctuations
d’observables statiques fut rapidement mise en e´vidence [64]. Au cours des anne´es 70, Bowen,
Ruelle, Sinai et bien d’autres [35, 163, 164, 172] re´alise`rent qu’elle offre de plus un cadre the´o-
rique pertinent pour l’e´tude de fluctuations d’observables dynamiques : plutoˆt que construire
des ensembles (microcanonique, canonique, etc...) dans l’espace des configurations, ceux-ci se
tourne`rent vers l’espace des trajectoires, pour poser les premie`res bases d’une thermodyna-
mique spatio-temporelle.
La formulation moderne de la physique statistique repose sur le formalisme des fonctions
de grandes de´viations [68]. Celui-ci a pour but l’e´tude asymptotique d’e´ve`nements rares et
offre donc un cadre the´orique ide´al pour les limites macroscopiques. Il permet, par exemple, de
quantifier les variations d’observables physiques extensives lorsque le nombre de constituants
e´le´mentaires d’un syste`me devient grand.
1.2 Grandes de´viations des exposants de Lyapunov
La question des grandes de´viations repose´e en terme de chaoticite´ s’e´nonce de la ma-
nie`re suivante : sachant qu’un syste`me dynamique macroscopique pre´sente une chaoticite´
typique, quelles sont les re´alisations de ce syste`me qui s’e´loignent fortement de ce comporte-
ment moyen ? A` quel point sont-elles rares ? Jouent-elles ne´anmoins un roˆle important ? Pour
tenter de re´pondre a` ces questions, nous montrons ci-dessous que les fonctions de grandes
de´viations sont les outils pertinents a` e´tudier et proposons une imple´mentation nume´rique de
leur de´termination dans le cadre des syste`mes dynamiques. Cette me´thode sera par la suite
ge´ne´ralise´e a` d’autres types de syste`mes et d’observables au chapitre 2.
1.2.1 De´finition du chaos
Historiquement, le chaos fut e´tudie´ par diffe´rentes communaute´s (mathe´maticiens, phy-
siciens, the´oriciens de l’information...) qui en donne`rent chacune une de´finition le´ge`rement
diffe´rente.
En mathe´matiques par exemple, il est courant de pre´senter le chaos d’un point de vue
purement topologique : un syste`me dynamique est dit chaotique s’il est topologiquement
transitif et posse`de un ensemble dense d’orbites pe´riodiques. Derrie`re ces termes quelque peu
abscons se trouvent en re´alite´ des ide´es intuitives. Ainsi, la transitivite´ signifie simplement
que si l’on conside`re deux voisinages quelconques de deux e´tats distincts d’un syste`me dyna-
mique, il existe une trajectoire qui passe de l’un a` l’autre1. Cela garantit que l’ensemble des
1Notons que cette de´finition fait re´fe´rence uniquement a` la notion de voisinage (d’ouvert) et non de distance.
C’est bien une proprie´te´ purement topologique.
8
1.2. GRANDES DE´VIATIONS DES EXPOSANTS DE LYAPUNOV
configurations du syste`me soit comple`tement « me´lange´ » par la dynamique.
Pour le physicien, la notion de chaos est fortement lie´e a` celle de mesure et d’impre´dicti-
bilite´. Ainsi un syste`me est dit chaotique si quelle que soit sa condition initiale, il existe une
perturbation infinite´simale autour de celle-ci qui se traduit par un futur radicalement distinct.
C’est le phe´nome`ne de sensibilite´ aux conditions initiales, intrinse`quement lie´ aux proble`mes
concrets du monde expe´rimental. En effet, si le temps typique pour que deux trajectoires ini-
tialement proches diffe`rent sensiblement est infe´rieur au temps expe´rimental caracte´ristique,
le syste`me e´tudie´ « apparait » non-de´terministe : une connaissance ne´cessairement imparfaite
des conditions initiales plonge l’expe´rimentateur dans l’impossibilite´ de pre´dire l’e´volution du
syste`me avec une pre´cision e´gale a` celle des donne´es dont il dispose2.
Englobant ces diffe´rentes approches, Devaney proposa une de´finition du chaos qui est
aujourd’hui largement accepte´e [59] : un syste`me dynamique est chaotique si et seulement si
• il est topologiquement transitif,
• il posse`de un ensemble dense d’orbites pe´riodiques,
• il pre´sente le phe´nome`ne de sensibilite´ aux conditions initiales.
Notons que les deux premie`res hypothe`ses impliquent la troisie`me [7], sans, bien suˆr, que
la re´ciproque soit vraie3. Toutefois, elles ne permettent pas une quantification simple de la
chaoticite´ et sont donc peu adapte´es a` une e´tude pratique d’un syste`me dynamique. Au
contraire, la sensibilite´ aux conditions initiales peut eˆtre quantifie´e graˆce aux exposants de
Lyapunov4 et se preˆte donc bien a` l’e´tude d’exemples concrets.
1.2.2 Exposants de Lyapunov
Les exposants de Lyapunov sont des observables dynamiques qui caracte´risent la diver-
gence exponentielle de trajectoires initialement proches et donnent donc une information
quantitative sur la sensibilite´ aux conditions initiales d’un syste`me. Notons que si cette der-
nie`re ne suppose pas que la se´paration entre deux trajectoires augmente exponentiellement
au cours du temps, c’est cependant ge´ne´riquement le cas dans les syste`mes chaotiques.
Conside´rons tout d’abord un syste`me dynamique de´fini sur un espace de dimension N par
N e´quations diffe´rentielles :
∀ i ∈ [1, . . . , N ] x˙i(t) = fi[x(t)] (1.1)
ou` x repre´sente les coordonne´es du syste`me. L’e´volution d’une petite perturbation δx(t) au-
2La pre´cision des pre´dictions qu’il peut faire de´croˆıt au cours du temps, il « perd » de l’information sur
son syste`me. Cette perte d’information est souvent caracte´rise´e par l’entropie de Kolmogorov-Sinai, dont nous
parlerons succinctement a` la section 1.6.
3C’est un re´sultat tre`s inte´ressant puisqu’on de´duit une proprie´te´ me´trique en partant d’hypothe`ses pure-
ment topologiques.
4du nom du mathe´maticien russe Aleksandr Lyapunov qui e´tudia a` la fin du XIXe sie`cle les proble`mes de
stabilite´ d’e´quations diffe´rentielles ordinaires.
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tour d’une trajectoire x(t) s’obtient via un de´veloppement de Taylor de l’e´quation pre´ce´dente :
d
dt

















Au premier ordre, ceci s’e´crit :












Matriciellement, (1.4) se note : δx˙ = −Aδx (1.5)
ou` A[x(t)] est la matrice de´finie par Aij = −∂fi[x(t)]∂xj . L’e´quation (1.5) est line´aire en δx(t),
elle de´crit la dynamique tangente associe´e a` la dynamique (1.1) et donne l’e´volution d’une
perturbation infinite´simale autour d’une trajectoire x(t). Pour quantifier la sensibilite´ aux
conditions initiales, il faut caracte´riser l’e´volution de la perturbation δx(t). En notant U(t)
la solution de l’e´quation matricielle
U˙ = −AU (1.6)
l’e´quation (1.5) s’inte`gre en δx(t) = U(t)δx(0) (1.7)
La norme de δx(t) s’obtient sous la forme :
|δx(t)|2 = δx(0)†U †(t)U(t)δx(0) (1.8)















2t converge lorsque t→∞ sous des conditions ge´ne´rales [150], ce qui
permet de de´finir les exposants de Lyapunov :
λi = lim
t→∞λi(t) (1.10)
5Notons que de nombreux ouvrages de´finissent les exposants de Lyapunov comme le logarithme du module
des valeurs propres de U et non a` partir de U†U . Cette de´finition n’est valide que lorsque U et U† commutent
(i.e. U est une matrice normale), ce qui n’est ge´ne´riquement pas le cas.
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Notons que si la de´finition (1.9) me`ne a` des me´thodes analytiques inte´ressantes [184], elle ne
permet pas de suivre simplement l’e´volution des exposants de Lyapunov au cours d’une simu-
lation nume´rique ou a` partir d’une se´rie temporelle expe´rimentale. En effet, pour construire
les λi(t), il faut tout d’abord construire la matrice d’e´volution U a` chaque temps, puis son
adjoint, diagonaliser le produit U †U , etc. Cela n’est gue`re pratique et il existe une alternative
simple. Nous la pre´sentons ici pour le calcul du plus grand exposant de Lyapunov λ1(t) et la
ge´ne´raliserons a` la section 1.6 au calcul de λk, pour k quelconque. Il s’agit essentiellement de
paraphraser les approches pre´sente´es dans [11–13] et [170].

















































Si au lieu de faire e´voluer un vecteur u, nous avions fait e´voluer une k surface oriente´e, nous
aurions de meˆme pu de´finir les k premiers exposants de Lyapunov (voir section 1.6). On











En principe, cette deuxie`me de´finition de l’exposant de Lyapunov a` temps fini est moins satis-
faisante sur le plan conceptuel. Tout d’abord, si (1.10) et (1.15) sont bien e´quivalentes [150],
(1.9) et (1.16) ne co¨ıncident que dans la limite t → ∞. De plus, la de´finition (1.16) est am-
bigu¨e car contrairement a` (1.9), elle de´pend de l’orientation initiale du vecteur tangent v.
Toutefois, nous nous inte´resserons dans la suite de notre travail a` des temps finis (puisque
nume´riques) mais toujours grands devant 1λ1−λ2 (ou` λ2 est le deuxie`me plus grand exposant
de Lyapunov) et la diffe´rence entre les de´finitions (1.9) et (1.16) sera indolore.
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1.2.3 Grandes de´viations et chaoticite´
Nous avons donne´ ci-dessus une de´finition locale des exposants de Lyapunov : nous avons
line´arise´ la dynamique autour d’une trajectoire bien pre´cise et de´fini par la suite un ensemble
d’exposants pour caracte´riser la divergence autour de celle-ci. Il est donc normal de s’interro-
ger sur la de´pendance de ces exposants vis-a`-vis de la trajectoire de re´fe´rence conside´re´e. Si
le syste`me posse`de une mesure ergodique, toutes les conditions initiales6 me`nent aux meˆmes
exposants de Lyapunov [150]. Toutefois, si l’on conside`re des exposants a` temps fini ou des
syste`mes moins chaotiques, les exposants peuvent varier d’une trajectoire a` une autre. Il est
alors naturel de chercher a` quantifier ces variations.
L’objet de cette the`se n’est pas de se concentrer sur l’e´tude de syste`mes dynamiques
particuliers de basse dimension, mais plutoˆt de se tourner vers la frontie`re entre la the´orie
des syste`mes dynamiques et la physique statistique. De la meˆme manie`re que les observables
statiques se concentrent autour de leur valeur moyenne dans la limite thermodynamique, on
s’attend a` ce que les fluctuations d’exposants de Lyapunov soient de plus en plus faibles
lorsque l’on passe de mode`les a` faible nombre de degre´s de liberte´ a` des syste`mes me´so- ou
macroscopiques [72]. Les outils de la physique statistique, telles les grandes de´viations, sont
alors un moyen adapte´ de quantifier les fluctuations d’observables dynamiques.
Cette ligne de recherche n’est pas nouvelle et les ide´es pre´sente´es dans cette section
trouvent leur source dans les travaux de Ruelle a` la fin des anne´es 70 [164]. La construc-
tion des fonctions de grandes de´viations effectue´e ci-dessous est en particulier tre`s proche de
celle pre´sente´e dans [86]. L’utilisation de ce type d’approche pour des syste`mes stochastiques
a, par ailleurs, e´te´ propose´e dans [14].
1.2.4 Grandes de´viations de l’exposant de Lyapunov maximal
1.2.4.1 Inte´reˆt du plus grand exposant
Dans un premier temps, nous allons nous concentrer sur les grandes de´viations de l’expo-
sant de Lyapunov maximal, qui est une observable particulie`rement inte´ressante. En effet, il
correspond tout d’abord a` la norme infini du vecteur d’exposants de Lyapunov :
|λ|∞ = sup
i
|λi| = |λ1| (1.17)
Ainsi, bien qu’il ne permette pas une description comple`te du spectre d’exposants, il rece`le
ne´anmoins une information non-triviale sur celui-ci. Ensuite, il est la mesure naturelle de
l’impre´dictibilite´ d’un syste`me dynamique. De fait, conside´rons une base {ei} de vecteurs
propres orthonormaux7 de U †(t)U(t), une perturbation quelconque autour d’une certaine




αiei, αi 6= 0 (1.18)
6Sauf pour un ensemble de mesure nulle.
7U†U est hermitienne. Elle est donc diagonalisable en base orthonorme´e et ses valeurs propres sont re´elles.
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Cette somme est rapidement domine´e par le plus grand exposant de Lyapunov λ1 et l’on a
donc :
|δx(t)| ' |α1| exp[tλ1] ∝ |δx(0)| exp[tλ1] (1.20)
A` chaque fois qu’un temps τ = 1λ1 s’e´coule, on perd un facteur e dans la pre´cision des don-
ne´es9. τ s’appelle le temps de Lyapunov du syste`me. Par exemple, le temps de Lyapunov
des plane`tes internes du syste`me solaire (Mercure, Ve´nus, la Terre et Mars) est d’environ
5 millions d’anne´es [111, 115, 178]. Cela veut dire que si l’on a une pre´cision initiale d’une
centaine de me`tres sur la position d’une plane`te, elle n’est plus au bout de 10 millions d’an-
ne´es10 que d’un kilome`tre, au bout de 20 millions d’anne´es de 10 kilome`tres, etc. On voit
sur cet exemple tout le sens physique de la sensibilite´ aux conditions initiales, plus agre´able
au physicien qu’une de´finition purement topologique du chaos, quelle que soit l’e´le´gance de
celle-ci.
1.2.4.2 Grandes de´viations de λ1
Dans cette partie, nous allons pre´senter l’application du formalisme des grandes de´viations
a` l’e´tude des syste`mes dynamiques. Ce formalisme e´tant a` la base de la physique statistique,
nous essaierons de faire re´fe´rence a` celle-ci de`s qu’une analogie sera susceptible d’apporter un
e´clairage inte´ressant aux notions introduites.
Construction des fonctions de grandes de´viations
Pour e´tudier les fluctuations de λ1(t), nous cherchons donc a` obtenir des informations sur la
distribution de probabilite´ P (λ1, t) d’observer un exposant maximal λ1 au bout d’un temps
t. Cette probabilite´ correspond aux diffe´rentes conditions initiales, re´alisations du bruit11,
etc. Si l’on suppose que les corre´lations temporelles du syste`me sont finies, P (λ1, t) se met
ge´ne´riquement sous la forme :
P (λ, t) ∼ eS(λ) S(λ) = ts(λ) s(λ) ∼
t
O(1) (1.21)
8On identifie le produit scalaire entre vecteurs ei · ej avec sa repre´sentation matricielle e†iej .
9Si l’on e´crivait les donne´es en base e et non en base 10, on perdrait un chiffre significatif a` chaque fois
qu’un temps τ s’e´coule.
105 log 10 ' 10.
11dans le cadre d’un syste`me stochastique.
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T T
T
Fig. 1.1 : Si les corre´lations temporelles sont finies, on peut toujours couper une trajectoire suffisam-
ment longue en des segments plus petits que l’on conside`re inde´pendants en premie`re approximation.
Donnons une justification intuitive a` cette loi d’e´chelle. Lorsque le temps de corre´lation τ est
fini, on peut de´couper une trajectoire en n tronc¸ons de dure´e T  τ grande, mais d’ordre
1 en t, ceux-ci pouvant eˆtre conside´re´s inde´pendants (voir figure 1.1). La probabilite´ que la
trajectoire totale ait un exposant de Lyapunov maximal λ s’e´crit alors :
P (λ, t) =
∑
(λ1+···+λt/T )T=λt
P1(λ1, T ) . . . Pt/T (λt/T , T ) =
∑
(λ1+···+λt/T )T=λt
eS1(λ1,T )+···+St/T (λt/T ,T ) (1.22)
L’exposant de chaque terme du membre de droite est la somme de t/T facteurs d’ordre 1
et est donc d’ordre t. Aux temps longs, P (λ, t) est domine´e par le plus grand des facteurs
exponentiels et la loi d’e´chelle (1.21) est donc bien satisfaite.
Notons une premie`re analogie avec la me´canique statistique. On proce`de en effet de manie`re
similaire lorsque l’on cherche a` montrer qu’une observable, par exemple l’entropie S d’un
macro-e´tat d’aimantation m donne´e d’un syste`me de N spins, est extensive, i.e. :
P˜ (m) ∼ eS˜(m) S˜(m) = Ns˜(m) s˜(m) ∼
N
O(1) (1.23)
On suppose alors que la longueur de corre´lation ξ est finie et l’on de´coupe le syste`me en N/n
sous-syste`mes de taille n, grande devant ξ mais d’ordre 1 en N . Ces derniers peuvent ainsi








Il y a N/n termes d’ordre 1 dans les exposants du membre de droite et ceux-ci sont donc
d’ordre N . Le plus grand des exposants domine exponentiellement la somme12 et P (m) est
donc bien e´gal a` l’exponentielle d’un nombre d’ordre N .
12Pour trouver quel est ce terme, il faut imposer que l’exposant soit maximal. Si tous les sous-syste`mes
sont identiques, ils auront alors typiquement la meˆme aimantation. En effet, en remarquant que mN/n =
mN
n
−m1 − · · · −mm/n−1 et en de´rivant l’exposant par rapport a` mj , on obtient alors S˜′(mj) = S˜′(mN/n).
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Pour calculer P (λ1, t), il faut « compter » le nombre de trajectoires qui ont un exposant
maximal e´gal a` λ1. Cela ressemble fortement a` la construction de l’ensemble microcanonique
en physique statistique, ou` l’on de´termine le nombre Ω(E) de micro-e´tat d’e´nergie E. La fonc-
tion de grandes de´viations S(λ1, t) joue donc un roˆle similaire a` l’entropie S(E). Remarquons
que le roˆle de grand parame`tre que joue N en physique statistique est ici occupe´ par t. C’est
tout le sens du « formalisme thermodynamique » de Ruelle [164]. De la meˆme manie`re qu’en
physique statistique, il est plus simple de travailler dans l’ensemble canonique que dans le








ou` la moyenne 〈 . 〉 est re´alise´e par rapport a` la probabilite´ P (λ1, t), i.e. sur les conditions
initiales, les re´alisations d’un e´ventuel bruit, etc. µ(α) est l’analogue de −βF ou` F est l’e´nergie
libre de Helmoltz dans l’ensemble canonique.
Dans un langage plus mathe´matique, l’alternative a` la construction explicite de P (λ1, t)
est le calcul de la fonction ge´ne´ratrice des moments Z(α, t) ou de la fonction ge´ne´ratrice des
cumulants µ(α).
Une tempe´rature pour la chaoticite´
Arreˆtons-nous quelques instants sur la de´finition de Z et sur l’interpre´tation physique du
parame`tre α. Si l’on poursuit l’analogie avec la me´canique statistique, eαλ1t joue le roˆle du
poids de Boltzmann et α celui de −β, i.e. l’oppose´ d’une tempe´rature inverse. Notons qu’au
lieu d’eˆtre de´finies sur l’espace des configurations, ces quantite´s sont ici de´finies dans l’es-
pace des trajectoires. Nous avons en quelque sorte construit une thermodynamique « spatio-
temporelle » de notre syste`me. Il s’agit simplement d’une image et ce formalisme est toutefois
beaucoup moins puissant pour les syste`mes dynamiques que la thermodynamique usuelle ne
l’est pour les syste`mes a` l’e´quilibre, principalement en raison de l’absence d’un sens physique
e´vident pour la tempe´rature α−1 et de son inaccessibilite´ expe´rimentale. Nous reviendrons sur
ce point par la suite dans la section 1.5 lorsque nous aborderons le proble`me des transitions
de phase dynamiques.
L’analyse du poids eαλ1t que l’on met sur les trajectoires donne une interpre´tation simple
de l’influence de α, que nous pre´sentons ci-dessous. Nous avons vu pre´ce´demment que
P (λ1, t) = ets(λ1) (1.26)
Aux temps longs, cette mesure est domine´e par les trajectoires dont l’exposant λ∗1 est un
maximum global de s qui satisfait donc s′(λ∗1) = 0 et les de´viations de ces valeurs sont expo-
nentiellement rares. Si l’on pe`se de´sormais les trajectoires avec le « facteur de Boltzmann »
Cela signifie que le terme qui domine correspond a` une meˆme aimantation mj = m pour tous les sous-syste`mes.
L’analogue pour les trajectoires serait de prendre un temps T grand devant le temps de Poincare´ d’un syste`me
ergodique. Les tronc¸ons de trajectoire explorent alors typiquement les meˆme re´gions de l’espace des phases et
ont tous le meˆme exposant λ.
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eαλ1t, on induit alors sur l’espace des trajectoires la mesure
P˜α(λ1, t) =
P (λ1, t) eαtλ1∫
dλ1P (λ1, t) eαλ1t
∝ P (λ1, t) eαλ1t ∼ et[s(λ1)+αλ1] (1.27)
qui est domine´e aux temps longs par les trajectoires dont l’exposant λ∗∗1 satisfait
s′(λ∗∗1 ) = −α (1.28)
De la meˆme manie`re que fixer la tempe´rature en physique statistique se´lectionne dans la
limite thermodynamique une densite´ d’e´nergie typique, imposer α revient ici a` se´lectionner
une valeur de λ particulie`re. Concre`tement, si α est positif, les trajectoires ont un poids
d’autant plus grand que leur exposant de Lyapunov maximal est grand tandis qu’a` l’inverse
α ne´gatif favorise des trajectoires atypiquement re´gulie`res.
Expliquons sche´matiquement pourquoi l’observation de trajectoires de chaoticite´ atypique
est ge´ne´ralement difficile. Supposons que l’ensemble des trajectoires d’un syste`me dynamique
soit domine´ par une seule valeur de λ1, c’est-a`-dire que s(λ1, t) ait un unique maximum global
λ∗1. Si l’on essaie de construire Z en faisant N simulations et en calculant pour chacune eαλ1t,
celles-ci donneront des valeurs de λ1 qui fluctuent autour de λ∗1. Or Z est domine´e par des
trajectoires dont l’exposant maximal λ∗∗1 satisfait s′(λ∗∗1 ) = −α. Les valeurs λ∗1 et λ∗∗1 sont des
proprie´te´s intrinse`ques de s et ne de´pendent donc pas de t aux temps longs. La diffe´rence λ∗1−
λ∗∗1 est par conse´quent d’ordre 1 en t. La distribution P (λ1, t) e´tant exponentiellement pique´e
autour de λ∗1, il faut un nombre exponentiel de re´alisations pour observer avec une probabilite´
d’ordre 1 de telles de´viations de λ1. Ainsi, pour e´chantillonner correctement Z(α, t), il faut
un nombre exponentiellement grand de simulations, ce qui est nume´riquement inaccessible.
C’est en ce sens que l’on parle de grandes de´viations.
Au contraire, si l’on sait re´aliser un thermostat imposant α, on peut alors rendre typique
des trajectoires au pre´alable exponentiellement rares. Un nombre fini de mesures n’est alors
plus geˆnant puisque l’on e´chantillonne avec des probabilite´s d’ordre 1 le voisinage de λ∗∗1 .
Pour faire un paralle`le avec la me´canique statistique, e´chantillonner brutalement Z(α) revient
a` essayer de construire la fonction de partition d’un gaz a` une tempe´rature T1 a` partir de
simulations re´alise´es a` une tempe´rature T2 : les configurations e´chantillonne´es ont une e´nergie
typique sensiblement diffe´rentes de celles correspondant a` T1 et leur contribution a` la fonction
de partition est exponentiellement faible. Cela revient a` essayer de construire la distribution
de Boltzmann en n’e´chantillonnant que sa queue.
L’inte´reˆt d’introduire ce formalisme pour les syste`mes dynamiques est double. D’abord, il
permet d’exporter tout le langage de la physique des transitions de phase vers la dynamique,
ce que nous ferons dans la section 1.5, mais surtout, bien que la re´alisation expe´rimentale d’un
thermostat qui fixerait α soit « difficilement envisageable », son imple´mentation nume´rique
est tre`s simple. C’est la base de la dynamique biaise´e par les Lyapunov que nous pre´sentons
dans la section 1.3.
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1.2.5 Syste`me hamiltonien
Avant de pre´senter l’imple´mentation algorithmique d’un thermostat pour la chaoticite´,
nous allons tout d’abord construire le formalisme pre´sente´ dans la section pre´ce´dente pour
une classe particulie`re de syste`mes dynamiques : les syste`mes hamiltoniens. Si la dynamique
biaise´e s’applique dans un cadre beaucoup plus ge´ne´ral13, cela nous permettra ne´anmoins
d’introduire l’algorithme sur un exemple concret. Conside´rons donc un syste`me hamiltonien







On souhaite tout d’abord construire la fonction de partition dynamique (1.25), ce qui
impose de donner un sens a` la valeur moyenne 〈 . 〉. La question des mesures invariantes dans
les syste`mes hamiltoniens est ardue. Une manie`re simple de la contourner est d’introduire un
petit bruit, rendant ainsi la dynamique stochastique. Par exemple, si l’on impose un bruit
tangent a` la surface d’e´nergie, on peut montrer que la mesure invariante est simplement la
mesure microcanonique (annexe A). La moyenne (1.25) revient alors a` prendre une distri-
bution de conditions initiales uniforme sur la surface d’e´nergie et a` e´chantillonner sur les
diffe´rentes re´alisations du bruit. Toutefois, l’addition d’un bruit perturbe a priori le syste`me
e´tudie´ et l’on aimerait savoir ce qui se passe dans la limite de bruit nul. C’est la question de la
stabilite´ stochastique [46] du syste`me. Cette notion, qui remonte a` Kolmogorov (voir [173]),
est une manie`re tre`s naturelle pour le physicien de se poser la question de l’existence d’une
« bonne » mesure pour un syste`me hamiltonien. Ce que l’on en retiendra est que la limite
de faible bruit est une manie`re tout a` fait le´gitime de de´finir la mesure SRB d’un syste`me
physique lorsque celle-ci existe [46] et l’approche que nous suivons ici est donc moralement
acceptable.









ou` les ηi sont des bruits blancs gaussiens de variance 1. Notons tout de suite que les ηi
induisent une diffusion en e´nergie, ce qui, de manie`re ge´ne´rale, n’est pas souhaitable. On
montre dans l’annexe A comment proce´der avec un bruit conservatif. L’e´quation d’e´volution
pour la densite´ de probabilite´ de ce syste`me est fournie par l’e´quation de Liouville modifie´e :
∂P (q,p, t)
∂t
















On peut alors de´finir une distribution de probabilite´ d’exposant de Lyapunov maximal au
temps t par
P (λ1, t) =
∫
D[q,p]δ[λ1 − λ1(q,p, t)] (1.32)
13par exemple pour des applications ou encore des syste`mes continus en temps, mais dissipatifs.
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ou` λ1(q,p, t) est de´fini a` la formule (1.16). L’e´chantillonnage des trajectoires correspond,
comme nous l’avons dit pre´ce´demment, aux diverses re´alisations du bruit et aux diffe´rentes








ou` A est la matrice 2N × 2N de´finie comme
A =






Dans la suite, on note N(v) = −∑ij viAijvj .
Avant de pouvoir imple´menter le calcul de Z, nous allons re´e´crire la formule (1.25) en terme
d’inte´grales de chemin, pour reconnaitre un ope´rateur d’e´volution ge´ne´ralise´, dans lequel nous






ou` la moyenne est re´alise´e sur les diffe´rentes trajectoires possibles. Graˆce au bruit que nous
avons ajoute´, la mesure stationnaire est la mesure plate14 et la probabilite´ d’une trajectoire



























 e−Pi R t0 dt η2i2 e−Pij R t0 dtαviAijvj (1.36)
L’inte´grale porte sur toutes les trajectoires possibles du syste`me, les fonctions δ imposent
que ces trajectoires soient des solutions des e´quations du mouvement (1.30) et la gaussienne
correspond a` la probabilite´ de la re´alisation du bruit. Puisque nous allons simplement utiliser
cette inte´grale de chemin pour reconnaˆıtre un ope´rateur d’e´volution, et que le bruit n’est pas
multiplicatif, nous ne faisons pas attention a` la discre´tisation des e´quations du mouvement15.
En utilisant la repre´sentation de Fourier des fonctions δ et en effectuant l’inte´grale gaussienne





























14Dans le cas d’un bruit conservatif, pre´sente´ dans l’annexe A, il s’agit de la mesure microcanonique.
15Cela sera fait aux sections 5.1.1 et 5.2.1, lorsque nous construirons la supersyme´trie associe´e aux e´quations
de Langevin avec et sans inertie.
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ou` P0 est la distribution initiale des positions, impulsions et vecteurs tangents, et H est donne´
par










Celui-ci traduit simplement le fait que les positions et vecteurs tangents e´voluent via (1.30)
et (1.33). Cet e´le´ment de matrice ne correspond pas a` une e´quation de Langevin usuelle car
le terme −αN(v) ne conserve pas la probabilite´. En effet, l’e´volution
∂P
∂t









Cela signifie simplement que si l’on repre´sente P (t) par une population de marcheurs dans
l’espace des (q,p,v), chaque marcheur est re´plique´ ou tue´ au cours de l’e´volution avec un
taux −αN(v), soit α fois le taux d’extension du vecteur tangent non normalise´ u(t). C’est la
base de la dynamique biaise´e par les Lyapunov.
1.3 Algorithme
1.3.1 Dynamique biaise´e par les Lyapunov
Pour calculer la fonction de partition Z et re´aliser la distribution correspondant a` la tem-
pe´rature α−1, nous allons imple´menter l’e´volution induite par HFP +αviAijvj . Pour cela, nous
utilisons une dynamique de population, propice a` repre´senter des e´volutions ne conservant pas
la probabilite´. Ce type d’algorithme est fre´quemment utilise´ en me´canique quantique, pour le
calcul d’e´tats excite´s d’Hamiltonien de Schro¨dinger, et appartient a` la classe des algorithmes
de type Diffusion Monte Carlo [2, 21, 42, 79, 99, 145, 146]. Notons qu’une alternative a` ce
type de me´thode est l’utilisation de Monte Carlo standard16 directement dans l’espace des
trajectoires (c’est, par exemple, la strate´gie suivie par Transition path sampling [51]). Une
telle strate´gie a e´te´ propose´e par le passe´ pour la recherche de trajectoires stables [124] et
pourrait probablement eˆtre modifie´e pour reproduire la distribution a` tempe´rature α−1. Tou-
tefois, il est tre`s difficile de travailler avec ce type de me´thode sur des trajectoires longues
dans des syste`mes chaotiques17 et nous pensons que les dynamiques de population sont plus
adapte´es a` ce genre de syste`me.
On conside`re une population de N marcheurs dans l’espace des phases dont on note q
et p les positions et impulsions. A` chaque marcheur on associe de plus un vecteur tangent
unitaire v. On choisit alors un pas de temps dt et on fait e´voluer le syste`me sur un temps
16de type Metropolis, par exemple.
17D’une part, la moindre modification de la trajectoire a des conse´quences dramatiques, d’autre part, main-
tenir la structure de la trajectoire est alors difficile.
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total t = Tdt. A` t = 0, les N marcheurs de´marrent d’une distribution de positions initiales
que l’on choisit librement. A` chaque temps t′ = ndt :
1 pour chaque marcheur
• on fait e´voluer (q,p) avec la dynamique hamiltonienne bruite´e (1.30),
• le vecteur v e´volue suivant la dynamique tangente
v˙i = −Aijvj (1.42)
• v est ensuite renormalise´ et l’on retient le facteur de renormalisation N(n) applique´
au temps t = ndt,
2 chaque marcheur est alors re´plique´ avec le taux N(n)α lui correspondant. Pour cela,
on tire au hasard un nombre ε entre 0 et 1 et l’on calcule18 τ = bε+N(n)αc,
• si τ = 0, on supprime le clone,
• si τ > 1, on en cre´e τ − 1 copies identiques,
3 apre`s la phase de re´plication, la population de marcheurs est compose´e de N (n + 1)
particules, au lieu des N (n) initiales. On garde la valeur du facteur R(n) = N (n+1)N (n) ,
• si N (n+ 1) < N (n), on clone au hasard N (n+ 1)−N (n) particules,
• si N (n+ 1) > N (n), on en tue ale´atoirement N (n+ 1)−N (n),
On re´cupe`re finalement N (n+ 1) = N (n) = N (0) marcheurs.












La distribution de trajectoires de´crite par les marcheurs converge vers la « distribution de
Boltzmann » a` la tempe´rature α−1.
1.3.2 Quelques remarques sur l’imple´mentation nume´rique
1.3.2.1 Taille de la population
La renormalisation de la population n’est en principe pas ne´cessaire puisque les deux pre-
miers pas repre´sentent a` eux seuls la dynamique stochastique correspondant a` (1.40). Sans
le 3e pas de l’algorithme, Z(α, t) serait simplement donne´e par le ratio entre les populations
au temps t et a` l’instant initial. Toutefois, Z augmente (α > 0) ou de´croˆıt (α < 0) exponen-
tiellement avec t et la population ferait donc de meˆme, ce qui n’est pas souhaitable pour des
raisons nume´riques e´videntes. Nous avons propose´ ici une manie`re possible de contourner ce
proble`me sans endommager l’e´chantillonnage.
18bxc est la partie entie`re de x.
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Une alternative consiste a` suivre une strate´gie du type Go with the winner (voir [85]
et les re´fe´rences que contient cet article). L’ide´e est d’associer a` chaque particule un poids
W qui augmente a` chaque pas de temps de N(n)α. Si l’on s’en tenait la`, chaque particule
aurait au bout d’un temps t un poids exp(αλ1t). Toutefois, comme nous l’avons explique´ a` la
section 1.2.4.2, les trajectoires e´chantillonne´es seraient les trajectoires typiques (s′(λ1) = 0)
et non celles qui re´alisent un e´chantillonnage correct de Z (s′(λ1) = −α). Il faut donc avoir
a` nouveau recours a` une me´thode d’enrichissement de l’e´chantillonnage pour favoriser les
trajectoires pertinentes.
Pour cela, on de´finit deux taux W+ et W− tels que si le poids W d’une particule de´passe
W+, on la remplace par deux particules de poids W/2 et s’il devient plus petit que W−, on
la tue avec probabilite´ 1/2 et on lui donne un poids 2W autrement. Ceci assure a` nouveau
que les trajectoires ayant un poids fort soient bien e´chantillonne´es et que l’on ne perde pas
de temps a` e´chantillonner des trajectoires qui ne contribuent pas a` Z. De plus, la re´plication
propose´e respecte bien en moyenne le poids de chaque trajectoire. La difficulte´ est alors de
bien choisir W+(t) et W−(t). Pour cela, on utilise au temps t′ l’estimation Zest(t′) entre
les temps 0 et t′ de Z sur l’ensemble des clones dont on dispose au temps t′. On choisit
typiquement W+(t′) = CZest(t′), W− = 1CZest(t
′), ou` C est une constante comprise entre 1
et 10. Si au de´but de la simulation, cette approximation est a priori mauvaise (puisque Z est
domine´e par des trajectoires rares), elle s’ame´liore au cours du temps et on est assure´ de ne
pas avoir de prolife´ration exponentielle aux temps longs19.
Notons finalement que si l’on remplace, dans l’algorithme que nous avons propose´, le taux




on obtient une strate´gie tre`s proche des simulations de type Go with the winner.
1.3.2.2 Imple´mentation du bruit
Le mouvement des particules dans l’espace des phases est de´crit par une dynamique hamil-
tonienne bruite´e. Pour imple´menter nume´riquement ce type d’e´quation, on cherche en ge´ne´ral
a` satisfaire deux contraintes : d’abord, lorsque le bruit tend vers ze´ro, on souhaite re´cupe´rer
la structure symplectique des e´quations hamiltoniennes ; ensuite, lorsque le bruit est fini, on
de´sire obtenir une distribution d’e´quilibre qui corresponde a` la distribution the´orique20.
Dans le cadre de l’e´quation de Kramers (Hamilton+bruit+friction), de nombreux algo-
rithmes ont e´te´ de´veloppe´s pour cela (voir par exemple [123]) et nous les utilisons dans la
troisie`me partie de cette the`se, lorsque la distribution d’e´quilibre est re´ellement importante.
Ici, la principale utilite´ du bruit est d’assurer la diversite´ des clones : si la dynamique
sous-jacente est de´terministe, deux copies d’un meˆme marcheur ont ne´cessairement le meˆme
19Notons que, puisque les trajectoires inte´ressantes sont exponentiellement rares, l’estimation initiale de Z
sera ne´cessairement mauvaise, ce qui peut avoir des conse´quences dramatiques sur le de´but de la simulation.
20uniforme sur l’espace des phases pour un bruit additif, microcanonique pour un bruit conservatif, etc.
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avenir et la re´plication est alors inefficace ; au contraire, la pre´sence d’un bruit assure la di-
versite´ des histoires des diffe´rents clones apre`s clonage. En principe, on aurait pu de manie`re
e´quivalente simuler une dynamique purement hamiltonienne et effectuer un clonage le´ge`re-
ment imparfait21, puis laisser la chaoticite´ de la dynamique s’assurer de la diversite´ des futurs
des clones. L’imple´mentation du bruit est donc beaucoup moins importante que celle de la
dynamique sous-jacente.
Concre`tement, nous avons utilise´ deux types d’inte´grateur symplectique, un d’ordre 2
(Leap Frog) et un d’ordre 8 (introduit par Yoshida [197]) pour inte´grer les e´quations du
mouvement. Pour appliquer le bruit, nous tirons au hasard un vecteur η sur une sphe`re de
dimension N et de rayon
√
2εdt et l’ajoutons a` p. Lorsque l’on souhaite conserver l’e´nergie,






On ve´rifie simplement que dans ce cas p · η˜ = 0. On peut de plus montrer que la mesure
microcanonique est alors stationnaire. De meˆme, en prenant dans la formule pre´ce´dente





ou` µ est un vecteur tire´ au hasard sur une sphe`re de dimension N et de rayon
√
2εdt, on
obtient un bruit qui conserve l’impulsion totale. Tous les de´tails sur ces bruits multiplicatifs
sont pre´sente´s dans l’annexe A.
1.3.2.3 Reproduction, mutation et se´lection
Une manie`re simple de comprendre l’efficacite´ de ce type d’algorithme est de faire le
paralle`le avec la the´orie de l’e´volution. En effet, les trois principaux ingre´dients de celle-ci
sont l’existence d’une population de taille finie, qui se reproduit, est soumise a` des mutations
et est se´lectionne´e en fonction de son « adaptation » a` l’environnement. Ici, notre population
de clone est finie, se reproduit, est soumise a` des « mutations » a` travers la pre´sence de bruit
et subit une se´lection puisque son taux de reproduction de´pend de sa chaoticite´. Ainsi, c’est
l’existence d’une pression de se´lection qui explique la convergence de cet algorithme.
1.4 Quelques applications
Nous allons a` pre´sent appliquer la dynamique biaise´e par les Lyapunov a` diffe´rents exemples
de complexite´ croissante. Le but final est bien suˆr d’e´tudier ce qui e´tait jusqu’a` pre´sent hors
d’atteinte : des exemples de haute dimensionnalite´. Cela sera fait a` la section 1.4.3 pour
une chaˆıne d’oscillateurs non-line´aires, posse´dant plusieurs centaines de degre´s de liberte´.
Mais avant tout, pour illustrer l’algorithme, nous allons l’appliquer a` des syste`mes de basse
dimensionnalite´ pour lesquels une repre´sentation directe de l’espace des phases est possible.
21c’est-a`-dire ajouter le bruit uniquement lors du clonage.
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1.4.1 Double puits de potentiel
Les se´paratrices jouent un roˆle fondamental dans la the´orie des syste`mes dynamiques,
car elles sont le berceau du chaos (cf section 1.4.2.1). Dans les syste`mes inte´grables22, la
dynamique biaise´e par les Lyapunov converge vers ces structures pour α = 1 et les peuple
uniforme´ment. Ceci est illustre´ sur la figure 1.2 dans le cas d’un double puits de poten-
tiel unidimensionnel, de´fini par H(p, q) = p2/2 + q4 − 2q2. Un syste`me hamiltonien posse`de
automatiquement une constante du mouvement : le Hamiltonien H. Ainsi, un syste`me unidi-
mensionnel est ne´cessairement inte´grable.
Les particules peuvent soit osciller dans un des puits, soit passer de l’un a` l’autre. La
se´paratrice est la courbe limite entre ces deux re´gimes. Le seul point pre´sentant un exposant
de Lyapunov non nul e´tant le point selle, sa varie´te´ instable (l’ensemble des trajectoires qui
en e´manent) est l’attracteur naturel de la dynamique biaise´e. Pour α = 1, les clones diffusent
lentement en e´nergie sous l’effet du bruit avant de converger vers la se´paratrice, ou` ils se mul-
tiplient plus favorablement. Puisque la population totale est maintenue constante, les clones
qui s’e´loignent de la zone stochastique sont re´plique´s moins favorablement et disparaissent
donc par pression de se´lection.
Fig. 1.2 : Convergence vers la se´paratrice. L’axe horizontal correspond aux positions q,
l’axe vertical aux impulsions p. Le code couleur repre´sente la valeur du Hamiltonien. Les marcheurs
de´marrent dans le puits de gauche (t ∼ 3 000) et diffusent en e´nergie (t ∼ 11 450) jusqu’a` atteindre
la se´paratrice (t ∼ 11 725) ou` ils convergent finalement (t > 12 000). 2 000 marcheurs ont e´volue´
avec la dynamique biaise´e par les Lyapunov, pour ε = 10−5 et α = 1.
1.4.2 Transition vers le chaos
Nous allons e´tudier dans les deux prochaines sections des syste`mes dont la chaoticite´ est
fixe´e par un parame`tre exte´rieur qui permet de les faire passer de l’inte´grabilite´ au chaos.
Un troisie`me exemple (une famille de billards) est pre´sente´ dans l’annexe B. L’objet de cette
the`se n’e´tant pas de traiter la the´orie KAM [3, 103, 131], nous renvoyons aux nombreux
ouvrages de re´fe´rence qui pre´sentent les the´ories de perturbation des syste`mes inte´grables [5,
121, 151]. Nous rappellerons toutefois succinctement les e´le´ments de ces the´ories ne´cessaires
a` la compre´hension des exemples pre´sente´s.
22Un syste`me est dit inte´grable s’il posse`de autant de constantes du mouvement inde´pendantes que de degre´s
de liberte´.
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1.4.2.1 L’application standard
Chirikov a montre´ [45] que la dynamique d’un syste`me hamiltonien au voisinage d’une
re´sonance peut ge´ne´riquement se ramener a` l’e´tude d’un syste`me plus simple, de type pendu-
laire. Pour e´tudier ce dernier, il a introduit un syste`me dynamique symplectique de´sormais
ce´le`bre : l’application standard. Celle-ci est de´finie par
pn+1 = pn − kδ2pi sin(2piqn) qn+1 = qn + δpn+1 (1.48)
sur espace pe´riodique en q23. Elle repre´sente l’e´volution d’un rotor libre, soumis re´gulie`rement
a` une force constante, d’orientation fixe´e [151]. δ caracte´rise la pe´riode du syste`me et k
l’intensite´ de la force. La limite k → 0 correspond a` des translations discre`tes de q :
qn+1 = qn + δpn pn = p0 (1.49)
ce qui correspond a` un syste`me inte´grable. De meˆme, la limite δ → 0 correspond au pendule
pesant et est inte´grable. Lorsque k et δ sont strictement positifs, le syste`me est d’autant plus
chaotique que ceux-ci sont grands. Pour comprendre le paradigme de la transition vers le
chaos, illustre´e sur la figure (1.4), quelques e´le´ments de the´orie sont ne´cessaires.
Syste`mes inte´grables
Tout d’abord, on peut montrer que si H0(q, p) est le Hamiltonien d’un syste`me inte´grable,
il existe un jeu de coordonne´es symplectiques 24 (I, θ), dites variables d’angle-action, telles
que les e´quations du mouvement s’e´crivent :




Les Ik correspondent a` N inte´grales premie`res du mouvement tandis que les θk de´crivent
des trajectoires confine´es sur des tores de dimension N , invariants sous la dynamique (1.50).
La valeur des fre´quences ωk(I) de´pend uniquement du tore sur lequel le mouvement a lieu,
mais varie ge´ne´ralement en fonction de celui-ci. Il existe essentiellement deux types de tores :
les tores dits « re´sonants » ou « rationnels », sur lesquels les fre´quences ωk satisfont une ou
plusieurs relation du type ∑
k
nkωk = 0 nk ∈ Z (1.51)
et les autres. Une trajectoire d’un tore non-re´sonant le remplit dense´ment tandis que celle
d’un tore re´sonant remplit sur celui-ci un ensemble de mesure nulle. Notons qu’en dimension
strictement supe´rieure a` 2, la relation (1.51) n’implique pas un mouvement pe´riodique tandis
que c’est le cas pour N = 1, 2 et en particulier pour l’application standard et la famille de
billards pre´sente´e dans l’annexe B.
23On identifie q = 0 et q = 1.
24i.e. obtenues a` partir de (q, p) par un changement de variables canoniques.
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Illustrons la diffe´rence entre ces deux types de tore sur l’exemple de l’application standard.
Lorsque k = 0, les impulsions p sont des constantes du mouvement, le syste`me est inte´grable et
chaque tore invariant est de´fini par la valeur correspondante de l’impulsion p0. Les trajectoires
qui le composent correspondent a` l’e´volution (1.49). Elles sont pe´riodiques si p0 est rationnel
et correspondent alors a` un nombre fini de points : le tore correspondant est re´sonant. Au
contraire, si p est irrationnel, l’ensemble des images d’un point par (1.49) remplit dense´ment
la ligne p = p0 et le tore n’est pas re´sonant.
Ruptures des tores rationnels et se´paratrices
La question de la ge´ne´ralite´ du caracte`re inte´grable a longtemps traverse´ la communaute´
des physiciens et des mathe´maticiens. La structure de´crite pre´ce´demment est-elle ge´ne´rique ou
exceptionnelle ? Cette question se pose naturellement en terme de stabilite´ : si l’on perturbe
un syste`me inte´grable, que se passe-t-il ? L’inte´grabilite´ laisse-t-elle place a` un chaos total ou
au contraire survit-elle, avec des constantes du mouvement le´ge`rement modifie´es ? La re´ponse
a` cette question trouve son origine dans les travaux de Kolmogorov [103, 105] qui utilisa
une suite de transformations canoniques astucieuses (me´thode de superconvergence) pour
montrer que les tores suffisamment non-re´sonants survivent a` la perturbation tandis que les
tores rationnels sont de´truits. Puisque les tores rationnels sont denses, on pourrait penser
que leur destruction va entraˆıner une comple`te chaoticite´ de l’espace des phases. Toutefois,
ils forment un ensemble de mesure nulle et laissent donc de la « place » pour que des tores
inte´grables survivent25. Le re´sultat final, qui fut de´montre´ par Moser [131] et Arnold [3], est
que, pour une valeur suffisamment faible de la perturbation, une zone chaotique de mesure
finie apparaˆıt tandis que la majeure partie de l’espace des phases reste domine´e par des
tores inte´grables. Notons que la repre´sentation de cet espace est toutefois de´licate puisque
l’ensemble des tores qui survivent est fractal. Pour comprendre ce qu’il advient des tores
rationnels lorsque l’on perturbe le syste`me e´tudie´, mentionnons a` pre´sent le the´ore`me de
Poincare´-Birkhoff [22, 23, 37, 155]. Celui-ci stipule que lorsque lorsqu’un tore re´sonant se
brise, il laisse lieu a` une alternance de points fixes26 elliptiques et hyperboliques. C’est ce
que l’on voit sur la figure 1.4, ou` le tore re´sonant correspondant a` p = 1/3 se casse, pour
laisser place a` 3 ıˆles inte´grables centre´es chacune sur un point fixe elliptique. Autour de ces
ıˆles sont apparues des zones chaotiques qui e´manent de 3 points fixes instables. Lorsque la
perturbation augmente, les zones chaotiques entourant les ıˆlots elliptiques issus des diffe´rents
tores re´sonants fusionnent pour donner une seule grande mer stochastique.
25Ceci peut se comprendre sur un exemple simple : si l’on prend l’ensemble des nombres rationnels p/q
entre 0 et 1, on obtient un ensemble dense de mesure nulle. Si l’on ajoute une petite zone chaotique de largeur





(eα+1)(eα−1)2 . Pour α = 1, cette borne supe´rieure vaut a` peu pre`s 0.09.
26Pour p = a
b
, il apparait un nombre pair de points fixes, proportionnel a` b.
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Se´paratrices et chaos
Le dernier ingre´dient qui permet de comprendre intuitivement l’apparition du chaos est
le devenir des se´paratrices entourant des points fixes elliptiques et la raison pour laquelle la
couche stochastique apparait a` leur niveau. A` tout point fixe xs, on associe des varie´te´s stable
et instable. La premie`re correspond a` l’ensemble des points qui convergent asymptotiquement
vers xs a` temps infini tandis que la deuxie`me correspond aux points qui e´taient confondus
avec xs a` t = −∞27 (figure 1.3).
xs
W+(xs) W−(xs)
Fig. 1.3 : La varie´te´ stable W+(xs) correspond a` l’ensemble des points qui convergent vers xs
lorsque t→∞. La varie´te´ instable W−(xs) correspond a` l’ensemble des points qui convergent vers
le point fixe xs lorsque t→ −∞.
Imaginons deux points fixes hyperboliques x1 et x2 entourant un point fixe elliptique xe.
Pour un syste`me inte´grable, la varie´te´ stable de x1 correspondrait parfaitement a` la varie´te´
instable de x2 et re´ciproquement (figure 1.5.a). Ces varie´te´s de´finiraient donc une se´paratrice,
entre une re´gion oscillant autour du point fixe elliptique et le reste de l’espace des phases.
On comprend aise´ment que ce cas est exceptionnel et que W+(x1) et W−(x2) ne sont
en ge´ne´ral pas confondues. Effectivement, lorsque l’on perturbe un syste`me inte´grable, ces
varie´te´s ne co¨ıncident plus et vont ge´ne´riquement s’intersecter (figure 1.5.b). Nommons X un
tel point d’intersection. Puisque celui-ci est sur la varie´te´ stable de x1, tel est e´galement le cas
de ses images par la dynamique. Mais puisque si l’on applique la dynamique renverse´e dans
le temps, les images de X reviennent sur X, celles-ci sont e´galement sur la varie´te´ instable
de x2. Ainsi, on peut montrer que W+(x1) et W−(x2) s’intersectent un nombre infini de fois.
En fait, tout point entre X et x1 est une intersection de W+(x1) et W−(x2). Ces dernie`res
sont de plus en plus sinueuses et les images ite´re´es de X remplissent « stochastiquement »
l’encheveˆtrement cre´e´ par W+(x1) et W−(x2). La premie`re repre´sentation d’un encheveˆtre-
ment, tel celui pre´sente´ figure 1.5, est due a` Melnikov, qui repre´senta ce que Poincare´ avait
de´crit sans « oser » le dessiner.
Application de l’algorithme
Regardons a` pre´sent les structures vers lesquelles converge la dynamique biaise´e par les
Lyapunov le long de la transition vers le chaos. Notons que la me´thode que nous avons
pre´sente´e dans la section 1.3 ne se limite pas au cas hamiltonien. En particulier, on pourrait
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Fig. 1.4 : Trajectoires de l’application standard pour diffe´rentes valeurs de k. a :
Limite quasi inte´grable k = 0, 05, les lignes iso-p du cas inte´grable sont le´ge`rement de´forme´es, mais
on ne voit pas a` cette e´chelle de tores inte´grables de´truits. b : Lorsque k augmente (ici k = 0, 13),
les brisures de tores re´sonants sont plus apparentes. Le tore rationnel correspondant a` p = 13 a laisse´
place a` 3 ıˆles re´sonantes entourant 3 points fixes stables (elliptiques) et a` 3 points fixes instables
dont e´mane une courbe se´paratrice (en rouge). c, d et e : Au fur et a` mesure que k augmente
(dans l’ordre k = 0, 2; 0, 4; 0, 7) les courbes correspondant aux tores irrationnels se de´forment de
plus en plus et les ıˆles re´sonantes grandissent. f : Lorsque k est suffisamment grand (k = 0, 9 ici),
on voit tre`s nettement la zone chaotique entourant les ıˆles re´sonantes.
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Fig. 1.5 : Deux points fixes instables x1 et x2 entourant un point fixe stable xe.
W+ et W− correspondent respectivement aux varie´te´s stables et instables. a : Cas inte´grable. La
varie´te´ instable de x1 correspond a` la varie´te´ stable de x2 et re´ciproquement. Ces varie´te´s forment
une courbe se´paratrice qui isole les trajectoires oscillant autour du point fixe stable xe du reste de
l’espace des phases. b : Cas chaotique. L’encheveˆtrement des varie´te´s stables et instables de x1 et
x2 correspond a` une re´gion ou` les images des points semblent e´voluer stochastiquement. (Adapte´
de [151]).
la construire dans le cas des applications et non des flots. Il est toutefois plus simple de faire
le lien entre ces deux types d’e´volution. Ainsi, l’application standard peut eˆtre vue comme
une e´volution continue en temps, que l’on regarde stroboscopiquement :
q˙ = 0 p˙ =
k
2pi
sin(2piq) pour t ∈ [2nδ, (2n+ 1)δ]
q˙ = p p˙ = 0 pour t ∈ [(2n+ 1)δ, (2n+ 2)δ]
(1.52)
et l’algorithme peut donc eˆtre applique´ directement. En particulier, la dynamique tangente
est donne´e par
uq(n+ 1) = uq(n) + δup(n+ 1) up(n+ 1) = up(n)− kδ cos(2piqn)uq(n) (1.53)
Pour α = 1 dans un re´gime proche de l’inte´grabilite´ (figure 1.6), les marcheurs se concentrent
sur la varie´te´ instable qui e´mane du point fixe instable (p = 0; q = 0, 5). On reconnait dans
l’encart une structure typique de l’encheveˆtrement de´crit a` la section pre´ce´dente. Si l’on ap-
pliquait la dynamique biaise´e sur l’application standard renverse´e dans le temps, on pourrait
construire e´galement la varie´te´ stable et obtenir l’encheveˆtrement homocline complet28.
Lorsque le chaos augmente, de nombreuses re´sonances secondaires apparaissent, autour
desquelles de nouvelles zones chaotiques s’e´tendent. La couche la plus chaotique, qui est donc
la zone de convergence privile´gie´e des marcheurs, entoure la re´sonance principale. Notons ici
que les trajectoires inte´grables sont des courbes de dimension 1. Elles se´parent donc le plan
28On parle respectivement d’encheveˆtrements homocline et he´te´rocline lorsque les varie´te´s stable et instable
appartiennent a` un seul point fixe ou a` deux points fixes distincts.
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Fig. 1.6 : Application standard - limite quasi-inte´grable - δ = 0, 41, k = 1. Les trajectoires
de l’application standard non biaise´e sont repre´sente´es en orange. En bleu, un millier de marcheurs
a` t = 10 000, e´voluant avec un bruit de variance ε = 10−16. L’application est tre`s le´ge`rement
chaotique et les marcheurs convergent pour α = 1 vers la trajectoire instable e´manant du point fixe
instable. L’encart est e´largi 75 fois.
Fig. 1.7 : Application standard - structures secondaires - δ = 1, k = 1. Les trajectoires de
l’application standard non biaise´e sont repre´sente´es en orange. En bleu, un millier de marcheurs a` t =
10 000, e´voluant avec un bruit de variance ε = 10−16. Plusieurs zones chaotiques secondaires sont
re´ve´le´es, en commenc¸ant la simulation avec les marcheurs localise´s dans diffe´rentes ıˆles inte´grables
avec α = 1.
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Fig. 1.8 : Application standard - ıˆles inte´grables - δ = 1, k = 7, 7 α = −1. Les trajectoires
de l’application standard non biaise´e sont repre´sente´es en orange. En bleu, un millier de marcheurs
a` t = 10 000, e´voluant avec un bruit de variance ε = 10−16. Les quatre dernie`res ıˆles inte´grables
sont localise´es dans un cas fortement chaotique [39]. Les encarts sont agrandis de 25 (en bas a`
droite) a` 150 fois (haut) et sont centre´s autour de : (0, 207; 0, 09), (0, 883; 0, 09), (0, 116;−0, 09)
et (0, 8;−0, 09).
(q, p), et jouent le roˆle de barrie`re : les diffe´rentes couches chaotiques sont des e´tats me´tastables
pour la diffusion des marcheurs (figure 1.7). De´marrant d’une ıˆle inte´grable secondaire, les
marcheurs peuplent dans un premier temps la couche stochastique qui l’entoure, avant de
converger vers des structures plus chaotiques.
Dans le cas d’un syste`me extreˆmement chaotique, lorsque la mer stochastique remplit
quasiment tout l’espace des phases, la recherche d’ˆıles inte´grables devient un proble`me difficile.
En basse dimension, l’utilisation d’un quadrillage syste´matique peut eˆtre utilise´, mais cette
strate´gie n’est pas applicable de`s que le syste`me posse`de plusieurs degre´s de liberte´. Ici,
nous utilisons de manie`re alternative la dynamique biaise´e avec α = −1. Ce faisant, nous
favorisons des trajectoires inte´grables et re´ve´lons des ıˆles chaotiques [39] (figure 1.8). Le cas




Si tout ce que nous avons de´crit jusqu’a` pre´sent reste qualitativement valide en plus haute
dimension, il existe toutefois une diffe´rence majeure de`s que le nombre de degre´s de liberte´
d’un syste`me hamiltonien de´passe 2. En effet, on a vu jusqu’a` pre´sent que les tores KAM
se´parent les diffe´rentes re´gions chaotiques de l’espace des phases. Ainsi, tant que la mer
stochastique n’a pas envahi ce dernier, il n’y a pas de diffusion « globale » : le syste`me peut
parcourir stochastiquement de fines couches, mais reste prisonnier entre des tores invariants.
Les variables d’action ne sont certes plus des constantes du mouvement mais leurs variations
sont confine´es.
De`s que le nombre de degre´s de liberte´ de´passe 2, la topologie de la couche chaotique
est profonde´ment diffe´rente. En effet, un syste`me hamiltonien ayant N degre´s de liberte´
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posse`de un espace des phases de dimension 2N . Puisque le Hamiltonien est ne´cessairement
une constante du mouvement, les trajectoires sont confine´es sur des varie´te´s de dimension
2N − 1. Par ailleurs, les tores rationnels correspondent a` fixer les valeurs de N constantes
du mouvement et sont donc des varie´te´s de dimension N . Pour qu’une sous-varie´te´ puisse
« se´parer » un espace de dimension k, elle doit eˆtre de dimension k−1. C’est par exemple le cas
des droites dans le plan, des plans dans l’espace, etc... Par contre, si elle est de dimensionnalite´
plus faible, ce n’est plus le cas 29. De la meˆme manie`re, de`s que N < 2N − 2, c’est-a`-dire
N > 2, les tores rationnels ne se´parent plus l’espace des phases en re´gions de´connecte´es. Ainsi,
de`s que le syste`me est perturbe´, les diffe´rentes couches stochastiques forment ge´ne´riquement
une toile connexe sur laquelle le syste`me diffuse. Entre autres, des variations globales des
variables d’action sont de´sormais possibles de`s la moindre perturbation. Ce phe´nome`ne porte
le nom de diffusion d’Arnold [4]. Notons toutefois que cette diffusion est extreˆmement lente
lorsque la perturbation est faible30.
Cette diffusion peut se comprendre de la manie`re suivante. Si le syste`me de´marre dans le
voisinage d’un tore rationnel, il commence par « tomber » le long de sa varie´te´ instable. Celle-
ci coupe alors la varie´te´ stable d’un autre tore, vers lequel e´volue par conse´quent le syste`me,
avant de s’e´chapper le long de la varie´te´ instable de ce deuxie`me tore et ainsi de suite. La
succession d’intersections de varie´te´s stables et instables forment une sorte de « toboggan
stochastique » qui induit une diffusion dans l’espace des phases [16].
Notons que cette diffusion n’a pas qu’une importance conceptuelle. En effet, elle est, par
exemple, pre´judiciable dans les expe´riences de type synchrotron puisqu’elle peut de´boucher
sur la de´stabilisation pre´coce du faisceau d’e´lectrons [160]. De meˆme, en me´canique ce´leste,
elle peut eˆtre responsable de l’e´jection de corps apparemment stables. Sa de´tection nume´rique
fut par conse´quent l’objet de nombreuses e´tudes. L’une des me´thodes les plus ce´le`bres pour la
de´tecter est certainement l’analyse en fre´quence [116], qui repose sur une analyse de Fourier
subtile et met en e´vidence une diffusion du vecteur ω de´fini dans (1.50). Notons que cette
me´thode est tre`s pre´cise pour de´crire les parties re´gulie`res de l’espace des phases et c’est donc
la disparition de la re´gularite´, plus que la quantification du chaos, qui est la signature d’une
zone stochastique. Elle repose toutefois sur un e´chantillonnage syste´matique de l’espace des
phases et est peu adapte´e a` l’e´chantillonnage de syste`mes de haute dimension. Au contraire,
la dynamique biaise´e par les Lyapunov va directement se concentrer sur les re´gions chao-
tiques. En principe, rien n’interdirait de combiner ces deux types d’approches, par exemple
en proposant un taux de re´plication de´pendant de la constante de diffusion du vecteur ω.
29une droite ne se´pare pas l’espace en deux re´gions de´connecte´es.
30Une e´valuation non rigoureuse de la constante de diffusion dans une re´sonance de´finie par des fre´quences
ωi est donne´e dans [45] : D ∼ exp(−|ω|/√ε) ou` |ω| =Pi |ωi| et ε est l’intensite´ de la perturbation. Pour une
borne supe´rieure rigoureuse, voir les travaux de Nekhoroshev [139].
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Fig. 1.9 : Toile d’Arnold. Re´sultat de la simulation avec la dynamique biaise´e (α = 1) pour
diffe´rentes valeurs de µ (de gauche a` droite 10−4, 3.10−3, 3.10−2). Le code couleur repre´sente le
taux moyen de re´plication. Les zones jaunes correspondent a` des couches stochastiques tandis que
les parties violettes correspondent a` des tores inte´grables. Lorsque la perturbation est faible, on
reconnait les lignes de re´sonance. La largeur de la zone chaotique est d’autant plus faible que l’ordre
de la re´sonance est e´leve´.
Exemple








i=1 cos qi +N + 2
(1.54)
Lorsque µ = 0, le syste`me est inte´grable et les re´sonances sont de´finies par
N∑
i=1
nipi = nN+1 n ∈ ZN+1 (1.55)
Pour de petites valeurs de µ, le the´ore`me KAM pre´dit l’apparition de fines couches chaotiques
autour de ces re´sonances. Lorsque N = 2, ces dernie`res sont simplement des lignes dans le
plan (p1, p2). En utilisant la dynamique biaise´e pour α = 1, nous pouvons les localiser en
repre´sentant le taux de re´plication en fonction des valeur de p1 et p2 (figure 1.9). On voit
apparaitre en jaune les re´gions avec un taux de clonage e´leve´ qui correspondent aux couches
stochastiques apparues au niveau des re´sonances. Celles-ci forment bien un re´seau de lignes
de´crit par
n1p1 + n1p2 = n3 (1.56)
Notons que si les trajectoires des marcheurs correspondent a` celles de la diffusion d’Arnold,
la diffusion des actions est induite par le bruit que nous avons ajoute´ a` la dynamique et est
donc beaucoup plus rapide que la re´elle diffusion d’Arnold. Lorsque la perturbation augmente,
la taille des zones stochastiques s’accroit, celles-ci fusionnent alors suivant le me´canisme de
recouvrement de re´sonances [45] et le syste`me entre dans un re´gime de chaos nettement plus
prononce´.
Des figures telles que 1.9 ont e´te´ obtenues dans [74] en calculant sur une grille les expo-
sants de Lyapunov aux temps courts. Bien qu’elle introduise de nombreux artefacts (comme
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la rupture de syme´trie p1 ↔ p2), cette me´thode permet de capturer l’essentiel de la diffu-
sion. Toutefois, elle est inapplicable en plus haute dimension puisque le nombre de points










Fig. 1.10 : Convergence pour µ = 10−3. a : De´marrant d’un point choisi au hasard (croix
blanche), les clones e´voluent en trois temps : en jaune 0 < t < 160 000, orange pour 160 000 <
t < 2 000 000 et rouge pour 2 100 000 < t < 2 200 000. La toile comple`te est produite en re´pe´tant
l’ope´ration en partant de diffe´rentes conditions initiales. Bien que la diffusion suive les traces de la
diffusion d’Arnold, le mouvement des marcheurs est induit par le bruit et est donc des ordres de
grandeurs plus rapide. b : E´volution de l’exposant de Lyapunov au cours du temps. A` chaque fois
que les marcheurs pe´ne`trent dans une re´sonance plus chaotique, la courbe λ1(t) subit une inflexion.
La premie`re partie, qui e´volue en 1t , est simplement due a` la disparition de la condition initiale dans




Pour quelques degre´s de liberte´ de plus
Sur la figure 1.10.b, on repre´sente l’e´volution de l’exposant de Lyapunov maximal des
marcheurs lors d’une simulation reporte´e sur la figure 1.10.a. On voit qu’a` chaque fois que
les marcheurs trouvent une zone de plus forte chaoticite´ (une re´sonance d’ordre plus petit),
une inflexion apparait dans la courbe de l’exposant de Lyapunov en fonction du temps. Si
des repre´sentations explicites de l’espace des phases sont impossibles de`s que N > 2, il est
en revanche toujours possible de suivre l’e´volution de λ1(t). Nous avons suivi cette approche
pour le syste`me de´crit par (1.54) avec N = 6. On voit sur la figure 1.11 que la courbe λ1(t)
est marque´e par deux inflexions. Si l’on connait les valeurs de p1, . . . , p6, on peut regarder si
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elles sont solutions d’une e´quation diophantienne :
n1p1 + n2p2 + n3p3 + n4p4 + n5p5 + n6p6 = n7 (1.57)
avec des ni entiers. C’est effectivement le cas au niveau de chaque inflexion : la premie`re
correspond a` la re´sonance d’ordre 6 (0,0,2,1,1,0,1) tandis que la deuxie`me correspond a`
(0,0,1,1,1,0,1), qui est d’ordre 5. Notons que la limitation a` N = 6 n’est pas due a` la difficulte´
d’appliquer la dynamique biaise´e en plus haute dimension mais a` la ne´cessite´ de re´soudre
des e´quations diophantiennes dans des temps raisonnables (la complexite´ de l’algorithme









(0, 0, 2, 1, 1, 0, 1)
(0, 0, 1, 1, 1, 0, 1)
Fig. 1.11 : Localiser des re´sonances stochastiques en haute dimension. E´volution du
plus grand exposant de Lyapunov au cours du temps, pour une population de marcheurs simule´s
avec la dynamique biaise´e, a` partir d’une position ge´ne´rique. Le syste`me correspondant est de´crit
par le Hamiltonien (1.54), pour µ = 5.10−6et N = 6. Les deux points d’inflexions indique´s par
des fle`ches correspondent aux temps d’arrive´e dans des re´sonances, dont l’ordre est donne´ par
(n1, n2, n3, n4, n5, n6, n7).
Les syste`mes dynamiques compose´s de quelques plane`tes sont clairement a` la porte´e de
ce type de simulation31. La dynamique biaise´e par les Lyapunov pourrait donc eˆtre utilise´e
en me´canique ce´leste pour sonder l’espace des phases au voisinage de trajectoires en accord
avec les donne´es actuelles, dans l’esprit de [117]. Ce serait en particulier plus pertinent que
travailler sur des sections bidimensionnelles qui ne permettent pas un bon e´chantillonnage
de`s que N > 2. En particulier, rien n’assure aujourd’hui qu’il n’existe pas de trajectoires
en accord avec les donne´es expe´rimentales pre´disant des chaoticite´s plus faibles que celles
qui ont e´te´ mesure´es. Utiliser la dynamique biaise´e par les Lyapunov pour chercher de telles
trajectoires pourrait eˆtre inte´ressant [89].
31Si le syste`me solaire est compose´ de 8 principales plane`tes, soit 24 degre´s de liberte´, des me´thodes de
moyennage permettent de re´duire le proble`me a` 16 degre´s de liberte´ [117].
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1.4.3 Chaˆıne d’oscillateurs de Fermi-Pasta-Ulam
1.4.3.1 Pre´sentation du mode`le
Quittons a` pre´sent le domaine des syste`mes dynamiques de basse dimension pour e´tudier
un proble`me plus proche de la physique statistique : une chaˆıne d’oscillateurs non-line´aires















ou` xN+1 = x1. Cet Hamiltonien correspond a` N particules couple´es par des ressorts anhar-
moniques. Le cas β = 0 correspond a` la limite inte´grable : les particules sont relie´es par des
ressorts harmoniques et les modes de Fourier correspondent a` N oscillateurs harmoniques
inde´pendants de fre´quences :






Ce mode`le fut l’objet d’e´tudes nume´riques extensives au cours des 50 dernie`res anne´es (pour
une revue, voir [15]) en raison de la richesse de sa phe´nome´nologie. De`s que β est non nulle,
la dynamique est chaotique. Toutefois, en partant de conditions initiales particulie`res, ce
mode`le admet des solutions solitoniques tre`s re´gulie`res, lie´es a` l’e´quation de Korteveg-de Vries
modifie´e [109, 198]. De meˆme, une instabilite´ de modulation me`ne a` l’apparition de modes
de respiration chaotiques [47, 183] de courte dure´e de vie, lorsque l’on injecte de l’e´nergie
dans les modes de haute fre´quence. Si l’on effectue une simulation de la chaˆıne a` l’e´quilibre,
on observe typiquement un me´lange entre des structures localise´es de courtes dure´es de vie
(solitons, modes de respiration) et un bain de phonons (figure 1.12).
1.4.3.2 Application de la dynamique biaise´e par les Lyapunov
Nous nous inte´ressons ici aux phe´nome`nes rencontre´s lorsque le nombre de degre´s de
liberte´ N est grand. Il faut donc faire attention a` la manie`re dont la probabilite´ des grandes
de´viations varie avec N . En effet, la distribution observe´e de l’exposant de Lyapunov maximal
se pique autour de sa valeur typique [72] lorsque N augmente32. Il est donc raisonnable de
postuler une loi d’e´chelle pour P (λ1, t) du type
P (λ1, t) = exp[Nts˜(λ1)] (1.60)






32Ce qui ne signifie pas que celle-ci converge. En effet, il semblerait que 〈λ1〉 diverge logarithmiquement
avec la taille du syste`me [167]. En toute rigueur, il faudrait donc tenir compte du fait que le maximum de
P (λ1, t) se de´place avec N . Toutefois, nous n’irons pas a` des tailles suffisamment grandes pour que cet effet
logarithmique soit sensible.
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Fig. 1.12 : Simulation a` l’e´quilibre de la chaˆıne FPU (N = 128, α = 0). Exemple
de simulation a` l’e´quilibre de la chaˆıne de Fermi-Pasta-Ulam. On voit un ensemble incohe´rent de
solitons de courte dure´e, superpose´ a` un breather chaotique, caracte´rise´ par une propagation non
rectiligne (zone sombre particulie`rement visible pour t ∈ [5 450, 5 850]), plus lente que celle du
soliton.
elle sera domine´e par les trajectoires dont l’exposant de Lyapunov maximal λ∗∗1 satisfait :
Ns˜′(λ∗∗1 ) = −α (1.62)
Le biais est donc de moins en moins fort lorsque N augmente. Dans la limite thermody-
namique






et λ∗∗1 correspond donc a` l’exposant typique : le biais est alors nul. Nous devons donc rede´finir
Z pour imposer des tempe´ratures inverses α˜ d’ordre N :
Z˜(α, t) = 〈exp[α˜Ntλ1]〉 ∼ exp[Ntµ˜(α˜)] (1.64)
On a bien dans ce cas : s˜′(λ∗∗1 ) = −α˜ (1.65)
et le biais est inde´pendant de N . Lorsque l’on applique la dynamique biaise´e a` un syste`me de
N degre´s de liberte´, il faut donc le faire avec des tempe´ratures inverses α˜ d’ordre 1 et donc
α d’ordre N .
Dans le cadre de la chaˆıne FPU, on favorise soit les configurations solitoniques en utilisant
des tempe´ratures ne´gatives, soit les modes de respirations chaotiques lorsque l’on favorise les
trajectoires chaotiques (α 1). Pour observer cela, nous avons effectue´ des simulations de la
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Fig. 1.13 : Re´ve´ler un mode de respiration chaotique (N = 128, α = 5N) Simulation
a` e´nergie et impulsion fixe´es (densite´ d’e´nergie E = 1) avec conditions aux bords pe´riodiques. Le
niveau de gris repre´sente l’e´nergie de chaque particule. De´marrant d’une configuration d’e´quilibre,
la dynamique re´ve`le un mode de respiration chaotique dont l’exposant de Lyapunov est trois fois
l’exposant typique.
chaˆıne FPU pour N = 128, avec α = 5N et −5N . Le bruit utilise´ e´tait conservatif, aussi bien
en p qu’en H (cf annexe A). Les re´sultats, pour une densite´ d’e´nergie d’ordre 1 et β = 0, 1,
correspondant a` la transition entre les re´gimes faiblement et fortement chaotiques [47], sont
pre´sente´s sur les figures 1.13 et 1.14. En biaisant de manie`re a` obtenir des exposants de
Lyapunov trois fois supe´rieurs a` la valeur typique λ∗1, nous observons un mode de respiration
chaotique. Re´ciproquement, contraignant le syste`me a` avoir un exposant λ∗1/2, nous observons
une configuration avec quelques solitons de tre`s grande stabilite´ temporelle.
Finalement, notons que l’algorithme est toujours aussi efficace pour une taille de syste`me
huit fois plus grande. Ainsi, sur la figure 1.15, nous montrons le re´sultat d’une simulation
re´alise´e pour une chaˆıne de 1024 particules avec α = 5N . A` titre d’information, les simu-
lations pour N = 128 ne´cessitent une quarantaine de minutes sur un ordinateur de bureau
tandis que celles pour N = 1024 durent dix fois plus longtemps. Dans tous les cas, les confi-
gurations finales des trajectoires obtenues ont e´te´ utilise´es comme conditions initiales pour
un inte´grateur symplectique d’ordre 8 [197]. Ces simulations ont permis de ve´rifier qu’elles
correspondent bien a` des trajectoires du syste`me non bruite´.
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Fig. 1.14 : Localiser des solitons (N = 128, α = 5N). Simulation a` e´nergie fixe´e (E = 1) avec
conditions aux bords fixes, obtenue en de´marrant d’une configuration a` l’e´quilibre microcanonique.
La figure montre la position de chaque particule en fonction du temps. Plusieurs solitons rebondissent
d’un bout a` l’autre de la chaˆıne. L’exposant de Lyapunov est e´gal a` la moitie´ de sa valeur typique.
(Pour ame´liorer la visibilite´, la position de chaque particule a e´te´ de´place´e d’une quantite´ arbitraire.)
1.5 E´nergie libre dynamique et transition de phase
1.5.1 Pre´sentation
Au dela` de la de´tection de trajectoires rares, l’algorithme que nous avons pre´sente´ a` la
section 1.3 peut e´galement servir au calcul effectif de la fonction de partition dynamique et
de l’e´nergie libre associe´e. Nous pouvons ainsi e´tudier l’analycite´ de cette dernie`re et de´tecter
d’e´ventuelles transitions de phase. Ceci peut eˆtre fait de deux manie`res. On peut utiliser







ou` R(n) correspond au taux spontane´ d’augmentation de la population de clones au pas n. Si
cette formule est exacte dans la limite ou` le nombre de clones est infini, elle fluctue pour des
populations finies, ce qui peut rendre l’estimation de µ difficile. Une alternative est d’utiliser
l’inte´gration thermodynamique, introduite par Kirkwood [101] et couramment utilise´e pour
les calculs d’e´nergie libre en dynamique mole´culaire. Elle repose sur le calcul de la de´rive´e de






log 〈exp[αtλ1]〉 = 〈λ1 exp[αtλ1]〉〈exp[αtλ1]〉 = 〈λ1〉α (1.67)
qui n’est rien d’autre que la moyenne33 de λ1 parmi la population des marcheurs a` la tempe´ra-
ture α−1. On peut ainsi effectuer le calcul de µ′(α′) pour α′ entre 0 et α puis reconstruire µ(α)
33Cette moyenne s’entend par rapport a` la mesure (1.27).
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Fig. 1.15 : Re´ve´ler un mode de respiration chaotique (N = 1024, α = 5N). Simulation
a` e´nergie et impulsion fixe´es (densite´ d’e´nergie E = 1) avec conditions aux bords pe´riodiques. Le
niveau de gris repre´sente l’e´nergie de chaque particule. De´marrant d’une configuration d’e´quilibre,
la dynamique re´ve`le a` nouveau un mode de respiration chaotique.
en inte´grant. Cette strate´gie a l’avantage de lisser le bruit pre´sent lors de l’e´valuation directe
de µ(α). Toutefois, lorsque 〈λ1〉α pre´sente une discontinuite´, un e´chantillonnage grossier en
α′ se traduira par une erreur syste´matique sur µ(α).
Si l’on construit µ(α) dans le cadre de l’application standard, par exemple pour δ =
k = 1, on obtient le re´sultat pre´sente´ sur la figure 1.16. L’e´nergie libre dynamique µ n’est
pas analytique en α = 0 : sa de´rive´e 〈λ1〉α est en effet discontinue. C’est l’analogue d’une
transition de phase du premier ordre en physique statistique. Pour comprendre simplement
sa signification, il faut revenir a` la de´finition de µ :
etµ(α) = Z(α, t) =
∫
dλ1et [s(λ1)+αλ1] (1.68)
qui se traduit par µ(α) = sup
λ1
[αλ1 + s(λ1)] = s(λ∗∗1 ) + αλ
∗∗
1 (1.69)
On reconnait dans cette formule la transforme´e de Legendre usuelle qui donne l’e´nergie libre
en fonction de l’entropie :
− βF = sup
E
[−βE + S(E)] (1.70)
En se rappelant de la construction de Boltzmann des transforme´es de Legendre [161, 182, 189],
on voit qu’une discontinuite´ de la de´rive´e de µ(α) correspond a` une entropie s(λ1) non concave,
pre´sente´e sche´matiquement sur la figure 1.17. La mesure est domine´e par deux phases de
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Fig. 1.16 : Repre´sentation de l’e´nergie libre dynamique µ(α) (croix rouges) et de
l’exposant de Lyapunov typique (carre´s bleus) a` tempe´rature α−1 en fonction de
α. La discontinuite´ en α = 0 est synonyme de transition de phase du premier ordre.
mesure finie : une correspondant a` λ1 = 0 (les ıˆlots re´guliers) et une a` λ˜1 > 0 correspondant a`
la chaoticite´ typique de la zone stochastique. Celles-ci sont repre´sente´es sur la figure 1.18. Ces
re´sultats sont en accord avec ce que laissait pre´sager des e´tudes pre´ce´dentes de l’application
standard [169], dans lesquelles s(λ1, t) fut construite pour des temps courts. Notons que la
connaissance de µ(α) ne suffit pas dans ce cas a` reconstruire s(λ). En effet, si l’on effectue la




on re´cupe`re seulement l’enveloppe convexe de l’entropie. C’est le phe´nome`ne usuel d’ine´qui-
valence d’ensemble lors des transitions de phase du premier ordre.
L’utilisation de fonctions de grandes de´viations pour caracte´riser le type de « me´lange »
que l’on observe dans l’espace des trajectoires est une approche inte´ressante, utilise´e par
exemple avec succe`s pour l’e´tude des syste`mes cine´tiquement contraints [76]. Il manque tou-
tefois un ingre´dient fondamental des transitions de phase usuelles : α n’est pas un parame`tre
physique. Ainsi, tout ce qui se passe hors du point α = 0 n’est pas pertinent en pratique
puisque cela ne concerne que des zones de mesures exponentielles faibles et que l’on ne pos-
se`de pas ge´ne´riquement de moyens physiques de favoriser ces re´gions. Autrement dit, on est en
ge´ne´ral incapable d’amener expe´rimentalement le syste`me a` visiter ces re´gions en changeant
ses contraintes exte´rieures.
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Fig. 1.17 : Repre´sentation sche´matique de l’entropie s(λ1) correspondant a` la dis-
continuite´ de la de´rive´e de µ pre´sente´e sur la figure 1.16. Deux phases dominent la
mesure : l’une correspond aux ıˆles inte´grables et l’autre a` la couche chaotique. En pointille´ figure
l’enveloppe convexe sˆ de l’entropie, que l’on obtiendrait en calculant la transforme´e de Legendre
inverse de µ.
α = −0, 04 α = 0, 04
Fig. 1.18 : Configurations typiques pour α = ±0, 04. Les re´sultats de la dynamique biaise´e
sont pre´sente´es en bleu, l’espace des phases de l’application standard.
L’une des grandes questions de la physique statistique hors d’e´quilibre est justement d’es-
sayer d’identifier le type d’observable physique, expe´rimentalement controˆlable, qui permette
de construire ce type d’approche.
1.5.2 Limite thermodynamique
Comme nous l’avons explique´ a` la section 1.4.3.2, lorsque le syste`me est extensif, il faut,
pour le biaiser, appliquer des tempe´ratures extensives. La de´finition de l’e´nergie libre dyna-
mique doit par conse´quent eˆtre le´ge`rement modifie´e :
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La question des transitions de phase se pose alors aux longs temps, dans la limite thermody-
namique. Il faut toutefois faire attention a` l’ordre dans lequel on prend ces limites puisque
rien n’assure que celles-ci commutent. L’ordre « correct » de´pend dans ce cas de la situation
expe´rimentale de´crite. Conside´rons un syste`me dont l’e´chelle de temps maximale34 correspond
a` un temps τ1. Si on l’e´tudie sur des temps supe´rieurs a` τ1, alors il est naturel de prendre
la limite t → ∞ avant la limite thermodynamique. Dans le cas inverse, probablement plus
pertinent d’un point de vue expe´rimental35, la limite de N grand doit eˆtre prise en premier.
1.6 Spectre d’exposants de Lyapunov
Comme nous l’avons dit pre´ce´demment, le plus grand exposant de Lyapunov est une quan-
tite´ importante : sa non nullite´ suffit a` impliquer la chaoticite´ d’un syste`me, il en fixe la limite
de pre´dictibilite´, etc. Toutefois, la connaissance du spectre complet d’exposants de Lyapunov
permet une connaissance plus intime du syste`me. Tout d’abord, comme nous l’avons men-
tionne´ pre´ce´demment, la question de la convergence dans la limite thermodynamique du plus
grand exposant de Lyapunov n’est pas e´vidente et pour certains syste`mes une divergence
logarithmique semble avoir e´te´ observe´e [167]. Au contraire, la somme des exposants de Lya-
punov positifs semble admettre une bonne limite. De plus, le the´ore`me de Pesin [154] stipule
que celle-ci est e´gale a` l’entropie me´trique ou entropie de Kolmogorov-Sinai [104, 106, 171]
(KS)36. Cette notion joue un roˆle fondamental dans la the´orie des syste`mes dynamiques en
ce sens qu’elle quantifie la « perte » d’information au cours du temps. Si l’on souhaite donner
avec une pre´cision fixe´e la position initiale d’un syste`me dynamique a` partir de la connais-
sance de sa position au temps t, l’entropie KS correspond sche´matiquement au nombre de
de´cimales supple´mentaires qu’il faut fournir lorsque t augmente d’une unite´.
Ge´ome´triquement, nous avons vu que le plus grand exposant de Lyapunov correspond a`
l’e´tirement typique d’un vecteur tangent. Il est donc naturel de penser que pour e´tudier plu-
sieurs Lyapunov, nous allons devoir regarder l’e´volution de volumes de diffe´rentes dimensions
dans l’espace des phases. Nous montrerons effectivement ci-dessous que la somme des k plus
grands exposants de Lyapunov correspond au taux d’expansion d’un k-volume. Nous pre´-
senterons alors la me´thode classiquement utilise´e pour de´terminer le spectre d’exposants et
montrerons comment adapter la strate´gie pre´sente´e pour λ1 au calcul des grandes de´viations
des autres exposants.
1.6.1 Exposants de Lyapunov et k-volume
Montrons tout d’abord que la somme des k plus grands exposants de Lyapunov est bien
donne´e par le taux exponentiel d’expansion d’un k-volume. Si l’on conside`re k vecteurs tan-
34celle-ci correspondant, par exemple, au temps ne´cessaire pour e´chantillonner tout l’espace des phases.
35Par exemple, quand on observe un mate´riau ferromagne´tique, on assiste rarement au retournement de son
aimantation.
36pour une introduction pe´dagogique, se reporter a` [10].
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gents u1(0), . . . ,uk(0), on peut construire un k−vecteur u1(0)∧· · ·∧uk(0). Celui-ci repre´sente
un k volume oriente´ et son e´volution est donne´e par
V (t) = U(t)u1(0) ∧ · · · ∧ U(t)uk(0) (1.73)
Notons que le produit naturel de l’alge`bre exte´rieure dans laquelle vivent les k-vecteurs est
donne´ par
〈u1 ∧ · · · ∧ uk|v1 ∧ · · · ∧ vk〉 = detM (1.74)
ou` M est la matrice de´finie par37
Mij = ui · vj (1.75)
Cette formule peut sembler e´tonnante, mais elle dit simplement que si les ui et vi font partie
de la meˆme base orthonorme´e, le produit scalaire 〈 | 〉 est non nul si et seulement si les ui sont
une permutation des vi et qu’il est dans ce cas e´gal a` la signature de cette permutation. La
ge´ne´ralisation a` des familles arbitraires se fait graˆce a` la multiline´arite´ du produit exte´rieur
et la distributivite´ du produit scalaire. Le carre´ de la norme du volume (1.73) est alors donne´
par
|V (t)|2 = 〈U(t)u1(0) ∧ · · · ∧ U(t)uk(0)|U(t)u1(0) ∧ · · · ∧ U(t)uk(0)〉 (1.76)
Par de´finition de l’adjoint U †, (1.76) se met sous la forme :
|V (t)|2 = 〈u1(0) ∧ · · · ∧ uk(0), U †(t)U(t)u1(0) ∧ · · · ∧ U †(t)U(t)uk(0)〉 (1.77)
Supposons tout d’abord que les ui(0) soient des vecteurs propres orthonormaux de U †(t)U(t),
de valeur propre correspondante µi = exp[2tλi(t)]. Le carre´ de la norme de V est alors :
|V (t)|2 = µ1 . . . µk〈u1(0) ∧ · · · ∧ uk(0),u1(0) ∧ · · · ∧ uk(0)〉 = µ1 . . . µk = e2t[λ1(t)+···+λk(t)]
(1.78)
Ainsi, aux temps longs,
1
t
log |V (t)| = λ1(t) + · · ·+ λk(t) (1.79)
Si l’on conside`re de´sormais des vecteurs ui(0) quelconques, on peut les de´composer sur les



























37ui · vj repre´sente le produit scalaire euclidien de Rn si les vecteurs sont de dimensions n.
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Le k-vecteur peut alors eˆtre de´compose´ sous la forme :











Puisqu’un produit exte´rieur contenant deux fois le meˆme vecteur est nul, (1.82) se re´duit a`
u1(0) ∧ · · · ∧ uk(0) =
∑
i1...ik
ui11 . . . u
ik
k ei1 ∧ · · · ∧ eik (1.83)
ou` l’on somme sur tous les k-uplets (i1, . . . , ik) ne contenant pas deux fois le meˆme indice.
Notons que si l’on ordonne les vecteurs unitaires, le produit s’e´crit alors





ε(σ)uσ(i1)1 . . . u
σ(ik)
k ei1 ∧ · · · ∧ eik (1.84)
ou` σ est une permutation de (i1, . . . , ik) et ε(σ) sa signature (le nombre de transpositions




1 . . . u
σ(ik)
k est le mineur d’ordre k de la
matrice (1.80) obtenue en ne retenant que les lignes correspondant a` ei1 . . . eik .
Comme mentionne´ pre´ce´demment, deux k-volumes ei1 ∧ · · · ∧ eik ne partageant pas les
meˆmes vecteurs sont orthogonaux. Vk(0) est par conse´quent une combinaison line´aire de k-





ou` Vi1...ik = ei1 ∧ · · · ∧ eik . L’application de U †U se traduit donc ici par























M2i1...ikµi1 . . . µik
(1.87)




2t[λi1 (t)+···+λik (t)] (1.88)
Aux temps longs, cette somme est domine´e exponentiellement par e2t[λ1(t)+···+λk(t)] ou` les




t→∞ λ1 + · · ·+ λk (1.89)
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1.6.2 Proce´de´ de Gram-Schmidt
Si la construction pre´sente´e dans la section pre´ce´dente est the´oriquement satisfaisante,
son imple´mentation nume´rique est difficile et la de´finition d’une fonction de grandes de´via-
tions pour le ke exposant de Lyapunov n’apparait pas clairement. La difficulte´ nume´rique
vient du fait que pour le calcul de l’accroissement du k-volume, on est naturellement amene´
a` renormaliser les vecteurs que l’on utilise pour e´viter d’avoir a` manipuler des nombres ex-
ponentiellement grands. Or, les k vecteurs que l’on e´volue ont tous des composantes - aussi
petites soient-elles - qui vont s’e´tirer dans la direction de plus grande extension. Lors de la
renormalisation, ces composantes vont donc l’emporter sur les autres et l’arrondi nume´rique
rend impossible l’e´valuation du volume (figure 1.19).
a b c d e
Fig. 1.19 : E´volution typique de deux vecteurs tangents. Deux vecteurs tangents ini-
tialement orthogonaux (a) e´voluent typiquement en s’e´tirant beaucoup plus rapidement dans la
direction de λ1 (b). Lors de leur renormalisation (c), ils tendent a` de´ge´ne´rer. Le phe´nome`ne d’ali-
gnement s’amplifie lorsqu’ils e´voluent a` nouveau (d), jusqu’a` ce que l’arrondi nume´rique entraˆıne
leur de´ge´ne´rescence exacte (e).
Une alternative fut propose´e par Benetin et al. [12, 13] et Shimada et Naghishima [170] via
l’utilisation d’une proce´dure d’orthonormalisation de Gram-Schmidt (voir e´galement [195]) :
on e´volue une base orthonorme´e de dimension k, que l’on orthonormalise re´gulie`rement. Les
exposants sont alors calcule´s a` partir des facteurs de renormalisation des vecteurs de la base.
1.6.2.1 Deuxie`me exposant de Lyapunov
Pour comprendre ce proce´de´ sur un exemple simple, conside´rons le cas de deux vecteurs
u1 et ω2 non paralle`les qui e´voluent suivant
u˙1 = −Au1, ω˙2 = −Aω2 (1.90)
Le volume qu’ils engendrent est de´fini par
V2 = u1 ∧ ω2 (1.91)
ω2 peut se de´composer en une partie paralle`le a` u1 et une orthogonale :
ω2 = u1
u1 · ω2
u1 · u1 + ω2 − u1
u1 · ω2
u1 · u1︸ ︷︷ ︸
u2
u2 · u1 = 0 (1.92)
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V2 est alors e´gal a` V2 = u1 ∧ u2 (1.93)
car u1 ∧ u1 = 0. Plutoˆt qu’e´voluer ω2, on peut e´crire l’e´volution du vecteur u2 en de´rivant
(1.92) et utilisant (1.90) :
u˙2 = −Au2 + u1u1 ·Au2 + u2 ·Au1
u1 · u1 (1.94)
Cette e´volution est plus complexe que celle de ω2 mais est tre`s simple a` imple´menter nume´-
riquement : on de´marre avec un couple de vecteurs (u1,u2) orthogonaux, on les fait e´voluer
tous les deux avec la dynamique (1.90), puis on retire a` u2 sa composante suivant u1. Puisque
les volumes engendre´s par u1 et ω2 d’une part et par u1 et u2 d’autre part sont e´gaux, ce
dernier nous permet toujours de calculer le deuxie`me exposant de Lyapunov. De plus le lien




|V2|2 = ddt〈u1 ∧ u2|u1 ∧ u2〉
= 2〈u˙1 ∧ u2|u1 ∧ u2〉+ 2〈u1 ∧ u˙2|u1 ∧ u2〉
= −2〈Au1 ∧ u2|u1 ∧ u2〉+ 2
〈




En utilisant la de´finition du produit scalaire (1.74), le fait que u1 · u2 = 0 et ui ∧ ui = 0,
l’e´quation pre´ce´dente se re´duit a`
d
dt
|V2|2 = −2 det
(






u1 ·Au2 u2 ·Au2
)
(1.96)
En introduisant les vecteur unitaires v1 = u1|u1| et v2 =
u2
|u2| , ceci se re´e´crit :
d
dt
|V2|2 = −2|u1|2|u2|2(v1 ·Av1 + v2 ·Av2) (1.97)




|V2|2 = −2(v1 ·Av1 + v2 ·Av2)|V2|2 (1.98)








dt {v1 ·Av1 + v2 ·Av2} −→
t→∞ λ1 + λ2 (1.100)
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dt {v1 ·Av1} (1.101)





dt {v2 ·Av2} (1.102)
Tout comme l’e´volution de v1 s’obtient a` partir de celle de u1 en imposant une norme
constante
v˙1 = −Av1 + v1(v1 ·Av1) (1.103)
celle de v2 s’obtient a` partie de celle de u2 :
v˙2 = −Av2 + v1(v1 ·Av2 + v2 ·Av1) + v2(v2 ·Av2) (1.104)
1.6.2.2 ke exposant de Lyapunov
La ge´ne´ralisation au ke exposant de Lyapunov est naturelle. On de´marre avec k vecteurs
ωi e´voluant sous la dynamique tangente
ω˙i = −Aωi (1.105)
Ils de´finissent un volume Vk = ω1 ∧ · · · ∧ωk, qui est par ailleurs e´gal a` celui engendre´ par les
k vecteurs orthogonaux ui de´finis par
u1 = ω1
u2 = ω2 − u1u1 · ω2
u1 · u1
...







L’e´volution des ui s’obtient a` partir de celles des ωi :




ui ·Auj + uj ·Aui
|uj |2 (1.107)
Il est imme´diat de ve´rifier que si les ui sont orthogonaux au temps t, ils le restent, en
constatant que ddt(ui · uj) = 0. Puisque si un ωj est pre´sent deux fois dans un produit
exte´rieur, celui-ci est nul, on trouve :
u1 ∧ · · · ∧ uk = ω1 ∧ · · · ∧ ωk = Vk (1.108)
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〈u1 ∧ · · · ∧ u˙j ∧ · · · ∧ uk|u1 ∧ . . .uk〉 (1.110)
La seule contribution non nulle de u˙j au produit exte´rieur est celle qui n’est pas explicitement






〈u1 ∧ · · · ∧ −Auj ∧ · · · ∧ uk|u1 ∧ . . .uk〉 (1.111)
On doit donc calculer une somme de de´terminants du type38∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
|u1|2 0 . . . . . . 0





u1 ·Auj u2 ·Auj . . . uj ·Auj . . . uk ·Auk
...
... . . . 0
0 . . . . . . |uk|2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣












ou` vi est le vecteur unitaire ui|ui| dont l’e´volution est donne´e par
v˙i = −Avi + vi(vi ·Avi) +
i−1∑
j=1
vj(vi ·Avj + vj ·Avi) (1.114)










0 dt{Pki=1 vi·Avi}|Vk(0)| (1.116)





dt {vk ·Avk} (1.117)
A` nouveau, ce formalisme peut sembler complique´, mais les e´quations (1.114) ont une interpre´-
tation tre`s simple : supposons que l’on fasse e´voluer k vecteurs vi initialement orthonormaux
avec la dynamique tangente
v˙i = −Avi (1.118)
38Le re´sultat s’obtient imme´diatement en de´veloppant par rapport a` la premie`re ligne, puis a` la deuxie`me,
etc.
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et qu’a` chaque pas de temps dt, on les re´orthogonalise, puis renormalise, en nommant Nj(t)
le facteur de renormalisation du vecteur vj apre`s orthogonalisation. Alors, lorsque dt tend























(1.114) correspond donc a` la version continue en temps du proce´de´ de Gram-Schmidt [195].
C’est la base du calcul des k exposants de Lyapunov et de leur fonction de grandes de´viations.
1.6.3 Grandes de´viations du ke exposant de Lyapunov













|P0(q0,p0,v0)〉 ∼ etµk(αk) (1.120)























Avi − (vi ·Avi)vi − i−1∑
j=1
vj(vi ·Avj + vj ·Avi)

(1.121)
et N(vk) = −vk ·Avk (1.122)
Concre`tement, pour calculer cette fonction de grandes de´viations, on proce`de de la manie`re
suivante : on conside`re une population de N marcheurs, qui e´voluent dans l’espace des phases
avec la dynamique hamiltonienne bruite´e (1.29). A` chaque marcheur sont attache´s k vecteurs
unitaires vi qui e´voluent suivant la dynamique tangente
v˙i = −Avi (1.123)
A` chaque pas de temps n, on effectue alors une proce´dure de Gram-Schmidt :
1 on renormalise v1 et l’on note N1(n) le facteur de renormalisation,
2 on retire v1(v2 · v1) a` v2, ce qui le rend orthogonal a` v1, puis on le renormalise. On
note N2(n) le facteur de renormalisation,
...
k on retire vk(vj ·vk) au vecteur vj pour 1 ≤ k < j, ce qui rend vj orthogonal aux j−1
premiers. On le renormalise alors et note Nj(n) le facteur de renormalisation.
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On clone alors chaque particule avec un taux e´gal a` Nk(n)αk . Pour cela, on tire au hasard
un nombre ε entre 0 et 1 et l’on calcule τ = bε+Nk(n)αkc :
• si τ = 0, on supprime le clone,
• si τ > 1, on en cre´e τ − 1 copies identiques.
On renormalise ensuite la population comple`te pour la garder constante et l’on note Rk(n)








Toute la partie re´plication de cet algorithme est e´videmment identique a` celle utilise´e pour
le calcul de Z(λ1, t), ou` l’on a remplace´ le taux d’expansion de v1 par celui de vk.
1.6.4 Grandes de´viations de l’entropie de Kolmogorov-Sinai
L’entropie de Kolmogorov-Sinai est e´gale d’apre`s le the´ore`me de Pesin [154] a` la somme
des exposants de Lyapunov positifs. Dans le cas d’un syste`me hamiltonien sans friction, les





Pour calculer la fonction de grandes de´viations de hKS , il faut donc calculer







0 dt{PNi=1 vi·Avi}〉 (1.126)
On obtient cela en remplac¸ant dans la section pre´ce´dente le taux de clonage Nk(n)αk par∏N
i=1Ni(n)
α. Notons que hKS est ge´ne´ralement extensive en N et c’est donc 1N µhKS (α) qui
est intensive et non pas µhKS .
1.6.5 Probabilite´ jointe
On peut e´galement s’interroger sur les distributions de probabilite´s jointes des exposants
de Lyapunov. Si P (λ1, . . . , λ2N , t) repre´sente la distribution de probabilite´ que le syste`me
au temps t ait des exposants de Lyapunov λ1, . . . , λ2N , on peut construire une fonction de
grandes de´viations en prenant 2N transforme´es de Laplace :










0 dt{PNi=1 αiviAvi}〉 (1.127)




i . Cela est
particulie`rement inte´ressant en raison de relations de fluctuations re´cemment propose´es pour




Dans cette partie, nous avons montre´ comment le formalisme des grandes de´viations peut
eˆtre applique´ aux syste`mes dynamiques pour e´tudier des trajectoires rares. Pour cela, nous
avons construit un thermostat nume´rique pour la chaoticite´. Bien que l’analogie avec la phy-
sique statistique soit purement formelle, nous disposons la` d’un outil pratique permettant,
en faisant varier la « tempe´rature », de se´lectionner des trajectoires de chaoticite´ de´sire´e.
Au dela` de la beaute´ du formalisme sous-jacent, le principal attrait de cette me´thode est
son applicabilite´ en haute dimension. Nous avons ainsi pu se´lectionner des trajectoires tre`s
atypiques dans un syste`me de plus de mille degre´s de liberte´. L’exportation du langage des
transitions de phase a` un contexte dynamique est e´galement un ingre´dient se´duisant de ce
mariage entre physique statistique et syste`mes dynamiques. Toutefois, l’impossibilite´ d’exer-
cer un controˆle expe´rimental de la tempe´rature α−1 limite la porte´e de ce formalisme. Une
grande partie des re´sultats pre´sente´s dans ce chapitre correspond aux publications P2 et P6,
re´alise´es en collaboration avec Jorge Kurchan.
Concluons en mentionnant que le type d’algorithme introduit a` la section 1.3 ne se limite
ni aux exposants de Lyapunov, ni aux syste`mes dynamiques e´tudie´s dans ce chapitre. Au
chapitre suivant, nous allons en pre´senter une ge´ne´ralisation a` d’autres types d’observables,
dans le cadre des chaˆınes de Markov en temps continu.
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Chapitre 2
Grandes de´viations et temps
continu
2.1 Introduction
La dynamique pre´sente´e dans la partie pre´ce´dente peut-eˆtre ge´ne´ralise´e a` des classes d’ob-
servables plus larges que les seuls exposants de Lyapunov. Une telle me´thode fut pre´sente´e
inde´pendamment par Giardina`, Kurchan et Peliti [80] dans le cadre des chaˆınes de Markov
en temps discret. Si un grand nombre de syste`mes tombent dans cette classe, la plupart des
syste`mes physiques sont toutefois naturellement de´finis en temps continu et leur e´volution
doit donc eˆtre discre´tise´e pour que l’on puisse appliquer l’algorithme propose´ dans [80]. Cette
strate´gie fut suivie avec succe`s par Giardina` et al. pour le gaz de Lorentz [80], mais elle pose
des proble`mes importants. Tout d’abord, une telle discre´tisation repose sur le choix d’un pas
de temps dt arbitraire. Ce dernier doit eˆtre suffisamment faible pour minimiser les erreurs
dues a` la discre´tisation, mais l’efficacite´ de l’algorithme est dramatiquement alte´re´e par un
dt trop faible. En effet, des valeurs trop petites ne font qu’allonger inutilement la dure´e de
simulation, la plupart des pas de temps e´tant perdus a` rejeter des e´ve`nements. On pourrait
penser qu’il suffit de de´terminer l’e´chelle de temps microscopique « typique » du syste`me puis
de la diviser par un facteur d’ordre 10 pour obtenir une valeur de dt raisonnable. Cependant,
meˆme si la dynamique d’un syste`me est caracte´rise´e par une e´chelle de temps typique τ , rien
n’assure que ses grandes de´viations ne de´pendent pas fortement d’e´chelles de temps tre`s dif-
fe´rentes. Par exemple, si l’on choisit de simuler un trafic autoroutier, les grandes de´viations
du courant sont domine´es par des embouteillages (courant faible) ou des trajectoires quasi
balistiques (trafic parfaitement fluide), le « taux » de transition du syste`me variant de O(1)
a` O(N). De manie`re plus ge´ne´rale, lors qu’une transition de phase dynamique [119, 120] a
lieu, les grandes de´viations peuvent impliquer des trajectoires pre´sentant des temps carac-
te´ristiques qui suivent des lois d’e´chelles diffe´rentes avec la taille du syste`me. On est alors
oblige´ de recourir a` une simulation en temps continu.
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2.2 Grandes de´viations
Par souci de cohe´rence, nous pre´sentons dans cette section le formalisme des grandes de´-
viations applique´ pre´ce´demment aux exposants de Lyapunov (section 1.2.4.2) dans un cadre
plus ge´ne´ral. Conside´rons un syste`me dont on souhaite e´tudier les grandes de´viations d’ob-











la version intensive en temps. Si cette classe contient entre autres les moyennes d’observables
statiques, (2.2) de´crit toutefois un ensemble beaucoup plus large. Par exemple, si pi(t′) cor-
respond au taux d’expansion d’un k-volume de l’espace des phases, o(t) est la somme des k
premiers exposants de Lyapunov au temps t. De meˆme, si l’on conside`re un gaz sur re´seau
unidimensionnel et que l’on associe respectivement pi = 1 et pi = −1 a` chaque saut d’une
particule vers la droite ou vers la gauche, alors o(t) repre´sente le courant moyen entre les
temps 0 et t et O(t) le courant total.
Pour quantifier les fluctuations de l’observable O(t), on cherche a` calculer la fonction de
grandes de´viations de sa distribution de probabilite´. Si l’on note P (o, t) la probabilite´ que
o(t) = o, celle-ci est de´finie par
P (o, t) = ets(o,t) s(o, t) =
1
t
log[P (o, t)] →
t→∞ s(o) (2.3)
Notons que si cette loi d’e´chelle est fre´quente en physique statistique d’e´quilibre (cf section
1.2.4.2), elle n’est toutefois pas garantie. Par exemple, dans le cas ou` la queue de P (o, t) serait
une loi de puissance, s(o) serait nulle.
Rappelons a` nouveau l’analogie entre s(o) et une entropie en physique statistique d’e´qui-






ou` V est le volume du syste`me e´tudie´ et Ω(E) le nombre d’e´tats d’e´nergie E. L’analogie entre
ces deux formulations n’est pas anodine, puisque l’on peut reformuler la physique statistique
d’e´quilibre en terme de fonctions de grandes de´viations [68]. Nous poursuivrons a` nouveau
cette analogie tout au long de cette e´tude. Comme dans la section 1.2.4.2, on pre´fe`re travailler
dans l’ensemble canonique plutoˆt que microcanonique et l’on introduit pour cela la fonction







do eαtoP (o, t) ∼
t→∞ e
tµo(α) (2.5)
1La constante de Boltzmann e´tant prise e´gale a` 1.
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µo e´tant la fonction ge´ne´ratrice des cumulants de o. Comme explique´ a` la section 1.2.4.2, la de´-
termination nume´rique de ces fonctions est difficile, car une simulation standard e´chantillonne
les trajectoires telles que
s′(o) = 0 (2.6)
alors que Z est domine´e par les trajectoires qui satisfont
s′(o) = −α (2.7)
La probabilite´ d’observer ces dernie`res est exponentiellement petite en t et ne´cessite donc un
nombre exponentiellement grand de simulations.
Dans la suite de ce chapitre, nous rappelons d’abord dans la section 2.3.1 le formalisme des
chaˆınes de Markov en temps continu et de´finissons les fonctions de grandes de´viations. Nous
pre´sentons ensuite l’algorithme dans la section 2.3.3 avant de l’appliquer a` trois exemples dans
la section 2.4 : le processus d’exclusion syme´trique, son pendant asyme´trique, qui pre´sente
l’inte´reˆt d’eˆtre spontane´ment hors e´quilibre, et le processus de contact en champ, ou` une
transition de phase dynamique a lieu.
2.3 Formalisme et algorithme
2.3.1 Chaˆınes de Markov en temps continu
Conside´rons un syste`me de´crit par un nombre fini de configurations {C}, dont l’e´volution
est de´termine´e par des taux de transition W (C → C′) entre diffe´rentes configurations. La
probabilite´ P (C, t) de trouver le syste`me en C au temps t e´volue suivant l’e´quation maˆıtresse
∂tP (C, t) =
∑
C′ 6=C
W (C′ → C)P (C′, t) − r(C)P (C, t) (2.8)




W (C → C′) (2.9)
Lors d’une trajectoire typique, ce syste`me part d’une configuration initiale C0 et visite un
ensemble de configurations {Ck}0≤k≤K , sautant de Ck a` Ck+1 au temps tk+1, avec une proba-
bilite´ W (Ck→Ck+1)r(Ck) (voir figure 2.1). Notons que contrairement aux cas en temps discret, Ck et
Ck+1 sont, par construction, distinctes. Le nombre total de sauts K fluctue, puisque le temps
passe´ dans chaque configuration est une variable ale´atoire. Si le syste`me arrive au temps t0
dans la configuration C0, l’e´volution suivante a lieu a` un temps t1, distribue´ suivant une loi
de Poisson :
ρ(t1|C0, t0) = r(C0)e−(t1−t0)r(C0) (2.10)
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Fig. 2.1 : Une histoire typique du syste`me. Les intervalles entre les changements de configu-
ration sont des variables ale´atoires distribue´es selon des lois de Poisson de´pendant de la configuration
de de´part. Le nombre total de changements de configuration entre 0 et t, note´ K, fluctue entre les
histoires.
2.3.2 Fonction de grandes de´viations
Conside´rons une observable A extensive en temps, pouvant eˆtre de´compose´e comme une





Cette forme est peu restrictive et la plupart des observables ge´ne´ralement e´tudie´es tombent
dans cette classe. Par exemple, si A est le courant total d’un mode`le de gaz sur re´seau uni-
dimensionnel, piCC′ est la contribution d’un saut e´le´mentaire (voir section 2.4.1). La fonction







ou` la moyenne 〈. . .〉 est prise sur toutes les histoires entre 0 et t, et a = A(t)/t est intensive
en temps. La fonction de grandes de´viations µa(α) est la transforme´e de Legendre de s(a) :
µa(α) = max
a
[s(a) + αa] (2.13)
Sous des conditions relativement ge´ne´rales [68], cette formule peut eˆtre inverse´e et on re´cupe`re




Pour calculer Z(α, t), commenc¸ons par introduire l’e´quation maˆıtresse satisfaite par la pro-
babilite´ jointe P (C, A, t) d’eˆtre dans la configuration C au temps t avec A(t) = A :
∂tP (C, A, t) =
∑
C′ 6=C
W (C′ → C)P (C′, A− piC′C , t) − r(C)P (C, A, t) (2.15)
La transforme´e de Laplace Pˆ (C, α, t) = ∑A eαAP (C, A, t) e´volue alors suivant
∂tPˆ (C, α, t) =
∑
C′ 6=C
Wα(C′ → C)Pˆ (C′, α, t) − r(C)Pˆ (C, α, t) (2.16)
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ou` les taux modifie´s Wα sont donne´s par
Wα(C′ → C) = eαpiC′CW (C′ → C) (2.17)
De l’e´quation (2.16), on de´duit que Z(α, t) =
∑
C Pˆ (C, α, t) se comporte aux temps longs
comme etµa(α) ou` µa(α) est la plus grande valeur propre d’un ope´rateur d’e´volution (qui ne
conserve pas la probabilite´). Cela justifie a posteriori la loi d’e´chelle de´crite dans (2.12). La
de´termination de la fonction de grandes de´viations µa(α) revient alors au calcul de cette
valeur propre, que nous effectuons dans la section suivante.
2.3.3 Dynamique de population
Conside´rons la chaˆıne de Markov modifie´e, de´finie par les taux Wα, dont l’ope´rateur d’e´vo-
lution s’e´crit :




Wα(C → C′) (2.19)
L’e´volution de Pˆ (C, α, t) s’e´crit :
∂tPˆ (C, α, t) =
∑
C′
(Wα)CC′ Pˆ (C′, α, t) + [rα(C)− r(C)]Pˆ (C, α, t) (2.20)
La dynamique correspondante alterne entre des changements de configuration de´termine´s
par les taux Wα et des e´volutions exponentielles de taux rα(C)− r(C) de Pˆ (C, α, t). Ces deux
re´gimes correspondent respectivement aux premier et second termes du membre de droite de










ou` la moyenne 〈. . .〉α est prise sur toutes les trajectoires allant du temps 0 au temps t de la
dynamique modifie´e par α (2.17). Le changement de taux W →Wα peut eˆtre vu comme une
version de la proce´dure nomme´e importance sampling, qui favorise des histoires pertinentes
pour le calcul de Z(α, t). Pour calculer la moyenne de l’exponentielle du membre de droite de
(2.21), on va, comme dans le chapitre pre´ce´dent (section 1.3), avoir recours a` une me´thode
d’enrichissement de l’e´chantillonnage pour favoriser les trajectoires pertinentes.
Conside´rons N0 clones du syste`me, e´voluant en paralle`le avec la dynamique de´termine´e
par les taux Wα. Soit cβ, le premier clone qui change de configuration, et tβ le temps auquel
cette e´volution a lieu :
0 le temps est augmente´ jusqu’a` tβ,
1 cβ saute de sa configuration C vers une autre configuration C′ avec probabilite´ Wα(C →
C′)/rα(C),
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2 l’intervalle de temps ∆t jusqu’au prochain saut de cβ est de´termine´ a` partir d’une loi
de Poisson (2.10) de parame`tre rα(C′),
3 le clone cβ est alors re´plique´ ou tue´ avec un taux Y(C′) = e∆t[rα(C′)−r(C′)] :
• on calcule alors y = bY(C′) + εc ou` ε est uniforme´ment distribue´ sur [0, 1],
• si y = 0, la copie cβ est tue´e,
• si y > 1, on re´alise y − 1 nouvelles copies de cβ.
On recommence alors la proce´dure pour le clone dont l’e´volution est la plus proche dans le
futur. Une telle proce´dure de re´plication modifie le nombre total de clones par un facteur
R(tβ) =
N+y−1
N , qui repre´sente l’e´volution exponentielle de Pˆ (C′, α, t). Finalement, Z(α, t)




Toutefois, un tel algorithme entraˆıne une croissance ou une de´ple´tion exponentielle de
la population de clones et nous ajoutons donc un quatrie`me pas pour maintenir celle-ci
constante :
4 si y = 0, un clone cβ 6= cα est choisi ale´atoirement pour eˆtre re´plique´, tandis que si
y > 1, y − 1 clones sont choisis uniforme´ment parmi les N + y − 1 clones et sont tue´s.
La fonction de grandes de´viations µa(α) est alors obtenue a` partir du comportement aux
temps longs du produit des facteurs de re´plication :
1
t








ou` τ est le nombre total de changement de configuration parmi toutes les histoires entre 0 et
t.
Notons finalement que l’on peut de´finir une nouvelle mesure sur l’espace des trajectoires




C’est la mesure observe´e nume´riquement lors des simulations de l’algorithme pre´sente´ ci-
dessus.
2.3.4 Inte´gration thermodynamique
Comme a` la section 1.5, le calcul direct de µa(α), qui est en ge´ne´ral relativement bruite´,
peut eˆtre remplace´ avantageusement par l’utilisation de l’inte´gration thermodynamique. Si















〈eαta〉 = 〈a〉α (2.26)





Graˆce a` l’inte´gration, le bruit est lisse´.
2.4 Trois exemples
2.4.1 Le processus syme´trique d’exclusion simple (SSEP)
Nous appliquons a` pre´sent l’algorithme au calcul des grandes de´viations du courant Q
dans le cas du processus syme´trique d’exclusion simple [176] avec conditions aux limites
pe´riodiques. Le syste`me est compose´ de N particules diffusant sur un re´seau unidimensionnel
de taille L. Chaque particule peut sauter avec un taux 1 vers un site voisin, pourvu que celui-
ci soit inoccupe´. Le courant total Q augmente ou diminue de 1 a` chaque saut, en fonction de
la direction de celui-ci. En utilisant la notation (2.11), piCC′ = 1 ou −1 quand une particule














Fig. 2.2 : E´valuation nume´rique de 1LµQ(α) pour le SSEP (N = 200, L = 400). a :
Comparaison entre l’e´valuation directe de µQ(α) (croix bleues) et le re´sultat de l’inte´gration ther-
modynamique (ronds rouges). b : Comparaison entre le re´sultat nume´rique (ronds rouges) et le
de´veloppement (2.28), valide pour faible α (ligne continue).
Comme dans de nombreux exemples de processus d’exclusion [56, 118], la fonction de
grandes de´viations µQ(α) est extensive en L et dans la limite thermodynamique (N et L
grand, N/L fini), nous e´tudions plutoˆt la fonction intensive 1LµQ(α). Bien que le courant
soit nul en moyenne (les sauts sont syme´triques), sa variance est finie et µQ(α) vaut pour de
petites valeur de α [26, 176] :
1
L
µQ(α) = ρ(1− ρ)α2 +O(Lα4) (2.28)
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Dans ce re´gime, les fluctuations sont gaussiennes et les simulations sont en accord parfait avec
le de´veloppement (2.28) (cf. figure 2.2.b). Pour de plus grandes valeurs de α, les fluctuations
sont non gaussiennes et correspondent a` de tre`s grandes fluctuations du courant (Figure 2.2.a).
Le calcul direct de µQ(α) est e´galement compare´ avec le re´sultat obtenu par inte´gration
thermodynamique (Figure 2.2.a). A` ce niveau de pre´cision nume´rique, les deux e´valuations
co¨ıncident. Notons que le temps de convergence avec l’inte´gration thermodynamique est plus
de 10 fois plus court que lors de l’e´valuation directe.
2.4.2 Le processus asyme´trique d’exclusion simple (ASEP)
Nous conside´rons a` pre´sent les grandes de´viations du courant total Q pour un mode`le
hors e´quilibre : le processus d’exclusion simple asyme´trique [176] avec conditions aux limites
pe´riodiques. Le syste`me est compose´ de N particules diffusant sur un re´seau unidimensionnel
de taille L. Chaque particule saute vers la gauche avec un taux q et vers la droite avec un
taux p tant que le site d’arrive´e est libre. Le courant total est de´fini comme dans la section
pre´ce´dente. Pour p 6= q, un courant stationnaire Qst non nul circule a` travers le syste`me ;
dans la limite thermodynamique, Qst = Lρ(1− ρ)(p− q).
La fonction de grandes de´viations µQ(α) est syme´trique autour de E2 (avec E = ln
q
p) :
d’apre`s le the´ore`me de fluctuation µQ(E − α) = µQ(α). Pour q > p, le courant stationnaire
Qst est ne´gatif. La branche α > E/2 correspond a` des de´viations ou` le courant moyen est
supe´rieur a` Qst, tandis qu’il est infe´rieur pour α < E/2 (rappelons que µ′Q(α) ' 〈Qt 〉α).
La fonction de grandes de´viations µQ(α) est repre´sente´e sur la figure 2.3.a, pour q = 1, 2,
p = 0, 8.
La proce´dure nume´rique propose´e dans ce chapitre permet e´galement de visualiser les
configurations typiques pour α 6= 0, i.e. celles qui sont responsables d’un courant diffe´rent de
Qst.
• Pour les grands courants (c’est-a`-dire |α|  E et Q d’ordre N), le courant est rendu
maximal par les configurations les plus homoge`nes possibles (figure 2.3.b) : le profil
moyen est plat, avec une densite´ moyenne N/L.
• Pour les faibles courants (c’est-a`-dire α ≈ E2 et Q d’ordre 1), le profil typique prend la
forme d’un choc suivi d’un anti-choc (figures 2.4.a-c). L’asyme´trie du profil favorise un
le´ger courant moyen du coˆte´ dont la pente est la moins forte.
2.4.3 Le processus de contact
Nous e´tudions a` pre´sent le processus de contact unidimensionnel [88]. Le mode`le est de´fini
sur un re´seau de L sites, avec conditions aux bords pe´riodiques. Chaque site i est soit vide
(ni = 0) soit occupe´ par une particule (ni = 1). Les particules s’e´vaporent avec un taux 1 et
s’adsorbent sur des sites vides avec un taux

















Fig. 2.3 : a : Fonction de grandes de´viations 1LµQ(α) pour l’ASEP (L = 400 sites, N = 200
particules). Les taux de transition sont p = 0, 8 et q = 1, 2, d’ou` E/2 ' 0, 2. Les croix bleues
et les cercles rouges correspondent respectivement a` l’e´valuation directe de 1LµQ(α) et au re´sultat
de l’inte´gration thermodynamique. b : Une configuration typique (ni = 0 ou 1 est le nombre
d’occupation au site i) pour une tre`s grande de´viation de courant (|α|  E), le profil est uniforme.




























Fig. 2.4 : Profil moyen de l’ASEP pour diffe´rentes valeurs de α autour de E/2
(L = 100, N = 50, p = 0, 8, q = 1, 2, E/2 ' 0, 2). a : Pour α = 0, 1 < E/2, le courant moyen est
ne´gatif (les particules vont majoritairement vers la gauche). b : Pour α ' 0, 2 = E/2, le courant
moyen est nul. c : Pour α = 0, 30 > E/2, le courant moyen est positif.
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Fig. 2.5 : a : Repre´sentation de la fonction de grandes de´viation 1LµK(α) associe´e au nombre
d’e´ve`nements K dans le processus de contact avec champ (L = 120 sites) b : La transition de
phase dynamique a lieu pour αc ∼ −0.057. Elle est mise en e´vidence graˆce a` la repre´sentation de
µ′K(α) =
1
t 〈K〉α pour diffe´rentes tailles du syste`me (L = 4 en noir, 8 en rouge, 15 en bleu et 50
en magenta).
ou` λ et h sont des constantes positives. En particulier, il y a un taux spontane´ d’adsorption h.
Lorsque h = 0, le syste`me atteint toujours un e´tat absorbant vide tant que sa taille est finie [54,
60], tandis que l’e´tat stationnaire est actif pour λ > 1 dans la limite thermodynamique.
Dans la version champ moyen, la dynamique d’e´quilibre est influence´e par la pre´sence
d’un e´tat inactif, absorbant. Cela peut se voir via l’e´tude de la fonction de grandes de´viations
du nombre d’e´ve`nements K, une quantite´ qui est simplement donne´e par le nombre total
de changements de configuration durant une histoire du syste`me. 1LµK(α) est non analy-
tique [120] pour une valeur critique αc, qui tend vers 0 avec h. Comme nous l’avons explique´
pre´ce´demment, les fonctions de grandes de´viations comme µK(α) jouent un roˆle analogue a`
celui d’une e´nergie libre dynamique, dont les ruptures d’analyticite´ sont synonymes de tran-
sition de phase dynamique. Dans des termes plus physiques, cela signifie qu’il existe deux
classes d’histoires : un e´tat « tre`s actif » domine l’e´tat stationnaire tandis que les grandes
de´viations correspondant a` α < αc sont domine´es par des trajectoires « peu actives ». Pour
α = αc, les deux phases coexistent a` la manie`re d’une transition de phase du premier ordre.
La question de la survie de cette transition en dimension finie est toujours ouverte.
Au vu des re´sultats nume´riques obtenus en utilisant notre algorithme, ce sce´nario semble
eˆtre e´galement valide en dimension 1. Sur la figure 2.5.a, nous repre´sentons la fonction µK(α)
pour un syste`me de grande taille et pour des parame`tres λ = 3.5, h = 0.1. Les deux branches
de la fonction correspondent a` deux phases distinctes. Comme dans la version champ moyen,
la non analyticite´ apparait comme un saut dans la de´rive´e premie`re de 1LµK(α) dans la
limite thermodynamique. En utilisant la relation µ′K(α) =
1
t 〈K〉α, nous pouvons e´tudier la
loi d’e´chelle de 1Lµ
′
K(α) avec la taille du syste`me (figure 2.5.b). Les re´sultats supportent l’ide´e
d’une transition de phase pour αc ∼ −0.057. Aux environs de αc, la dynamique pre´sente une
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superposition d’histoires « plus actives » et « moins actives », pour lesquelles l’utilisation
d’un algorithme en temps continu est particulie`rement utile.
2.5 Conclusion
Nous avons pre´sente´ un algorithme simple pour e´valuer les fonctions de grandes de´viations
des chaˆınes de Markov en temps continu, sans avoir a` recourir a` une discre´tisation du temps.
Nous avons montre´ a` l’aide d’exemples spe´cifiques que cette me´thode peut eˆtre utilise´e avec
succe`s dans des syste`mes ou` la pre´sence de diffe´rentes e´chelles de temps rend l’approche en
temps discret difficile. L’ensemble de ces re´sultats correspond a` la publication P3, re´alise´e en
collaboration avec Vivien Lecomte.
Dans le contexte des simulations quantiques, une approche du temps continue des dy-
namiques de type Diffusion Monte Carlo fut propose´e par Sylju˚asen [179], reposant sur un
formalisme continu mais une imple´mentation discre`te. Il serait inte´ressant de porter la me´-
thode pre´sente´e ici au cadre de la simulation des syste`mes quantiques.
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Deuxie`me partie




Mode`le dual et grandes de´viations
3.1 Introduction
La manie`re la plus simple d’amener un syste`me hors e´quilibre est de le mettre au contact de
deux re´servoirs1 aux effets antagonistes : deux thermostats de tempe´ratures diffe´rentes, deux
re´servoirs de particules n’ayant pas le meˆme potentiel chimique, etc... Un courant traverse
alors le syste`me, plongeant celui-ci hors de l’e´quilibre.
En terme de complexite´, la compre´hension des syste`mes unidimensionnels mene´s hors
e´quilibre par des contraintes a` leurs bords constitue ainsi le premier pas dans le monde de
la physique hors e´quilibre. Malgre´ la simplicite´ de leur de´finition, ces mode`les ne sont en
ge´ne´ral par re´solubles, ce qui explique l’enthousiasme suscite´ par les re´sultats exacts obtenus
au cours des vingt dernie`res anne´es (voir [55] pour une revue). Re´cemment, Derrida, Lebowitz
et Speer [58] (DLS) ont obtenu une expression exacte pour la fonction de grandes de´viations du
profil de densite´ du processus syme´trique d’exclusion simple (SSEP) – un mode`le de transport
de particules unidimensionnel – via une me´thode de matrice de´veloppe´e pre´ce´demment [25,
57, 69, 157, 165].
Les solutions exactes de mode`les microscopiques sont autant de jalons qui e´clairent le
chemin du physicien dans sa queˆte d’une physique hors e´quilibre. Toutefois, elles reposent
en ge´ne´ral sur la nature intime des mode`les e´tudie´s et la ge´ne´ralite´ des conclusions qui en
de´coulent n’est donc pas e´tablie. Il est par conse´quent important de pouvoir utiliser des
approches plus ge´ne´rales, purement macroscopiques, qui ne reposent pas sur les nombreuses
syme´tries des mode`les microscopiques inte´grables. Un tel cap fut franchi dans le cadre de
la the´orie des fluctuations macroscopiques par Bertini et al. [18–20]. Celle-ci est en un mot
l’application d’un de´veloppement WKB [36, 107, 193] a` l’ope´rateur d’e´volution, valide dans la
limite des grandes e´chelles. A` la manie`re habituelle de la the´orie semiclassique [48, chap. 27]
et de l’optique ge´ome´trique, le logarithme des fonctions d’onde e´volue avec une e´quation
1On entend ici re´servoir au sens large, il peut s’agir d’un re´servoir de particules, d’e´nergie (un thermostat)
etc. En un mot, il s’agit d’un syste`me macroscopique qui impose une valeur pre´cise d’un parame`tre intensif
(tempe´rature, potentiel chimique ...) conjugue´ a` une grandeur extensive (nombre de particules, e´nergie ...).
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de Hamilton-Jacobi, dont les courbes caracte´ristiques satisfont les e´quations de Hamilton
correspondantes.
Pour la limite hydrodynamique du SSEP, Bertini et al.[18] furent capables de re´soudre
explicitement l’e´quation de Hamilton-Jacobi et obtinrent ce faisant la fonction de grandes
de´viations du profil de densite´. Ils montre`rent ainsi que le calcul de la fonction de grandes
de´viations est inde´pendant, sur le plan logique, de la solution exacte du mode`le microscopique,
bien que celle-ci puisse servir de guide pour la re´solution de l’e´quation de Hamilton-Jacobi.
Cette dernie`re revient a` effectuer une se´rie de changements de variable aux conse´quences
surprenantes, dont le degre´ de ge´ne´ralite´ reste a` de´terminer.
Dans ce chapitre, nous montrons que le proble`me des grandes de´viations du profil de
densite´ de ce mode`le hors e´quilibre se rame`ne a` celui d’un mode`le isole´, a` l’e´quilibre mi-
crocanonique, dont les grandes de´viations s’obtiennent simplement a` l’aide du bilan de´taille´.
Une telle correspondance pourrait surprendre tant la physique diffe`re lorsque l’on quitte
l’e´quilibre. Par exemple, la syme´trie d’Onsager-Machlup [148, 149] entre l’e´mergence et la
relaxation de profils atypiques, valide a` l’e´quilibre, est brise´e pour le SSEP en conditions ou-
vertes. De meˆme, l’apparition de corre´lations a` longue porte´e est une signature des mode`les
hors e´quilibre. Il n’y a toutefois pas de contradiction ici parce que le changement de variable
du mode`le dual vers le mode`le original est non local et introduit tous les ingre´dients de la
physique hors e´quilibre.
Dans la section 3.2, nous pre´sentons tout d’abord le mode`le e´tudie´ et sa limite hydro-
dynamique. Nous reformulons ensuite dans la section 3.3 la question des grandes de´viations
dans le langage de la the´orie des champs que nous aurons introduite. Nous montrons alors
section 3.4 comment le bilan de´taille´ permet de re´pondre a` cette question pour un syste`me a`
l’e´quilibre et pourquoi cette strate´gie e´choue dans le cas qui nous inte´resse. Dans la section
3.5, nous pre´sentons, via le formalisme hamiltonien, une solution e´quivalente a` celle de Bertini
et al. [18] pour le SSEP. Finalement, nous montrons section 3.6.1 comment ce re´sultat peut
eˆtre interpre´te´ a` la lumie`re du changement de variable non local qui rame`ne le proble`me a`
l’e´tude des grandes de´viations d’un syste`me a` l’e´quilibre.
Ce chapitre est assez technique et nous avons choisi de donner ici une version relativement
exhaustive des calculs, a` l’exception notable de la construction de la limite hydrodynamique,
via l’utilisation d’e´tats cohe´rents, qui sera pre´sente´e dans une publication ulte´rieure. Une
version plus synthe´tique, qui reprend l’essentiel des ide´es physiques dans une forme condense´e,
est disponible dans la publication P4, re´alise´e en collaboration avec Jorge Kurchan et Vivien
Lecomte.
3.2 Pre´sentation du mode`le et limite hydrodynamique
3.2.1 Pre´sentation
Les processus d’exclusion simple sont des gaz sur re´seau dont les particules interagissent
via une re´pulsion de coeur dur. En une dimension, chaque site du syste`me peut eˆtre occupe´ par
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une particule ni = 1 ou vide ni = 0. On note p et q les taux de transition des particules vers
la droite et la gauche, celles-ci e´tant permises tant que le site d’arrive´e est libre. Le syste`me
est mis en contact a` ses extre´mite´s avec des re´servoirs et l’on note suivant la convention








Fig. 3.1 : Repre´sentation sche´matique d’un processus d’exclusion simple unidimensionnel de taille
L.
Lorsque p = q, la diffusion est syme´trique et la dynamique satisfait le bilan de´taille´ a`
l’inte´rieur du syste`me. Au contraire, lorsque p 6= q, le processus est asyme´trique et le syste`me
intrinse`quement hors e´quilibre2. Nous nous inte´resserons par la suite uniquement au SSEP
(p = q) dont l’aspect hors e´quilibre est uniquement duˆ au couplage a` des re´servoirs de
potentiels chimiques distincts (αγ 6= δβ ).
3.2.2 Limite hydrodynamique
Ce mode`le microscopique est stochastique et la description de sa dynamique ou la ca-
racte´risation de sa mesure stationnaire ne´cessite l’e´tude de l’ope´rateur d’e´volution associe´ a`
son e´quation maˆıtresse. Le spectre de celui-ci renferme en effet les diffe´rentes informations
ne´cessaires a` la compre´hension de la physique du syste`me. C’est une taˆche ardue que l’on est
en ge´ne´ral incapable de mener a` bien. Dans le cadre de la physique statistique, on s’inte´resse
a` la limite thermodynamique du syste`me, ce qui simplifie grandement le proble`me. La des-
cription microscopique intime du mode`le n’est alors plus ne´cessaire et l’on peut se contenter
de de´crire la physique a` l’e´chelle d’observation du syste`me. L’ide´e sous-jacente est que les
diffe´rentes e´chelles sont relativement « de´couple´es » et que l’on peut de´crire la physique au
niveau macroscopique a` l’aide de champs continus, dont l’e´volution ne fait pas intervenir de
quantite´ microscopique3. Par exemple, dans le cas du SSEP, on ne s’inte´resse plus au taux
d’occupation de chaque site, mais a` un champ de densite´ ρ(x), ou` x ∈ [0, 1] de´crit la position
le long du syste`me4. L’effet des re´servoirs se traduit alors simplement a` travers des conditions
2Par exemple, le courant moyen est non nul dans l’e´tat stationnaire lorsque les conditions aux limites sont
pe´riodiques.
3Plus pre´cise´ment, la forme des e´quations de´pend de la nature microscopique du syste`me mais ne fait pas
intervenir d’observables microscopiques.
4On conside`re sans perte de ge´ne´ralite´ que le syste`me est de taille 1 a` l’e´chelle d’observation.
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aux limites spatiales sur la densite´5 :
∀t, ρ(0, t) = α
α+ γ
≡ ρ0 ρ(1, t) = δ
δ + β
≡ ρ1 (3.1)
En premie`re approximation, l’e´volution de la densite´ est de´terministe et les profils relaxent
diffusivement suivant la loi de Fick [71] :
ρ˙ = ∇[D(ρ)∇ρ] D(ρ) = 1
2
(3.2)
Aux temps longs, la densite´ relaxe vers un profil stationnaire ρ¯(x) interpolant line´airement
entre ρ0 et ρ1 :
ρ¯(x) = ρ0 + x(ρ1 − ρ0) (3.3)
Bien suˆr, le syste`me n’est pas parfaitement de´terministe et l’on permet par conse´quent a`
la dynamique de fluctuer autour de son comportement hydrodynamique (3.2). On conside`re
pour cela l’e´quation stochastique suivante [176] :
ρ˙(x, t) = −∇J(x, t) J(x, t) = −1
2
∇ρ(x, t)− η(x, t) (3.4)
ou` η(x, t) est un bruit blanc gaussien de moyenne nulle, dont la variance est donne´e par
〈η(x, t)η(x′, t′)〉 = 1
L
σ[ρ(x, t)] δ(x, x′) δ(t− t′) σ[ρ(x, t)] = ρ(x, t)[1− ρ(x, t)] (3.5)
La dynamique est toujours conservative puisque (3.4) est bien une e´quation de conservation,
mais le courant peut fluctuer autour de sa valeur typique. Notons que ces fluctuations sont
de variance 1L et traduisent bien un effet sous-dominant dans la limite hydrodynamique.
En nous plac¸ant a` un niveau macroscopique, nous avons pu e´changer l’analyse d’un mo-
de`le microscopique complique´ contre celle d’une e´quation diffe´rentielle stochastique. Pour
mener celle-ci a` terme, nous pouvons a` pre´sent avoir recours a` la machinerie de la the´orie
des champs. Une e´tude plus syste´matique d’e´quations stochastiques similaires sera pre´sen-
te´e aux sections 5.1.1 et 5.2.1 ; par conse´quent, nous pre´sentons simplement ci-dessous une
construction succincte du propagateur. L’e´quation (3.4) peut se re´crire :
g(ρ, η) = 0 g(ρ, η) = ρ˙− 1
2
∆ρ−∇η (3.6)
La probabilite´ P que le syste`me passe d’une configuration ρ1 au temps t1 a` une configuration
ρ2 au temps t2 s’e´crit [199, chap. 16] :
P ∼
∫
D[g, η]δ(g)P [η(x, t)] (3.7)





5Sur le plan microscopique, on peut conside´rer que l’on a « ajoute´ » des sites 0 et L+ 1 avec des densite´s
fixes ρ0 et ρ1.
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est la probabilite´ de la re´alisation du bruit η(t) et la fonction δ(g) impose simplement la
re´alisation des e´quations du mouvement. En inversant la relation entre g et ρ, on peut alors
















On ne tiendra pas compte dans la suite du Jacobien F (ρ, η) car celui-ci est d’ordre sous-
dominant en L6. On peut alors utiliser la repre´sentation de Fourier de la fonction δ en intro-












Le bruit η est nul sur les sites au contact avec les re´servoirs, on peut par conse´quent inte´grer






















dtdx{ρˆ[ρ˙− 12∆ρ− 12σ(ρ)(∇ρˆ)2]} (3.12)










ou` nous avons introduit la densite´ hamiltonienne
H[ρ, ρˆ] ≡ 1
2
[
σ(ρ)∇ρˆ2 + ρˆ∆ρ] (3.14)
6 Le choix de l’ordre des ope´rateurs se traduit par une contribution d’ordre 1 et non d’ordre L. Pour plus
de pre´cisions a` ce sujet, se re´fe´rer aux sections 5.1.1 et 5.2.1.
7 Notons que nous avons moralement affaire a` un produit sur l’ensemble des sites i du type
QL
i=1 δ[ρ˙i+h(ρi)].










. Par ailleurs, puisque
la somme de Riemann L−1
PL
i=1 r(ρi) converge vers
R 1
0
r(ρ(x))dx, on remplace la somme dans l’exponentielle
par L fois l’inte´grale sur x, pour obtenir in fine
R D[ρˆ] exp[L R dxdtρˆ(ρ˙+ h(ρ))]. Ceci explique la pre´sence du
pre´facteur L dans (3.10).
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Lorsque L est grand, cette probabilite´ est domine´e par la trajectoire qui extre´malise l’action





dyH[ρ(y), ρˆ(y)] = 1
2
∆ρ(x)−∇(σ[ρ(x)]∇ρˆ(x))
˙ˆρ(x) = − δ
δρ(x)
∫
dyH[ρ(y), ρˆ(y)] = −1
2




soumises aux conditions aux limites spatio-temporelles :
ρ(x, t1) = ρ1(x); ρ(x, t2) = ρ2(x)
ρ(0, t) = ρ0; ρ(1, t) = ρ1; ρˆ(0, t) = ρˆ(1, t) = 0
(3.16)
La nullite´ de ρˆ aux bords traduit simplement le fait que les thermostats imposent exactement
les densite´s aux bords dans la limite hydrodynamique. Finalement, notons que l’action est
extre´male pour un champ ρˆ re´el et non imaginaire. C’est un phe´nome`ne classique en the´orie
statistique des champs : on introduit des champs imaginaires pour repre´senter des fonctions
δ de Dirac, mais le point de col qui domine l’inte´grale correspondante est sur l’axe re´el, hors
du domaine d’inte´gration8.





∆ρ ρˆ = 0 (3.17)
dont l’action S est nulle et qui converge vers ρ¯ aux temps longs. Ce type de trajectoire
correspond a` la limite de bruit nul de l’e´quation stochastique (3.4) et nous ferons parfois
re´fe´rence par la suite a` ce type de solution sous le nom d’anti-instanton.
Finalement, les conditions aux bords sur ρˆ permettent d’inte´grer par partie le dernier
terme de l’action sans produire de termes de bords spatiaux supple´mentaires et celle-ci peut












3.3 Grandes de´viations et instantons
Dans la limite hydrodynamique, la probabilite´ d’observer un profil ρ∗(x) dans l’e´tat sta-
tionnaire est de la forme :
P (ρ∗) ∼ e−NF [ρ∗(x)] (3.19)
et nous souhaitons calculer la fonction de grandes de´viations F . Celle-ci est donne´e par
l’action de l’instanton [199, chap. 39-41] : la trajectoire la plus probable parmi toutes celles
qui de´marrent au voisinage de l’e´tat stationnaire et arrive a` un grand temps9 T dans la
8On doit donc supposer que l’on peut de´former le contour d’inte´gration.
9et satisfait donc
R H dx = 0 a` tout temps.
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configuration ρ∗. Le proble`me revient alors a` trouver la solution des e´quations du mouvement
(3.15) remplissant les conditions aux limites spatio-temporelles
temporelles : ρ(x, 0) = ρ¯(x) ρ(x, T ) = ρ∗(x)
spatiales : ρ(0, t) = ρ0 ρ(1, t) = ρ1 ρˆ(0, t) = ρˆ(1, t) = 0
(3.20)
De manie`re alternative, on peut calculer l’action de l’instanton via le formalisme de Hamilton-
Jacobi [82] comme le firent Bertini et al. [18].
3.4 Une strate´gie pour calculer les grandes de´viations
3.4.1 A` l’e´quilibre
Remarquons tout d’abord que l’anti-instanton n’est pas la trajectoire que nous cherchons
puisqu’elle relaxe vers ρ¯ et ne satisfait donc pas les conditions aux limites temporelles (3.20).
Une strate´gie pour trouver une solution aux e´quations de Hamilton (3.15) est de faire un
changement de variables qui transforme le proble`me original en un autre proble`me stochas-
tique (i.e. de´rivant d’une hydrodynamique fluctuante telle que (3.4)), tel que les solutions de
bruit nul de ce nouveau proble`me remplissent les conditions aux limites spatio-temporelles.
C’est une strate´gie ge´ne´rale en ce sens qu’une telle transformation existe toujours. En effet, si
l’on connait la fonction de grandes de´viations F(ρ), alors la transformation ρˆ→ ρˆ+ δFδρ rem-
plit les conditions ci-dessus10. Toutefois, on ne connait en ge´ne´ral pas la fonction de grandes
de´viations, puisque c’est l’objet que l’on souhaite calculer, et trouver le « bon » changement
de variable n’a rien d’e´vident.
Pour une chaˆıne a` l’e´quilibre, il existe une proce´dure simple qui utilise avantageusement
la relation de bilan de´taille´ du Hamiltonien (3.14). Prenons par exemple le cas ρ0 = ρ1 ; la
chaˆıne est alors en e´quilibre avec les re´servoirs et l’instanton doit satisfaire les conditions aux
limites
temporelles : ρ(x, 0) = ρ¯(x); ρ(x, T ) = ρ∗(x)
spatiales : ρ(0, t) = ρ(1, t) = ρ0; ρˆ(0, t) = ρˆ(1, t) = 0
(3.21)



















dx[ρ log ρ+ (1− ρ) log(1− ρ)] (3.23)
est l’entropie d’e´quilibre du syste`me. La relation de bilan de´taille´ se traduit au niveau de
10L’action que l’on obtient via une telle transformation est celle de la dynamique adjointe [18] renverse´e dans
le temps.
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l’action11 par l’invariance de cette dernie`re sous l’ope´ration de renversement du temps [94] :
ρˆ→ ρˆ+ log ρ
1− ρ = ρˆ+
δVρ
δρ
; (ρˆ, t)→ (−ρˆ, T − t) (3.24)
Puisque c’est la premie`re fois que nous mentionnons cette syme´trie, nous allons montrer
explicitement comment l’utiliser. Cherchons une solution instantonique sous la forme :
ρ =←−ρ (T − t) ρˆ = −←−ˆρ (T − t) + log
←−ρ (T − t)
1−←−ρ (T − t) (3.25)
L’ansatz (3.25) transforme l’action (3.18) en
S[ρ, ρˆ] = −
∫




ρ ←˙−ρ − 1
2










ou` nous avons utilise´ ρ(0) =←−ρ (T ) et ρ(T ) =←−ρ (0). Les champs ←−ρ et ←−ˆρ extre´malisent donc
la meˆme action S que ρ et ρˆ. Ainsi, on est amene´ a` chercher une solution des e´quations du
mouvement du mode`le initial (3.15) qui satisfasse des conditions aux limites diffe´rentes :
temporelles : ←−ρ (x, 0) = ρ(x, T ) = ρ∗(x) ←−ρ (x, T ) = ρ(x, 0) = ρ¯(x)
spatiales : ←−ρ (0, t) =←−ρ (1, t) = ρ0 ←−ˆρ (0, t) =←−ˆρ (1, t) = log ρ01− ρ0
(3.27)
Or une telle solution est trivialement fournie par la limite de bruit nul :
←−ˆ
ρ (x, t) = log
ρ0







←−ρ correspond donc a` une relaxation diffusive de ρ∗ vers ρ¯ et ρ(x, t) est l’image par renverse-
ment du temps de la diffusion de ρ∗ vers ρ¯. On vient en passant de rede´montrer la syme´trie
d’Onsager-Machlup [148, 149] : dans un processus a` l’e´quilibre, l’e´mergence d’une fluctuation
est l’image par renversement du temps de sa relaxation.
La machinerie pre´sente´e ci-dessus est tre`s ge´ne´rale et nous y aurons recours a` plusieurs
reprises par la suite. L’e´quation de l’instanton dans les variables originales peut eˆtre obtenue




Nous aurions pu l’obtenir directement, sans avoir recours a` l’ansatz (3.25). En effet, si on
effectue seulement la premie`re partie de la transformation (3.24), la densite´ hamiltonienne
devient :














11Dans cette e´tude, nous utiliserons le bilan de´taille´ uniquement dans la limite « classique » de grand L.
L’invariance de l’action sous (3.24) est la conse´quence au niveau point de col du bilan de´taille´ au niveau ope´ra-
toriel : H† = P−1eq HPeq, ou` H de´note l’ope´rateur d’e´volution microscopique et Peq la distribution d’e´quilibre.
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Le nouvel Hamiltonien H˜ correspond a` un proble`me stochastique et les e´quations du mouve-
ment associe´es a` (3.30) admettent une solution de bruit nul, obtenue en annulant le premier
terme de H :
∇ρˆ = 0 =⇒ ρˆ = Cst (3.31)
Dans les variables initiales, ceci se lit :
ρ˙ = −1
2
∆ρ ρˆ = log
ρ
1− ρ + C
st (3.32)
En prenant alors Cst = − log ρ01−ρ0 , on retrouve la solution instantonique. La deuxie`me partie
de la transformation (3.24) montre que cette solution est la syme´trique temporelle d’une
trajectoire diffusive. Finalement, toute l’information e´tait de´ja` pre´sente dans la forme initiale














. Plutoˆt qu’avoir syste´matiquement recours a` des ansatz du type (3.25), nous
nous contenterons par la suite de reconnaitre les e´quations dans la forme de H. Il faut toute-
fois garder en teˆte que la construction explicite des instantons passe par l’ansatz complet.
3.4.2 Hors e´quilibre
Nous allons voir ci-dessous que la solution pre´sente´e pour la chaˆıne a` l’e´quilibre ne s’e´tend
pas au cas ou` les deux re´servoirs n’imposent pas la meˆme densite´. En effet, la solution anti-
diffusive ne ve´rifie pas les conditions aux limites dans le cas hors e´quilibre, ce qui rend la
de´termination de l’instanton non triviale.
Pour une chaˆıne en contact avec deux thermostats imposant des densite´s diffe´rentes en 0
et en 1, les conditions aux bords pour le champ
←−ˆ
ρ sont donne´es par (3.20) et (3.25) :
←−ˆ




ρ (1) = log
ρ1
1− ρ1 (3.34)
Or la trajectoire de bruit nul correspond a`
∇←−ˆρ = 0 et donc a` ←−ˆρ = Cst (3.35)
Les e´quations (3.34) et (3.35) e´tant clairement incompatibles, l’instanton n’est pas l’image
par renversement du temps d’une relaxation diffusive. L’e´chec de cette strate´gie traduit le
fait que le syste`me n’est pas a` l’e´quilibre et ne satisfait donc pas le bilan de´taille´. La nature
de cet e´chec refle`te par ailleurs la manie`re dont le syste`me est mis hors d’e´quilibre : l’action
(3.13) est bien invariante sous l’inversion temporelle (3.24), ce qui traduit le fait que la
dynamique interne du SSEP est re´versible, mais la solution anti-diffusive ∇←−ˆρ = 0 ne remplit
pas les conditions aux bords - ces dernie`res sont bien les responsables de la violation du bilan
de´taille´.
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3.5 Une solution spe´cifique au SSEP
Nous allons a` pre´sent montrer comment construire une solution instantonique dans le cas
du SSEP en contact avec deux re´servoirs de potentiels chimiques distincts. La construction
pre´sente´e dans la section 3.5.2 est e´quivalente a` celle de Bertini et al. [18]. Elle n’est pas
restreinte au seul cas du SSEP et peut aise´ment eˆtre ge´ne´ralise´e a` tous les mode`les ayant
un σ(ρ) quadratique en ρ [19]. C’est, par exemple, le cas du mode`le de transport d’e´nergie
KMP [100].
3.5.1 Une profusion suspecte de bilans de´taille´s
Avant de pre´senter la solution du proble`me, remarquons dans un premier temps une pro-
prie´te´ surprenante du mode`le hydrodynamique (3.4). On peut re´crire la densite´ hamiltonienne






















(∇ρˆ)2 + η∇ρˆ (3.38)
avec une nouvelle relation de bilan de´taille´ fournie par les deux transformations
ρ→ ρ+ δVρˆ
δρˆ
(ρ, t)→ (1− ρ, T − t) (3.39)
Comme nous l’avons explique´ a` la section 3.4.1, deux classes de solutions peuvent eˆtre lues
directement dans (3.36) :















Toutefois, aucune de ces solutions ne satisfait les conditions aux bords (3.20). L’existence de
cette syme´trie additionnelle, non locale puisque Vρˆ implique le gradient de ρˆ, est la signature
de l’existence d’un mode`le dual, comme nous le montrerons dans la section 3.6.5.
3.5.2 Une e´tonnante succession de changements de variables
Venons-en a` pre´sent a` la solution proprement dite. Pour obtenir une notation aussi proche
que possible de la solution exacte [58], re´crivons la variable interme´diaire ρˆ apparaissant dans
l’e´quation (3.30) en terme de la variable F de´finie par
F = (1 + eρˆ)−1 (3.41)
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Pour maintenir la structure hamiltonienne de l’action, on comple`te alors le changement de
notation en introduisant Fˆ , la variable conjugue´e de F :
Fˆ =
ρ
F (1− F ) (3.42)


























Cette expression peut a` nouveau eˆtre simplifie´e en effectuant la translation
Fˆ → Fˆ + 1
1− F (3.44)























La transformation des variables initiales (ρ, ρˆ) vers le couple (F, Fˆ ) s’e´crit
F =
ρ
ρ+ (1− ρ)eρˆ Fˆ = (1− ρ)(e
ρˆ − 1)− ρ(e−ρˆ − 1) (3.46)
Les conditions aux limites spatiales (3.20) sont alors donne´es par
F (0, t) = ρ0 F (1, t) = ρ1 Fˆ (0, t) = Fˆ (1, t) = 0 (3.47)












Nous allons montrer que ces changements de variables nous ont a` nouveau amene´s vers
la repre´sentation d’une dynamique stochastique, dont nous allons e´tudier les trajectoires de
bruit nul et les instantons, graˆce a` une relation de bilan de´taille´. Modulo une inte´gration par






ou` la densite´ hamiltonienne HF s’e´crit :














CHAPITRE 3. MODE`LE DUAL ET GRANDES DE´VIATIONS
Ceci est tre`s similaire a` (3.36), mais avec
VF ≡
∫
dx ln(∇F ) (3.51)
De manie`re surprenante, cette action de´rive a` nouveau d’une dynamique stochastique. Pour
le voir, on peut introduire un champ ηF via une transformation de Hubbard-Stratonovich :
P ∼
∫
D[F, Fˆ , ηF ]e
−L R dxdtFˆ(F˙− 12∆F+ηF )− 12 η2F(∇F )2
ff
(3.52)




∆F − ηF (3.53)
ou` ηF repre´sente un bruit blanc gaussien de variance
〈ηF (x, t)ηF (x′, t′)〉 = δ(x− x′) δ(t− t′) (∇F )2 (3.54)
De plus, la densite´ hamiltonienne HF de´finie dans (3.50) satisfait a` nouveau une relation de
bilan de´taille´ induite par la transformation non locale :
Fˆ → Fˆ + ∆F
(∇F )2 (Fˆ , t)→ (−Fˆ , T − t) (3.55)
Comme dans tous les exemples pre´ce´dents, deux classes de solutions sont disponibles. Tout
d’abord, les trajectoires de bruit nul correspondent a`














on obtient les trajectoires de bruit nul de la dynamique renverse´e dans le temps. En injectant
(3.58) dans les e´quations du mouvement (3.48), on trouve alors :
F˙ = −1
2
∆F ρ = F + F (1− F ) ∆F∇F 2 (3.59)
Cette e´quation admet une solution qui satisfait, de manie`re totalement inattendue, les condi-
tions aux limites spatio-temporelles. Finalement, en injectant (3.59) dans l’action, on obtient








+ (1− ρ) log 1− ρ
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A` t = 0, ρ = ρ¯ et l’on de´duit donc de (3.59) la condition initiale F (x, 0) = ρ¯(x). La fonction








+ (1− ρ) log 1− ρ





ou` F est la solution de ρ∗ = F + F (1− F ) ∆F∇F 2 (3.62)
3.6 Le mode`le dual
La construction de l’instanton que nous avons pre´sente´e dans la section pre´ce´dente apparait
comme une succession de changements de variables miraculeux, dont le dernier fournit la
solution de´sire´e. Dans cette partie, nous allons montrer que la multitude de relations de bilan
de´taille´ viole´es par les conditions aux bords et l’existence d’une fonction de grandes de´viations
non locale ont une origine unique : l’action de la chaˆıne au contact avec deux re´servoirs peut
eˆtre transforme´e, au niveau des grandes de´viations, dans celle d’une chaˆıne isole´e.
3.6.1 Un changement de variables non local
Partant de l’action (3.45), on effectue le changement de variables non local :
Fˆ ′ = ∇F Fˆ = ∇
[
F ′ − 1
Fˆ ′
]




qui s’e´crit e´galement : ∫ x
0
Fˆ ′(x′)dx′ = F (x)− F (0)∫ x
0














+ (1− ρ) log 1− ρ
1− F + log Fˆ
















A` des termes de bord pre`s, cette action est similaire pour les variables prime´es a` (3.45) pour
F et Fˆ . Ceci sugge`re que nous comple´tions la transformation
(ρ, ρˆ) −→ (F, Fˆ ) non local−→ (F ′, Fˆ ′) −→ (ρ′, ρˆ′) (3.66)
ou` les relations entre (ρ′, ρˆ′) et (F ′, Fˆ ′) sont de la meˆme forme que (3.46). Explicitement :
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L’effet de la transformation comple`te des variables initiales (ρ, ρˆ) aux variables prime´es (ρ′ρˆ′)








+ (1− ρ) log 1− ρ
1− F + log∇F
− ρ
′ − F ′





















est formellement identique a` l’action (3.13) pour les variables prime´es.













′ − 1− ρ′(eρˆ′ + e−ρˆ′ − 2)
(3.70)
transforme ainsi l’action de la limite hydrodynamique du SSEP dans une action similaire.
Nous allons a` pre´sent montrer que les conditions aux limites spatiales se transforment de telle
manie`re que la chaˆıne duale soit isole´e.
3.6.2 Les variables de spin
Avant de continuer, il est instructif d’introduire les variables de spin S′ :
S′z = 2ρ






Il s’agit de la connexion usuelle entre les chaˆınes de spin et les mode`les de particules [73, 166]
dans la limite hydrodynamique12. La densite´ hamiltonienne correspond alors a`
H′ = −1
8
∇S′ · ∇S′ (3.72)
Elle est invariante sous une rotation simultane´e de tous les spins, ce qui signifie que les trois
quantite´s
Q1 = 2ρ′ − 1 = S′z Q2 = Fˆ ′ = S′z + iS′y Q3 = Fˆ ′(1− 2F ′) = S′x − 1 (3.73)
sont conserve´es par la dynamique au coeur du syste`me. On peut donc de´finir trois courants
correspondants
Jρ′ = −12∇ρ
′ + σρ′∇ρˆ′ JFˆ ′ =
1
2
∇Fˆ ′ + Fˆ ′2∇F ′





(1− 2F ′)]∇F ′
(3.74)
tels que les e´quations d’e´volutions des « charges » (3.73) prennent la forme d’e´quations de
conservation :
Q˙i = −∇JQi (3.75)
12Pour une pre´sentation dans un contexte similaire, se reporter a` l’annexe E.
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3.6.3 Conditions aux limites spatiales
Les conditions aux bords (3.20) se lisent pour les variables prime´es :
∇
[







Fˆ ′ = ρl − ρ0 (3.76)
Notons que toutes les trajectoires qui satisfont a` la fois les e´quations du mouvement (3.48)
et les conditions aux bords, satisfont e´galement
∆F (0) = ∆F (1) = 0 et donc ∇Fˆ ′(0) = ∇Fˆ ′(1) = 0 (3.77)
Finalement, (3.76) et (3.77) implique que ∇Fˆ ′ et ∇F s’annulent sur les bords du syste`me.
Ainsi, les trois courants (3.74) sont e´galement nuls et les charges totales∫ 1
0
Qi(x)dx (3.78)
sont conserve´es : le mode`le dual dans les variables prime´es est une chaˆıne isole´e. Notons que
ceci a e´te´ rendu possible par la de´finition
Fˆ ′ = ∇F (3.79)
En effet, on est alors passe´ de conditions « locales » F (0) = ρ0 et F (1) = ρ1 qui mettaient le
syste`me hors e´quilibre a` une condition globale
∫
Fˆ ′dx = ρ1−ρ0 qui impose la quantite´ totale
de la charge Q2 dans le syste`me. Finalement, la nullite´ des courants et la valeur de la charge
totale
∫
Fˆ ′ englobent toutes les conditions initiales du syste`me original.
3.6.4 Transformation des trajectoires
Le syste`me dual est donc une chaˆıne isole´e, a` l’e´quilibre microcanonique. Pour revenir aux
proble`mes des grandes de´viations, il nous faut a` pre´sent comprendre comment se transforment
les trajectoires du mode`le initial.
Profil stationnaire : un point fixe de la trajectoire e´tant ne´cessairement envoye´ sur un
autre point fixe, le profil stationnaire ρ¯ se transforme en un profil plat ρ¯′. Notons toutefois que
la valeur pre´cise de ρ¯′ n’est pas impose´e lors du changement de variable : seule la charge totale∫
Fˆ ′ l’est. Ainsi, on peut choisir arbitrairement une valeur du nombre total de particules et
ajuster ρˆ′ dans l’e´tat stationnaire pour satisfaire la condition sur Fˆ ′.




∆ρ ρˆ = 0 (3.80)
D’apre`s le changement de variables (3.70), ρˆ = 0 implique ∇ρˆ′ = 0. Puisque les variables
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Les relaxations diffusives vers le profil stationnaire ρ¯ correspondent ainsi a` des relaxations
diffusives du mode`le dual vers le profil plat ρ¯′.
Excursions : l’e´quation de l’instanton (3.59) se traduit par ∇F ′ = 0 (cf. (3.63) et (3.67)).










Les excursions sont les images par renversement du temps de relaxations dans les variables
prime´es. Ce n’est pas une surprise puisque la strate´gie pre´sente´e a` la section 3.4.1 pour les





dx[ρ′ log ρ′ + (1− ρ′) log(1− ρ′)]T0 (3.84)








+ (1− ρ) log 1− ρ
1− F + log∇F
− ρ
′ − F ′
1− F ′ + ρ




De plus, l’e´quation de l’instanton e´tant donne´e par ∇F ′ = 0, F ′ est une constante qui peut




est une constante du mouvement. Ainsi, les termes du type∫
dx[ρ′]T0 (3.86)
sont ne´cessairement nuls. Au final, les seuls termes qui survivent dans (3.85) sont ceux de la








+ (1− ρ) log 1− ρ




L’e´quation ∇F ′ = 0 redonnant la de´finition de l’instanton
ρ = F + F (1− F ) ∆F∇F 2 (3.88)
on peut alors construire F connaissant le profil dont on cherche a` calculer la probabilite´.
3.6.5 L’origine des syme´tries
Montrons a` pre´sent que les nombreuses relations de bilan de´taille´ non locales dans le
mode`le initial sont dues a` l’existence du mode`le dual. L’action de la chaˆıne isole´e est invariante
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sous l’application simultane´e a` tous les spins d’une composition arbitraire d’une re´flection
suivie d’un renversement du temps et d’une rotation. Ceci ge´ne`re un groupe de syme´tries
locales du mode`le dual. E´crit en terme des variables originales, on obtient alors un groupe de
transformations non locales de la chaˆıne hors e´quilibre.
Les conditions aux limites impose´es par les re´servoirs se traduisent pour la chaˆıne duale
par une contrainte sur la charge totale :













Les transformations du mode`le dual qui ne conservent pas (3.89) correspondent par conse´-
quent a` des syme´tries du mode`le initial brise´es par les conditions aux limites spatiales. C’est
par exemple le cas de (3.39). Si nous imposons de plus une conservation de (3.89) , il ne reste





z, t)→ (−S′x, S′y, S′z, T − t) (3.90)
En terme des variables non locales, elle correspond a` la transformation (3.55) entre les solu-
tions diffusives du mode`le initial et les instantons.
3.7 Conclusion
Dans cette partie, nous avons reformule´ la the´orie des fluctuations macroscopiques en
terme de calculs d’instanton. Nous avons montre´ comment la construction de Bertini et al.
pouvait alors eˆtre suivie dans le cas du SSEP mis hors e´quilibre par les bords, en utilisant un
formalisme hamiltonien. Nous avons ensuite englobe´ tous les « miracles » rencontre´s lors de
cette construction dans un unique changement de variables non local qui met en relation les
grandes de´viations du SSEP hors e´quilibre avec celles d’une chaˆıne a` l’e´quilibre.
Bien que l’existence de cette correspondance puisse paraitre paradoxale, tant les proprie´te´s
des syste`mes hors e´quilibre diffe`rent de celles des syste`mes a` l’e´quilibre (corre´lation longue
porte´e, asyme´trie entre e´mergence et relaxation de fluctuations, etc.), la non localite´ du
changement de variables explique ici l’asyme´trie entre le mode`le initial et le mode`le dual.
Notons qu’il serait inte´ressant de voir si l’on peut construire a` partir des variables prime´es
des quantite´s expe´rimentalement mesurables qui soient syme´triques lors de l’e´mergence et de
la relaxation de fluctuations rares.
La question de la ge´ne´ralite´ du traitement pre´sente´ ici reste entie`re. Celui-ci est applicable
a` tous les cas traite´s par Bertini et al. pour lesquels la fonction de grandes de´viations n’est
pas locale (σ(ρ) quadratique). De plus, le « seul » ingre´dient ne´cessaire est la possibilite´
de transformer le gradient d’une variable contrainte localement aux bords du syste`me en
une charge d’un mode`le dual. Si de nombreux syste`mes ne satisferont pas cette contrainte,
je m’attends toutefois a` ce que ce traitement ne se limite pas aux cas mentionne´s dans ce
travail. Les re´sultats de ce chapitre correspondent a` la publication P4.
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La compre´hension des processus menant a` une transition entre deux e´tats me´tastables
est une question fondamentale dans de nombreux domaines impliquant des syste`mes com-
plexes. En biologie par exemple, les prote´ines sont des macromole´cules, compose´es de chaˆınes
d’acides amine´s, dont la fonction biologique est fortement influence´e par la conformation tri-
dimensionnelle. De´terminer et comprendre cette dernie`re est donc un enjeu primordial de
la biologie mole´culaire. En particulier, les modifications de structure de certaines prote´ines
peuvent avoir des conse´quences drastiques sur la viabilite´ d’un organisme. Ainsi, aux mauvais
repliements des prote´ines prions et amylo¨ıdes sont associe´es respectivement les maladies de
Creutzfeldt-Jakob [159] et d’Alzheimer [114, 168]. Pour comprendre ces e´volutions confor-
mationnelles, il est ne´cessaire de de´terminer quels sont les chemins de transition entre les
diffe´rentes configurations possibles. Cela est toutefois extreˆmement difficile en raison de la
diversite´ des e´chelles de temps implique´es. En effet, le repliement d’une prote´ine s’effectue
sur des temps caracte´ristiques allant de quelques microsecondes a` la milliseconde, tandis que
les mouvements e´le´mentaires des atomes qui la composent ont lieu sur des temps de l’ordre
de la femtoseconde. Pour observer nume´riquement un tel repliement, il faudrait donc eˆtre
capable de simuler 10 ordres de grandeurs temporels, ce qui est bien au-dela` des capacite´s
des ordinateurs actuels. Ce proble`me de se´paration d’e´chelles de temps n’est pas l’apanage
de la biologie et fait e´galement obstacle a` l’e´tude des me´canismes de transition en chimie
ou dans la physique des phe´nome`nes critiques. Tant en raison de la ne´cessite´ de comprendre
ces me´canismes a` un niveau fondamental que des nombreuses applications potentielles (me´-
dicales dans les exemples ci-dessus, mais e´galement industrielles avec la compre´hension plus
fine des phe´nome`nes catalytiques), la recherche de me´thodes efficaces pour localiser les transi-
tions et les analyser est un pan de la recherche extreˆmement actif aujourd’hui, ou` se coˆtoient




Pour contourner le proble`me de l’apparente inaccessibilite´ nume´rique des chemins de tran-
sition, de nombreuses me´thodes ont e´te´ propose´es. Elles se re´partissent essentiellement en deux
grandes classes : les me´thodes reposant sur des biais et celles base´es sur un e´chantillonnage
astucieux des trajectoires.
Dans la premie`re cate´gorie se trouvent tout d’abord les dynamiques « acce´le´re´es ». On
peut par exemple utiliser un potentiel arte´factuel, dont le seul but est de pousser le syste`me
hors des re´gions me´tastables [191], ou encore diminuer artificiellement la probabilite´ de revenir
vers des re´gions de´ja` explore´es [110]. Un autre type de strate´gie consiste a` localiser les point
cols d’ordre 1 (en utilisant par exemple eigenvector following) et a` utiliser une dynamique
effective pour passer d’e´tats en e´tats [61, 133, 192] en construisant des chemins correspondant
a` des alternances entre cols et minima. On doit reconstruire ensuite les taux de transition a`
partir de la seule connaissance des points cols, via des approches de type Kramers1 [108]. Ces
me´thodes ont le de´faut d’eˆtre tre`s e´loigne´es de la dynamique du syste`me e´tudie´ et de n’eˆtre
vraiment pre´cises que dans la limite de tempe´rature nulle.
La deuxie`me classe de me´thodes utilise´es correspond aux e´chantillonnages de trajectoires :
partant d’une trajectoire putative reliant deux e´tats me´tastables, on l’ajuste pour la faire cor-
respondre a` une trajectoire « typique ». Une premie`re difficulte´ rencontre´e par ces me´thodes
est que la simulation d’une trajectoire ne´cessite au pre´alable sa discre´tisation. Non seulement
celle-ci est arbitraire, mais il faut de plus qu’elle re´siste aux e´volutions ulte´rieures de la tra-
jectoire fictive. Par exemple, deux configurations successives ne doivent pas s’e´loigner trop
fortement. En outre, si la trajectoire devient tre`s chaotique et varie sur des distances petites
devant la taille typique de discre´tisation, ces me´thodes sont voue´es a` l’e´chec. Elles connaissent
toutefois aujourd’hui un succe`s me´rite´, car elles ont permis de re´els progre`s par rapport aux
me´thodes de´crites pre´ce´demment.
Un premier exemple de ce type de me´thodes consiste a` relier les « e´le´ments » successifs de
la trajectoire par des ressorts (Nudged Elastic Band [97]) qui en assurent ainsi la cohe´sion. Si
cette me´thode est efficace a` tre`s basse tempe´rature, elle est peu pre´cise a` tempe´rature finie et
de´pend fortement de la manie`re dont la force de rappel est choisie. Une autre alternative, qui
semble tre`s fructueuse, est de garder une distance fixe entre diffe´rents maillons [62]. Notons
que des alternatives ont e´te´ propose´es pour travailler a` tempe´rature finie [63], en utilisant
plusieurs re´pliques de la trajectoire. Finalement, notons que meˆme si l’on arrive a` trouver
une trajectoire de passage typique, celle-ci ressemblera a` la trajectoire pre´sente´e sur la figure
4.1 : le passage est tre`s mal e´chantillonne´ parce que la majeure partie de la trajectoire corres-
pond a` des oscillations dans les e´tats me´tastables. Une alternative a` ce proble`me fut propose´e
par le groupe de David Chandler [28, 51] : on e´chantillonne des trajectoires courtes dont les
1La formule de Kramers donne une correction a` la loi d’Arrhenius fonde´e sur la seule connaissance de la
courbure du potentiel au niveau du minimum et du point col. Bien que vieille de plus de 60 ans, elle reste
d’une e´tonnante pre´cision. Voir [93] pour une revue des de´veloppements les plus re´cents dans ce domaine.
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extre´mite´s sont contraintes a` eˆtre dans deux e´tats me´tastables distincts. Cette contrainte in-
duit un biais sur l’e´chantillonnage que l’on compense via des me´thodes statistiques (Umbrella
sampling, inte´gration thermodynamique, etc...).
Au cours de ce travail, nous nous sommes inte´resse´s a` une me´thode alternative qui consiste
a` de´finir de nouveaux objets physiques, qui contiennent naturellement l’information perti-
nente, puis a` proposer une manie`re de les e´valuer. Cette strate´gie repose sur une approche
ope´ratorielle des dynamiques stochastiques, que nous introduisons ci-dessous.
4.2 Hamiltonien de Fokker-Planck
Un exemple topique de se´paration d’e´chelles de temps est fourni par un syste`me hamilto-
nien en contact avec un bain thermique de tempe´rature T :
q˙ = p p˙ = −∇V (q)− γp+
√
2γTη (4.1)
ou` q et p repre´sentent les vecteurs position et impulsion du syste`me, V son e´nergie potentielle,
γ est un coefficient de friction qui assure le couplage au bain et η un bruit blanc gaussien. Si
l’e´nergie thermique kT est tre`s faible devant la hauteur typique ∆V des barrie`res de potentiel,
le syste`me oscille la plupart du temps pre`s des minima de V et subit des transitions induites





(Loi d’Arrhenius). Notons que
ce temps caracte´rise l’intervalle entre deux transitions et non leur dure´e. Celles-ci ont en effet
lieu sur des temps d’ordre 1 et c’est leur rarete´ qui rend le passage difficile (figure 4.1).
Fig. 4.1 : Exemple d’une trajectoire de passage dans un syste`me de type (4.1) ou`
kT ∼ 10% ∆E. Le syste`me reste sur un temps tre`s long pre`s des minima et le passage est re´alise´
par une trajectoire bre`ve, mais rare.
La se´paration des e´chelles de temps est dans ce cas lie´e a` la faible tempe´rature du bain.
Toutefois, en haute dimension ou pour des ge´ome´tries particulie`res de l’espace des configura-
tions, son origine est souvent entropique. C’est, par exemple, le cas lorsque le passage requiert
un phe´nome`ne de nucle´ation [113].
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Pour simplifier le proble`me, tout en conservant son essence, conside´rons dans un premier
temps la limite de grande friction2 de la dynamique (4.1) :
q˙ = −∇V (q) +
√
2T η˜ (4.2)
Lorsque kT est petit devant les barrie`res typiques ∆V , on retrouve les proprie´te´s de se´paration
d’e´chelles de temps de´crites pre´ce´demment. L’e´volution d’une densite´ de probabilite´ P (q, t)
sur l’espace des configurations est donne´e par l’e´quation de Fokker-Planck [75, 158] :
∂P (q, t)
∂t














L’organisation en e´tats me´tastables peut eˆtre lue directement dans le spectre de HFP . En
effet, conside´rons l’ensemble des vecteurs propres ψi(q) de HFP , dont on note λi les valeurs
propres. Toute distribution de probabilite´ P se de´compose sur la base des ψi :
P (q, 0) =
∑
i





L’e´volution temporelle de P est donc encode´e dans les valeurs propres λi. Entre autres, la
se´paration d’e´chelles de temps se lit comme un trou spectral dans leur distribution3 :
• les relaxations dans les e´tats me´tastables sur des temps courts ts correspondent a` des
valeurs propres d’ordre 1 en T , ne s’annulant donc pas dans la limite de faible tempe´-
rature,
• les transitions entre e´tats me´tastables ont lieu sur des temps longs tl, et les e´tats corres-
pondants ont des valeurs propres d’ordre t−1l ∼ e−
1
T , qui sont nulles au premier ordre
en T .
La partie basse du spectre de HFP contenant l’information pertinente aux temps longs, il
est naturel d’y chercher une de´finition rigoureuse des e´tats me´tastables. Les e´tats propres
de faible valeur propre4 ρi n’ont a priori aucune raison d’eˆtre positifs et ne peuvent donc
jouer le roˆle de densite´ de probabilite´. Toutefois, on peut associer a` chaque e´tat me´tastable
une combinaison line´aire des ρi, positive et centre´e sur cet e´tat [1, 32–34, 78]. Notons que la
de´ge´ne´rescence des ρi a` l’ordre dominant en T est leve´e par les probabilite´s de transition entre
ceux-ci (c’est l’analogue de l’effet tunnel en me´canique quantique). Pour de´terminer les taux
de re´action, il « suffit » donc de connaitre les plus faibles valeurs propres de HFP . Toutefois,
e´valuer ces dernie`res repose sur des calculs complique´s d’instanton, qu’en ge´ne´ral on ne sait
pas faire. De plus, la diagonalisation nume´rique de HFP , meˆme partielle, est aussi difficile
que la simulation directe des chemins de re´action, puisque toute l’information pertinente
2On l’obtient en effectuant un changement d’e´chelle sur le temps t → γt, et en rede´finissant le bruit√
γη → η˜, on peut alors lire la limite γ →∞ sur l’e´quation (4.1).
3Si l’on peut montrer que le Hamiltonien (4.3) a des valeurs propres re´elles, ce n’est en ge´ne´ral pas le cas.
C’est alors un trou spectral dans les parties re´elles des λi qui traduit la se´paration d’e´chelles de temps.
4Dans la suite on parlera indiffe´remment d’e´tats « en dessous du trou spectral », de « faible valeur propre »
ou de « valeur propre nulle au premier ordre en T », meˆme quand il s’agira de gap dans les parties re´elles.
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pour les transitions est contenue dans des re´gions ou` les ρi sont exponentiellement petits.
Finalement, puisque ces e´tats sont de basse valeur propre, on pourrait penser qu’il suffit de
simuler les e´quations stochastiques pendant un temps suffisamment long pour en obtenir des
combinaisons line´aires. Toutefois, parmi ces e´tats figure la distribution de Gibbs exp[−βV (x)],
qui est de valeur propre nulle et ne contient par de´finition aucune information dynamique.
Celle-ci « e´crante » les e´tats inte´ressants, rendant hasardeuse leur de´termination directe.
Pour calculer les taux de re´action, il serait donc utile de pouvoir projeter le spectre sur le
sous-espace orthogonal au fondamental. C’est un des inte´reˆts du formalisme supersyme´trique
pre´sente´ dans cette the`se. Un premier pas dans ce sens fut re´alise´ par Bernstein et Brown [17]
qui montre`rent que l’on peut construire un ope´rateur H1FP , dont le spectre est le meˆme que
celui de HFP , sans le fondamental. Ce travail est issu d’une se´rie d’articles, qui firent, au
de´but des anne´es 80, le lien entre la me´canique quantique supersyme´trique et l’ope´rateur de
Fokker-Planck [40, 140–142, 152]. L’ide´e ge´ne´rale est que l’on peut ge´ne´raliser le Hamilto-
nien HFP , via l’introduction de variables fermioniques, en un Hamiltonien supersyme´trique
H. Paralle`lement, Witten [196] de´montra que le spectre du Hamiltonien supersyme´trique a
une forte connexion topologique. Finalement, en effectuant un changement de base astucieux
par rapport a` l’approche de Witten, Ta˘nase-Nicola et Kurchan [186] montre`rent que l’ex-
tension supersyme´trique H encode dans ses e´tats propres toutes les structures ge´ome´triques
pertinentes pour l’e´tude des chemins de transition du cas purement dissipatif (4.2). Ils en
de´duisirent entre autres une proce´dure nume´rique permettant de localiser ces derniers.
4.3 Approche supersyme´trique de l’e´quation de Kramers

























P (q,p, t) = −HKP (q,p, t)
(4.5)
Comme dans le cas purement dissipatif, le Hamiltonien HK peut eˆtre ge´ne´ralise´ en un ope´ra-
teur supersyme´trique H, vivant dans un espace de Hilbert plus large. Cette construction est
l’objet de la section 5. On montre entre autres que la restriction de H a` des fonctions d’onde
sans fermion redonne l’e´quation de Kramers (4.1). Il est ensuite naturel de s’interroger sur le
sens des autres secteurs fermioniques. Une manie`re constructive et non rigoureuse de de´crire
les fonctions d’onde a` k > 0 fermions est de trouver une dynamique stochastique correspon-
dant a` l’e´volution induite par H dans le secteur a` k fermions, et d’identifier ses structures
stables. Nous suivons une telle de´marche dans la section 6 et montrons que les fonctions a` k
fermions se localisent aux temps longs sur les varie´te´s instables des points cols a` k directions
instables.
Comme nous l’avons souligne´ pre´ce´demment, une grande part de la motivation de ce travail
vient de son application potentielle a` la physico-chimie. Dans la section 6.2, nous montrons
la relation entre les fonctions d’onde a` 1 fermion et les courants de re´action. De manie`re
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surprenante, le formalisme nous sugge`re d’e´tudier un courant « re´duit », qui ne contient que
la partie du courant de probabilite´ responsable de la transition, de´barrasse´e des circulations
d’e´quilibre a` l’inte´rieur des e´tats me´tastables.
La section 7 traite ensuite des relations entre la supersyme´trie de l’e´quation de Kramers
et la topologie de l’espace des phases. Finalement, nous montrons dans la section 7.4 que




Supersyme´trie et e´quation de
Kramers
Cette section se veut une introduction aussi simple que possible a` la supersyme´trie. Intro-
duite dans les anne´es 70 [194] dans le contexte des the´ories relativistes des champs comme
une syme´trie couplant des degre´s de liberte´s fermioniques et bosoniques, la supersyme´trie a
des applications qui vont bien au-dela` du cadre de cette the`se. Nous nous contentons ici de
faire une pre´sentation minimale mais aussi comple`te que possible des e´le´ments ne´cessaires a`
la compre´hension du travail pre´sente´ ici.
Dans un premier temps, nous commenc¸ons par e´tudier le cas d’un syste`me purement
dissipatif en contact avec un bain thermique. Cela nous permet d’introduire le formalisme
supersyme´trique dans un cadre relativement simple, avant de le ge´ne´raliser au syste`me de
Kramers.
5.1 Dynamique de Langevin et inte´grales de chemin
Conside´rons un syste`me purement dissipatif posse´dant N degre´s de liberte´ xi soumis a` un




Les ηi sont des bruits blancs gaussiens de variance 2T :
〈ηi(t) ηj(t′)〉 = 2T δij δ(t− t′) (5.2)
qui re´sultent du couplage avec un bain thermique a` la tempe´rature T . Si les e´quations du
mouvement (5.1) donnent une image claire de la dynamique du syste`me e´tudie´, il est ne´cessaire
de changer l’angle d’approche de`s lors que l’on souhaite caracte´riser ses proprie´te´s physiques
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qui donne l’e´volution de la densite´ de probabilite´ dans l’espace des configurations. Ce type
d’e´quation est tre`s proche de l’e´quation de Schro¨dinger1 et il est donc naturel d’utiliser
l’arsenal usuel de la me´canique quantique. De`s lors que la re´solution explicite de l’e´quation
(5.3) n’est pas possible, on dispose graˆce aux inte´grales de chemin [70] d’un formalisme
puissant a` l’origine de nombreux outils de la physique the´orique moderne (de´veloppements
perturbatifs, renormalisation, instantons...). Si une large partie des re´sultats pre´sente´s dans
ce travail repose sur une e´tude des ope´rateurs de type (5.3), nous nous servirons ne´anmoins
fre´quemment du formalisme d’inte´grales de chemin. Il fournit en particulier une manie`re
naturelle d’introduire la supersyme´trie que nous allons pre´senter dans ce chapitre.
5.1.1 Propagateur
Construisons tout d’abord une repre´sentation fonctionnelle du propagateur. La probabilite´
que le syste`me parte d’un point x0 au temps 0 et arrive en un point xT au temps T est, par
de´finition, la somme des probabilite´s de toutes les trajectoires, solutions de l’e´quation (5.1),
qui satisfont ces conditions aux limites. Par ailleurs, une telle trajectoire est entie`rement
de´finie par son point initial x0 et la re´alisation du bruit η(t) pour t ∈ [0, T ]. C’est donc la
probabilite´ de η qui de´termine celle de la trajectoire. En terme d’inte´grales de chemin, ceci
s’e´crit :














est la probabilite´ de la re´alisation η(t). En utilisant l’e´quation du mouvement (5.1), on peut
effectuer un changement de variable des ηi vers les xi. En notant J(x) le Jacobien correspon-
dant, sur lequel on reviendra a` la fin de cette section, le propagateur s’e´crit :

















En effectuant une transformation de Hubbard-Stratonovich, on introduit un champ conjugue´
imaginaire2 xˆ tel que

















1en temps imaginaire et a` un changement de base pre`s.
2Si les champs xˆ sont imaginaires, les points de col de l’action correspondent en ge´ne´ral a` des xˆ re´els, et on
« oublie » donc le pre´facteur i.
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Notons qu’en substituant xˆi par ∂∂xi , on « reconnait » l’Hamiltonien de Fokker-Planck
3 (5.3)
correspondant a` la dynamique (5.1).
Pour de´terminer le Jacobien J(x), on doit lever une ambigu¨ıte´ lie´e a` la de´finition des
e´quations du mouvement (5.1). En effet, la construction de l’inte´grale de chemin repose sur
leur discre´tisation temporelle qui est a priori mal de´finie. Si l’on conside`re un intervalle de
temps infinite´simal δt, l’e´quation (5.1) inte´gre´e entre t = nδt et t+ δt = (n+ 1)δt s’e´crit au
premier ordre4 :




+ η˜i(n+ 1) (5.9)
ou` η˜ est un bruit blanc gaussien de variance 2T δt. Pour effectuer le changement de variables






de´pend d’ou` est e´value´ x∗ entre x(n) et x(n+1). Une premie`re convention, dite de Itoˆ, est de
prendre x∗ = x(n). Le Jacobien est dans ce cas simplement e´gal a` 1. Nous adopterons ici la
convention de Stratonovich, qui consiste a` prendre x∗ = 12 [x(n) +x(n+ 1)]
5. Le Jacobien est



























Le Jacobien total J =
∏













et le propagateur (5.7) :




D[x(t)] e SFP [x,xˆ] (5.12)
ou` l’on a de´fini l’action :




















3En toute rigueur, pour reconstruire HFP a` partir de l’action, il faut e´videmment tenir compte du Jacobien
J(x).
4Voir [175] pour une pre´sentation pe´dagogique et de´taille´e.
5La terminologie Itoˆ/Stratonovich est ge´ne´ralement utilise´e, lorsque l’on parle de bruit multiplicatif, pour
savoir ou` est e´value´ le pre´facteur du bruit. Par distinction, la convention x∗ = 1
2
[x(n) + x(n+ 1)] est parfois
nomme´e « re`gle de quantification de Wigner » [199]
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5.1.2 Repre´sentation supersyme´trique
5.1.2.1 De´terminant et variables de Grassman
Il existe une manie`re alternative de repre´senter le de´terminant J(x), qui conduit naturel-
lement a` la supersyme´trie. Plutoˆt qu’utiliser a` nouveau une discre´tisation de la dynamique,
nous suivons ici une approche diffe´rente pour calculer l’action (5.12), en restant au niveau
de la the´orie des champs [199]. Les e´quations du mouvement (5.1) peuvent se mettre sous la
forme :
g(x,η) = 0 ou` g(x,η) = x˙+∇V (x)− η (5.14)
La probabilite´ des trajectoires s’e´crit alors :











La fonction δ(g) impose la stricte re´alisation des e´quations du mouvement tandis que le poids
exponentiel donne la probabilite´ de la trajectoire correspondante. En inversant la relation
g(x) = 0, on obtient ainsi une expression x(g). On peut ensuite effectuer le changement de
variable pour obtenir :





























ou` les θ1, . . . , θN et θ¯1 . . . θ¯N sont des variables de Grassman7. Cette formule se ge´ne´ralise
directement a` des champs θi(t), θ¯j(t). Ainsi, en introduisant θ1(t) . . . θN (t), θ¯1(t) . . . θ¯N (t), le



















Par ailleurs, en utilisant sa repre´sentation de Fourier, la fonction δ[g(x,η)] peut se re´e´crire













6Cette formule est e´quivalente a` une prescription de type Stratonovich.
7Les variables θi et 1 forment une alge`bre dont le produit est antisyme´trique : θiθj +θjθi = 0. Les variables
conjugue´es θ¯i correspondent aux de´rivations θ¯i ≡ ∂∂θi et l’on a donc les deux autres relations θ¯iθ¯j + θ¯j θ¯i = 0
et θiθ¯j + θ¯jθi = δij . C’est tout ce qu’il est ne´cessaire de connaˆıtre sur les variables de Grassman pour mener
a` bien les calculs pre´sente´s ici.
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En mettant ensemble (5.16), (5.18) et (5.19), puis en effectuant l’inte´grale gaussienne sur
les ηi, on trouve :




D[x, xˆ,θ, θˆ] eS[x,xˆ,θ,θˆ] (5.20)
ou` l’on a de´fini l’action :



















Cette action posse`de des syme´tries qui me´langent les degre´s de liberte´s fermioniques (i.e.
correspondant aux variables de Grassman) et bosoniques. Elles furent de´couvertes pour la
premie`re fois par Becchi, Rouet et Stora (BRS) [8, 9] et la supersyme´trie que nous pre´sentons
ci-dessous est une conse´quence de leur existence.
5.1.2.2 Ope´rateur ge´ne´ralise´
Notons que pour retrouver l’action (5.12) a` partir de (5.21), on doit inte´grer sur les degre´s
de liberte´ fermioniques. Toutefois, il est naturel de s’interroger de manie`re plus ge´ne´rale sur
ce que repre´sente l’action (5.21) avant inte´gration sur les θ, θ¯. De la meˆme manie`re qu’au
Hamiltonien de Fokker-Planck (5.3) correspond l’action (5.12), il existe en effet un pendant
ope´ratoriel de l’action (5.21).
Pour construire celui-ci, commenc¸ons par de´finir un espace de Hilbert H dans lequel vivent
les fonctions d’onde correspondantes. La repre´sentation ope´ratorielle des variables de Grass-
man se fait via l’introduction de 2N ope´rateurs de cre´ation et annihilation fermioniques a†i ,
aj satisfaisant les re`gles d’anticommutation suivantes :
∀(i, j) ∈ {1 . . . N}2 aiaj + ajai = 0 a†ia†j + a†ja†i = 0 a†iaj + aja†i = δi,j (5.22)
Suivant la notation usuelle de la me´canique quantique [112], les ope´rateurs a†i cre´ent un
fermion dans l’e´tat i, et les ope´rateurs ai en de´truisent un. En partant d’un e´tat de re´fe´rence
|−〉 ne contenant aucun fermion
∀i ∈ {1, . . . , N} ai|−〉 = 0 〈−|a†i = 0 (5.23)
on peut construire un espace de Fock fermionique F, dont les fonctions d’onde sont de la
forme :
|a†i1 . . . a
†
ik




On munit cet espace d’une structure d’espace de Hilbert via le produit scalaire
〈ai|a†j〉 = δij (5.25)
Par ailleurs, l’espace de Hilbert associe´ au Hamiltonien de Fokker-Planck (5.3) correspond a`
l’espace L2 des fonctions de carre´ inte´grable, de´finies sur l’espace des configurations. On note
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|ψ〉 les fonctions d’onde qui le composent, que nous identifions par la suite a` leur repre´sentation




ou` ψ¯(x) est le complexe conjugue´ de ψ(x). L’espaceH est alors simplement le produit tensoriel









. . . a†ik |−〉 (5.27)






























qui s’applique a` des fonctions d’onde du type (5.27).
5.1.2.3 Supersyme´trie



















2 = Q¯2 = 0 (5.30)
qui satisfont de plus H = T (Q+ Q¯)2 = T (QQ¯+ Q¯Q). (5.31)






met HFP sous une forme hermitienne : HhFP = H
h
FP
†. La partie fermionique de H ne conte-
nant pas d’ope´rateur de de´rivation, elle est invariante sous cette transformation.







Dans cette nouvelle base, les ope´rateurs Q et Q¯ sont conjuge´s l’un de l’autre, et l’e´tude du
spectre de H et de son organisation devient relativement simple [186].
C’est par re´fe´rence a` la structure (5.31) que l’on parle d’Hamiltonien supersyme´trique.
Avant de montrer quelles informations on peut extraire de ce formalisme, nous allons re´pe´ter
l’exercice avec une dynamique le´ge`rement plus complexe : une e´quation de Langevin avec
inertie.
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5.2 E´quation de Kramers
Tournons-nous a` pre´sent vers le cas inertiel, ou` l’amortissement est fini. Conside´rons un
syste`me hamiltonien posse´dant N degre´s de liberte´, couple´8 a` un bain thermique de tempe´-










H(q,p) est le Hamiltonien du syste`me, ηi un bruit blanc gaussien de variance 2γ T et γ
l’intensite´ du couplage au bain (physiquement, un coefficient de friction). La dynamique (5.34)
peut se traduire simplement en termes d’e´quation d’e´volution pour la densite´ de probabilite´

























P (q,p, t) = −HKP (q,p, t)
(5.35)
5.2.1 Formalisme supersyme´trique
Comme pre´ce´demment, nous pouvons construire une repre´sentation en inte´grale de chemin
du propagateur :


















































ou` les 4N variables de Grassman θqi , θ¯qi , θpi , θ¯pi ont e´te´ introduites pour calculer le Jacobien
permettant de passer des e´quations du mouvement aux variables pi et qi. De nouveau, on
peut utiliser la repre´sentation de Fourier de la fonction δ [199], en introduisant 2N champs
imaginaires qˆi, pˆi, pour obtenir :
P (qT ,pT , T |q0,p0, 0) =
∫ qT ,pT
q0,p0






















− R T0 dtθ¯qi (θ˙qi− ∂2H∂pi∂qj θqj− ∂2H∂pi∂pj θpj )+θ¯pi (θ˙pi+ ∂2H∂qi∂pj θpj+γ ∂2H∂pi∂pj θpj+ ∂2H∂qi∂qj θqj+γ ∂2H∂pi∂qj θqj )
ff
(5.37)
Finalement, l’inte´gration sur les variables de bruit ηi donne :
P (qT ,pT , T |q0,p0, 0) =
∫ qT ,pT
q0,p0















− R T0 dtθ¯qi (θ˙qi− ∂2H∂pi∂qj θqj− ∂2H∂pi∂pj θpj )+θ¯pi (θ˙pi+ ∂2H∂qi∂pj θpj+γ ∂2H∂pi∂pj θpj+ ∂2H∂qi∂qj θqj+γ ∂2H∂pi∂qj θqj )
ff
(5.38)
8Pour les diffe´rentes manie`res de coupler un syste`me hamiltonien a` un bain thermique, voir [41].
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De nouveau, cette action posse`de des syme´tries BRS qui permettent de construire une version





i . On choisit ici d’associer respectivement les ope´rateurs a et b aux variables θq et









































qui est a` nouveau de la forme H = HK +HFK (5.40)
ou` HK est l’ope´rateur de Fokker-Planck (5.35) et HFK une partie fermionique. L’espace de
Hilbert H correspondant s’obtient, comme a` la section pre´ce´dente, en prenant le produit
tensoriel d’un espace de Fock fermionique et de l’espace L2 des fonctions de carre´ inte´grable
de´finies sur l’espace des phases. Pour obtenir la structure supersyme´trique de cet Hamiltonien,
on doit donc chercher deux charges Q et Q¯ nilpotentes telles que H = T (QQ¯+ Q¯Q).
Comme nous le verrons dans la section 7.2.1, Q = −i∑i ( ∂∂qiai + ∂∂pi bi) a une signification
purement ge´ome´trique9 et l’on ve´rifie qu’il s’agit a` nouveau d’une syme´trie de H : [H,Q] = 0.
Par analogie avec le cas purement dissipatif, il est naturel de chercher un ope´rateur diffe´rentiel
du premier ordre Q¯ tel que
Q¯2 = 0 T (QQ¯+ Q¯Q) = T (Q+ Q¯)2 = H (5.41)




































Nous avons donc trouve´ une extension supersyme´trique de HK et les charges correspon-






ibi qui satisfait [H,F ] = 0. (5.43)
F associe a` un vecteur |ψ〉 = ψ(x) a†i1 . . . a
†
ik
b†j1 . . . b
†
jl
|−〉 son nombre l + k de fermions.
Dans la suite, il sera plus agre´able de disposer d’une notation compacte des ope´rateurs pre´-
ce´dents. Ceci peut eˆtre fait en e´crivant le syste`me (5.34) en termes des variables (x1, . . . , x2N ) =
9C’est une repre´sentation de la diffe´rentielle exte´rieure.
10Ces syme´tries ont e´te´ trouve´es par Kleinert et collaborateurs [102], pour une action correspondant a` une
e´volution de la forme (5.34) dans le formalisme lagrangien d’inte´grales de chemin.
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(q,p) :





















Lorsque Dij = 0, (5.44) est la forme symplectique des e´quations de Hamilton, le second terme
du membre de droite repre´sente l’interaction avec le bain. Avec cette notation, l’ope´rateur de
Fokker-Planck ge´ne´ralise´ (5.39) s’e´crit :
























ou` (c1, ..., c2N ) = (a1, ..., aN , b1, ..., bN ), et nous avons de´fini :
































La notation introduite dans cette section de´crit plus particulie`rement les cas dans lesquels
les vitesses dans l’espace des phases de´rivent d’une fonction globale H. Notons toutefois que
lorsque ce n’est pas le cas et que la dynamique est donne´e par
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5.2.2 Spectre du Hamiltonien supersyme´trique
L’inte´reˆt d’avoir introduit une structure supersyme´trique apparaitra clairement dans les
chapitres 6 et 7 ou` nous verrons que les vecteurs propres de H contiennent beaucoup plus
d’informations que ceux du Hamiltonien initial HK . Toutefois, avant d’aborder ce contenu
physique qui constitue le coeur de cette dernie`re partie, il est ne´cessaire d’e´tudier les conse´-
quences de la supersyme´trie sur l’organisation du spectre de H.
Dans un premier temps, nous conside´rons uniquement les Hamiltoniens ne de´pendant pas
explicitement du temps ainsi que le cas ou` les forces de´rivent localement mais pas globalement
d’un potentiel. La section 7.4 sera consacre´e plus spe´cifiquement au cas de´pendant du temps
tandis que les sections 7.2 et 7.3 seront de´die´es au cas de´rivant globalement d’une fonction
hamiltonienne H.
Notons tout d’abord que H n’est pas hermitien et ne peut eˆtre mis sous une forme her-
mitienne via une transformation de similarite´. Il s’agit d’une diffe´rence importante avec le
cas purement dissipatif qui rend plus difficile l’e´tude de la structure supersyme´trique. Entre
autres, les valeurs propres n’ont aucune raison d’eˆtre re´elles et l’on doit donc distinguer λ de











. . . b†ima
†
j1
. . . a†jn |−〉 (5.51)
ou` |−〉 repre´sente le vide fermionique et les ψi1,...,im,j1,...,jn sont comple`tement antisyme´triques.
Puisque le Hamiltonien n’est pas hermitien, nous devons distinguer les vecteurs propres a`
droite et a` gauche. Ils sont de´finis par
H|ψRi 〉 = λi|ψRi 〉 et H†|ψLi 〉 = λ¯i|ψLi 〉 (5.52)
Dans tout ce qui suit, nous supposerons H diagonalisable 11, c’est-a`-dire tel qu’il existe une
base bi-orthonormale de vecteurs propres :
〈ψLj |ψRi 〉 = δi,j (5.53)
L’objet des deux sections qui suivent est de montrer que le spectre de H est organise´
comme le montre la figure 5.1.
5.2.2.1 Vecteurs propres de valeur propre non nulle
Dans cette section, nous allons nous concentrer sur les vecteurs propres de H de valeur
propre non nulle. En particulier, nous allons montrer que l’espace qu’ils ge´ne`rent est organise´
en paires d’e´tats de´ge´ne´re´s, connecte´es par Q et Q¯.
11C’est une hypothe`se restrictive, car la diagonalisabilite´ de H n’est pas e´vidente. Voir en particulier [91]
pour une discussion de´taille´e.
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Fig. 5.1 : Repre´sentation ge´ne´rique du spectre de H. Les e´tats propres sont divise´s en
deux types : des paires de vecteurs propres relie´s par Q et des e´tats isole´s, qui n’appartiennent a`
aucune paire. Ces derniers ont ne´cessairement une valeur propre nulle. L’axe vertical symbolise les
diffe´rentes valeurs propres, bien que celles-ci puissent eˆtre complexes.
Ceci peut se comprendre intuitivement de la manie`re suivante : e´tant donne´ que H =
T (QQ¯+Q¯Q), les e´tats propres associe´s a` des valeurs propres non nulles ne peuvent eˆtre anni-
hile´s simultane´ment par Q et Q¯. De plus, comme Q et Q¯ commutent avec H, ils transforment
des vecteurs propres en d’autres vecteurs propres de meˆme valeur propre. Puisque de plus
Q2 = Q¯2 = 0, l’application re´pe´te´e de Q ou Q¯ sur un vecteur propre ne produit pas de triplet
de vecteurs propres. In fine, on peut construire une base (|φRi 〉, |χRi 〉) (cf figure 5.2) d’un tel
sous-espace telle que












Q QQ k k + 1
Fig. 5.2 : On peut construire une base de l’ensemble des e´tats propres de valeur propre non nulle
compose´e de paires de vecteurs a` k et k + 1 fermions ve´rifiant (5.54).
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De´monstration : Remarquons tout d’abord qu’un vecteur propre quelconque |ψR〉 de
valeur propre λ 6= 0 est une combinaison line´aire de deux vecteurs propres |φR〉 et
|χR〉 annihile´s respectivement par QQ¯ et Q¯Q. En effet, en notant |χR〉 ≡ QQ¯|ψR〉 et





(|χR〉+ |φR〉) . (5.55)
Puisque QQ¯ et Q¯Q commutent tous deux avec H, |χR〉 et |φR〉 sont des vecteurs
propres de H de valeur propre λ. Comme Q et Q¯ sont nilpotentes, ces deux vecteurs
propres sont tue´s respectivement par Q¯Q et QQ¯. On peut ainsi construire une base
du sous-espace λ 6= 0 en prenant l’union des bases des noyaux de Q¯Q d’une part et
QQ¯ d’autre part. Pour le voir, notons |χRi 〉 une base de vecteurs propres annihile´s
par Q¯Q, et |φRi 〉 ≡ Tλi Q¯|χRi 〉. Puisque Q|φRi 〉 = 1λiH|χRi 〉 = |χRi 〉, la famille |φRi 〉 est
inde´pendante, car son image par Q est une famille inde´pendante.
De plus, la famille |φRi 〉 ge´ne`re tous les vecteurs propres avec λ 6= 0 annihile´s par
QQ¯. En effet, soit |ψR〉 un tel vecteur. Il est clair que |ψR〉 = Tλ Q¯Q|ψR〉. Puisque
Q|ψR〉 est tue´ par Q¯Q, il peut eˆtre de´veloppe´ sous la forme Q|ψR〉 = ∑i αi|χRi 〉 et
par conse´quent |ψR〉 = Tλ
∑
i αiQ¯|χRi 〉 = 1λ
∑
i αiλi|φRi 〉.
La famille (|φRi 〉, |χRi 〉) est ainsi une base du sous-espace λi 6= 0, qui satisfait la
proprie´te´ d’appariement (5.54).
On peut e´videmment proce´der de meˆme pour les vecteurs propres de gauche. En construi-
sant une base satisfaisant
〈φLi |φRj 〉 = δij 〈χLi |χRj 〉 = δij
〈φLi |χRj 〉 = 0 〈χLi |φRj 〉 = 0
(5.56)
ceux-ci sont alors apparie´s via




5.2.2.2 Valeur propre nulle et topologie
Le sce´nario dans l’espace propre λ = 0 est le´ge`rement plus complexe. Montrons que l’on
peut construire une base des e´tats propres a` droite (par souci de clarte´, on omet dans cette
section l’exposant R) compose´e de (cf. figure 5.3)
i) paires (|φk+1i 〉, |χki 〉) telles que |χki 〉 = Q|φk+1i 〉 6= 0
ii) vecteurs isole´s |ρki 〉 tels que Q|ρki 〉 = 0 et ∀|ψ〉 |ρki 〉 6= Q|ψ〉
(5.58)
ou` k de´note le nombre de fermions. A` une telle famille correspond e´videmment une base
similaire pour les e´tats propres a` gauche.
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Fig. 5.3 : Illustration de la structure de la base (5.58).
De´monstration : Construisons a` pre´sent une base satisfaisant (5.58). Regardons tout
d’abord le secteur a` 0 fermion. Tous les vecteurs propres sont annihile´s par les ope´ra-
teurs de destruction fermionique ai, donc par Q. Certains vecteurs ne sont pas l’image
par Q de vecteurs a` 1 fermion, d’autres si. Notons |χ0i 〉 une base de ces derniers et
|φ1i 〉 les vecteurs a` 1 fermion qui les ge´ne`rent : |χ0i 〉 = Q|φ1i 〉. La famille |χ0i 〉 peut ne
pas eˆtre une base de tout l’espace a` 0 fermion et nous la comple´tons donc par des
vecteurs propres |ρ0i 〉. Par de´finition, les |ρ0i 〉 sont annihile´s par Q sans eˆtre dans son
image. A` ce point, {|χ0i 〉, |ρ0i 〉} constitue une base du secteur a` 0 fermion satisfaisant
(5.58). On peut alors se tourner vers le secteur a` 1 fermion. La partie de ce secteur
qui est annihile´e par Q peut eˆtre organise´e de la meˆme manie`re que le secteur a` 0
fermion, c’est-a`-dire qu’il existe une base {|χ1i 〉, |ρ1i 〉} qui la ge´ne`re et des vecteurs
propres a` 2 fermions |φ2i 〉 tels que |χ1i 〉 = Q|φ2i 〉. La famille |φ1i 〉 introduite pre´ce´dem-
ment comple`te {|χ1i 〉, |φ1i 〉} en une base du secteur a` 1 fermion. Cette construction
peut eˆtre suivie re´cursivement pour tous les secteurs fermioniques. Finalement, on
obtient une base {|χki 〉, |φki 〉, |ρki 〉} qui satisfait effectivement les relations (5.58).
Dans la me´canique quantique supersyme´trique associe´e au cas purement dissipatif, l’espace
propre associe´ a` λ = 0 est constitue´ uniquement de vecteurs propres isole´s. Nous montrerons
dans la section 7.3 que c’est e´galement le cas pour le proble`me de Kramers lorsque les forces
de´rivent d’un potentiel global H. Notons toutefois que des e´tats apparie´s par Q¯ et de valeur
propre λ = 0 existent dans certains cas. Par exemple, un syste`me vivant sur un anneau
et soumis a` un champ magne´tique perpendiculaire au plan de l’anneau ne posse`de pas de
potentiel global et il y a effectivement une paire relie´e par Q¯ dans le secteur propre de valeur
propre nulle.
Les e´tats propres |ρki 〉 jouent un grand roˆle en topologie. En effet, les fermions sont des
repre´sentations des formes diffe´rentielles (annexe F) de´finies sur la varie´te´ de l’espace des
phases. Q est alors simplement la diffe´rentielle exte´rieure. Les e´tats propres |ρki 〉 ge´ne`rent
ainsi un sous-espace dont la dimension est le ke nombre de Betti Bk, qui est isomorphe au ke
groupe de cohomologie de Rham [137] associe´ a` l’espace des phases. Tout cela sera de´taille´
dans la section 7, lorsque nous traiterons de la The´orie de Morse.
Les bases des espaces propres avec λ = 0 et λ 6= 0 forment une base globale : {|ψi〉} ≡
{|χRi 〉, |φRi 〉, |ρRi 〉}. Au vu de sa structure (figure 5.1), il est tentant d’appeler respectivement
« apparie´s » et « isole´s » les e´tats ge´ne´re´s par {|ρRi 〉} et {|φRi 〉, |χRi 〉}, meˆme si l’on peut
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construire des e´tats qui ne sont pas apparie´s par Q sans eˆtre ge´ne´re´s par les vecteurs |ρRi 〉, en
faisant par exemple la somme |φRi 〉 + |χRi 〉. Dans la suite de notre travail, nous confondrons
donc la structure de la base avec les e´tats qu’elle ge´ne`re.
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Chapitre 6
De la supersyme´trie aux chemins
de transition
La principale motivation de ce travail est son application dans le cadre de la physico-
chimie. Nous avons introduit au chapitre pre´ce´dent un formalisme mathe´matique dont nous
allons voir a` pre´sent comment extraire de l’information physique pour de´terminer des chemins
de transition. Concre`tement, nous pre´sentons dans un premier temps une dynamique de type
Langevin qui correspond a` l’e´volution induite par l’Hamiltonien supersyme´trique H dans le
secteur a` k fermions. Nous en de´duisons ensuite la nature des e´tats propres de basse valeur
propre a` k fermions et montrons comment le secteur a` 1 fermion peut eˆtre utilise´ pour
de´terminer nume´riquement les chemins de transition.
6.1 Dynamique stochastique dans le secteur a` k fermions
Dans cette section nous pre´sentons une dynamique stochastique qui correspond a` l’e´vo-
lution des fonctions d’ondes a` k fermions induite par l’ope´rateur de Kramers ge´ne´ralise´ H
(5.45). Nous nous limitons au cas ou` le Hamiltonien H ne de´pend pas explicitement du temps,
bien que la ge´ne´ralisation ne pre´sente aucune difficulte´. Le but de cet exercice est double :
d’une part, comme nous le verrons ci-dessous, cette dynamique sert de base a` une me´thode
nume´rique pour de´terminer les chemins de re´action ; d’autre part, nous utiliserons les e´qua-
tions d’e´volution pour construire explicitement les vecteurs propres de basse valeur propre du
sous-espace a` k fermions, ce qui nous sera utile dans le chapitre 7 sur la the´orie de Morse.
Nous souhaitons donc trouver le pendant stochastique de l’e´quation d’e´volution :
∂
∂t
|ψk(x, t)〉 = −H|ψk(x, t)〉 (6.1)
ou` |ψk(x, t)〉 est une fonction a` k fermions. On rappelle l’expression (5.45) :
















+ c†iAijcj = HK +HF (6.2)
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Remarquons tout d’abord que les e´volutions des diffe´rents secteurs fermioniques sont de´-
couple´es, puisque l’ope´rateur nombre de fermions F (5.43) est une syme´trie de H. Aux grands
temps, |ψk(x, t)〉 est donc une combinaison d’e´tats propres a` k fermions dont les valeurs
propres seront de faibles parties re´elles. Notons que si H e´tait un ope´rateur quelconque, rien
ne garantirait que nous puissions trouver une dynamique de Langevin lui correspondant.
C’est en fait la supersyme´trie qui assure l’existence d’une telle correspondance. Les dyna-
miques stochastiques correspondant aux diffe´rents nombres de fermions, e´galement nomme´es
Nicolai map, furent a` l’origine de´termine´es uniquement pour les secteurs a` 0 et N fermions
dans le cas de l’e´quation de Langevin [140–142] et ont ensuite e´te´ ge´ne´ralise´es aux autres
secteurs fermioniques [84]. Nous utilisons ici une modification de la dynamique propose´e par
Graham et Roekaerts [84], de´ja` utilise´e avec succe`s pour le cas purement dissipatif [185, 186].
6.1.1 Fonctions d’onde a` 0 fermion
Pour la dynamique du secteur a` 0 fermion, la partie fermionique HF annihile |ψ0(x, t)〉
et (6.1) correspond donc simplement a` l’e´volution induite par HK , c’est-a`-dire Hamilton +
bruit + friction (5.34). Ainsi, toute l’information contenue dans l’Hamiltonien de Kramers
HK est e´galement contenue dans le spectre de H.
6.1.2 Fonctions d’onde a` 1 fermion





i |−〉. L’e´quation (6.1) se traduit alors composante par composante :
∂
∂t
ψi(x, t) = −HKψi(x, t)−Aijψj(x, t) (6.3)
Pour repre´senter cette e´volution, on conside`re une particule dans l’espace des phases, repe´re´e
par sa position x, que l’on couple a` un vecteur unitaire u posse´dant 2N composantes. Cette
particule e´volue avec la dynamique de Kramers standard (5.34), tandis que le vecteur u e´volue
suivant
u˙i = −Aijuj +N(u)ui (6.4)
ou` N(u) =
∑





i = 1. On conside`re ensuite une population de particules e´voluant
suivant ces re`gles et l’on couple l’e´volution de chaque particule avec celle de son vecteur
unitaire via un taux de re´plication/annihilation e´gal a` −N(u). L’e´volution de la probabilite´











En effet, les deux premiers termes du membre de droite correspondent aux e´volutions (5.34)




dNu ui F(x,u, t) (6.6)
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on ve´rifie alors, via une inte´gration par partie, que |ψ〉 = ∑i ψic†i |−〉 e´volue suivant (6.3).
6.1.3 Fonctions d’onde a` k fermions
La ge´ne´ralisation a` k fermions est tre`s naturelle. Puisque l’on sait que les fermions corres-
pondent aux formes diffe´rentielles, on va remplacer le vecteur u par un k-volume oriente´ v.








se lit composante par composante :





ε(σ, α) Aσ(i1),α ψσ(i2),...,α,...,σ(ik) (6.8)
ou` σ de´note toutes les permutations des k indices, et ε(σ, α) est la signature de la permutation
(i1, i2, . . . , α, . . . , ik)→ (α, σ(i1), σ(i2), . . . , σ(ik)). A` nouveau, pour repre´senter l’e´volution de
|ψ〉, les particules e´voluent avec la dynamique de Kramers (5.34), tandis que les e´quations






(−1)n(σ,α) Aσ(i1),α vσ(i2),...,α,...,σ(ik) + vi1,...,ik N (v) (6.9)








(−1)n(σ,α) Aσ(i1),α vσ(i2),...,α,...,σ(ik) (6.10)
qui pre´serve la normalisation
∑
i1,...,ik
v2i1,...,ik . Comme pre´ce´demment, on clone ou tue les
particules avec un taux−N (v). On ve´rifie alors que la moyenne de vi1,...,ik e´volue effectivement
comme ψi1,...,ik(x).
Pour comprendre comment construire les e´tats propres a` k fermions au-dessous du trou
spectral, il est utile de remarquer que les e´quations du mouvement pour v correspondent a`
l’e´volution d’un e´le´ment de volume oriente´ de dimension k suivant la dynamique non bruite´e.
L’e´le´ment de volume k-dimensionnel autour d’un point x s’e´crit :
V k = δx1 ∧ δx2 ∧ · · · ∧ δxk ≡M
∑
i1,...,ik
vi1,...,ik eˆi1 ∧ · · · ∧ eˆik (6.11)
ou` ∧ est le produit vectoriel (exte´rieur), eˆi les vecteurs de base et la forme vi1,...,ik est nor-
malise´e. L’orientation et la norme d’un e´le´ment de volume e´voluent le long de la trajectoire
d’une particule. L’e´quation (6.9) donne l’e´volution de l’orientation v et −N = M˙ le taux
d’expansion.
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6.1.4 E´tats propres de basse valeur propre de H
Avant de passer a` l’e´tude des chemins de re´action, regardons quelles sont les structures
stables sous la dynamique stochastique du secteur a` k fermions, i.e. les vecteurs propres
en dessous du trou spectral. Nous allons montrer ci-dessous de manie`re heuristique que les
vecteurs propres a` droite 〈x|ψRa 〉 de basse valeur propre (i.e. de partie re´elle allant a` ze´ro avec
T ) sont concentre´s sur les structures suivantes :
– pour k = 0 : minima locaux,
– pour k = 1 : chemins e´manant des points cols d’ordre 1, tombant en spirale vers les
minima locaux sous l’effet de la friction,
– pour tout k : les surfaces k-dimensionnelles ge´ne´re´es par l’ensemble des chemins e´manant
des points critiques1 d’ordre k, i.e. leur varie´te´ instable.
L’argument est le meˆme que pour le cas purement dissipatif [186] : on suppose que la varie´te´
instable e´manant d’un point col d’ordre k est uniforme´ment couverte de particules dont les
vecteurs v sont tangents a` cette varie´te´. Ces deux proprie´te´s sont conserve´es par la dynamique
introduite pre´ce´demment. D’abord, au cours de la trajectoire d’une particule, le vecteur v qui
lui est attache´ reste tangent a` la surface : ceci s’explique par le fait que l’e´volution (6.9) est
pre´cise´ment l’e´volution de l’espace tangent. Ensuite, le taux de clonage compense exactement
l’expansion d’un petit volume de dimension k de l’espace des phases et la densite´ reste donc
constante a` l’inte´rieur de celui-ci. Ainsi, les distributions des particules et des vecteurs qui
leur sont attache´s sont conserve´es au cours de la dynamique. On remarque entre autres que
pour k = 1, les vecteurs propres a` droite ressemblent fortement a` des chemins de transition.
6.2 Chemins de transition et courants re´duits
La motivation de ce travail vient pour une large part de la possibilite´ offerte par les secteurs
fermioniques de localiser des structures inte´ressantes de l’espace des phases. En particulier,
dans le cas purement dissipatif [185, 186], on de´duit directement des vecteurs propres de
basse valeur propre les courants de transition entre e´tats me´tastables. Une fois de plus, la
situation est ici plus complexe. En effet, comme nous le verrons par la suite, le formalisme
sugge`re d’e´tudier une quantite´ plus inte´ressante que le courant de probabilite´ : un courant
re´duit, dont on a retire´ les circulations d’e´quilibre qui ne contribuent pas aux transitions mais
rendent leur e´chantillonnage difficile.
Conside´rons tout d’abord la dynamique de Kramers (5.34)
∂P (q,p, t)
∂t

























P (q,p, t) (6.13)
1Un point critique est par de´finition un point ou` le gradient de H s’annule. On parle de point critique
d’ordre k si l’analyse de stabilite´ line´aire de son voisinage montre k directions instables.
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Notons ici que cette de´finition est le´ge`rement arbitraire, car si on ajoute un terme de diver-
gence nulle au courant, l’e´quation (6.12) reste valable. Inspire´ par le cas purement dissipatif,
on applique l’ope´rateur Q¯ a` une distribution de probabilite´ (une fonction d’onde du secteur
a` 0 fermion) pour obtenir :
(−i)T Q¯P (q,p, t)|−〉 = |ψR1 〉 ≡ J redqi a†i |−〉+ J redpi b†i |−〉 (6.14)
ou` nous avons de´fini le courant re´duit via
J redqi ≡ Jqi + T
∂P (q, p)
∂pi




Ce courant pre´sente plusieurs caracte´ristiques inte´ressantes :
• Il diffe`re du courant J par un terme de divergence nulle et satisfait donc (6.12). Par
conse´quent, les flux des deux courants J et J red au travers d’une surface ferme´e co¨ın-
cident. Puisque c’est graˆce a` de tels flux que l’on de´finit les taux de transition, le courant
J red contient a priori autant d’information « pertinente » que le courant initial J , de`s
lors que l’on souhaite caracte´riser des re´actions chimiques.
• Il est nul a` l’e´quilibre : on montre qu’a` l’inte´rieur d’un e´tat me´tastable, il est exponentiel-
lement petit tandis que le courant J est au contraire tre`s grand. Ceci est extreˆmement
utile, car si on e´chantillonne J , l’e´crasante majorite´ du « poids » que l’on mesure corres-
pond a` des oscillations proches des minima du Hamiltonien H, ce qui n’est absolument
pas pertinent pour les transitions entre e´tats (voir figure 6.1). Au contraire, le courant
re´duit J red e´tant quasiment nul a` l’inte´rieur des e´tats me´tastables, son e´chantillonnage
n’est pas « e´crante´ » par une partie non pertinente.
Fig. 6.1 : Exemple d’une transition spontane´e entre deux puits de potentiel. Les
abscisses correspondent a` la position q et les ordonne´es a` l’impulsion p. Le code couleur repre´sente
la valeur du Hamiltonien. On voit que la quasi-totalite´ de la trajectoire correspond a` des oscillations
proches d’un des minima.
On peut par ailleurs prouver que si l’on cherche un courant qui satisfait (6.12), alors
imposer les deux caracte´ristiques ci-dessus le de´termine entie`rement : Q¯ est le seul ope´rateur
du premier ordre qui permette de trouver un champ de courant qui donne le meˆme flux que
le courant d’e´quilibre et soit nul dans les e´tats me´tastables.
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Dans le cas purement dissipatif, la supersyme´trie nous permet de trouver le courant de
transition usuel sur la base des e´tats propres a` 1 fermion. C’est une artillerie efficace, mais
qui ne fournit pas d’information physique « nouvelle ». Ici, le formalisme est beaucoup plus
puissant puisqu’il nous sugge`re lui-meˆme d’e´tudier une quantite´ diffe´rente du courant usuel
J , qui s’ave`re plus pertinente pour les recherches de chemins de transition. Nous pre´sentons
ci-dessous une imple´mentation nume´rique simple, de´coulant de l’e´quation (6.3), tre`s proche
des dynamiques de population introduites aux chapitres 1 et 2.
6.2.0.1 Algorithme
On conside`re une population de N couples (x,v). A` chaque pas de temps :
1 les positions x(t) de chaque particule e´voluent avec la dynamique (5.34) et leur vecteur
avec (6.4). Notons que de manie`re e´quivalente on e´volue plutoˆt les vecteurs via
v˙i = −Aijvj (6.16)
puis on les renormalise. Par ailleurs, on garde le facteur de renormalisation, qui vaut
τ = −N(v) et donne donc le taux de clonage de la particule correspondante,
2 pour chaque particule, on connaˆıt d’apre`s le pas pre´ce´dent le taux de clonage τ . On
tire alors un nombre ale´atoire ε entre 0 et 1 et l’on remplace la particule par bτ + εc
particules identiques (ou` bxc est la partie entie`re de x). Par exemple, si τ = 1.2, il y a
20% de chances pour que la particule soit clone´e (ε ≥ 0.8) et 80% que non (ε < 0.2).
Notons que si τ < 1, la particule peut eˆtre tue´e,
3 une fois toutes les particules clone´es, on a N (t+dt) particules au lieu des N (t) initiales.
Si N (t+dt) < N (t), on clone alors au hasard N (t)−N (t+dt) particules. Au contraire,
si N (t + dt) > N (t), on en tue ale´atoirement N (t + dt) − N (t). On garde au final la
valeur du facteur R(t) = N (t+dt)N (t) .
Expliquons ici l’inte´reˆt du troisie`me pas. Puisque la dynamique que nous avons pre´sente´e
a` la section pre´ce´dente correspond a` l’e´volution de H dans le secteur a` 1 fermion, la densite´
de probabilite´ F e´volue aux temps longs comme e−Re(λ)t, ou` λ est la valeur propre de H
du secteur a` 1 fermion de plus petite partie re´elle. Contrairement au cas a` 0 fermion, celle-
ci n’a aucune raison d’eˆtre nulle et si l’on se limite aux deux premiers pas, le nombre de
particules va soit tendre vers 0 (Re(λ) > 0), soit diverger exponentiellement (Re(λ) < 0).
Nume´riquement, ceci n’est e´videmment pas souhaitable. Pour re´soudre ce proble`me, on clone
ou tue la population de manie`re uniforme pour la maintenir constante, l’uniformite´ nous
assurant de ne pas gaˆcher l’e´chantillonnage. Par ailleurs, le taux de clonage « spontane´ »
R(t) de la population nous donne acce`s a` Re(λ) = −1t log [
∏
tR(t)], qui correspond a` la
probabilite´ de transition entre les deux e´tats les plus stables de H.
Cet algorithme est une transposition des approches de type Diffusion Monte-Carlo [2]
utilise´es en me´canique quantique pour e´chantillonner des e´tats propres d’un Hamiltonien de
Schro¨dinger. L’utilisation du clonage y est tre`s re´pandue [2, 98], mais pre´sente de nombreuses
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imple´mentations diffe´rentes. Pour une pre´sentation ge´ne´rale des diverses me´thodes de clonage
et de leur limitation, se reporter [42]. L’ide´e ge´ne´rale est que l’on doit trouver un e´quilibre
entre d’une part empeˆcher la population de particules de mourir ou diverger et d’autre part
minimiser l’erreur statistique que ge´ne`rent les pas de clonage [21, 79, 99, 145, 146].
Cette discussion est tre`s proche de celle que nous avons pre´sente´e dans la section 1.3,
lors de l’introduction de la dynamique biaise´e par les Lyapunov. Effectivement, l’algorithme
pre´sente´ ci-dessus correspond au cas α = 1 de cette me´thode applique´e au syste`me de Kramers
(4.1). Nous faisons le lien entre ces deux approches dans l’annexe I.
6.2.1 Quelques applications
6.2.1.1 Le double puits de potentiel
Pour illustrer la section pre´ce´dente, conside´rons une particule e´voluant dans un double
puits de potentiel V (q) = (q2 − 1)2. En utilisant l’algorithme introduit ci-dessus pour dif-
fe´rentes valeurs du couple tempe´rature/friction, on voit sur la figure 6.2 les e´volutions des
chemins de transition2.
Fig. 6.2 : Courant re´duit pour le double puits de potentiel de la section 6.2. Les
particules se concentrent sur deux chemins amortis, ne´s au voisinage du point col et tombant en
spirale vers les deux minima. La largeur de la structure est donne´e par ∼ √γT et le nombre de
tours que font les particules en tombant est d’autant plus grand que la friction est faible.
Dynamiquement, si l’on de´marre d’une distribution uniforme englobant le point col, seuls
les chemins de re´action survivent aux temps longs (figure 6.3).
6.2.1.2 Trouver le col le plus proche
Notons que parmi les limitations des me´thodes existantes figure souvent la ne´cessite´ de
connaˆıtre approximativement le chemin de re´action ou au moins la localisation de l’e´tat
de transition3. Dans l’exemple pre´ce´dent, la connaissance du point col est implicitement
2Les simulations nume´riques de l’e´quation (5.34), particulie`rement dans le re´gime de basse tempe´rature,
doivent eˆtre re´alise´es avec soin pour pre´server tant la distribution d’e´quilibre que le caracte`re quasi hamiltonien.
Nous avons utilise´ les inte´grateurs quasi symplectiques pre´sente´s dans [123] qui fournissent des re´sultats valables
dans toute la gamme de friction e´tudie´e.
3Par exemple pour initialiser transition path sampling.
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Fig. 6.3 : Si l’on de´marre d’une distribution uniforme, seuls les chemins de re´action survivent aux
temps longs.
ne´cessaire et l’on n’a donc pas progresse´ sur ce point. En combinant la me´thode de´veloppe´e
pour calculer les fonctions de grandes de´viations des exposants de Lyapunov pre´sente´e a` la
section 1 avec celle pre´sente´e a` la section 6.2.0.1, on peut toutefois de´passer cette restriction.
En effet, le point col correspond a` la zone ou` « l’e´tirement » d’un vecteur tangent est
maximal et les orbites qui s’en e´chappent sont donc les attracteurs de la dynamique biaise´e
par les Lyapunov (voir section 1.3) . Ainsi, si l’on de´marre d’un puits de potentiel, le syste`me
va e´voluer comme sur la figure 1.2 et converger vers la se´paratrice. Une fois que le syste`me
a converge´, on peut alors « brancher » la friction pour retrouver le re´sultat pre´ce´dent. Nous
appliquons cette me´thode dans la section qui suit au cas d’un potentiel bruite´.
6.2.1.3 Potentiel rugueux
Les trois principales limitations de l’exemple du double puits de potentiel sont la ne´cessite´
de connaˆıtre le point col, le fait que ce potentiel soit lisse et finalement son faible nombre de
degre´s de liberte´ : un ! Nous avons montre´ dans la section pre´ce´dente que l’on peut s’abstenir
de connaˆıtre le point initial. Nous montrerons dans la section suivante que la me´thode est
efficace, meˆme avec un nombre de degre´s de liberte´ relativement e´leve´. Mais regardons tout
d’abord ce qui se passe quand plusieurs e´chelles de temps entrent en jeu. C’est par exemple le
cas lorsqu’a` un potentiel du type double puits, on ajoute un « bruit » d’intensite´ assez faible.
Ici, on regarde par exemple l’effet d’un cosinus de faible amplitude sur le chemin de re´action.




+ (q2 − 1)2 − 1
10pi
cos(10piq) (6.17)
La principale barrie`re de potentiel correspond a` ∆E = 1. Nous voulons donc re´aliser une
simulation a` kT  ∆E, pour que la notion de chemin de re´action soit bien de´finie, et
choisissons par conse´quent T = 0, 03. Notons ici que le « bruit » duˆ au cosinus est de l’ordre
de kT .
De´marrant de l’un des puits, on « chauffe » tout d’abord le syste`me en utilisant la dyna-
mique biaise´e par les Lyapunov (pre´sence de bruit et absence de friction). Lorsque la distance
maximale entre deux particules du nuage est suffisamment grande, on « baisse » la force du
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bruit, ce qui resserre le nuage autour de la se´paratrice. On peut alors « allumer » la friction
et les marcheurs convergent vers le chemin de re´action.
−3 3−8
8
−3 3 −3 3 −3 3
Fig. 6.4 : De´tecter le chemin de re´action sur un potentiel rugueux. On de´marre la
dynamique biaise´e sans friction. Lorsque la distance entre deux particules est supe´rieure a` 25, on
diminue la variance du bruit, puis allume la friction. Les marcheurs convergent alors vers le chemin
de re´action.
Notons que si la tempe´rature est telle que T  ∆Ecos, ou` ∆Ecos est la hauteur des puits de
potentiel dus au cosinus, alors la tempe´rature « lisse » le potentiel et l’on retrouve un re´sultat
semblable a` celui des sections pre´ce´dentes. Au contraire, si kT  ∆Ecos sont comparables,
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Fig. 6.5 : Chemin de re´action sur un potentiel rugueux
6.2.1.4 Vers des proble`mes plus re´alistes
Pour pouvoir pre´tendre s’attaquer a` des proble`mes de physico-chimie, il faut avant tout
montrer que les re´sultats pre´sente´s ici ne reposent pas trop fortement sur la basse dimen-
sionnalite´ du mode`le e´tudie´ (qui est en particulier inte´grable). Alessandro Mossa et Cecilia
Clementi ont adapte´ l’algorithme pre´sente´ ci-dessus au cas d’une transition « he´lice-pelote »
de chaˆıne de polypeptides [132] (voir figure 6.2.1.4).
Le potentiel utilise´ pour repre´senter la chaˆıne est un potentiel effectif d’interaction entre
chaque polypeptide. Le syste`me conside´re´ est constitue´ de 12 polypeptides, soit 6× 12 = 72
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Fig. 6.6 : Profil d’e´nergie libre a` la tempe´rature de repliement. Les lignes de niveau
de l’e´nergie libre sont obtenues a` partir d’une simulation de dynamique mole´culaire. Deux e´tats
principaux correspondant a` une structure d’he´lice et une structure en pelote sont se´pare´s par une
barrie`re d’e´nergie libre. Tire´ de [132].
degre´s de liberte´. Notons ici que l’une des difficulte´s de la me´thode propose´e est qu’une fois
que l’on a obtenu une densite´ de marcheurs dans l’espace des phases, il faut reconstruire
l’e´tat propre correspondant via la formule (6.6). Cela est difficile, en raison du « proble`me
de signe ». En un mot, la partie syme´trique en ui de F ne contribue pas a` l’e´tat propre ψi
et e´crante par conse´quent la partie antisyme´trique pertinente. Toutefois, comme on l’a vu
dans les exemples pre´ce´dents, les vecteurs sont tangents a` la trajectoire le long du chemin de
transition et la position des marcheurs est par conse´quent un bon indice de la pre´sence du
chemin de re´action4. Par ailleurs, pour le calcul du taux de re´action, il n’est pas ne´cessaire
de connaˆıtre ψ, et on peut ainsi s’abstraire du proble`me de signe.
Dans leurs travaux, Mossa et al. ont se´lectionne´ les re´gions contenant une forte densite´
de marcheurs, telles que la variance de la distribution angulaire des vecteurs correspondants
soit faible. Les re´sultats sont pre´sente´s figure 6.7.
6.3 Conclusion
Dans ce chapitre nous avons montre´ comment re´aliser le pendant stochastique de l’e´volu-
tion induite par le Hamiltonien supersyme´trique H. En particulier, cette dynamique permet
de comprendre simplement pourquoi les e´tats propres a` k fermions dont la partie re´elle de la
valeur propre est faible se piquent sur les varie´te´s instables des points critiques d’ordre k.
De la dynamique stochastique du secteur a` 1 fermion, nous avons extrait un algorithme
permettant de localiser les chemins de re´action et pre´sente´ diverses applications. Le travail
4On peut de plus montrer que le long du chemin de transition, c’est typiquement la partie antisyme´trique
de F qui l’emporte sur la partie syme´trique (cf. section I.2.0.2).
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Fig. 6.7 : Re´sultat de la simulation pour la transition he´lice-pelote d’une chaˆıne de
12 polypeptides. Les moyennes (6.6) ont e´te´ re´alise´es dans les re´gions ayant une grande densite´
de marcheurs, dont l’orientation des vecteurs est distribue´e avec une faible variance. Le chemin de
transition ainsi re´ve´le´ co¨ıncide parfaitement avec ce que laissent pre´sumer les lignes de niveau de
l’e´nergie libre, trace´es toutes les 1kcal/mol.
re´alise´ par Mossa et al. [132] montre le potentiel de cette me´thode. Il serait de´sormais inte´res-
sant de voir si son extension a` des cas plus proches de la recherche actuelle - comme l’e´tude
du repliement de prote´ine - est envisageable. Notons que coupler cette dynamique avec des
me´thodes existantes comme transition path sampling pourrait e´galement s’ave´rer une ligne
de recherche prometteuse.
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La the´orie de Morse e´tudie les relations entre les points critiques d’une fonction lisse, dite
fonction de « Morse », et la topologie de la varie´te´ sur laquelle elle est de´finie. Outil majeur
en topologie alge´brique, elle joue e´galement un roˆle important en physique, par exemple dans
la classification des orbites pe´riodiques d’un syste`me hamiltonien.
Une construction aussi simple qu’e´le´gante fut pre´sente´e au de´but des anne´es 80 par Wit-
ten [196], graˆce a` l’utilisation de la me´canique quantique supersyme´trique, pour laquelle le
potentiel joue le roˆle de fonction de Morse. Cette approche repose sur une limite semiclas-
sique dans laquelle les e´tats propres a` k fermions de plus basse valeur propre du Hamiltonien
supersyme´trique (5.33) sont des gaussiennes localise´es autour des points critiques ayant k
directions instables. Les charges supersyme´triques Q et Q¯, en envoyant des e´tats a` k fermions
sur des e´tats a` k ± 1 fermions induisent des relations entre les nombres de points critiques
correspondants.
Peu apre`s ces travaux, il devint clair que le Hamiltonien (5.33), ou plus pre´cise´ment sa
restriction au secteur a` 0 fermion, peut eˆtre vu apre`s un changement de base comme l’ope´-
rateur d’e´volution d’une dynamique de Langevin [40, 140, 141, 152], la limite semiclassique
correspondant au re´gime de faible tempe´rature. Dans cette base, les e´tats propres ne sont plus
localise´s sur les points critiques mais sur les varie´te´s instables qui en e´manent. Par exemple,
les e´tats propres a` 1 fermion sont localise´s sur les lignes de gradient reliant deux minima via
un point col. On reconnait ici le type de structures que nous avons mises en e´vidence a` la
section 6.1.4.
La de´monstration de Witten repose sur le fait que le Hamiltonien supersyme´trique lie´ a` la
dynamique de Langevin peut eˆtre mis sous une forme hermitienne. Cela n’est pas le cas pour
la dynamique de Kramers, ce qui rend la de´monstration plus complique´e. Dans la premie`re
section, nous e´tudions le spectre de faible valeur propre du Hamiltonien supersyme´trique
(5.45), dans le cadre le plus ge´ne´ral. Dans la section suivante, nous en de´duisons la the´orie de
Morse pour un Hamiltonien ne de´pendant pas du temps. Nous pre´sentons alors une approche
similaire a` celle de Witten, pour montrer que dans le cas d’un Hamiltonien du type H =
p2
2 + V (q), les e´tats propres de basse valeur propre correspondent - dans une certaine base -
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a` des gaussiennes centre´es sur les points critiques, les nombres de directions instables et de
fermions e´tant e´gaux. Pour finir, nous traitons le cas ge´ne´ral d’un Hamiltonien de´pendant
pe´riodiquement du temps via la repre´sentation de Floquet a` la section 7.4.
7.1 Limite de basse tempe´rature : points fixes et orbites pe´-
riodiques
7.1.1 Fonction ge´ne´ratrice
Pour e´tudier les vecteurs propres de basse valeur propre1 dans la limite de faible tempe´-
rature, nous allons calculer la trace de l’ope´rateur d’e´volution a` diffe´rents temps et utiliser
le re´sultat pour reconstruire le spectre. Une me´thode simple et rapide est de proce´der en
utilisant les inte´grales de chemin et la me´thode du col.
7.1.1.1 De la fonction ge´ne´ratrice aux orbites pe´riodiques classiques
Une manie`re compacte d’obtenir les proprie´te´s spectrales de l’ope´rateur d’e´volution est
d’utiliser la fonction ge´ne´ratrice

















ou` T traduit un produit ordonne´ dans le temps, et F est l’ope´rateur de´fini en (I.4) donnant le
nombre de fermions. La fonction ge´ne´ratrice de l’ope´rateur d’e´volution peut s’e´crire en terme
d’inte´grales de chemin (voir section 5.2.1) :



































ou` W est de´fini par




dt c¯i(δij( ddt−lnλ)+Aij [p,q])cj (7.3)
et (c¯j , cj) sont des variables de Grassmann. En utilisant la repre´sentation de Fourier de la
fonction δ et en inte´grant sur le bruit, T se met sous la forme :
T (λ, t) =
∫ q0,p0
q0,p0
















W (q,p; t) (7.4)
L’inte´gration sur pˆ et qˆ donne finalement une version lagrangienne de l’inte´grale de chemin :


















W (q,p; t) (7.5)
1Dans toute cette section, pour alle´ger le texte on parlera de « basse valeur propre » en lieu et place de
« valeur propre de partie re´elle nulle au premier ordre en T ».
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Le de´nominateur 1/γT devient grand lorsque la tempe´rature tend vers ze´ro, et l’inte´grale de











On rame`ne ainsi la trace a` une somme sur les orbites pe´riodiques « classiques », i.e. de bruit
nul.
7.1.1.2 Contribution des orbites pe´riodiques classiques
Pour e´tudier la contribution de ces orbites, line´arisons l’e´quation (7.4) autour d’une tra-






















On obtient ainsi la contribution a` cet ordre en T d’une orbite pe´riodique :
T c(λ, t) =
∫













































On reconnait dans (7.8) la repre´sentation sous forme d’inte´grales de chemin de la trace de

















































































ou` Acij(t) est de´fini comme en (5.46), mais e´value´ uniquement le long de l’orbite pe´riodique
classique :






Nous avons employe´ ici une notation faisant explicitement re´fe´rence a` un potentiel global H.
Cela n’est toutefois pas ne´cessaire puisque dans le cas de forces de´rivant localement mais pas
globalement d’un potentiel, il suffit d’e´crire (7.9) en utilisant la de´finition (5.49) des Ackj .
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(7.9) est simplement le Hamiltonien supersyme´trique correspondant a` une diffusion dans





j , correspondant a`
x˙′i = −Acij(t)x′j +Diηi (7.11)
ou` ηi est un bruit blanc gaussien. A` l’ordre dominant en T−1, il faut calculer T (λ, t) comme
une somme sur les contributions T c(λ, t) de chaque orbite pe´riodique :


















T c(λ, t) (7.12)
Remarquons qu’a` cet ordre, les parties bosoniques et fermioniques sont de´couple´es. Ainsi,
chaque terme de la somme (7.12) est un produit de deux traces : une sur la partie bosonique, et
une sur la partie fermionique, chacune avec un oscillateur harmonique, en ge´ne´ral de´pendant
du temps. Il s’agit d’un exercice standard, de´taille´ dans l’annexe G. Pour chaque orbite, la
contribution bosonique donne un facteur | det[1−U c(t)]|−1, tandis que la partie fermionique
donne det[1 + λU c(t)], ou` U c(t) est la matrice 2N × 2N de´finie par
U˙ c(t′) = −Ac(t′)U c(t′) U c(0) = 1 (7.13)
Au premier ordre en T−1, nous obtenons ainsi :





det[1 + λU c(t)]
|det[1− U c(t)]| (7.14)
Cette formule a deux limites, chacune traduisant une caracte´ristique importante de l’espace
des phases :
• Si une valeur propre de U c est e´gale a` 1, pour une orbite quelconque, (7.14) diverge.
Cela peut eˆtre accidentel, par exemple un point fixe qui traverse une transition de phase
du deuxie`me ordre, ou bien plus profond s’il existe un continuum d’orbites pe´riodiques,
re´sultant d’une syme´trie continue du mode`le. Le proble`me devient alors celui de la
the´orie de Morse de´ge´ne´re´e2.
• La me´thode du col est le´gitime tant que l’on envoie la tempe´rature a` ze´ro en gardant
« t » fixe´. Si l’on s’inte´resse au contraire a` des orbites arbitrairement longues, dont la
pe´riode va a` l’infini lorsque T → 0, il faut faire attention parce que l’action elle-meˆme va
de´pendre de T et (7.14) peut donc ne pas eˆtre valable. Ce proble`me n’est pas spe´cifique
a` notre traitement : les orbites pe´riodiques de tre`s longues pe´riodes sont un des dangers
typiques de la limite semiclassique [48].
On se restreint donc ici aux cas ou` aucune valeur propre n’est de module 13.
2Par exemple, dans un cas inde´pendant du temps, avec des forces non conservatives, chaque orbite est
membre d’une famille continue, chaque membre correspondant a` la meˆme orbite, de´cale´e continument dans le
temps.
3On exclut donc les cas ou` certaines orbites ont une stabilite´ marginale, pour se restreindre aux cas d’orbites
hyperboliques. C’est une limitation classique des formules de trace [48].
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7.1.2 Reconstruction du spectre de faible valeur propre
7.1.2.1 Orbite de pe´riode τ , e´gale a` celle de H
E´valuons tout d’abord la contribution a` la fonction ge´ne´ratrice d’une orbite pe´riodique,
isole´e, de pe´riode τ e´gale a` celle du Hamiltonien H, en utilisant (7.14) :
det[1 + λU c(t = nτ)]






ou` (u1, ..., u2N ) sont les valeurs propres de U c(τ)4. On peut lire dans le facteur 1 + λuni la
contribution du vide fermionique, de valeur propre 1 plus λ fois la contribution de l’e´tat
a` 1 fermion, de valeur propre uni . La partie bosonique correspond au de´nominateur. Pour
reconnaitre le spectre correspondant, on de´veloppe 1|1−uni | sous la forme d’une se´rie.















. Le meˆme de´velop-







Conside´rons ensuite le cas d’une paire de valeurs propres complexes (ui, u∗i ). Si |ui| < 1,

























Finalement, la contribution sur une pe´riode (n = 1) d’une orbite pe´riodique pour le spectre
est le produit tensoriel des ensembles suivants (cf. figure 7.1) :
– (1, ui)⊗ (1, ui, u2i , ...) pour ui = u∗i , |ui| < 1,
– (1, ui)⊗ ( 1ui , 1u2i , ...) pour ui = u
∗
i , |ui| > 1,
– (1, ui)⊗ (1, ui, u2i , ...)⊗ (1, u∗i )⊗ (1, u∗i , u∗i 2, ...) pour ui 6= u∗i , |ui| < 1,
– (1, ui)⊗ ( 1ui , 1u2i , ...)⊗ (1, u
∗
i )⊗ ( 1u∗i ,
1
u∗i
2 , ...) pour ui 6= u∗i , |ui| > 1.
La contribution de plus grand module vaut toujours 1. Elle est obtenue en couplant le fon-
damental bosonique avec
• 1 fermion si |ui| > 1, c’est-a`-dire si l’orbite est instable,
• le vide fermionique si |ui| < 1, c’est-a`-dire si l’orbite est stable.
Ainsi, le fondamental de la contribution d’une orbite pe´riodique classique est obtenu en pre-
nant des e´tats avec autant de fermions qu’il y a de directions instables.
4Par souci de simplicite´, nous omettons l’indice c caracte´risant l’orbite classique dans la suite.
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Fig. 7.1 : Structure du spectre pour |ui| < 1 ou |ui| > 1 a` l’ordre dominant en T . La
contribution globale d’une orbite est le produit tensoriel des parties bosoniques et fermioniques. Il y
a un gap d’ordre 1 entre le module de l’e´tat le plus stable et celui du premier excite´ lorsque T tend
vers ze´ro. La valeur propre de l’e´tat le plus stable est 1. Elle est obtenue en mettant 1 fermion par
direction instable.
7.1.2.2 Orbite de pe´riode multiple de celle du Hamiltonien
Conside´rons a` pre´sent une orbite pe´riodique primitive5 de pe´riode pτ . A` cette orbite cor-
respondent en re´alite´ p trajectoires diffe´rentes, chacune de´marrant d’un point de´cale´ d’un
temps τ le long de l’orbite (figure 7.2). Pour chaque point initial, la pre´ce´dente discussion est
valide, et l’on obtient pour l’e´volution sur un temps pτ un spectre comme de´crit pre´ce´dem-
ment, mais ou` chaque niveau est de´ge´ne´re´ p fois (a` cet ordre en T ). Puisque seules les orbites
ferme´es au temps t comptent dans la trace, la contribution de cette orbite sur n cycles est
nulle si n n’est pas un multiple de p et elle est p fois la contribution d’un seul point initial
autrement. Cela peut se comprendre si chaque e´tat d’un p-uplet contribue sur un cycle (t = τ)
par une des p racines pe de sa contribution sur p cycles : la somme des p diffe´rentes racines
e´leve´es a` la puissance n e´tant non nulle si et seulement si p divise n.
Soulignons que l’invalidite´ de (7.14), par exemple parce qu’un des |ui| = 1, traduit le fait
que le spectre n’est plus la superposition de spectres harmoniques de fre´quences d’ordre 1 et
que le trou spectral entre l’e´tat fondamental et le premier niveau excite´ tombe a` ze´ro avec
T . Dans de telles circonstances, la contribution des ui tels que |ui| 6= 1 est telle que de´crite
pre´ce´demment, et les autres degre´s de liberte´, correspondant a` des directions ou` |uj | = 1,
5qui n’est donc pas la re´pe´tition d’une orbite de pe´riode plus courte.
124





Fig. 7.2 : A` une orbite primitive de pe´riode 4τ correspondent en re´alite´ 4 orbites, de´cale´es de τ
dans le temps le long de la trajectoire.
doivent eˆtre traite´es diffe´remment (par exemple via des coordonne´es collectives).
Le principal re´sultat de cette section est de montrer qu’a` chaque orbite est associe´ un et
un seul e´tat propre de l’ope´rateur d’e´volution, avec une valeur propre 1, a` cet ordre en T . Cet
e´tat propre a k fermions si U c(τ) a k valeurs propres de module supe´rieur a` 1, c’est-a`-dire si
son indice de Morse est k.
7.2 Hamiltonien non de´pendant du temps et the´orie de Morse
7.2.1 Fermions, formes diffe´rentielles et topologie
On peut montrer (voir annexe F) que les fermions sont une repre´sentation des formes
diffe´rentielles de l’espace des phases. L’espace de Hilbert H, somme directe des diffe´rents
secteurs fermioniques, est alors vu comme la somme directe des sous-espaces engendre´s par
les 0-formes, 1-formes, 2-formes, etc... On montre dans cette repre´sentation que Q correspond
a` la diffe´rentielle exte´rieure. Ainsi les e´tats propres qui sont tue´s par Q repre´sentent des formes
diffe´rentielles ferme´es tandis que ceux qui sont dans son image correspondent a` des formes
exactes. Finalement, les formes diffe´rentielles qui sont ferme´es sans eˆtre exactes correspondent
aux e´tats propres isole´s (tue´s par Q sans eˆtre dans son image). Ils engendrent un espace
isomorphe au ke groupe de cohomologie de De Rham, dont la dimension est le ke nombre de
Betti Bk (annexe F). L’importance de ces formes diffe´rentielles vient de leur forte connexion
avec la topologie de l’espace sur lequel elles sont de´finies. Par exemple, sur un ouvert e´toile´ de
Rn, toutes les formes diffe´rentielles ferme´es sont exactes (c’est un the´ore`me duˆ a` Poincare´),
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est ferme´e sans eˆtre exacte6. Le changement de topologie duˆ au « trou » en (0, 0) s’est donc
traduit par l’apparition de formes diffe´rentielles ferme´es, non exactes. On peut montrer que
dans ce cas, il existe une seule classe d’e´quivalence de telles formes, ce qui correspond a` avoir
un nombre de Betti B1 = 1.
Graˆce a` l’organisation du spectre supersyme´trique, nous allons pouvoir de´duire un certain
nombre de relations entre les diffe´rents Bk et de´duire ainsi les ine´galite´s fortes de Morse.
7.2.2 Ine´galite´s de Morse
Si le syste`me est conservatif et ne de´pend pas du temps, les seules orbites pe´riodiques




















Puisque l’e´nergie le long d’une orbite doit eˆtre pe´riodique, la seule possibilite´ lorsque γ 6= 0 est
que celle-ci soit constante et donc ∂H∂pi = 0. Si le Hamiltonien est de la forme H = 12p2 +V (q),
cela implique pci = 0 et q
c
i = constant. De plus, p
c
i = C
st impose ∂H∂qi = 0. Pour un Hamiltonien
plus ge´ne´ral, cette implication doit eˆtre ve´rifie´e, mais elle est en ge´ne´ral vraie, sauf dans des
cas pathologiques7.




ou` les Aci sont les valeurs propres (en ge´ne´ral complexes) de Aij [xc] (cf. e´quations (7.10) et
(7.13)). L’indice de Morse d’un tel point critique est le nombre de valeurs propres telles que
|uci | > 1, ou de manie`re e´quivalente ReAci < 0. Le re´sultat de la section pre´ce´dente implique
d’une part que tous les modules des valeurs propres de e−tH sont a` cet ordre en T plus
petits ou e´gaux a` 1 et d’autre part que le nombre Mk de valeurs propres qui valent 1 dans le
sous-espace a` k fermions co¨ıncide avec le nombre de points critiques d’indice k.
Aux grands temps t, nous avons par conse´quent :
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parce que les valeurs propres de e−tH de module plus petit que 1 sont supprime´es exponen-
6Ve´rifier qu’elle est ferme´e est imme´diat et son inte´grale le long du cercle unite´ vaut 2pi, alors qu’elle
vaudrait 0 si la forme e´tait exacte.
7Par exemple, si les points ou` ∂H
∂pi
= 0 sont isole´s dans les directions des pi, alors cette hypothe`se est ve´rifie´e.
C’est, par exemple, le cas lorsque H = (p− f(q))2 +V (q). Dans des cas plus exotiques, par exemple si l’espace
des phases est pe´riodique en p et H = f(q) g(p) + h(q) avec f(q0) = f ′(q0) = 0, la solution correspondant a`
q = q0 et p = h
′(q0) t est une orbite pe´riodique qui n’est pas localise´e sur un point critique.
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tiellement. Par ailleurs :

























ou` les indices traduisent le fait que les traces sont prises sur des sous-espaces ge´ne´re´s par
des vecteurs propres « apparie´s » ou « isole´s », tels qu’ils ont e´te´ de´finis a` la section 5.2.2.2.




)∣∣e´tats apparie´s tue´s par Q¯
k ferm.
(7.25)
Tenant compte de l’appariement du spectre (figure 5.1), du fait que les vecteurs propres
« isole´s » sont de valeur propre nulle et que les dimensions des sous-espaces qu’ils ge´ne`rent
sont les nombres de Betti (cf. Section 5.2.2.2), il vient





















ou` les Rk(∞) sont des entiers : le nombre de vecteurs propres apparie´s, annihile´s par Q¯, ayant
une valeur propre nulle a` l’ordre dominant en T−1. En mettant ensemble (7.23) et (7.26),
nous obtenons finalement :
Mk = Bk +Rk(∞) +Rk−1(∞). (7.27)
Puisque Rk(∞) > 0 (sauf R−1(∞) = 0), on de´duit de la formule pre´ce´dente les ine´galite´s








Un calcul simple montre que pour H de la forme 12p2 + V (x), l’indice de´fini comme le
nombre de valeurs propres de partie re´elle ne´gatives tend lorsque γ → 0 vers l’indice usuel,
de´fini comme le nombre de valeurs propres ne´gatives de la Hessienne du potentiel V .
7.3 Une approche WKB




+ V (q) (7.29)
En suivant un traitement standard de type WKB, on reconstruit la the´orie de Morse d’une
manie`re tre`s similaire a` l’approche de´veloppe´e dans le cas purement dissipatif par Witten [186,
196].
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7.3.1 Forces conservatives
Dans le cas d’un processus de Langevin (sans inertie), l’ope´rateur de Fokker-Planck n’est
pas hermitien, mais il peut eˆtre mis sous forme hermitienne graˆce a` une transformation
syme´trique et re´elle [158, 186] tant que les forces en pre´sence sont conservatives, i.e. de´rivent
globalement d’un potentiel. C’est e´galement le cas de l’extension supersyme´trique de cet
ope´rateur et l’on obtient alors une me´canique quantique supersyme´trique hermitienne. Dans
le cas de Kramers, H ne peut pas eˆtre mis sous une forme hermitienne, ce qui est une source de
difficulte´s non ne´gligeable. Dans cette section, nous allons nous pencher plus particulie`rement
sur un cas pour lequel la discussion se simplifie conside´rablement, celui d’un Hamiltonien de































On ve´rifie simplement que H, Q and Q¯ sont alors relie´s a` leur adjoint par 8
H† = RHR−1 RQ¯R−1 = Q† RQR−1 = Q¯† (7.31)
ou` R est un ope´rateur re´el, hermitien et inversible, de´fini par
R = R† = e
H




[1 + a†ibi + b
†
iai − a†iai − b†ibi + γa†iai + (γ − 2)a†ib†iaibi]
(7.32)
L’e´quation (7.31) implique alors :





ce qui signifie que si R1/2 e´tait re´el, H˜ serait hermitien. Toutefois, ce n’est ge´ne´riquement
pas le cas. Nous allons montrer ci-dessous un re´sultat plus faible, qui permet ne´anmoins
de re´cupe´rer une grande partie de la structure de la me´canique quantique supersyme´trique
hermitienne : R est de´fini positif – et donc R1/2 est re´el – lorsqu’il est restreint aux sous-
espaces propres de faible valeur propre.
7.3.2 Approximation gaussienne
Dans le cas usuel de la me´canique quantique supersyme´trique, il est pratique de travailler
dans la base ou` H est hermitien, car les vecteurs propres en dessous du gap sont alors localise´s
sur les points fixes du potentiel. Proce´der de manie`re analogue reviendrait ici a` se placer dans
une base interme´diaire, via R1/2. Puisque R1/2 est en ge´ne´ral non hermitien, H n’est pas
hermitien dans cette base, simplement syme´trique (et complexe) (H∗ = H†). Nous allons
8 En fait, cette syme´trie est valide de manie`re plus ge´ne´rale pour un syste`me en pre´sence de forces conser-
vatives et dont l’e´nergie est syme´trique sous la re´flection de p : H(q,−p) = H(q,p).
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plutoˆt introduire une autre base |ψhR〉 = eβH2 |ψR〉 et montrer que les vecteurs propres |ψhR〉
dont les valeurs propres tendent vers ze´ro avec la tempe´rature T sont des gaussiennes de
variance finie. Changeons tout d’abord de base :






































Bien que H ′ ne soit pas hermitien, il s’ave`re plus pratique que l’Hamiltonien initial. Pour
chaque point fixe, nous proposons un ansatz WKB pour les vecteurs propres de plus basse
valeur propre :




[Bcqiqj (qi−qci )(qj−qcj )+2Bcpiqj pi(qj−qcj )+Bcpipj pipj ] ⊗ |ψhRf 〉
(7.35)
Dans l’annexe H, nous montrons que les gaussiennes ainsi de´finies ont une variance finie. Cela
est duˆ au fait que la matrice B dans (7.35) est de´finie positive, contrairement au cas de la
base initiale ou` un tel ansatz gaussien ne serait pas possible9. Pour conclure, nous voyons
que les vecteurs propres de valeur propre nulle a` l’ordre dominant en T , sont, dans cette
base, des gaussiennes centre´es sur les points critiques : ceux avec k fermions sur des points
cols d’indice k. Si cela est tre`s proche du cas sans inertie, notons toutefois que les vecteurs
droits et gauches de H ′ ne se correspondent pas, traduisant le caracte`re non hermitien de cet
ope´rateur.
7.3.3 Sous-espace propre de valeur propre nulle
Dans la me´canique quantique supersyme´trique usuelle, les vecteurs propres de valeur
propre nulle sont annule´s a` la fois par Q et Q¯. Cela se voit dans la base ou` H est her-
mitien, puisque Q et Q¯ y sont hermitiens conjugue´s. Dans le cas pre´sent, la preuve est a`
nouveau plus technique. D’apre`s (7.31)
RH = Q†RQ+ Q¯†RQ¯ (7.36)
Clairement, les vecteurs |ψ〉 qui sont tue´s parH etRH sont les meˆmes, et ils doivent satisfaire :
〈ψ|RH|ψ〉 = 〈ψ|Q†RQ|ψ〉+ 〈ψ|Q¯†RQ¯|ψ〉 = 〈Qψ|R|Qψ〉+ 〈Q¯ψ|R|Q¯ψ〉 = 0 (7.37)
Si R e´tait de´fini positif, cela impliquerait imme´diatement que Q|ψ〉 et Q¯|ψ〉 sont nuls. En
fait, comme mentionne´ pre´ce´demment, R n’est pas de´fini positif, mais on peut montrer que
c’est le cas de sa restriction au sous-espace de valeur propre nulle (a` l’ordre dominant en
9Les e´tats propres dans la base initiale sont constants le long des chemins de re´action et non concentre´s
sur les points critiques, cf. section 6.2. B admet donc des valeurs propres nulles, qui correspondraient a` des
directions de variance infinie.
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T ). Ce sous-espace contient en particulier les vecteurs propres dont les valeurs propres sont
exactement ze´ro. Pour le montrer, nous de´veloppons un vecteur propre de valeur propre nulle






2 |gc〉 ⊗ |f c〉 (7.38)
ou` la somme porte sur tous les points critiques ‘c’ de V (q). |gc〉 est une gaussienne normalise´e
centre´e sur le point critique tandis que |f c〉 correspond a` la partie fermionique de l’e´tat propre.










′∗〈gc|P |gc′〉〈f c|J |f c′〉
(7.39)
Deux gaussiennes centre´es sur deux points critiques distincts ont une superposition nulle dans
la limite de faible tempe´rature :
〈gc|P |gc′〉 = δc,c′Cc avec Cc > 0 (7.40)




|αc|2Cc〈f c|J |f c〉 (7.41)
Il reste a` montrer que la contribution fermionique est positive. En supposant que l’on a
diagonalise´ la matrice des de´rive´es secondes du potentiel au niveau de chaque point critique,
on a pour chaque direction i (cf. annexe (H)) :
• soit Vii > 0 et alors
〈f ci |J |f ci 〉 = 1 (7.42)
• soit Vii < 0 et









Nous avons ainsi montre´ que dans tous les cas, a` l’inte´rieur du sous-espace conside´re´,
〈φ|R|φ〉 > 0 ou |φ〉 = 0 (7.44)
ce qui, applique´ a` (7.37), implique que les vecteurs propres avec des valeurs propres exac-
tement nulles sont « isole´s », tout comme dans la me´canique quantique supersyme´trique
usuelle.
Au prix d’une perte de ge´ne´ralite´, cette approche WKB montre d’une manie`re plus intui-
tive l’organisation du spectre en dessous du gap. Les vecteurs propres peuvent eˆtre vus, dans
une base interme´diaire, comme des gaussiennes centre´es sur les points critiques. Ce de´velop-
pement gaussien montre en particulier qu’il n’y a pas d’appariement dans le sous-espace de
valeur propre nulle.
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7.4 Supersyme´trie et de´pendance temporelle
Dans ce chapitre, nous traitons spe´cifiquement le cas ou` H(q,p, t) de´pend pe´riodiquement
du temps et noterons τ sa pe´riode. Nous introduisons dans un premier temps le formalisme de
Floquet et e´tendrons par la suite la supersyme´trie a` ce cas plus ge´ne´ral. Nous montrerons alors
comment on peut rede´river la formule de Lefschetz. Dans le cas ou` la friction est suffisante
pour empeˆcher la prolife´ration d’orbites de pe´riode longue, nous de´montrons a` nouveau les
ine´galite´s fortes de Morse.
7.4.1 The´orie de Floquet
L’e´quation de Fokker-Planck associe´e au proble`me de Kramers peut s’e´crire :
∂
∂t
|ψ(q,p; t)〉 = −HK(q,p; t) |ψ(q,p; t)〉 (7.45)
La the´orie de Floquet repose sur la recherche de solutions sous la forme
|ψ(q,p; t)〉 = |u(q,p; t)〉 e−λ t (7.46)
ou` |u(q,p; t)〉 est pe´riodique de pe´riode τ . La partie imaginaire de λ peut eˆtre choisie dans




) |u(q,p; t)〉 = λ |u(q,p; t)〉 (7.47)
Une manie`re alternative d’introduire le formalisme de Floquet [96] est de partir de l’e´qua-
tion stochastique. En introduisant une variable θ qui croˆıt line´airement au cours du temps,
nous pouvons re´e´crire l’e´quation de Langevin (5.34) comme un syste`me e´voluant avec un













ou` θ(0) = 0 (7.49)
Cette approche est tre`s similaire au traitement des Hamiltoniens de´pendants du temps
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Pour construire la supersyme´trie correspondante, on ge´ne´ralise tout d’abord l’ope´rateur Q en
introduisant un nouveau couple d’ope´rateurs fermioniques aθ et a
†
θ :
















On peut alors ge´ne´raliser HK en lui ajoutant des termes fermioniques :


























































qui satisfait Q¯2 = Q2 = 0, T [Q, Q¯]+ = T (Q+ Q¯)2 = H (7.54)
Notons e´galement que aθ est une syme´trie :
[H, aθ] = 0 (7.55)
qui implique que si |ψR〉 est un vecteur propre a` droite de H, alors aθ|ψR〉 est soit un vec-
teur propre de´ge´ne´re´, soit nul. Dans les sections qui suivent, nous utilisons la supersyme´trie
pour e´tudier les vecteurs propres et de´duire des relations entre les nombres de trajectoires
pe´riodiques.
7.4.2 Structure du spectre – quadruplets
Nous allons montrer ici que les vecteurs propres a` droite sont duplique´s de la manie`re
suivante : on peut construire une base {|ψ0〉} ≡ {|φ0i 〉, |χ0i 〉, |ρ0i 〉} du sous-espace annihile´ par
aθ qui satisfait (5.58) et la comple´ter par une famille libre de´ge´ne´re´e {|ψθ〉} ≡ {|φθi 〉, |χθi 〉, |ρθi 〉}
dont les composantes suivant a†θ sont non nulles. Cette base satisfait (cf. figure 7.3) :
aθ|χ0i 〉 = 0 aθ|φ0i 〉 = 0 aθ|ρ0i 〉 = 0
aθ|χθi 〉 ∼ |χ0i 〉 aθ|φθi 〉 ∼ |φ0i 〉 aθ|ρθi 〉 ∼ |ρ0i 〉
Q|φ0i 〉 = |χ0i 〉 Q|ρ0i 〉 = 0 ∀|ψ〉 Q|ψ〉 6= |ρ0i 〉
Q¯|φ0i 〉 = |φθi 〉 Q|φθi 〉 = |χθi 〉 Q¯|ρ0i 〉 = |ρθi 〉
(7.56)
Pour construire une base telle que (7.56), on commence par noter que la proce´dure sui-
vie dans la section 5.2.2.2 est toujours valide pour le sous-espace annihile´ par aθ. On peut
132







k − 2 k − 1 k k + 1 k + 2
Q = Q¯ = aθ =
Fig. 7.3 : Structure du spectre de H. L’axe vertical repre´sente les diffe´rentes valeurs propres
complexes. Les axes horizontaux repre´sentent le nombre de fermions de type a†θ d’une part et le
nombre total d’autre part. On peut de´finir une base de vecteurs propres annihile´s par aθ qui est
organise´e comme dans le cas inde´pendant du temps. Elle peut eˆtre comple´te´e par une famille libre
de´ge´ne´re´e pour construire une base de l’espace complet.
alors construire une base {|ρ0i 〉, |φ0i 〉, |χ0i 〉} qui satisfait (5.58). Ensuite, on peut de´finir {|ψθ〉}
comme :


















aθ envoie {|ψθ〉} sur {|ψ0〉} (a` un facteur constant pre`s), ce qui montre que {|ψθ〉} est une
famille inde´pendante. La famille comple`te est e´videmment e´galement inde´pendante, elle ge´-
ne`re tous les vecteurs annihile´s par aθ, graˆce a` la famille {|ψ0〉}. En particulier, elle ge´ne`re la
famille {|ψ0〉, |a†ψ0〉} qui est une base de l’espace complet.
E´tudions la famille {|ρ0i 〉}. Ces vecteurs sont annihile´s par Q sans eˆtre dans son image. La
dimension de l’espace qu’ils ge´ne`rent dans l’espace a` k fermions est le ke nombre de Betti Bk
de l’espace des phases {p,q} (cf. section 5.2.2.2). La dimension de l’espace ge´ne´re´ par {|ρθi 〉}
dans le secteur a` k fermions est alors e´gale a` Bk−1 (cf. figure 7.3). Dans tout ce qui suit, nous
appellerons respectivement e´tats « apparie´s » et « isole´s » les vecteurs propres ge´ne´re´s par
{|χ0i 〉, |φ0i 〉, |χθi 〉, |φθi 〉} et {|ρ0i 〉, |ρθi 〉}.
Comme dans toute repre´sentation de Floquet, le spectre est organise´ en zones de Brillouin.
Cela peut eˆtre vu de la manie`re suivante : conside´rons la famille d’ope´rateurs pe´riodiques
Om = e2piimθ/τ ou` m est un entier. Clairement, [H, Om] = 2piimτ Om, ce qui implique que
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si |ψR〉 est un vecteur propre associe´ a` la valeur propre λ, alors Om|ψR〉 est e´galement un
vecteur propre, de valeur propre λ+ 2piimτ . Cette redondance est e´limine´e lorsque l’on conside`re




∣∣∣e−nτH∣∣∣ θ = 0〉)∣∣∣reste = Tr [T eR nτ0 H(t)dt] (7.58)
ou` « reste » signifie que la trace est prise sur toutes les variables (fermions compris) sauf θ
et ou` H(t) est donne´ par














































7.4.3 Trace de l’ope´rateur d’e´volution
Commenc¸ons par introduire une fonction ge´ne´ratrice, comme dans la section pre´ce´dente.
En choisissant comme point de de´part θ = 0, nous pouvons calculer :










































Montrons tout d’abord que les vecteurs propres isole´s ont une valeur propre nulle. Supposons
H|ρ0i 〉 = λ|ρ0i 〉 sans que λ soit un multiple (entier) de i 2piτ , i.e. λ 6= 0 a` l’inte´rieur de la
premie`re zone de Brillouin. Puisque Q et aθ annihilent |ρ0i 〉
1
T











Par ailleurs, puisque λ est non nulle dans la premie`re zone de Brillouin, l’ope´rateur O ≡ λ− ∂∂θ
agissant sur des fonctions pe´riodiques de θ est inversible. Comme [Q,O] = 0, on voit e´galement







= |ρ0i 〉 (7.64)
ce qui contredit le fait que |ρ0i 〉 n’est pas apparie´ par Q. Cela montre que les vecteurs isole´s









= Bk +Bk−1 (7.65)
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de telle manie`re que





































ce qui me`ne a` (cf. figure 7.3)
T (λ, nτ) = (1 + λ)
2N∑
k=0










T (λ, nτ) = (1 + λ)
2N∑
k=0





ou` nous avons a` nouveau nomme´ Rk(nτ) les traces partielles de e−nτH sur les e´tats a` k
fermions annihile´s par aθ et mais pas par Q.
Proce´dons a` pre´sent au calcul semiclassique de la trace. Comme nous avons besoin uni-
quement de la trace restreinte aux vecteurs de composante nulle suivant aθ, tous les calculs
mene´s a` la section 7.2.2 peuvent eˆtre suivis tels quels. En effet, les deux derniers termes de
(7.59) qui sont absents dans (5.45) sont nuls dans ce sous-espace. Nous obtenons alors :


























det(1 + λU c(nτ))
|det(1− U c(nτ))|
(7.69)




det(1 + λU c(nτ))
















1− U c(nτ))) = 2N∑
k=0
(−1)kBk (7.71)
On peut e´galement obtenir les ine´galite´s fortes de Morse quand le nombre total d’orbites
pe´riodiques est fini. Tel est, par exemple, le cas lorsque la friction est suffisamment forte et
les forces de´pendants du temps suffisamment faibles.
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Conside´rons tout d’abord le cas ou` il y a seulement des orbites pe´riodiques de pe´riode τ
(par exemple pour une e´volution dissipative, adiabatique). On se concentre sur une orbite
et la matrice U c(τ) correspondante, de valeurs propres ui1 , ..., ui2N . En ordonnant les ui de
manie`re a` ce que ui1 , ..., uir ve´rifient |uij | > 1 d’une part et uir+1 , ..., ui2N ve´rifient |uij | < 1
d’autre part, l’indice de Morse est alors e´gal a` r par de´finition. Pour n grand, on calcule alors
le membre de gauche de (7.70) :
det(1 + λU c(nτ))






















puisque les seules contributions qui survivent correspondent a` {j1, ..., jk} = {i1, ..., ir} 11.










ou` Mk est le nombre d’orbites d’indice de Morse k, et Rk(∞) le nombre de vecteurs propres
de H de valeur propre nulle (a` cet ordre en T ) annihile´s par aθ et pas par Q.
Bien que nous ne connaissions pas d’exemple concret, de´crivons succinctement comment
l’e´quation (7.73) s’obtiendrait pour un syste`me ayant un nombre fini d’orbites pe´riodiques,
ayant plusieurs pe´riodes distinctes. Conside´rons la limite ou` n est un grand nombre premier.
L’e´valuation de la trace via l’inte´grale de chemin nous dit que nous devons sommer les contri-
butions de toutes les orbites de pe´riode nτ , qui correspondent a` n re´pe´titions d’orbites de
pe´riode τ . Par ailleurs, comme nous l’avons vu pre´ce´demment, le spectre de T e−
R τ
0 H(t)dt
contient, en pre´sence d’orbite de pe´riode premie`re = pτ , des multiplets proportionnels (a`
cet ordre) aux p diffe´rentes racines de l’unite´ et leur contribution disparait de la trace sur
n cycles, puisque n e´tant premier, il n’est pas un multiple de p. Ainsi, la formule (7.73) est
toujours valide, mais les Rk(∞) ne comptent que les vecteurs propres de H qui ont des valeurs
propres nulles a` cet ordre en T , sont annihile´s par aθ et pas par Q et ne sont pas dans un
multiplet.
Le fait que les Rk(∞) soient des entiers positifs dans l’e´quation (7.73) constitue les ine´ga-
lite´s fortes de Morse, valides pour γ relativement grand et/ou de faibles intensite´s des forces
non-conservatives, de manie`re a` ce que le nombre d’orbites pe´riodiques soit fini.





Dans cette partie, nous avons pre´sente´ la formulation supersyme´trique de l’e´quation de
Kramers et ses applications les plus simples. Via la forte connexion topologique de la super-
syme´trie, nous avons pu de´montrer les ine´galite´s de Morse et mettre en avant les relations
profondes entre le spectre de l’Hamiltonien supersyme´trique et les contraintes ge´ome´triques
de l’espace des phases. En particulier, les e´tats propres de faible valeur propre de H corres-
pondent aux varie´te´s instables des points critiques de l’espace des phases, avec une e´galite´
entre les nombres de fermions et de directions instables des points critiques.
Toutefois, le principal inte´reˆt de ce formalisme est qu’en plus d’un outil mathe´matique
puissant, c’est une source d’informations sur des structures dynamiques pertinentes pour
le physicien (chemins de transition, varie´te´s instables, etc...). Plus pre´cise´ment, la supersy-
me´trie nous a naturellement amene´s a` de´finir un courant « re´duit », plus pertinent que le
courant usuellement de´duit de l’e´quation de Kramers (5.35). Elle nous permet e´galement de
construire une me´thode simple pour le de´terminer nume´riquement, ce que nous avons fait
dans quelques cas d’e´cole. Soulignons a` nouveau l’inte´reˆt de ce genre d’approche par rapport
a` des simulations de type dynamique mole´culaire : le temps de convergence est ici d’ordre 1
en T , contre exp(1/T ) dans le cas de simulation directe. De plus, nous avons montre´ que tre`s
peu de connaissances pre´alables sur les transitions sont ne´cessaires, et le travail de Mossa et
al. confirme que la me´thode s’exporte bien vers des cas de plus haute dimensionnalite´ que
ceux que nous avons pre´sente´s ici.
Une large part des re´sultats pre´sente´s dans cette troisie`me partie correspond aux P1 et






Les travaux constituant cette the`se sont axe´s sur l’e´tude de diffe´rentes strate´gies dont
beaucoup espe`rent aujourd’hui qu’elles constitueront un premier pas dans la direction d’une
physique statistique hors e´quilibre. Plus pre´cise´ment, nous nous sommes concentre´s dans
les deux premie`res parties sur l’utilisation du formalisme des grandes de´viations (Chap 1-3)
avant de pre´senter dans la troisie`me une approche supersyme´trique de l’ope´rateur d’e´volution
d’un syste`me stochastique (Chapitre 4-8). Les re´sultats de chaque partie e´tant repris dans
leurs conclusions respectives (sections 1.7, 2.5, 3.7 et 8), nous ne les rappelerons que tre`s
succinctement et pre´fe´rerons discuter leur inte´reˆt et les perspectives qu’ils ouvrent.
Dans l’introduction, nous avons pre´sente´ les fonctions de grandes de´viations comme des
outils parfaits pour poser les bases d’une thermodynamique spatio-temporelle hors e´quilibre.
Nous les avons par la suite calcule´es, simule´es, e´tudie´es, utilise´es avec profit hors du cadre
de la physique statistique, mais il faut reconnaitre que, si elles constituent effectivement une
approche pertinente pour re´pondre a` un grand nombre de questions, elles ne remplissent pas,
a` l’heure actuelle, le roˆle fondateur que l’on souhaiterait leur voir jouer pour la physique hors
e´quilibre. En effet, on sait que pour de nombreux syste`mes1, les fluctuations d’observables pu-
rement statiques ne rendent pas compte d’effets dynamiques importants, comme par exemple
l’absence de thermalisation d’un syste`me sur une e´chelle de temps expe´rimentale. De plus,
lorsque l’on se tourne alternativement vers les grandes de´viations d’observables dynamiques,
les parame`tres intensifs qui leurs sont associe´s perdent tant leur sens physique que leur uti-
lisation potentielle sous forme de contraintes expe´rimentales. Ainsi, bien que les fonctions
de grandes de´viations permettent dans ce cas d’e´tudier l’« he´te´roge´ne´ite´ dynamique » des
trajectoires rencontre´es, on ne peut a` l’heure actuelle parler de thermodynamique spatio-
temporelle, le seul re´gime pertinent du point de vue physique e´tant celui de tempe´rature
infinie2. Notons toutefois que le domaine des grandes de´viations est en pleine expansion et
rien ne dit que ces manques ne seront pas comble´s dans un avenir plus ou moins proche.
De plus, l’absence de fondation d’une physique statistique hors e´quilibre est un crime
1C’est par exemple le cas des syste`mes cine´tiquement contraints [76].
2α = 0 de´crit la physique du syste`me non biaise´ et correspond en physique statistique a` T =∞.
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pardonnable, d’autant que les fonctions de grandes de´viations restent des outils puissants,
ayant de nombreuses applications. Ainsi, l’utilisation que nous avons pre´sente´e au chapitre
1 d’un thermostat nume´rique pour la chaoticite´ permet effectivement de localiser des trajec-
toires rares dans des syste`mes macroscopiques. Son potentiel dans le cadre de la me´canique
ce´leste, par exemple pour quantifier les diffe´rents niveaux de chaoticite´ du syste`me solaire en
accord avec les donne´es expe´rimentales, est de plus extreˆmement attirant. Par ailleurs, sans
sortir du domaine de la physique statistique, la simplification offerte par les limites macro-
scopiques et le roˆle d’entropie de macro-e´tat qu’y jouent les fonctions de grandes de´viations
rend leur de´termination importante. Sur ce point, l’utilisation d’algorithmes de re´plication,
que nous avons e´tendus au cas du temps continu dans le chapitre 2, devrait permettre une
augmentation rapide du nombre de syste`mes dont les fonctions de grandes de´viations sont
connues. Cela permettra alors de ve´rifier que ces dernie`res sont bien des outils pertinents,
aptes a` rendre compte des phe´nome´nologies varie´es des mode`les pour lesquels n’existe aucune
approche statistique.
Notons ensuite que l’e´tude des grandes de´viations du profil de densite´ du SSEP, pre´sente´e
au chapitre 3, a permis de mettre en e´vidence un phe´nome`ne surprenant. Nous avons en effet
montre´ que les grandes de´viations du SSEP hors e´quilibre peuvent eˆtre ramene´es a` celle d’une
chaˆıne a` l’e´quilibre. Savoir si cette correspondance est exacte ou valide simplement au niveau
des grandes de´viations est une question ouverte, dont la re´ponse sera extreˆmement inte´res-
sante. En effet, une correspondance au niveau microscopique serait surprenante et pourrait
donner un e´clairage diffe´rent sur la solution exacte de mode`le. Si au contraire ce re´sultat n’est
valide qu’a` la limite hydrodynamique, d’une part il devrait alors eˆtre plus ge´ne´ral, d’autre
part nous aurions mis en e´vidence un syste`me qui est transformable en un mode`le d’e´quilibre
au niveau macroscopique, mais pas lorsque l’on tient compte des corrections de taille finie,
ce qui est fort intrigant.
Enfin, l’importance accorde´e dans cette discussion aux fonctions de grandes de´viations
ne doit pas e´clipser l’inte´reˆt des me´thodes alternatives pre´sente´es dans la troisie`me partie.
Ces dernie`res sont en effet remarquablement transversales, faisant le lien entre des e´tudes
topologiques de l’espace des phases et des proble`mes concrets de de´termination de chemins
de transition en physico-chimie. Le formalisme supersyme´trique est, en un mot, une traduc-
tion e´le´gante et puissante des connexions entre topologie et dynamique pour les syste`mes
stochastiques dans la limite de faible bruit. Il me`ne naturellement a` la de´finition d’objets
ge´ome´triques pertinents pour l’e´tude des transitions entre e´tats me´tastables, dont nous avons
propose´ une me´thode nume´rique de de´termination. L’imple´mentation faite par Mossa et. al
pour l’e´tude d’un mode`le « gros-grain » de cette strate´gie est extreˆmement encourageante et
son utilisation sur des potentiels « tout-atomes » constituerait inde´niablement une preuve de




Pour alle´ger la notation, nous utiliserons dans cette annexe la convention de sommation





A.1 E´quations du mouvement




ou` l’on note Hxi en lieu et place de ∂H∂xi . On ajoute alors un bruit blanc gaussien η ainsi
qu’une friction que nous ajustons de manie`re a` garder l’e´nergie H constante. Le syste`me
(A.1) devient : {
q˙i = Hpi




ou` z est choisi tel que H˙ = 0. Cette condition s’e´crit :
H˙ = Hqi q˙i +Hpi p˙i = HqiHpi +Hpi
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Les e´quations du mouvement s’e´crivent alors :
q˙i = Hpi

















ANNEXE A. BRUIT CONSERVATIF
Remarquons ici que g est le projecteur sur la surface d’e´nergie dans l’espace des impulsions.
En effet, g est bien un projecteur :



















De plus, le vecteur normal a` la surface d’e´nergie dans l’espace des impulsions est la restriction







qui est bien dans le noyau de g :






= Hpi −Hpi = 0 (A.8)
g est donc bien le projecteur paralle`lement a` Hp.
Lorsque H(q, p) = p22 + V (q), la dynamique (A.5) se re´duit a` q˙i = pip˙i = −Vqi −√2εpkηkp2l pi +
√




ou` gij = δij − pipjp2 . On se restreint dans la suite a` ce cas pour alle´ger le plus possible la
notation, mais le raisonnement pre´sente´ resterait valable pour un Hamiltonien plus ge´ne´ral.
A.2 E´quation de Fokker-Planck
L’e´quation de Langevin ci-dessus n’est comple`tement de´finie que lorsque l’on a choisi
une prescription pour l’e´valuation du pre´facteur du bruit1. Montrons a` pre´sent qu’avec une
convention de Stratonovich, les mesures microcanoniques sont les distributions stationnaires
de l’e´quation de Fokker-Planck associe´e. Partant de l’e´quation de Langevin
ξ˙i = hi(ξ, t) +
√
2εgijΓj (A.10)
et utilisant la convention de Stratonovich, on peut de´finir des coefficients de de´rive et de
diffusion [158] :
Di = hi + εgkj
∂gij
∂xk
et Dij = εgikgjk (A.11)





1Le calcul effectue´ pour montrer que l’e´nergie est conserve´e sous-entend une convention de Stratono-
vich [147].
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En utilisant ∂f(H)∂xi = f

























Nous avons montre´ comment construire une e´quation de Langevin qui conserve l’e´nergie
et induit une mesure uniforme sur la surface d’e´nergie. Notons que l’imple´mentation de la
dynamique (A.5) est potentiellement difficile : il s’agit d’un bruit multiplicatif, ce qui est
toujours de´sagre´able nume´riquement. Toutefois, il existe une imple´mentation tre`s simple de
cette dynamique, qui n’est exacte qu’a` l’ordre
√
εdt, mais a` l’avantage de pre´server exactement
l’e´nergie. On tire un vecteur η sur une sphe`re de dimension N et de rayon 1, on ajoute
√
2εdtη









Au premier ordre en
√





η − p p · η|p|2
]
(A.18)
Si l’on souhaite e´galement conserver l’impulsion totale, on remplace dans ce qui pre´ce`de ηi
par ηi− 1N
∑
j ηj . Notons que ces bruits conservatifs sont bien gaussiens. Cela peut eˆtre ve´rifie´
soit via le calcul explicite de leur distribution, soit en remarquant qu’ils sont des combinaisons
line´aires de bruits gaussiens et donc ne´cessairement gaussiens.
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Annexe B
Une famille de billards
De`s la fin du XIXe sie`cle dans les travaux de Hadamard [87], qui donna le premier exemple
de syste`me chaotique, puis tout au long du XXe sie`cle, les billards ont e´te´ des outils d’e´tude
appre´cie´s des mathe´maticiens 1. Nous allons ici nous en servir pour illustrer une transition
vers le chaos dans le cas des syste`mes hamiltoniens avec interaction de coeur dur.
On conside`re le mouvement d’une particule sur un billard bidimensionnel dont le contour
est de´fini par une fonction R(φ), ou` R correspond au rayon du billard et φ a` l’angle usuel avec
l’axe des abscisses (cf. figure B.3). R = Cst correspond par exemple a` un billard circulaire.
Les particules alternent entre des trajectoires balistiques a` vitesse constante et des re´flexions








+ V (x, y) (B.1)
ou` le potentiel V est nul a` l’inte´rieur du billard et infini a` l’exte´rieur. La chaoticite´ d’un
tel syste`me provient de la forme de son contour qui influe sur la se´paration de trajectoires
voisines lors d’un rebond (cf figure B.1).
Dans le cas d’un billard circulaire, il y a une deuxie`me inte´grale du mouvement en plus
de l’e´nergie cine´tique : l’angle χ que fait la trajectoire d’une particule avec le rayon du cercle
(figure B.2). Un syste`me de deux degre´s de liberte´ admettant deux constantes du mouvement
est inte´grable et le billard circulaire nous servira de point de de´part pour la transition vers le
chaos. On s’inte´resse a` la famille de billards obtenue en perturbant celui-ci par une fonction
pe´riodique :
R(φ) = 1 + δ cos(2φ) (B.2)
δ est le parame`tre qui re`gle l’e´cart au cas inte´grable R = 1 (fig. B.3).
Pour pouvoir calculer les exposants de Lyapunov de ce syste`me, il faut avoir acce`s a` la
1Notons toutefois que dans le cas de Hadamard, il s’agissait d’un billard dynamique, c’est a` dire du mou-
vement « balistique » sur une varie´te´ de courbure ne´gative constante, dont le rapport avec un billard usuel
n’est pas du tout e´vident !
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ANNEXE B. UNE FAMILLE DE BILLARDS
Fig. B.1 : La se´paration de deux trajectoires initialement proches augmente exponentiellement
avec le nombre de rebonds sur une surface de courbure ne´gative. Les deux trajectoires repre´sente´es







Fig. B.2 : Encart d’un billard circulaire. Le triangle OAB e´tant isoce`le, l’angle χ entre la
trajectoire d’une particule et le rayon du cercle est une constante du mouvement.
dynamique tangente. Les phases de vol balistique correspondent a`
p˙ = 0 q˙ = p (B.3)
ce qui se traduit pour les vecteurs tangents par
u˙p = 0 u˙q = up (B.4)
Pour calculer l’e´volution des vecteurs tangents lors d’un rebond, il faut analyser se´pare´-
ment l’influence de petites variations de vitesse et de position lors d’un impact. Ceci a e´te´
fait entre autres lors des e´tudes de gaz de sphe`res dures [49, 50, 190] et nous pre´sentons ici
une rapide de´monstration ge´ome´trique du re´sultat.
Les variations de vitesse lors de l’impact sont relativement transparentes, car elles ne
modifient pas la position de celui-ci. De plus, une diffe´rence de vitesse tangente δv‖ n’est pas
modifie´e lors d’un rebond tandis qu’un de´calage dans la vitesse normale au contour du billard
se retourne (figure B.4.a). De meˆme, un de´calage de position suivant la tangente a` la pente
n’est pas modifie´ tandis qu’un de´calage de position dans la direction normale se renverse
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B.1. SECTION DE POINCARE´ DU BILLARD
φ
R(φ)
Fig. B.3 : Forme des billards de´finis par (B.2). Diffe´rentes valeurs de δ sont pre´sente´es, de
gauche a` droite : δ = 0 ; 0.05 ; 0.2 ; 0.5.
(figure B.4.a). Toutefois, les de´calages de position d’impact induisent des de´calages dans les
directions des vitesses apre`s rebonds. La figure B.5 montre la conse´quence d’un de´calage δx‖
tangent a` la surface. Il induit une modification 2δΞ δx‖R pour l’angle de sortie Ξ. La composante
tangente de la vitesse, qui e´tait V cos Ξ, ou` V repre´sente le module de la vitesse, devient donc
V cos Ξ − V sin Ξ δx‖R . Un de´calage δx⊥ se traduit par un de´calage tangent δx‖ = δx⊥ tan Ξ.
Ainsi, la matrice qui donne l’e´volution des vecteurs tangents lors d’un rebond sur un billard
bidimensionnel prend la forme suivante dans la base locale (δv‖, δv⊥, δx‖, δx⊥) :
M =

1 0 2V cos ΞR
2V sin Ξ
R
0 −1 −2V sin ΞR −2V sin
2 Ξ
R cos Ξ
0 0 1 0
0 0 0 −1
 (B.5)
ou` R est le rayon de courbure au niveau de l’impact.
B.1 Section de Poincare´ du billard
Ce syste`me posse`de deux degre´s de liberte´ et l’espace des phases est donc de dimension 4.
La dynamique e´tant hamiltonienne, les trajectoires sont confine´es sur les surfaces d’e´nergie
H = Cst qui sont de dimension 32. Lors de l’e´volution d’une particule sur le billard, la vitesse
reste constante entre deux impacts et e´volue par saut lors d’un rebond. Une trajectoire est
donc entie`rement de´crite par les positions des impacts (abscisse curviligne s) et la direction
de la vitesse apre`s impact (cosinus de l’angle de la trajectoire avec la tangente au bord du
billard p = cos ϕ). On peut montrer que ces deux coordonne´es, pre´sente´es sur la figure B.6,
sont conjugue´es : p est le moment associe´ a` s. La repre´sentation (p, s) correspond en fait a`
l’intersection de la surface d’e´nergie par un plan de dimension 2. C’est une parame´trisation
de la section de Poincare´ du syste`me.
2La valeur pre´cise de H n’est pas pertinente puisqu’elle de´finit simplement la norme du vecteur vitesse sans
affecter la forme de la trajectoire.
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Fig. B.4 : a : Lors d’un rebond, la composante tangentielle de la vitesse reste inchange´e tandis
que la composante normale se retourne. Le meˆme phe´nome`ne se produit donc pour des diffe´rences
infinite´simale δv‖ et δv⊥. b : De meˆme, lors d’un impact, les de´calages tangents δx‖ ne changent pas
tandis que les de´calages normaux s’inversent δx⊥ → −δx⊥. Les de´calages de vitesse n’ont aucun
effet au moment du rebond sur les positions, mais la re´ciproque n’est pas vraie. Les conse´quences
d’un de´calage δx‖ sur les vitesses sont pre´sente´es sur la figure B.5.
Dans le cas du billard circulaire, les tores invariants correspondent a` p = p(0) constant.
Soit les trajectoires qui les composent sont pe´riodiques (l’angle ϕ divise´ par 2pi est un nombre
rationnel), soit elles remplissent dense´ment la ligne p = p0. C’est ce que l’on voit sur la figure
B.7.a. Comme dans la section pre´ce´dente, lorsque l’on augmente la perturbation δ > 0, les
tores rationnels se cassent pour laisser place a` des ıˆles inte´grables qu’entourent des zones
chaotiques. Les deux ıˆles principales correspondent a` des trajectoires pre´sente´es sur la figure
B.8.a tandis que les trajectoires pe´riphe´riques correspondent a` la figure B.8.b.
Lorsque δ > 0, le syste`me n’est plus inte´grable, certaines trajectoires explorent des re´gions
de l’espace des phases de dimension 3. Elles remplissent de manie`re ale´atoire certaines zones
de la section de Poincare´. C’est ce que l’on voit sur la figure B.7.c au voisinage du principal
point fixe instable.
B.2 Naissance du chaos
Lorsque δ augmente, on s’e´loigne de plus en plus du cas inte´grable et les tores invariants
vont eˆtre peu a` peu de´truits. Ceci est pre´sente´ sur la figure B.7 : le chaos apparait tout d’abord
au niveau de la se´paratrice principale, puis s’e´tend au syste`me au fur et a` mesure que des tores
rationnels e´clatent. Comme pre´ce´demment, la dynamique biaise´e par les Lyapunov converge
alors pour α = 1 vers la zone stochastique issue du point fixe instable, qui devient de plus en
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Fig. B.5 : Au premier ordre, l’effet d’un de´calage δx‖ tangent a` la surface est de remplacer l’angle
de sortie Ξ par Ξ + 2δΞ, ou` δΞ = 2 δx‖R . L’effet d’un de´calage normal δx⊥ est le meˆme que celui
d’un de´calage tangent δx‖ = δx⊥ tan Ξ.
plus « chaotique » lorsque δ augmente (figure B.7.g, h et i). A` nouveau, les tores inte´grables
se´parent les diffe´rentes re´gions chaotiques et les se´paratrices secondaires jouent le roˆle d’e´tats
me´tastables pour la dynamique biaise´e (figure B.7.j). Remarquons finalement le niveau de
de´tail que l’on peut obtenir sur la varie´te´ instable (figure B.7.k).
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ϕ
s = pi s = 0
s = pi2
s = 3pi2
Fig. B.6 : Coordonne´es de la section de Poincare´ dans le cas d’un billard circulaire :
l’abscisse curviligne s et le cosinus de l’angle ϕ entre la vitesse sortante et la tangente au billard ,
p = cos ϕ.
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Fig. B.7 : Section de Poincare´ du billard pour diffe´rentes valeur de δ. a : δ = 0 ; b :
δ = 0, 01 ; c : δ = 0, 05 ; d : δ = 0, 1 ; e : δ = 0, 2 ; f : δ = 0, 5. Re´sultats de la dynamique biaise´e
par les Lyapunov pour α = 1. g : δ = 0, 01, h, j et k : δ = 0, 05, i : δ = 0, 1.
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a b
Fig. B.8 : Diffe´rents types de trajectoires dans l’espace re´el. a : ce type de trajectoire
correspond aux structures au centre de la section de Poincare´. b : trajectoire de grand |p|, elle




Pour illustrer l’algorithme dans le cas d’un syste`me non symplectique, nous conside´rons a`
pre´sent le cas de l’application standard amortie :
pn+1 = e−γ
(
pn − kδ2pi sin(2piqn)
)





Le taux de contraction du volume de l’espace des phases est e−γ . Pour γ = 0, (C.1) se
re´duit au cas non amorti (1.48). Ce syste`me admet des attracteurs non chaotiques, mais le
franchissement des barrie`res se fait via des re´gions de forte chaoticite´. C’est un mode`le de
re´action chimique en milieu gazeux, ou` l’amortissement est faible et les e´tats de transition
chaotiques.
Puisque le syste`me est dissipatif, les marcheurs tombent vers les attracteurs (figure C.1.a).
Ces derniers sont se´pare´s par des trajectoires chaotiques instables qui ne sont pas visibles
aux temps longs. Sur la figure C.1.b, nous pre´sentons le re´sultat de la dynamique biaise´e
par les Lyapunov pour α = 3 : les marcheurs convergent vers la re´gion chaotique instable.
Notons que le biais est suffisant pour stabiliser une structure qui n’est pas sur l’attracteur.
Le panneau de droite montre l’attracteur (rouge), les deux principales se´paratrices de´tecte´es
par la dynamique biaise´e (bleu) et l’e´tat de transition (violet), i.e. les configurations visite´es
lors d’une transition active´e par dessus la barrie`re.
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a b c
Fig. C.1 : a : Attracteurs de l’application (C.1) pour γ = 0.001, k = 1.33, δ = 1. b : Les attracteurs
(rouge) et la re´gion chaotique (bleu) obtenue avec la dynamique biaise´e, pour α = 3. 10,000
marcheurs ont e´volue´ avec un bruit de variance 10−9. c : Attracteurs (rouge), zones chaotiques
principales et secondaires (bleu) obtenues avec la dynamique biaise´e. L’e´tat de transition (croix
mauves) co¨ıncide avec la zone stochastique et correspond a` une transition d’une dure´e de 1000 pas
(sur un temps total de simulation de 10 millions de pas).
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Annexe D
Solution de l’e´quation maˆıtresse
Conside´rons une chaˆıne de Markov en temps continu :
∂
∂t
P (C, t) =
∑
C′ 6=C
W (C′ → C)P (C′, t)− r(C)P (C, t) (D.1)
Une solution explicite s’e´crit :














e−(t−tn)r(Cn) r(Cn−1)e−(tn−tn−1)r(Cn−1) . . . r(C0)e−(t1−t0)r(C0)
W (Cn−1 → Cn)
r(Cn−1) . . .
W (C0 → C1)
r(C0) P (C0, t0)
(D.2)
Celle-ci peut se comprendre simplement. On somme sur toutes les histoires possibles, c’est-
a`-dire sur tous les nombres n possibles de changements de configuration et sur toutes les
successions de configurations C1 . . . Cn pouvant leur correspondre. Ensuite, pour chaque tran-
sition Ck → Ck+1,
r(Ck)e−(tk+1−tk)r(Ck) (D.3)
correspond a` la distribution de probabilite´ de l’intervalle tk+1− tk passe´ dans la configuration
Ck et
W (Ck → Ck+1)
r(Ck) (D.4)





qui correspond a` la probabilite´ de ne pas changer de configuration entre tn et t. En appliquant
ceci a` l’e´quation (2.16), on obtient alors :














e−(t−tn)r(Cn) r(Cn−1)e−(tn−tn−1)r(Cn−1) . . . r(C0)e−(t1−t0)r(C0)
Wα(Cn−1 → Cn)
r(Cn−1) . . .
Wα(C0 → C1)
r(C0) P (C0, t0)
(D.6)
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n’est pas une probabilite´ et que
r(Ck)e−(tk+1−tk)r(Ck) (D.8)
ne correspond pas a` la densite´ de probabilite´ de l’intervalle tk+1 − tk pour la dynamique
modifie´e par α. On peut alors faire apparaitre les bons coefficients artificiellement :














Y(Cn)t−tne−(t−tn)rα(Cn) . . .Y(C0)t1−t0rα(C0)e−(t1−t0)rα(C0)
Wα(Cn−1 → Cn)
rα(Cn−1) . . .
Wα(C0 → C1)
rα(C0) P (C0, t0)
(D.9)
ou` les Y sont de´finis par Y(Ck) = erα(Ck)−r(Ck) (D.10)




Wα(C → C′) (D.11)
Pour obtenir la fonction de partition dynamique, il ne reste alors qu’a` sommer (D.9) sur la
configuration finale. Le facteur
Y(Ck)tk+1−tk = e(tk+1−tk)(rα(Ck)−r(Ck)) (D.12)
traduit l’augmentation exponentielle de Pˆ (Ck, s, t) entre tk et tk+1. Z(s, t) est ainsi une somme
ponde´re´e sur toutes les trajectoires d’une chaˆıne de Markov modifie´e : les facteurs Y(Ck)tk+1−tk
et [Wα(Ck → Ck+1)/rα(Ck), rα(Ck)e−(tk+1−tk)rα(Ck)] correspondant respectivement aux poids
et probabilite´s des trajectoires. Notons que ces poids Y(Ck)tk+1−tk sont toujours exponentiels
et que l’on doit utiliser une proce´dure d’enrichissement pour les calculer correctement avec
un nombre fini de simulations.
L’algorithme pre´sente´ a` la section 2.3.3 revient alors simplement a` simuler une population
de clones du syste`me e´voluant avec les taux modifie´s Wα et utiliser un pas de re´plication pour
garantir l’e´chantillonnage des trajectoires pertinentes.
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Annexe E
Lien vers les mode`les de spin et
processus d’exclusion partielle
E.1 Pre´sentation
Nous pre´sentons la connexion avec les ope´rateurs de spin sur une ge´ne´ralisation du SSEP :
le processus d’exclusion partielle [166]. Celui-ci correspond a` un re´seau unidimensionnel de L
sites pouvant chacun eˆtre occupe´ par au plus 2j particules (figure E.1). Le taux de transition
du site k vers le site k+1 (resp. k+1 vers k) est p2j nk (2j−nk+1) (resp. q2j nk+1 (2j−nk)), ou`







Fig. E.1 : Repre´sentation sche´matique d’un processus d’exclusion partielle unidimensionnel de taille
L.
E.2 E´quation maˆıtresse
Pour e´crire l’e´quation maˆıtresse dans une forme relativement compacte, nous notons n±k =







W ({n′} → {n})P ({n′})−W ({n} → {n′})P ({n}) (E.1)
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PARTIELLE
ou` W ({n′} → {n}) est le taux de transition de la configuration {n′} vers la configuration







P ({n−k , n+k+1})
q
2j
n+k+1(2j − n−k ) + P ({n+k , n−k+1})
p
2j





nk+1(2j − nk) + p2j nk(2j − nk+1)
)]
+ α(2j − n−1 )P ({n1−}) + γn+1 P ({n+1 }) + δ(2j − n+L )P ({n−L}) + βn+LP ({n+L})
− (αn1 + γ(2j − n1) + δ(2j − nL) + βnL)P ({n1, nL})
(E.2)
Introduisons a` pre´sent une repre´sentation non hermitienne des ope´rateurs de spin pour
e´crire l’ope´rateur d’e´volution associe´ a` l’e´quation maˆıtresse. Un e´tat du syste`me est donne´
par le produit tensoriel des e´tats de chaque site i : |ψ〉 = ⊗i|ψi〉. Chaque e´tat |ψi〉 est un











ou` le 1 est sur la (n+ 1)e ligne en partant du haut. On peut alors de´finir les matrices de taille























Sur chaque site, leur action est donne´e par
S+i |ni〉 = (2j − ni)|ni + 1〉 S−i |ni〉 = ni|ni − 1〉 Szi |ni〉 = (ni − j)|ni〉 (E.5)
et elles ve´rifient les relations de commutation
[Sz, S±] = ±S± [S+, S−] = 2Sz (E.6)
ce qui montre qu’elles forment une repre´sentation des ope´rateurs de spin (i.e. du groupe
SU(2)) de spin j.
On peut alors e´crire l’ope´rateur d’e´volution du syste`me a` l’aide de ces matrices. Pour
cela, on de´finit le vecteur |ψ〉 = ∑{n} P ({n})|{n}〉. En le de´rivant par rapport au temps, en
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n˜k+1(2j − n˜k) + p2j n˜k(2j − n˜k+1)
)
P ({n˜k, n˜k+1})|n˜k, n˜k+1〉
+ α(2j − n˜1)P (n˜1)|n˜1 + 1〉+ γn˜1P (n˜1)|n˜1 − 1〉
+ δ(2j − n˜L)P (n˜L)|n˜L + 1〉+ βn˜LP (n˜L)|n˜L − 1〉
− [α(2j − n˜1) + γn˜1 + δ(2j − n˜L) + βn˜L]P ({n˜1, n˜L}|{n˜1, n˜L}〉
(E.7)









[−S−k+1S+k + (j + Szk+1)(j − Szk)]+ p2j [−S+k+1S−k + (j − Szk+1)(j + Szk)]
− α [S+1 − (j − Sz1)]− γ [S−1 − (j + Sz1)]− δ [S+L − (j − SzL)]− β [S−L − (j + SzL)]
(E.8)
La repre´sentation a` l’aide d’inte´grales de chemin du propagateur associe´ a` cet ope´rateur
d’e´volution peut eˆtre faite via l’utilisation d’e´tats cohe´rents [177]. On obtient alors dans la
limite hydrodynamique la correspondance annonce´e :
Sz = 2ρ− 1 S+ = 2(1− ρ)eρˆ S− = 2ρe−ρˆ (E.9)
Notons que S+ n’est pas le hermitien conjugue´ de S− car la repre´sentation (E.4) des ope´rateurs
de spin n’est pas la repre´sentation hermitienne usuelle de SU(2).
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Fermions et formes diffe´rentielles
Dans cette section, nous allons mettre en e´vidence la relation entre les formes diffe´ren-
tielles1 et les fermions [196]. Conside´rons une forme diffe´rentielle ge´ne´rique de degre´ k, de´finie
sur une varie´te´ diffe´rentielle de dimension 2N (l’espace des phases !), que l’on de´compose sous
la forme :
ω = dxi ∧ ω1 + ω2 (F.1)
ou` ω1 et ω2 sont des formes diffe´rentielles de degre´ k−1 et k ne contenant pas dx1. ∧ repre´sente
le produit vectoriel (ou produit exte´rieur) usuel. De manie`re analogue, en notant d†i , di les
ope´rateurs de cre´ation et annihilation fermionique, une fonction d’onde a` k fermions s’e´crit :
|ψ〉 = d†i |ψ1〉+ |ψ2〉 (F.2)
ou` |ψ1〉 et |ψ2〉 sont des fonctions a` k − 1 et k fermions, ne contenant pas de fermion dans
l’e´tat i.
F.1 Produits exte´rieur et inte´rieur
Le produit exte´rieur par dxi correspond alors a` l’action d’un ope´rateur de cre´ation a
†
i :
dxi ∧ ω = dxi ∧ ω2 ⇐⇒ a†i |ψ〉 = a†i |ψ2〉 (F.3)







i = 0 dxi ∧ dxj + dxj ∧ dxi = 0 (F.4)
Notons e´galement que les formes ge´ne´riques des de´compositions des fonctions d’onde et des














. . . d†ik |−〉 (F.5)
1Pour plus de renseignements sur les formes diffe´rentielles, consulter [38, 162]. Une bonne alternative, plus
abordable pour les physiciens, est le chapitre 5 de l’ouvrage de Nakahara [137].
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ou` les ωi1...ik et les ψi1...ik sont anti-syme´triques.
De meˆme, le produit inte´rieur2 i ∂
∂xi
par un vecteur de base de l’espace tangent ∂∂xi corres-




(ω) = ω1 ai|ψ〉 = |ψ1〉 (F.6)
F.2 De´rive´e exte´rieure
La de´rive´e exte´rieure d est une application line´aire qui envoie une forme de degre´ k sur






ωi1...ikdxj ∧ dxi1 ∧ · · · ∧ dxik (F.7)











. . . a†ik |−〉 (F.8)
Si l’on noteHk l’espace des formes diffe´rentielles de degre´ k, d induit la se´quence (e´galement
appele´e complexe de De Rham) :
H0
d0→ H1 d1→ . . .Hk d2N−1→ H2N (F.9)
ou` di est la restriction de d aux formes diffe´rentielles de degre´ i.
Pour la meˆme raison que Q2 = 0, il est e´galement vrai que d2 = 0. Ainsi l’image de di est
incluse dans le noyau de di+1. Un e´le´ment du noyau de di est une forme diffe´rentielle ferme´e
de degre´ i, tandis qu’un e´le´ment de son image est une forme diffe´rentielle exacte de degre´
i + 1. Notons que si une forme diffe´rentielle exacte est ne´cessairement ferme´e, la re´ciproque
n’est pas vraie, de`s lors que les formes diffe´rentielles ne sont pas de´finies sur un ouvert e´toile´
de R2N . L’espace quotient du noyau de di par l’image de di−1 - c’est-a`-dire l’ensemble des
classes d’e´quivalence des formes diffe´rentielles de degre´ i qui sont ferme´es sans eˆtre exactes
- est nomme´ ie groupe de cohomologie de De Rham. Sa dimension est le ie nombre de Betti
Bi de la varie´te´.
Notons finalement que la conjugaison particule-trou nous permet de revenir a` notre pro-




i = ci et que l’on e´change le roˆle des secteurs a` k et
2N − k fermions, Q† devient alors Q, et c’est bien cette dernie`re qui joue le roˆle de de´rive´e
exte´rieure.
2On rappelle que le produit inte´rieur de la forme dxi1 ∧· · ·∧dxik par ∂∂xi1 est simplement dxi2 ∧· · ·∧dxik .
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Annexe G
E´valuation de la contribution d’une
orbite pe´riodique
Calculons la trace correspondant aux degre´s de liberte´ bosoniques. Supposons tout d’abord
que la densite´ de probabilite´ est gaussienne :
































(Xi −X0i )(Xj −X0j )(BDB −BAc)ij − (Xi −X0i )X0jBAcij −DBkk +Ackk
]
P (G.3)







(Xi −X0i )(Xj −X0j ) +Bij X˙0i (Xj −X0j ) + C˙(t)
]
(G.4)
En e´galant les e´quations (G.3) et (G.4), il vient :






La premie`re e´quation impose pour B−1 :
d
dt
B−1 = 2D−AB−1 −B−1A† (G.6)




U(t)U−1(t′)DU†−1(t′)U†(t)dt′ + U(t)σ0U†(t) (G.7)
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En multipliant la seconde e´quation de (G.5) par B−1 a` gauche, on trouve :
X˙0l = −AclmX0m (G.8)
ce qui signifie que X0 suit l’e´volution a` bruit nul. L’e´quation (7.13) nous dit alors que





est une solution de (G.8).




qui satisfait la troisie`me e´quation de (G.5). Partant de P (X, 0) = δ(X−Y), i.e. X0(0) = Y
et Bij(0) = lim
∆→∞























| det (1− U c(t))| (G.13)
Ainsi, la contribution bosonique a` la trace d’une orbite classique est 1| det(1−Uc)| .

























ou` le produit ordonne´ dans le temps est de´fini le long de la trajectoire classique. Calculons






























qui se ve´rifie simplement en de´rivant droite et gauche par rapport au temps t et en notant









































Pour que l’un des termes ne soit pas nul, j1, · · · , jp doit eˆtre une permutation de i1, · · · , ip.
Le produit scalaire est alors simplement e´gal au signe de la permutation, et l’on obtient :
〈−|ci1 , ...cipOc†ip , ...c
†
i1
|−〉 = detp U ci1,...,ip (G.17)
ou` detp U ci1,...,ip est le mineur d’ordre p de U
c(t) associe´ aux directions i1, ..., ip. On peut a`




















1 + λU c(t)
) (G.18)
Finalement, la fonction ge´ne´ratrice de la contribution d’une orbite pe´riodique classique ‘c’
est :
T c(λ, t) =
det
(
1 + λU c(t)
)
| det (1− U c(t))| (G.19)




det(1 + λU c(t))
| det(1− U c(t))| (G.20)
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Annexe H
De´veloppement gaussien - WKB
Conside´rons un unique point col (nous omettons l’indice « c ») que nous supposons a`




(0) diagonalise´e. Nous pouvons donc traiter se´pare´ment chaque mode et
conside´rer de manie`re e´quivalente un proble`me unidimensionnel. Nous abandonnons donc les
indices i, j pour alle´ger la notation. Nous de´sirons alors construire pour chaque point col un
vecteur propre a` droite de valeur propre nulle au premier ordre en T :
Hc|ψhR〉 = 0 (H.1)
















|ψhRb 〉 = λ|ψhRb 〉(
V ′′b†a+ γb†b− a†b
)
|ψhRf 〉 = −λ|ψhRf 〉
(H.2)




0 0 0 0
0 0 −1 0
0 V ′′ γ 0
0 0 0 γ
)
(H.3)
Le spectre et les vecteurs propres correspondants s’obtiennent simplement :







γ2 − 4V ′′ ↔ |ψhRf 〉 = −γ ±
√
γ2 − 4V ′′)|a†〉+ 2V ′′|b†〉
λ = γ ↔ |ψhRf 〉 = |a†b†〉
(H.4)
En ce qui concerne la partie bosonique de (H.2), la forme gaussienne du vecteur propre
permet de calculer explicitement le membre de gauche :
Hbos.|ψhRb 〉 =
(






+ (V ′′Bpq − γB2pq)
q2
T
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Le pre´facteur du terme quadratique doit eˆtre e´gal a` ze´ro. D’autre part la gaussienne doit eˆtre
bien normalise´e, i.e. les vecteurs propres de B doivent eˆtre positifs. Apre`s un calcul simple
mais long, deux solutions sont possibles en fonction du signe de V ′′ :
• si V ′′ > 0, alors Bpp = 12 , Bpq = 0 et Bqq = V
′′
2 . Cela correspond a` une valeur propre 0
pour la partie bosonique et la partie fermionique correspondante est donc le vide :
|ψhRV ′′>0〉 = e−
1
4T
(p2+V ′′q2) ⊗ |−〉 (H.6)
• si V ′′ < 0, alors Bpp =
√
γ2−4V ′′
2γ , Bpq =
V ′′
γ et Bqq = −V ′′
√
γ2−4V ′′
2γ . Cela correspond
a` une valeur propre −γ2 +
√
γ2−4V ′′
2 pour la partie bosonique qui est compense´e par la
partie fermionique correspondante (−γ −
√
γ2 − 4V ′′)|a†〉+ 2V ′′|b†〉 :










γ2 − 4V ′′)|a†〉+ 2V ′′|b†〉
)
(H.7)
Le meˆme de´veloppement pour H† me`ne a`
• si V ′′ > 0, alors Bpp = 12 , Bpq = 0 et Bqq = V
′′
2 . Cela correspond a` une valeur propre 0
pour la partie bosonique et la partie fermionique correspondante est donc le vide :
|ψhLV ′′>0〉 = e−
1
4T
(p2+V ′′q2) ⊗ |−〉 (H.8)
• si V ′′ < 0, alors Bpp =
√
γ2−4V ′′
2γ , Bpq = −V
′′
γ et Bqq = −V ′′
√
γ2−4V ′′
2γ . Cela correspond
a` une valeur propre −γ2 +
√
γ2−4V ′′
2 pour la partie bosonique, qui est compense´e par la
partie fermionique correspondante (γ +
√
γ2 − 4V ′′)|a†〉+ 2|b†〉 :










γ2 − 4V ′′)|a†〉+ 2|b†〉
)
(H.9)
La structure du spectre peut eˆtre directement lue dans les vecteur propres : une direction
stable correspond a` une absence de fermion alors qu’une direction instable correspond a` un
vecteur propre a` 1 fermion. Nous avons montre´ que les vecteurs propres a` droite et a` gauche
de valeur propre nulle sont des gaussiennes a` cet ordre dans la base interme´diaire, mais on
voit qu’ils ne sont pas pour autant e´gaux.
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Annexe I
Dynamique biaise´e par les
Lyapunov et limite de faible friction
Nous avons vu dans la section 6.2.0.1 que la dynamique biaise´e par les Lyapunov et
l’e´volution des fonctions d’onde a` k fermions sont intimement lie´es. La principale diffe´rence
vient du couplage au bain thermique : le syste`me de Kramers est en e´quilibre tandis que
la dynamique biaise´e par les Lyapunov utilise le bruit comme un artefact garantissant la
diversite´ des clones. De plus, alors que le re´sultat de la dynamique biaise´e par les Lyapunov
s’interpre`te directement comme un biais dans l’espace des trajectoires, une transformation
(6.6) est ne´cessaire dans le cas des chemins de re´action pour remonter des marcheurs aux
fonctions d’onde du Hamiltonien supersyme´trique. Dans cette annexe, nous faisons le lien
entre ces deux approches en montrant comment prendre la limite γ → 0 dans le formalisme
supersyme´trique des e´quations de Kramers.
I.1 Limite γ → 0
La manie`re la plus simple de prendre la limite de friction nulle est simplement de poser







L’e´volution des densite´s de probabilite´ P (q,p) s’obtient alors via l’e´quation de Liouville :
∂P
∂t





































(b†ibj − a†jai) (I.3)
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Il correspond a` la supersyme´trie des e´quations de Hamilton [52, 53, 83, 130, 143, 144]. HSH
admet un groupe de syme´tries beaucoup plus large que celui de H que nous avons pre´sente´





































































4 = 0 (I.5)
et telles que HSH = (Q1 +Q2 +Q3)
2 (I.6)
L’e´tude de cet ope´rateur est non triviale, car la de´finition de l’espace de Hilbert sous-jacent
est rendue difficile par l’absence d’ope´rateur de´rive´e du deuxie`me ordre. Rien ne garantit
d’avoir un spectre discret et toute l’analyse construite pre´ce´demment pour H n’a pas de raison
d’eˆtre valable. Si nous voulons prolonger au cas hamiltonien l’e´tude faite pre´ce´demment, il
faut donc prendre la limite γ → 0 moins « brutalement », ce que nous faisons dans la section
suivante.
I.2 Friction nulle et tempe´rature infinie
Nous venons de voir que l’extension supersyme´trique dans le cas purement hamiltonien
pose proble`me car l’espace de Hilbert sous-jacent est difficile a` de´finir proprement. Ceci
est duˆ a` l’absence d’ope´rateur de de´rivation du second ordre dans l’Hamiltonien HH. Au
contraire, dans le cas de Kramers, la pre´sence de bruit et de friction soigne cette pathologie





, qui rend HK hypoelliptique [90]. Notons
que c’est la pre´sence de bruit, et non de friction, qui est responsable de l’apparition d’un
ope´rateur diffusif. Le pre´facteur de ce Laplacien e´tant γT , il est tentant de maintenir ce
coefficient constant, tout en envoyant γ a` ze´ro, c’est-a`-dire de prendre la limite
γ → 0 T →∞ γT = ε (I.7)
1ou par n’importe quelle autre constante du mouvement.
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ou` les ηi sont N bruits blancs gaussiens de variance 1. On reconnait les e´quations du mou-
vement (1.30) introduites lors de l’e´tude des grandes de´viations de l’exposant de Lyapunov.








− {H, P (q,p; t)}



















La pre´sence du Laplacien rend cet ope´rateur hypoelliptique. Notons toutefois que l’espace
de Hilbert n’est bien de´fini que pour un espace des phases compact. En effet, on ve´rifie
trivialement que la mesure plate est l’e´tat stationnaire de la dynamique (I.9). Pour que ce
vecteur propre soit normalisable, il est donc ne´cessaire que son support, i.e. l’espace des
phases, soit borne´. Une alternative est fournie par l’utilisation d’un bruit multiplicatif qui
conserve la valeur du Hamiltonien H. Toute mesure plate sur une surface d’e´nergie est dans
ce cas stationnaire et le proble`me est bien de´fini de`s que le Hamiltonien est confinant (cf.
annexe A).
I.2.0.1 Extension fermionique et syme´tries
Lorsque l’on prend la limite γ → 0, T →∞ avec γT = ε constant, l’extension supersyme´-
trique (5.39) de l’ope´rateur de Kramers se transforme en















La partie fermionique est la meˆme que pour le cas purement hamiltonien (I.3) tandis que son
pendant bosonique a change´. Insistons a` nouveau sur le fait que ceci est parfaitement normal
puisque que la partie fermionique correspond a` une line´arisation pour une re´alisation du bruit
donne´e des e´quations du mouvement. Le groupe de syme´tries de Hε est plus re´duit que celui







ibi) [F,Hε] = 0 (I.11)
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cet ope´rateur satisfait Hε = {Q,A} (I.14)








i et [A,H] = [A
2, Q] (I.15)
Dans le cas ou` H = p22 + V (q), cette structure se simplifie le´ge`rement :
A2 = −εK+ [A,H] = [A2, Q] = −ε[K+, Q] = −εQ¯ (I.16)









b†i + [H, Q]
}
(I.17)
Bien que nous ayons perdu la structure supersyme´trique globale, l’existence des syme´tries
ci-dessus continue d’assurer au spectre une organisation particulie`re. Cette dernie`re est tou-
tefois radicalement diffe´rente du cas pre´sente´ pour la dynamique de Kramers. En effet, tout
d’abord il n’y a plus de gap d’ordre 1. Les e´quations (I.8) induisent une diffusion en e´nergie
et le gap entre l’e´tat fondamental et le premier excite´ est d’ordre ε. De plus, les structures
de paires ont disparu. Il reste toutefois un e´le´ment inte´ressant : les vecteurs propres isole´s
de valeur propre nulle continuent d’avoir un sens topologique. Ils sont lie´s aux se´paratrices
n’e´tant pas continument de´formables vers un point. Comme nous l’expliquons dans la section
suivante, l’existence d’e´tats fermioniques de long temps de vie correspond nume´riquement a`
des distributions anti-syme´triques stables de marcheurs. Ces dernie`res ne´cessitent une faible
probabilite´ de « retournement » des vecteurs et nous pensons que le nombre de tels e´tats
peut ainsi eˆtre associe´ aux nombres de se´paratrices « topologiques ». Cette ligne de recherche
reste ouverte et nous espe´rons que l’inte´reˆt de la communaute´ mathe´matique pour ces pro-
ble`mes [24, 92] permettra de faire le lien avec notre approche.
I.2.0.2 Des marcheurs aux fermions
Nous avons vu ci-dessus que dans la limite γ → 0, T → ∞ et γT = ε, la structure
supersyme´trique ne survit que partiellement. Nous montrons en outre ci-dessous que si les
algorithmes introduits pour trouver les chemins de re´action et les grandes de´viations sont
similaires, ils ne convergent pas vers les meˆmes re´gions de l’espace de Hilbert sur lequel sont
de´finies les densite´s de probabilite´ des marcheurs : les chemins de re´action correspondent a`
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des distributions anti-syme´triques en v alors que les grandes de´viations sont typiquement
domine´es par des structures syme´triques.
L’efficacite´ de l’algorithme introduit a` la section 6.2.0.1 pour la recherche de chemin de
re´action est due au fait que l’on est rarement confronte´ au proble`me de signe au niveau
du chemin de transition. A` partir des distributions F(q,p,v) vers lesquelles converge l’al-
gorithme, on peut donc en ge´ne´ral reconstruire les fonctions d’onde |ψ〉 via l’e´quation (6.6).
Pour comprendre intuitivement cela, reprenons le cas du double puits de potentiel. Au niveau
du point col, un vecteur tangent au chemin de re´action pointe soit vers le puits de gauche,
soit vers le puits de droite. Son orientation au niveau du point col sera ensuite conserve´e
le long du chemin. Imaginons que nous de´marrions une simulation avec des populations de
nL = N/2+δN et nR = N/2−δN marcheurs oriente´s respectivement vers les puits de gauche
et de droite. δN  N est une le´ge`re dissyme´trie initiale qui rend compte de l’impossibilite´
en pratique d’avoir une distribution parfaitement syme´trique. Les e´quations d’e´volution de
nL et nR sont sche´matiquement :
n˙L = αnL + Γ n˙R = αnR + Γ nR + nL = N (I.18)
Le terme proportionnel a` nα traduit le clonage et ne de´pend pas de l’orientation des vecteurs,
seulement de leur position. Il est donc e´gal pour nL et nR. Γ impose la constance de la
population totale, que l’on impose via la troisie`me e´quation2. En la de´rivant, on obtient :





Les e´quations du mouvement se re´e´crivent donc :












Ainsi, la diffe´rence initialement tre`s faible s’amplifie exponentiellement avec le temps et la
distribution finale de vecteur est anti-syme´trique 3. On peut alors reconstruire les fonctions
d’onde fermioniques en utilisant (6.6).
Dans le cas de la dynamique biaise´e par les Lyapunov, un marcheur qui s’e´chappe du
point col le long de la se´paratrice y revient au bout d’un tour. Il arrive a` ce moment avec
une orientation orthogonale a` la varie´te´ instable et peut donc repartir soit dans la meˆme
orientation qu’au tour pre´ce´dent, soit avec une orientation contraire. Nommons β le taux
avec lequel les vecteurs changent leur orientation lorsqu’ils reviennent dans le voisinage du
2qui correspond en quelque sorte au troisie`me pas de l’algorithme.
3Notons que ceci est un phe´nome`ne connu en e´cologie : deux espe`ces ne peuvent partager une meˆme niche
e´cologique.
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point col. Ce taux ne de´pend pas de l’orientation des vecteurs et est typiquement supe´rieur
a` α4. Les e´quations d’e´volution des nα sont alors :
n˙1 = (α− β)n1 + βn2 + Γ n˙2 = (α− β)n2 + βn1 + Γ n1 + n2 = N (I.22)
On trouve a` nouveau Γ = −αN2 . En faisant la diffe´rence des deux e´quations d’e´volution et en
posant u = n1 − n2, on obtient :
u˙ = (α− 2β)u (I.23)
De`s que β > α/2, la moindre diffe´rence entre les populations n1 et n2 tend vers ze´ro et
c’est la composante syme´trique de la distribution de marcheurs qui l’emportent. L’approche
supersyme´trique ne de´crit plus les distributions vers lesquelles l’algorithme converge, puisque
l’on ne peut plus reconstruire les fonctions d’onde en utilisant (6.6).
Un raisonnement diffe´rent, qui aurait pu nous faire aboutir au meˆme re´sultat, est le sui-
vant : les fonctions d’ondes a` 1 fermion correspondant aux courants de re´action sont les
images par Q¯ de fonctions d’onde a` 1 fermion, dont les valeurs propres sont ne´cessairement
positives5. Ainsi, le taux de re´plication moyen est dans ce cas ne´cessairement infe´rieur a` 1. Au





doit eˆtre supe´rieur a` 1. Ceci correspond a` un taux de re´plication supe´rieur a` 1
et les vecteurs correspondant n’ont donc rien a` voir avec le spectre d’un e´ventuel ope´rateur
d’e´volution fermionique.
4Le taux de clonage moyen est proportionnel au plus grand exposant de Lyapunov λ1, qui ne doit pas eˆtre
trop important pour que l’on puisse encore parler de chemin de re´action. Au contraire, β est lie´ au temps mis




[1] Bovier A, M. Eckhoff, V. Gayrard, and M. Klein. Metastability and low-lying spectra
in reversible Markov chains. Commun. Math. Phys., 228, 219, (2002).
[2] J.B. Anderson. A random-walk simulation of the Schro¨dinger equation: H+3 . J. Chem.
Phys., 63, 1499, (1975).
[3] V.I. Arnold. Russ. Math. Surv., 18, 9, (1963).
[4] V.I. Arnold. Instability of dynamical systems with many degrees of freedom. Doklady
Akademii Nauk SSSR, 156, 9–12, (1964).
[5] V.I. Arnold. Mathematical Methods of Classical Mechanics. Springer-Verlag, New York,
(1989).
[6] A. Avogadro. Essay on a Manner of Determining the Relative Masses of the Elementary
Molecules of Bodies, and the Proportions in Which They Enter into These Compounds.
J. de Physique, 73, 58–76, (1811).
[7] J. Banks, J. Brooks, G. Cairns, G. Davis, and P. Stacey. On devaney definition of
chaos. American Mathemical Monthly, page 332, (1992).
[8] C. Becchi, A. Rouet, and R. Stora. Renormalization of Abelian Higgs-Kibble model .
Commun. Math. Phys., 42, 127, (1975).
[9] C. Becchi, A. Rouet, and R. Stora. Renormalization of gauge theories. Ann. Phys.,
98, 28, (1976).
[10] C Beck and F Schlo˘gl. Thermodynamics of Chaotic Systems. Cambridge University
Press, (1993).
[11] G. Benettin, L. Galgani, and JM. Strelcyn. Kolmogorov entropy and numerical experi-
ments. ys. Rev. A, 14, 2338–2345, (1976).
[12] G. Benettin, L. Galgani, A. Giorgilli, and JM. Strelcyn. All Lyapunov characteristic
numbers are effectively computable. C. R. Acad. Sci., Paris, 286A, 431, (1978).
175
BIBLIOGRAPHY
[13] G. Benettin, L. Galgani, A. Giorgilli, and JM. Strelcyn. Lyapunov characteristic ex-
ponents for smooth dynamical systems and for Hamiltonian systems. Mecanica, 15, 9,
(1980).
[14] R. Benzi, G. Paladin, G. Parisi, and A. Vulpiani. Characterisation of intermittency in
chaotic systems. J. Phys. A, 18, 2157–2165, (1985).
[15] G.P. Berman and F.M. Izrailev. The Fermi-Pasta-Ulam problem: 50 years of progress.
Chaos, 15, 015104, (2005).
[16] P. Bernard. Perturbation d’un Hamiltonien partiellement hyperbolique. CRAS. Se´rie 1,
Mathe´matique, 323, 189–194, (1996).
[17] M. Bernstein and L.S. Brown. Supersymmetry and the Bistable Fokker-Planck Equation.
Phys. Rev. Lett., 52, 1933, (1984).
[18] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio, and C. Landim. Fluctuations in
stationary nonequilibrium states of irreversible processes. Phys. Rev. Lett., 87, 04601,
(2001).
[19] L. Bertini, D. Gabrielli, and J.L. Lebowitz. Large deviations for a stochastic model of
heat flow . J. Stat. Phys., 121, 843, (2005).
[20] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio, and C. Landim. Large deviation
approach to non equilibrium processes in stochastic lattice gases. Bull. of Braz. Math.
Soc., 37, 611, (2006).
[21] K. Binder, editor. Monte Carlo Methods in Statistical Physics. Springer-Verlag, NY,
(1979).
[22] G.D. Birkhoff. Proof of Poincare´ Geometric theorem. Trans. Amer. Math. Soc., 14,
14–22, (1913).
[23] G.D. Birkhoff. An extension of Poincare´’s last geometric theorem. Acta Math., 47,
297–311, (1925).
[24] J.M. Bismut. The Hypoelliptic Laplacian on the cotangent bundle. J. Am. Math. Soc.,
18, 379–476, (2005).
[25] R.A. Blythe, M.R. Evans, F. Colaiori, and F.H.L. Essler. Exact solution of a partially
asymmetric exclusion model using a deformed oscillator algebra. J. Phys. A., 33, 2313–
2332, (2000).
[26] T. Bodineau and B. Derrida. Current fluctuations in non-equilibrium diffusive systems:
an additivity principle. Phys. Rev. Lett., 92, 180601, (2004).
176
BIBLIOGRAPHY
[27] T. Bohr and D. Rand. The entropy function for characteristic exponents. Physica D,
25, 387–398, (1987).
[28] P. G. Bolhuis, D. Chandler, C. Dellago, and P. L. Geissler. Transition path sampling:
Throwing ropes over rough mountain passes, in the dark . Annu. Rev. Phys. Chem, 53,
291, (2002).
[29] L. Boltzmann. U¨ber das Wa¨rmegleichgewicht zwischen mehratomigen Gasmoleku¨len.
Wiener Ber., 63, 397–418, (1871).
[30] L. Boltzmann. Weitere Studien u¨ber das Wa¨rmegleichgewicht unter Gasmoleku¨len.
Wiener Ber., 66, 275–370, (1872).
[31] L. Boltzmann. U¨ber die Beziehung dem zweiten Haubtsatze der mechanischen
Wa¨rmetheorie und der Wahrscheinlichkeitsrechnung respektive den Sa¨tzen u¨ber das
Wa¨rme-gleichgewicht . Wiener Ber., 76, 373–435, (1877).
[32] A. Bovier, M. Eckhoff, V. Gayrard, and M. Klein. Metastability in stochastic dynamics
of disordered mean field models. Probab. Theor. Relat. Fields, 119, 99, (2001).
[33] A. Bovier, M. Eckhoff, V. Gayrard, and M. Klein. Metastability in reversible diffusion
processes I. Sharp asymptotics for capacities and exit times. preprint, (2003).
[34] A. Bovier, V. Gayrard, and M. Klein. Metastability in reversible diffusion processes II.
Precise asymptotics for small eigenvalues. preprint, (2003).
[35] R. Bowen. Equilibrium States and the Ergodic Theory of Anosov Diffeomorphism, vol-
ume 470 of Lecture Notes in Math. Springer, Berlin, (1975).
[36] L. Brillouin. The ondulatory mechanics of Schrodinger; A general method of resolution
by successive approximations. CRAS, 183, 24–26, (1926).
[37] M. Brown and W. D. Neumann. Proof of the Poincare´-Birkhoff fixed point theorem.
Michigan Math. J., 24, 21–31, (1977).
[38] H. Cartan. The´orie e´le´mentaire des fonctions analytiques d’une ou plusieurs variables
complexes. Hermann, Paris, (1961).
[39] J.H.E. Cartwright, M.O. Magnasco, O. Piro, and I. Tuval. Bailout Embeddings and
Neutrally Buoyant Particles in Three-Dimensional Flows. Phys. Rev. Lett., 89, 264501,
(2002).
[40] S. Cecotti and L. Girardello. Stochastic and parastochastic aspects of supersymmetric
functional measures - a new non-perturbative approach to supersymmetry . Ann. Phys.
(N.Y.), 145, 81, (1983).
177
BIBLIOGRAPHY
[41] O. Cepas and J. Kurchan. Canonically invariant formulation of Langevin and Fokker-
Planck Equations. cond-mat/9706296, (1997).
[42] N. Cerf and O. Martin. Finite population-size effects in projection Monte Carlo methods.
Phys. Rev. E, 51, 3679–3693, (1995).
[43] R. Chetrite and K. Gawedzki. Fluctuation Relations for Diffusion Processes.
Arxiv/math-ph, (2007). URL http://arxiv.org/abs/0707.2725.
[44] R. Chetrite, J.Y. Delannoy, and K. Gawedzki. Kraichnan flow in a square: an example
of integrable chaos. Arxiv/nlin.cd, (2006). URL http://arxiv.org/abs/nlin.CD/
0606015.
[45] B.V. Chirikov. Universal instability of many-dimensional oscillator systems. Phys.
Rep., 52, 263–379, (1979).
[46] W. Cowieson and LS. Yound. SRB Measures as Zero-noise Limits. Ergodic Theory
and Dynamical Systems, 25, 1115–1138, (2005).
[47] T. Cretegny, T. Dauxois, S. Ruffo, and A. Torcini. Localization and equipartition of
energy in the beta-FPU chain: Chaotic breathers. Physica D, 121, 109–126, (1998).
[48] P. Cvitanovic´, R. Artuso, R. Mainieri, G. Tanner, and G. Vattay. Chaos: Classical and
Quantum. Niels Bohr Institute, Copenhagen, (2005). URL http://ChaosBook.org.
[49] C. Dellago and H.A. Posch. Lyapunov exponents of systems with elastic hard collisions.
Phys. Rev. E, 52, 2401–2407, (1995).
[50] C. Dellago, H.A. Posch, and W.G. Hoover. Lyapunov instability in a system of hard
disks in equilibrium and nonequilibrium steady states. Phys. Rev. E, 53, 1485–1501,
(1996).
[51] C. Dellago, P. G. Bolhuis, F. S. Csajka, and D. Chandler. Transition Path Sampling
and the Calculation of Rate Constants. J. Chem. Phys., 108, 1964, (1998).
[52] E. Deotto, E. Gozzi, and D. Mauro. Hilbert space structure in classical mechanics. I .
J. Math. Phys, 44, 5902, (2003).
[53] E. Deotto, E. Gozzi, and D. Mauro. Hilbert space structure in classical mechanics. II .
J. Math. Phys, 44, 5937, (2003).
[54] C. Deroulers and R. Monasson. Field theoretic approach to metastability in the contact
process. Phys. Rev. E, 69, 016126, (2004).
[55] B. Derrida. Non equilibrium steady states: fluctuations and large deviations of the
density and of the current . J. Stat. Mech., page P07023, (2007).
178
BIBLIOGRAPHY
[56] B. Derrida and J.L. Lebowitz. Exact large deviation function in the asymmetric exclu-
sion process. Phys. Rev. Lett., 80, 209, (1998).
[57] B. Derrida, M.R. Evans, V. Hakim, and V. Pasquier. Exact solution of a 1d asymmetric
exclusion model using a matrix formulation. J. Phys A, 26, 1493, (1993).
[58] B. Derrida, J.L. Lebowitz, and E.R. Speer. Free energy functional for nonequilibrium
systems: An exactly solvable case. Phys. Rev. Lett., 87, 150601, (2001).
[59] R.L. Devaney. An Introduction to Chaotic Dynamical Systems. Menlo Park, Ben-
jamin/Cummings, (1986).
[60] R. Dickman and R. Vidigal. Quasi-stationary distributions for stochastic processes with
an absorbing state. J. Phys. A, 35, 1147, (2002).
[61] J.P.K. Doye and D.J. Wales. Surveying a potential energy surface by eigenvector fol-
lowing . Z. Phys. D, 40, 194, (1997).
[62] W. E, Weiqing W. Ren, and E. Vanden-Eijnden. String method for the study of rare
events. Phys. Rev. B, 66, 052301, (2002).
[63] W. E, W. Ren, and E. Vanden-Eijnden. Energy landscape and thermally activated
switching of submicron-sized ferromagnetic elements. J. Appl. Phys., 93, 2275, (2003).
[64] A. Einstein. U¨ber die von der molekularkinetischen Theorie der Wa¨rme geforderte
Bewegung von in ruhenden Flu¨ssigkeiten suspendierten Teilchen. Ann. d. Phys., 17,
549, (1905).
[65] A. Einstein. Kinetische Theorie des Wa¨rmegleichgewichtes und des zweiten Hauptsatz
des Thermodynamik . Annalen der Physik, 9, 417–433, (1902).
[66] A. Einstein. Eine Theorie der Grundlagen der Thermodynamik . Annalen der Physik,
11, 170–187, (1903).
[67] A. Einstein. Zur allgemeinen molekularen Theorie der Wa¨rme geforderte Bewegung von
in ruhenden Flu¨ssigkeiten suspendierten Teilchen. Annalen der Physik, 14, 354–362,
(1904).
[68] R.S. Ellis. Entropy, large deviations, and Statistical Mechanics. Springer-Verlag, New
York, (1985).
[69] F.H.L. Essler and V. Rittenberg. Representations of the quadratic algebra and partially
asymmetric diffusion with open boundaries. J. Phys. A, 29, 3375, (1996).
[70] R.P. Feynman. Space-time approach to non-relativistic quantum mechanics. Rev. Mod.
Phys., 20, 267, (1948).
179
BIBLIOGRAPHY
[71] A. Fick. On liquid diffusion. Phil. Mag., 10, 31–39, (1855).
[72] M. Flacioni, U. Marini Bettolo Marconi, and A. Vulpiani. Ergodic properties of high-
dimensional symplectic maps. Phys. Rev. A, 44, 2263–2270, (1991).
[73] H. C. Fogedby, A. B. Eriksson, and L . V. Mikheev. Continuum-limit, galilean invari-
ance, and solitons in the quantum equivalent of the noisy burgers-equation. Phys. Rev.
Lett., 75, 1883, (1995).
[74] C. Froeschle, M. Guzzo, and E.Legga. Graphical Evolution of the Arnold Web: From
Order to Chaos. Science, 289, 2108–2110, (2000).
[75] G.W. Gardiner. Handbook of stochastic methods. Springer-Verlag, (1983).
[76] J.P. Garrahan, R.L. Jack, V. Lecomte, E. Pitard, K. van Duijvendijk, and F. van
Wijland. Dynamic first-order transition in kinetically constrained models of glasses.
Phys. Rev. Lett., 98, 195702, (2007).
[77] P. Gaspard. Chaos, scattering and statistical mechanics, volume 9 of Cambridge Non-
linear Science Series. Cambridge University Press, (1998).
[78] B. Gaveau and L.S. Schulman. Theory of nonequilibrium first-order phase transitions
for stochastic dynamics. J. Math. Phys., 39, 1517, (1998).
[79] E.M. Gelbard. Present status and future-prospects of neutronics monte-carlo. Prog.
Nucl. Energy, 24, 1, (1990).
[80] C. Giardina, J. Kurchan, and L. Peliti. Direct evaluation of large-deviation functions.
Phys. Rev. Lett., 6, 120603, (2006).
[81] J.W. Gibbs. Elementary Principles in Statistical Mechanics. Yale University Press,
(1902).
[82] H. Goldstein. Classical Mechanics. Addison-Weasley, (1980).
[83] E. Gozzi. Stochastic and Nonstochastic Supersymmetry . Progress of Theoretical Physics
Supplement, 111, 115, (1993).
[84] R. Graham and D. Roekaerts. Stochastic representation of arbitrary fermion sectors in
supersymmetric quantum mechanics on Riemann manifolds. Phys. Rev. D, 34, 2312,
(1986).
[85] P. Grassberger. Go with the winners: a general Monte Carlo strategy . Comp. Phys.
Comm., 147, 54–70, (2002).
[86] P. Grassberger, R. Badii, and A. Politi. Scaling laws for invariant measures on hyper-
bolic and nonhyperbolic atractors,. J. Stat. Phys, 51, 135–178, (1988).
180
BIBLIOGRAPHY
[87] J. Hadamard. Les surfaces a` courbures oppose´es et leurs lignes ge´ode´siques. J. Math.
Pures et Appl., 4, 27–73, (1898).
[88] T.E. Harris. Contact Interactions on a Lattice. Ann. Probab., 2, 969, (1974).
[89] W.B. Hayes. Is the Outer Solar System Chaotic? preprint astro-ph/0702179, (2007).
URL http://aps.arxiv.org/abs/astro-ph/0702179.
[90] B. Helffer and F. Nier. Hypoelliptic Estimates and Spectral Theory for Fokker-Planck
Operators and Witten Laplacians. Springer, (2000).
[91] B. Helffer and F. Nier. Hypoelliptic Estimates and Spectral Theory for Fokker-Planck
Operators and Witten Laplacians, volume 1862 of Lecture Notes in Mathematics.
Springer, (2005).
[92] F. Herau, M. Hitrik, and J. Sjoestrand. Tunnel effect for Kramers-Fokker-Planck type
operators. preprint math/0703684, 2007. URL http://arxiv.org/abs/math/0703684.
[93] P. Ha¨nggi, P. Talkner, and M. Borkovec. Reaction-rate theory: fifty years after Kramers.
Rev. Mod. Phys., 62, 252, (1990).
[94] Janssen79. Field-theoretic method applied to critical dynamics. In Dynamical Critical
Phenomena and Related Topics, volume 104 of Lecture Notes in Physics, pages 25–47.
Springer Berlin / Heidelberg, (979).
[95] J.Dalton. On the Absorption of Gases by Water and Other Liquids. Number 1 in
Memoirs of the Literary and Philosophical Society of Manchester. (1805).
[96] P. Jung and P. Ha¨nggi. Amplification of small signals via stochastic resonance. Phys.
Rev. A., 44, 8032, (1991).
[97] H. Jo´nsson, G. Mills, and W. Jacobsen. Classical and Quantum Dynamics in Condensed
Phase Simulations. World Scientific, (1998).
[98] M.H. Kalos. Monte carlo calculations of ground state of 3- and 4-body nuclei . Phys.
Rev., 128, 1791, (1962).
[99] M.H. Kalos. Energy of a simple triton model . Nucl. Phys. A, 126, 609, (1969).
[100] C. Kipnis, C. Marchioro, and E. Presutti. Heat-flow in an exactly solvable model . J.
Stat. Phys., 27, 65, (1982).
[101] J.G. Kirkwood. Statistical Mechanics of Fluid Mixtures. J. Chem. Phys., 3, 300–313,
(1935).
[102] H. Kleinert and S.V. Shabanov. Supersymmetry in stochastic processes with higher
order time derivatives. Physics Letters A, 235, 105, (1997).
181
BIBLIOGRAPHY
[103] A.N. Kolmogorov. Dokl. Akad. Nauk SSSR, 98, 527, (1954).
[104] A.N. Kolmogorov. New Metric Invariant of Transitive Dynamical Systems and Endo-
morphisms of Lebesgue Spaces. Dokl. Akad. Nauk. SSSR, 119, 861–864, (1958).
[105] A.N. Kolmogorov. General Theory of Dynamical Systems and Classical Mechanics. In
Amsterdam, editor, Proc. Intern. Congress of Mathematicians, volume 1, page 315,
(1958).
[106] A.N. Kolmogorov. Entropy per unit time as a metric invariant of automorphism. Dokl.
Akad. Nauk. SSSR, 124, 754–755, (1959).
[107] H.A. Kramers. Wave mechanics and half-integral quantisation. Z. Physik, 39, 828–840,
(1926).
[108] H.A. Kramers. Brownian motion in a field of force and the diffusion model of chemical
reactions. Physica, 7, 284, (1940).
[109] M.D. Kruskal and N.J. Zabusky. Stroboscopic-Perturbation Procedure for Treating a
Class of Nonlinear Wave Equations. J. Math. Phys., 5, 231, (1964).
[110] A Laio and M Parrinello. Escaping free-energy minima. PNAS, 99, 12562, (2002).
[111] J. Lakar. A numerical experiment on the chaotic behaviour of the Solar System. Nature,
338, 237–238, (1989).
[112] L. Landau and E. Lifchitz. Me´canique quantique. E´ditions Mir, Moscou, (1974).
[113] J.S. Langer. Theory of condensation point . Ann. Phys., 41, 108, (1967).
[114] P.T. Lansbury. Evolution of amyloid: What normal protein folding may tell us about
fibrillogenesis and disease. Proc. Natl. Acad. Sci. USA, 96, 3342, (1999).
[115] J. Laskar. The chaotic motion of the solar system - A numerical estimate of the size of
the chaotic zones. Icarus, 88, 266–291, (1990).
[116] J. Laskar. Frequency-analysis for multidimensional systems - Global dynamics and
diffusion. Physica D, 67, 257–281, (1993).
[117] J. Laskar. Large-scale chaos in the solar-system. Astronomy and Astrophysics, 287,
L9–L12, (1994).
[118] J.L. Lebowitz and H. Spohn. A Gallavotti-Cohen type symmetry in the large deviation
functional for stochastic dynamics. J. Stat. Phys., 95, 333, (1999).
[119] V. Lecomte, C. Appert-Rolland, and F. van Wijland. Chaotic properties of systems
with Markov dynamics. Phys. Rev. Lett., 95, 010601, (2005).
182
BIBLIOGRAPHY
[120] V. Lecomte, C. Appert-Rolland, and F. van Wijland. Thermodynamic formalism and
large deviation functions in continuous time Markov dynamics. J. Stat. Phys., 127,
51, (2007).
[121] A.L. Lichtenberg and M.A. Lieberman. Regular and Chaotic Dynamics. Springer, New
York, (1983).
[122] N. Lorenz. Deterministic Nonperiodic Flow . J. Atm. Sci., 20, 130–141, (1963).
[123] R. Mannella. Quasisymplectic integrators for stochastic differential equations. Phys.
Rev. E, 69, 041107, (2004).
[124] R. Marcinek and E. Pollak. Numerical methods for locating stable periodic orbits em-
bedded in a largely chaotic system. J. Chem. Phys., 100, 5894–5904, (1993).
[125] J.C. Maxwell. Rep. Brit. Ass. Adv. Sci., 29, Notives and Abstract,9, (1859).
[126] J.C. Maxwell. Phil. Mag., 19, 19, (1860).
[127] J.C. Maxwell. Phil. Mag., 20, 21, (1860).
[128] J.C. Maxwell. Phil. Trans. R. Soc. Lond., 157, 49, (1867).
[129] J.C. Maxwell. Molecules. Nature, pages 437–441, (1873September ).
[130] M. Miettinen and A. J. Niemi. On the Arnold conjecture and the Atiyah-Patodi-Singer
index theorem. Phys. Lett. B, 461, 89, (1999).
[131] J. Moser. New aspects in the theory of stability of hamiltonian systems. Comm. Pure
Appl. Math., 11, 81, (1958).
[132] A. Mossa and C. Clementi. Supersymmetric Langevin equation to explore free-energy
landscapes. Phys. Rev. E, page 046707, (2007).
[133] N. Mousseau and G.T. Barkema. Traveling through potential energy landscape of disor-
dered materials: The activation-relaxation technique. Phys. Rev. E, 57, 2419, (1997).
[134] N. Murray and M. Holman. The role of chaotic resonances in the Solar System. Nature,
410, 773–779, (2001).
[135] N. Murray and M. Holman. The origin of chaos in the outer solar system. Science,
283, 1877–1881, (1999).
[136] O. Mu¨lken and H. van Beijeren. Thermodynamic formalism for field-driven Lorentz
gases. Phys. Rev. E, 69, 046203, (2004).
[137] M. Nakahara. Geometry, Topology and Physics. Adam Hilber, (1990).
183
BIBLIOGRAPHY
[138] L. Navarro. Gibbs, Einstein and the Foundations of Statistical Mechanics. Arch. Hist.
Exact Sci., 53, 147–180, (1998).
[139] N.N. Nekhoroshev. Functs. Analis i ego prilozheniya, 5, 82, (1971).
[140] H. Nicolai. Supersymmetry and functional-integration measures. Nucl. Phys. B, 176,
419, (1980).
[141] H. Nicolai. New characterization of scalar supersymmetric theories. Phys. Lett. B, 89,
341, (1980).
[142] H. Nicolai. On the functional-integration measure of supersymmetric yang-mills theo-
ries. Phys. Lett. B, 117, 408, (1982).
[143] A.J. Niemi. A lower-bound for the number of periodic classical trajectories. Phys. Lett.
B, 355, 501, (1995).
[144] A.J. Niemi and P. Pasanen. Topological sigma-model, Hamiltonian dynamics and loop
space Lefschetz number . Phys. Lett. B, 386, 123, (1996).
[145] M.P. Nightingale and H.W.J. Blo¨te. Gap of the linear spin-1 Heisenberg antiferromag-
net: A Monte Carlo calculation. Phys. Rev. B, 33, 659, (1986).
[146] M.P. Nightingale and H.W.J. Blo¨te. Monte Carlo calculation of free energy, critical
point, and surface critical behavior of three-dimensional Heisenberg ferromagnets. Phys.
Rev. Lett., 60, 1562, (1988).
[147] B.K. Oksendal. Stochastic Differential Equations: An Introduction with Applications.
Springer, 5e edition, (1998).
[148] L. Onsager and S. Machlup. Fluctuations and irreversible processes. Phys. Rev., 91,
1505–1512, (1953).
[149] L. Onsager and S. Machlup. Fluctuations and irreversible process. 2. systems with
kinetic energy . Phys. Rev., 91, 1512–1515, (1953).
[150] V. I. Oseledets. Multiplicative ergodic theorem: Characteristic Lyapunov exponents of
dynamical systems. Trudy MMO, 19, 179–210, (1968).
[151] E. Ott. Chaos in dynamical systems. Cambridge University Press, (1993).
[152] G. Parisi and N. Sourlas. Supersymmetric field-theories and stochastic differential-
equations. Nucl. Phys., B206, 321, (1982).




[154] Y.B. Pesin. Characteristic Lyapunov Exponents and Smooth Ergodic Theory . Russian
Math. Surveys, 32, 54–114, (1977).
[155] H. Poincare´. Sur un the´ore`me de ge´ome´trie. Rend. Circ. Mat. Palermo, 33, 375–407,
(1912).
[156] P. Pollner and G. Vattay. New Method for Computing Topological Pressure. Phys. Rev.
Lett., 76, 4155–4158, (1996).
[157] N. Rajewsky and M. Schreckenberg. Exact results for one-dimensional cellular automata
with different types of updates. Physica A, 245, 139–144, (1997).
[158] H. Risken. The Fokker-Plank equation. Springer, (1996).
[159] C. Ritter, M.L. Maddelein, A.B. Siemer, T. Lu¨hrs, M. Ernst, B.H. Meier, S.J. Saupe,
and R. Riek. Correlation of structural elements and infectivity of the HET-s prion.
Nature, 435, (2005).
[160] D. Robin, C. Steire, J. Laskar, and L. Nadolski. Global dynamics of the advanced light
source revealed through experimental frequency map analysis. Phys. Rev. Lett., 85,
558–561, (2000).
[161] R.T. Rockafellra. Convex Analysis. Princeton University Press, (1970).
[162] W. Rudin. Principles of Mathematical Analysis. New York McGraw-Hill, Inc., (1976).
[163] D. Ruelle. Zeta-functions for expanding maps and Anosov flows. Inventiones Mathe-
maticae, 34, 231, (1976).
[164] D. Ruelle. Thermodynamic Formalism. Addison-Wesley, (1978).
[165] T. Sasamoto. One-dimensional partially asymmetric simple exclusion process with open
boundaries: orthogonal polynomials approach. J. Phys. A, 32, 7109–7131, (1999).
[166] G. Schu¨tz and S. Sandow. Non-abelian symmetries of stochastic-processes - derivation
of correlation-functions for random-vertex models and disordered-interacting particle-
systems. Phys. Rev. E, 49, 2726, (1994).
[167] D.J. Searles, D.J. Evans, and D.J. Isbister. The number dependence of the maximum
Lyapunov exponent . Physica A, 240, 96–104, (1997).
[168] D.J. Selkoe. Alzheimer’s Disease - Genotypes, Phenotype, and Treatments. Science,
275, 630, (1997).
[169] M.A. Sepulveda, R. Badii, and E. Pollak. Spectral analysis of conservative dynamical
systems. Phys. Rev. Lett., 63, 1226–1229, (1989).
185
BIBLIOGRAPHY
[170] I. Shimada and T. Nagashima. A Numerical Approach to Ergodic Problem of Dissipative
Dynamical Systems. Prog. Theor. Phys., 61, 1605–1616, (1979).
[171] Y.G. Sinai. On the Notion of Entropy of a Dynamical System. Doklady of Russian
Academy of Sciences, 124, 768–771, (1959).
[172] Y.G. Sinai. Gibbs measures in ergodic theory . Russ. Math. Surveys, 27, 21–69, (1972).
[173] Y.G. Sinai. Kolmogorov’s work on ergodic theory . Ann. Prob., 17, 833–839, (1989).
[174] C. Skokos. Alignment indices: a new, simple method for determining the ordered or
chaotic nature of orbits. J. Phys. A, 34, 10029–10043, (2001).
[175] P. Sollich. Diagrammatic methods for dynamics. URL http://www.mth.kcl.ac.uk/
~psollich/diagrams/diagrams.pdf.
[176] H. Spohn. Long range correlations for stochastic gases in a non-equilibrium steady
state. J. Phys. A, 16, 4275, (1983).
[177] M. Stone, K. Park, and A. Garg. The semiclassical propagator for spin coherent states.
J. Math. Phys., 41, 8025, (2000).
[178] G.J. Sussman and J. Wisdom. Chaotic evolution of the solar-system. Science, 257,
56–62, (1992).
[179] O.F. Sylju˚asen. Continuous-time diffusion Monte Carlo and the quantum dimer model .
Phys. Rev. B, 71, 020401, (2005).
[180] Y. Takahashi and Y. Oono. Towards the Statistical Mechanics of Chaos. Prog. Theor.
Phys., 71, 851–854, (1984).
[181] W. Thomson. On the thermal effects of fluids in motion. Math. and Phys. Papers, 1,
333–455, (1856).
[182] H. Touchette. LegendreFenchel transforms in a nutshell . URL http://www.maths.
qmul.ac.uk/~ht/archive/lfth2.pdf.
[183] A. Trombettoni and A. Smerzi. Discrete Solitons and Breathers with Dilute Bose-
Einstein Condensates. Phys. Rev. Lett., 86, 2353–2356, (2001).
[184] S. Ta˘nase-Nicola and J. Kurchan. Statistical-mechanical formulation of Lyapunov ex-
ponents. J. Phys. A, 36, 10299, (2003).
[185] S. Ta˘nase-Nicola and J. Kurchan. Topological methods for searching barriers and reac-
tion paths. Phys. Rev. Lett., 91, 188302, (2003).
[186] S. Ta˘nase-Nicola and J. Kurchan. Metastable states, transitions, basins and borders at
finite temperatures. Journal of Statistical Physics, 116, Nos. 5/6, (2004).
186
BIBLIOGRAPHY
[187] H. van Beijeren and J.R. Dorfman. A Note on the Ruelle Pressure for a Dilute Disor-
dered Sinai Billiard . J. Stat. Phys., 108, 767–785, (2002).
[188] H. van Beijeren and O. Mu¨lken. Thermodynamic formalism for the Lorentz gas with
open boundaries in d dimensions. Phys. Rev. E, 71, 036213, (2005).
[189] J. van Tiel. Convex Analysis: An Introductory Text. John Wiley, New York, (1984).
[190] R. van Zon, H. van Beijeren, and C. Dellago. Largest Lyapunov Exponent for Many
Particle Systems at Low Densities. Phys. Rev. Lett., 80, 2035–2038, (1998).
[191] A F Voter. Hyperdynamics: Accelerated Molecular Dynamics of Infrequent Events.
Phys. Rev. Lett., 78, 3908, (1997).
[192] D.J. Wales. Energy Landscapes. Cambridge University Press, (2003).
[193] G. Wentzel. A generalisation of the quantum constraints for the purposes of the wave
mechanics. Z. Physik., 38, 518–529, (1926).
[194] J. Wess and B. Zumino. Lagrangian model invariant under supergauge transformations.
Phys. Lett. B, 49, 52, (1974).
[195] W. E. Wiesel. Continuous time algorithm for Lyapunov exponents. I . Phys. Rev. E,
47, 3686–3691, (1993).
[196] E. Witten. Supersymmetry and Morse theory . J. Diff. Geom, 17, 661, (1982).
[197] H. Yoshida. Construction of higher order symplectic integrators. Phys. Lett. A, 150,
262, (1990).
[198] N.J. Zabusky and M.D. Kruskal. Interaction of Solitons in a Collisionless Plasma and
the Recurrence of Initial States. Phys. Rev. Lett., 15, 240, (1965).






Revues a` comite´ de lecture
P1 J. Tailleur, S. Ta˘nase-Nicola, J. Kurchan, Kramers Equation and Supersymmetry, J.
Stat. Phys. 122, 557-595 (2006)
P2 J. Tailleur, J. Kurchan, Probing rare physical trajectories with Lyapunov-Weighted Dy-
namics, Nature Phys., 3, 203-207, (2007)
P3 V. Lecomte, J. Tailleur A numerical approach to large deviations in continuous time,
J. Stat. Mech., P03004, (2007)
P4 J. Tailleur, J. Kurchan, V. Lecomte, Mapping out of equilibrium into equilibrium : the
macroscopic fluctuations of simple transport models, Accepte´e pour publication dans
Phys. Rev. Lett, Preprint arxiv/0705.4033
Actes de confe´rences
P5 J. Tailleur, S. Tanase-Nicola, J. Kurchan, Mapping Separatrix in Phase Space, Int. J.
Mod. Phys. B,20 : 5254 (2006)
P6 J. Tailleur, J. Kurchan, Grandes de´viations et chaoticite´ : e´tude a` l’aide d’une dy-
namique biaise´e, Comptes-rendus de la 10eRencontre du Non-Line´aire. Institut Henri
Poincare´. (NL Pub.)
189
