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An edge-based scheme on polyhedral meshes for
vector advection-reaction equations
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Abstract
We devise and analyze an edge-based scheme on polyhedral meshes
to approximate a vector advection-reaction problem. The well-posedness
of the discrete problem is analyzed first under the classical positivity hy-
pothesis of Friedrichs’ systems that requires a lower bound on the lowest
eigenvalue of some tensor depending on the model parameters. We also
prove stability when the lowest eigenvalue is null or even slightly negative
if the mesh size is small enough. A priori error estimates are established






. Numerical results are presented
on three-dimensional polyhedral meshes.
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1 Introduction
Let Ω be a polyhedral domain of Rd with d = 3 and consider a polyhedral mesh
of Ω. We use boldface fonts for Rd or Rd×d-valued quantities. The purpose of
this paper is to devise an approximation, using scalar degrees of freedom (dofs)
attached to the edges of a mesh, of the Rd-valued function u solving the vector
advection-reaction problem:
∇(β·u) + (∇×u)×β + µu = s a.e. in Ω, (1a)
u = uD a.e. on ∂Ω
−. (1b)
The Rd-valued advective field β is assumed to be Lipschitz continuous in Ω and
the Rd×d-valued reaction tensor µ is assumed to be bounded in Ω. The subset
∂Ω− ⊂ ∂Ω denotes the inflow part of the boundary where β·n < 0 with n the
unit outward normal to Ω.
The model problem (1) is encountered in various situations. For example,
it models the static advection of a magnetic field (u here) by a moving plasma
of velocity β and of anisotropic conductivity µ. In the context of differential
geometry, the operator ∇(β·u) + (∇×u)×β is the proxy of the Lie derivative
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R&D, 6 quai Watier, 78401 Chatou BP 49, France
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of a differential 1-form (also called circulation) in R3 (see Abraham et al. [1] or
Heumann [18]). The Lie derivative describes more generally the advection along
the vector field β of a differential form on a manifold. The model problem (1) is
also relevant to study, in the advection-dominant regime, the advection-diffusion
of a Rd-valued field, which is one the building blocks of the Oseen problem or
of the magneto-hydrodynamic problem. Using vector calculus rules, we observe
that
∇(β·u) = (∇β)tu+ (∇u)tβ, (2a)
(∇×u)×β = (∇u)β − (∇u)tβ, (2b)
where we have denoted ∇v the Jacobian matrix of v : Ω → R3 such that its
(i, j)-th component is ∂jvi. As a result, combining the two above equations
yields ∇(β·u) + (∇×u)×β = (∇u)β + (∇β)tu, so that the particular choice
µ = −(∇β)t yields the pure advection problem (with the more usual writing
(∇u)β = (β·∇)u in this context):
(β·∇)u = s a.e. in Ω, (3a)
u = uD a.e. on ∂Ω
−. (3b)
Edge-based schemes, that is, schemes using one scalar degree of freedom
(dof) per mesh edge, are rarely addressed in the literature despite the fact that
they are the natural way to discretize differential 1-forms, such as the electric
field in electromagnetism or the flow velocity in fluid mechanics. For the Maxwell
and the Stokes problem respectively, we mention for example the work of Za-
glmayr [25] and that of Girault [17] using Nédélec edge elements. In the context
of our problem (1), Heumann and Hiptmair proposed in [19] an H(curl; Ω)-
conforming discretization of arbitrary order using Nédélec edge elements on
simplicial meshes with a stabilization term in the spirit of the discontinuous
Galerkin method (see Lesaint & Raviart [22], or Johnson & Pitkäranta [20]). In
a different context and motivated by the discretization of the Lie derivative of
a 1-form, we mention the Ph.D. thesis of Palha [24] approximating on square
meshes a problem similar to (1) with the spectral element method. Based on
the work of Bossavit [7], Mullen et al. also studied in [23] an approximation
of (1) by extruding the edges of a simplicial mesh along the vector field β. All
of the above schemes are devised on either simplicial or tensor-product meshes.
The first salient contribution of this work is to devise an edge-based scheme
to approximate the model problem (1) on polyhedral meshes. The advantage of
considering polyhedral meshes is multifold; it allows for more flexibility when
meshing a complex geometry, it provides a natural framework to handle non-
matching mesh refinement and mesh coarsening by cell agglomeration, and it
may even yield lower computational costs and better accuracy compared to
the case of the simplicial meshes (see Bonelle’s Ph.D. thesis [3]). The analysis
framework for our scheme hinges on the notions of reduction and reconstruction
maps as, e.g., in the mimetic approach of Kreeft et al. in [21], see also Ger-
ritsma [16], or the Compatible Discrete Operator (CDO) approach of Bonelle &
Ern [5, 6]. In particular, we consider a reconstruction map defining piece-wise
constant vector-valued functions on an edge-based diamond partition of each
mesh cell. This map has been introduced by Codecasa et al. in [10] and has
been recently revisited in the context of CDO schemes in [5]. The novelty here
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is to perform the stability analysis in Lq-spaces for q ∈ [1,∞) and to prove a
quasi-local consistency result by composing the reconstruction map on the right
with a novel reduction map à la Clément that is stable for all integrable func-
tions on a macro cell collecting all diamonds attached to the cell edges. This
technique is key to establish an O(hq) convergence rate as soon as the weak





without invoking a more stringent
regularity assumption.
The second salient contribution of this work is to extend the well-posedness
analysis at the discrete level to the non-coercive case. Specifically, we introduce
an extended hypothesis on the problem coefficients (the fields β and µ) that
allows one to go beyond the classical (and somewhat restrictive) assumption à
la Friedrichs requiring the positivity of the minimal eigenvalue of the symmetric
tensor
σβ,µ = (∇β +∇βt)− (∇·β)Id + (µ+ µt) : Ω→ R3×3.
Under this hypothesis, the well-posedness of the discrete problem classically
hinges on a coercivity argument. However, this assumption is somehow restric-
tive; e.g. , the basic case of a constant vector field β with no reaction term
does not fulfill this hypothesis. Motivated by our recent work [8] related to
scalar advection-diffusion problem (see also the work of Deuring et al. in [11]
for face-based finite volume schemes), we propose to extend the analysis to
the non-coercive case where the minimal eigenvalue λ[ can take null or slightly
negative values. Even if our analysis is presented here for our scheme, we em-
phasize that the main idea can be adapted to other schemes, such as Nédélec
edge elements. We denote λ[ the minimal eigenvalue of σβ,µ over the domain
Ω, i.e.







where |·|`2 denotes the Euclidean norm induced by the Euclidean inner-product
(·, ·)`2 in Rd. Assuming that s ∈ L2(Ω), uD ∈ L2 (|β·n| ; ∂Ω) and that dist (∂Ω−, ∂Ω+) >
0 (with ∂Ω+ the outflow part of the boundary), we infer from Ern & Guermond
in [14] that the problem (1) is well-posed in the graph space Vβ(Ω) = {v ∈
L2(Ω) | (β·∇)v ∈ L2(Ω)} if the fields β and µ satisfy the following hypothesis:
(H1) λ[ > 0. We define the reference time τ = λ
−1
[ .
(H2) −Cλ < λ[ ≤ 0, where Cλ > 0 is a constant independent the mesh
size, and there exists a potential ζ ∈ W 1,∞(Ω) satisfying ζ ≥ 1 and
ess infΩ (−β·∇ζ) > 0. We define the reference time τ = (ess infΩ (−β·∇ζ))−1.
In the case of a continuously differentiable vector field β ∈ C1(Ω), the existence
of the potential ζ is proved by Devinatz et al. in[12, Lemma 2.3] by considering
the Cauchy problem dtx(t) = β(x(t)), x(0) = x0 ∈ Ω when the solution remains
in the domain Ω for a finite time only. As a result, the hypothesis (H2) is
satisfied if the vector field β has no closed curves and no stationary points in Ω.
The analysis of our polyhedral edge-based scheme under this second hypothesis
(H2) differs since the key idea is now to bound, at first-order in the mesh size,
the commutator between the reconstruction map and the multiplication by the
potential ζ. Using this technique, we can prove inf-sup stability (and infer the
same convergence rates as above) as soon as the mesh size is smaller than a
reference length that linearly depends on the quantity ||∇βt + µ||−1L∞(Ω). In
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particular, for the advective problem (3) (where µ ≡ −∇βt), inf-sup stability
holds with no restriction on the mesh size.
This paper is organized as follows. In Section 2, we introduce the notation
and the analysis tools on polyhedral meshes. In Section 3, we introduce the
edge-based reconstruction map and we present the numerical scheme with dofs
attached to edges. In Section 4, we state the main analytic results, namely, sta-
bility under hypothesis (H1) or (H2), boundedness and a priori error estimates






The proofs are postponed to Section 6 to facilitate the reading. Finally, we
present in Section 5 numerical results on three-dimensionnal polyhedral meshes.
A natural perspective for this work is to use the present scheme to discretize the
advective operator in the Oseen (and Navier–Stokes) equations, while using the
CDO scheme of [6] to discretize the Stokes operator in curl-curl formulation.
2 Notation and analysis tools on polyhedral meshes
We consider a general mesh M of Ω ⊂ Rd with d = 3, composed of polyhedral
cells c ∈ C (3-cells), planar faces f ∈ F (2-cells), straight edges e ∈ E (1-
cells), and vertices v ∈ V (0-cells). We collect the interior faces in the set
F◦ = {f = ∂c ∩ ∂c′ | c 6= c′ and c, c′ ∈ C}, and we define F∂ = F\F◦ the set
collecting boundary faces. For any A,X ∈ {V,E,F,C}, we define the subset Xa
with a ∈ A as {x ∈ X | a ⊂ ∂x} if the dimension of a is smaller than that of the
elements of X and as Xa = {x ∈ X |x ⊂ ∂a} otherwise. For example, the set
Ce = {c ∈ C | e ⊂ ∂c} collects all the mesh cells containing the edge e, whereas
the set Ec = {e ∈ E | e ⊂ ∂c} collects all the mesh edges contained in the cell c,
and so on. For any geometric entity x, we denote |x| its Hausdorff measure of
appropriate dimension. In this paper, we assume mesh regularity in the sense
that
• The mesh M := {V,E,F,C} defines a cellular complex (see Christiansen [9]),
i.e. the boundary of any k-cell, 1 ≤ k ≤ d (recall d = 3), is composed of
a uniformly finite number of (k − 1)-cells in M.
• Faces and cells are star-shaped with respect to their barycenters.
• Let xv denote the coordinates of v ∈ V in Rd. Let xf and xc denote the
coordinates of the barycenters of f ∈ F and c ∈ C, respectively, in Rd.
Then, the simplicial sub-mesh composed of the tetrahedra [xv,xv′ ,xf ,xc]
(where [x1, ...,xk+1] is the convex hull of the set {x1, ...,xk+1}) for all
c ∈ C, all f ∈ Fc and all e ∈ Ef with e = [xv,xv′ ] (see Figure 1, left
panel) is shape-regular in the usual sense of Ciarlet.
For every cell c ∈ C, we introduce the edge-based diamond partition Pc
which plays a central role in our analysis. We define Pc = ∪{pe,c; e ∈ Ec}




[xv,xv′ ,xf ,xc] with e = [xv,xv′ ] ,
see Fig. 1, right panel. Note that Pc is composed of #Ec diamonds and that


































































Figure 1: Left panel: tetrahedron [xv,xv′ ,xf ,xc]. Right panel: local diamond
pe,c.
the cardinal operator. Owing to the star-shaped property of faces and cells, we
have c = ∪{p; p ∈ Pc}. The skeleton of the global partition P = ∪{Pc | c ∈ C}
consists of the collection of all the triangular sub-faces defining the boundary
of each diamond pe,c. There are two types of sub-faces: intra-cell sub-faces
attached to a cell c ∈ C and collected in the set Fc = {f = ∂pe,c ∩ ∂pe′,c | e 6=
e′ and e, e′ ∈ Ec} so that f 6⊂ ∂c, (see Figure 2, left panel) and inter-cell sub-faces
attached to an interior face f ∈ F◦ and collected in the set Ff = {f = ∂pe,c ∩





























Figure 2: In blue. Left: intra-cell sub-face f = ∂pe,c ∩ ∂pe′,c ∈ Fc. Right:
inter-cell sub-face f = ∂pe,c ∩ ∂pe,c′ ∈ Ff .
faces are oriented by a fixed unit normal vector nf. For all f = ∂pe,c∩∂pe′,c ∈ Fc
with e, e′ ∈ Ec and nf pointing from pe,c to pe′,c, we define the jump and the
average, respectively, as







Similarly, for all f = ∂pe,c ∩ ∂pe,c′ ∈ Ff with c, c′ ∈ Cf , e ∈ Ef , and nf pointing
from pe,c to pe,c′ , we define








We denote |·|`2 the Euclidean and the Frobenius norm on Rd and Rd×d,
respectively. For every set ω ⊂ Ω, we denote Lq(ω) with q ∈ [1,∞] the Banach
space of Rd or Rd×d-valued functions v such that ||v||Lq(ω) := || |v|`2 ||Lq(ω) <∞.
















for all c ∈ C with hc the diameter of c, all p ∈ Pc, all f ∈ ∂p and all v ∈W 1,q(p)
with q ∈ [1,∞].
Proof. Observing that p ⊂ Pc is composed of two tetrahedra connected by a
sub-face f ∈ Fc, this result follows proceeding as in Ern & Guermond [15].
3 Discrete Scheme
3.1 Degrees of freedom
We consider an approximation of the continuous problem (1) with scalar dofs
attached to edges. We denote E ≡ R#E the linear space collecting these dofs
and we denote ve the entry of v ∈ E attached to the edge e ∈ E. We additionally
introduce the linear space Ec collecting the dofs attached to the subset Ec for
all c ∈ C. We denote v a generic element of E or Ec.
3.2 Reconstruction map
The global reconstruction map LE is defined locally, so that LE(v)|c = LEc(v),
for all c ∈ C. The local reconstruction map LEc : Ec → P0(Pc;Rd), where
P0(Pc;Rd) is composed of piece-wise constant Rd-valued polynomials over the




ve`e,c(x), ∀v ∈ Ec, ∀x ∈ c, (5)












δe,e′ , ∀e′ ∈ Ec, (6)
and δe,e′ is the Kronecker symbol equal to 1 if e = e
′ and 0 otherwise. Moreover,










see Fig. 3, and where nf̃c(e) is the unit normal vector to f̃c(e) satisfying nf̃c(e)·te ≥
0. The basis functions `e,c were first considered in the context of the Discrete
Geometric Approach by Codecasa et al. [10] and were recently revisited by
Bonelle & Ern in [5, 6] to build Hodge operators within the CDO framework.

































Figure 3: Local dual face f̃c(e).
(`1) [Unisolvence] For all e, e′ ∈ Ec, `e,c(x)·e′ = δe,e′ for all x ∈ pe′,c.
(`2) [Primal P0-consistency]
∑
e∈Ec `e,c(x)⊗e = Id for all x ∈ c.




The property (`1) relies on the geometric relation |pe,c| = 1d f̃c(e)·e whereas







The discrete scheme is formulated using the global bilinear form Aβ,µ : E×E →
R such that
Aβ,µ(u, v) = Aβ,µ(u, v) + A∂(β·n)−(u, v), (7)
where Aβ,µ approximates (1a) and A
∂
(β·n)− weakly enforces the boundary con-
dition (1b). The bilinear form Aβ,µ : E×E → R is composed of three bilinear
forms also defined on E×E :
Aβ,µ(u, v) := gβ,µ(u, v) + nβ(u, v) + sβ(u, v). (8)





and each local bilinear form gβ,µ;c results from the standard Galerkin approxi-











Using the identities (2) and since LEc(v) is piece-wise constant, we can reformu-







LEc(u) · LEc(v). (11)
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Because LEc(v) jumps across inter-cell and intra-cell sub-faces, we also consider







nβ;f (u, v), (12)
where the local bilinear forms nβ;x with x = f or x = c are defined as













sβ;f (u, v), (14)







The bilinear forms nβ and sβ are devised similarly to the discontinuous Galerkin
method; nβ corresponds to centered fluxes and nβ+sβ to upwind fluxes. Finally,
the Dirichlet boundary condition is weakly enforced by means of the bilinear




A∂α;f (u, v). (16)
The local bilinear form A∂α;f is defined as
A∂α;f (u, v) =
∫
f
αLEcf (u)·LEcf (v), (17)
with cf is the unique cell containing the boundary face f .
The discrete scheme consists in finding u ∈ E such that
Aβ,µ(u, v) = Σ(s,uD; v), ∀v ∈ E , (18)












4 Stability and error analysis
4.1 Properties of the reconstruction map
Proposition 4.1 (Stability). There exists C] > 0 such that
|||v|||q,c ≤ ||LEc(v)||Lq(c) ≤ C]|||v|||q,c,











Remark 4.2 (Alternative definition). In lieu of (20), we could also consider the
simpler discrete Lq-norm given by |||v|||qq,c = hd−qc
∑
e∈Ec |ve|
q. Owing to mesh
regularity, this definition is equivalent to (20) up to a uniform constant with
respect to the mesh-size. We prefer to use (20) since it simplifies the proof of
Proposition 4.1.
We introduce the reduction map RE : L








, ∀e ∈ E, (21)
where pe = ∪{pe,c; c ∈ Ce} is the diamond volume surrounding the edge e and
ĉ is the local diamond patch ĉ = ∪{pe; e ∈ Ec} surrounding the cell c; notice
that c ( ĉ. We also define the local reduction map REc : L
1(ĉ) → Ec from
definition (21) for all e ∈ Ec.
Remark 4.3 (De Rham’s map). Requiring more regularity, the usual de Rham’s
reduction map defined by RE(v)|e = |e|−1
∫
e
v·e for every e ∈ E can be used as
well, provided that v ∈H1+ε(Ω) [15] or v ∈ {w ∈H
1
2 +ε(Ω),∇×w ∈ L2+ε(Ω)}
[2] with ε > 0.
For each cell c ∈ C, we denote IEc the local interpolation operator obtained
by composing the local reconstruction map with the local reduction map, i.e.
IEc = LEc ◦ REc , so that IEc : L
1(ĉ)→ P0(Pc;Rd).
Proposition 4.4 (Consistency). For all c ∈ C and all U ∈ P0(ĉ;Rd) (so that
U is a constant function in ĉ), we have IEc(U) = U |c.
Lemma 4.5 (Interpolation error). There exists CInt > 0 such that for all c ∈ C
and all v ∈W 1,q(ĉ) with q ∈ [1,∞),
||v − IEc(v)||Lq(c) ≤ CInt hc |v|W 1,q(ĉ) , (22)
and for all p ∈ Pc,
||v − IEc(v)||Lq(∂p) ≤ CInt h
1− 1q
c |v|W 1,q(ĉ) . (23)
4.2 Well-posedness under (H1)










where the reference time τ > 0 is defined by assumption (H1) or (H2), |||·|||22 =∑
c∈C|||·|||22,c is the discrete L
2-norm with |||·|||2,c defined by (20), |·|2∂ = A∂|β·n|(·, ·)
is the semi-norm induced by the bilinear form A|β·n| defined by (17), and |·|
2
s :=
sβ(·, ·) is the semi-norm induced by the bilinear form sβ defined by (14).
Proposition 4.6 (Coercivity). Assume that (H1) holds. Then,
1
2
|||v|||2 ≤ Aβ,µ(v, v), ∀v ∈ E .
Consequently, the discrete problem (18) is well-posed.
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4.3 Well-posedness under (H2)
In this section, we address the stability of the bilinear form Aβ,µ under the hy-




where C] results from Proposition 4.1 and Lζ = |ζ|W 1,∞(Ω) is the Lipschitz con-
stant of ζ. If µ = −∇βt, we conventionally set h0 = +∞. Recalling that
λ[ denotes the smallest eigenvalue of the tensor σβ,µ over the domain Ω, we
assume that
1 + 2ϑτλ[ > 0 and h < h0 (1 + 2ϑτλ[) , (25)
where ϑ > 0 is a non-dimensional constant that linearly depends on ||ζ||L∞(Ω) +
CTC]Lζ max(|Ω|
1
d , ||β||L∞(Ω)τ). By convention, the second condition in (25) is
void if µ = −∇βt.
Proposition 4.7 (Inf-sup stability). Assume that (H2) and (25) hold. Then,
there exists % > 0 such that
%|||v||| ≤ sup
w∈E,|||w|||=1
Aβ,µ(v,w), ∀v ∈ E .
Consequently, the discrete problem (18) is well-posed.
In the proof of Proposition 4.7, the idea is to introduce a discrete test func-
tion ζv ∈ E defined as (ζv)e = ζ(xe)ve for all v ∈ E and for all e ∈ E. The
key argument to obtain the well-posedness of the discrete problem (18) under
hypothesis (H2) is then to bound the commutator δ defined as
δ(v)|c = LEc(ζv)− ζLEc(v), ∀v ∈ Ec, ∀c ∈ C. (26)
Lemma 4.8 (Bounds on δ). For all c ∈ C, we have
||δ(v)||L2(c) ≤ 2C]Lζhc|||v|||2,c, ∀v ∈ Ec. (27a)




c |||v|||2,c, ∀v ∈ Ec. (27b)
Table 1 recapitulates the different situations where the discrete problem (18)
is well-posed.
λ[ > 0 − 12ϑτ < λ[ ≤ 0
(H1) (H2)
µ = −∇βt µ 6= −∇βt
h ∈ R>0 h ∈ R>0 h ∈ (0, h0 (1 + 2ϑτλ[))
Table 1: Stability of the discrete problem (18) with respect to λ[ and the mesh-
size h.
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4.4 Bound on consistency error and a priori error estimate




|Aβ,µ(RE(u), v)− Σ(s,uD; v)| .
In what follows, the notation A . B stands for A ≤ CB where C is a positive
constant uniform with respect to the mesh size and the model parameters.
Lemma 4.9 (Bound on consistency error). Assume that the exact solution





























We can now state the main result of this paper which follows from Lem-
mata 4.5 and 4.9.
Theorem 4.10 (A priori estimate). Assume that the assumptions stated in
















































We investigate numerically the edge-based scheme (18) on four sequences of
three-dimensional polyhedral meshes. Each mesh is obtained as a uniform re-
finement of an initial mesh. Meshes from the first sequence, denoted H, are
composed of hexahedra, those from the second one, denoted PrT, are composed
of prisms with a triangular basis, those from the third one, denoted PrG, are
composed of prisms with a hexagonal basis, and those of the last one, denoted
CB, are composed of hexahedra with non-matching interfaces; see Figure 4. The
domain is the unit cube Ω := [0, 1]
3
. The exact solution corresponds to a
Taylor–Green velocity field, the advective vector field β is affine (see Figure 5,
left panel) and the reaction tensor µ is diagonal and constant:
u =
sin(πx) cos(πy/2) cos(πz/2)cos(πx/2) sin(πy) cos(πz/2)
cos(πx/2) cos(πy/2) sin(πz)
 , β = 1
2
(x− 2y)/2(y − 2x)/2
−z




EDF R&D Compatible Discrete Operator Schemes for Stokes Problem: Principles and First Results H-I83-2013-03326-EN
Version 1.0
M #V #E #F #C
H4 125 300 240 64
H8 729 1 944 1 728 512
H16 4 913 13 872 13 056 4 096
H32 35 937 104 544 101 376 32 768
Table 2: Features of Cartesian meshes
(a) H4 Mesh
(b) H8 Mesh
M #V #E #F #C
TU1 27 98 120 48
TU2 125 604 864 384
TU3 729 4 184 6 528 3 072
TU4 4 913 31 024 50 688 24 576
TU5 35 937 238 688 399 360 196 608
Table 3: Features of uniform tetrahedral meshes
(a) TU3 Mesh
(b) TU4 Mesh
M #V #E #F #C
T0 80 364 500 215
T1 488 2 792 4 308 2 003
T2 857 5 206 8 248 3 898
T3 1 601 10 037 16 148 7 711
T4 2 997 19 421 31 691 15 266
T5 5 692 37 998 62 787 30 480
T6 10 994 74 929 124 988 61 052
Table 4: Features of tetrahedral meshes
(c) T2 Mesh
(d) T3 Mesh
Accessibilité : Restreinte Page 29 sur 54 ©EDF SA 2013
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Version 1.0
M #V #E #F #C
PrT1 1 331 4 730 5 400 2 000
PrT20 9 261 34 860 41 600 16 000
PrT30 29 791 114 390 138 600 54 000
PrT 0 68 921 267 320 326 400 128 000
Table 5: Features of prism meshes
(a) PrT10 Mesh
(b) PrT20 Mesh
M #V #E #F #C
PrG10 3 080 7 200 5 331 1 210
PrG20 20 160 48 600 37 261 8 820
PrG30 63 240 154 200 119 791 28 830
PrG40 144 320 354 000 276 921 67 240
Table 6: Features of prism meshes with polygonal basis
(a) PrG10 Mesh
(b) PrG20 Mesh
M #V #E #F #C
CB2 97 216 156 36
CB4 625 1 536 1 200 288
CB8 4 417 11 520 9 408 2 304
CB16 33 025 89 088 74 496 18 432
CB32 254 977 700 416 592 896 147 456
Table 7: Features of checkerboard meshes
(a) CB4 Mesh
(b) CB8 Mesh
Accessibilité : Restreinte Page 30 sur 54 ©EDF SA 2013
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M #V #E #F #C
PrT10 1 331 4 730 5 400 2 000
PrT20 9 261 34 860 41 600 16 000
PrT30 29 791 114 390 138 600 54 000
PrT40 68 921 267 320 326 400 128 000
Table 5: Features of prism meshes
(a) PrT10 Mesh
(b) PrT20 Mesh
M #V #E #F #C
PrG10 3 80 7 2 0 5 331 1 210
PrG20 20 160 48 6 0 37 261 8 820
PrG30 63 240 154 2 0 119 791 28 830
PrG40 144 320 354 0 276 921 67 240
Table 6: Features of prism meshes with polygonal basis
(a) PrG10 Mesh
(b) PrG20 Mesh
M #V #E #F #C
CB2 97 216 156 36
CB4 625 1 536 1 200 288
CB8 4 417 11 520 9 408 2 304
CB16 33 025 89 088 74 496 18 432
CB32 254 977 700 416 592 896 147 456
Table 7: Features of checkerboard meshes
(a) CB4 Mesh
(b) CB8 Mesh
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Table 5: Features of prism meshes
(a) PrT10 Mesh
(b) PrT20 Mesh
M #V #E #F #C
PrG10 3 080 7 200 5 331 1 210
PrG20 20 160 48 600 37 261 8 820
PrG30 63 240 154 200 119 791 28 830
PrG40 144 320 354 000 276 921 67 240
Table 6: Features of prism meshes with polygonal basis
(a) PrG10 Mesh
(b) PrG20 Mesh
M #V #E #F #C
CB2 97 216 156 36
CB4 625 1 536 1 200 288
CB8 4 417 11 520 9 408 2 304
CB16 33 025 89 088 74 496 18 432
CB32 254 977 700 416 592 896 147 456
Table 7: Features of checkerboard meshes
(a) CB4 Mesh
(b) CB8 Mesh
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Figure 4: Examples of meshes from the four sequences. From left to right: hex-
ahedral mesh (H), prismatic mesh with triangular basis (PrT), prismatic mesh
with hexagonal basis (PrG), and Checkerboard mesh with non-matching inter-
faces (CB).
Note that ∇·β = 0 and that th eigenvalues of the tensor σβ,µ are {0, 12 ,
5
2}, so
that the discrete scheme (18) is well-posed owing to Proposition 4.7 if the mesh
size is small enough.
We perform a convergence study by computing the relative discrete L2-error





with the norm |||·|||2 on every cell of the mesh by (20). The convergence rates,
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Figure 5: Left panel: inflow boundary ∂Ω− in blue and some streamlines of the
vector field β. Right panel: Discrete errors on H (
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shown in the right panel of Figure 5, lie between 12 and 1 for the PrT and PrG
mesh sequences and are closer to 1 for the H and CB mesh sequences. Note
that the considered meshes being quasi-uniform, we have h ∼ (#E)−1/3; the
reference slopes indicated in Figure 5 are based on this scaling, i.e., are with
respect to h. Table 6 provides additional information on the computational costs
by reporting the size of the linear system (#E), the mean stencil St, the values
of the discrete error ErE(u), and the ratios #E/#V and #E/#C, indicating
that the present scheme may involve less dofs than traditional Finite Volume
schemes placing Rd-valued unknowns at mesh vertices or at mesh cells. Note
that owing to the Euler–Poincaré characteristic formula (in dimension d = 3;













3.0e+02 21 3.9e-01 2.40 4.69
1.9e+03 25 1.8e-01 2.67 3.80
1.4e+04 28 9.4e-02 2.82 3.39






4.7e+03 38 2.4e-01 3.55 2.37
3.5e+04 46 1.5e-01 3.76 2.18
1.1e+05 48 1.1e-01 3.84 2.12






7.2e+03 83 2.2e-01 2.34 5.95
4.9e+04 110 1.4e-01 2.41 5.51
1.5e+05 120 1.1e-01 2.44 5.35






1.5e+03 112 3.6e-01 2.46 5.33
1.2e+04 144 1.8e-01 2.61 5.00
8.9e+04 162 9.8e-02 2.70 4.83
7.0e+05 180 5.1e-02 2.75 4.75
Figure 6: Mean stencil St and discrete error ErE(u) for the H (upper left panel),
PrT (upper right panel), PrG (lower left panel), and the CB (lower right panel)
mesh sequences.
Remark 5.1 (Stabilization parameter). As observed in Bonelle et al. [4], one





















, ∀e′ ∈ Ec.
Numerical experiments show that it is possible to replace the parameter d−1 by a
positive value that is reasonably close to d−1; however, in the stability analysis,
this modification impacts the property (`1) which is used to obtain the lower
bound in Proposition 4.1.
6 Proofs
6.1 Properties of the reconstruction map
Proof of Proposition 4.1. Let c ∈ C, let v ∈ Ec and let q ∈ [1,∞).
(i) Lower bound. Owing to the definition (5) of LEc , we have for all e ∈ Ec,





































Hence, the expected lower bound follows from ||ae||qLq(pe,c) =
|pe,c|
|e|q .








Since ||`e,c||qLq(c) ≤ |c|||`e,c||
q



















that is uniformly bounded owing to mesh regularity, yielding the expected upper
bound. Specifically, a straightforward calculation shows that






































Proof of Proposition 4.4. Let c ∈ C and let e′ ∈ Ec. The consistency property













U = U .
Proof of Lemma 4.5. Let c ∈ C and let v ∈W 1,q(ĉ) with q ∈ [1,∞). Owing to
the triangle inequality and the P0-consistency of the reconstruction map from
Proposition 4.4, we infer that
||v − IEc(v)||Lq(c) ≤ ||v − vĉ||Lq(c) + ||IEc(v − vĉ)||Lq(c)
with vĉ = |ĉ|−1
∫
ĉ
























where we have used that |pe,c| ≤ |pe| to infer the last inequality. Owing to









q′ = 1. Since ||1||
q
Lq′ (pe)





Using this estimate and the upper bound from Proposition 4.1, we obtain
||IEc(v − vĉ)||Lq(c) ≤ C]|||REc(v − vĉ)|||q,c ≤ C]||v − vĉ||Lq(c),
so that ||v − IEc(v)||Lq(c) ≤ (1 + C])||v − vĉ||Lq(c). Hence, ||v − IEc(v)||Lq(c) ≤
















where pe,c consists of two tetrahedra, so that ĉ is composed of 2
∑
e∈Ec #Ce
tetrahedra connected through elements of Fc and Ff with f ∈ Fc. Then, pro-
ceeding as Ern & Guermond in [15, Lemma 5.7], we infer that the quantity φĉ,q
is uniformly bounded for all c ∈ C and all q ∈ [1,∞).
6.2 Well-posedness under (H1)
Proof of Proposition 4.6. Let c ∈ C and consider v,w ∈ Ec. The definition of































with nc the unit outward normal vector to c, so that recalling the definition (13)
of nβ;c, we infer that∑
c∈C
























































so that, using the definition (12) of nβ, we arrive at


















Recalling the definition (7) of Aβ,µ and combining the above relation with the
bilinear forms sβ and A
∂















The expected result is inferred from (H1) .
6.3 Well-posedness under (H2)
Proof of Lemma 4.8. Let v ∈ E and let c ∈ C.




ζ. Since LEc(ζcv) = ζcLEc(v) because ζc is constant, we have δ(v)|c = (ζ−
ζc)LEc(v)− LEc((ζ− ζc)v), so that the triangle inequality, the Hölder inequality
and the upper bound in Proposition 4.1 yield
||δ(v)||L2(c) ≤ ||ζ − ζc||L∞(c)||LEc(v)||L2(c) + ||LEc((ζ− ζc)v)||L2(c)
≤ C]||ζ − ζc||L∞(c)|||v|||2,c + C]|||(ζ− ζc)v|||2,c
≤ 2C]||ζ − ζc||L∞(c)|||v|||2,c.
Observing that ||ζ − ζc||L∞(c) ≤ Lζhc, the expected result follows.
(ii). Proof of (27b). Let p ∈ Pc and let f ⊂ ∂p. Owing to the multiplicative
trace inequality (4), we have























in the Cartesian basis of Rd and where ∂i is the weak derivative in the direc-









`2 . As a result, |δ(v)|H1(p) ≤ Lζ ||LEc(v)||L2(p).
Moreover, proceeding as in (i), we infer that ||δ(v)||L2(p) ≤ 2Lζhc|||LEc(v)|||L2(p).





Then, summing over Ff and using the upper bound of Proposition 4.1 yield the
expected result.
In what follows, we consider the non-dimensional number ωζ = Lζ max(|Ω|
1
d , ||β||L∞(Ω)τ).
Lemma 6.1 (Multiplicative stability). There exists Cζ > 0 independent of the





|||v|||, ∀v ∈ E .














= T1 + T2 + T3 + T4.
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We want to use the Lipschitz regularity of ζ to bound separately these terms
by |||v|||2. We recall the notation ζc = |c|−1
∫
c
ζ from the proof of Lemma 4.8.









τ−1|||(ζ− ζc)v|||22,c = T1,1 + T1,2.











c |||v|||22,c ≤ L2ζh2c |||v|||2. Combining these two bounds with hc ≤ |Ω|
1
d













sβ;c (ζcv, ζcv) +
∑
c∈C
sβ;c ((ζ− ζc)v, (ζ− ζc)v) = T2,1 + T2,2,
and we have directly that T2,1 ≤
∑




bound T2,2, we use the multiplicative trace inequality (4) and that LEc is piece-
















where Pf = {p ∈ P | f ⊂ ∂p}. Observing that the boundary of each diamond
pe,c is composed of 4 sub-faces in Fc, exchanging the sums yields
sβ;c((ζ−ζc)v, (ζ−ζc)v) ≤ 8C2T ||β||L∞(c)
∑
p∈Pc
h−1c ||LEc((ζ−ζc)v)||2L2(p) = 8C
2
T ||β||L∞(c)h−1c ||LEc((ζ−ζc)v)||2L2(c),
Owing to upper bound from Proposition 4.1, the Lipschitz regularity of ζ, and
the definition of ωζ , we infer that
sβ;c((ζ−ζc)v, (ζ−ζc)v) ≤ 8C2TC2] ||β||L∞(c)h−1c |||(ζ−ζc)v)|||22,c ≤ 8C2TC2] ω2ζτ−1|||v|||22,c.
























where nF,∂ = (maxc∈C #(Fc ∩ F∂)) is the naximal number of boundary faces
that a mesh cell can have.
17





sζ2β;f (v, v) +
∑
f∈F◦
∆f (v) = T4,1 + T4,2,
with ∆f (v) = sβ;f (ζv, ζv)−sζ2β;f (v, v). Observing that sζ2β;f (v, v) ≤ ||ζ||2L∞(f)sβ;f (v, v)
for all f ∈ F◦, it follows that T4,1 ≤ ||ζ||2L∞(Ω)|||v|||
2. To bound the second term











Then, applying Young’s inequality and the trace inequality (27b) yields
|∆f (v)| ≤ 2
∫
f







hc|||v|||22,c + ||ζ||2L∞(f)sβ;f (v, v).
As a result, since #Cf = 2 for all f ∈ F◦ and introducing ωζ , we infer that
T4,2 ≤ 32C2TC2] ω2ζτ−1|||v|||22+||ζ||2L∞(Ω)
∑
f∈F◦



















(v) Conclusion. The expected inequality then follows from the above four
bounds.






Let us take w = ζv+θv with θ > 0 to be chosen below. We infer from Lemma 6.1
that







so that it remains to prove that Aβ,µ(v,w) & |||v|||2. First, we split Aβ,µ as
follows:
Aβ,µ(v,w) = Aβ,−∇βt+ 12 (∇·β)Id(v,w) + Hµ+∇βt− 12 (∇·β)Id(v,w) = T1 + T2,







for all α ∈ L∞(Ω). Let us bound from below the two terms T1 and T2.
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(i) Bound on T1. We bound from below this term by considering the follow-
ing decomposition
T1 = Aβ,−∇βt+ 12 (∇·β)Id(v,w) = Aζβ,−∇(ζβ)t+ 12 ζ(∇·β)Id(v, v)
+ Aβ,−∇βt(v, ζv)− Aζβ,−∇(ζβ)t(v, v)
+ H 1
2 (∇·β)Id
(v, ζv)− H 1
2 ζ(∇·β)Id
(v, v)
+ θAβ,−∇βt+ 12 (∇·β)Id(v, v) = T1,1 + T1,2 + T1,3 + T1,4.








LEc(v)·σζβ,−∇(ζβ)t+ 12 ζ(∇·β)Id·LEc(v) + A
∂








LEc(v)·σζβ,−∇(ζβ)t+ 12 ζ(∇·β)Id·LEc(v) + A
∂
|β·n|(v, v) + sβ(v, v)
)
,
since ζ ≥ 1. Then, observing that σζβ,−∇(ζβ)t+ 12 ζ(∇·β)Id = −β·∇ζ Id and
using hypothesis (H2) together with the lower bound from Proposition (4.1),
we infer that T1,1 ≥ 12 |||v|||
2. The next step consists in bounding the perturbation
term T1,2. To do so, we recall the identity (11) for gβ,µ;c, and we observe that

















Now, introducing the function δ(v) locally defined by (26) and recalling that
β ∈W 1,∞(Ω), ζ ≥ 1, and ζ ∈ W 1,∞(Ω), , so that ζ{{LEc(v)}} = {{ζ LEc(v)}}, we
observe that












for all x ∈ F◦ or x ∈ C, and
A∂(β·n)−,f (v, ζv)− A
∂




















In addition, observing that σβ,−∇βt+ 12 (∇·β)Id ≡ 0 and using the identity (29),
we have










so that combining this expression with the above estimate yields
T1,2 ≤ 12
(




















where Cδ > 0 depends exclusively on the numerical constants CT and C]. Now,
we collect the bounds on T1,1 and T1,2 and we apply Young’s inequality to obtain
Aβ,−∇βt+ 12 (∇·β)Id(v,w) ≥
1
4
|||v|||2 + (θ − C2δω2ζ )Aβ,−∇βt+ 12 (∇·β)Id(v, v) + T1,3.
As a result, choosing θ = C2δω
2
ζ yields
Aβ,−∇βt+ 12 (∇·β)Id(v,w) ≥
1
4
|||v|||2 + T1,3. (30)
(ii) Bound on T2. First, we rewrite this term as:
T2 = θHµ+∇βt− 12 (∇·β)Id(v, v)
+ Hζ(µ+∇βt− 12 (∇·β)Id)
(v, v)
+ Hµ+∇βt− 12 (∇·β)Id(v, ζv)− Hζ(µ+∇βt− 12 (∇·β)Id)(v, v) = T2,1 + T2,2 + T2,3.

















where we have used hypothesis (H2) (recall that λ[ ≤ 0) and the upper bound
















ϑ|||u|||22 + T2,3, (31)
with ϑ = C2] (θ + ||ζ||L∞(Ω)).






ϑτ−1|||v|||22 + T1,3 + T2,3.
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We observe that
T1,3 + T2,3 = H 1
2 (∇·β)Id
(v, ζv)− H 1
2 ζ(∇·β)Id
(v, v) + Hµ+∇βt− 12 (∇·β)Id(v, ζv)− Hζ(µ+∇βt− 12 (∇·β)Id)(v, v)









Applying successively the Hölder inequality, the inequality (27a) and the upper























exists %′ > 0 such that Aβ,µ(v,w) ≥ %′|||v|||2, as soon as λ[ and h satisfy (25).
6.4 Bound on consistency error and a priori estimate
Proof of Lemma 4.9. Let y|c = (u− IE(u))|c for all c ∈ C. Note that y|∂p ∈
Lq(∂p) for all p ∈ Pc. Let v ∈ E . Owing to the definitions of Aβ,µ and Σ, it

































Indeed, the first term T1 is obtained using the definition (11) of gβ,µ;c together

















∇· (β y·LEc(v)) ,
holding for all c ∈ C and all v ∈ Ec. The terms T2 and T3 result from the
rightmost term of the relation (28) and the fact that (β·n)[[u]]|f ≡ 0 for all
f ∈ Fx. Finally, the term T4 is inferred observing that uD = u|∂Ω. It remains
to bound these four terms. First, let us consider T1. Let q ∈ [1, 2] and denote
q′ ≥ 2 its conjugate number, i.e. , 1 = 1/q + 1/q′. From the Hölder inequality,
we infer that∣∣∣∣∫
c
(∇β + µt − (∇·β)Id)LEc(v)·y
∣∣∣∣ ≤ N∞||y||Lq(c)||LEc(v)||Lq′ (c),
with N∞ = ||∇β + µt − ∇·βId||L∞(c). Then, using a local inverse inequality
(see [13, Lemma 1.138]), we infer that∣∣∣∣∫
c
(∇β + µt − (∇·β)Id)LEc(v)·y
∣∣∣∣ ≤ N∞hθc ||y||Lq(c)||LEc(v)||L2(c),
21































Moreover, recalling that q′ ≥ 2 so that |·|`q′ ≤ |·|`2 , and using the upper bound


















To bound the two terms T2 and T3, we consider a sub-face f ∈ Fx for all x ∈ X
with X ∈ {F◦,C}. As above, the Hölder inequality yields∣∣∣∣∫
f
(β·nf)[[LE(v)]]·{{y}}
∣∣∣∣ ≤ ||β|| 12L∞(f)||{{y}}||Lq(f)|||β·nf| 12 [[LE(v)]]||Lq′ (f),
so that using a local inverse inequality, we obtain∣∣∣∣∫
f
(β·nf)[[LE(v)]]·{{y}}
∣∣∣∣ ≤ hθ′f ||β|| 12L∞(f)||{{y}}||Lq(f)|||(β·nf)| 12 [[LE(v)]]||L2(f),







































Next, owing to the definitions (12) and (14) of nβ and sβ respectively, the mesh
regularity and recalling the inequality |a± b|q ≤ 2q−1(|a|q + |b|q), we infer that













 1q sβ(v, v) 12 .













 1q A∂|β·n|(v, v) 12 ,
and the expected result follows from the above bounds.
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