Features of images are often used for cast shadow removal. A technique based on using only a single feature cannot universally distinguish an object pixel from a shadow pixel of a video frame. On the other hand, the use of multiple features increases the computational cost of a shadow removal technique considerably. In this paper, an efficient yet simple method for cast shadow removal from video sequences with static background using multiple features is developed. The basic idea of the proposed technique is that a simultaneous use of a small number of multiple features, if chosen judiciously, can reduce the similarity between object and shadow pixels without an excessive increase in the computational cost. Using the features of gray levels, color composition and gradients of foreground and background pixels, a method is devised to create a complete object mask. First, based on each of the three features, three individual shadow masks are constructed, from which three corresponding object masks are obtained through a simple subtraction operation. The object masks are then merged together to generate a single object mask. Each of the three shadow masks is created so as to cover as many shadow pixels as possible, even if it results in falsely including in them some of the object pixels. As a result, the subsequent object masks may lose some of these pixels. However, the object pixels missed by one of the object masks should be able to be recovered by at least one of the other two, since they are generated based on features complementary to the one used to construct the first one. The final object mask obtained through a logical OR operation of the three individual masks can, therefore, be expected to include most of the object pixels. The proposed method is applied to a number of video sequences. The simulation results demonstrate that the proposed method provides a mechanism for shadow removal that is superior to some of the recently proposed techniques without imparting an excessive computational cost.
I. Introduction
Segmentation of moving objects from a video sequence is essential in many vision-based applications, such as object recognition, video surveillance and security. For the purpose of segmenting a moving object, the frame of a video sequence containing an object can be regarded to consist of the moving object of interest, its cast shadow and the background. Segmenting a moving object is essentially a construction of an object mask that requires removal not only of the background but of the cast shadow. Segmentation of a moving object from a video sequence is a difficult task in view of the fact that cast shadow moves along with the object even if the background is static.
For a video captured with a fixed camera, Gaussian mixture model (GMM) has been conventionally used to build a background model and then used to generate a static background and a foreground that consists of the moving objects and its cast shadow [1] . In order to remove the cast shadow from the foreground, features such as gray levels, colors and textures have been used in the literature. The method in [2] uses only one feature, namely, the gray level, for the removal of cast shadow. However, if the gray levels of some of the pixels of the object and those of the corresponding 2 background pixels are similar, then, in this method, these object pixels may also be regarded as part of the shadow. The method in [3] has used the fact that the color compositions of the cast shadow pixels are similar to that of the corresponding background pixels. However, some object pixels may be mistaken as shadow pixels when their color composition is similar to that of the background. Thus, it is difficult to distinguish between an object pixel and a shadow pixel by using a single feature when these two pixels are similar with respect to this feature. In order to overcome this problem, multiple features have been used for shadow removal [4] - [7] . In systems using multiple features, multiple modules, one of each feature, are employed. In [4] and [5] , the shadow removal schemes have been developed, in which modules corresponding to the individual features operate in a sequential manner. A drawback of these schemes is that a useful information neglected by a single module could be completely lost or an unnecessary information could propagate through the entire sequential system. In [6] and [7] , architectures for shadow removal have been proposed in which the individual modules operate in parallel. These parallel shadow removal systems provide a superior performance, since each module operating on the same original foreground image can more effectively produce results complementary to one another.
The methods of cast shadow removal using parallel architectures mentioned above are based on choosing a set of complementary features, constructing an object mask corresponding to each of the features chosen, and finally merging them into a single mask. The performance accuracy of these methods depends predominantly on the effectiveness of the techniques in utilizing the complementarity of the features used, and their complexity depends not only on the number of features employed, but also on the simplicity of schemes employed for creating the individual object masks and merging them into a single object mask. In this paper, a simple and efficient method for the removal of cast shadow from a segmented foreground of a frame of video sequences is developed by using the gray level, color composition and gradient features of the image pixels. Similar to other existing methods, the proposed scheme constructs individual masks corresponding to each of the features used. However, unlike existing methods, a greater emphasis is placed in the proposed method in maximizing the detection of shadow and object pixels in creating the respective masks. This is so done by maximizing the likelihood of including each shadow pixel in all of the shadow masks through the use of appropriate threshold parameters even if it does result in falsely including an object pixel in some of shadow masks. At the same time, it is ensured that the likelihood of getting the same object pixel to appear simultaneously in all the shadow masks is minimized by an efficient utilization of the complementarity of the features. The proposed method developed based on this strategy is shown to increase the performance of shadow removal as well as to reduce the complexity.
II. Proposed Method
The guiding principle in choosing an appropriate set of features is that an object pixel and a shadow pixel must not be similar to each other simultaneously with respect to all the features chosen. Thus, as the number of features chosen becomes increasingly large, it becomes increasingly less likely that an object pixel is found similar to a shadow pixel simultaneously with respect to all the features chosen. However, the use of a very large set of features would inevitably be computationally very expensive. Hence, the challenge is to employ a small number of features chosen judiciously, and still be able to distinguish an object pixel from a shadow pixel effectively. In the proposed method, we use a set of features consisting of gray levels, color composition and pixel gradients. With this choice for the set of features, an object pixel and a shadow could be very similar, for example, with respect to the gray level and color composition if their three RGB color components are similar. However, it is very unlikely that the two pixels are also similar with respect to the third feature, namely, the pixel gradients. Our objective is to develop a simple scheme for shadow removal using this set of features.
The proposed shadow removal scheme is depicted through the block diagram of Figure 1 . In this scheme, three modules, each operating on the same foreground image and using one of the three features, is used to produce three binary shadow masks. The shadow masks are then used to create the corresponding object masks by a subtraction operation (an XOR operation) of the individual shadow masks from the foreground mask obtained through a binarization operation of the foreground image. Finally, the three object masks are merged by carrying out a logical OR operation to generate an overall object mask. The objective of the proposed method is to generate an overall (final) object mask that captures all the object pixels and does not include any of the pixels belonging to the shadow. Since the final object mask O F is obtained via a logical OR operation of the three intermediate object masks, none of the object masks, O G , O C and O D , must, therefore, include a shadow pixel and an object pixel must be included in at least one of them. In order to achieve this goal, the three shadow masks, S G , S C and S D , must meet the following two requirements:
(1) Each shadow mask must capture all the shadow pixels; (2) An object pixel must not be mistakenly detected as a shadow pixel in all the three shadow masks simultaneously.
In view of the fact that three different features are used to create the three shadow masks, the condition (2) is less stringent in the sense that the second condition would likely be met more easily than the first one. Hence, we should make sure that each shadow mask captures as many shadow pixels as possible even if this is achieved at the expense of some of the object pixels being mistakenly detected as shadow pixels.
Detection of Shadow Pixels Based on Gray Levels
In the proposed method, the detection of shadow pixels using gray level information is based on the luminance enhanced method [2] , which is adapted to capture as many shadow pixels as possible even at the expense of mistaking an object pixel to be a shadow pixel.
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It is observed that the gray level difference between the background and shadows is generally smaller than that between the objects and the background. Adding a small positive constant δ to all the non-zero pixels in the foreground image of the tth frame
If δ is appropriately chosen, the gray level difference between the background and shadow will become zero or get reduced, whereas, that between the background and the objects still remain significant. If B (t) denotes the background image of the tth frame, the difference between the modified foreground and the background is given by
t D
where 0 is a small positive constant. Then, a shadow mask is computed as
The gray level difference between the background and shadow is generally not a constant, and varies from area to area.
Thus, using a very small δ would generally not reduce the difference
Y given by (3) to zero. However, a large value δ may produce a () t E Y in which the gray level difference between some pixels of the objects and those of the background may be comparable to the gray level difference between the shadow and the background. In other words,
pixel position in the object may be similar to that in parts of the shadow. Ideally, the value of δ should be made signal dependent, instead of keeping it constant. This, however, would increase the complexity of the proposed method. As mentioned previously, the emphasis in constructing the shadow mask is on a complete coverage of the shadow pixels, even if this is achieved at the risk of mistaking some of the object pixels as shadow pixels. The various steps of the graylevel-based detection process are given in Algorithm 1.
Detection of Shadow Pixels Based on Color Composition
The construction of the shadow mask
S in Section 2.1 is aimed at capturing all the shadow pixels; however, it may also include some of the object pixels having gray levels similar to that of the corresponding background pixel. Thus, the subsequent object mask
O resulting from this shadow mask will miss these pixels. The color feature of these pixels, however, may be different from that of the background pixels. Thus, in such a situation, we can make use of the color feature in the formation of the shadow mask without mistaking these object pixels as shadow pixels.
It is known that under normal illumination condition, the color composition of an individual pixel inside the main body of a shadow remains approximately the same as that of the corresponding pixel in the background. This characteristic of shadow formation has been referred to as color invariance property [3] . The ratio of the three color components, R, G and B, of a pixel satisfying this property is the same as that of the corresponding background pixel. However, the pixels on or near the boundary of the shadow, in general, do not satisfy this property. Therefore, a shadow formed under normal illumination condition have two regions: the umbra region consisting of the majority of the pixels in the interior of the shadow that satisfy the color invariance property, and the penumbra region consisting of a minority of the border shadow pixels for which this property is not satisfied. Using the color information of the un-shadowed background, one can identify the umbra shadow pixels in the foreground. In the proposed method, we use the RGB color space instead of the HSV color space in order to simplify the computation. 
Algorithm 1 Computation of a shadow mask based on pixel gray levels
Since the three ratios for a pixel in an object vary considerably from one another than that in the case when the pixel is in the shadow, we can use the variance of the three ratios to distinguish an object pixel from the shadow pixel in the foreground. Denoting the variance of the three ratios corresponding to an (i, j)th pixel in the tth frame by
shadow mask based on color feature can be constructed as
where C is a pre-specified small positive constant. The object pixels having gray levels similar to the corresponding background pixels, and therefore, mistakenly included in 
Begin:
At time t, get the color foreground according to the gray level foreground produced by the GMM algorithm.
Represent the three color components of the background by R B , G B and B B in RGB system.
Represent the three color components of the foreground by
Compute the three ratios
R i j using (5), (6) and (7).
else
;
end if
Compute the variance
Compute the value of () ( , )
t C S i j using (8).
Detection of Shadow Pixels Based on Pixel Gradients
If an object pixel has both the color composition and gray level similar to those of the corresponding background pixel, this pixel will be included in both gray level and color-based shadow masks. Therefore, another technique for a shadow mask construction based on a feature that can handle this kind of situation more effectively needs to be developed. We now develop such a technique based on pixel gradient feature of the image.
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It is known that the pixel gradient information of the object is usually very different from the background. It is assumed that there are more gray level variations in the object than that in the background. One can, therefore, use the gradient of the foreground image to detect shadow pixels. We use the Sobel operator to calculate a gradient. Then, the magnitude of the gradient G (t) is used to construct a shadow mask as
,? ( , )
where D is a pre-specified small positive constant. Algorithm 3 gives the steps of the process of the pixel-gradientsbased detection of shadow pixels.
As discussed earlier, our objective in the construction of the shadow masks is to capture simultaneously in all of them as may shadow pixels as possible. The achievement of this goal can be facilitated by choosing the threshold parameters 0, C and D to have reasonably large values. However, a choice of large values for these parameters may lead to many of the object pixels to be mistakenly included in one or more of the shadow masks. This would be acceptable as long as the same object pixel is not included in the shadow masks S G , S C and S D simultaneously. Note that an object pixel being included in all the shadow masks would happen in the case when gray level and color composition of such a pixel are the same as that of the corresponding background pixel as well as this object pixel has a low gradient value. Our proposed technique is, therefore, based on the assumption that such a situation would occur infrequently for most of the real images.
Creation of the Final Object Mask
As explained earlier, each of the three shadow masks, obtained by using a distinct feature, is subtracted from the foreground mask in order to create a corresponding object mask. Recall that our objective is to include each object pixel in at least one of the three object masks,
O . Note that an object pixel has a greater likelihood to be captured by
O . The reason for this is as follows: Two pixels, one belonging to the object and the other to the shadow, are more contrasted from each other when their gradient features are used than in the case of using gray level or color features, since in the computation of the gradient of a pixel, its local neighborhood information, instead of the pixel information, is used.
As shown in Figure 1 , the three object masks, O G , O C and O D are combined using a logical OR operation in order to obtain a single object mask O F . As stated earlier, our objective is not to miss out a shadow pixel in any of the three shadow masks, so that none of the object masks would have included in it a shadow pixel. Therefore, in order to include all the shadow pixels in each of the shadow masks, we propose to use reasonably large values for the threshold parameters 0, C and D. We now discuss the following two situations in which despite the choices of large values for C and D, the shadow masks S C and S D may still miss some of the shadow pixels, and therefore, subsequently, included in
(1) In the construction of the shadow mask based on color, we have used the color invariance property, that is, the color composition of a pixel is not affected by the shadow. It means that the three components of the color are modulated by a same positive constant. However, in some cast shadow areas, such as in penumbra regions, the three color components of a pixel are modulated differently because of different light sources forming the projection of the object. A choice of a small value for C may be sufficient to detect most of the umbra pixels, whereas a relatively 8 large value of C may not be adequate to detect some of the penumbra pixels. Such pixels may, therefore, be detected as object pixels and excluded from S C , and consequently, get included in the subsequent object mask O C . 
Begin:
At time t, get B (t) and
Compute the magnitude of the gradient (t) () , G i j using SOBEL operator. Thus, such a pixel does not satisfy the color invariance property. As a result, these two shadows are overwhelmingly of the penumbra type. Figure 2(b) is the corresponding object mask resulting from the use of the method of forming shadow mask described in Section 2.2. It is seen that the interior pixels in the left shadow (umbra region) are almost
completely removed, whereas a large number of small clusters of pixels in the penumbra regions of these shadows still remain in the object mask. These pixels could be removed if the value of the threshold parameter C is further increased, but this would be done at the expense of losing a very large number of the object pixels from the object mask.
(2) The shadow mask S D has been constructed using the pixel gradients. The construction of this mask is based on the assumption that the variations in gray levels of the object pixels are larger than that of the shadow pixels. However, in reality, some of the shadow pixels, especially the edge pixels, having relatively large gradients, would be regarded as object pixels and consequently excluded from the shadow mask S D , included in the subsequent object mask O D . Figure 3 illustrates an example of such a situation. Figure 3(a) is an original gray level frame of a sequence and It is clear that for above two cases, O C and O D would be affected in the sense that they will also have some shadow pixels considered as object pixels. Therefore, a direct OR operation on the pixels of O G , O C and O D would result in a final object mask O F including these shadow pixels. As discussed above, the shadow pixels appearing in O D and O C have, respectively, a structure of thin lines and isolated clusters of some small numbers of pixels. We, therefore, propose to make use of the morphological opening operation [8] in order to remove these artifacts from O F . To apply the morphological opening operation, the merging operation on the three individual object masks in Figure 1 is modified as shown in Figure 4 . Since O C and O D could be affected by the inclusion of the two types of shadow pixels, these two masks are first combined into a single object mask O CD using a logical OR operation and then subjected to a morphological opening operation with a pre-specified coefficient to generate a subsequent object mask O CDM . This mask is finally combined with O G using a logical OR operation to obtain the final object mask O F .
(a) (b) (c) Figure 4 Modified scheme of the proposed method.
III. Performance Evaluation
The proposed method is applied to remove shadow in a number of video sequences to assess its performance and to compare the results with those obtained by applying the methods in [2] and [7] . Figure 5 illustrates the results of applying the proposed method and those given in [2] and [7] on the video sequence S3_T7_A from the PETS database [2] and [7] and that using the proposed method, respectively. are missed by using the method of [7] due to their color or texture being similar to the corresponding background pixels.
A comparison of the masks in Figures 5(c) -(f) shows that the proposed method is the best among all the three methods considered in capturing object pixels and in removing the shadow pixels. Figure 6 illustrates the results of applying the proposed method and those given in [2] and [7] on two video sequences 
and (f) show the corresponding object masks resulting from the methods of [2] and [7] and that using the proposed method. It is clearly seen that, among the three methods, the proposed one gives the most complete object masks. obtained by applying method [2] . (e) Object masks obtained by applying method [7] . (f) Object masks obtained by applying the proposed method.
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In order to provide a quantitative performance evaluation of the proposed and the other two methods considered in this paper, we use the false alarm rate (FAR) and tracker detection rate (TRDR) [12] defined below as performance metrics.
where TP is true positive, FP false positive, FN false negative. Table 1 gives the quantitative results of these metrics for the three methods applied to the video sequence frames chosen for the illustration of visual performance. From this table, it is seen that the proposed method, when applied to frame 291 of the S3_T7_A sequence, gives a slightly higher FAR value than those obtained by using [2] and [7] , since, as seen from the right image in Figure 5 (f), there are some shadow pixels in the object mask that have been falsely detected as object pixels. However, for the other three frames used for performance evaluation, the proposed method gives the lowest FAR values, indicating that it misclassifies only a small number of shadow pixels as object pixels. Also, the proposed method gives the highest TRDR values among the three methods for all the four frames used for evaluation, which shows that the method proposed provides a more accurate detection of the object pixels among the three methods. The computation times of the proposed method and those of [2] and [7] are obtained by applying these methods to the S3_T7_A sequence from the PETS database as well as to the Intelligentroom and Hall_Monitor sequences using a Windows platform based PC with a 2.83 GHz Intel Core Quad CPU and 8 GB RAM using MATLAB codes. The results are shown in Table 2 . It is seen from this table that the proposed method on average takes about 29% more times than the times taken by method of [7] . Thus, the proposed method provides a shadow removal performance superior to that of [7] without an excessive computational cost. It is to be noted that even though the method [2] takes much lower computation time, its performance is much lower in comparison to that of the other two. 
IV. Conclusion
Use of multiple features is essential for removing cast shadows in frames of video sequences, since a single feature cannot effectively distinguish an object pixel from a shadow pixel. However, the complexity of a cast shadow removal technique relies heavily on the number and the nature of the features used. In this paper, a low-complexity scheme for cast shadow removal has been developed by effectively utilizing the complementary nature of gray level, color composition and gradient features of the pixels of a video frame. Each of the features is used to construct a respective shadow mask corresponding to the same video frame. By devising a very simple scheme, the individual shadow masks are used to obtain the corresponding object masks that are then finally merged into a single object mask. The main idea in developing the proposed scheme for providing an accurate object mask has been in minimizing the likelihood of missing a shadow pixel in each of the shadow masks even if it does result in falsely detecting some of the object pixels as shadow pixels but at the same time, ensuring that the same object pixels do not get falsely included in all the shadow masks.
Challenges arising from the formation of cast shadows from the use of multiple illumination sources or from the similarity of the gradient feature of an object pixel and that of a pixel at the edge of the shadow have also been discussed and a simple scheme using morphological operation has been proposed to overcome these problems. The proposed scheme and two other recently reported schemes for cast shadow removal have been applied to the frames of three different video sequences. Subjective and objective results obtained through these experiments have demonstrated the effectiveness and superiority of the proposed scheme at a reasonable computation cost.
