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Let X1 , ..., Xn be observations from a multivariate AR( p) model with unknown
order p. A resampling procedure is proposed for estimating the order p. The
classical criteria, such as AIC and BIC, estimate the order p as the minimizer of the
function
$(k)=ln ( |7 k | )+Cnk
where n is the sample size, k is the order of the fitted model, 7 2k is an estimate of
the white noise covariance matrix, and Cn is a sequence of specified constants
(for AIC, Cn=2m2n, for Hannan and Quinn's modification of BIC, Cn=
2m2(ln ln n)n, where m is the dimension of the data vector). A resampling scheme
is proposed to estimate an improved penalty factor Cn . Conditional on the data,
this procedure produces a consistent estimate of p. Simulation results support the
effectiveness of this procedure when compared with some of the traditional order
selection criteria. Comments are also made on the use of YuleWalker as opposed
to conditional least squares estimations for order selection.  1996 Academic Press, Inc.
1. Introduction
In this paper, we extend the results of Chen et al. (1993) for AR model
selection using resampling methods to the multivariate problem. Let
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[X1 , ..., Xn] be n consecutive observations from the m-variate AR( p)
model,
Xt&81Xt&1& } } } &8pXt&p=Zt (1.1)
where 81 , ..., 8p are real m_m matrices, det(Im&81z& } } } &8pz p){0
for |z|1, and [Zt]tIID(0, 7) (i.e. [Zt] is an independent and identi-
cally distributed sequence of random m-vectors with mean vector 0 and
covariance matrix 7) with 7 nonsingular. Most order selection criteria
estimate the order of the model by minimizing an objective function of the
form:
$(k)=ln( |7 k | )+Cnk, (1.2)
where Cn is a sequence of prespecified constants and 7 k is an estimate of
7 based on fitting an m-dimensional AR(k) model to the data ( |A| denotes
the determinant of the matrix A). The estimated order, p^, is then defined
as the minimizer of $(k) over some suitable range of values. Typical values
for the penalty factor are:
C(n, k)=
2km2
n
, AIC (Akaike (1973))
C(n, k)=
2(km2+m(m+1)2)
n&(km+m+1)
, AICC (Hurvich and Tsai (1989), (1991))
C(n, k)=
2c(log log n) km2
n
, (Hannan and Quinn (1979)).
As in the univariate case, Hannan and Quinn's penalty factor produces a
strongly consistent estimate of the true order p (see Hannan and Deistler,
1988).
If the true order of the model were known to be p, then we show (see
Proposition 2.2) that there is a range of values of Cn for which $(k) has its
minimum at k=p. We call such penalty factors correct. In this paper we
use a resampling scheme to approximate the range of correct penalty
factors. The appeal of this method is that it produces a range of penalty
factors which are correct for the simulated data. These test realizations are
generated from candidate AR modelsmodels which have been fitted to the
original data. Since these penalty functions are correct for the simulated
data from the candidate models and since the original model is believed to
belong to the class of candidate models, it is reasonable to suppose the
penalty factors will be nearly correct for the original data. This is borne out
in Section 2 where we show that this procedure produces a weakly consis-
tent estimate of the true order of the model and in Section 3 where we
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show that perform extremely well in a simulation study. In Section 4, we
discuss the effect of using YuleWalker as opposed to conditional least
squares estimates for order selection.
2. The Use of Resampling to Choose a Penalty Factor
In this section, we develop the necessary theory to establish weak
consistency of a resampling procedure for model selection. Many of the
results in this section parallel those for the univariate case given in
Section 2 of Chen et al. (1993), however, the arguments used to derive
them are substantially more difficult in two important respects. The first is
the need for the strict monotonicity property of the determinant of the
prediction error covariance matrices established in Proposition 2.1. The
second is the delicate proof of the convergence of the bootstrapped multi-
variate Yule-Walker estimate conditional on the data.
Let [Xt , t=0, \1, . . .] be the m-variate AR( p) process defined by (1.1).
The estimated order, p^, based on observations X1 , . . ., Xn , is the minimizer
of $(k) where
$(k)=ln( |7 k | )+Cnk, (2.1)
Cn is a sequence of as yet unspecified constants and 7 k is the YuleWalker
estimate of 7 based on fitting an m-dimensional AR(k) model to the data.
For k=1, 2, ..., let X k+1=8k1Xk+ } } } +8kkX1 denote the best linear
predictor of Xk+1 in terms of Xk , ..., X1 . The coefficient matrices 8k1 , ...,
8kk and the prediction error covariance matrix 7k=E(Xk+1&X k+1)
(Xk+1&X k+1)$ are given by the YuleWalker equations,
1( j)=8k1 1( j&1)+ } } } +8kk1( j&k), j=1, ..., k,
(2.2)
7k=1(0)& :
k
i=1
8ki1(k&i),
where 1(h) :=E[XhX$0] is the matrix covariance function. Since 8p {
0m_m in (1.1) (the true order is p), we have for kp
8ki={8i ,0m_m ,
ip,
i>p,
(2.3)
and
7k=7, (2.4)
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and for k<p
7k7, (2.5)
where AB means the matrix A&B is nonnegative definite and 0m_m is
the m_m zero matrix. The YuleWalker estimates 8 k1 , ..., 8 kk and 7 k are
obtained by replacing 1(h) by the sample matrix covariance function
1 (h)={
1
n
:
n&h
j=1
Xj+h X$j , if h0,
1 $(&h), if h<0,
in equations (2.2).
Proposition 2.1. For an m-variate AR( p) process we have
|7|=|7p |<|7j |
for j=0, ..., p&1.
Proof. It follows from the definition of X k+1 and 7k that
7k7k+1
and hence
|7k ||7k+1 |.
So it suffices to show |7p |<|7p&1 |. From the calculations on p. 422 of
Brockwell and Davis (1991), it follows easily that
7p=7p&1&8pp7 p&18$pp
where 7 p&1 is the one-step error-covariance matrix of the best linear
predictor of X0 in terms of X1 , ..., Xp&1. Writing 7p&1=AA$, where A is
nonsingular, we have from the above relation that
0<|7p7&1p&1 |=|I&A$
&18pp 7 p&18$ppA&1|
= `
m
i=1
(1&*i) (2.6)
where *1 , ..., *m are the eigenvalues of A$&18pp7 p&18$ppA&1. Since 8pp=
8p {0 and 7 p&1 is positive definite, this matrix must have at least one
nonzero eigenvalue. Consequently, the bound in (2.6) is strictly less than
one. This completes the proof of the proposition. K
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The following proposition determines the range of correct penalty factors
(i.e., penalty factors such that the minimizer of $( j, Cn) is p) when the true
order of the model is known.
Proposition 2.2. Let X1 , ..., Xn be observations from the AR( p) model
(1.1) and let Kp be a fixed integer. Define,
:n={
0, for p=K,
(2.7)
max
p+1lK {
ln( |7 p | )&ln( |7 l | )
l&p = , for p<K,
;n={
+, for p=0,
(2.8)
min
0lp&1 {
ln( |7 l | )&ln( |7 p | )
p&l = , for p>0,
where 7 0=1 (0). Then as n  ,
(a) :n  0 and ;n  b>0 a.s.
(b) Put
$(k, C)=ln( |7 (k)| )+kC.
If :n;n , then for any Cn # (:n , ;n),
$( p, Cn)= min
0lK
[$(l, Cn)]. (2.9)
In other words, with this choice of penalty factor, the order of model (1.1)
will be correctly estimated by the minimizer of (2.1).
Proof. (a) From Theorem 7.4.5 of Hannan and Deistler (1988), the
YuleWalker estimates are strongly consistent. Thus by (2.3)(2.6), we
have, for p<K
:n w
a.s. max
p< jK
ln( |7p | )&ln( |7j | )
j&p
=0
and from Proposition 2.1,
;n w
a.s. min
0 j<p
ln( |7j | )&ln( |7p | )
p&j
=b>0, p>0.
The proof for the cases p=K and p=0 are immediate.
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(b) Since Cn:n , we have for j>p,
ln( |7 p | )&ln( |7 j | )+Cn( p&j)
<ln( |7 p | )&ln( |7 j | )+
ln( |7 p | )&ln( |7 j | )
j&p
( p&j)
=0,
whence
$( j, Cn)=ln( |7 ( j)| )+jCn
>ln( |7 ( p)| )+pCn
=$( p, Cn). (2.10)
On the other hand, since Cn;n , we have for j<p
$( p, Cn)&$( j, Cn)=ln( |7 p | )&ln( |7 j | )+Cn( p&j)<0. (2.11)
Combining (2.10) ant (2.11), we get (2.9). K
When the true order p of the model is known, the range of penalty
factors Cn which leads to the correct model identification using (2.1) is
nonempty, at least for large n. When p is unknown, we use a resampling
procedure to generate test sequences from an AR(k) model for k=0, ..., K1 ,
from which the above proposition may be applied to compute an interval
of suitable values for Cn for each k. The intersection of these K1 intervals
then gives us a range from which to choose a penalty factor to be used in
(2.1) applied to the original data. The fact that the intersection of these K1
intervals is asymptotically nonempty is the content of the following
proposition.
Proposition 2.3. In addition to the assumptions in Proposition 2.2,
assume the noise vector has finite fourth moments. Define the residual
sequence
Z t=Xt&8 K1 Xt&1& } } } &8 KK Xt&K
for t=K+1, ..., n. For any fixed integer K1 (0K1p), let [Y (k)1 , ..., Y
(k)
n ]
be observations from the AR(k) model
Y(k)t &8 k1Y
(k)
t&1& } } } &8 kk Y
(k)
t&k=Zt* , t=k+1, ..., n; k=0, 1, ..., K1 ,
where [Zt*] is an iid sequence generated from the empirical distribution
function (corrected to have mean zero) based on [Z t]. (For k=0, Y (0)t =
Zt*). For each k=0, 1, ..., K1 , let I (k)n =[:
(k)
n , ;
(k)
n ] denote the interval
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obtained when Proposition 2.2 is applied to the series [Y (k)t ] with p=k. Then
for almost all sample sequences of [Xt], we have
(a) :n :=max0kK1 [:
(k)
n ] w
Pn 0,
(b) ;n :=min0kK1 [;
(k)
n ] w
Pn b0,
where wPn denotes convergence in probability conditional on X1 , ..., Xn .
In particular, In=K1k=0 I
(k)
n (=[:n , ;n] if :n;n) converges in conditional
probability to a nonempty set.
Proof. Since the argument is nearly identical to the proof given for
Proposition 2.2 in Chen, et al. (1993), we only give a sketch of the argument.
It suffices to show that
: (k)n w
Pn 0 and ; (k)n w
Pn bk0. (2.12)
Let 1 *(h) :=(1n) nj=1 Y
(k)
t+hY
(k)$
t denote the sample covariance matrix
function of the Y (k)t 's. We begin by showing that the conditional covariance
matrix of 1*(h), denoted by Covn(1 *(h)), convergences to 0, a.s. By
Remark 2 on p. 424 of Brockwell and Davis (1991), the YuleWalker
estimates produce a causal model so that [Y (k)t ] has the representation
Y(k)t = :

j=0
9 jZ*t&j
where the 9 j 's are the coefficient matrices in the power series expansion of
the matrix function (1&8 k1 z& } } } &8^kkzk)&1 on |z|1. The conditional
mean of 1 *(h) is given by
1*(h) :=En(Y (k)t+hY
(k)$
t )= :

j=0
9 j+h7*9 $j (2.13)
where En( } ) denotes expectation relative to Pn and 7* is the sample
covariance matrix of [Z^t]. The strong consistency of the YuleWalker
estimates implies that for almost all sample paths, 8 k  8k and 7 k  7k .
It follows that 9 j  9j as n   (9j are the coefficient matrices in the
expansion of the matrix function (1&8k1z& } } } &8kkzk)&1). Now for
l=0, 1, ..., write
9 l=[9 l (i, j)]mi, j=1.
It is easy to see that there exist constants C>0 and {<1, depending on the
sample path, such that
|9 l (i, j)|Crl (2.14)
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for l=0, 1, . . . and n large. Similarly, one can show that 7*  7k which
combined with (2.13) and (2.14) yields
1*(h)  :

j=0
9j+h7k9$j (2.15)
as n  . Using these results together with the relations established in the
proof of Theorem 6, p. 210 of (Hannan (1970)), we have
lim sup
n  
n Covn(1 *(h))< a.s.
This implies
Covn(1 *(h))  0 a.s.
which together with (2.15) yields
1 *(h) w
Pn :

j=0
9j+h 7k9$j .
The weak consistency of the sample act implies that the YuleWalker
estimates, in fitting an AR( j) model to the data [Y (k)t ], are also weakly
consistent relative to Pn . The limits in (2.12) now follow using the argu-
ment given for Proposition 2.1. K
Theorem 2.4. Under the assumptions of Proposition 2.3, let In=[:n , ;n]
and suppose 8jj {0 for j=1, ..., K1 . Define
Cn={
:n+
c;n ln(n)
n
,
c;n ln n
n
,
if :n<;n ,
otherwise,
where c>0 is any constant such that Cn # In . If p^n is the minimizer of
$(k, Cn) for 0kK, then for almost all sample sequences of [Xt],
p^n w
Pn p (2.17)
as n  .
Proof. Since for almost all sample paths,
Cn w
Pn 0 and
nCn
log log n
w
Pn ,
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the theorem follows at once from Theorem 5.5.1 of Hannan and Deistler
(1988). K
Remark 1. In order to implement our resampling procedure for deter-
mining Cn using Theorem 2.4, we must first specify K1p such that 8jj{0
for j=1, ..., K1 . Ideally, we would like to optimize over as large a class of
test models as possible in order to ensure that a model close to the true
model is included in our test set. This requires a large K1 . If our initial
choice for K1 happens to be bigger than p, then it is likely that the set In
will be empty. In this case, the value of K1 is reduced in steps of size 1 until
a nonempty In is achieved.
Remark 2. While we have assumed in Proposition 2.3 that the test
series [Y (k)t ] has been generated from the candidate AR(k) model, this is
not necessary. If instead, [Y (k)1 , ..., Y
(k)
n ] were generated from the model
Y (k)t &Ak1Y
(k)
t&1& } } } &Akk Y
(k)
t&k=Z*t
where Ak1 , ..., Akk are prespecified coefficient matrices, then the conclusions
of Proposition 2.3 and Theorem 2.4 would remain unchanged. Two potential
advantages of generating the test sequences in this way are that the condition
K1p is no longer required and that a coefficient matrix Akk very different
from the zero matrix increases the likelihood that the set In=[:n , ;n] is
nonempty.
3. Implementation and Simulation
The resampling procedure for order selection of multivariate AR models
is basically the same as for the univariate case. Assume that X1 , ..., Xn
are observations from a multivariate AR( p) process defined as in (1.1).
The order selection procedure is implemented as follows:
Step 1. Choose a fixed integer K which is believed to be greater than
the true order p and compute the YuleWalker estimates 8 K1 , ..., 8 KK , 7 K
from the observed data, [Xt]nt=1. The residual sequence is given by
Z t=Xt&8 K1 Xt&1& } } } &8 KK Xt&K
for t=K+1, ..., n. Center the residuals by subtracting off the sample mean
(1n&K) nt=K+1 Z t . For simplicity, we use the same notation [Z t]
n
K+1
for the centered residuals.
Step 2. Compute the YuleWalker estimates 8 k , 7 k , k=0, 1, ..., K
from the observed data, [Xt]nt=1.
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Step 3. Choose a positive integer K1K. For k=0, ..., K1 generate
observations Y (k)1 , ..., Y
(k)
n from the model
Y (k)t &8 k1Y
(k)
t&1& } } } &8 kkY
(k)
t&k=Z*t
where [Zt*] is an IID sequence sampled from the centered residuals,
[Z t]nK+1. The case k=0 corresponds to Y
(0)
t =Zt*.
Step 4. For k=0, ..., K1 , compute the YuleWalker estimate of the
innovation covariance matrix in fitting an AR( j) model to [Y(k)t ]
n
t=1 for
j=0, ..., K. Denote this estimate by 7 j (k).
Step 5. For k=0, ..., K1 compute
: (k)n ={
0, if k=K,
max
k< jK
log |7 k(k)|&log |7 j (k)|
j&k
, if k<K,
and
; (k)n ={
, if k=0,
min
0 j<k
log |7 j (k)|&log |7 k(k)|
k&j
, if k>0.
Step 6. Compute
:n= max
0lK1
[: (k)n ]
and
;n= min
0kK1
[; (k)n ].
Step 7. If :n<;n set
Cn=:n+
c(log n) ;n
n
where c>0 is such that Cn;n . If :n;n , then reduce the value of K1 by
1 and return to Step 6.
Step 8. The estimated order p^ is defined to be the minimizer of
$(k, Cn)=log |7 k |+kCn
for 0kK.
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To reduce sampling variability, it is often beneficial to generate many
replicates of the test series [Y(k)t ]
n
t=1 in Step 4. The computed values of :
(k)
n
and ;(k)n in Step 5 are then replaced by their respective averages over the
replications.
We also considered a modification of this procedure mentioned in
Remark 2 of the preceding section. The modification occurs in Step 4 where
the test series [Y (k)t ] is generated from an AR(k) model with a prespecified
sequence of parameter vectors (Ak1 , ..., Akk)$.
In our simulation study, we compared our proposed procedure and its
modification with the following four well known order selection criteria:
AIC log |7 k |+
2km2
n
AICC log |7 k |+
2(km2+1)
n&(km2+2)
H 6 Q log |7 k |+
(2log log n) km2
n
BIC n log[|7 k |+m]+(m2k+m(m+1)2) log n
where 8 and 7 k are the YuleWalker estimates of the coefficients and
innovation covariance matrix in fitting an m-variate AR(k) model to the
data. Note that the definition of AICC here (see Brockwell and Davis
(1991), p. 432) differs from the AICC defined in Section 1. However, in the
simulation results of Hurvich and Tsai (1991), AICC outperformed AICC
in terms of the frequency of correct identifications of the true order of the
model, and hence we have used the former in our study.
We generated 100 sample paths of various lengths from each of the
following AR models:
Xt=\&1.0&1.5
0.96
1.4 + Xt&1+Zt (3.1)
Xt=\0.50.2
&0.3
0.65 + Xt&1+\
&0.5
0.0
0.3
&0.4+ Xt&2+Zt (3.2)
Xt=\&0.17&0.19
0.14
&0.1+ Xt&1+\
&0.2
0.22
0.12
&0.25+ Xt&2
+\0.00.15
0.4
&0.37+ Xt&3+Zt (3.3)
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where [Zt] is an IID sequence of N(0, 7) random variables with
7=\ 1.0&0.08
&0.08
1.0 + .
The AR(1) and AR(2) models were used by Hurvich and Tsai (1991) in
their simulation study. In all of our simulations we took K=10, K1=2,
and c=5.0. The bounds : (k)n and ;
(k)
n were computed as an average based
on 50 replicates of the test series. For the modified procedure (MDC), the
parameter vectors were
A11=\&0.60.0
0.0
0.5+ ,
and
A21=\1.40.0
0.0
0.4+ , A22=\
0.49
0.0
0.0
0.3+ .
The frequencies of the estimated orders for each of the 6 criteria are
summarized in Tables IV (the method described above and its modifica-
tion are listed as DC and MDC, respectively).
As in the univariate case, the modified procedure (MDC) generally
outperformed the other procedures, although the margin was not as great
as in the univariate case. In a sense, order selection for multivariate AR's
is easier than in the univariate case since an increase in the order of the
model from k to k+1 adds m2 more parameters to the model. A more
delicate model identification problem is to identify both the order of the
model and possible constraints on the parameters.
TABLE I
Frequencies of Estimated Order in 100 Replications from the AR(1) Model Given by (3.1)
with Sample Sizes 50 and 100 (in Parentheses)
Estimated order
Criterion 0 1 2 3 4 510
AIC 0 (0) 96 (88) 0 (8) 4 (0) 0 (2) 0 (0)
AICC 0 (0) 98 (96) 0 (4) 2 (0) 0 (0) 0 (0)
H 6 Q 0 (0) 98 (98) 0 (2) 2 (0) 0 (0) 0 (0)
BIC 0 (0) 99 (100) 1 (0) 0 (0) 0 (0) 0 (0)
DC 0 (0) 100 (97) 0 (1) 0 (1) 0 (1) 0 (0)
MDC 0 (0) 100 (100) 0 (0) 0 (0) 0 (0) 0 (0)
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TABLE II
Frequencies of Estimated Order in 100 Replications from the AR(2) Model Given by (3.2)
with Sample Sizes 50 and 100 (in Parentheses)
Estimated order
Criterion 0 1 2 3 4 510
AIC 0 (0) 0 (0) 89 (88) 7 (11) 2 (0) 2 (1)
AICC 0 (0) 2 (0) 98 (95) 0 (5) 0 (0) 0 (0)
H 6 Q 0 (0) 2 (0) 96 (99) 2 (1) 0 (0) 0 (0)
BIC 0 (0) 4 (0) 96 (100) 0 (0) 0 (0) 0 (0)
DC 0 (0) 1 (0) 97 (99) 2 (1) 0 (0) 0 (0)
MDC 0 (0) 6 (0) 94 (100) 0 (0) 0 (0) 0 (0)
TABLE III
Frequencies of Estimated Order in 100 Replications from the AR(3) Model Given by (3.3)
with Samples Sizes 50, 100 (in Parentheses), and 200 (in Square Brackets)
Estimated order
Criterion 0 1 2 3 4 510
AIC 2 (0) [0] 2 (0) [0] 6 (0) [0] 62 (88) [92] 16 (8 [8] 12 (4) [0]
AICC 16 (0) [0] 8 (2) [0] 14 (0) [0] 62 (96) [96] 0 (2) [4] 0 (0) [0]
H 6 Q 16 (0) [0] 4 (2) [0] 12 (0) [0] 62 (98) [99] 4 (0) [1] 2 (0) [0]
BIC 54 (8) [0] 6 (4) [0] 8 (4) [0] 32 (84) [100] 0 (0) [0] 0 (0) [0]
DC 12 (2) [0] 0 (2) [0] 10 (0) [0] 66 (88) [99] 8 (6) [1] 4 (2) [0]
MDC 12 (0) [0] 2 (2) [0] 12 (0) [0] 63 (92) [100] 7 (6) [0] 4 (0) [0]
TABLE IV
Frequencies of Correct Order Selection in
100 Replications from the Models
(3.1)(3.4) Using DC
Sample size
Model 50 100 200
AR(1) 100 97 94
AR(2) 97 99 100
AR(3) 68 88 99
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TABLE V
Frequencies of Correct Order Selection in
100 Replications from the Models
(3.1)(3.4) Using MDC
Sample size
Model 50 100 200
AR(1) 100 100 100
AR(2) 94 100 100
AR(3) 63 92 100
4. YuleWalker vs Conditional Least-Squares
In the simulation results of the preceding section, the parameters were all
estimated using the YuleWalker equations. We also compared these
results with estimates based on conditional least squares (see Hurvich 6
Tsai (1991) and Lu tkepohl (1991)). For small to moderate sample sizes,
the order selection criteria performed consistently better with the
YuleWalker estimates. This difference is even more pronounced in the
univariate case. (See Chen et al. (1993) where YuleWalker estimation was
compared with both Burg and maximum likelihood estimation.)
To demonstrate the difference in performance between the two estimates,
we generated 500 time series of length 30 from the model (3.1),
Xt=\&1.0&1.5
0.96
1.4 + Xt&1+Zt ,
where [Zt] is an IID sequence of N(0, 7) random vectors. An AR(6)
model was fitted to each series using both YuleWalker and conditional
least squares estimation. The 24_1 parameter vector for the model is given by
a$=(&1.0, .96, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, &1.5, 1.4, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).
Figures 1 and 2 show the boxplots of the YuleWalker and least squares
estimates respectively of the components of the vector a. One can clearly
see that the error bars of the YuleWalker estimates are systematically
shorter than those of the least squares estimates. The YuleWalker
estimators appear to be better behaved than conditional least squares
estimators for fitting over-parameterized autoregressive models, giving
generally smaller values for the coefficients at lags greater than the true
order of the model. Accurate fitting of over-parameterized models is an
important ingredient in model selection.
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Fig. 1. AR(6) coefficients fitted by YuleWalker. The true model is the AR(1) (3.1). Box
plots are based on 500 replicates.
Fig. 2. AR(6) coefficients fitted by least squares. The true model is the AR(1) (3.1). Box
plots are based on 500 replicates.
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