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Prosti brojevi su osnovni blokovi iz kojih mozˇemo koristec´i operaciju mnozˇenja dobit bilo
koji prirodan broj. Otkad postoji zˇelja za proucˇavanjem prirodnih brojeva postoji i zˇelja da
se slozˇeni brojevi ”razbiju” na proste. Postupak reduciranja nekog broja na proste zovemo
faktorizacija. U ovom radu bavit c´emo se problemom netrivijalne faktorizacije velikih
prirodnih brojeva. Osim sˇto se radi o vazˇnom problemu u teoriji brojeva, takoder se radi o
zahtjevnom problemu iz pozicije slozˇenosti algoritama.
Usprkos tome sˇto postoje algoritmi koji brzo, tj. u polinomnom vremenu mogu pro-
vjeriti prostost nekog broja (AKS test prostosti), problem netrivijalne faktorizacije cijelih
brojeva je NP problem, tj. trenutno nisu poznati algoritmi koji mogu u polinomnom vre-
menu netrivijalno faktorizirati velike cijele brojeve na konkretnom racˇunalu ili visˇe njih.
Najtezˇe je faktorizirati velike cijele brojeve koji imaju velike proste faktore. Sigurnost ne-
kih kriptosustava temelji se upravo na toj cˇinjenici, te bi pronalaskom brzog algoritma za
faktorizaciju prirodnih brojeva oni postali nesigurni.
U 1. poglavlju navest c´emo definicije osnovnih pojmova te iskazati neke vazˇne teoreme
iz teorije brojeva koje c´emo kasnije koristiti, od kojih je najvazˇniji osnovni teorem aritme-
tike koji nam garantira postojanje i jedinstvenost faktorizacije slozˇenog broja na proste
brojeve. Nakon toga c´emo pogledati kako je tekao napredak u razumijevanju slozˇenih i
prostih brojeva te faktorizaciji kroz povijest, uz naglasak na razvoj algoritama iz teorije
brojeva. Spomenut c´emo trenutne znacˇajne faktorizacijske rekorde i detaljnije se upoznati
s vazˇnosˇc´u problema faktorizacije za sigurnost kriptosustava s javnim kljucˇem, poput RSA
kriptosustava.
U 2., 3. i 4. poglavlju opisat c´emo redom algoritme racionalnog, kvadratnog i speci-
jalnog sita. Najprije c´emo opisati algoritam Fermatove faktorizacije. Svi prethodno na-
vedeni algoritmi temelje se na tom algoritmu, samo sˇto koriste metodu faktorske baze te
pokusˇavaju mnozˇenjem relacija kongruencije modulo n, gdje je n broj koji zˇelimo fakto-
rizirati, dobiti kongruenciju kvadrata a2 ≡ b2 (mod n), koja je zapravo poopc´enje uvjeta
a2 − b2 = n iz Fermatove faktorizacije. Nakon sˇto se dobije kongruencija kvadrata to
cˇesto dovodi do netrivijalne faktorizacije broja n.
Racionalno sito nije efikasno i ne koristi se u praksi za faktorizaciju brojeva, ali je
dobar uvod u razumijevanje kvadratnog i specijalnog sita. Kvadratno sito je najefikasniji
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algoritam za faktorizaciju brojeva koji imaju 50 do 100 znamenki. Radi se o poboljsˇanju
Dixonovog algoritma koji pokusˇava mnozˇenjem relacija oblika a2 ≡ a2 − n (mod n)
dobiti kvadrat s desne strane novonastale kongruencije cˇime bi se dobila kongruenciju kva-
drata. Specijalno sito je najefikasniji faktorizacijski algoritam za brojeve specijalnog oblika
poput primjerice Mersennovih i Fermatovih brojeva. Algoritam je slicˇan racionalnom, ali
je postupak dobivanja relacija kongruencije efikasniji jer se za jednu stranu kongruencije
koristi faktorska baza u prosˇirenju prstena Z.
Poglavlje 1
Faktorizacija prirodnih brojeva
Definicija 1.1. Faktorizacija matematicˇkog objekta A je postupak pronalazˇenja mate-
maticˇkih objekata A1, A2, . . . , An i operacija mnozˇenja 1,2, . . . ,n−1, gdje je n ∈ N,
takvih da vrijedi
A = A1 1 A2 2 . . . n−1 An.
Kazˇemo da je A produkt faktora A1, A2, . . . , An.
Napomena 1.2. U ovom radu c´emo pretpostaviti da vrijedi 0 < N, a saN0 c´emo oznacˇavati
skup N ∪ {0}.
Napomena 1.3. Primjetimo, za n = 1 i A1 = A imamo trivijalnu faktorizaciju A = A.
Faktorizirati mozˇemo razlicˇite matematicˇke objekte: brojeve, polinome, matrice itd. U
nastavku c´emo se baviti iskljucˇivo faktorizacijom prirodnih brojeva na proste faktore. Ako
je operacija mnozˇenja neasocijativna, npr. vektorski umnozˇak, potrebno je kod zapisa fak-
torizacije zagradama istaknuti redoslijed operacija. Mi c´emo se baviti mnozˇenjem cijelih
brojeva koje je asocijativno, pa nec´emo zagradama istaknuti redoslijed operacija. Sada
c´emo navesti niz definicija, propozicija i teorema iz teorije brojeva koje c´emo koristiti u
ovom, ali i kasnijim poglavljima.
Definicija 1.4. Neka su a i b cijeli brojevi. Kazˇemo da a dijeli b (u oznaci a | b) ako
postoji k ∈ Z takav da je b = ak. Broj a zovemo djeliteljem broja b, a broj b visˇekratnikom
broja a. U suprotnom kazˇemo da a ne dijeli b i to oznacˇavamo sa a - b.
Relacija djeljivosti je relacija parcijalnog uredaja (refleksivna je, tranzitivna i antisime-
tricˇna) na skupu N, ali nije na skupu Z (ne vrijedi antisimetricˇnost).
Teorem 1.5 (Teorem o dijeljenju s ostatkom). Za proizvoljne cijele brojeve a i b , 0
postoje jedinstveni cijeli brojevi q i r takvi da je a = qb+ r, 0 ≤ r < |b|.
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Broj r iz prethodnog teorema zovemo ostatak pri dijeljenju broja a brojem b i to
mozˇemo zapisati na sljedec´i nacˇin r = a mod b. U slucˇaju da je r = 0 vrijedi b | a.
Definicija 1.6. Neka su a i b cijeli brojevi. Cijeli broj v nazivamo zajednicˇki visˇekratnik
od a i b ako a | v i b | v. Najmanji nenegativni medu njima nazivamo najmanji zajednicˇki
visˇekratnik od a i b, u oznaci V(a, b).
Definicija 1.7. Neka su a i b cijeli brojevi. Cijeli broj d nazivamo zajednicˇki djelitelj od
a i b ako d | a i d | b. Ako je barem jedan od brojeva a i b razlicˇit od nule onda postoji
samo konacˇno mnogo zajednicˇkih djelitelja od a i b. Najvec´i medu njima nazivamo najvec´i
zajednicˇki djelitelj od a i b (ili mjera od a i b), u oznaci (a, b) iliM(a, b).
Teorem 1.8 (Bezoutova lema). Za cijele brojeve a i b vrijedi
(b, c) = min({bx+ cy | x, y ∈ Z} ∩ N).
Propozicija 1.9. Ako d | a i d | b, onda d | (ax+ by) za sve x, y ∈ Z
Buduc´i da se ostatak dijeljenja dva broja mozˇe prikazati kao njihova linearna kombina-
cija, vrijedi sljedec´i korolar.
Korolar 1.10. Za sve n,m ∈ N vrijedi (n,m) = (m,n mod m).
Definicija 1.11. Za cijele brojeve a i b kazˇemo da su relativno prosti ako vrijedi (a, b) = 1.
Definicija 1.12. Prirodan broj p > 1 je prost ako za svaki d ∈ {2, 3, . . . , p − 1} vrijedi
d - p. Ako prirodan broj p > 1 nije prost, onda kazˇemo da je slozˇen. Broj 1 nije ni prost
ni slozˇen.
Propozicija 1.13 (Euklidova lema). Ako je p prost broj i p | ab, onda p | a ili p | b.
Opc´enitije, ako p | a1a2 · · ·an , onda p dijeli barem jedan faktor ai.
Dokaze prethodnih teorema i propozicija mozˇete nac´i u [8].
Teorem 1.14 (Osnovni teorem aritmetike). Faktorizacija svakog prirodnog broja n > 1
na proste faktore je jedinstvena do na poredak prostih faktora.
Dokaz. Postojanje faktorizacije dokazujemo indukcijom. Broj 2 je prost i ima trivijalnu
faktorizaciju. Pretpostavimo da postoji faktorizacija na proste faktore za sve brojeve manje
od n. Ako je n prost broj, on ima primitivnu faktorizaciju. Ako je n slozˇen tada postoje
1 < n1, n2 < n takvi da vrijedi n = n1n2. Po pretpostavci indukcije postoje prosti brojevi
p1, p2, . . . , pk, q1, q2, . . . , ql takvi da vrijedi
n1 = p1p2 . . . pk,
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n2 = q1q2 . . . ql.
Tada postoji i faktorizacija na proste faktore broja n:
n = n1n2 = p1p2 . . . pkq1q2 . . . ql.
Sada c´emo dokazati da je faktoriizacija broja na proste faktore jedinstvena do na poredak
faktora. Pretpostavimo da n ima dvije razlicˇite faktorizacije na proste faktore, takve da
se jedna faktorizacija ne mozˇe dobiti iz druge zamjenom poretka faktora. Dijelimo te
reprezentacije s prostim brojevima koji su zajednicˇki objema reprezentacijama. Buduc´i da
su reprezentacije razlicˇite, dobit c´emo jednakost oblika
p1p2 · · ·pr = q1q2 · · ·qs, (∗)
gdje su pi, qj prosti brojevi takvi da se niti jedan prost broj s lijeve strane ne pojavljuje na
desnoj strani, tj. pi , qj za sve i, j. Medutim, to je nemoguc´e jer iz p1 | q1q2 · · ·qs, po
prethodnoj propoziciji (Euklidova lema), slijedi da p1 dijeli barem jedan qj . No, to znacˇi
da je p1 = qj , cˇime smo dobili kontradikciju s cˇinjenicom da se niti jedan prost broj s
lijeve strane jednakosti (∗) ne pojavljuje na desnoj strani. 
Ako sa pi oznacˇimo i-ti prost broj, onda iz osnovnog teorema aritmetike slijedi da za








gdje su α1, α2, . . . , αk nenegativni cijeli brojevi, a pk najvec´i prost broj koji dijeli n. Ova-
kav prikaz broja n zovemo kanonski rastav broja n na proste faktore. Buduc´i da za svaki































Iz definicije najmanjeg zajednicˇkog visˇekratnika slijedi da on ocˇito mora imati sljedec´i
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Propozicija 1.15. Neka su a, b, c i d neki cijeli brojevi. Ako vrijedi a | b i c | d, onda
vrijedi i ac | bd.
Dokaz. Pretpostavimo da vrijedi a | b i c | d. Tada postoje cijeli brojevi k1 i k2 takvi da
vrijedi b = k1a i d = k2b. Mnozˇenjem prethodnih jednakosti dobivamo bd = (k1k2)ac.

Propozicija 1.16. Neka su a, b i n neki prirodni brojevi. Ako a | n i b | n, onda vrijedi
V(a, b) | n.

















Iz a | n slijedi da za svaki i vrijedi ni ≥ ai, a iz b | n slijedi da za svaki i vrijedi
ni ≥ bi, stoga ocˇito za svaki i vrijedi ni ≥ max{ai, bi}. Zakljucˇujemo da za svaki i vrijedi









Propozicija 1.17. Neka su a, b i n neki prirodni brojevi. Ako n | ab, onda vrijedi n |
(a, n)(b, n)




























, iz cˇega zakljucˇujemo nj ≤ aj+bj, sˇto dalje povlacˇi nj ≤ min{aj, nj}+
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Buduc´i da ocˇito pmin{aj,nj}
j
dijeli (a, n), te pmin{bj,nj}
j
dijeli (b, n), koristec´i Propoziciju 1.15




| (a, n)(b, n).
Kako je n najmanji zajednicˇki visˇekratnik brojeva pni
i
, iz prethodne propozicije slijedi
n | (a, n)(b, n). 
Osnovni teorem aritmetike govori da su prosti brojevi osnovni gradivni blokovi pomoc´u
kojih mozˇemo izgraditi bilo koji prirodni broj njihovim mnozˇenjem. Postavlja se logicˇno
pitanje: Koliko ima tih blokova?
Teorem 1.18 (Euklidov teorem). Prostih brojeva ima beskonacˇno mnogo.
Dokaz. Pretpostavimo da ima n prostih brojeva, gdje je n ∈ N. Sa pi c´emo oznacˇavati i-ti





Broj m je ocˇito slozˇen jer vrijedi m > pn, a pn je najvec´i prost broj. Buduc´i da je m
slozˇen, postoji k ∈ {1, 2, . . . , n} takav da vrijedi pk | m. Ocˇito vrijedi i pk |
∏n
i=1 pi pa po








Zakljucˇujemo pk | 1 sˇto je kontradikcija. Dakle prostih brojeva ima beskonacˇno mnogo.

1.1 Povijest
1960 godine belgijski geolog Jean de Heinzelin de Braucourt na podrucˇju Ishanga (u
sredisˇnjoj Africi izmedu Konga i Ugande) pronasˇao je kost (fibula pavijana) staru 25000
godina koja je imala tri retka grupiranih ureza koji bi mogli predstavljati brojeve. Uko-
liko urezi na kosti predstavljaju brojeve, to bi moglo znacˇiti da su ljudi razlikovali proste
i slozˇene brojeve pred 25000 godine, jer se u jednom retku nalaze samo prosti brojevi
izmedu 10 i 20, tj. 11, 13, 17 i 19.
Drevni Egipc´ani su imali obicˇaj sve razlomke pisati u obliku sume jedinicˇnih razlo-
maka, tj. razlomaka kojima je brojnik 1. Na Rhindovom papirusu, nastalim oko 1650.
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Slika 1.1: Matematicˇka interpretacija ureza na Ishanga kosti
godine pr.Kr., nalaze se raspisi brojeva oblika 2/n kao sume jedinicˇnih razlomaka, pri
cˇemu se zapisi razlikuju ovisno o tome je li n slozˇen ili prost broj, sˇto pokazuje da su
Egipc´ani razlikovali proste i slozˇene brojeve.
Oko 300. god. pr. Kr. grcˇki matematicˇar Euklid objavio je djelo Elementi, u kojem
je u 13 knjiga sustavno prikazao sva dotadasˇnja znanja iz geometrije, ali i drugih dijelova
matematike. Za nas su zanimljive 7., 8. i 9. knjiga koje se bave Teorijom brojeva.
U njima je dokazan specijalan slucˇaj Euklidove leme za produkt dva broja (vidi [13,
Propozicija VII.30]). Takoder Euklid je dokazao da je svaki prirodan broj ili prost ili je
djeljiv prostim brojem (vidi [13, Propozicije VII.31, VII.32]) iz cˇega lako induktivnim ko-
rakom mozˇemo dokazati egzistencijalni dio osnovnog teorema aritmetike (Teorem 1.14).
Euklidov dokaz Euklidovog teorema (vidi [13, Propozicija IX.20]) jednak je nasˇem (vidi
Teorem 1.18). Kad kazˇemo da su Euklidovi dokazi jednaki nasˇima, to ne valja shvatiti
doslovno, jer Euklid ne koristi suvremenu matematicˇku notaciju, a nacˇin razmisˇljanja mu
je ”geometrijski” (prirodne brojeve poistovjec´uje s duljinama duzˇina, a dijeljenje s mjere-
njem, tj. nanosˇenjem jedne duzˇine na drugu). Euklid je proucˇavao Mersennove brojeve.
Definicija 1.19. Brojevi oblika 2p − 1, gdje je p prost broj, zovu se Mersennovi brojevi.
Propozicija 1.20. Ako je n slozˇen broj, tada je 2n − 1 slozˇen broj.
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Dokaz. Dokazˇimo obrat po kontrapoziciji, tj. da je n prost broj, ako je 2n − 1 prost.
Pretpostavimo da je n slozˇen, tj. n = ab, a > 1, b > 1. Tada je




















slozˇen, sˇto je kontradikcija jer broj ne mozˇe biti i prost i slozˇen. Dakle, ako je 2n− 1 prost,
onda je n prost, odnosno ako je n slozˇen, onda je 2n − 1 slozˇen. 
Obrat prethodne propozicije ne vrijedi. Neki Mersennovi brojevi su prosti, dok su neki
slozˇeni, kao npr. 211−1 = 23 ·89. Smatra se da ima beskonacˇno mnogo prostih Mersenno-
vih brojeva (Lenstra-Pomerance-Wagstaff slutnja). Do sijecˇnja 2013. godine poznato je 48
prostih Mersennovih brojeva. 10 najvec´ih poznatih prostih brojeva su Mersennovi brojevi.
Najvec´i poznati prost broj je Mersennov broj 257,885,161 − 1.
Jedno od bitnijih pitanja u mnogim granama matematike poput teorije brojeva, teorije
slozˇenosti, kriptografije i drugih grana je kako efikasno izracˇunati faktorizaciju velikih
brojeva na proste faktore. Euklid je dao algoritam za pronalazˇenje najvec´eg zajednicˇkog
djelitelja (vidi [13, Propozicije VII.1, VII.2, X.2, X.3]), koji se koristi u mnogim faktoriza-
cijskim algoritmima, poput Pollardove ρmetode, Dixonove metode ili Shorovog algoritma.
Euklidov algoritam jedan je od najstarijih poznatih algoritama.
Ulaz: nenegativni cijeli brojevi a i b
Izlaz: najvec´i zajednicˇki djelitelj brojeva a i b
sve dok b , 0 radi
t← b;
b← a mod t;
a← t;
vrati a;
Algoritam 1.1.1: Euklidov algoritam
Ako u i-tu iteraciju petlje algoritma ulaze brojevi ai i ai+1, onda u (i + 1)-u iteraciju
ulaze brojevi ai+1 i ai mod ai+1, pa iz Korolara 1.10 slijedi korektnost algoritma.
Kako je vremenska slozˇenost osnovnih aritmeticˇkih operacija polinomna, Euklidov al-
goritam je polinomne vremenske slozˇenosti (dokaz pogledajte u [29, Propozicja 2.18]), za
razliku od izvornog Euklidovog algoritma, tj. algoritma kakvog ga je opisao Euklid u Ele-
mentima, koji nije polinomne slozˇenosti jer je se u njemu do ostatka dijeljenja dolazilo na
slozˇeniji nacˇin.
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Ukoliko nas ne zanima faktorizacija broja, vec´ samo odgovor na pitanje je li broj prost
ili nije, umjesto faktorizacijskih algoritama koristimo testove prostosti, tj. algoritme koji
odlucˇuju je li zadani broj prost. Svaki faktorizacijski algoritam je ujedno i test prostosti,
dok obaratno ne vrijedi. Buduc´i da testovi prostosti ne trebaju pronac´i sve faktore zadanog
broja, oni su vremenski efikasniji od faktorizacijskih algoritama.
U 3. st. pr. Kr. grcˇki matematicˇar Eratosten osmislio je algoritam Eratostenovo sito i
to je prvi poznati test prostosti. Algoritam pronalazi sve proste brojeve manje ili jednake
zadanom broju. Prije analize slozˇenosti dajemo pseudokod Eratostenovog sita.
Ulaz: prirodan broj n > 1
Izlaz: lista svih prostih brojeva manjih ili jednakih n
Brojevi← novo polje(n+ 1);
Brojevi[0]← 0;
Brojevi[1]← 0;




sve dok i < n0 radi
ako Brojevi[i] = 1 onda
j← i2;
sve dok j < n radi
Brojevi[j]← 0;
j← j+ i;
i = i+ 1;
Prosti← ∅;
za i← 2 do n radi
ako Brojevi[i] = 1 onda
dodaj(Prosti,i);
vrati Prosti;
Algoritam 1.1.2: Eratostenovo sito
Algoritam redom ”precrtava” sve visˇekratnike prostih (”neprecrtanih”) brojeva manjih
od
√
n. Za neki prost broj p <
√
n, postoji najvisˇe n/p njegovih visˇekratnika koji su




brojeva, gdje su pi prosti brojevi.
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Sada iskazujemo teorem koji c´e nam pomoc´i da damo ”lijepe” ocjene za prethodnu
sumu. Dokaz teorema je podosta slozˇen i mozˇete ga nac´i u [30, str. 26].
Teorem 1.21 (Mertensov teorem). Neka je n neki prirodan broj i S skup prostih brojeva.











Pod pretpostavkom da je vremenska slozˇenost aritmeticˇkih operacija Θ(log2(n)), iz
prethodnog teorema slijedi da je slozˇenost algoritma Θ(n log2(n) log2(log2(n))). Eratos-
tenov algoritam je primjer pseudopolinomnog algoritma.
Definicija 1.22. Algoritme koji su vremenski polinomni s obzirom na ulaz n, a eksponen-




+ 1 zovemo pseudopolinomni algoritmi.
Kod vec´ine algoritama vremenska slozˇenost predstavlja vec´i problem, ali kod Eratos-
tenovog sita ni prostorna slozˇenost nije polinomna buduc´i da je duljina izlaza∏
pi≤√n
log2(pi) = Θ(n),
(dokaz pogledajte u [25, Teorem 9])
Najstariji zapis algoritma dao je u 1. stoljec´u Nikomah u djelu ”Uvod u aritmetiku”
(vidi [20, Poglavlje I.XIII]). Najvazˇnija razlika u odnosu na ”nasˇ” algoritam je ta da je
izvorni algoritam prilikom svakog precrtavanja broja ”zapamtio” njegovog djelitelja, pa je
na kraju za svaki slozˇeni broj manji od n vratio sve njegove djelitelje.
1.2 Faktorizacijski rekordi
Trenutna granica do koje se uspjesˇno mogu faktorizirati proizvoljni dekadski brojevi je oko
170 znamenki, dok je granica za test prostosti (ili slozˇenosti) 15000 znamenki. Za teoriju
kompleksnosti je od velikog interesa pronac´i brzi algoritam za faktorizaciju prostih brojeva,
buduc´i da ne postoji algoritam koji bi faktorizirao cijeli broj n u polinomnom vremenu u
odnosu na logn. Mozˇe se pokazati je li broj prost testovima prostosti u polinomnom
vremenu, medutim ti testovi ne generiraju faktore promatranog broja. Trenutno asimptotski
najbrzˇi algoritam za faktorizaciju cijelih brojeva je opc´e sito polja brojeva, cˇije vrijeme
izvrsˇavanja za cijeli broj n se procjenjuje na
exp
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1.3 Primjena u kriptografiji
U danasˇnje doba zbog sve vec´e ekspanzije modernih tehnologija i potrebe za elektronskom
komunikacijom, sigurnost podataka jedan je od najbitnijih izazova danasˇnjice. Grana ma-
tematike koja se bavi proucˇavanjem metoda za slanje poruka u takvom obliku da ih samo
onaj kome su namijenjene mozˇe procˇitati je kriptografija. Osnovni zadatak kriptografije je
omoguc´iti dvjema osobama (zvat c´emo ih posˇiljalac i primalac) komuniciranje preko nesi-
gurnog komunikacijskog kanala (telefonska linija, racˇunalna mrezˇa, ...) na nacˇin da trec´a
osoba, koja mozˇe nadzirati komunikacijski kanal, ne mozˇe razumjeti njihove poruke.
Definicija 1.23. Kriptosustav je uredena petorka (P,C,K ,E,D) za koju vrijedi:
1. P je konacˇan skup svih moguc´ih osnovnih elementa otvorenog teksta;
2. C je konacˇan skup svih moguc´ih osnovnih elemenata sˇifrata;
3. K je prostor kljucˇeva, tj. konacˇan skup svih moguc´ih kljucˇeva;
4. Za svakiK ∈ K postoji funkcija sˇifriranja eK ∈ E i odgovarajuc´a funkcija desˇifriranja
dK ∈ D. Pritom su eK : P → C i dK : C → P funkcije sa svojstvom da je
dK(eK(x)) = x za svaki otvoreni tekst x ∈ P.
Kriptosustave mozˇemo podijeliti na kriptosustave s tajnim kljucˇem (simetricˇni krip-
tosustavi) i kriptosustave s javnim kljucˇem (asimetricˇni kriptosustavi). Kod simetricˇnih
kriptosustava posˇiljalac i primalac bi tajno izabrali kljucˇ K, koji bi onda generirao funkcije
za sˇifriranje eK i desˇifriranje dK. Pritom je dK ili isti kao eK ili se iz njega lako dobije. Za
sigurnost ovih kriptosustava nuzˇna je tajnost kljucˇa. No, to je i njihov veliki nedostatak,
buduc´i da prije sˇifriranja posˇiljalac i primalac moraju biti u moguc´nosti razmjeniti tajni
kljucˇ preko nekog sigurnog komunikacijskog kanala (ili se osobno susresti). Sˇtovisˇe, oni
bi morali cˇesto mijenjati kljucˇeve, buduc´i da sˇifriranje visˇe poruka istim kljucˇem znatno
smanjuje sigurnost.
Definicija 1.24. Kriptosustav s javnim kljucˇem se sastoji od dviju familija {eK} i {dK} funk-
cija za sˇifriranje i desˇifriranje (ovdje K prolazi skupom svih moguc´ih korisnika) sa svoj-
stvom:
1. Za svaki K je dK inverz eK.
2. Za svaki K je eK javan, ali je dK poznat samo osobi K.
3. Za svaki K je eK osobna jednosmjerna funkcija.
eK se zove javni kljucˇ, a dK privatni (ili osobni ili tajni) kljucˇ.
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Uspjesˇnost kriptosustava najvisˇe ovisi o nemoguc´nosti trec´e osobe da desˇifrira sˇifrat
koji se sˇalje kroz komunikacijski kanal. Kod kriptosustava s javnim kljucˇem mozˇemo
uspjesˇnom faktorizacijom komponente javnog kljucˇa dobiti dvije od tri komponente pri-
vatnog kljucˇa. Zadnju komponentu c´e nakon toga biti lako otkriti, a poznavajuc´i privatni
kljucˇ moc´i c´emo desˇifrirati poruku. Za sigurnost kriptosustava s javnim kljucˇem je dakle
vazˇno da se odabere javni kljucˇ koji je tesˇko faktorizirati. Obicˇno se stoga za javni kljucˇ
najcˇesˇc´e uzimaju veliki poluprosti brojevi ili opc´enito brojevi koji su produkt visˇe velikih
prostih brojeva.
Definicija 1.25. Broj n ∈ N je poluprost ili biprost ako je produkt tocˇno dva, ne nuzˇno
razlicˇita, prosta broja, tj. ako postoje prosti brojevi p1, p2 ∈ N takvi da vrijedi n = p1p2.
Tvrtka ”RSA Laboratories”, koju su osnovali tvorci jednog od najpoznatijih i naj-
korisˇtenijih kriptosustava s javnim kljucˇem, RSA kriptosustava, objavila je 1991. god.
nagradni natjecˇaj ”RSA Factoring Challenge”, u kojem su dali listu poluprostih brojeva
zajedno sa novcˇanim iznosom koji se dobije za uspjesˇnu faktorizaciju pripadnog broja. Ti
brojevi su poznati kao RSA brojevi. 1999. god. 155 znamenkasti, 512 bitni broj RSA-155
je korisˇtenjem nekoliko stotina racˇunala faktoriziran, sˇto je znacˇilo da se moralo polako
prec´i s korisˇtenja 512 bitnih na 1024 bitne kljucˇeve. RSA-155, kao i svi RSA brojevi
koji su faktorizirani poslije njega, su faktorizirani korisˇtenjem algoritma opc´eg sita. U
meduvremenu je ”RSA Laboratories” 2007. godine ukinuo ”RSA Factoring Challenge”.
Trenutno najvec´i faktorizirani RSA broj je 232 znamenkasti, 768 bitni broj RSA-768, koji




Prije nego opisˇemo algoritam racionalnog sita, opisat c´emo algoritam Fermatove faktori-
zacije. Racionalno sito, ali i mnogi drugi algoritmi koriste kongruenciju kvadrata za fakto-
rizaciju, a ona je zapravo poopc´enje Fermatove metode. Sada dajemo pseudokod algoritma
Fermatove faktorizacije.
Ulaz: prirodan broj n
Izlaz: brojevi a i b, takvi da vrijedi n = ab









y2← x2 − n;
sve dok y2 nije potpuni kvadrat radi
x← x+ 1;










Algoritam 2.0.1: Fermatova faktorizacija
Propozicija 2.1. Za svaki neparan broj n ∈ N i brojeve a, b ∈ N takve da vrijedi n = ab
postoje brojevi x, y ∈ N0 takvi da vrijedi n = x2 − y2.
Dokaz. Mozˇemo pretpostaviti bez smanjenja opc´enitosti da vrijedi a ≥ b. Uzmimo sljedec´e
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Brojevi a i b su oba neparni jer je n neparan, pa ocˇito vrijedi x, y ∈ N0. Preostaje nam
provjeriti je li zadovoljeno n = x2 − y2














= ab = n.

Opisˇimo rad algoritma. Pretpostavimo da zˇelimo faktorizirati n ∈ N. Ukoliko je n pa-
ran broj imamo netrivijalnu faktorizaciju i algoritam zavrsˇava. Buduc´i da se svaki neparni
broj po prethodnoj propoziciji mozˇe napisati kao razlika kvadrata, postoje x, y ∈ N takvi
da vrijedi n = x2−y2 = (x+y)(x−y). Sada je samo potrebno nac´i brojeve x i y takve da





, a potom inkrementiramo vrijednost od x sve dok ne dobijemo da je x2−n pot-
puni kvadrat. Ukoliko n ima netrivijalnu faktorizaciju algoritam c´e ju nac´i. U najgorem
slucˇaju n nema netrivijalnu faktorizaciju, te c´e algoritam stati za x = (n + 1)/2 i dati
trivijalnu faktorizaciju. Algoritam c´e najbrzˇe raditi kada je n umnozˇak dva bliska broja, a
najduzˇe kada je n prost broj. Buduc´i da je broj potpunih kvadrata manjih od n relativno
mali (
√
n), mozˇemo zakljucˇiti da je u najvec´em broju slucˇaja algoritam ipak neefikasan.




= 34. Tada je
342 − 1147 = 9 sˇto je potpuni kvadrat, pa je y =
√
9 = 3. Dakle trazˇena faktorizacija je
n = (34+ 3)(34− 3) = 37 · 31.
Osim u slucˇajevima gdje jen umnozˇak dva bliska broja, Fermatova faktorizacija je spor
algoritam, jer je najcˇesˇc´e potrebno dugo trazˇiti brojeve x i y koji zadovoljavajun = x2−y2.
Medutim, do netrivijalnih faktora broja n mozˇemo doc´i tako da trazˇimo brojeve x i y koji
zadovoljavaju slabiji uvjet, tocˇnije takve da x2 − y2 ne mora biti jednak n, vec´ samo mora
biti djeljiv sa n uz uvjet da x+y i x−y nisu djeljivi s n (u suprotnom c´e faktorizacija biti
trivijalna). Prije iskaza teorema o kongruenciji kvadrata i opisa algoritma racionalnog sita
dajemo definicije nekih pojmova koje c´emo koristiti.
Definicija 2.3. Za prirodan broj n kazˇemo da su cijeli brojevi a i b kongruentni modulo
n, u oznaci a ≡ b (mod n) ako vrijedi n | a − b. U protivnom, kazˇemo da a i b nisu
kongruentni modulo n i pisˇemo a . b (mod n).
Propozicija 2.4. Za prirodan broj n i cijele brojeve a i b vrijedi a ≡ b (mod n) ako i
samo ako a i b imaju isti ostatak pri dijeljenju s n, tj. a mod n = b mod n.
Dokaz. Pretpostavimo prvo da vrijedi a ≡ b (mod n). Po teoremu o dijeljenju s ostatkom
(Teorem 1.5) postoje jedinstveni cijeli brojevi q1, q2, r1 i r2 takvi da vrijedi a = q1n +
r1, 0 ≤ r1 < n i b = q2n+ r2, 0 ≤ r2 < n. Tada vrijedi
a− b = q1n+ r1 − (q2n+ r2) = (q1 − q2)n+ (r1 − r2).
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Buduc´i da po definiciji kongruentnosti vrijedi n | a − b, ocˇito mora vrijediti n | r1 − r2,
sˇto je moguc´e samo ako je r1 = r2.
Pretpostavimo sada da vrijedi r := a mod n = b mod n. Tada postoje jedinstveni
cijeli brojevi q1 i q2 takvi da vrijedi a = q1n + r i b = q2n + r, pa oduzimanjem tih
jednakosti dobivamo a− b = (q1 − q2)n. Dakle vrijedi n | a− b. 
Propozicija 2.5. Relacija ”biti kongruentan modulo n” je relacija ekvivalencije na skupu
Z.
Dokaz prethodne propozicije mozˇete nac´i u [8, Propozicija 2.1].
Propozicija 2.6. Neka je n prirodan, te a, b, c i d cijeli brojevi. Ako je a ≡ b (mod n)
i c ≡ d (mod n), onda je a + c ≡ b + d (mod n), a − c ≡ b − d (mod n) i ac ≡ bd
(mod n).
Dokaz. Neka je a − b = nk i c − d = nl. Tada je (a + c) − (b + d) = n(k + l) i
(a − c) − (b − d) = n(k − l), pa je a + c ≡ b + d (mod n) i a − c ≡ b − d (mod n).
Zbog ac− bd = a(c− d) + d(a− b) = n(al+ dk) slijedi da je ac ≡ bd (mod n). 
Propozicija 2.7. Neka je n prirodan, te a, b i k cijeli brojevi takvi da su k i n relativno
prosti. Ako je ka ≡ kb (mod n), onda vrijedi a ≡ b (mod n).
Dokaz. Iz ka ≡ kb (mod n) zakljucˇujemo da vrijedi ka− kb = k(a− b) ≡ 0 (mod n).
Zakljucˇujemo da n dijeli k(a − b), no kako su k i n relativno prosti, nijedan prost faktor
od n ne dijeli k. Dakle vrijedi n | a−b iz cˇega dalje slijedi a−b ≡ 0 (mod n) i konacˇno
a ≡ b (mod n). 
Teorem 2.8 (Teorem o kongruencija kvadrata). Ako za prirodan broj n te za cijele brojeve
x i y takve da je x . ±y (mod n) vrijedi kongruencija x2 ≡ y2 (mod n), onda vrijedi
n | (x+ y, n) (x− y, n), gdje su (x+ y, n) i (x− y, n) razlicˇiti od 1 i n.
Dokaz. Za x2 i y2 postoje k1, k2 i l < n takvi da vrijedi
x2 = k1n+ l i y2 = k2n+ l,
pa oduzimanjem prethodnih jednakosti i primjenom formule za razliku kvadrata dobivamo
(x+ y) (x− y) = (k1 − k2)n.
Zakljucˇujemo da vrijedi n | (x+ y)(x− y), pa onda po Propoziciji 1.17 vrijedi i
n | (x+ y, n) (x− y, n) .
POGLAVLJE 2. RACIONALNO SITO 17
Iz x . ±y (mod n) slijedi n - (x+ y) i n - (x− y), pa je stoga (x+ y, n) , n i
(x− y, n) , n. Zbog n | (x+ y)(x− y) i n - (x− y) postoji prost broj p takav da p | n
i p | x + y, tj. (x+ y, n) , 1. Analogno, postoji prost broj p takav da p | n i p | x − y,
pa vrijedi (x− y, n) , 1. Dakle, pokazali smo da su (x+ y, n) i (x− y, n) netrivijalni
djelitelji od n. 
Primjer 2.9. Prvo valja primjetiti da postoje brojevi n za koje ne mozˇemo nac´i brojeve x
i y takve da vrijede pretpostavke teorema (npr. za n = 10).
Uzmimo n = 12. Za x = 5 i y = 1 vrijede pretpostavke teorema 5 . ±1 (mod 12), te
52 = 25 ≡ 12 = 1 (mod 12). Buduc´i da je (5 + 1, 12) = 6 i (5 − 1, 12) = 4 vidimo da
vrijedi 12 | 6 · 4.
Osim za x = 5 i y = 1 pretpostavke teorema vrijede i za brojeve x = 4 i y = 2.
Provjerimo; 4 . ±2 (mod 12) i 42 = 16 ≡ 22 = 4 (mod 12). Vidimo da c´e u ovom
slucˇaju osim n | (x+ y, n) (x− y, n) vrijediti i n = (x+ y, n) (x− y, n), naime 12 =
(4+ 2, 12) · (4− 2, 12) = 6 · 2.
Prethodni teorem koristi u mnogim faktorizacijskim algoritmima poput racionalnog
sita, kvadratnog sita, algoritma faktorske baze, Dixonovog algoritma, CFRAC algoritma
i drugih. Glavana razlika izmedu tih algoritama je nacˇin na koji se dolazi do brojeva x i
y. Problem pronalazˇenja brojeva x i y za koje vrijede pretpostavke prethodnog teorema je
vremenski pseudopolinoman problem. Brojeve x i ymozˇemo pokusˇati nac´i isprobavanjem
za mali n, buduc´i da nema mnogo kandidata, ali za vec´i n trebamo bolje metode.
Jedan od jednostavnijih, ali ne i efikasan nacˇin za velike n, je uzeti neki slucˇajan broj
x ∈ N, x > √n, kvadrirati ga i vidjeti je li x2 mod n kvadrat nekog prirodnog broja. Ova
metoda je zapravo poboljsˇanje onoga sˇto radimo u Fermatovoj faktorizaciji. Jednom kada
nademo brojeve x i y Euklidovim algoritmom u polinomnom vremenu mozˇemo izracˇunati
(x+ y, n) i (x− y, n).
Primjer 2.10. Sada c´emo uzeti nesˇto vec´i broj n = 1711. Uzmimo x = 44. Vidimo
da je 442 mod 1711 = 1936 mod 1711 = 225 kvadrat broja y = 15. Buduc´i da vrijedi
44 . ±15 (mod 1711), mozˇemo primjeniti teorem o kongruenciji kvadrata. Po teoremu
dobivamo da vrijedi n = (44+ 15, 1711) · (44− 15, 1711) = 59 · 29.
Sada c´emo definirati josˇ neke pojmove koje c´emo koristiti, a potom c´emo opisati algo-
ritam racionalnog sita.
Definicija 2.11. Za proizvoljan broj x ∈ R sa pi (x) c´emo oznacˇavati funkciju brojanja
prostih brojeva, koja vrac´a broj prostih brojeva koji su manji ili jednaki x.
Definicija 2.12. Za prirodne brojeve n i B kazˇemo da je broj n B-gladak ukoliko nijedan
prost faktor broja n nije vec´i od B.
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Propozicija 2.13. Ako za prirodan broj n te cijele brojeve x i y takve da je x . ±y
(mod n) vrijedi kongruencija x2 ≡ y2 (mod n),a za svaki prost broj q ≤ p, gdje je p
najvec´i prost broj koji dijeli x ili y, vrijedi q - n, onda vrijedi n = (x+ y, n) (x− y, n),
gdje su (x+ y, n) i (x− y, n) razlicˇiti od 1 i n.
Pretpostavimo da zˇelimo faktorizirati broj n ∈ N. Odaberemo neki broj B ∈ N, a sa pi
oznacˇimo i-ti prost broj. Ukoliko neki od brojeva pi, i = 1, 2, . . . , pi (B) dijeli n, imamo
netrivijalnu faktorizaciju broja n i algoritam mozˇe stati. U suprotnom trazˇimo prirodne
brojeve z takve da su z i z + n B-glatki. Ako pronademo takve brojeve, onda imamo























Nakon sˇto pronademo dovoljno ovakvih relacija (obicˇno je dovoljno nac´i nesˇto visˇe od
pi(B) relacija), ukoliko ne postoji relacija u kojoj su svi eksponenti ai i bi parni, potrebno
je mnozˇenjem dobivenih relacija (Propozicija 2.6) i dijeljenjem zajednicˇkim faktorima pi
(Propozicija 2.7), sˇto smijemo jer pi - n, dobiti novu relaciju u kojoj su eksponenti prostih
brojeva parni, te ju zapisati kao kongruencija kvadrata x2 ≡ y2 (mod n). Sada c´emo po
prethodnoj propoziciji dobiti netrivijalnu faktorizaciju broja n. Bitno je da uvjet x . ±y
(mod n) iz teorema bude zadovoljen, u suprotnom c´e faktorizacija biti trivijalna, tj. n =
n · 1.
Prilikom odabira broja B, treba voditi racˇuna da je bolje uzeti malo vec´i B, nego ma-
nji. Ako odaberemo preveliki B, slozˇenost algoritma c´e se povec´ati. S druge strane, ako
uzmemo premali Bmoguc´e je da nec´emo pronac´i dovoljno relacija z takvih da su z i z+n
B-glatki, ili da iz dobivenih relacija nec´emo moc´i dobiti netrivijalnu faktorizaciju.
Primjer 2.14. Zˇelimo faktorizirati n = 893. Uzet c´emo B = 11. Buduc´i da nijedan od
prostih brojeva manjih ili jednakih B ne dijeli n, nastavljamo s algoritmom. Prva 3 broja
z takva da su z i z+ n 11-glatki su 3, 7 i 75. Sada dajemo pripadne relacije kongruencije
20315070110 = 3 ≡ 896 = 27305071110 (mod 893)
22325270110 = 900 ≡ 7 = 20305071110 (mod 893)
20315270110 = 75 ≡ 968 = 23305070112 (mod 893)
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Mnozˇenjem prethodnih relacija dobivamo sljedec´u relaciju
22345470110 ≡ 210305072112 (mod 893).
Buduc´i da su svi eksponenti parni mozˇemo prethodnu relaciju zapisati kao kongruenciju
kvadrata, a mozˇemo, ako zˇelimo, podijeliti sa zajednicˇkim faktorima kako bismo dobili
manje brojeve.






= 2252 ≡ 12322 =
(
24 · 7 · 11
)2
= 2872112.
Buduc´i da je zadovoljeno 1232 . ±225 (mod 893) imamo netrivijalnu faktorizaciju broja
893
893 = (1232+ 225, 893) (1232− 225, 893) = (1457, 893) (1007, 893) = 47 · 19.
Racionalno sito, kao i opc´e sito polja brojeva, ne mozˇe faktorizirati brojeve oblika
n = pk, gdje je p prost broj, medutim to nije problem jer postoje algoritmi koji, ako
vrijedi n = mk, pronalaze brojeve m i k u polinomnom vremenu (vidi [1]). Vec´ smo
pokazali u Primjeru 2.9 da postoje brojevi koji imaju netrivijalnu faktorizaciju, ali ne za-
dovoljavaju uvjete teorema o kongruenciji kvadrata, sˇto znacˇi da racionalno sito ne mozˇe
dati netrivijalnu faktorizaciju svih slozˇenih brojeva.
Takoder, najvec´i problem je pronac´i dovoljno brojeva z takvih da su z i z + n B-
glatki. Sˇto je n vec´i to je tezˇe, ponekad i nemoguc´e, nac´i dovoljno takvih brojeva jer im
se ucˇestalost pojavljivanja smanjuje kako rastu (vidi [12]). Racionalno sito se u praksi ne
koristi kao faktorizacijski algoritam zbog prevelike vremenske slozˇenosti, ali nam koristi
kako bismo bolj razumjeli rad opc´eg sita polja brojeva.
Poglavlje 3
Kvadratno sito
Prije nego opisˇemo algoritam kvadratnog sita, opisat c´emo jednostavniji Dixonov algori-
tam na kojem se algoritam kvadratnog sita temelji. Nakon toga objasnit c´emo razlike u
odnosu na Dixonov algoritam te posebnosti i moguc´a poboljsˇanja algoritma kvadratnog
sita.
Dixonov algoritam je 1981. god. objavio John D. Dixon, matematicˇar sa sveucˇilisˇta
Carleton. Kao i algoritam racionalnog sita, Dixonov algoritam za dani brojn pronalazi bro-
jeve x i y takve da vrijede pretpostavke teorema o kongruenciji kvadrata, te time dolazimo
do netrivijalnih faktora (x+ y, n) i (x− y, n) od n. Prije nego sˇto smo opisali racionalno
sito spomenuli smo metodu slicˇnu Fermatovom algoritmu, gdje za dani n trazˇimo brojeve
a takve da je a2 mod n potpuni kvadrat, sˇto bi znacˇilo da za b =
√
a2 mod n odmah
imamo kongruenciju kvadrata a2 ≡ b2 (mod n) i mozˇemo krenuti na faktorizaciju broja
n(vidi Primjer 2.10).
Broj potpunih kvadrata manjih ili jednakihn je
√
n, sˇto znacˇi da su brojevi a takvi da je
a2 mod n potpuni kvadrat rijetki te je ova metoda, basˇ kao i Fermatova faktorizacija, dosta
spora. Dixonov algoritam stoga umjesto trazˇenja potpunih kvadrata, trazˇi brojeve a takve
da a2 mod n ima samo male proste faktore, odnosno da je B-gladak, gdje je B neki mali
broj koji odabiremo na pocˇetku algoritma. U sljedec´em primjeru vidimo da za svaki malo
vec´i B postoji visˇe brojeva koji su B-glatki, nego brojeva koji su potpuni kvadrati. Kasnije
c´emo vidjeti da se uzimanjem prevelikog B nepotrebno povec´ava slozˇenost algoritma, te
c´emo pojasniti kako odabrati idealan B.
Definicija 3.1. Za proizvoljne brojeve x, y ∈ N saΨ (x, y) c´emo oznacˇavati funkciju broja-
nja glatkih brojeva, koja vrac´a broj y-glatkih brojeva koji su manji ili jednaki x. Funkcija
Ψ zove se de Bruijnova funkcija.
Primjer 3.2. Uzmimo n = 37523. Postoji 193 potpunih kvadrata manjih od 37523. U
sljedec´oj tablici dane su vrijednosti funkcije Ψ za razlicˇite B.
20
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B 2 3 5 10 15 25 50 150 500 2000 10000
Ψ(n,B) 16 86 248 520 1269 2703 5497 11895 19687 26927 33604
Za svaki B-glatki broj bi = a2i mod n, gdje je i ∈ N, kojeg algoritam pronade ocˇito
imamo sljedec´u relaciju kongruencije a2
i
≡ bi (mod n). Cilj Dixonovog algoritma je
medusobnim mnozˇenjem ovakvih relacija dobiti kongruenciju kvadrata (slicˇnu tehniku
smo koristili i kod racionalnog sita). Medusobnim mnozˇenjem relacija a2
i
≡ bi (mod n) i
a2
j
≡ bj (mod n) dobijemo relaciju (aiaj)2 ≡ bibj (mod n). Ocˇito je da za sve a, b ∈ Z
vrijedi (ab) ≡ ((ab) mod n) (mod n), pa mnozˇenjem ove relacije sa samom sobom do-
bivamo (ab)2 ≡ ((ab) mod n)2 (mod n). Kako je ”biti kongruentan modulo n” relacija
ekvivalencije vrijedi (aiaj mod n)2 ≡ bibj (mod n). Sada smo na lijevoj strani relacije
dobili potpuni kvadrat koji je manji od (aiaj)2, pa c´e s njim biti laksˇe racˇunati.
Pokazali smo da mnozˇenjem relacija na lijevoj strani novodobivene relacije uvijek do-
bijemo potpuni kvadrat, pa jedino sˇto preostaje je pronac´i koji od brojeva bi medusobnim
mnozˇenjem daju potpuni kvadrat.
Primjer 3.3. Neka je n = 2461. Brojevi 522 mod 2461 = 243 i 562 mod 2461 = 675 nisu
potpuni kvadrati, ali njihov umnozˇak 243 · 675 = 164025 = 4052 jest. Dakle mnozˇenjem
relacija 522 ≡ 243 (mod 2461) i 562 ≡ 675 (mod 2461) dobijemo kongruenciju kvadrata
(52 · 56 mod 2461)2 = (2912 mod 2461)2 = 4512 ≡ 4052 (mod 2461). Buduc´i da vrijedi
451 . ±405 (mod 2461), po teoremu o kongruenciji kvadrata dobijemo 2461 = (451 +
405, 2461)(451− 405, 2461) = 107 · 23.
Kako bi provjerili umnozˇak kojih brojeva bi daje potpuni kvadrat koristimo isti pos-
tupak kao i kod racionalnog sita. Sada c´emo malo detaljnije objasniti taj postupak. Pret-
postavimo da smo pronasˇli k B-glatkih brojeva bi. Za svaki bi, i ∈ {1, 2, . . . , k} imamo








gdje je svaki ei,j ∈ N0. Cilj je pronac´i brojeve br1 , br2 , . . . , brl , 1 < r1 < r2 < . . . < rl ≤
k, takve da mnozˇenjem pripadnih relacija kongruencije na desnoj strani dobijemo potpuni













ei,j ≡ 0 (mod 2) za svaki j ∈ {1, 2, . . . , pi(B)}.
Za svaki bi stoga mozˇemo definirati pripadni vektor eksponenata vbi = (ei,1, ei,2, . . . , ei,pi(B)).
Buduc´i da se potencije istih baza mnozˇe tako da se eksponenti zbroje, vektor eksponenata
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umnosˇka proizvoljnih brojeva bi i bj bit c´e jednak zbroju vektora eksponenata tih brojeva,
odnosno vbibj = (ei,1+ej,1, ei,2+ej,2, . . . , ei,pi(B)+ej,pi(B)). Takoder ocˇito je da c´e neki broj
x ∈ N biti potpuni kvadrat ako i samo ako su sve koordinate vektora eksponenata vx tog
broja parni brojevi. Dakle problem pronalazˇenja brojeva bi takvih da je njihov umnozˇak
potpuni kvadrat svodi se na problem pronalazˇenja vektora eksponenata vbi tih brojeva tak-
vih da je njihov zbroj vektor kojem su sve koordinate parni brojevi.
Kako znamo da je zbroj dva broja paran ako i samo ako su oba pribrojnika ili parni ili
neparni brojevi, zakljucˇujemo prema tome da nam nisu bitne same koordinate vektora vec´
iskljucˇivo njihova parnost, pa mozˇemo trazˇiti vektore oblika wbi = (ei,1 mod 2, ei,2 mod
2, . . . , ei,pi(B) mod 2) cˇiji je zbroj modulo 2 nul-vektor.
Primjer 3.4. Primjenimo opisani postupak kako bismo provjerili je li umnozˇak brojeva 243
i 675 potpuni kvadrat. Mozˇemo uzeti B = 5. Brojevi 243 i 675 tada imaju sljedec´e kanon-
ske rastave na proste faktore 243 = 203550 i 675 = 203352, pa su pripadni vektori ekspo-
nenata (0, 5, 0) i (0, 3, 2) koje mozˇemo reducirati modulo 2 na vektore (0, 1, 0) i (0, 1, 0).
Njihovim zbrajanjem modulo 2 dobivamo nul-vektor. Zakljucˇujemo da je umnozˇak vektora
243 i 675 potpuni kvadrat.
Ovakav postupak se mozˇe efikasno primjenjivati na racˇunalima jer oni mogu kompak-
tno pohraniti te vektore kao nizove bitova, te obavljati zbrajanje modulo 2 koja je zapravo




pravo treba provjeriti je li skup vektora wbi linearno ovisan.
Definicija 3.5. Neka je V vektorski prostor nad poljem F. Kazˇemo da je skup S ⊆ V line-
arno ovisan ako se 0 ∈ V mozˇe prikazati kao netrivijalna linearna kombinacija konacˇnog
broja elemenata iz S. U suprotnom kazˇemo da je S linearno neovisan.
Sljedec´a propozicija nam garantira da c´e skup vektora wbi biti linearno ovisan ako
imamo visˇe od pi(B) vektora wbi , tj. ako smo pronasˇli visˇe od pi(B) brojeva bi.
Propozicija 3.6. Neka je V vektorski prostor nad poljem F. Ako neki skup S ⊆ V ima visˇe
od dimF V elemenata, onda je S linearno ovisan.
Dokaz. Pretpostavimo da je S linearno neovisan. Iz S ⊆ V slijedi da je vektorski prostor
kojeg S razapinje podskup od V pa ima dimenziju manju od dimF V . Buduc´i da S ima
visˇe od dimF V elemenata i S je linearno neovisan, vektorski prostor kojeg S razapinje ima
dimenziju vec´u od dimF V , cˇime smo dobili kontradikciju. 
Kombinaciju vektora koji u zbroju daju nul-vektor mozˇemo pronac´i koristec´i algoritam
Gaussovih eliminacija na matrici ek×pi(B) mod 2, gdje je k ∈ N broj vektora wbi , odnosno
brojeva bi koje smo pronasˇli. Ocˇito je da c´emo Gaussovim eliminacijama sigurno pronac´i
kombinaciju vektora koji u zbroju daju nul-vektor ukoliko vrijedi k > pi(B).
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U Primjeru 3.2 mozˇemo vidjeti da sigurno postoji visˇe od pi(B) B-glatkih brojeva bi,
cˇak i za male B, no mi bismo htjeli odabrati dovoljno veliki B da ih ne trebamo predugo
trazˇiti. S druge strane u navedenom primjeru mozˇemo primjetiti da funkcija f(B), odnosno
broj B-glatkih brojeva manjih od n, raste sve sporije kako se B povec´ava (to mozˇemo
lijepo vidjeti donjom tablicom za n = 37523), sˇto znacˇi da c´emo odabirom prevelikog B
dobiti relativno malo novih relacija, a slozˇenost c´e se nepotrebno povec´ati jer c´e se matrica
ek×pi(B) mod 2 povec´ati.
pk 2 3 5 7 13 23 47 149 1999 9973
Ψ(n, pk) − Ψ(n, pk−1) 15 70 162 272 414 498 447 232 18 3
Neka je b ∈ N, b ≤ n slucˇajno odabrani broj. Vjerojatnost da je b B-gladak je tada
Ψ(n,B)/n, sˇto znacˇi da se u prosjeku medu n/Ψ(n,B) brojeva nalazi jedan B-gladak
broj. S obzirom da moramo pronac´i oko pi(B) B-glatkih brojeva, prosjecˇno c´emo morati
provjeriti pi(B)n/Ψ(n,B) brojeva. Takoder kako bismo provjerili je li neki broj B-gladak
potrebno nam je priblizˇno pi(B) koraka, pa c´e ukupni broj koraka algoritma za pronala-
zak brojeva bi biti priblizˇno (pi(B))2n/Ψ(n,B). Mozˇe se pokazati kako je ta vrijednost
minimalna za B = e2
√
ln(n) ln(ln(n)).
Osim dobrim odabirom broja B, Dixonov algoritam mozˇemo optimizirati na nacˇin da
odaberemo bolji algoritam za rjesˇavanje matricˇne jednadzˇbe. Sada iskazujemo jedan vazˇan
teorem u teoriji brojeva, koji c´e nam dati dobru predodzˇbu o velicˇini vektora vi. Dokaz
teorema mozˇete pronac´i u [21, str. 151].






Buduc´i da brojevi bi sigurno imaju manje od log2(bi) < log2(n) prostih faktora, za-






nul koordinata visˇe nego nenul ko-
ordinata. Isti zakljucˇak ocˇito tada vrijedi i za vektore wi. Matrica ek×pi(B) mod 2 je dakle
”rijetka” matrica, tj. ima mnogo nula, te se mogu koristiti brzˇi algoritmi od Gaussovih
eliminacija kako bismo rjesˇili pripadnu matricˇnu jednadzˇbu. Jedan od cˇesto korisˇtenih al-
goritama koji pronalazi linearne ovisnosti velikih rijetkih matrica nad Z2 je blok Lanczosov





log(n) log(log(n))) Vrijeme izvodenja mozˇemo dodatno smanjiti paralelizacijom
na visˇe racˇunala. Primjerice, racˇunala mogu trazˇiti brojeve bi u disjunktnim intervalima.
Takoder za rjesˇavanje matricˇne jednadzˇbe mozˇe se koristiti blok Wiedemannov algoritam
(vidi [15]), pri cˇemu svako racˇunalo mora imati pohranjenu matricu ek×pi(B) mod 2.
Algoritam kvadratnog sita je vrlo slicˇan Dixonovom algoritmu, mozˇemo rec´i da se za-
pravo radi o poboljsˇanju Dixonovog algoritma, stoga nema smisla opisivati cijeli algoritam,
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vec´ c´emo opisati c´emo samo bitne modifikacije u odnosu na Dixonov algoritam i prikazati
rad algoritma na konkretnom primjeru. Najprije c´emo definirati sˇto je to faktorska baza.
Definicija 3.8. Faktorska baza je neprazni skup razlicˇitih prostih brojeva. Kazˇemo da se
x ∈ N faktorizira nad faktorskom bazom S ili da je x gladak s obzirom na faktorsku bazu S






gdje su aj ∈ N.
Napomena 3.9. Ocˇito je da je za sve x, B ∈ N vrijedi da je x B-gladak ako i samo ako je
x gladak s obzirom na faktorsku bazu {p1, p2, . . . , ppi(B)}.
Na pocˇetku algoritma odlucˇimo koliko elemenata c´e imati nasˇa faktorska baza. Zˇelimo
odabrati faktorsku bazu S takvu da c´emo moc´i pronac´i brojeve ai takve da se ai2 − n
faktorizira nad S. Neka je funkcija f definirana na sljedec´i nacˇin f(x) = x2 − n za svaki
x ∈ N i neka je p neki prost broj. Tada za svaki x ∈ N i k ∈ Z vrijedi f(x + kp) =
(x + kp)2 − n = f(x) + p(2kx + k2p) iz cˇega slijedi f(x + kp) ≡ f(x) (mod p). Dakle,
ako za neki broj x ∈ N vrijedi f(x) ≡ 0 (mod p), onda za svaki y = x + kp vrijedi
f(y) ≡ 0 (mod p). Jednadzˇbu f(x) ≡ 0 (mod p) mozˇemo alternativno napisati u obliku
x2 ≡ n (mod p) pa kazˇemo da trazˇimo korijen broja n modulo p.
Postoje efikasni algoritmi poput Shanks–Tonelli algoritma (vidi [17]) koji pronalaze
korijen broja modulo prost broj. Mogu se desiti dvije moguc´nosti, da jednadzˇba ima be-
skonacˇno mnogo rjesˇenja i da jednadzˇba nema rjesˇenja. Ako jednadzˇba ima rjesˇenja onda
postoje dva rjesˇenja x1 i x2 = p−x1, ili jedno rjesˇenje za p = 2 kada je x1 = x2 = 1, takva
da vrijedi 0 ≤ x1, x2 < p. Osim ta dva, zvat c´emo ih osnovna rjesˇenja, kao sˇto smo vec´
spomenuli, svaki broj koji ima isti ostatak kao neki od ova dva osnovna rjesˇenja je takoder
rjesˇenje jednadzˇbe x2 − n ≡ 0 (mod p). Drugim rjecˇima za osnovna rjesˇenja x1 i p − x1,
svi brojevi x1 + kp i p − x1 + kp, gdje je k ∈ Z, su takoder rjesˇenja jednadzˇbe x2 ≡ n
(mod p). Ako jednadzˇba nema rjesˇenje, onda ne postoji x ∈ N takav da p | x2 − n. Sada
znamo kako napuniti faktorsku bazu S. Uzimamo redom proste brojeve pi i provjeravamo
ima li jednadzˇba x2 − n ≡ 0 (mod pi) rjesˇenja, ako ima ubacujemo pi u S, ako nema
uzimamo broj pi+1 i ponovimo postupak. Postupak ponavljamo sve dok S ne napunimo do
zadane velicˇine.






− n takoder biti mali broj te c´e stoga biti vec´a





taj nacˇin dobijemo relacije kongruencije oblika ai2 ≡ ai2 − n (mod n). Daljnji postupak
je potpuno isti kao kod Dixonovog algoritma, medusobnim mnozˇenjem relacija na lijevoj
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strani sigurno c´emo dobiti potpuni kvadrat, pa je jedino bitno da dobijemo potpuni kvadrat
i na desnoj strani kako bi imali kongruenciju kvadrata. Za svaki bi = ai2 − n mozˇemo
definirati vektor eksponenata cˇija duljina je jednaka velicˇini faktorske baze, reducirati vek-
tor modulo n, napraviti matricu i pronac´i linearnu ovisnost Gaussovim eliminacijama ili
nekim drugim efikasnijim algoritmom za rijetke matrice.
Najbitnija razlika kvadratnog sita u odnosu na Dixonov algoritam je nacˇin na koji se









− n. Duljinu niza A sami odredimo. Sa vec´om duljinom niza imamo i vec´u
vjerojatnost da c´emo pronac´i dovoljno relacija i time vec´u vjerojatnost faktorizacije. S
druge strane uzimanjem vec´eg niza povec´ava se slozˇenost algoritma. Algoritam je dobio
ime kvadratno sito jer je x2 − n kvadratni polinom, a do brojeva bi c´emo doc´i metodom
sita, tj. procesom eliminacije.
Redom uzimamo brojeve p ∈ S i pronalazimo rjesˇenja jednadzˇbi x2 −n ≡ 0 (mod p).
Primjetimo kako jednadzˇba x2−n ≡ 0 (mod p) sigurno ima rjesˇenja jer je p ∈ S, no onda






− n ≡ 0 (mod p) ima rjesˇenja. Tocˇnije, ako je x ′











−n ≡ 0 (mod p). Buduc´i da za svako rjesˇenje x ′ jednadzˇbe x2−n ≡ 0
(mod p) vrijedi x ′ ≡ x1 (mod p) ili x ′ ≡ x2 (mod p), gdje su x1 i x2 = p − x1 osnovna




























da ovdje ne vrijedi i1 = p − i2). Sva ostala rjesˇenja navedene jednadzˇbe moraju imati isti
ostatak pri dijeljenju s p, pa su oblika i1+ kp ili i2+ kp. Algoritam dakle redom za svako









mod p takva da vrijediA[i] ≡ 0 (mod p) te svim
elementima A[i1 + kp] i A[i2 + kp] pridruzˇi nove vrijednosti dobivene dijeljenjem starih
vrijednosti brojem p.
Na kraju ovog postupka c´e vrijediti A[x] = 1 ako i samo ako je




gdje su ai ∈ {0, 1}. Medutim kako postoje brojevi koji su glatki s obzirom na S, a nisu
navedenog oblika, tj. djeljivi su i sa pk, za neke p ∈ S i k ≥ 2, ukoliko nemamo dovoljno
glatkih brojeva nove glatke brojeve dobit c´emo novim krugom eliminacija, tj. rjesˇavanjem
jednadzˇbi x2 − n ≡ 0 (mod pk). Na ovaj nacˇin dobijemo brojeve ai za koje je bi =
ai
2 mod n gladak s obzirom na S. Josˇ je samo preostalo nac´i kanonski rastav tih brojeva
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kako bismo mogli dobiti vektore eksponenata vbi . Buduc´i brojevi bi imaju samo male
proste faktore, tj. glatki su s obzirom na S, imamo efikasne algoritme poput Shanksove
faktorizacije s kvadratnim formama, Pollardove ρ metode, algoritma elipticˇkih krivulja
ili jednostavno naivnim pristupom provjerom djeljivosti unaprijed pripremljenim prostim
brojevima.
Primjer 3.10. Zˇelimo faktorizirati broj n = 19667. Uzet c´emo da faktorska baza ima 5









− 19667 ≡ 0 (mod p) ima rjesˇenja su brojevi 2, 7, 17, 23 i 29. Dakle nasˇa
faktorska baza je skup S = {2, 7, 17, 23, 29}.
Neka jeA niz od 100 brojeva oblikaA[i] = (i+141)2−19667, za i ∈ {0, 1, 2, . . . , 99}.
Sljedec´a tablica prikazuje osnovna rjesˇenja x ∈ N jednadzˇbe x2 − 19667 ≡ 0 (mod p), za
p ∈ S te osnovna rjesˇenja i = x − 141 mod p jednadzˇbe A[i] ≡ 0 (mod p). Algoritam
p 2 7 7 17 17 23 23 29 29
x 1 2 5 7 10 5 18 11 18
i 0 1 4 2 5 2 15 15 22
dakle sve elemente A[2k] podijeli sa 2, sve elemente A[1 + 7k] i sve elemente A[4 + 7k]
podijeli sa 7, sve elementeA[2+17k] i sve elementeA[5+17k] podijeli sa 17, sve elemente
A[2 + 23k] i sve elemente A[15 + 23k] podijeli sa 23 te sve elemente A[15 + 29k] i sve
elementeA[22+29k] podijeli sa 29. Pogledajmo sada sˇto se dogodilo nakon ovog postupka
sa elementima A[2], A[15] i A[22].
Na pocˇetku je A[2] = (2 + 141)2 − 19667 = 782, no kako za k1 = 1 i k2 = k3 = 0
vrijedi 2 = 2k1 = 2+ 17k2 = 2+ 23k3, element A[2] bit c´e redom podijeljen brojevima 2,
17 i 23, te c´e na kraju imati vrijednost A[2] = 782/(2 · 17 · 23) = 1.
Na pocˇetku je A[15] = (15+ 141)2 − 19667 = 4669, no kako za k1 = 2 i k2 = k3 = 0
vrijedi 15 = 1 + 7k1 = 15 + 23k2 = 15 + 29k3, element A[15] bit c´e redom podijeljen
brojevima 7, 23 i 29, te c´e na kraju imati vrijednost A[15] = 4669/(7 · 23 · 29) = 1.
Na pocˇetku je A[22] = (22 + 141)2 − 19667 = 6902, no kako za k1 = 11, k2 = 3,
k3 = 1 i k4 = 0 vrijedi 22 = 2k1 = 1 + 7k2 = 5 + 17k3 = 22 + 29k4, element
A[22] bit c´e redom podijeljen brojevima 2, 7, 17 i 29, te c´e na kraju imati vrijednost
A[22] = 6902/(2 · 7 · 17 · 29) = 1.
Brojevi 782, 4669 i 6902 su dakle glatki s obzirom na faktorsku bazu S. Buduc´i da broj
glatkih brojeva nije vec´i od broja elemenata faktorske baze, uobicˇajeno je da nastavimo
trazˇiti brojeve koji su glatki s obzirom na S rjesˇavanjem jednadzˇbe
A[i] ≡ 0 (mod pk),
sve dok ne pronademo visˇe glatkih brojeva nego sˇto S ima elemenata, jer bi nam to garanti-
ralo postojanje linearne ovisnosti vektora eksponenata tih brojeva i samim time dobivanje
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kongruencije kvadrata. Mi c´emo pokusˇati doc´i do toga samo sa ova tri broja koja smo
pronasˇli.
Buduc´i da su elementi A[2], A[15] i A[22] postavljeni svi na vrijednost 1, njihove
prvotne vrijednosti mozˇemo izracˇunati na sljedec´i nacˇin b1 = (3 + 141)2 − 19667, b2 =
(15+141)2−19667 i b3 = (22+141)2−19667. Nakon toga mozˇemo relativno brzo dobiti
kanonski rastav na proste faktore brojeva bi jer imaju samo male faktore buduc´i da su
glatki s obzirom na S. Sada konstruiramo matricu E3×5 kojoj su retci vektori eksponenata
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(2+ 141)2 = 1432 ≡ (2+ 141)2 − 19667 = 782 = 2170171231290 (mod 19667)
(15+ 141)2 = 1562 ≡ (15+ 141)2 − 19667 = 4669 = 2071170231291 (mod 19667)
(22+ 141)2 = 1632 ≡ (22+ 141)2 − 19667 = 6902 = 2171171230291 (mod 19667)
dobijemo kongruenciju kvadrata
(143 · 156 · 163)2 ≡ (2 · 7 · 17 · 23 · 29)2 (mod 19667).
Buduc´i da vrijedi
(143 · 156 · 163)2 ≡ (143 · 156 · 163 mod 19667)2 = 174762 (mod 19667)
(2 · 7 · 17 · 23 · 29)2 ≡ (158746 mod 19667)2 = 14102 (mod 19667)
dobijemo kongruenciju kvadrata sa manjim brojevima 174762 ≡ 14102 (mod 19667).
Konacˇno dobivamo faktorizaciju n = (17476 + 1410, 19667)(17476 − 1410, 19667) =
71 · 277
Kvadratno sito moguc´e je optimizirati trazˇenjem tzv. ciklusa. Ako postoje brojevi
oblika x2−n koji imaju isti prost faktor p izvan faktorske baze, onda medusobnim mnozˇenjem
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parcijalnih relacija oblika x2 ≡ x2−n (mod n) na desnoj strani relacije dobijemo umnozˇak
spomenutih brojeva koji je sigurno djeljiv s p2, pa dobivenu relaciju mozˇemo pomnozˇiti
brojem (p−1)2, gdje je p−1 multiplikativni inverz modulo n broja p, tj. vrijedi p−1p ≡
pp−1 ≡ 1 (mod n). Na taj nacˇin na desnoj strani relacije c´e ostati broj gladak s obzi-
rom na faktorsku bazu. Takvu punu relaciju dobivenu mnozˇenjem parcijalnih relacija i
modularnog inverza p−1 zovemo ciklus.
Primjer 3.11. Neka je n = 187 i faktorska baza S = {2, 3}. Imamo sljedec´e parcijalne
relacije
152 ≡ 2130191 (mod 187) i 232 ≡ 2132191 (mod 187)
Njihovim mnozˇenjem dobivamo relaciju
(15 · 23)2 ≡ 2232192 (mod 187).
U ovom primjeru se desilo da smo na desnoj strani dobili potpuni kvadrat pa imamo kon-
gruenciju kvadrata i mozˇemo faktorizirati broj 187. Opc´enito na desnoj strani nec´emo
dobiti potpuni kvadrat, stoga c´emo nastaviti s postupkom dobivanja ciklusa. Mnozˇenjem
dobivene relacije sa modularnim inverzom 19−1 ≡ 128 (mod 187) broja 19 modulo 187
dobijemo sljedec´u relaciju
(128 · 15 · 23)2 ≡ 2232 (mod 187) ⇔ 282 ≡ 62 (mod 187).
Na desnoj strani samo dobili broj gladak s obzirom na S, koji je u nasˇem primjeru i potpuni
kvadrat pa je dobivena relacija kongruencije kvadrata. Faktorizacija broja n je stoga
n = (28+ 6, 187)(28− 6, 187) = 17 · 11.
Buduc´i da osim jednadzˇbi oblika x2 = n (mod p), znamo rjesˇavati i opc´enitije jed-
nadzˇbe (Ax + B)2 = n (mod p), gdje su A,B ∈ Z, mozˇemo trazˇiti ai takve da se
f(ai) = (Aai + B)
2 − n faktorizira nad faktorskom bazom. To je vrlo pogodno kod
paralelizacije rada na visˇe racˇunala, gdje svako racˇunalo ima svoju kolekciju kvadratnih
polinoma f(x) i trazˇi brojeve ai takve da je f(ai) gladak s obzirom na faktorsku bazu koju
je to racˇunalo odredilo. Ovu metodu zovemo multipolinomno kvadratno sito (engl. MPQS
- Multiple Polynomial Quadratic Sieve).
Algoritam kvadratnog sita je osmislio Carl Pomerance 1981. god. i bio je jedan od
najefektivnijih algoritama 80-ih i ranih 90-ih godina te je josˇ uvijek najbolji izbor za fak-
torizaciju brojeva do oko 100 znamenki. Danas se smatra da je nakon opc´eg sita polja
brojeva drugi najbrzˇi faktorizacijski algoritam te je konceptualno mnogo jednostavniji od







tipolinomnog kvadratnog sita 1994. god. faktoriziran je 129-znamenkasti poluprost broj
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RSA-129. Korisˇtena je faktorska baza sa 524339 prostih brojeva. To je do tada bio najvec´i
RSA broj koji je faktoriziran, sve dok 1996. god. nije faktoriziran RSA-130 algoritmom
opc´eg sita brojeva u priblizˇno 15% vremena koje bi bilo potrebno kvadratnom situ. Tre-
nutni rekord za kvadratno sito je 135 znamenkasti broj, inacˇe faktor broja 2803 − 2402 + 1,
koji je 2001. god. faktoriziran na umnozˇak 66 i 69 znamenkastog broja.
Poglavlje 4
Specijalno sito
Racionalno i kvadratno sito c´e pod pretpostavkom da koriste dovoljno veliku faktorsku
bazu i da nema vremenskih ogranicˇanja na trajanje njihovog rada, pronac´i netrivijalnu
faktorizaciju bilo kojeg broja n ∈ N, ukoliko ona postoji. Kod specijalnog sita to nije
slucˇaj, jer ono mozˇe pronac´i netrivijalnu faktorizaciju samo onih prirodnih brojeva n koji
su blizu potenciji nekog drugog prirodnog broja, odnosno koji su oblika n = re ± s gdje
su r, e, s ∈ N te su r i s mali brojevi. S druge strane prednost specijalnog sita je da
faktorizaciju tih brojeva radi brzˇe od bilo kojeg drugog algoritma ukljucˇujuc´i i opc´e sito.







Faktorizaciju brojeva oblika n = re ± s gdje su r i s mali brojevi, c´emo kao i u slucˇaju
RSA brojeva smatrati velikom ako je n produkt velikih prostih brojeva. Tada najvec´om
faktorizacijom uopc´e, a ne samo brojeva specijalnog oblika, mozˇemo smatrati onu 320
znamenkastog Mersennovog broja 21061−1, koji je 2012. god. faktoriziran na produkt 143
i 177 znamenkastih prostih brojeva algoritmom specijalnog sita. Algoritam specijalnog sita
osmislio je 1988. god. britanski matematicˇar John Pollard, a prva znacˇajnija faktorizacija
koja je navijestila uspjeh algoritma bila je faktorizacija 9. Fermatovog broja 22
9
+ 1, sˇto
u to vrijeme, 1990. god., nije uspjelo kvadratnom situ, ali ni drugim algoritmima poput
algoritma elipticˇkih krivulja.
Definicija 4.1. Brojevi oblika 22n + 1 zovu se Fermatovi brojevi.
Prije nego krenemo s opisom algoritma specijalnog sita, potrebno je prisjetiti se ne-
kih definicija koje c´emo koristiti. Pretpostavljamo da su pojmovi kao sˇto su prsten, polje,
polinom, linearni operator i njegova matricˇna reprezentacija, determinanta, svojstvene vri-
jednosti i sl. poznati.
30
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k, n ∈ N0, ak ∈ R, an , 0
zovemo prsten polinoma u varijabli X nad prstenom R, u oznaci R[X].
Lako se mozˇe pokazati da R[X] zajedno s operacijama zbrajanja i mnozˇenja (vidi [14,
str. 82]) cˇini prsten.
Definicija 4.3. Neka je A[X] prsten polinoma. Kazˇemo da je polinom f ∈ A[X] normirani,
ako mu je vodec´i koeficijent 1.
Definicija 4.4. Neka je A[X] prsten polinoma i B neki natprsten od A. Kazˇemo da je
polinom f ∈ A[X] ireducibilan nad B, ako ne postoje polinomi f1, f2 ∈ B[X] svaki stupnja
barem 1 takvi da vrijedi f = f1 · f2.
Definicija 4.5. Kompleksan broj α ∈ C zove se algebarski broj ako postoji polinom 0 , f ∈
Q[X], takav da je f(α) = 0. Kompleksan broj se zove transcendentan ako nije algebarski.
Definicija 4.6. Neka je R prsten. Podskup S ⊆ R koji je i sam prsten zovemo potprsten od
R. Kazˇemo da je R prosˇirenje od S.
Propozicija 4.7. Ako je S prsten, R neki njegov potprsten i a ∈ S, onda je skup R[a] :=
{f(a) | f ∈ R[X]} prosˇirenje prstena R.
Dokaz. Neka je S neki prsten, R neki njegov potprsten i a ∈ S. Buduc´i da je ocˇito R ⊆ R[a],
jedino preostaje pokazati da je R[a] prsten, dokaz cˇega ide analogno kao i dokaz da je R[X]
prsten. 
Definicija 4.8. Ako su K = (K,+K, ·K) i L = (L,+L, ·L) polja takva da vrijedi K ⊆ L,
+K = +L|K×K i ·K = ·L|K×K, onda kazˇemo da je K potpolje od L, odnosno da je L natpolje
od K. Uobicˇajeno je rec´i da je L|K (cˇitaj ”L nad K”) prosˇirenje polja, sˇto znacˇi da je
polje L natpolje od K. Ako vrijedi L|K i K ( L onda kazˇemo da je K pravo potpolje od L,
odnosno da je L|K pravo prosˇirenje.
Propozicija 4.9. Svako polje L je vektorski prostor nad svojim proizvoljnim potpoljem.
Dokaz. Neka je L neko polje i K neko njegovo potpolje. Iz definicije polja slijedi da
je (L,+) komutativna grupa. Takoder iz definicije polja slijedi distributivnost mnozˇenja
prema zbrajanju pa buduc´i da je K ⊆ L, za sve v,w ∈ L i λ, µ ∈ K vrijedi λ · (v + w) =
λ · v+ λ ·w i (λ+ µ) · v = λ · v+ µ · v. Kako je L polje, po definiciji operacija mnozˇenja
mora biti asocijativna pa za sve v ∈ L i λ, µ ∈ K vrijedi (λ · µ) · v = λ · (µ · v). Buduc´i da
je svako polje prsten s jedinicom, za svaki v ∈ L vrijedi 1 · v = v. 
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Definicija 4.10. Neka je L|K neko prosˇirenje polja. Dimenziju vektorskog prostora L nad
K zovemo stupanj prosˇirenja od L|K, u oznaci [L : K]. Ako je [L : K] ∈ N kazˇemo da je
L|K konacˇno prosˇirenje.
Definicija 4.11. Neka je K polje i S neki skup. Tada c´emo sa K(S) oznacˇavati najmanje






PoljeK(S) zovemo prosˇirenje odK generirano sa S. Ako je skup S = {a} jednocˇlan umjesto
K({a}) pisˇemo K(a).
Definicija 4.12. Neka je α ∈ C algebarski broj. Normirani polinom g ∈ Q[X] minimalnog
stupnja, takav da vrijedi g(α) = 0, zovemo minimalni polinom od α.
Definicija 4.13. Neka su R i S dva prstena. Preslikavanje f : R → S je homomorfizam
prstena ukoliko je aditivno i multiplikativno, tj. ako za sve x, y ∈ R vrijedi
f(x+ y) = f(x) + f(y) i f(xy) = f(x)f(y),
te f preslikava jedinicu u jedinicu (f(1R) = 1S).
Definicija 4.14. Neka je R prsten. Ako za sve x, y ∈ R, takve da je xy = 0, vrijedi x = 0
ili y = 0, onda kazˇemo da je R integralna domena.
Definicija 4.15. Neka je R prsten s jedinicom. Kazˇemo da je element x ∈ R invertibilan
ako postoji element x−1 ∈ R takav da vrijedi x · x−1 = x−1 · x = 1. Skup svih invertibilnih
elemenata od R oznacˇavamo sa R×.
Definicija 4.16. Neka je R prsten s jedninicom. Kazˇemo da je element x ∈ R ireducibilan
u R ako vrijedi
• x je neinvertibilan nenul element, tj. 0 , x < R×.
• Za sve a, b ∈ R takve da je x = ab vrijedi ili a ∈ R× ili b ∈ R×.
Definicija 4.17. Integralna domena R je faktorijalan prsten ako vrijedi
• Za svaki x ∈ R takav da je 0 , x < R× postoji n ∈ N i ireducibilni elementi
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gdje su pi, ri ∈ R ireducibilni elementi, onda je n = m i postoji permutacija σ ∈ Sn
takva da za svaki i ∈ {1, 2, . . . n} vrijedi pi = rσ(i).
Definicija 4.18. Kazˇemo da je neinvertibilan nenul element p komutativnog prstena R prost
u R ako za sve a, b ∈ R takve da p | ab vrijedi p | a ili p | b.
Definicija 4.19. Neka je L|K neko prosˇirenje polja. Buduc´i da je L po Propoziciji 4.9
vektorski prostor nad K, za α ∈ L definiramo K-linearni operator mα : L→ L na sljedec´i
nacˇin mα(x) := αx. Funkciju NL|K : L → K koja svakom elementu α ∈ L pridruzˇuje
determinantu operatoramα zovemo norma elementa α u prosˇirenju L|K.
Definicija 4.20. Neka je L|K neko prosˇirenje polja. Karakteristicˇni polinom K-linearnog
operatora mα : L → L, mα(x) := αx, u oznaci χmα , definiramo na sljedec´i nacˇin
χmα(X) := det(XI −Mα) ∈ K[X], gdje je Mα neka matricˇna reprezentacija operatora
mα.
Definicija 4.21. Neka je L|K neko prosˇirenje polja. Karakteristicˇni polinom nekog alge-
barskog broja α ∈ L, u oznaci χα, jednak je karakteristicˇnom polinomu odmα.
Propozicija 4.22. Neka je L|K neko prosˇirenje polja. Slobodni koeficijent karakteristicˇnog
polinoma algebarskog broja α ∈ L je ±NL|K(α).
Dokaz. Neka je α ∈ L algebarski broj. Slobodni koeficijent karakteristicˇnog polinoma od
α je χα(0) = χmα(0) = det((−I)(Mα)) = det(−I) det(mα) = (−1)
[L:K]NL|K(α). 
Definicija 4.23. Kazˇemo da je algebarski broj x ∈ C cijeli ako postoji normirani polinom
f ∈ Z[X] takav da vrijedi f(x) = 0.
Propozicija 4.24. Neka je L|K neko prosˇirenje polja. Ako je x ∈ L algebarski cijeli broj,
onda vrijedi NL|K(x) ∈ Z.
Dokaz. Neka je x ∈ L algebarski cijeli broj. Iz definiciji algebarski cijelih brojeva slijedi
da postoji normirani polinom f ∈ Z[X] takav da je f(x) = 0. Buduc´i da je polinom f
normiran, on je minimalni polinom od x. Svi koeficijenti minimalnog polinoma od x su
dakle elementi iz Z.
Neka je α ∈ L. Iz definicije operatora mα slijedi da je α svojstvena vrijednost tog
operatora, tj. za svaki β ∈ L vrijedimα(β) = αβ iz cˇega redom dobivamo
mα(β) − αβ = 0⇒Mαβ− αIβ = 0⇒ (Mα − αI)β = 0⇒ det(αI−mα) = 0.
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Zakljucˇujemo da svaki karakteristicˇni polinom nekog broja ponisˇtava taj broj, posebno
vrijedi χx(x) = 0.
Minimalni polinom od x mora po definiciji dijeliti svaki drugi polinom koji ponisˇtava
x, pa posebno mora dijeliti karakteristicˇni polinomom od x, sˇto povlacˇi da koeficijenti
karakteristicˇnog polinoma od x moraju biti iz Z. Kako po prethodnoj propoziciji vrijedi
χx(0) = ±NL|K(x), a χx(0) je iz Z jer je slobodni koeficijent karakteristicˇnog polinoma od
x, tvrdnja propozicije je dokazana. 
Propozicija 4.25. Neka je L|K neko prosˇirenje polja. NormaNL|K je multiplikativna funk-
cija.
Dokaz. Neka su α,β ∈ L. Tada za x ∈ L vrijedi (mα ◦ mβ)(x) = mα(mβ(x)) =
mα(βx) = α(βx) = (αβ)x = mαβ(x). Buduc´i da je determinanta kompozicije linearnih
operatora jednaka umnosˇku determinanti tih operatora dobivamoNL|K(αβ) = det(mαβ) =
det(mα ◦mβ) = det(mα) det(mβ) = NL|K(α)NL|K(β) 
Propozicija 4.26. Neka je R faktorijalan prsten. Element p ∈ R je prost u R ako i samo
ako je ireducibilan u R.
Dokaz. Pretpostavimo da je p prost element u R te x, y ∈ R takvi da vrijedi p = xy.
Najprije c´emo pretpostaviti da su i x i y neinvertibilni. Tada za sve a, b ∈ R takve da
p | ab mora vrijediti p = xy | a ili p = xy | b. Posebno za a = x i b = y mora
vrijediti xy | x ili xy | y. Pretpostavimo, bez smanjenja opc´enitosti da vrijedi xy | x.
To znacˇi da postoji k ∈ R takav da je xyk = x, odnosno yk = 1, sˇto je u kontrdikciji s
pretpostavkom da je y neinvertibilan. Sada pretpostavimo da su i x i y invertibilni. Ocˇito
je tada i p invertibilan jer je njegov inverz umnozˇak inverza elemenata x i y, pa nije prost
element po definiciji, sˇto znacˇi da smo dosˇli do kontradikcije. Ovime smo dokazali da
nijedan prost element u R nije umnozˇak dva invertibilna ili dva neinvertibilna elementa iz
R, odnosno da uvijek jedan element mora biti invertibilan, a drugi neinvertibilan sˇto znacˇi
da je p ireducibilan element. Time smo dokazali jedan smjer.
Pretpostavimo da je p ireducibilan element u R i neka su a, b ∈ R takvi da vrijedi
p | ab. Ako je a invertibilan, onda ocˇito p | b. Analogno, ako je b invertibilan, onda
p | a. Pretpostavimo stoga da ni a ni b nisu invertibilni. Kako je R faktorijalan prsten, a
a i b neinvertibilni nenul elementi, postoje n1, n2 ∈ N i ireducibilni elementi pi ∈ R, i ∈
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Mnozˇenjem prethodnih faktorizacija na ireducibilne elemente od a i b dobivamo faktori-









Kako p | ab te je ireducibilan, zakljucˇujemo da je jednak nekom od elemenata pi ili ri.
Dakle p | a ili p | b, pa je p prost element. 
Definicija 4.27. Polje algebarskih brojeva je prosˇirenje konacˇnog stupnja polja Q.
Definicija 4.28. Neka je B komutativni prsten i A ⊆ B neki njegov potprsten. Kazˇemo da





+ bn = 0.
Definicija 4.29. Neka je A integralna domena i L polje koje sadrzˇi A. Skup elemenata iz
L koji su cijeli nad A tvori prsten. Taj prsten zovemo cijelo zatvorenje od A u L.
Definicija 4.30. Cijelo zatvorenje prstena Z u polju algebarskih brojeva F zovemo prsten
cijelih brojeva u F i oznacˇavamo s OF.
Propozicija 4.31. Neka je F polje algebarskih brojeva. Algebarski cijeli broj x ∈ OF je
invertibilan u OF ako i samo ako vrijedi NF|Q(x) = ±1.
Dokaz prethodne propozicije mozˇete pogledati u [22, Korolar 1.11].
Sada opisujemo rad algoritma. Neka je n broj kojeg zˇelimo faktorizirati. Na pocˇetku
algoritma odabiremo neki normirani polinom f ∈ Z[X] koji je ireducibilan nad Z i broj
m ∈ Zn = {0, 1, . . . , n−1} takav da je f(m) ≡ 0 (mod n). Neka je α ∈ C takav da vrijedi
f(α) = 0. Iz definicije algebarskih brojeva slijedi da je α algebarski broj, a svi algebar-
ski brojevi zajedno s operacijama naslijedenim iz C cˇine polje (vidi [27, Korolar 1.3]).
Zakljucˇujemo po Propoziciji 4.7 da je Z[α] prsten. Takoder po Propoziciji 4.9 znamo da
je polje Q(α) vektorski prostor nad Q. Sljedec´a propozicija dat c´e nam dimenziju tog
vektorskog prostora.
Propozicija 4.32. Q(α) je d-dimenzionalni vektorski prostor nad Q ako i samo ako je
stupanj minimalnog polinoma od α jednak d. U tom slucˇaju baza vektorskog prostora
Q(α) nad Q je skup {1, α, α2, . . . , αd−1}.
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Polinom f ∈ Z[X] je ocˇito minimalni polinom od α buduc´i da je ireducibilan. Pret-
postavimo da je njegov stupanj d. Iz prethodne propozicije mozˇemo zakljucˇiti da se svaki






















Lako se pokazˇe da je tako definirana funkcija surjektivni homomorfizam prstena.
Sada bismo htjeli konstruirati dvije faktorske baze, jednu u Z, a drugu u Z[α]. Kako
bismo to mogli najprije c´emo prosˇiriti definicija pojma faktorske baze. Pretpostavit c´emo
da je Z[α] faktorijalan prsten. Algoritam je moguc´e modificirati da radi i kad Z[α] nije
faktorijalan prsten, ali uz dodatne komplikacije.
Definicija 4.33. Neka je R faktorijalan prsten. Faktorska baza u R je neprazni skup
razlicˇitih prostih elemenata iz R. Kazˇemo da se x ∈ R faktorizira nad faktorskom bazom







gdje su aj ∈ N.
Sada mozˇemo konstruirati faktorske baze P1 ⊆ Z[α] i P2 ⊆ Z. Elementi od P1 c´e biti
(ne nuzˇno svi) prosti elementi iz Z[α] cˇija norma u Q(α)|Q nije vec´a od zadanog B1 ∈ N.
Kako smo pretpostavili da je Z[α] faktorijalan prsten, a polinom f ∈ Z[x] je normiran, sˇto
znacˇi da je α algebarski cijeli broj po definiciji, sljedec´a nam propozicija mozˇe pomoc´i u
trazˇenju prostih elemenata u Z[α].
Propozicija 4.34. Neka je α ∈ C algebarski cijeli broj i Z[α] faktorijalan prsten. Ako je
za neki element x ∈ Z[α] njegova norma NQ(α)|Q(x) prost element u Z, onda je element x
prost u Z[α].
POGLAVLJE 4. SPECIJALNO SITO 37
Dokaz. Najprije primjetimo da je svaki element iz Z[α] algebarski cijeli broj te je nje-
gova norma u Q(α)|Q po Propoziciji 4.24 cijeli broj. Neka je x ∈ Z[α] takav da je
NQ(α)|Q(x) prost u Z. Odaberimo proizvoljne a, b ∈ Z[α] takvi da je x = ab. Tada
zbog multiplikativnosti norme (vidi Propoziciju 4.25) vrijedi NQ(α)|Q(x) = NQ(α)|Q(ab) =
NQ(α)|Q(a)NQ(α)|Q(b). Kako je NQ(α)|Q(x) prost u Z, tocˇno jedan od brojeva NQ(α)|Q(a)
ili NQ(α)|Q(b) mora po Propoziciji 4.26 biti invertibilan u Z, odnosno element skupa Z× =
{−1, 1}. Pretpostavimo, bez smanjenja opc´enitosti da jeNQ(α)|Q(a) invertibilan. Tada je po
Propoziciji 4.31 i a ∈ Z[α] invertibilan. Kako je odabir a, b ∈ Z[α] takvi da je x = ab
bio proizvoljan, zakljucˇujemo da x ∈ Z[α] nikako nemozˇe biti umnozˇak dva neinvertibilna
elementa iz Z[α], pa je po Propoziciji 4.26 x prost broj. 
U faktorskoj bazi P2 c´e kao i kod racionalnog sita biti svi prosti brojevi koji nisu vec´i
od zadanog B2 ∈ N.
Propozicija 4.35. Neka je B neki prirodni broj, α neki algebarski broj i P faktorska baza
koja sadrzˇi sve proste elemente iz Z[α] cˇija norma u Q(α)|Q nije vec´a od B. Broj x ∈ Z[α]
je gladak s obzirom na faktorsku bazu P ako i samo ako je njegova norma NQ(α)|Q(x) B-
gladak broj.
Dokaz. Pretpostavimo da je x ∈ Z[α] gladak s obzirom na faktorsku bazu P = {p |
















Kako je svaki p ∈ P B-gladak, tj. vrijedi NQ(α)|Q(p) ≤ B, ocˇito je da su p ∈ P jedini prosti
elementi koji dijele NQ(α)|Q(x).
Pretpostavimo sada da jeNQ(α)|Q(x) B-gladak broj i da se x ne faktorizira iskljucˇivo nad
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pa ocˇitoNQ(α)|Q(x) nije B-gladak broj zbogNQ(α)|Q(qi) > B. Time je dobivena kontradik-
cija, pa zakljucˇujemo da se x faktorizira nad P. 
Definicija 4.36. Elemente iz Z[α] cˇija norma je B-gladak broj, za neki B ∈ Z, zvat c´emo
B-glatki elementi.
Nakon sˇto smo konstruirali faktorske baze trazˇimo relativno proste parove brojeva
a, b ∈ Z takve da vrijedi
• a+ bα je B1-gladak element, tj. gladak je s obzirom na faktorsku bazu P1
• a+ bm je B2-gladak broj, tj. gladak je s obzirom na faktorsku bazu P2
Do parova brojeva a i b dolazimo kao i kod kvadratnog sita metodom sijanja. Pretposta-














ϕ(a+ bα) (mod n).
Na desnoj strani prethodne kongruencije imamo potpuni kvadrat u Z buduc´i da vrijedi
ϕ(a + bα) = a + bm (mod n). Buduc´i da ϕ potpuni kvadrat iz Z[α] sˇalje u potpuni
kvadrat iz Zn, tj. za svaki x ∈ Z[α] vrijedi ϕ(x2) = ϕ(x)2 (mod n) na lijevoj strani
prethodne relacije kongruencije imamo potpuni kvadrat u Zn, no mi bismo htjeli imati
potpuni kvadrat u Z, tj. mi josˇ uvijek nismo formalno gledano dobili kongruenciju kvadrata
vec´ relaciju oblika a2 mod n ≡ b2 (mod n). Buduc´i da za svaki x ∈ Z vrijedi (x mod
n) mod n, ocˇito se iz prethodne kongruencije mozˇe dobiti kongruencija kvadrata a2 ≡ b2
(mod n), sˇto obicˇno dovodi do netrivijalne faktorizacije broja n.
Ukoliko je faktorizacija trivijalna, tj. uvjet a . ±b (mod n) nije zadovoljen, treba
pokusˇati dobiti novu kongruenciju kvadrata drugacˇijom kombinacijom mnozˇenja relacija.
Problem pronalaska skupa S, odnosno relacija koje u umnosˇku daju kongruenciju kvadrata
se kao i kod kvadratnog sita svodi na problem trazˇenja linearne ovisnosti vektora ekspo-
nenata koje dobijemo iz relacija. Buduc´i da je duljina tih vektora B1 + B2, preporucˇa se
da pronademo nesˇto visˇe od B1 + B2 relacija kako bismo bili sigurni da mozˇemo dobiti
kongruenciju kvadrata.
Za uspjesˇan rad algoritma polinom f ∈ Z[X] kojeg odabiremo na pocˇetku algoritma
mora imati male koeficijente i biti stupnja priblizˇno (3 ln(n)/ ln(ln(n)))1/3, sˇto znacˇi da se
za velike brojeve n koji se uspjesˇno faktoriziraju koriste polinomi stupnja 4, 5 i 6. Takvi
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polinomi postoje za tzv. Cunninghamove brojeve, medu kojima su najpoznatiji Mersennovi
brojevi koje smo vec´ spominjali (vidi Definicija 1.19) i Fermatovi brojevi (vidi Definicija
4.1).
Definicija 4.37. Brojevi oblika bn ± 1, gdje je b ∈ Z prost broj, zovu se Cunninghamovi
brojevi.
Primjer 4.38. Pokusˇajmo nac´i ireducibilni polinom f ∈ Z[X] i brojm takav da je f(m) ≡ 0
(mod n) za Cunninghamov broj 3479 + 1. Ocˇito vrijedi




≡ 0 (mod 3479 + 1).
Kako je 3480 + 3 = (380)6 + 3, mozˇemo uzeti polinom f(x) = x6 + 3 im = 380.
Za brojeve definirane pomoc´u linearnih rekurzija polinome je tezˇe nac´i te su slozˇeniji.
Primjerice za faktorizaciju 709. Fibonaccijevog broja F709 korisˇten je polinom f(x) =
x5 + 10x3 + 10x2 + 10x + 3. Broj m takav da je f(m) ≡ 0 (mod n) mora zadovoljavati
dodatni uvjet a + bm ≡ 0 (mod n) za neke a, b ≤ n1/d, gdje je d stupanj polinoma f,
kako bi algoritam radio. Primjerice m (ne pisˇemo konkretan broj jer je predugacˇak) takav
da je f(m) = m5 + 10m3 + 10m2 + 10m+ 3 ≡ 0 (mod F709) zadovoljava navedeni uvjet
jer vrijedi F142m− F141 ≡ 0 (mod F709).
Algoritam specijalnog sita je posebno efikasan za brojeve oblika n = re ± s gdje su
r, e, s ∈ N te su r i s mali brojevi, ali i druge brojeve koji se mogu prikazati u obliku
polinoma s malim koeficijentima. Naime, kod faktorizacije takvih brojeva u usporedbi
s opc´enitim cijelim brojevima norme elemenata iz Z[α] su manje, a to znacˇi da je vec´a
vjerojatnost da su te norme B1-glatki brojevi, sˇto pak po Propoziciji 4.35 znacˇi da je vec´a
vjerojatnost da su elementi iz Z[α], ukljucˇujuc´i i brojeve a + bα koje mi trazˇimo, glatki s
obzirom na faktorsku bazu P1 ⊆ Z[α].
Na kraju dajemo primjer faktorizacije broja pomoc´u specijalnog sita.
Primjer 4.39. Pokusˇajmo faktorizirati broj n = 5102 + 1 = 260101. Polinom f(x) =
x2 + 1 je ireducibilan i za m = 510 ocˇito vrijedi f(510) ≡ 0 (mod 260101). Takoder za
α = i ∈ C vrijedi f(i) = i2 + 1 = −1 + 1 = 0. Sada zˇelimo konstruirati faktorsku bazu
P1 ⊆ Z[i] (primjetimo da je Z[i] faktorijalan prsten) i P2 ⊆ Z. Neka su gornje ograde na te
baze brojevi B1 = 55 i B2 = 40.
Za x = x1 + x2i ∈ Z[i], gdje su x1, x2 ∈ Z, mozˇemo lako provjeriti je li norma
NQ(i)|Q(x) = x1
2 + x2
2 prost broj. Iz Propozicije 4.34 slijedi da je za x1, x2 ∈ Z, takve
da je x12 + x22 prost element u Z, x1 + x2i prosti element u Z[i]. Primjerice 5+ 2i je prost
u Z[i] jer je 52 + 22 = 25+ 4 = 29 prost u Z.
Neka je x prost element u Z[i] takav da jeNQ(i)|Q(x) prost element u Z i y invertibilan u
Z[i]. Buduc´i da je y invertibilan u Z[i], po Propoziciji 4.31 mora vrijeditiNQ(i)|Q(y) = ±1.
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Kako je NQ(i)|Q(x) prost u Z i vrijedi NQ(i)|Q(xy) = NQ(i)|Q(x)NQ(i)|Q(y) = ±NQ(i)|Q(x)
zakljucˇujemo da je i NQ(i)|Q(xy) prost u Z, odnosno da je xy prost u Z[i]. Buduc´i da
je skup svih invertibilnih elemenata u Z[i] jednak Z[i]× = {1,−1, i,−i}, za svaki prost
element x iz Z[i] postoje josˇ tri prosta elementa iz Z[i], dobivena mnozˇenjem elementa x
sa −1, i te −i, koji imaju istu normu kao x. Uzmimo npr. y = −i i x = 5 + 2i, tada je
NQ(i)|Q((−i)(5 + 2i)) = NQ(i)|Q(2 + (−5)i) = 2
2 + (−5)2 = 4 + 25 = 29 prost u Z te je
(−i)(5+ 2i) prost u Z[i].
Ako se u P1 nalazi prost element x, trebamo li onda staviti u P1 i proste elemente −x,
ix i −ix? To mozˇemo ucˇiniti, ali c´e tada skup P1 biti nepotrebno velik. Buduc´i da se
svaki invertibilni element u Z[i] mozˇe prikazati kao potencija elementa i, elemente −x, ix
i −ix mozˇemo dobiti mnozˇenjem elementa x potencijom elementa i. Dakle, umjesto da
sve proste elemente u Z[i] koji imaju istu normu stavljamo u faktorsku bazu, dovoljno je
staviti samo jednog od njih te element i ∈ Z[i]. Tako dolazimo do faktorske baze P1 =
{i, 1 + i, 5 + 2i, 1 + 2i, 1 + 6i, 3 + 2i, 5 + 4i, 1 + 4i, 7 + 2i}. Druga, ne toliko bitna, ali
zanimljiva posljedica ovog nacˇina je da c´e faktorizacija nad P2 sada biti jedinstvena do na
poredak elemenata iz P1.
U faktorskoj bazi P2 biti c´e svi prosti elementi iz Z, no opet za svaki prost element x ∈ Z
i invertibilni element y ∈ Z× = {−1, 1} c´e element xy takoder biti prost u Z. U P2 je dakle
dovoljno staviti samo pozitivne proste brojeve i broj −1. Tako dolazimo do faktorske baze
P2 = {−1, 2, 3, 5, . . . , 37}.
Sada metodom sijanja trazˇimo parove brojeva a, b ∈ Z takve da su a + bi i a + 510b
faktoriziraju nad faktorskim bazama P1 i P2. Za |a| ≤ 200 i b ≤ 54 pronac´i c´emo 23
para takvih brojeva sˇto nam daje 23 vektora eksponenata duljine P1 + P2 = 9 + 13 =
22. Buduc´i da je broj vektora vec´i od njihove duljine, Gausovim eliminacijama (ili nekim
drugim algoritmom) sigurno c´emo pronac´i vektore koji u zbroju modulo 2 daju nulvektor.






potpuni kvadrati u Z[i], odnosno Z.
Mnozˇenjem elemenata a+bi iz prethodne tablice, tj. takvih da su (a, b) ∈ S dobivamo
potpuni kvadrat u Z[i].∏
(a,b)∈S
a+ bi = i10(1+ i)2(1+ 2i)2(3+ 2i)4(1+ 4i)2(5+ 2i)4(1+ 6i)2(5+ 4i)2
= (i(1+ i)(1+ 2i)(3+ 2i)2(1+ 4i)(5+ 2i)2(1+ 6i)(5+ 4i))2
= (−156017+ 110961i)2
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(a, b) a+ bi a+ 510b
(34, 19) i3(1+ 6i)(5+ 4i) 9724 = 22 · 11 · 13 · 17
(−70, 1) i(3+ 2i)2(5+ 2i) 440 = 23 · 5 · 11
(−4, 1) i(1+ 4i) 506 = 2 · 11 · 23
(−2, 5) i(5+ 2i) 2548 = 22 · 72 · 13
(3, 1) i3(1+ i)(1+ 2i) 513 = 33 · 19
(−5, 7) (1+ i)(1+ 6i) 3565 = 5 · 23 · 31
(3, 2) 3+ 2i 1023 = 3 · 11 · 31
(−59, 2) (1+ 2i)(1+ 4i)(5+ 4i) 961 = 312
(−102, 23) i(3+ 2i)(5+ 2i)2 11628 = 22 · 32 · 17 · 19
Mnozˇenjem elemenata a+ 510b iz prethodne tablice, tj. takvih da su (a, b) ∈ S dobivamo
potpuni kvadrat u Z.∏
(a,b)∈S
a+ 510b = 210 · 36 · 52 · 72 · 114 · 132 · 172 · 192 · 232 · 314
= (25 · 33 · 5 · 7 · 112 · 13 · 17 · 19 · 23 · 312)2
= 3395973209428802







= ((−156017+ 110961 · 510) mod 260101)2 mod 260101 = (252277)2 mod 260101
= (−7824)2 mod 260101 = 78242 mod 260101
Dakle imamo kongruenciju kvadrata
78242 ≡ 3395973209428802 (mod 260101).
Buduc´i da vrijedi 339597320942880 mod 260101 = 151328 vrijedi sljedec´a, jednostav-
nija, kongruencija kvadrata
78242 ≡ 1513282 (mod 260101).
Sada imamo netrivijalnu faktorizaciju broja 260101
260101 = (151328+ 7824, 260101)(151328− 7824, 260101) = 29 · 8969.
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Sazˇetak
Prije razvoja racˇunala slozˇenost algoritama nije bila vazˇna te ni nije postojala kao grana
matematike buduc´i da su algoritmi morali biti provedeni rucˇno, ”na papiru”. Faktorizacija
nije imala nikakvu prakticˇnu vazˇnost te su se njome obicˇno bavili matematicˇari iz radoz-
nalosti, a oni malo bolji su pokusˇavali implementirati nove ideje i pronac´i nove algoritme
za faktorizaciju, te su tako i nastali algoritmi poput Fermatove faktorizacije ili Eulerovog
algoritma. Razvojem racˇunala i teorije slozˇenosti algoritama te zbog vazˇnosti faktorizacije
u kriptografiji, slozˇenost algoritama za faktorizaciju velikih brojeva je postala vrlo bitan
faktor sˇto je rezultiralo pojavom niza novih brzih algoritama.
Mnogi od tih algoritama imaju temelje u starijim algoritmima. Mi smo pokazali kako
se algoritmi racionalnog, kvadratnog i specijalnog sita baziraju na Fermatovoj faktoriza-
ciji. Usprkos tome sˇto su dodavanjem novih ideja navedeni algoritmi otisˇli korak dalje od
Fermatove faktorizacije u smislu vremenske slozˇenosti, josˇ uvijek nije pronaden algoritam
koji bi u polinomnom vremenu netrivijalno faktorizirao velike brojeve. U jednom trenutku
su neki matematicˇari smatrali da je vremenska slozˇenost svakog algoritma za faktorizaciju
Ω(e
√
log(n) log(log(n))) buduc´i da su svi najbolji algoritmi imali tu slozˇenost, a nijedan bo-
lju, no tada se pojavio algoritam opc´eg sita brojeva. Danas se na isti nacˇin pitamo je li
slozˇenost svakog algoritma za faktorizaciju u najboljem slucˇaju jednaka slozˇenosti opc´eg
sita, tj. Ω(ec(log(n))
1/3(log(log(n)))2/3).
Pojave kvadratnog 1981. god. te specijalnog i opc´eg sita polja brojeva 1988 − 1990.
god. znacˇile su veliki iskorak u brzini faktorizacije velikih brojeva, no nakon toga svaki na-
predak u faktorizaciji brojeva mozˇemo zahvaliti iskljucˇivo razvoju racˇunala i distribuiranog
racˇunanja. Osmisliti brzˇi algoritam za faktorizaciju od opc´eg sita trenutno nije izgledno,
a osmisliti polinoman algoritam izgleda gotovo nemoguc´e. Pretpostavimo na trenutak da
je ipak moguc´e smisliti brzˇi algoritam od opc´eg sita. Takav algoritam po mom misˇljenju
nebi bio rezultat optimizacije algoritama sita brojeva, vec´ bi prije bio rezultat rada s drugim
algoritmima i pronalaska novih pristupa i ideja u faktorizaciji brojeva. Osim pronalazˇenja
brzˇih algoritama za danasˇnja racˇunala problem faktorizacije velikih brojeva moglo bi se
rjesˇiti u polinomnom vremenu kvantnim racˇunanjem ukoliko je ono moguc´e.
Summary
Before computer development algorithm complexity was not important and didn’t exist as a
branch of mathematics since algorithms had to be carried out ”on paper”. Factorization had
no practical importance, and it was usually practiced by mathematicians out of curiosity,
and the better ones tryed to implement new ideas and find new algorithms for factorization,
which resulted in algorithms such as Fermat factorization or Euler’s algorithm. With the
development of computers and algorithm complexity theory, as well as the importance of
factorization in cryptography, complexity of factorization algorithms has become a very
important factor which resulted in the emergence of a number of new fast algorithms.
Many of these algorithms are based on older algorithms. We have shown how the
rational, quadratic and special sieve are based on Fermat factorization. Despite the intro-
duction of new ideas into the aforementioned algorithms, which made a step further in
regards to Fermat factorization in terms of time complexity, an algorithm which would
factorize large numbers in polynomial time has still not been found. At one point, some
mathematicians thought that the time complexity of each algorithm for factorization is
Ω(e
√
log(n) log(log(n))) since all the best algorithms had this complexity, and none had better,
but then appeared the general number field sieve algorithm. Today, in the same way we
wonder if the complexity of factorization problem is at best equal to the complexity of the
general sieve, ie. Ω(ec(log(n))
1/3(log(log(n)))2/3).
The appearance of the quadratic in 1981. as well as the special and the general sieve
in 1988− 1990 meant a great step forward in improving the speed of factorization of large
numbers, but after that, all progress in factorization of numbers can be attributed solely
to the development of computers and distributed computing. Developing faster factoriza-
tion algorithms than the general sieve doesn’t seem likely at the moment, and creating a
polynomial algorithm seems almost impossible. Let’s suppose for a moment that faster
algorithm than the general sieve exists. Such an algorithm in my opinion would not have
been the result of optimization of sieve algorithms, but would likely be a result of working
with other algorithms and finding new approaches and ideas in the factorization of num-
bers. Besides finding a faster algorithm for today’s computers, the problem of factorization
of large numbers could be solved in polynomial time with quantum computation if such
computation would be possible.
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