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Motivated by the recent experimental observation of negative absolute temperature states in
systems of ultracold atomic gases in optical lattices [Braun et al., Science 339, 52 (2013)], we inves-
tigate theoretically the formation of these states. More specifically, we consider the relaxation after
a sudden inversion of the external parabolic confining potential in the one-dimensional inhomoge-
neous Bose-Hubbard model. First, we focus on the integrable hard-core boson limit which allows
us to treat large systems and arbitrarily long times, providing convincing numerical evidence for
relaxation to a generalized Gibbs ensemble at negative temperature T < 0, a notion we define in
this context. Second, going beyond one dimension, we demonstrate that the emergence of negative
temperature states can be understood in a dual way in terms of positive temperatures, which relies
on a dynamic symmetry of the Hubbard model. We complement the study by exact diagonalization
simulations at finite values of the on-site interaction.
PACS numbers: 05.60.Gg,05.70.Ln,67.85.-d
I. INTRODUCTION
Since their first realization in nuclear spin systems in
the 1950s [1, 2], negative absolute temperatures have be-
come canonical in physics education [3–5]. Misleadingly,
they do not refer to thermal states below absolute zero,
but instead describe systems where high energy states
are more likely to be occupied than low-energy states.
Just as systems at positive temperature need an energy
minimum, i.e. a ground state, in order to ’pile up’ in low
energy states [6], negative temperatures need an energy
maximum. This upper bound in the energy spectrum
and a good insulation from the environment (which is
usually at T > 0) are the necessary ingredients for the
realization of negative temperatures, see Refs. 2, 6, and
7 for more details. Notably, all laws of thermodynamics
apply to systems at negative temperatures, which makes
them distinct from the more general class of systems in
nonequilibrium steady-states with inverted energy popu-
lations, such as lasers.
Ultracold atoms in optical lattices provide one of the
best controlled experimental setups to explore quantum
many-body physics. In contrast to materials or meso-
scopic devices, they are free of phonons, impurities or
lattice defects, and hence can serve as quantum simu-
lators of condensed matter model Hamiltonians (for a
review see, e.g., Ref. 8). Since atoms in optical lattices
move much slower than electrons in materials, they have
proven to be ideal for the study of out-of-equilibrium
many-body dynamics, see e.g. Refs. 9–14. Very recently,
Braun et al. [7] for the first time have realized negative
absolute temperatures in a system with motional degrees
of freedom, as given in a gas of ultracold bosonic atoms
in an optical lattice. In a nutshell, the experiment made
use of the fact that the kinetic energy in lattice systems
is bounded not only from below but also from above, and
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FIG. 1. (Color online) Graphical illustration of the quench
dynamics studied in this paper. Starting from the ground
state of the system at J = 0 (a product state), we study
the quenches towards J = 1 combined with either V → V
or V → −V . Both quenches are dual to each other: while
V > 0 results in a final state at T > 0 (top), negative absolute
temperatures emerge for V < 0 (bottom).
hence interactions and the trapping potential determine
the boundedness of the total energy spectrum. In order
to reach negative temperatures, several system parame-
ters are ramped in real time, as proposed in earlier the-
oretical work [15, 16]: first, an atomic cloud is prepared
in a deep optical lattice, so that tunneling is suppressed
and the atomic motion is completely frozen. Second, the
external potential is inverted, i.e. the trap is turned into
an anti-trap, and third, the lattice depth is reduced again
so that the atoms are free to move, see Fig 1. It has
been argued earlier [16] that even when ramping the sys-
tem parameters infinitely slowly (impossible in experi-
ment), the relevant equilibration times will also diverge,
and hence the adiabatic limit is out of reach. There-
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2fore, the realization of negative temperatures naturally
involves nonequilibrium dynamics. Also conversely, neg-
ative temperatures may often emerge in simple nonequi-
librium setups with cold atoms, such as interacting clouds
in tilted lattices [17]. From an applied perspective as
proposed in Ref. 18, negative temperatures might help
to realize effective attractive interactions for atoms such
as 173Yb where formerly only repulsive interactions had
been accessible experimentally, and hence may help to
realize novel phases of matter.
The process of equilibration towards negative temper-
ature states is the focus of this paper. In contrast to
earlier works on fermionic Boltzmann-dynamics [16] and
nonequilibrium mean field theory [19], the full quantum
dynamics is taken into account. We idealize the process
in terms of a simultaneous quench both in the external
potential and in the hopping rate. Besides simulating
the process numerically for the one-dimensional Bose-
Hubbard model for infinite and finite on-site interaction
strength, we also provide a picture of the relaxation pro-
cess in any dimension: generalizing a dynamic symmetry
of the Hubbard model [14], we can map the process to a
dual relaxation process that ends up at positive temper-
atures.
The paper is organized as follows. In Sec. II, we in-
troduce the model and generalize the dynamic symme-
try found in Ref. 14 to explain the duality in the equili-
bration towards positive and negative temperatures. In
Sec. III, we summarize the numerical approach used and
discuss our numerical data of the quenched system. We
compare the long-time averaged data with reference equi-
librium ensembles in Sec. IV, where we coin the notion
of negative-temperature generalized Gibbs ensembles. In
Sec. V, we present exact diagonalization results for the
nonintegrable case, before we summarize our results in
Sec. VI.
II. MODEL AND DYNAMIC SYMMETRY
The focus of this paper is the inhomogeneous Bose-
Hubbard Model, which is a good approximation to ultra-
cold bosonic atoms in optical lattices [8]:
H(J, U, V ) = −J
∑
<i,j>
(b†i bj + H.c.) (1)
+
U
2
∑
i
ni(ni − 1) + V
∑
i
x2ini
The first term describes the hopping of the bosonic atoms
between nearest neighboring lattice sites, while the sec-
ond term takes local on-site interactions into account.
The third term models an additional (anti-)confining po-
tential, depending on the sign of V . Note that the last
term explicitly breaks translational invariance. As men-
tioned earlier, it is important to realize that this Hamil-
tonian is bounded from below for (U > 0, V > 0), while
it becomes bounded from above for (U < 0, V < 0). The
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FIG. 2. (Color online) Time evolution of the particle density
for short times (upper plot) and long times (lower plot), show-
ing N = 200 bosons on L = 800 lattice sites and |V | = 50/L2.
Due to Eq. (6), the dynamics of the particle density for +V
and −V is the same and, apart from that, also identical for
hard-core bosons and spinless fermions. While the motion
for short times appears to be coherent to a large extend, it
becomes incoherent in the long time limit, where a quasi-
stationary distribution emerges (for a comparison with ther-
mal reference ensembles, see Fig. 5).
Hamiltonian is unbounded both for (U < 0, V > 0) and
(U > 0, V < 0) and hence equilibration is prevented in
those cases.
We idealize the experimental protocol to reach negative
absolute temperatures in the following way:
1. The system is initially prepared in the ground state
for J = 0, U > 0 and V > 0.
2. The trapping potential and the interaction strength
are inverted, i.e. V → −V and U → −U .
3. Simultaneously, the hopping rate is switched to J =
1, and the system is let to evolve in time.
Before actually simulating this process numerically, let
us address two issues. First, it is important to realize that
the atomic cloud after the quench is still trapped, even
by the inverted potential, V < 0: particles cannot get
rid of their excess potential energy when trying to es-
cape from the trap due to the boundedness of the kinetic
energy [16]. Second, the sign change in V and U lifts the
boundedness of the energy spectrum from below. Thus,
if equilibrium is reached after the quench, it can only be
at negative temperature [6].
From those considerations alone, the actual relaxation
process towards negative temperatures might still seem
obscure. It turns out, however, that a symmetry of
3the Hubbard model helps to gain a better intuition.
To this end, we will build on earlier works [14], where
this dynamic symmetry has been formulated for the ho-
mogeneous Fermi Hubbard model. For the homoge-
neous system (V = 0), a pi−boost operator B was de-
fined in Ref. 14 which acts on the creation operators
in lattice-momentum representation, B bkB
† := bk+Q,
where Q = (pi, . . . , pi) is a d-dimensional vector (we set
the lattice constant to one). This implies B2 = 1 and
B† = B. It follows, e.g. from Fourier transformation,
that B is strictly local in position space,
BbiB
† = eiQ·i bi = (−1)i1+···+id bi (2)
where i = (i1, . . . , id) is a lattice-site index. As a conse-
quence, the boost operator leaves all local (on-site) terms
invariant. Applying the boost operators to the inhomo-
geneous Hubbard model (1) thus only affects the sign of
the kinetic term, B ·H(J, U, V )·B† = H(−J, U, V ), which
can also be expressed as
H(J, U, V ) = −B ·H(J,−U,−V ) ·B† (3)
Thus, a global sign change of the Hubbard model can be
achieved by applying the pi-boost operator and simulta-
neously inverting the interaction strength and the trap-
ping potential. Now, let ρ0 be the density matrix of the
system at time t = 0. Starting with J = 0, the system
is initially in a product state. Hence, the density matrix
satisfies
ρ0 = Bρ0B
†. (4)
Now, let O be any time-reversal invariant observable.
Due to Eq. (3) and the invariance ofO and ρ0 under time-
reversal, a combined action of time reversal, pi-boost, and
sign change of U and V leaves the time evolution invari-
ant:
〈O〉H(J,U,V )(t) = 〈BOB†〉H(J,−U,−V )(t) (5)
A formal proof for the case V = 0 is given in Ref. 14; its
generalization to arbitrary V is a straightforward con-
sequence of Eq. (3). Note that the U → ∞ limit of
hard-core bosons is included in the above more general
statement.
Let us now focus on the one-dimensional case, relevant
for our numerical studies, and let us address the most rel-
evant operators in this context. For the particle density
ni(t) = 〈b†i bi〉(t), the momentum distribution function
nk(t) =
1
N
∑
n,m e
i2pi(n−m)k/N 〈b†nbm〉(t), and the total ki-
netic energy ekin(t) = −J
∑
i〈b†i bi+1+H.c.〉, the following
symmetry conditions follow from Eq. (5):
ni(t)H(J,U,V ) = ni(t)H(J,−U,−V ) (6)
nk(t)H(J,U,V ) = nk+pi(t)H(J,−U,−V ) (7)
ekin(t)H(J,U,V ) = −ekin(t)H(J,−U,−V ) (8)
Hence, no difference between V → ±V is observable in
the time evolution for the particle density, while the two
momentum distributions evolve the same way up to a
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FIG. 3. (Color online) Momentum distribution functions as
defined in Sec. II after the quench from J = 0 to J = 1 and
V → V (upper plot) and V → −V (lower plot) for N = 200
hard-core bosons on L = 800 lattice sites and |V | = 50/L2.
Starting from a constant momentum distribution in the initial
state (’infinite temperature’), a sharp peak around momen-
tum zero or pi, respectively, builds up on a short timescale
which broadens at longer times. An enhancement of momen-
tum states centered around zero (pi) indicates positive (nega-
tive) absolute temperatures in the long time limit (see Fig. 5
for the a comparison with equilibrium ensembles).
pi-shift, and the kinetic energies have opposite signs for
all times. As a consequence, given that the dynamics
under H(J, U, V ) leads to a state at T > 0 (charac-
terized by a negative kinetic energy and a momentum
distribution peaked around zero), the dynamics under
H(J,−U,−V ) then leads to a state with a momentum
distribution peaked around pi and with a positive kinetic
energy, i.e. a negative temperature state at T < 0.
III. HARD-CORE BOSONS
In order to be able to simulate large, spatially inho-
mogeneous systems for long times, we give our main at-
tention to the U → ∞ limit of the Hubbard model (1).
Therefore, for the remainder of this paper with excep-
tion of Sec. V, the parameter U will be omitted, and
we will consider quenches V → ±V instead of (U, V ) →
(±U,±V ).
In one dimension, the system can be mapped to non-
interacting spinless fermions, and hence the problem can
be formulated in terms of fermionic Slater determinants
and Jordan-Wigner strings. Pioneered by Rigol [21, 22],
the method allows to study the time evolution for many
lattice sites L and large particle numbers N with polyno-
4mial computational effort and for arbitrarily long times.
To briefly summarize the numerical approach, let P I
be an L×N matrix, where the N column vectors are the
lowest N fermionic eigenstates in position representation
before the quench, thus characterizing our initial state.
Setting ~ = 1, the time evolution of the fermionic system
after the quench is encoded in P (t) = UeiEtU†P I , where
E = diag(E1, . . . , En) is the diagonal matrix of single-
particle energies after the quench, and U is the matrix
that diagonalizes the fermionic Hamiltonian. As shown
by Rigol e.g. in [22], the bosonic single-particle density
matrix ρij = 〈b†i bj〉 can be calculated from {Pij(t)} in a
series of manipulations that rely on the Jordan-Wigner
transformation (summarized here from Ref. 22):
ραβ(t) = Gαβ(t) + δαβ(1− 2Gαβ(t)), (9)
Gαβ(t) = det[(P
α)†(t)Pβ(t)],
(Pγ)ij =

−Pij for i < γ, j = 1, . . . , N
Pij for i ≥ γ, j = 1, . . . , N
δiγ for j = N + 1
where γ = α, β is a spatial index and Pγ an L× (N + 1)
matrix. Given ρij(t), we can calculate the time evolution
of various bosonic observables.
We simulate the quench according to the protocol of
Sec. II, and we compare it to the case where we only
quench the hopping rate, but don’t flip the trapping po-
tential, i.e. we compare the cases V → ±V . According
to Eq. (6), we expect identical time evolutions of the den-
sity profiles in both scenarios. Figure 2 shows the time
evolution of the particle density for short and long times,
respectively, which by symmetry are identical for both
quenches V → ±V (not shown). In contrast, the time
evolutions of the momentum distributions agree upon
shifting all momenta by pi in agreement with Eq. (7),
see Fig. 3.
Our approach can also be used to explore numerically
the breakdown of the dynamic symmetry. Of particular
relevance is the violation of the symmetry requirement
given in Eq. (4), i.e., the case where the initial state is
not a pure product state in position space, but, e.g., given
by the system’s ground state in the presence of a small
but finite Jinit > 0. In experiments, the hopping rate J is
controlled by the laser intensity, but it is not possible to
completely suppress the tunneling between neighboring
lattice-sites. Still, also in this case, the quenches from
Jinit 6= 0 to J = 1 combined with V → ±V will lead
to positive and negative temperatures in the final states,
respectively (say T1 > 0 and T2 < 0). However, |T1| will
generally differ from |T2|, and so do the time evolutions
of various system observables for the two quenches.
Figure 4 shows the time evolution of the kinetic ener-
gies per particle for various initial hopping rates Jinit ≥ 0
and for both quenches V → ±V . In accordance with
Eq. (8), the case Jinit = 0 (blue curves) displays sym-
metric behavior for the two quenches: the time evolution
of the total kinetic energies are the same up to a differ-
ent sign. In contrast, when starting from Jinit = 0.2 (red
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FIG. 4. (Color online) Dynamic symmetry and its break-
down: scaling plot of the total kinetic energy per particle
as a function of time over particle number for different ini-
tial conditions: Jinit = 0 (blue circles), Jinit = 0.2 (red x
symbols) and Jinit = 0.4 (green “+” symbols). The lower
curves correspond to the quench to J = 1, V → V and show
approximately equilibration to a state which can be associ-
ated to positive temperatures in the GGE in the sense dis-
cussed in the text (dashed lines: reference values indepen-
dently obtained from the GGE). The upper curves corre-
spond to J = 1, V → −V and (approximately) equilibrate
in the same sense to negative temperature GGEs. Different
system sizes N = 50, 100 are shown, where the compression
(4N)2|V | = 50 is kept constant. At short times, the data
collapse upon rescaling to a surprising degree.
curves) or Jinit = 0.4 (green curves), the symmetry con-
dition in Eq. (4) is violated and the dynamic symmetry
is broken. The figure also demonstrates that the largest
kinetic energies are reached for Jinit = 0. In equilibrium,
large positive kinetic energies imply “low” negative tem-
peratures, i.e. negative temperatures at low entropies.
According to Fig. 4, the lowest negative temperatures
are reached for Jinit = 0. The figure also compares the
final kinetic energies with the kinetic energies of refer-
ence equilibrium ensembles, which are discussed in the
next section.
Note that Fig. 4 also displays scaling properties of the
hard-core bosons upon approaching the thermodynamic
limit in the presence of the trap, i.e. N → ∞, V → 0,
while N2V = const. We compare L = 200 with L = 400
lattice sites, filling N = L/4 while keeping |V | = 50/L2
fixed. To a very high accuracy, at short times, the curves
for different system sizes collapse as shown in Fig. 4,
where time is scaled in units of the particle number N .
However, for longer times, when the kinetic energies be-
come approximately stationary and only fluctuate around
their mean values, the curves do not show this scaling
behavior any more. Those fluctuations depend on the
system size and get smaller for larger systems.
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FIG. 5. (Color online) Momentum distributions of N = 50
hard-core bosons on L = 200 lattice sites in the final state
after the quench J = 0 → J = 1 and V → V > 0
(left) or V → V < 0 (right), |V | = 50/L2. We compare
the momentum distribution of the final state, averaged over
times 1000J−1 < t < 2000J−1 (black solid curve) with the
Gibbs ensemble (“GE”, blue circles), where βJ = ±0.85 and
µ = ±0.80J are calculated from energy and particle number
conservation. We also compare the distributions to the gener-
alized Gibbs ensemble (“GGE”, red x symbols). As predicted
by the dynamic symmetry, the final momentum distributions
for V → ±V coincide upon shifting all momenta by pi. The
discrepancies between the GGE and the long time average
have been previously observed in Ref. [20] and were attributed
to finite size effects.
IV. GENERALIZED GIBBS ENSEMBLES AT
NEGATIVE TEMPERATURE
After discussing the dynamic properties, let us now ad-
dress the final state after the quench. There is good ev-
idence that certain integrable quantum systems, such as
one-dimensional hard-core bosons, relax after a quench
to a state described by a generalized Gibbs ensemble
(GGE),
ρGGE =
1
Z
e−
∑
n λnIˆn , (10)
see Ref. 24 for more details. Here, the Iˆn are the con-
served quantities of the system and λn the correspond-
ing Lagrange multipliers. As one-dimensional hard-core
bosons can be mapped to noninteracting fermions, the
operators Iˆn have a simple meaning in their fermionic
representation: they are the projectors onto the fermionic
single-particle eigenstates at energies En, i.e. Iˆn = c
†
ncn
where c†n, cn are the fermionic creation and annihila-
tion operators of the nth energy eigenstate, respectively.
Their expectation values 〈Iˆn〉 do not change in the course
of time. The Lagrange multipliers are obtained from
λn = ln
[
(1− 〈Iˆn〉)/〈Iˆn〉
]
, see, e.g., Ref. 22. In contrast,
a thermal Gibbs ensemble (GE) is characterized only by
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FIG. 6. (Color online) Density profile of the long time limit
after the quench from J = 0 to J = 1 and V → ±V , showing
the same parameters and ensembles as in Fig. 5. The particle
densities for ±V have been simulated and found to be identi-
cal as expected from the dynamic symmetry. The long time
average (black solid line) coincides with the GGE prediction
(red x symbols) to great accuracy, while deviations from the
thermal Gibbs ensemble (blue circles) are pronounced.
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FIG. 7. (Color online) Lagrange multipliers λn as a func-
tion of their index n of the the generalized Gibbs ensemble
(GGE). The blue and rising (red and sloping) curves corre-
spond to positive (negative) temperature states, reached after
the quench J : 0 → 1 and V → V (V → −V ). In order to
compare the system to the Gibbs ensemble (GE) we also plot
(En − µ)/T as a function of n. The vector ( ~E − µ1)/T can
be understood as a projection of ~λ on the subspace spanned
by ~E and 1, as discussed in the main text.
the two Lagrange multipliers chemical potential µ and
(inverse) temperature β = 1/T . When calculating the
temperature for a given particle number N and energy
E for the hard-core bosons in thermal equilibrium, the
Bose-Fermi mapping can be used. Here, chemical poten-
6tial µ and inverse temperature β are determined by
N =
∑
n
1
1 + exp(β(En − µ)) (11)
E =
∑
n
En
1 + exp(β(En − µ))
where En are the fermionic single-particle energies. The
equations are then solved for µ and β by using, e.g. New-
ton’s algorithm [27].
Let us now compare the GE to the GGE and intro-
duce negative temperatures in the context of the GGE.
We know that the noninteracting, many-body fermionic
Hamiltonian can be expressed as H =
∑
nEnIˆn, and
as the Iˆn are projectors to eigenstates, we also have
N =
∑
n Iˆn. Hence, we can write the Gibbs ensemble
in analogy to the GGE as
ρGE =
1
Z
e−β(H−µN) =
1
Z
e−
∑
n β(En−µ)Iˆn . (12)
Note that the notion of temperature can also be defined
uniquely for the GGE, namely by adjusting µ, β and ~δ
for a given ~λ such that
β( ~E − µ1+ ~δ) != ~λ (13)
where 1 = (1, . . . , 1)t and ~δ is an L-dimensional vector
in an (L− 2)-dimensional subspace, satisfying ~δ ⊥ 1 and
~δ ⊥ ~E. For finite L, we can solve this equation for µ and
β by projecting Eq. (13) onto the two subspaces spanned
by 1 and ( ~E − µ1),
µGGE =
1
L
[( ~E · 1)− β−1(~λ · 1)] (14)
βGGE = ~λ · ( ~E − µ1)/[( ~E − µ1) · ( ~E − µ1)]
where we used the orthogonality of ~δ to those subspaces
and L = (1 · 1). The concept of assigning a temperature
to a generalized Gibbs ensemble is not very deep, as tem-
perature is only one of L Lagrange multipliers that char-
acterize the system. However, its definition by Eq. (14)
allows for an intuitive picture: the inverse temperature
βGGE expresses the degree of alignment or anti-alignment
of the vector of Lagrange multipliers with the vector of
energies, measured relative to the chemical potential, see
also Fig. 7. We can therefore speak of generalized Gibbs
ensembles at negative absolute temperatures.
To calculate the GE and the GGE numerically, we use
the following expressions derived in Ref. 23:
ρij =
1
Z
(
det
[
1+ (1+A)O1UDU
†O2
]
(15)
− det [1+O1UDU†O2]) , i 6= j
ρii =
[
U(1 +D)−1U†
]
ii
(16)
Here, Aij = 1 and elsewhere contains only zeros, and
O1(O2) is diagonal with the first j − 1(i − 1) elements
being −1 and all others +1 respectively. Furthermore,
the matrices U,U† diagonalize the single-particle Hamil-
tonian, and D is a diagonal matrix that depends on the
ensemble under consideration [D = e−β(~E−µ1) for the GE
and D = e−~λ for the GGE].
Our numerical simulations give strong evidence that
after the quench, the physical system relaxes to a gener-
alized Gibbs ensemble, see Figs. 6 and 5. Figure 6 shows
the particle density profiles in the long time limit, be-
ing identical for ±V . As expected due to the system’s
many conservation laws, the long time averaged density
profile (black curve) does not look like a thermal distri-
bution (blue), but instead very closely matches the GGE
prediction (red curve). Figure 5 shows the momentum
distribution after the quench from J = 0 to J = 1 and
V → V (left) and V → −V (right). In both cases, dis-
crepancies between the long time average and the ther-
mal ensembles are visible. Up to small deviations, the
long time averaged data are instead very close to the
GGE prediction, involving positive temperatures (left)
and negative temperatures (right). Similar small devia-
tions have been observed in [20], which were attributed
to finite size effects.
It is also interesting to compare the Lagrange multipli-
ers of the generalized Gibbs ensembles for both quenches,
i.e. V → ±V , shown in Fig. 7. To also allow for a com-
parison with the thermal ensembles, we plot the L di-
mensional vector β( ~E − µ1), that is the closest related
quantity for the GE: due to Eq. (13), this vector can
be understood as the projection of ~λ to the subspace
spanned by 1 and ~E, thus denoting the reference ensem-
ble with the same particle number and total energy. The
plot shows that the corresponding curves for positive and
negative temperatures map onto each other when invert-
ing the labeling of the index n.
Figure 7 reveals striking deviations between the GE
and the GGE for very large and very small indices n.
Explaining those deviations, we focus on T > 0 (the dis-
cussion of T < 0 is analogous). It is important to keep
in mind that the Lagrange multipliers are determined by
the overlap of the initial state with the eigenstates of
the final Hamiltonian. As our initial state is tightly cen-
tered around the origin of the lattice, it has a very large
overlap with low energy states (at small n), which are
also centered around the origin. This explains that the
corresponding Lagrange multipliers are large and nega-
tive, implying an enhanced occupation of those states
compared to the thermal ensemble, which allows for en-
ergy exchange. For large n (at T > 0), the Lagrange
multipliers come in pairs, reflecting the Bloch-localized
states at the right and left edge of the harmonic trap, see,
e.g., [25, 26]. As our initial state has vanishing overlap
with those states, the corresponding Lagrange multipliers
are large and positive.
7m
o
m
e
n
tu
m
 k
 [1
/a]
t J
|U|=40
V>0, U>0
−pi
0
pi
|U|=40
V<0, U<0
−pi
0
pi
|U|=40
V<0, U>0
−pi
0
pi
|U|=20
−pi
0
pi
|U|=20
−pi
0
pi
|U|=20
−pi
0
pi
|U|=10
−pi
0
pi
|U|=10
−pi
0
pi
|U|=10
−pi
0
pi
|U|=4
0 500 1000
−pi
0
pi
|U|=4
0 500 1000
−pi
0
pi
|U|=4
 
 
0 500 1000
−pi
0
pi
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
FIG. 8. (Color online) Momentum distribution functions for
N = 4 particles on L = 16 lattice sites (trapping potential
|V | = 50/L2). The rows correspond to various initial interac-
tion strengths U/J = 40, 20, 10, 4, whereas the columns cor-
respond to the quenches J : 0 → 1 combined with quenches
from (U, V ) to (U, V ) (left), (−U,−V ) (middle) and (U,−V )
(right). While the first two quenches are characterized by
peaks around zero and pi, the latter case is expected to be
unstable and shows a ’washed-out’ momentum distribution.
Note that when |U | is much larger than all other energy scales,
differences between the last two columns become smaller, i.e.
both quenches approach the hard-core limit for |U |  J .
V. EXACT DIAGONALIZATION
To complement our discussion of the integrable case,
we also simulated the nonintegrable case of finite on-
site interaction. To do so, we applied the adaptive
time-dependent density matrix renormalization group
(DMRG) [29–33] and a time-dependent exact diagonal-
ization (ED) approach relying on a Krylov-space approx-
imation of the time evolution operator [34–37]. The kind
of quenches studied in this work represent the worst case
scenario for a time-dependent DMRG simulation [28].
Due to the dramatic entanglement growth, it is not pos-
sible to reach long times beyond ∼ 10 − 20/J using the
DMRG. Therefore, we focus here on the long-time behav-
ior of results obtained using the ED with four particles on
16 lattice sites and present them as a proof-of-principle
calculation.
Fig. 8 shows the time evolution of the momentum dis-
tributions for different interaction strengths and for the
three quenches J : 0 → 1, (U, V ) → (U, V ), (−U,−V )
and (U,−V ). The latter case can not be expected to
relax to a thermal state, as the underlying Hamiltonian
is unbounded. In contrast, in the two other cases, the
nonintegrable 1D Bose-Hubbard model at finite U shows
relaxation to a quasi-stationary momentum distribution
that shares the expected features of negative tempera-
tures discussed for the integrable limit, i.e. a momentum
distribution peaked around pi for U < 0, V < 0.
A detailed analysis of the instabilities of the system
occurring for U > 0, V < 0 (right column of Fig. 8) are
an interesting topic in their own right, which we leave
open for future studies. Note, however, that if U is much
larger than all other accessible energy scales, double-
occupancies are highly suppressed and even the unstable
system shows qualitatively similar behavior to the stable
system at U < 0,V < 0 as can be seen by comparing
the second and third picture in the first row of Fig. 8
(showing |U |/J = 40).
VI. SUMMARY
Our results indicate that hard-core bosons in a one-
dimensional optical lattice and trapped by a harmonic
potential equilibrate to a generalized Gibbs ensemble at
negative absolute temperature after turning the trap V
into an anti-trap, V → −V . Inverse temperature is
only one of many Lagrange-multipliers that character-
ize the integrable system, but can be explicitly defined
(see Eq. (14)): it describes the degree of (anti-) align-
ment of the vector of Lagrange multipliers to the vec-
tor of eigen-energies, measured relative to the chemical
potential (another Lagrange multiplier). States at nega-
tive temperature in the generalized Gibbs ensemble show
qualitatively similar features as in the Gibbs ensemble:
both are characterized by positive kinetic energies and
have momentum distributions that are peaked around
the momentum pi (rather than 0), showing an enhanced
occupation of the band maxima (note that the latter
was used in Ref. [7] as an identifier of negative tempera-
tures in a Bose-gas). Hence, the experimental detection
of negative-temperature hard-core bosons should be no
more difficult than in the nonintegrable case. From a
theoretical perspective, the integrable limit allowed us to
study the full quantum dynamics of a large system.
In the first part of this paper, we aimed at shedding light
on the equilibration process towards negative absolute
temperature states in the Bose-Hubbard model in any
dimension and any value of U/J . We showed that a dy-
namic symmetry helped to understand the equilibration
process for a subclass of initial states such as product
states, relevant in the recent experimental realization of
T < 0 [7]. To this end, we compared the quench in the
hopping rate J : 0 → 1 and fixed V > 0 to the quench
J : 0→ 1 combined with V → −V . Due to the dynamic
symmetry, the evolution of the kinetic energies of the two
systems show the same behavior for all times, up to hav-
ing opposite signs. The same occurs with the momentum
distributions, up to a shift by pi. We illustrated the valid-
ity of this symmetry and its breakdown (Jinit 6= 0) using
our simulations for hard-core bosons.
In the future, it will be relevant to investigate stability
aspects of negative temperatures when going away from
the idealized case of an isolated Hubbard model, where
8negative temperature states are perfectly stable just as
positive temperature states. Here, we suggest to study
the coupling to a thermal bath or to study the impact of
higher bands of an optical lattice.
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