This study used a cluster analytic approach to identify self-esteem trajectories among adolescents over a four-year period from sixth to tenth grades (N = 1,160 
INTRODUCTION
Self-esteem is generally regarded as the evaluation that persons make about themselves that expresses a self-judgment of approval, disapproval, and personal worth (Demo and Savin-Williams, 1992; Rosenberg, 1965; Suls, 1989) . Researchers also suggest that a universal human desire exists to protect and enhance one's self-worth (Covington, 1984; Maslow, 1970) . The role of self-esteem in adolescent development is well documented (Harter, 1990; Suls, 1989) . Low self-esteem has been associated with depression (Harter, 1986; Reinherz et al., 1989; Rosenberg, 1965) , suicide (Kazdin et al., 1983) , delinquency (Bynner et al., 1981; Rosenberg et al., 1989; Wells and Rankin, 1983) , substance use (Dielman et al., 1989a; Selnow, 1985; Stacy et al., 1992) , and poorer academic outcomes (Barnes and Welte, 1986; Hawkins et al., 1992; Johnston and O'Malley, 1986; Kandel, 1980) . Consequently, the successful development of a positive sense of selfworth may help enhance healthy outcomes or protect youth from engaging in problem behaviors.
Much of the research on adolescent self-esteem, however, has been cross-sectional (Demo and Savin-Williams, 1992) . Research that has included longitudinal analysis of self-esteem change over time has produced inconsistent results. Demo and Savin-Williams (1992) report that over extended periods of time "there is remarkable consistency and stability to self-concept and overall judgments of self-regard" (p. 135). They found slight increases, however, in self-esteem from ninth to tenth grades using both the Rosenberg and Coopersmith measures and also peer ratings (Savin-Williams and Demo, 1984) . Other investigators who have reported changes in self-esteem over time have also found gradual increases from Grades 7 to 12 with no apparent decrease during the adolescent years (McCarthy and Hoge, 1982; Nottelmann, 1987; O'Malley and Bachman, 1983; Rosenberg, 1986; Simmons et al., 1973) . Simmons et al. (1973) , however, found that when transition from elementary to junior high school included a change in school context, youths' self-esteem tended to decrease during this period. Conversely, when school context did not change between sixth and eighth grades, researchers have found increases in self-esteem (Demo and Savin-Williams, 1983; Simmons et al., 1979) .
In longitudinal studies examining change or developmental stability, researchers have focused on average self-esteem scores for all respondents to detect mean change over time. Developmental stability has been studied using across-occasion correlations of a single variable measured repeatedly. Correlations of .60 are typically presented as evidence of stability over time (Simmons and Blyth, 1987 ). Yet, both of these approaches have serious limitations (Hirsch et al., 1993) . Hirsch and DuBois (1991) pointed out that these two approaches may not be sensitive to intragroup variation. Studies of average change over time in a sample cannot determine if evidence of no change is due to no real change, or to the offsetting increases and decreases of individuals in the sample on the variable of interest. Correlational studies of stability are also limited because they typically account for less than half of the variation in the variable of interest (Dusek and Flaherty, 1981; O'Malley and Bachman, 1983) . This leaves open the possibility that subgroup differences exist. As a way to address these concerns, Hirsch and DuBois (1991) used a cluster analytic approach to identify subgroup variation. They found that youth could be characterized by one of four self-esteem trajectories-consistently high, consistently low, slightly increasing, and steeply decreasing. Their results suggest that self-esteem may be stable over time for some youths, but vary considerably for others.
One goal of this study was to replicate the finding of subgroup variation among self-esteem trajectories reported by Hirsch and DuBois (1991) . Like Hirsch and DuBois (1991) , the present study also used a cluster analytic approach to examine these trajectories. The sample consisted of over 1000 youth from sixth through tenth grades, almost 14% of whom were African American. This study builds on Hirsch and DuBois' work in two significant ways. First, the sample was considerably different. They studied 128 youth from a single school district. The sample in this study was larger, included more African American youth, and consisted of youth from several different communities and schools. Hirsch and DuBois (1991) recommended that their study be replicated with a larger, more representative sample. Second, Hirsch and DuBois' time frame for their study covered Grades 6-8, while the current analysis extended through Grade 10.
Another goal of the study was to see if youth with different self-esteem trajectories reported different attitudinal and behavioral outcomes. Several theories attempt to explain adolescent development including a storm and stress model (Offer and Offer, 1977) , problem behavior theory (Jessor and Jessor, 1977) , and a resiliency model (Rutter, 1987; Zimmerman and Arunkumar, 1994) . One reason no single theory fully explains adolescent development may be that adolescents are not a developmentally homogeneous group. Different self-esteem trajectories may correspond with different explanations of youths' response to peer influence, school performance, and engagement in problem behaviors.
Positive relationships with peers have been associated with enhanced self-esteem (Hirsch and DuBois, 1991; Savin-Williams and Berdt, 1990) , and rejection by peers has been associated with low self-esteem (Demo and Savin-Williams, 1992) . Youth with low self-esteem may gain peer approval and avoid rejection by conforming to peer norms and yielding to peer pressure. This may help them increase their positive sense of self because they feel validated by their peers.
Researchers have also found that high levels of self-esteem are associated with high levels of academic achievement (Bachman and O'Malley, 1984; Faunce, 1984; Rosenberg et al., 1989; Wylie, 1979) . It is quite possible that good grades help youth maintain or develop a positive sense of self. Finally, delinquency (Harter, 1986; Reinherz et al., 1989) and alcohol and drag use have been associated with low levels of self-esteem (Dielman et al., 1989a; Selnow, 1985; Stacy et al., 1992) .
In view of this prior research, our hypotheses related to the psychosocial outcomes are as follows:
1. Youth with high levels of self-esteem will be less susceptible to peer pressure over time than youth with low or decreasing levels of selfesteem. 2. Better school grades will be associated with higher levels of selfesteem. 3. Alcohol use, alcohol misuse, and tolerance for deviance will be greatest among those youth with trajectories that indicate decreasing self-esteem.
METHODS

Sample and Procedure
The results presented represent secondary analyses conducted on data gathered as part of a large-scale project to develop, implement, and evaluate a school-based alcohol prevention program (Dielman et al., 1989b; Shope et al., 1992). All youth from six school districts in southeastern Michigan were asked to participate. The communities ranged in population size from 7120 to 104,199. Youth completed questionnaires in sixth, seventh, eighth, and tenth grades. Data used in the current study were collected at the end of each school year for sixth, seventh, and eighth grades, and at the beginning of the school year for tenth grade. Data collection in ninth grade was not funded. Students completed the paper and pencil questionnaires in classrooms. The questionnaires for the four occasions included demographic information, alcohol use and misuse, self-esteem, susceptibility to peer pressure, grades, and tolerance for deviance.
The sixth-grade sample size was 2511; however, absence on the day that the survey was administered, and departure from the school district, resulted in a smaller longitudinal sample. The final sample consisted of 1160 youth with data for all four years. This resulted in a 46% response rate over four years. The final sample included 13.8% African Americans (n = 160) and 82.5% whites (n -957). The remaining 3.7% (n = 43) self-identified their race as "other." The sample was approximately evenly divided by sex (males = 585; females = 575). Sample sizes for different analyses were smaller than the total four-year sample because of missing data, but no systematic differences across analyses were found. All students in the sample experienced school transition from elementary to junior high school between the sixth and seventh grades. In addition, all youth moved from junior high school to high school between eighth and tenth grades.
Measures
Self-Esteem
Self-esteem was assessed using a shortened version of Coopersmith's self-esteem scale (Coopersmith, 1967; Dielman et al., 1984) . Kokenes (1978) conducted a factor analysis of the original scale and identified four substantive domains represented in the measure: global, school, peers, and family. Dielman et al. (1984) shortened the original scale to 17 items during pilot testing using factor analytic techniques. The shortened version included items from all four domains: 6 global items, 4 school items, 3 peer items, and 4 family items. Sample items included the following: "Do you like the way you are?" "Are you proud of your school work?" "Do kids your age like you?" "Do you get a lot of attention at home?" Also, responses for the 17-item scale were dichotomized (yes = 1/no = 0) to present youth with a forced choice. Item responses were summed to create a scale with a range of 0-17. Internal reliability of the measure was .73 in sixth grade, and .77 in seventh, eighth, and tenth grades. 
Susceptibility to Peer Pressure
Measures
Alcohol Use
Alcohol use was measured at each occasion with a composite index of beer, wine, and hard liquor use. Each beverage was measured with the same three items: (1) "In the past twelve months, did you drink any (beer, wine, hard liquor)?" (2) "How often have you had a drink of (beer, wine, hard liquor) in the past twelve months?' (3) "When you drank (beer, wine, hard liquor) during the past twelve months, how many (cans, glasses, drinks) did you usually have at one time?" The frequency item (No. 2 above) used a 5-point scale (a few times a year or less to every day), and the quantity item (No. 3 above) used a 6-point scale (less than 1 to 7 or more).
Responses were recoded, multiplied, and summed across the three beverage types to yield total drinks per week. This value was recoded into a 7-point scale ranging from zero to 6 or more drinks per week. A score of zero indicates no alcohol use, 1.00 represents an average past-year consumption of less than one drink per week, and 6.00 indicates an average of 10 or more drinks per week (Dielman et al., 1989b) . The average alcohol use reported by the total sample was .35 (SD = .75), .52 (SD = .94), .85 (SD = 1.24) and 1.43 (SD = 1.65) for Grades 6-10, respectively.
Alcohol Misuse
Alcohol misuse was measured with 10 items developed from Rachal et al. (1975) and Greenwald (1982) , designed to assess problems that youth experience as a result of drinking alcohol. The measure included problems with peers (same-and opposite-sex friends), problems with adults (police, parents, teachers), and overindulgence (drank more than planned, sick from drinking). Sample items were as follows: "During the past 12 months, how many times did you get into trouble with your parents because of drinking?" "During the past 12 months, how many times did you get very drank?" Responses to these Likert-scaled items were primarily bimodal, so each item was recoded to never (0) or at least once (1) and then summed (Dielman et al., 1989b) . The total sample mean at each occasion was .48 (SD = 1.04), .66 (SD = 1.25), 1.10 (SD = 1.70), and 1.55 (SD = 2.03) for Grades 6-10, respectively. The Cronbach alphas for the misuse scale were .67, .68, .73, and .79 for Grades 6-10, respectively.
Tolerance for Deviance
A modified version of the tolerance for deviance measure developed by Rachal et al. (1975) was also included. Tolerance for deviance assesses a youth's judgment that specified deviant behaviors are wrong. The five items were Likert scaled (very wrong to not wrong). The summary scale, ranging from 0 to 15, had Cronbach alphas of .74, .80, .83, and .82 in Grades 6-10, respectively. A low score indicates low tolerance for deviance and strong disapproval of the behaviors cited. A sample item was, "How wrong do you think it is to smoke without your parent's permission?" Other behaviors included going to a movie instead of studying for a test, skipping school without an excuse, tearing a page out of a library book, and drinking alcohol before age 21. The sample means for tolerance for deviance were 2.43 (SD = 2.55) in sixth grade, 3.72 (SD = 3.14) in seventh grade, 4.83 (SD = 3.48) in eighth grade, and 6.08 (SD = 3.53) in tenth grade.
Data Analytic Procedure
Data were analyzed in four stages. First, we conducted attrition analyses comparing youth with all four years of data and youth who did not have complete longitudinal data. Second, a cluster analysis of the raw selfesteem data for all four years was performed to explore the possibility of different self-esteem trajectories within the sample. Thus, each youth had four data points-self-esteem scores in Grades 6, 7, 8, and 10-that were entered in a cluster analysis. Cluster analysis is a statistical procedure that classifies respondents by the pattern or profile defined by their responses on specific variables (e.g., self-esteem scores from four waves of data). The profiles may differ in shape or scale. A difference in shape for longitudinal data on the same variable might indicate that one respondent has similar values on all measures over time (a flat line) while another respondent might have successively increasing values on all measures over time (a sloped line). A difference in scale occurs when an individual has consistently higher scores as compared to another individual.
As suggested by Aldenderfer and Blashfield (1984) , two randomly divided subsamples (approximately a 50% split) were analyzed separately to cross-validate the cluster solutions. Then, the total sample was clustered using initial centroids set to the weighted averages of thecentroids obtained from the split-half analyses. This procedure was used for the total sample analysis because the split-sample results provided an empirical basis for defining initial parameters. The number of youths who were assigned to different groups in the split and total sample analyses were then examined to assess cluster stability. Two procedures were used to determine the number of clusters to retain. These were (1) inspecting the change in values of the proximity coefficients, and (2) examining the theoretical meaningfulness of different solutions (see Aldenderfer and Blashfield, 1984; Everitt, 1980) . Ward's method, which uses squared euclidean distance as a proximity measure, was the clustering technique chosen to identify the initial cluster solution. Ward's method was especially suitable because it maximizes within-group homogeneity and between-group heterogeneity (i.e., defines groups that are highly dissimilar from each other). We also used Ward's method because it does not require specification of the number of clusters as other methods (e.g., k-means) typically do. Although the study by Hirsch and Dubois (1991) suggests that a four-cluster solution would be appropriate, we did not wish to constrain our solution based on a single study. In addition, enough differences existed between the studies (e.g., sample, measures) that specification of clusters might not be warranted. Finally, we believed an effort to replicate should not impose the results from earlier work because it would create a biased situation in which similar findings would be more likely.
The third analytic step used chi-square analyses to explore the possibility that self-esteem trajectories differed by race or sex. If differences existed, then a factorial design (e.g., cluster group by race or sex) would be warranted for the next analytic step.
The fourth analytic stage used repeated measures analyses of variance (MANOVA) to examine both main effects for cluster group and interaction effects between cluster group and time (i.e., change over time across cluster groups). We examined main effects for cluster, gender, and time, two-way interactions of cluster and gender by time, and three-way interactions of duster by gender by time. Where significant MANOVA effects were found, post hoc comparisons with Duncan's correction for joint confidence intervals were run to pinpoint group differences. The dependent variables were susceptibility to peer pressure, school grades, alcohol use and misuse, and tolerance for deviance.
RESULTS
Attrition Analyses
No differences were found between attrited students and those with data for all four years for race (x2 = 2.29; ns) or gender (x2 = .14; ns). Attrited students reported more alcohol use (t = 4.16; p < .01), more alcohol misuse (t = 5.79; p < .01), more susceptibility to peer pressure (t = 3.31; p < .01), and more tolerance for deviance (t = 3.21; p < .01) than youth included in the study (all analyses based on sixth-grade data). Attriters also reported lower self-esteem in sixth grade than youth with data for all four years (t -5.51; p < .01). Table I reports the intercorrelations of the self-esteem measures for each study year, and total sample means and standard deviations. The largest correlation among self-esteem measures from one year to the next is .56. The correlations between self-esteem assessments that are two or more years apart range from .29 to .41 and indicate decreasing temporal consistency with increasing passage of time.
Correlations Across Occasions
Longitudinal Study of Self-Esteem 
Cluster Analysis
The split-sample analyses resulted in two similar four-group cluster solutions that were theoretically meaningful and distinct. When the total sample was clustered, the same four groups emerged. Group membership was unchanged for 81% of the sample between the split-half and total-group analyses; instability was noted among those students with consistently high self-esteem and those with moderate and rising self-esteem. The shapes and scales of the self-esteem profiles were similar in all three analyses. Figure 1 depicts the self-esteem trajectory profiles from the total sample and group means for each year.
One group had consistently high (n = 531; 48%), one group had moderate and rising (n = 204; 19%), one group had steadily decreasing (n = 223; 20%) and the fourth group had consistently low self-esteem scores (n = 143; 13%). For the total sample, youths' self-esteem decreased from sixth (X = 13.26; SD = 2.42) to tenth grades (X = 11.87; SD = 2.82; t[1130] = 14.87; p < .01). A repeated measures analysis of variance on self-esteem scores also indicated that the pattern of self-esteem change over time (group by time interaction) differed across the four trajectory groups (F[9, 3297] = 326.53; p < .001) and that their overall level of self-esteem (main effect) also differed (F[3, 3297] = 431.77; p < .001).
Demographic Differences
African American and white youths were equally distributed across groups defined by their self-esteem trajectory (x2[3] = 3.34; ns). Males and females, however, were not equally distributed across groups (x2[3] = 27.94; p < .01). Cell chi-square values indicated that more males (n = 124) and fewer females (n = 80) than expected were in the moderate and rising self-esteem group; conversely, more females (n = 82) and fewer males (n = 61) than expected were in the steadily decreasing group. Subsequent analyses included a gender by trajectory factorial design. ; p < .01) main effects were also found. The consistently high self-esteem group scored significantly lower at all occasions than the other three groups (p < .05). All post hoc differences were significant except moderate and rising vs. consistently low in Grades 6 and 7, moderate and rising vs. steadily decreasing in Grade 8, and steadily decreasing versus consistently low in tenth grade. Susceptibility to peer pressure rose the least for the moderate and rising group, while the greatest increase over time occurred in the steadily decreasing group. Figure 2 displays the means at all occasions for the four self-esteem groups' susceptibility to peer pressure. .01) main effects were found. Grades decreased from Grade 6 to Grade 8, with various outcomes in tenth grade. All means were significantly different except for moderate and rising vs. consistently low in sixth and eighth grades, moderate and rising vs. steadily decreasing in eighth grade, and steadily decreasing vs. consistently low in Grade 10, in the same pattern as was seen above with susceptibility to peer pressure. The steadily decreasing group had the greatest drop in grades from sixth to eighth grade, and the consistently high group had the smallest decrease over time. Youth in the moderate and rising group were the only ones to show an increase in grades from Grade 6 to Grade 10. Youth in the steadily decreasing group were the only ones to have grades decrease every year. Thus average scores differed across cluster and gender groups, and the change in alcohol use over time differed across the cluster groups as well. Initially, male adolescents in the moderate and rising group reported the most alcohol use, but they were surpassed by both males and females in the steadily decreasing and con-sistently low groups. By the eighth grade, however, male and female adolescents in the steadily decreasing and consistently low groups reported the most alcohol use for their respective sexes. Males in the steadily decreasing group had the greatest increase in alcohol use over time. Females in the moderate and rising group and males in the consistently high group had the least increase in alcohol use over time. Generally, the higher levels of reported drinking occurred among males and in those groups reporting low self-esteem. Figure 4 depicts the means for males and females in each group over time.
Self-Esteem Trajectories and Longitudinal Measures
Susceptibility to Peer Pressure
Alcohol Misuse
Both self-esteem trajectory by time (F[9, 3150] = 5.29; p < .01) and gender by time interactions (F[3, 3150] = 4.76; p < .01) were found for alcohol misuse. A three-way interaction was not found (F[9, 3150] = .76; ns). Main effects for time (F[3, 3150] = 137.13; p < .01) and cluster (F[3, 1050] = 11.11; p < .01) were also found. Figure 5 reports the group means over time for alcohol misuse. The pattern of results are similar to those for susceptibility to peer pressure and grades. The steadily decreasing group reported the greatest increase in alcohol misuse over time, but in Grade 6 they started at the same level as the consistently high group. Interestingly, the consistently low and moderate and rising groups also started at the same place, but diverged over time. The moderate and rising group reported the smallest increase over time, and the consistently high group reported the lowest levels of misuse at every point in time.
Tolerance for Deviance
A self-esteem group by time interaction for tolerance for deviance was found (F [9, 3162] .01) main effects were found. All youth became more tolerant of deviance over time, but higher levels of self-esteem were associated with lower tolerance of deviance. Significant differences (p < .05) were found between the more extreme pairs of means at each occasion. The consistently high group reported the least tolerance for deviance in each grade as compared to all the other groups but the moderate and rising. The pattern of change for each group was similar to that for alcohol misuse. Figure 6 reports the means and standard deviations over time for each group.
DISCUSSION
The current study replicated findings reported by Hirsch and DuBois (1991) . In fact, it is remarkable how similar the self-esteem trajectories were in our study and the Hirsch and DuBois (1991) study in spite of the fact that we used different measures of self-esteem, the samples are quite different, and our clustering algorithm differed. Our largest self-esteem group, as in Hirsch and DuBois (1991) , comprised youth with consistently high self-esteem. Similarly, our smallest group included those youth with low self-esteem, although in our sample, this group also displayed steadily falling levels of self-esteem. This difference from the Hirsch and Dubois (1991) study may well be attributed to the fact that our study included self-esteem assessment in tenth grade, but most of the decrease occurred from sixth to eighth grade. It is also possible that this difference is due to the fact that we did not use the same self-esteem measures. Both studies, however, revealed a group of youth who show a steady decline in their self-esteem over time, and a group that show an increase in self-esteem over time.
The results also provide additional evidence that whether self-esteem changes over time may not be of primary concern; rather, how individual differences in changing adolescent self-esteem arise may be more vital. Exploration of subgroup variation may be useful for determining how different patterns of change in self-esteem influence and are influenced by other developmental outcomes.
Revisiting our hypotheses for psychosocial outcomes, the groups differed in both their average score (main effect) and their change in scores over time (Time x Dependent Variable interaction effect). The following support was found for them:
1. Youth with high levels of self-esteem will be less susceptible to peer pressure over time than youth with low or decreasing levels of self-esteem. Youth in the consistently high and moderate and rising groups reported less susceptibility to peer pressure over time than youth with consistently low or decreasing self-esteem. The rate of change for susceptibility to peer pressure was the lowest for youth in the moderate and rising group.
School grades will be correlated positively with self-esteem trajectories.
Grades decreased for all groups through Grade 8, but the steadily decreasing group also reported the greatest decrease in grades over time. The consistently high group not only reported the highest grades at each point in time, but also had the smallest drop in grades over time. 3. Alcohol use, alcohol misuse, and tolerance for deviance will be greatest among those youth with trajectories that indicate decreasing self-esteem, and least among those with high self-esteem. Youth in the consistently high and moderate and rising groups reported less tolerance for deviance, alcohol use, and alcohol misuse over time than youth with consistently low or decreasing self-esteem. The moderate and rising group consistently reported less increase in these measures than the other groups. Main effects for cluster group were also found. The consistently high group reported the lowest levels of each of these measures.
This study suggests that overall trends of self-esteem (either stable, increasing, or decreasing) may not adequately characterize the typical adolescent experience. In fact, the results are not consistent with earlier reports that self-esteem is either relatively stable during adolescence or increases slightly from Grades 7 to 12 (McCarthy and Hoge, 1982; Nottelmann, 1987; O'Malley and Bachman, 1983; Rosenberg, 1986; Savin-Williams and Demo, 1984) . Self-esteem in this sample actually declined slightly from Grade 6 to Grade 10. The results, however, are consistent with Alsaker and Olweus
Longitudinal Study of Self-Esteem (1992) , who found that self-esteem was relatively stable for short periods of time (up to a year), but changed over longer periods (3 years) among early adolescents. Studying how change occurred for subgroups of adolescents enables researchers to distinguish between no change in self-esteem and the countervailing effects of increasing and decreasing scores.
African American and white youth were equally distributed across the self-esteem groups. Although the number of African Americans in the sample was small, it corresponded with the proportion found in the general population. Nevertheless, future research should include a more diverse sample in order to adequately explore possible race differences including Latino, Asian American, and other ethnic groups. Perhaps more to the point, studying youth from varying socioeconomic backgrounds may be more informative than simply examining race differences. Our results are consistent with previously reported gender differences (Eccles, 1984; Simmons and Blyth, 1987) . More female adolescents reported decreasing selfesteem trajectories than male adolescents and vice versa for increasing self-esteem. This seems to support findings by Eccles and Midgley (1990) , who indicated that females were more likely than males to report a decline in self-esteem as a consequence of school transition. Youth in our sample actually experienced two school transitions during the course of the study.
The longitudinal analyses suggest that self-esteem trajectory was related to alcohol use differently for male adolescents than for female adolescents. Female adolescents in the consistently high self-esteem group had a level of increase in alcohol use similar to that of females in the steadily decreasing group. Yet, males in these two groups were very different in their use over tune. The timing of alcohol use increase among adolescents with low or decreasing self-esteem also differed for males and females. Females had their largest jump in Grade 8, while males' largest jump occurred in Grade 10. Females may use alcohol to maintain high self-esteem in their social context, while males may use alcohol to cope with their decline in self-esteem. These interpretations are cautiously made, however, because we did not examine the causal direction among the variables studied.
The results suggest that a single model to describe adolescent development may inhibit the discovery of meaningful differences among adolescents. Findings from youth whose self-esteem steadily declines over time may support a storm and stress model (Offer and Offer, 1977) of adolescence because they may not be effectively negotiating developmental experiences. A storm and stress model, however, may not be applicable to youth with consistent self-esteem trajectories (either high or low). Youth with consistently low self-esteem appear to fit a problem behavior model (Jessor and Jessor, 1977) in which adolescents exhibit multiple deleterious behaviors and beliefs (e.g., alcohol use and misuse, low grades, susceptibility to peer pressure).
Youth with either consistently high or rising self-esteem may fit a resiliency model (Rutter, 1987; Zimmerman and Arunkumar, 1994) wherein they develop the skills and psychological resources necessary to cope with stressors experienced as part of their adolescence. For this group of adolescents, self-esteem may enhance the effects of other psychosocial factors, such as parental nurturance, in preventing detrimental outcomes (e.g., substance abuse). This process has been referred to as a protective/protective mechanism (Brook et al., 1992) . Alternatively, self-esteem may be part of a risk/protective mechanism (Brook et al., 1992) wherein the protective factor (e.g., self-esteem) helps limit the potential negative effects of a risk factor (e.g., family discord, peer pressure).
The interaction effects found for trajectory and time for all dependent variables suggest a protective role of self-esteem. Every group experienced an increase in susceptibility to peer pressure, for example, but the steadily decreasing self-esteem group reported a faster increase. Self-esteem may help limit the development of susceptibility to peer pressure, which has been found to be a risk factor for problem behaviors . Most strikingly, youth with increasing self-esteem also tended to show the greatest improvement or least decline over time for all outcomes measured. Studies that explore the protective-protective and risk-protective mechanisms among youth with rising or consistently high self-esteem would be useful.
The most striking effects of self-esteem change over time were found for the two groups that had either improving self-esteem (moderate and rising) or declining self-esteem (steadily decreasing). These two groups often started at a similar point, but went in the opposite direction for every dependent variable assessed except grades. The results of grades, however, for these two groups were even more divergent. The two groups essentially switched places in high school for grades. These results suggest that efforts either to prevent and stabilize decreasing self-esteem or to build self-esteem may have vital effects on other outcomes for youth. Hirsch et al. (1993) suggest that how self-esteem change relates to other negative outcomes may be useful for understanding risk. This knowledge can then be used to focus resources on the group most likely to experience problem behaviors.
Prevention efforts may also have varying effects for youth with different self-esteem trajectories (Hirsch et al., 1993) . Perhaps the notion that one program design fits all is obsolete. One strategy might reach youth with steadily decreasing self-esteem, while a different approach would be more effective for youth with rising self-esteem. Limited resources may be more effectively allocated as a result, taking fewer resources to reach youth with rising self-esteem and more resources to reach those on a downward trajectory.
Study Limitations
One limitation of the study is that self-report data were the only source of data available for analysis. This raises the unresolved issue of shared method variance among the study variables. A related issue is that our tolerance of deviance measure refers to an attitude about deviance and not deviant (or delinquent) behavior. Future research could benefit from including behavioral measures for several problem behaviors such as delinquency and assaultive violence.
Another limitation is that the split-half and total sample cluster solutions had only 81% agreement. This raises some question about the stability of the self-esteem trajectories identified in the study. The limitation is offset by several points. First, the shapes of the profiles in the two split-half and final solutions were similar. Although some youth had profiles that were borderline to two groups, the underlying patterns of self-esteem remained the same. Second, most disagreement between solutions occurred between the consistently high and moderately increasing groups. In other words, the movement from one group to another was subtle, and probably a result of the clustering algorithm. Ward's method adjusts the group centroid as new cases are assigned and then uses that new information for assignment of the next case. Thus, respondents with values that are between two centroid series may be assigned to different groups depending on who was entered before them. Third, the cluster solution replicated previous research. The similarity of the split-half and final trajectories to the Hirsch and DuBois (1991) findings (which resulted from a different clustering algorithm) suggests that the longitudinal self-esteem profiles found in this study accurately characterize self-esteem patterns in early to middle adolescence.
Finally, the attrition analyses suggest that our data are not representative of all youth in the schools studied. That attriters reported lower self-esteem also had the effect of reducing membership in trajectories characterized by a low initial self-esteem level. The omission of some youth with low self-esteem in sixth grade may have made it more difficult to replicate trajectory results due to restricted range for defining self-esteem groups. In addition, less variance in the trajectory groups may also have made it more difficult to detect group and tune differences, although the results suggest otherwise because they replicate previous research.
In sum, we concur with conclusions drawn by both Hirsch and DuBois (1991) and Simmons and Blyth (1987) that longitudinal analysis will benefit from innovative and diverse methods, such as the one reported here. A cluster analytic approach may provide useful information about developmental change. It allows for the possibility of discovering intergroup variation in a sample and avoids problems associated with studying average change over time. This strategy provides an opportunity to identify how different models of adolescent development may be applicable for different youth. Consequently, the search for a global model of adolescent development may be modified to an analysis of which model is more appropriate for a given subset of youth.
