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Abstract
Recently in [M. Jöllenbeck, On the multigraded Hilbert and Poincaré series of monomial rings, J. Pure
Appl. Algebra 207 (2) (2006) 261–298] the second author made a conjecture about the structure of
Ext∗
A
(k, k) as an N × Nn-graded vector space, where A is a monomial ring over a field k, that is, the
quotient of a polynomial ring P = k[x1, . . . , xn] by a monomial ideal, and he verified this conjecture for
several classes of such rings. Using the results of [A. Berglund, Poincaré series and homotopy Lie algebras
of monomial rings, Licentiate thesis, Stockholm University, http://www.math.su.se/reports/2005/6/, 2005]
by the first author, we are able to prove this conjecture in general. In particular we get a new explicit formula
for the multigraded Hilbert series of Ext∗
A
(k, k). A surprising consequence of our results is that a mono-
mial ring A is Golod if and only if the product on TorP∗ (A, k) is trivial. For Stanley–Reisner rings of flag
complexes we get a complete combinatorial characterization of Golodness. We introduce the concept of
‘minimally non-Golod complexes,’ and show that boundary complexes of stacked polytopes are minimally
non-Golod. Finally we discuss the relation between minimal non-Golodness and the Gorenstein∗ property
for simplicial complexes.
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In this paper we study the multigraded Betti numbers βi,α = dimk ExtiA(k, k)α of the residue
field k of a monomial ring A, by which we mean a ring of the form A = P/a where a is a
monomial ideal in the polynomial ring P = k[x1, . . . , xn]. The Betti numbers record the struc-
ture of the minimal multigraded free resolution of k as an N × Nn-graded module over A. If
F∗ = · · · → Fi → Fi−1 → ·· · is a minimal resolution of k, with Fi =⊕α∈Nn A(−α)bi,α , then it
follows that bi,α = βi,α . The formal power series
PA(x, z) =
∑
i0,α∈Nn
βi,αx
αzi,
is called the multigraded Poincaré series of A. Here xα = xα11 . . . xαnn .
ExtA(k, k) is an N×Nn-graded Hopf algebra (cf. [13]), and in fact it is the universal envelop-
ing algebra of a graded Lie algebra π(A), called the homotopy Lie algebra of A (cf. [1]). The
presence of this structure has heavy influence on the Poincaré series. It was proved in [2] that
for a monomial ring A, the series PA(x, z) is rational of the form
∏n
i=1(1 + xiz)/bA(x, z) for
a certain polynomial bA(x, z). In [5], a combinatorial formula for bA(x, z) was given in terms
of the homology of lower intervals in a certain finite lattice associated to A. Independently, a
formula for PA(x, z) phrased in the language of Algebraic Discrete Morse Theory (cf. [17,21])
was conjectured in [16]. In this paper, which is the fruit of the combined efforts of the authors to
merge the two different viewpoints represented by [5,16], we give a proof of this conjecture.
There is a certain N×Nn-graded associative k-algebra R associated to A, introduced in [16]
(see Section 3 below). The conjecture of [16] says that the multigraded Hilbert series of the
algebra R is 1/bA(x, z). On the other hand, 1/bA(x, z) is the Hilbert series of the universal
enveloping algebra Uπ2(A) of the degree  2 part π2(A) of the homotopy Lie algebra of A.
Therefore, the conjecture follows from the following theorem, which is the main result of this
paper:
Theorem 1. There is a filtration on Uπ2(A) such that the associated graded algebra of
Uπ2(A) is isomorphic to R as an N×N×Nn-graded algebra.
This occurs as Theorem 4.7 in the text. There are two steps in establishing this fact. First,
it is to apply Algebraic Discrete Morse Theory to the L∞-algebra of [4] that is used in the
computation of the homotopy Lie algebra π2(A). Secondly, we derive a PBW-type theorem
that is needed in order to identify R as the associated graded algebra of the filtered algebra
Uπ2(A).
A consequence of our result is the following explicit formula for the Poincaré series of A. The
definition of a standard matching is briefly recalled in Section 2. We refer the reader to [16] for
a more detailed account.
Theorem 2. Let M =M1 ∪⋃i2Mi be a standard matching on the Taylor resolution of A.
Then the multigraded Poincaré series of A has the following form:
PA(x, z) =
∏n
i=1(1 + xi z)
1 +∑ I⊆MinGen(a)
I /∈M1
(−1)c(I )mI zc(I)+|I | . (1)
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The Koszul complex of A is a differential graded algebra KA, whose homology algebra
H∗(KA) is isomorphic to TorP∗ (A, k). The ring A called Golod if H∗(KA) has trivial Massey
operations, cf. [13]. Golodness of A implies that the product on TorP∗ (A, k) is trivial, but the
converse is not true if A is a quotient of P by an arbitrary homogeneous ideal. However, a sur-
prising consequence of our results is that the converse is in fact true when A is a monomial
ring.
Theorem 3. A monomial ring A is Golod if and only if the product on TorP∗ (A, k) is trivial.
This occurs as Theorem 5.1 in the text.
Important examples of monomial rings are the ‘Stanley–Reisner rings’ that appear in algebraic
combinatorics. In Section 6, we investigate how the Golod property of a Stanley–Reisner ring
k[Δ] is reflected in terms of the combinatorics of the simplicial complex Δ. The ‘strong gcd-
condition,’ cf. Definitions 5.2 and 6.1, introduced in [16], is a combinatorial condition on a
simplicial complex that implies Golodness of its associated Stanley–Reisner ring. We give the
following characterization of Golodness for flag complexes:
Theorem 4. Let Δ be a flag complex and let k be a field. Then the following are equivalent:
(1) Δ satisfies the strong gcd-condition.
(2) Δ is Golod over k.
(3) The 1-skeleton of Δ is a chordal graph.
(4) The Stanley–Reisner ideal IΔ has a linear minimal free resolution.
(5) The Alexander dual Δ∨ is Cohen–Macaulay over k.
This occurs as Theorem 6.5. In particular, Golodness for flag complexes does not depend on
the coefficient field k. For general simplicial complexes it is still an open problem if Golodness
depends on the coefficient field.
It turns out that Golodness of a simplicial complex is stable under deletion of vertices.
Therefore it is meaningful to study minimally non-Golod simplicial complexes, i.e., simplicial
complexes that are not Golod but all of whose proper deletion complexes are Golod. In the last
section we prove that boundary complexes of stacked polytopes are minimally non-Golod, cf.
Definition 6.11.
Theorem 5. The boundary complex of a stacked polytope of dimension d  2 with at least two
stacks is minimally non-Golod.
This appears as Theorem 6.19.
Section 2 contains a very brief introduction to Algebraic Discrete Morse Theory and standard
matchings of the Taylor resolution. In Section 3 we recall the statement of the conjecture and
the resulting explicit formula for the Poincaré series of a monomial ring. In Section 4 we recall
results on homotopy Lie algebras of monomial rings and give the proof of the conjecture. In
Section 5, we give criteria for Golodness of monomial rings. In Section 6, these criteria are
specialized and combinatorially interpreted for Stanley–Reisner rings of simplicial complexes.
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In this section we recall the Algebraic Discrete Morse Theory, which will be needed in order
to understand the conjecture from [16] and in order to prove this conjecture.
Algebraic Discrete Morse Theory is an algorithm independently developed by E. Sköldberg
[21] and by Welker and Jöllenbeck [17]. The algorithm is based on Forman’s discrete Morse
Theory [10] and minimizes algebraic chain complexes.
Let R be a commutative ring. To a given chain complex C = (Ci, ∂)i0 of free R-modules
with a fixed basis B =⋃i0 Bi such that Ci =⊕b∈Bi Rb, one associates a directed weighted
graph G(C,B). The vertex set of G(C,B) is B and there is an edge from b to b′ with weight
rbb′ ∈ R if b′ occurs with non-zero coefficient rbb′ in the expression for ∂(b) in the basis B .
Recall that a matching on a graph is a subset M of the edges such that each vertex of the graph
is in at most one edge of M. An acyclic matching on the graph G(C,B) is a matching M such
that for each weighted edge b rbb′−−→ b′ in M, the weight rbb′ is an invertible element of R, and
such that the reversed graph Gr(C,B) contains no directed cycles. Here, the reversed graph
Gr(C,B) is obtained from G(C,B) by replacing each weighted edge b
rbb′−−→ b′ of M with the
edge b −1/rbb′←−−−− b′.
The Morse-graph GM(C,B) associated to an acyclic matching M on the graph G(C,B) is
constructed as follows: For b ∈ Bi, b′ ∈ Bi−1, let wbb′ be the sum of the weights of all directed
paths from b to b′ in the reversed graph Gr(C,B), where the weight of a directed path is the
product of the weights along the edges in the path. The vertices of GM(C,B) are the vertices of
G(C,B) that are not matched by an edge in M and there is an edge of weight wbb′ from b to b′
if wbb′ = 0. The Morse-graph represents an algebraic chain complex of free R-modules, denoted
CM, which is chain homotopy equivalent to the original complex C, cf. [17].
Algebraic Discrete Morse Theory is a good tool to minimize free resolutions. In [16], the sec-
ond author introduced a special kind of acyclic matchings on the Taylor resolution of a monomial
ideal, called standard matchings. We recall here the definition:
Let P = k[x1, . . . , xn] be the commutative polynomial ring over a field k and a ⊆ P a mono-
mial ideal with minimal set of generators M = MinGen(a). The Taylor resolution T• is a finite
free resolution of P/a over P whose basis is given by the subsets I ⊆ M , where the homological
degree of I is defined to be |I |. For a subset I ⊆ M we denote by mI the least common mul-
tiple of the monomials in I , mI := lcm(m ∈ I ). We set m∅ := 1. The differential of the Taylor
resolution is then given by
I = {i1 < · · ·< ij } →
j∑
t=1
(−1)t+1 mI
mI−{it }
I − {it }.
Let c(I ) denote the number of connected components of the undirected graph with vertices I
and edges pairs m,n ⊆ I such that gcd(m,n) = 1. We call I connected if c(I ) = 1.
Definition 2.1 (Standard matching). A sequence of matchings M=⋃i1Mi is called a stan-
dard matching on the Taylor resolution T• of a monomial ideal a if the following holds:
(1) M is graded, i.e. for all edges I → J inM we have mI = mJ ,
(2) TM• is minimal, i.e. for all edges I → J in TM• we have mI = mJ ,
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T
M<1• = T•),
(4) for all I → J ∈Mi we have
c(J )− c(I ) = i − 1,
|J | + 1 = |I |,
(5) there exists a set Bi ⊆Mi such that
(a) Mi = Bi ∪
{
I ∪K → J ∪K ∣∣K with gcd(mI ,mK)= 1 and I → J ∈ Bi}, and
(b) for all I → J ∈ Bi we have c(I ) = 1 and c(J ) = i.
Standard matchings exist for any monomial ideal, cf. [16].
3. Statement of the conjecture
Let A = k[x1, . . . , xn]/a, where a is a monomial ideal, and let M = MinGen(a) be its minimal
set of generators. Let M =M1 ∪⋃i2Mi be a standard matching on the Taylor resolution
of A. We introduce an associative, but non-commutative, ring R as follows. Consider the free
associative algebra
R˜= k〈YS | S ⊆ M non-empty connected, S /∈M1〉.
This algebra becomes N × N × Nn-graded by assigning to the variable YS the degree
((YS), |YS |,deg(YS)), where
(YS)= 1,
|YS | = |S| + 1,
deg(YS)= α = (α1, . . . , αn), if mS = xα11 . . . xαnn .
Let R = R˜/J , where J is the ideal in R˜ generated by all graded commutators YSYT −
(−1)|YS ||YT |YT YS for which gcd(mS,mT )= 1. Then R inherits all gradings of R˜ and we let
HilbR(x, z, t) :=
∑
α,j,i
dimk(Ri,j,α)xαzj t i
be the multigraded Hilbert series of R.
The Hilbert series of the ring R gives an explicit form of the multigraded Poincaré series of
P/a for monomial ideals a.
Theorem 3.1. Let A = P/a be the quotient of the commutative polynomial ring P =
k[x1, . . . , xn] by a monomial ideal a, and let M :=M1 ∪⋃i2Mi be a standard matching
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PA(x, z) =
∏n
i=1(1 + xi z)
1 +∑ I⊆MinGen(a)
I /∈M1
(−1)c(I )mI zc(I)+|I | . (2)
In [8] it is observed, based on a large number of computational examples, that the summands
in the denominator bA(x, z) come from the set {(−1)c(I )mI zc(I)+|I |}, where I ranges over sub-
sets of MinGen(a). Theorem 3.1 explains this observation.
In [16], it was shown that Theorem 3.1 follows from a conjecture, which is also formulated
in [16]. The main result of this paper is the proof of this conjecture.
Conjecture 3.2. (See Conjecture 4.2 in [16].) Let F• be a multigraded minimal A-free resolu-
tion of k as an A-module with Fi :=⊕α∈Nn A(−α)βi,α for i  0. Then we have the following
isomorphism as k-vectorspaces:
Fi ∼=
⊕
J⊆{1,...,n}
|J |=l
⊕
u∈G(R)
|u|=i−l
A
(−(αJ + deg(u))),
where G(R) is a monomial k-basis of R and αJ is the characteristic vector of J , defined by
(αJ )i =
{0, i /∈ J ,
1, i ∈ J .
Conjecture 3.2 is equivalent to the following equality of formal power series:
PA(x, z) =
n∏
i=1
(1 + xiz)HilbR(x, z,1).
4. Proof of the conjecture via homotopy Lie algebras
4.1. Notations and conventions
We work in the category of N× Nn-graded vector spaces over a field k of arbitrary charac-
teristic. Thus, objects are families V = {V iα}i,α of vector spaces indexed over i ∈ N and α ∈Nn.
If x ∈ V iα , then x has cohomological degree |x| = i and multidegree deg(x) = α. A vector space
V is called locally finite if each component V iα is finite-dimensional. If α ∈Nn, then the support
of α is the set supp(α) = {i | αi = 0}. We write x ⊥ y if supp(deg(x)) ∩ supp(deg(y)) = ∅. Let
Vα =⊕i V iα .
We denote by T (V ) the tensor algebra on the vector space V . If x1, . . . , xn is a basis for V ,
then we can identify T (V ) with the free associative (non-commutative) algebra k〈x1, . . . , xn〉.
We denote by ΛV the quotient of T (V ) by the two-sided ideal generated by all elements of the
form x ⊗ y − (−1)|x||y|y ⊗ x and all x ⊗ x for odd |x|.
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Following [1] but adding a multigrading, the term graded Lie algebra will mean an N×Nn-
graded vector space L = {Liα}i,α concentrated in non-zero degrees, together with a degree 0 map
L⊗k L→ L, x ⊗ y → [x, y], such that
[x, y] + (−1)|x||y|[y, x] = 0,[
x, [y, z]]= [[x, y], z]+ (−1)|x||y|[y, [x, z]]
for all x, y, z ∈ L.
If k has characteristic 2 or 3, then the definition of a graded Lie algebra is modified to include,
for elements x with |x| odd, a quadratic operation x → x[2] doubling all degrees (which coincides
with the operation x → 12 [x, x] if 2 is invertible in k) together with extra conditions relating the
quadratic operation and the bracket. We refer to Chapter 10 of [1] for details.
Recall that the universal enveloping algebra of a graded Lie algebra L can be defined as the
quotient
UL = T (L)/I,
where I is the two-sided ideal generated by all elements of the form x ⊗ y − (−1)|x||y|y ⊗ x −
[x, y] and all z ⊗ z − z[2] for x, y, z ∈ L and |z| odd. Clearly, I is homogeneous with respect to
all gradings, so UL inherits an N×Nn-grading. The Poincaré–Birkhoff–Witt theorem says that
there is an isomorphism of graded vector spaces UL ∼= ΛL. In particular, the structure of UL as
a graded vector space does not depend on the Lie bracket of L.
If V is a graded vector space, then the tensor algebra T (V ) is a graded Lie algebra with
bracket x, y = x ⊗ y − (−1)|x||y|y ⊗ x. The free graded Lie algebra on V , denoted L(V ), is
the Lie subalgebra of T (V ) generated by V . It is a standard fact that if a graded Lie algebra L
admits a free presentation L ∼= L(V )/〈W 〉, where W ⊆ L(V ) is a vector space of relations, then
the universal enveloping algebra UL has a free presentation UL ∼= T (V )/〈W 〉.
4.3. A PBW-type theorem
The added structure of a multigrading opens for possibilities of defining new functors on the
category of graded Lie algebras. We define a functor F as follows. If L is a graded Lie algebra,
then
FL = L(L)〈x, y− [x, y] | x ⊥ y, x, y ∈ L〉 ,
where x, y denotes the bracket in the free Lie algebra L(L) and [x, y] the bracket in L. Clearly,
this construction is functorial for maps of graded Lie algebras, as these are required to preserve
all gradings. This functor was defined in [4] and is used in the computation of the homotopy Lie
algebra π2(A) of a monomial ring A. See Theorem 4.5 below.
The defining presentation of the graded Lie algebra FL gives rise to a presentation of its
universal enveloping algebra:
UFL ∼= T (L) ,〈x, y− [x, y] | x ⊥ y ∈ L〉
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algebras. Let f :T (L) → UFL be the canonical surjection.
Suppose L has a well-ordered basis X. Clearly, T (L) has a basis consisting of all ‘words’
x1 . . . xn = x1 ⊗ · · · ⊗ xn, with xi ∈ X. If v = x1 . . . xn, then v is said to have length (v) = n.
The word v is called reduced if for all i < j
xj ⊥ xi, xi+1, . . . , xj−1 ⇒ xj > xi.
We have the following analogue of the Poincaré–Birkhoff–Witt theorem for the composed func-
tor UF .
Theorem 4.1. UFL has a k-basis consisting of the images under f of the reduced monomials.
In particular the vector space structure of UFL does only depend on the vector space structure,
and not on the Lie multiplication, of L.
The proof Theorem 4.1 is somewhat cumbersome and will deferred to Section 4.7.
Remark 4.2. By the Poincaré–Birkhoff–Witt theorem, the vector space structure of FL can be re-
covered from that of UFL. Therefore, a corollary to Theorem 4.1 is that the vector space structure
of FL only depends on the vector space structure of L.
The word-length filtration on T (L) induces via f a filtration F• on UFL. We stress that this
is not the ordinary filtration on the universal enveloping algebra coming from T (FL). We have
Fp = 〈f (v) | (v)  j 〉k ⊆ UFL. Obviously Fp ⊆ Fp+1, Fp · Fq ⊆ Fp+q and ⋃p Fp = UFL.
The associated graded algebra of the filtered algebra UFL is the N×N×Nn-graded algebra
gr(UFL) =
⊕
p0
Fp/Fp−1,
where gr(UFL)p,i,α = (Fp)i,α/(Fp−1)i,α . If L is locally finite, then so is T (L) (because we
assume L is concentrated in positive degrees) and hence so is UFL. In this case the filtration F•
is finite in each N×Nn-degree (i, α), so it follows that there is a non-canonical isomorphism of
N× Nn-graded vector spaces UFL ∼= gr(UFL), where the grading coming from the filtration is
forgotten in gr(UFL).
Corollary 4.3. Suppose L is locally finite. The filtration on T (L) by word-length induces a
filtration on UFL, and there is an isomorphism of N×N×Nn-graded algebras
gr(UFL) ∼= T (L)〈x ⊗ y − (−1)|x||y|y ⊗ x | x ⊥ y ∈ L〉 .
Proof. Let J be the ideal 〈x ⊗ y − (−1)|x||y|y ⊗ x | x ⊥ y ∈ L〉. The algebra T (L)/J can be
identified with UF(Lab), where Lab is the graded Lie algebra with underlying space L and trivial
Lie bracket. Therefore T (L)/J and UFL are isomorphic as N × Nn-graded vector spaces by
Theorem 4.1, and hence so are T (L)/J and gr(UFL), by local finiteness. The natural surjection
of N×N×Nn-graded algebras T (L) → gr(UFL) factors through a homomorphism T (L)/J →
gr(UFL), and this homomorphism, being a surjection between isomorphic locally finite graded
vector spaces, must be an isomorphism. 
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Let A be a monomial ring. The homotopy Lie algebra of A is a graded Lie algebra
π(A) = {πi(A)α}i1,α whose universal enveloping algebra Uπ(A) is isomorphic to the alge-
bra ExtA(k, k), cf. [1, Chapter 10]. The Poincaré–Birkhoff–Witt theorem implies that there are
isomorphisms of N × Nn-graded vector spaces Uπ(A) ∼= Λπ(A) ∼= Λ(π1(A)) ⊗k Uπ2(A).
The vector space π1(A) has a basis X1, . . . ,Xn, with |Xi | = 1 and deg(Xi) = deg(xi), so it
follows that
PA(x, z) =
n∏
i=1
(1 + xiz)HilbUπ2(A)(x, z). (3)
Conjecture 3.2 is equivalent to the statement that
PA(x, z) =
n∏
i=1
(1 + xiz)HilbR(x, z,1).
Therefore, in order to prove the conjecture it suffices to prove that Uπ2(A) ∼=R as N× Nn-
graded vector spaces. We will actually prove a stronger statement, namely that there is a filtration
on the algebra Uπ2(A) such that the associated graded algebra is isomorphic to R. Two in-
gredients are needed in order to accomplish this. First, it is the computation of π2(A) from
[4] in terms of the cohomology of a certain combinatorially defined L∞-algebra, and secondly
we need the input from Algebraic Discrete Morse Theory for an explicit choice of basis of this
cohomology.
4.5. Computation of the homotopy Lie algebra of a monomial ring
Let M be a finite set of monomials, which we assume to be totally ordered for the sake of
signs. Let E be the exterior algebra over k on the indeterminates ξm indexed over m ∈ M . Define
ξS = ξm1 ∧· · ·∧ξmi , if S = {m1 < · · ·<mi} ⊆ M , so that E has basis all ξS for S ⊆ M . Introduce
an N×Nn-grading on E by |ξS | = |S|+1 and deg(ξS) = deg(mS) (this grading is not compatible
with the exterior multiplication).
A set of monomials M is called connected if the undirected graph with vertices M and edges
all pairs of monomials having a non-trivial common factor is connected.
Definition 4.4. L∞(M) is the N× Nn-graded subspace of E spanned by all ξS for non-empty
connected S ⊆ M .
A differential d of cohomological degree 1 and multidegree 0 is introduced in L∞(M) by
dξS =
∑
m∈M
m|mS
ξS ∧ ξm.
We define an anti-symmetric bilinear bracket on L∞(M) as follows. If S,T ⊆ M are separated,
meaning that gcd(mS,mT )= 1, then set
[ξS, ξT ] =
∑
ξT ∧ ξm ∧ ξS,
m
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not separated, then [ξS, ξT ] is set to 0.
This almost makes L∞(M) into a differential graded Lie algebra. In fact, L∞(M) can be
given the structure of an L∞-algebra, as is done in [4]. In particular, this implies that although
L∞(M) need not be a graded Lie algebra, the differential is a derivation with respect to the binary
bracket, i.e., d[x, y] = [dx, y] + (−1)|x|[x, dy], and the cohomology algebra H∗(L∞(M)) is a
graded Lie algebra.
The significance of L∞(M) and the functor F is due to the following result.
Theorem 4.5. (See Berglund [4, Theorem 6].) Let a be a monomial ideal in the polynomial
ring P = k[x1, . . . , xn], let A = P/a and let M = MinGen(a). Then there is an isomorphism of
graded Lie algebras
π2(A) ∼= FH∗(L∞(M)).
Using Algebraic Discrete Morse Theory, we can get a grasp of the vector space H∗(L∞(M)).
Proposition 4.6. Let M be a standard matching on the Taylor resolution. Then there is an iso-
morphism of N×Nn-graded vector spaces
H∗
(
L∞(M)
)∼= 〈ξS | S ⊆ M non-empty connected, S /∈M1〉k.
Proof. We define a matching N on the based cochain complex (L∞(M), {ξS}S), where the
basis indexed by the non-empty connected subsets S ⊆ M . If S,T are non-empty connected
subsets of M with |S| + 1 = |T |, then ξS is matched with ξT in N if T → S ∈M1. One needs
to verify that the weight of the edge ξS → ξT in the graph G(L∞(M), {ξS}S) is invertible: If
T → S ∈M1, then mT = mS and T = S ∪ {m} for some m ∈ M − S, so ξT appears with the
coefficient sgn(S,m) = ±1 in the expression for dξS in the basis {ξS}S for L∞(M) (the sign
sgn(S,m) is defined by ξS∪m = sgn(S,m)ξS ∧ ξm). Next, N is a matching because M1 is one,
and similarly it is acyclic becauseM1 is. The Morse complex L∞(M)N has basis
B = {ξS | S ⊆ M non-empty connected, S /∈M1},
and has trivial differential: If ξS, ξT ∈ B and |T | = |S| + 1, then a path from ξS to ξT in the
reversed graph Gr(L∞(M)) has to end with some edge ξU → ξT , where T = U ∪ {m} for some
m ∈ M − U such that m | mU , and U is a non-empty connected subset of M . But then T → U
would be a matchable pair in the Taylor resolution, and since T → U /∈M1, it must be the case
that c(U) 2, by construction of a standard matching. This contradicts that U is connected. So
there are no paths in the reversed graph between elements of B , and therefore the differential of
the Morse complex L∞(M)N is zero. Since L∞(M) is chain homotopy equivalent to L∞(M)N ,
this finishes the proof. 
4.6. Proof of the conjecture
Theorem 4.7. There is a filtration on Uπ2(A) such that the associated graded algebra of
Uπ2(A) is isomorphic to R as an N×N×Nn-graded algebra.
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Uπ2(A) for which
gr
(
Uπ2(A)
)∼= T (H∗(L∞(M)))〈x ⊗ y − (−1)|x||y|y ⊗ x | x ⊥ y ∈ H∗(L∞(M))〉 . (4)
Note that ξS ⊥ ξT if and only if gcd(mS,mT ) = 1. Putting together the isomorphism (4) and
Proposition 4.6 we get an isomorphism of N×N×Nn-graded algebras
gr
(
Uπ2(A)
)∼= k〈ξS | S ⊆ M non-empty connected, S /∈M1〉〈ξSξT − (−1)|ξS ||ξT |ξT ξS | gcd(mS,mT ) = 1〉 .
The algebra to the right is exactly R, so this proves the theorem. 
Corollary 4.8. Conjecture 3.2 is true. Hence, so is Theorem 3.1.
4.7. Proof of Theorem 4.1
We fix a well-ordered basis X for L. Recall that a word v = x1 . . . xn is called reduced if for
all i < j
xj ⊥ xi, xi+1, . . . , xj−1 ⇒ xj > xi.
Note that subwords of reduced words are reduced. The following lemma should be clear from
the definition.
Lemma 4.9. Suppose x1 . . . xn is reduced. If x ∈ X, let r be minimal with the property x ⊥
xr, . . . , xn and x < xr , or n if there is no such number. Then x1 . . . xr−1xxr . . . xn is reduced.
We are now ready to embark on the proof of Theorem 4.1. The proof uses essentially the same
idea as Serre’s proof of the classical Poincaré–Birkhoff–Witt theorem [20], but is technically
more complicated.
Proof of Theorem 4.1. UFL is spanned by the images of all words, as these span T (L). All
words of length  1 are reduced. Suppose inductively that for k < n any f (x1 . . . xk) is a linear
combination of images of reduced words of length  k. Consider the image f (x1 . . . xn). By
induction, f (x1 . . . xn−1) is a linear combination of images of reduced words, so we may as well
assume that x1 . . . xn−1 is reduced. Then by Lemma 4.9, there is an r such that xn ⊥ xr , . . . , xn−1
and x1 . . . xr−1xnxr . . . xn−1 is reduced. Hence, in UFL,
f (x1 . . . xn) = ±f (x1 . . . xr−1xnxr . . . xn−1)
+
n−1∑
i=r
±f (x1 . . . xi−1 ⊗ [xi, xn] ⊗ xi+1 . . . xn−1).
Each x1 . . . xi−1 ⊗ [xi, xn] ⊗ xi+1 . . . xn−1 is a linear combination of words of length  n− 1, so
its image is a linear combination of images of reduced words of length  n − 1, by induction.
Since the word x1 . . . xr−1xnxr . . . xn−1 is reduced and of length ()n, we are done.
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We will define a right action of FL on W making it into a right FL-module. To do this we need
to specify a · x for a ∈ W , x ∈ L and then verify that
a · [x, y] = a · x · y − (−1)|x||y|a · y · x
for all a ∈W and all x, y ∈ L such that x ⊥ y. If x1 . . . xn is reduced, and if x ∈X, then define
x1 . . . xn · x =
{
x1 . . . xnx, if x1 . . . xnx is reduced,
(−1)|xn||x|x1 . . . xn−1 · x · xn + x1 . . . xn−1 · [xn, x], otherwise.
Extend this by bilinearity.
This definition makes sense because if we assume inductively that v ·x has been defined for all
x and all reduced words v of length < n and that v ·x is a linear combination of reduced words of
length  (v)+ 1, then for x1 . . . xn reduced and x ∈ X, choosing r so that x1 . . . xr−1xxr . . . xn
is reduced and expanding the definition, we get
x1 . . . xn · x = x1 . . . xr−1 · x · xr · . . . · xn ±
n−1∑
i=r
±x1 . . . xi−1 · [xi, x] · xi+1 · . . . · xn.
Here the terms in the sum to the right are defined by induction, and x1 . . . xr−1 · x · xr · . . . · xn =
x1 . . . xr−1xxr . . . xn as this word is reduced.
Define for a ∈ W and xi, x, y ∈ L with x ⊥ y, 1 i  n and n 0
(a, x1, . . . , xn, x, y)
= a · x1 · . . . · xn · [x, y] − a · x1 · . . . · xn · x · y + (−1)|x||y|a · x1 · . . . · xn · y · x.
We need to show that (a, x, y) = 0 for all a ∈ W and all x ⊥ y ∈ L. We note some properties of
this if v is a reduced word.
• (a, x1, . . . , xn, x, y)+ (−1)|x||y|(a, x1, . . . , xn, y, x) = 0.
• (v, x1, . . . , xn, x, y) = (vx1, x2, . . . , xn, x, y) if x1 ∈ X and vx1 is reduced.
• (v, x, y) = 0 if x, y ∈ X and vx or vy is reduced.
Only the third property requires an argument. By the first property, we may assume vx is reduced.
If vxy is not reduced, then
v · x · y = vx · y = v · [x, y] + (−1)|x||y|v · y · x
by definition of the right action. If vxy is reduced, then so is vy as x ⊥ y, and vyx is not. Then
interchange x and y and apply the above argument.
If we can show that (1, x1, . . . , xn, x, y) = 0 when xi ∈ L and x ⊥ y ∈ L for all n 0, then it
follows that (a, x, y)= 0 for all a ∈W and all x, y ∈ L. This is done by induction on n. The case
n = 0 follows from the third property as any x ∈ X is reduced considered as a word of length
one. Let n > 0 and suppose that (1, x1, . . . , xk, x, y) = 0 for all xi ∈ L, x ⊥ y ∈ X, when k < n.
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(x1, . . . , xn, x, y) = (−1)|xi ||xi−1|(x1, . . . , xi−2, xi, xi−1, xi+1, . . . , xn, x, y).
Proof. Note that [xi−1, xi] ∈ L as xi−1 ⊥ xi . By induction assumption we have (x1, . . . , xi−2,
xi−1, xi)= 0, so
(x1, . . . , xn, x, y) = (−1)|xi−1||xi |(x1, . . . , xi−2, xi, xi−1, xi+1, . . . , xn, x, y)
+ (x1, . . . , [xi−1, xi], . . . , xn, x, y)
and the second term here is zero by induction. 
Sublemma 4.11. Let v be a reduced word of length < n and let x, y, z ∈ X where x ⊥ y. If vz is
reduced, but vzx and vzy are not, then
(v, z, x, y) = (−1)|x||z|(v, x, z, y)− (−1)|x||y|+|y||z|(v, y, z, x).
Proof. The assumptions imply that z ⊥ x, y and hence z ⊥ [x, y]. Since (v) < n, we have
(v, x′, y′) = 0 for all x′, y′ ∈ L, by induction. Using (v, z, [x, y]) = (v, z, x) = (v, y, x) = 0 we
get
(v, z, x, y) = v · [z, [x, y]]+ (−1)|z||x|+|z||y|v · [x, y] · z
− v · [z, x] · y − (−1)|z||x|v · x · z · y
+ (−1)|x||y|v · [z, y] · x + (−1)|x||y|+|y||z|v · y · z · x.
Using (v, [z, x], y) = (v, [z, y], x) = 0 on this and the Jacobi identity, this becomes
−(−1)|y||z|+|y||x|v · y · [z, x] + (−1)|x||y|+|z||y|v · y · z · x
+ (−1)|x||z|v · x · [z, y] − (−1)|x||z|v · x · z · y
+ (−1)|x||z|+|y||z|v · [x, y] · z.
Finally, using (v, [x, y], z) = 0, we get what we want. 
To finish the induction, note that 1 · x1 · . . . · xn is a linear combination of reduced words
of length  n, so we may assume that x1, . . . xn ∈ X and that x1 . . . xn is reduced. Also, we
may assume that x, y ∈ X. Let v = x1 . . . xn−1 and z = xn. If vzx or vzy is reduced, then
(1, x1, . . . , xn, x, y) = (vz, x, y) = 0 by Property 3. Assume that vzx and vzy are not reduced.
Then by Sublemma 4.11
(1, x1, . . . , xn, x, y)= (v, z, x, y) = (−1)|x||z|(v, x, z, y)− (−1)|x||y|+|y||z|(v, y, z, x).
We show that (v, x, z, y) = 0. The argument for (v, y, z, x) = 0 is the same.
If vx is reduced, then x < z as vzx is not reduced. But then vxz is reduced, so (v, x, z, y) =
(vx, z, y) = 0 by the second and third property. Suppose vx is not reduced. By Lemma 4.9 there
is an r ∈{1,2, . . . , n−1} such that x <xr , x⊥xr , xr+1, . . . , xn−1 and w=x1 . . . xr−1xxr . . . xn−1
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ply xn < xr as x < xr , contradicting that x1 . . . xn is reduced. Hence by repeated application of
Sublemma 4.10 and Property 2 we get
(v, x, z, y) = ±(x1, . . . , xr−1, x, xr , . . . , xn−1, xn, y)= ±(w,xn, y)
which is zero by Property 3.
Thus W is a right FL-module, and hence a right UFL-module. Furthermore, if x1 . . . xn is
reduced, then 1 · f (x1 . . . xn) = x1 . . . xn in W . Since the reduced words form a basis of W ,
it follows that the images f (x1 . . . xn) of reduced words x1 . . . xn are linearly independent in
UFL. 
5. Criteria for Golodness
In this section we give new criteria (sufficient and necessary) for the Golod property of a
monomial ring A = P/a. Recall that the Koszul complex of A, here denoted by KA, is a differ-
ential graded algebra whose homology algebra H∗(KA), the ‘Koszul homology,’ is isomorphic
to TorP∗ (A, k). See e.g., [16, Section 5] for a definition. Recall also that A is called Golod if one
of the following equivalent conditions is satisfied (see [13]):
PA(x, z) =
∏n
i=1(1 + xi z)
1 −∑α∈Nn,i1 dimk(TorPi (A, k)α)xαzi+1 .
All Massey operations on the Koszul homology vanish.
Under the assumption that Conjecture 3.2 is true we gave in [16] some new criteria for
Golodness. Since we can now omit this assumption we recall without proofs the following facts
from [16]:
Theorem 5.1. (See Theorem 7.1 in [16].) Let A = P/a be a monomial ring. The following are
equivalent:
(1) A is Golod.
(2) For all subsets I ⊆ MinGen(a) with c(I ) 2 we have I ∈M for any standard matchingM.
(3) The product (i.e., the first Massey operation) on H∗(KA) ∼= TorP∗ (A, k) is trivial.
Since TorP∗ (A, k) is a unitary algebra, triviality of the product means here that the product
of any two elements of positive degree is zero. Note that if A is Gorenstein∗, and if MinGen(a)
has at least two elements, then A is not Golod, because in this case TorP∗ (A, k) has a non-trivial
product, cf. [7, Theorem 3.4.5].
We introduce two conditions:
Definition 5.2. (See gcd-condition, [16].) Let a be a monomial ideal.
(1) We say that a satisfies the gcd-condition, if for any two monomials m,n ∈ MinGen(a) with
gcd(m,n) = 1 there exists a monomial m,n = u ∈ MinGen(a) with u | lcm(m,n);
A. Berglund, M. Jöllenbeck / Journal of Algebra 315 (2007) 249–273 263(2) We say that a satisfies the strong gcd-condition if there exists a linear order ≺ on MinGen(a)
such that for any two monomials m ≺ n ∈ MinGen(a) with gcd(m,n) = 1 there exists a
monomial m,n = u ∈ MinGen(a) with m ≺ u and u | lcm(m,n).
Example 5.3. (See [16].) Let a = 〈x1x2, x2x3, x3x4, x4x5, x1x5〉 be the Stanley–Reisner ideal of
the 5-gon. Then a satisfies the gcd-condition, but not the strong gcd-condition.
The following lemma is an easy consequence of the fact that Golodness is equivalent to the
fact that the product on H∗(KA) is trivial:
Lemma 5.4. Let A= P/a with a = 〈m1, . . . ,ml〉.
(1) If gcd(mi,mj ) = 1 for all i = j , then A is Golod.
(2) If A is Golod, then a satisfies the gcd-condition.
The following counterexample shows that the converse of the second statement is false: Let
a := 〈x1x2, x2x3, x3x4, x4x5, x1x5〉 be the Stanley–Reisner ideal of the 5-gon. It is easy to see
that a satisfies the gcd-condition. But a is Gorenstein∗ and therefore not Golod. On the other
hand, we have:
Theorem 5.5. (See Theorem 7.5 in [16].) If a satisfies the strong gcd-condition, then A is Golod.
It turns out that this criterion implies Golodness for quite a few classes of ideals.
Corollary 5.6. (See [16].) A is Golod if
(1) a is the Stanley–Reisner ideal of the n-chain, i.e.
a = 〈xixj | j = i + 1, 1 i < j  n〉.
(2) a is shellable ( for the definition see [3, Paragraph 4]),
(3) MinGen(a) is a monomial ordered family ( for the definition see [19]),
(4) a is stable and # supp(m) 2 for all m ∈ MinGen(a),
(5) a is p-Borel fixed and # supp(m) 2 for all m ∈ MinGen(a).
Here supp(m) := {1 i  n | xi divides m}.
Proof. In order to prove the statements we order MinGen(a) with the lexicographic order. Then
it follows directly from the definitions of the ideals that a satisfies the strong gcd-condition.
Golodness follows then from Theorem 5.5. 
Note, that the converse of Theorem 5.5 is not true:
Example 5.7. (See [16].) Consider the following ideal in k[x1, . . . , x5, y1, . . . , y5]:
a := 〈x1x2y1y2, x2x3y2y3, x3x4y3y4, x4x5y4y5, x1x5y1y5, y1y2y3y4y5〉.
It is not difficult to prove that a does not satisfy the strong gcd-condition, but the ideal is Golod.
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monomials m ∈ a satisfying deg(m) α. The third condition of Theorem 5.1 gives a new proof
for the following known property of Golod-ideals:
Lemma 5.8. A monomial ideal a is Golod if and only if aα is Golod for all α ∈Nn.
Proof. If a is Golod, then the product on the Koszul homology is trivial. Since every non-trivial
product on the Koszul homology of aα yields a non-trivial product on the Koszul homology
of a, the result follows from the fact that a is Golod if and only if the product on the Koszul
homology vanishes. 
We have a similar result for the strong gcd-condition:
Lemma 5.9. A monomial ideal a satisfies the strong gcd-condition if and only if aα satisfies the
strong gcd-condition for all α ∈Nn.
Proof. If M is the minimal set of generators for a then
Mα =
{
m ∈M ∣∣ deg(m) α}
is the minimal set of generators for aα . A total order on M realizing that a satisfies the
strong gcd-condition restricts to a total order on Mα that works for aα : If m < n ∈ Mα
satisfy gcd(m,n) = 1, then there is a u ∈ M such that m < u and u divides lcm(m,n), be-
cause M satisfies the strong gcd-condition. But deg(m),deg(n)  α implies that deg(u) 
deg(lcm(m,n)) α, so in fact u ∈ Mα . 
6. Golodness for Stanley–Reisner rings
Recall that the Stanley–Reisner ring (over a field k) of a simplicial complex Δ on the vertex
set {1,2, . . . , n} is the ring k[x1, . . . , xn]/IΔ, where IΔ is the ideal generated by all monomials
xi1 . . . xir such that {i1, . . . , ir} /∈ Δ. The minimal generators for IΔ are in one-to-one correspon-
dence with the minimal non-faces of Δ.
Definition 6.1. A simplicial complex Δ is called Golod over k if the ring k[Δ] is Golod. Δ is
said to satisfy the strong gcd-condition if the ideal IΔ satisfies the strong gcd-condition.
Unlike familiar properties of a Stanley–Reisner ring k[Δ], such as being Cohen–Macaulay,
Gorenstein∗ or a complete intersection, the property of being Golod has not yet been char-
acterized in terms of the combinatorics of the simplicial complex Δ. The first combinatorial
characterization of Golodness was expressed as a relation between homology of lower intervals
in two finite lattices associated to a monomial ideal, cf. [5, Theorem 3]. This relation is studied
further in [6]. As of yet, no satisfactory translation of this characterization to the language of
the combinatorics of simplicial complexes has been carried out. Sufficient conditions exist. For
instance it is proved in [14] that if the Alexander dual Δ∨ is sequentially Cohen–Macaulay then
Δ is Golod.
It turns out that a necessary condition for Golodness of a complex is that its 1-skeleton is a
chordal graph, see Proposition 6.4 below. When we say graph, we mean a finite undirected, loop-
free graph with no multiple edges. This is the same thing as a 1-dimensional simplicial complex.
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A potential edge of G is a two-element subset of V . A non-edge of G is a potential edge that is
not an edge. The set of non-edges of G is denoted Ec.
Definition 6.2. Let G be a graph.
(1) A chord of a cycle C is an edge not in the edge set of C whose endpoints lie in the vertex set
of C.
(2) A chordless cycle of the graph G is a cycle of length at least four in G that has no chord.
(3) G is a chordal graph if G possesses no chordless cycles.
Recall that a clique in a graph is a subset of the vertices in which any two distinct elements are
connected by an edge. There is an alternative characterization of chordal graphs, due to Fulkerson
and Gross [12]:
Proposition 6.3. (See Fulkerson and Gross [12].) The graph G is chordal if and only if there is
a total ordering of V that satisfies the following condition:
(∗) For all v ∈ V , the set of lesser neighbors of v forms a clique in G.
Here, a lesser neighbor of v is a vertex w such that {w,v} is an edge and w < v.
For a subset W of the vertex set of a simplicial complex Δ, the deletion complex is defined
by Δ−W := {F ∈ Δ | F ∩W = ∅}. We say that a property P of simplicial complexes is stable
under deletion if the implication
Δ has property P ⇒ Δ−W has property P
is true for every subset W of the vertices of Δ.
Proposition 6.4. Let k be a field. Consider the following three properties of a simplicial com-
plex Δ:
(1) Δ satisfies the strong gcd-condition.
(2) Δ is Golod over k.
(3) The 1-skeleton of Δ is a chordal graph.
Each of the properties is stable under deletion and we have the implications
(1) ⇒ (2) ⇒ (3).
Proof. If α ∈ Nn is the multidegree of the product ∏i /∈A xi then (IΔ)α = IΔ−A, so that the
first two properties are stable under deletion follows from Lemmas 5.8 and 5.9. That the third
property is stable under deletion follows because deletions of chordal graphs remain chordal.
The first implication follows from Theorem 5.5. To prove the second implication, assume
that the 1-skeleton of Δ has a chordless cycle C. Then C is the deletion C = Δ − W , where
W is the set of vertices that are not in C. Since Δ is Golod it follows that so is C, by the first
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that the Stanley–Reisner ideal of C is Gorenstein∗. Since C has length at least four we know
that the Stanley–Reisner ideal of C has at least two generators. But for monomial ideals with at
least two generators the properties Golod and Gorenstein∗ are mutually exclusive. Therefore the
1-skeleton of Δ cannot have a chordless cycle. 
6.1. Golodness for flag complexes
Using the preceding results, we give in this section a complete combinatorial characterization
of the Golod property for flag complexes. Recall that a flag complex is a simplicial complex
in which every minimal non-face has two elements. For flag complexes, it turns out that the
properties of Proposition 6.4 are equivalent.
Theorem 6.5. Let Δ be a flag complex and let k be a field. Then the following are equivalent:
(1) Δ satisfies the strong gcd-condition.
(2) Δ is Golod over k.
(3) The 1-skeleton of Δ is a chordal graph.
(4) The Stanley–Reisner ideal IΔ has a linear minimal free resolution.
(5) The Alexander dual Δ∨ is Cohen–Macaulay over k.
Proof. The implications (1) ⇒ (2) ⇒ (3) are Proposition 6.4. The equivalence of (3) and (4) has
been proved by Fröberg in [11], and the equivalence of (4) and (5) has been proved by Eagon
and Reiner in [9]. It remains to prove the implication (3) ⇒ (1).
If Δ is a flag complex with chordal 1-skeleton then the minimal non-faces of Δ are exactly
the non-edges of its 1-skeleton. The claim therefore follows from Proposition 6.6 below. 
Proposition 6.6. Suppose that G is a chordal graph. Then there exists a total order on the set
Ec of non-edges of G such that if e1, e2 ∈ Ec are disjoint and e1 < e2, then there is a non-edge
e = e1, e2 with the properties e ⊆ e1 ∪ e2 and e1 < e.
Proof. Choose a total ordering of V that satisfies Condition (∗) of Proposition 6.3. We totally or-
der the potential edges of G lexicographically. In other words, if e1 = {v1,w1} and e2 = {v2,w2}
are potential edges with v1 <w1 and v2 <w2, then
e1 < e2 ⇔
{v1 < v2 or
v1 = v2 and w1 <w2.
We will now verify that the restriction of this total order to Ec has the desired property. Let e1, e2
be two disjoint non-edges with e1 < e2. We must produce a non-edge e, different from e1 and e2,
with the property that e ⊆ e1 ∪ e2 and e1 < e. Say ei = {vi,wi} with vi < wi (i = 1,2). Since e1
and e2 are disjoint and e1 < e2, we must have that
v1 < v2 <w2.
We distinguish two cases:
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v1 and w1 would be lesser neighbors of w2. But e1 = {v1,w1} is not an edge, so this would
violate Condition (∗).
Case 2. w2 < w1. We have that e1 < {v2,w1}, {w2,w1}. These cannot both be edges, because
then v2 and w2 would be lesser neighbors of w1, and this would violate Condition (∗) since
e2 = {v2,w2} is not an edge. 
The equivalence of (2), (3), and (5) implies the following surprising corollary:
Corollary 6.7. Let Δ be a flag complex.
(1) If Δ is Golod over some field k, then it is Golod over all fields.
(2) If Δ∨ is Cohen–Macaulay over some field k, then it is Cohen–Macaulay over all fields.
For general simplicial complexes Δ it is still an open problem whether the Golod property of
Δ depends on the coefficient field or if it is a combinatorial property.
6.2. Minimally non-Golod complexes
If Δ is a simplicial complex, then let M(Δ) denote the set of minimal non-faces of Δ.
Proposition 6.8. Let Δ be a simplicial complex. Suppose that Δ is the union of two subcomplexes
Δ= Δ1 ∪Δ2 such that Δ1 ∩Δ2 is a simplex. If Δ1 and Δ2 satisfy the strong gcd-condition, then
so does Δ.
Proof. Let V be the set of vertices of Δ. Let F ⊆ V be the set of vertices of Δ1 ∩Δ2, and let Vi
be the set of vertices of Δi . Since Δ1 ∩Δ2 is a simplex, the minimal non-faces of Δ are given by
M(Δ) = M(Δ1)∪M(Δ2)∪ S,
where S is the set
S = {{v,w} ∣∣ v ∈ V1 − F, w ∈ V2 − F}.
The sets M(Δ1), M(Δ2) and S are mutually disjoint, again since the intersection is a simplex. By
hypothesis, there are strong gcd-orders for M(Δ1) and M(Δ2). Choose a total order of V with
the property that v < w when v ∈ V1 − F , w ∈ V2 − F , and give S the lexicographical ordering.
Introduce a total order on M(Δ), extending the above orderings of M(Δ1), M(Δ2) and S by
declaring
M(Δ1) <M(Δ2) < S.
We will now verify that this defines a strong gcd-order on M(Δ).
Let m,n ∈ M(Δ) be disjoint and suppose that m< n. We need to find a u ∈ M(Δ) satisfying
u ⊆ m ∪ n and m < u. If both m,n ∈ M(Δi) for some i, we are done, since we have a strong
gcd-order on M(Δi). Suppose that m ∈ M(Δ1) and n ∈M(Δ2). Since F actually is a face of Δ,
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will do.
Suppose m ∈M(Δ1) and n ∈ S. Say n = {v,w} with v ∈ V1 −F and w ∈ V2 −F . As before,
find some v0 ∈m− F . Then u = {v0,w} ∈ S will do. Similarly, if m ∈ M(Δ2).
If m,n ∈ S, say m = {v,w} and n = {v′,w′} with v, v′ ∈ V1 − F and w,w′ ∈ V2 − F , then
v < v′, so u= {v′,w} will do. 
By Proposition 6.4 Golodness is stable under deletion of vertices. Therefore it is meaningful
to study minimally non-Golod simplicial complexes.
Definition 6.9. A simplicial complex Δ is called minimally non-Golod if it is not Golod, but for
any vertex v of Δ the deletion complex Δ− {v} is.
Example 6.10.
(1) Let Δ be the n-gon, for n 4. Then Δ is a minimally non-Golod simplicial complex: Since
Δ is Gorenstein∗ it follows that it is not Golod. The deletion complex Δ − {v} is a chordal
graph and therefore Golod by Theorem 6.5.
(2) Consider the following simplicial complex
Δ := 〈{134,124,246,468,567,678,137,157,126,156,347,478}〉,
which is a triangulation of the 2-sphere. Its minimal non-faces are given by
{18,23,25,27,28,35,36,38,45,58,146,147,167,467}.
Using the computer program “poincare,” [15], one can prove that Δ is minimally non-Golod.
These examples are special cases of a large class of minimal non-Golod complexes. We will
see that boundary complexes of so-called ‘stacked d-polytopes’ are all minimally non-Golod.
We give here an abstract definition of stacked d-polytopes:
Definition 6.11. A stacked d-polytope Γ d is constructed inductively:
There is a sequence Γ d0 , . . . ,Γ
d
n of simplicial complexes such that
• Γ d0 = Δd is a d-simplex.
• Γ d = Γ dn .
• For 0  i  n − 1 there exists a face Fi of dimension d − 1 of Γ di that lies in a single
d-dimensional simplex of Γ di and there exists a vertex vi ∈ Γ di+1 − Γ di such that
Γ di+1 = Γ di ∪
{
G∪ {vi}
∣∣G⊆ Fi}.
We call Γ d an abstract stacked d-polytope. The d-dimensional faces of Γ d are called the stacks
of Γ d . The boundary complex of Γ d is the simplicial complex ∂Γ d whose maximal faces are
the (d − 1)-dimensional faces of Γ d that are contained in a unique stack.
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d
n used to construct the polytope Γ d a stack history of Γ d .
Note that a stack history is not unique. A stacked polytope has many different stack histories
(see also the proof of Proposition 6.13). Note that a stacked d-polytope with n stacks has n+ d
vertices.
For each stacked d-polytope Γ d we fix one geometric realization, which is constructed by
a process analogous to the process of ‘pulling vertices’ (see [18]). Let Γ d0 , . . . ,Γ dn be a stack
history of Γ d . We begin with a realization |Γ d0 | of the d-simplex Γ d0 in an Euclidean space
Ed . Assume we have a realization |Γ di | of Γ di in Ed . The abstract complex Γ di+1 is constructed
with respect to a face of dimension dimF = d − 1 that lies in a single d-dimensional simplex
of Γ di and a new vertex v not lying in Γ
d
i . Let w ∈ Ed be the barycenter of the face F in
the geometric realization |Γ di | of Γ di in Ed and let g be a line through the point w, which is
orthogonal to the face F . Let v ∈ g − g ∩ |Γ di | be a point on the line, such that the half-open
segment conv{w,v} − {w} does not meet any hyperplane spanned by a (d − 1) face lying in the
boundary of Γ di . We set
∣∣Γ di+1∣∣ := conv{∣∣Γ di ∣∣∪ {v}}.
It is a simple fact that the geometric realization |Γ di | is a d-polytope for any i, which explains
the terminology.
Note that the simplicial complexes in Example 6.10 are boundary complexes of a stacked
2-polytope and a stacked 3-polytope. Our aim is to prove that boundary complexes of stacked
d-polytopes are minimally non-Golod. Before we can prove this fact, we need to establish some
properties.
Proposition 6.12. Let Γ d be a stacked d-polytope. Then Γ d is a flag complex and the 1-skeleton
of Γ d is a chordal graph. In particular, Γ d satisfies the strong gcd-condition.
Proof. Let Γ d0 , . . . ,Γ
d
n be a stack history of Γ d and let Fi and vi be as in Definition 6.11.
Clearly, the d-simplex Γ d0 is a flag complex. Suppose by induction that Γ
d
i is a flag complex.
The minimal non-faces of Γ di+1 are the minimal non-faces of Γ
d
i together with the sets of the
form {vi,w}, where w is a vertex of Γ di that is not contained in Fi . This shows that Γ di+1 is a flag
complex.
Let w0, . . . ,wd be the vertices of the d-simplex Γ d0 . Then the total order
w0 < · · ·<wd < v0 < · · ·< vn−1,
of the vertices of the 1-skeleton G of Γ d satisfies Condition (∗) of Proposition 6.3, because the
lesser neighbors of vi are exactly the vertices of the face Fi , so they form a clique in G, and the
lesser neighbors of wj are w0, . . . ,wj−1 which form a clique in G. Thus, the 1-skeleton of Γ d
is chordal. That Γ d satisfies the strong gcd-condition now follows from Theorem 6.5. 
Recall that a simplicial complex is called pure if its maximal faces are of the same dimension.
To a pure simplicial complex Γ of dimension d , we associate an undirected graph G(Γ ) = (V ,E)
defined as follows:
V = {S ∈ Γ | dimS = d},
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We have the following characterization of stacked d-polytopes:
Proposition 6.13. A simplicial complex Γ is a stacked d-polytope if and only if the following
two conditions hold
(1) Γ is pure of dimension d .
(2) The graph G(Γ ) is a tree.
Proof. Obviously, a stacked d-polytope is pure of dimension d . If Γ = Γ d is a stacked d-
polytope then, for a fixed stack history Γ d0 , . . . ,Γ
d
n , we have that G(Γ di+1) is obtained from
G(Γ di ) by adding a new vertex S, corresponding to the new stack, and one edge connecting S
with the unique stack of Γ di that contains the face Fi . Since G(Γ d0 ) has a single vertex, this
implies that G(Γ di ) is a tree for all i.
Conversely, suppose that Γ is a pure d-dimensional simplicial complex whose associated
graph is a tree. We show that Γ is a stacked polytope by induction on the number of maximal
faces. It is clear in the case of one maximal face. If Γ has more than one maximal face, let S
be a leaf of the tree G(Γ ), i.e., a vertex which is only connected to one other vertex. Let Γ ′
be the subcomplex of Γ spanned by all maximal faces of Γ except S. Then G(Γ ′) is the tree
G(Γ ) − {S}, so it is a stacked polytope by induction. Let S′ be the unique maximal face of Γ ′
such that F := S∩S′ is of dimension d −1. Then F is contained in a unique maximal face of Γ ′,
namely S′, and if S − F = {v} then
Γ = Γ ′ ∪ {G∪ {v} ∣∣G⊆ F},
which exhibits Γ as a stacked polytope. 
From this characterization, it is clear that the graph associated to a stacked d-polytope Γ d has
the following properties:
Proposition 6.14. Let Γ d be an abstract stacked d-polytope and G(Γ d) the associated graph.
Then we have
(1) G(Γ d) is a tree.
(2) The edges of G(Γ d) correspond to the (d − 1)-dimensional faces that are contained in two
stacks.
(3) Every connected subgraph G′ of G(Γ d) defines again a stacked d-polytope, which is a sub-
complex of Γ d .
The advantage of this point of view is that the graph G(Γ d) directly gives the set of minimal
non-faces of ∂Γ d :
Lemma 6.15. Let Γ d be a stacked d-polytope, where d  2. The minimal non-faces G of the
boundary complex ∂Γ d are of two types:
(1) G is a minimal non-face of Γ d . In this case dimG= 1.
(2) G corresponds to an edge of the graph G(Γ d). In this case dimG= d − 1.
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face of Γ d is a non-face of ∂Γ d , and these are of course minimal since they are 1-dimensional.
By construction, the edges of the graph correspond to faces of dimension d − 1 that lie in two
d-simplices. This directly implies that they are non-faces of the boundary complex. They are
minimal since it follows from the construction of stacked d-polytopes that every (d − 2)-face of
a d-simplex is contained in the boundary complex. 
Let us again consider the simplicial complex of Example 6.10.
Example 6.16. The complex defined in Example 6.10 is the boundary complex of the stacked
3-polytope Γ 3 whose graph G(Γ 3) is given by
V = {1246,1347,4678,1567},
E = {146,147,167,467}.
Here we identify an edge {S,S′} with the associated (d − 1)-dimensional face S ∩ S′. If we
construct the minimal non-faces according to Lemma 6.15 we get the following non-faces:
dimG= 2: {146,147,167,467},
dimG= 1: {18,23,25,27,28,35,36,38,45,58}.
These are exactly the non-faces mentioned in Example 6.10.
Lemma 6.17. Let Γ be a stacked d-polytope. Then for any vertex v of Γ which is contained
in more than one stack there are stacked sub-polytopes Γ1 and Γ2 of Γ , each with fewer stacks
than Γ , such that Γ = Γ1 ∪ Γ2 and
∂Γ − {v} = (∂Γ1 − {v})∪ (∂Γ2 − {v}).
Moreover, the intersection (∂Γ1 − {v})∩ (∂Γ2 − {v}) is a simplex.
Proof. By assumption, v is contained in at least two stacks. Some two of the stacks containing
v share a (d − 1)-dimensional face. In other words, they are connected by an edge in G(Γ ).
Removing this edge from G(Γ ) results in two disjoint connected subgraphs G1, G2. By Propo-
sition 6.14, these give rise to stacked d-polytopes Γ1 and Γ2, and it is not difficult to check that
these have the desired properties. 
Proposition 6.18. Let Γ d be a stacked d-polytope, where d  2. Then for any vertex v of Γ d ,
the complex ∂Γ d − {v} satisfies the strong gcd-condition.
Proof. The proof is by induction on the number of stacks. It is evident in the case of 1 stack,
because then Γ d is the d-simplex Δd and ∂Γ d −{v} is a (d−1)-simplex, which trivially satisfies
the strong gcd-condition.
Suppose Γ d has n stacks. There are two cases. Either v is contained in more than one stack,
and then we are done by Lemma 6.17, Proposition 6.8, and induction. Otherwise, v is contained
in a unique stack. We proceed to verify the strong gcd-condition for ∂Γ d −{v} in this case. From
Lemma 6.15 it is easily seen that the minimal non-faces of ∂Γ d − {v} are of two types:
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(2) (d − 1)-dimensional faces of Γ d that correspond to edges in the graph G(Γ d). These will be
called flats.
Note that diagonals are 1-dimensional since they are minimal non-faces of the flag complex Γ d .
Let S0 be the unique stack of Γ d that contains v. For a stack S, i.e., a vertex of the graph
G(Γ d), let d(S) denote the distance between S0 and S in G(Γ d). Choose a total order of the
stacks with the property that S < S′ only if d(S) d(S′), so that stacks closer to S0 come later.
Next, order the edges of G(Γ d) lexicographically. Since the flats are in bijective correspondence
with the edges of G(Γ d), this gives rise to a total order of the flats.
The diagonals are the minimal non-faces of the polytope Γ d that do not contain v. They may
also be seen as the minimal non-faces of the complex Γ d − {v}, which is the stacked polytope
corresponding to the graph G(Γ d) − {S0}. By Proposition 6.12, any stacked polytope satisfies
the strong gcd-condition. Therefore, we can find a strong gcd-order of the diagonals.
Finally, we introduce a total order on the minimal non-faces of ∂Γ d −{v}, extending the total
orders of the flats and the diagonals, by declaring that flats are smaller than diagonals. We claim
that this defines a strong gcd-order on ∂Γ d − {v}.
Let G,G′ be disjoint minimal non-faces of ∂Γ d − {v} such that G < G′. There are three
cases:
Case 1. G = F and G′ = F ′ are flats. Since Γ d is a flag complex, if for all w ∈ F , w′ ∈ F ′,
{w,w′} was a face of Γ d , then F ∪ F ′ would also be a face. But this is impossible since F ∪ F ′
is of dimension 2d − 1, and we assume d > 1. Therefore, there is a diagonal of the form D =
{w,w′} with w ∈ F , w′ ∈ F ′.
Case 2. G = F is a flat and G′ = D is a diagonal. If there is a diagonal D′ = D which is
contained in F ∪ D, we are done. Suppose this is not the case. If D = {v1, v2}, this means that
{v1,w} and {v2,w} are faces of Γ d for all w ∈ F . Since Γ d is a flag complex, this implies that
S1 = F ∪ {v1} and S2 = F ∪ {v2} are d-dimensional faces of Γ d . As such, they are vertices of
the graph G(Γ d). We may assume S1 < S2. By definition of diagonals, v1, v2 = v, so S2 = S0.
Since the graph G(Γ d) is connected, it therefore follows that there is a least stack S3 > S2 such
that S3 and S2 are connected by an edge in G(Γ d). Let F ′ be the flat corresponding to this edge.
Since S1 < S2, we have F < F ′. Moreover, F ′ ⊆ F ∪D since F ′ is a (d − 1)-dimensional face
of S2 and all (d − 1)-dimensional faces of S2 except F contain v2.
Case 3. G and G′ are diagonals. Since the order on the diagonals was already a strong gcd-order,
we are done. 
We are now ready to prove the main result:
Theorem 6.19. The boundary complex of a stacked polytope of dimension d  2 with at least
two stacks is minimally non-Golod.
Proof. Let Γ d be a stacked d-polytope with at least 2 stacks. Then ∂Γ d , being a triangulation of
the (d−1)-sphere, is Gorenstein∗. Since Γ d has at least two stacks, ∂Γ d has at least two minimal
non-faces. Therefore, it cannot be Golod. For every vertex v of ∂Γ d , the complex ∂Γ d − {v} is
Golod, because Proposition 6.18 tells us that it satisfies the strong gcd-condition. 
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of a sphere is Gorenstein∗). In order to answer the question whether Golodness depends on the
characteristic of the field, we think that it may be a good approach to study the relation be-
tween minimal non-Golodness and the Gorenstein∗ property. Recall that in general the property
Gorenstein∗ does depend on the characteristic of the field k.
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