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ABSTRACT
Physiological signals, ECG signal, have been widely used for diagnosis, disease
identification and nowadays for self-monitoring. Missing data represents the
problem in spectral analysis. This study focuses on the HRV power spectral
analysis in frequency-domain using three methods with simulated missing data
in real RR interval tachograms. Actual missing ECG data are collected from the
unconstrained measurement. Parametric, Non-parametric and uneven sampling
approach were used for calculating the power spectral density (PSD), and cubic
spline interpolation method was used for the non-parametric method. Based on
this studies outcome, the effect of missing R-R interval data and optimal method
was observed through the simulated real R-R interval tachograms for missing
data. About 0 to 6 percentage data were removed according to the exponential
Poisson distribution from the real R-R interval data for normal sinus rhythm,
atrial fibrillation, tachycardia and bradycardia patient which data obtained from
MIT-BIH Arrhythmia database to simulate real-world packet loss. For this analy-
sis, 5 min duration data were used in all and 1000 Monte Carlo runs is performed
for certain percentage missing data. Power spectral density (PSD) corresponding
each frequency component was estimated as the frequency-domain parameters in
each run and error power percentage based on each element difference between
with and without the missing data duration were calculated. In addition, this
study revealed that power spectral entropy measurement from power spectral
density which differentiates between different arrhythmias.
Keywords: ECG, heart rate variability (HRV), frequency domain, power spec-
tral density (PSD), power spectral entropy, missing data, RRI, FFT method, AR
model, LS method, arrhythmias.
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1. INTRODUCTION
The analysis of heart rate variability is a process to study the automatic nervous system
(ANS) and the evaluation of clinical cardiac risk. To observe the heart rate variability
is performed in the time and frequency domain techniques among the several proposed
techniques [1]. Spectral analysis was first introduced in astronomical time-series anal-
ysis for unevenly sampled data in 1969. Besides, Task Force of the European Society
of Cardiology in the North American described the HRV estimation methods in 1996
[2]. After that, the US Food and Drug Administration (FDA) approved the medical
devices for calculating the HRV unless the results are not helped to make the specific
medical diagnosis. Furthermore, in the last few years frequency domain technique
spread out to find out the fluctuation patterns on the RR interval in time series, and it
helps in clinical diagnosis and prognosis [3]. Most of the HRV measurement studies
predict the risk of mortality (prognosis). But there are only a several studies which
focused on diagnosis purpose [1].
The HRV data is extracted from electrocardiogram (ECG) records. The central spike
of ECG record is QRS complex seen in ECG. Since R peaks in QRS complexes rep-
resent the ventricular contractions, the beats instants are taken at these points. The
beat-to-beat intervals are calculated by measuring the time distance between R waves.
Therefore, the term "beat-to-beat interval" known as an RR interval which is an un-
evenly sampled data [1]. Clayton et al.[4] described that FFT and AR methods can
estimate the comparable low-frequency (LF) and high-frequency (HF) metrics for lin-
early sampled data (the power between 0.04 to 0.15 Hz and 0.15 to 0.4 Hz, respectively
) [5]. To handle with unevenly sampled data issue RR interval data needed to be inter-
polated by the cubic spline and sampled at 4 Hz for Fast Fourier Transform (FFT) and
Autoregressive Model (AR) because both techniques require evenly sampled data [3].
Besides, it is essential to remove the non-sinus (ectopic) beats from unevenly sam-
pled RR tachogram because ectopic beats introduce further resampling problems and
increase the variance of the interbeat intervals [5]. The ectopic beat should be removed
from RR tachogram for HRV analysis because variability in the RR intervals may oc-
cur due to the ectopic beat. Usually, ectopic beat often occurs earlier and sometimes
later than normal rhythms to happen. These unwanted short RR intervals make higher
than standard frequency component. As a result, HRV measurement can be distorted
from the actual measurement [2]. Birkett et al. [6] computed HRV spectra for conges-
tive heart failure patients in two ways; firstly, ectopic beats were replaced by linear and
cubic spline interpolation [7]. Secondly, ectopic beats were discarded. They concluded
that high Frequency (HF) components were unaffected but low-frequency components
(LF) was much higher using either interpolation method. In 1994 Lippman et al. [8]
observed the linear, cubic, nonlinear prediction interpolation and the null case. Af-
ter that, they summarized that ectopic correction should take into account for HRV
analysis. Their finding was that linear, and cubic interpolation can interfere in power
spectral estimations.
Furthermore, Lomb-Scargle (LS) method shows better performance to estimate the
PSD [9, 10, 11] and it is analyzed by Moody et al.[12, 13]. Their result shows that
PSD estimation is more accurate for typical RR tachograms in LS method compared
to the FFT method. Because of it is possible to use without any resample and detrend
RR data in LS method [10, 6].
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In addition, according to the power spectrum density, spectrum entropy based on the
Shannon entropy is defined in the frequency domain. Spectrum entropy is a measure
of the unsteady signals and complexity of the system at frequency plane. Zheng et
al. [14] presented the six wavelet entropies including the WEE, WTE, WSE, WTFE,
WAE and WDE based on the wavelet theory and information entropy. Wavelet entropy
measure used in EEG signal, mechanical fault diagnosis, and transmission line fault
detection and identification. Besides, Isler Y et al. [1] described the HRV index uses
which depend on the wavelet entropy measurement. They provided the three-step pro-
cedure to calculate the wavelet entropy and concluded that wavelet entropy calculation
significantly improves the performance of the HRV analysis in the diagnosis and dis-
crimination the congestive heart failure (CHF) patients from healthy patients. In this
study, power Spectrum entropy measure is also included. Spectrum entropy is obtained
based on the Shannon entropy definition. After that, this result is used to discriminate
between different arrhythmias.
The aim of this study is to compare between different spectral estimation meth-
ods for missing data and exploring the suitable way when applied to HRV frequency
domain analysis through Monte Carlo simulation using the R-R interval model. In
this simulation, several spectral estimation techniques are used for PSD estimation.
Besides, the long-term normal, AF, tachycardia and bradycardia patient’s R-R interval
tachograms are considered for the simulation of missing data for observing the missing
data effect. The simulated gap generated based on the Poisson exponential distribution
because actual missing data follow the Poisson exponential distribution method which
obtained from ECG measurements carried out in research partner Indian hospital, they
full filled all required ethical issue. Also, this study measures the spectral entropy for
missing data to differentiate between arrhythmias.
The structure of the thesis is as follows. This thesis is divided into six chapters.
Chapter 2 describes the Heart anatomy and generation of the ECG signal. Besides, it
summarizes the related literature based on the different type of arrhythmias. Chapter
3 explains the used methods in this work in details. Firstly, it describes the method
which we used to extract the RRI signal. After that, this chapter explains the spectral-
based approach for estimating the PSD using different percentage missing data. Then,
it describes the power spectrum entropy estimation based on PSD value. In chapter 4,
we obtained experimental results from the collected database using different methods.
Chapter 5 presents the validity of result and future work. Finally, we summarize our
thesis work in chapter 6.
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2. ARRHYTHMIAS AND BASICS OF
ELECTROCARDIOGRAM
2.1. Basics of ECG
Electrocardiogram (ECG) is one kind of non-invasive implement for detecting cardio-
vascular diseases. ECG is used to assess the electrical and muscular functions of the
heart. It can be measured from the body surface using the array of electrods [16].
Figure 1. Represents a typical ECG waves [15].
The heart is consist of four chambers- right and left atrium and right and left ventri-
cle. The right side of the heart accumulates the blood and pumps it’s to lungs. After
that, the left side of the heart receives blood and pumps it’s to the body. Extracted ECG
signal from the heart has three main waves like P, QRS complex, and T waves. Each
wave is constructed due to specific reasons of heart activities [17]. P wave comes due
to atrial depolarization of the heart. Then, the QRS complex is generated by ventricu-
lar depolarization of the heart chamber. In the same way, T wave shows the ventricular
repolarization. Besides, U waves represent repolarization of the papillary muscles. It
is small waves, and it does not present always in the ECG signal [18].
An electrocardiogram is the measurement of electrical activity of heart muscle.
These can be obtained from the skin and the different angles like figure 2. Heart
muscle collects and pumping the blood for all parts of the body. As a result of this, an
action potential is generated by heart muscle which is known as electrical activity.
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Figure 2. The heart anatomy with waveforms from different specific part of the heart
[19] .
2.2. Arrhythmias
An arrhythmia is an irregular heartbeat. An arrhythmia is one kind of symptom of
a wide variety of diseases, disorders which differentiate the normal and abnormal
rhythm. Doctors can diagnosis by observing the ECG. For normal healthy subjects,
the ECG looks at the periodic signal with depolarization followed by repolarization
at the same intervals. Different ages people can be suffered from arrhythmias. An
arrhythmia can occur due to smoking, electrolyte imbalance, alcoholism, drinking too
much caffeine and excessive exercise. There are different types of arrhythmias. It
can be mild to severe. Even it can be life threatening. Ventricular tachycardia and
ventricular fibrillation cause for life-threatening arrhythmias. Paroxysmal atrial tachy-
cardia, atrial flutter and second-degree heart block are also reasons for serious types of
arrhythmias [20].
In here, we represent some common arrhythmias in details for our work. Accepted
normal heart rate limits are 60 to 100 beats/min for normal sinus rhythm [21]. For
normal sinus rhythm, the P-R interval is the first measurement. It is measured between
the beginning of the upslope of the P wave and the beginning of the QRS wave. The
P-R interval measurement should be from 120ms to 200ms. The R-R interval between
the two cycles is constant for normal sinus rhythm [21]. As a result, rhythm must be
regular.
Then, tachycardia refers to the heart rate that is too fast. Sinus tachycardia is normal
which increase the heart rate, but the heart beats properly. Tachycardia occurs when the
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heart produces the rapid electrical signal which is faster than normal while at rest. In
this condition, the natural pacemaker of the heart, sinoatrial (SA) node produces faster
electrical signal than usual [22]. Tachycardia frequently occurs in exercise, anxiety,
fright and several emotional distress. It also can occur due to medical problems like
anemia, increased thyroid activity, and severe bleeding. In this condition, the heart rate
is fast, but heartbeats are properly. That is why R-R interval is constant and regular.
On the other hand, the R-R interval is shorter than the normal sinus due to the fast heart
rate. And P-R interval measurement should be from 120ms to 200ms [23].
After that, bradycardia is a slower heart rate than normal. It relies on the age and
physical condition. Generally, the resting heart rate of fewer than 60 beats per minute
(BPM) for adults is known as bradycardia. Causes of bradycardia are heart tissue
damage and infection, imbalance of potassium and calcium in the blood, hypother-
mia, sleep, and some drugs. As like tachycardia patients, the heart beats are properly.
Therefore R-R interval is constant and regular. But heart rate is slower then tachycar-
dia and normal rhythm. As a result, the duration of the R-R peak is more prominent
compared to the tachycardia and sinus rhythm [23].
Finally, Atrial fibrillation (AF) is a common cardiac arrhythmia which is used to
describe an irregular and abnormal heart rate in the elderly. It is characterized by a
disorganized electrical signal in atria. AF has serious health implications. It increases
the risk of having a stroke [24]. Accepted normal heart rate is from 60 to 100 beats per
minute for normal people. But this number usually goes over the 100 in AF patients.
AF can occur due to the high blood pressure and overactive thyroid. AF can affect at
any age. But it is rare in children.
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3. SPECTRAL ANALYSIS WITH MISSING DATA
In this chapter, the applied methodologies are described as follows. Firstly, section 3.1
describes the missing data handling. After that, the signal preprocessing techniques
which prepare the ECG signal and extract the information for further analysis. The next
step, R-peak detection is accompanied with further consideration including ectopic
beat detection and editing. Furthermore, Monte Carlo simulation has been revealed in
section 3.3. Besides, this chapter examines the different methods that have been used
in this thesis. Section 3.4 presents the spectral based approaches which have been used
in this study for missing data analysis. Finally, the last section describes the spectrum
entropy for different types of spectral signal.
3.1. Missing Data Handling
In our study, we used the real-time project data which collected by research partner
India. We recorded the 19 patients data for analysis. In this project, data were received
by the wireless device with blue tooth connection. After the investigation, we have ob-
served that there are the missing data due to blue tooth packet loss in real-world. Then,
we have found the missing data duration percentage and non-missing data duration
percentage from each patient whole recorded data. Finally, we have drawn the his-
togram based on the missing and non-missing data distribution of real recorded data.
And we observed that most of the patient missing data distribution follow the Poisson
distribution. For this reason, In this study, we used the exponential Poisson distribu-
tion method to generate the simulated missing data using the PhysioNet database. For
producing the missing data we use the exponential distribution for inter-event intervals
as the number of events is Poisson distributed in the following way:
The Poisson distribution with probability mass function is:
P (X) =
e−µµx
x!
(1)
where x = 0, 1, 2, . . . , and µ is the mean distribution and e is the exponential. Here, the
variance of this distribution is equal to the mean distribution [25]. On the other hand ,
exponential distribution is a continuous distribution with probability density function,
f(t) = λe−λt (2)
where t ≥ 0 and the parameter λ > 0 . In this distribution, the mean and standard
deviation are both equal to 1
λ
[25].
So the cumulative exponential distribution is,
F (t) =
∫ ∞
0
λe−λtdt = 1− e−λt (3)
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3.2. Measuring HRV from ECG
Raw ECG signals are contaminated with different types of artifacts. The top-of-the-
artifacts are power line interference, motion artifacts, baseline wandering, and instru-
mental noise. Before analyzing the ECG signal, the influence of those artifacts should
be suppressed. Especially, for RRI signal construction, baseline wander correction is
an important one because it alters the signal’s amplitude directly. Besides, others arti-
facts also make the problem for further ECG signal analysis. That is why all of those
artifacts should be suppressed for further frequency-domain processing.
3.2.1. Baseline Wandering Reduction
In biomedical electric recordings, baseline wander is a common phenomenon. Due to
this, baseline drifts from its original position. Specifically, in our database, it occurs
mainly due to movement artifacts. Besides, respiration might alter the ECG baseline.
To reduce the baseline wander, we pass the ECG signal through a third- order Savitzky-
Golay filter. Afterward, as it is illustrated in figure 3, the baseline eliminated ECG
signal is produced after the constructed baseline ECG signal is subtracted from the
original raw ECG signal.
Figure 3. Baseline wander reduction sample figure using the Savitzky-Golay filter. The
top sub-figure presents that how the amplitude alters of the signal due to the baseline.
And the lower sub-figure describes the baseline reduced ECG signal.
Actually, based on the polynomial of a given degree, Savitzky-Golay filter does
smoothing the contaminated data by executing the least square fitting of a frame of
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data [26]. The peak preservation property of Savitzky-Golay has found attractive ap-
plication in ECG data processing.
3.2.2. R-peak Detection
After removing the baseline wandering, the most important parts is the QRS complex
detection in the ECG signal Analysis. QRS detection, especially R wave detection in
heart signal is more accessible than other portions of ECG signal because structural
form and amplitude of R wave are high. To detect R-peaks the ECG signal is inspected
for local maximums with several constraints including having amplitude more than a
predefined threshold, minimum peak prominence and minimum peak separation. Ac-
tually, R peaks detection provides the information of R-peaks amplitude and corre-
sponding timestamps. That information is needed to construct the RRI signal and also
need to analysis the power spectral using the fast Fourier transform, Autoregressive
model and the Lomb-scargle periodogram method.
Figure 4. The procedure of R peak detection from baseline wander reduced ECG
signal. The upper sub-figure represents the Raw ECG signal, and lower sub-figure
shows baseline wander reduced ECG signal and detected R-peaks.
15
3.2.3. Ectopic Beat Detection and RRI (HRV) Signal Construction
For RRI signal construction, we need to detect the ectopic beats. There is a reasonable
number of false, abnormal and ectopic beats in a long ECG signal. Physical activity
inevitably increases the numbers of false beats. In this research, the heart rate vari-
ability (HRV) signal is anticipated to the normal R-R interval (RRI) modulated by
sympathetic nervous (SN) system but can be disturbed by ectopic beats that are not
generated from sympathetic nervous (SN) system. Mainly premature beats, tachycar-
dia, and other arrhythmias are responsible for the ectopic beats. Besides, it can be
by QRS wave misdetections. They distort the HRV signal with artificial frequency
component. The ectopic beats could be detected from irregular RRI. There are some
techniques to correct the ectopic confusion by deleting the beat or replacing the beat.
In this research, we find the ectopic beat and replace it by NaN value. After that,
for avoiding of substantial disturbance of power spectral density (PSD) estimation, we
use the spline interpolation on the erroneous beats for FFT and AR method, but LS
method does not require interpolation [27]. Figure 5 represents the constructed RRI
signals using the cubic spline interpolation method. For RRI signal construction, we
got R-peaks time annotations and the amplitude value of the signal. After that, we need
to draw tachogram. For this, we used the time vector as R-peak timestamps, and the
values are the difference between consecutive R-peak timestamps.
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Figure 5. A sample set of the constructed signal. The upper sub-figure indicates the
extracted ECG signal and red circle represents the R-peaks annotation. The lower sub-
figure shows the constructed RRI signal and red circles represent the interpolated value
using a cubic spline function.
3.3. Monte Carlo Simulations
In our study, Monte Carlo simulations are also used to determine the optimal spectral
estimation method and observation of the missing data effect. For simulation, we
used one thousand artificial R-R interval models. Based on the modified McSharry’s
models, these artificial models are generated randomly. The frequency parameters
can be determined as the sum of each frequency range power. We obtained the true
value of frequency parameters set from one thousand simulations can be represented
as [X10 , X
2
0 , · · · , XN0 ], where N = 1000 and X0 is one of the true value of frequency
parameters. The experimental results are calculated from the various spectral method
with cubic spline interpolation method. These results can be presented as follows:
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X =

X11 X
2
1 · · · Xn1 · · · XN1
X12 X
2
2 · · · Xn2 · · · XN2
...
... . . .
... . . .
...
X1k X
2
k · · · Xnk · · · XNk
...
... . . .
... . . .
...
X1k X
2
k · · · Xnk · · · XNk

where k= number of spectral methods * number of interpolation methods. So , in
our study k = 3 * 1 +1 = 4.
The root-mean-squared relative error (RMSRE) is the method to determine the op-
timal method for calculating the HRV frequency parameters. Based on the 1000 arti-
ficial R-R interval models, absolute relative error’s mean value of certain parameters
between true values and experimental values is given as follows:
RMSRE[Xk] =
√
1
N
∑N
n=1 RE[X
n
k ]
2 ;
where,
RE[Xnk ] =
Xnk −Xn0
Xn0
· 100 (4)
Here K represents 1, 2, · · · , n. If the RMSRE value is negligible, the k will be the
optimal spectral analysis in this method [28].
3.4. Power Spectrum Estimation
Spectral-based methods aim to describe the distribution of power of a signal over fre-
quency. The statistical properties of biosignals vary in time. That is why it is called
non-stationary signals. To estimate the spectral density of constructed signals, we
have used frequency analysis methods. For this purpose, among various method, we
have used fast Fourier transform (FFT) method (Welch’s Power Spectral Density),
auto-regressive (AR) method (Burg’s Power Spectral Density) and Lomb-Scargle (LS)
method. These methods will be briefly introduced in this section.
3.4.1. Fast Fourier Transform
Power spectral density (PSD) can be calculated by the parametric and nonparametric
method. Each of this method has different advantages. Fast Fourier Transform (FFT) is
a non-parametric method for determining the PSD. It has a high processing speed and
a simple algorithm. This method requires evenly spaced data for estimating the PSD.
But R-R interval data is unevenly spaced sampled data. That is why these method has
been suggested to interpolate the unevenly sampled R-R interval data. In this study,
we interpolated the R-R interval series using cubic spline at sampled at 4 Hz [29].
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Let, xa(t) is the sample version of x[n] with −∞ < n < ∞. If the sample rate is
two times of maximum bandwidth frequency, Fourier transform expressed as:
X(F ) =
∞∑
n=−∞
x[n]e−2jπfn (5)
Then, the energy density spectrum can be determined for the digitally sampled signal:
Sxx(F ) =|
∞∑
n=−∞
x[n]e−2jπfn |2 (6)
But for estimating the Fourier transform, Length of the x[n] should be finite. Then,
spectral estimate of N points is,
x[n] = x[n] · w[n], 0 < n < N − 1; (7)
where w[n] is a rectangular window which multiplies with finite length signal x[n].
Now frequency relationship can be represented from equation :
X(f) = X(f) ∗W (f)
These X(f) indicates the convolution of their Fourier Transforms which equal to two-
time sequence’s multiplication. Here, if the X(f) spectrum is broader than the spec-
trum of W (f), X(f) will be smooth. But leakage problem will remain for the convo-
lution of the side lobes. On the other hand, when the X(f) spectrum is narrower than
the W (f) spectrum, it brings two critical issues, one is leakage problem, and another
one is spectrum resolution [30]. After that, for estimation of power spectrum density
of the random signal is done by periodogram calculation, which can be expressed:
Pxx = lim
n→∞
E[Sxx] (8)
Pxx(F ) =|
N−1∑
n=0
x[n]e−2jπfn |2 (9)
Using this equation to estimate the actual power spectrum is not a consistent measure
because it has leakage problems and bias. So it can spoil the spectrum. As an alterna-
tive to removing those problems, Welch’s method comes forward [29]. Based on this,
we used Welch’s method to estimate the PSD in our study.
3.4.2. Welch’s Power Spectral Density
Welch’s method is used for estimating the power of a signal at different frequencies.
This method involves sectioning the signal, taking modified periodograms of these
sections, and averaging these modified periodograms [31]. Based on the periodogram
spectrum estimation, the method converts a signal from the time domain to the fre-
quency domain. Welch’s method is also called the averaging method and weighted
overlapped segment averaging (WOSA) method [32]. In our study, we used the Han-
ning window for each segment. Its length is equal to the sampling frequency of the
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signal. And we consider the 50 percent overlap between each segment. According to
these parameters which have used in our study, we can write:
Let consider X(j), j= 0, · · · , N − 1 be a sample from a stationary, second-order
stochastic sequence. And consider P (f) is the spectral density of the X(j). Now
we partition the data sequence into segments, possibly overlapping length L with the
starting point of these segments D units apart,X(j), j=0, · · · , L− 1 indicates the first
segment.
X1(j)= X(j)
Where, j = 0, · · · , L− 1. In the same way,
X2(j)= X(j +D)
Here, j = 0, · · · , L− 1. And finally,
Xk(j)= X(j + (k − 1)D)
where, j= 0, · · · , L− 1. Now for the k segments;
X1(j), · · · , Xk(j)
and they cover the entire record like,
(K − 1)D + L= N
Now we can calculate a modified periodogram for each segment of length L.
For this, we select the data window W (j), j=0, · · · , L− 1, and form the sequences,
X1(j)W (j), · · · , Xk(j)W (j).
Then, we can take finite Fourier transforms A1(n), · · · , Ak(n) of these sequences. So,
Ak(n) =
1
L
L−1∑
j=0
Xk(j)W (j)e
−2kijn/L (10)
and i = (−1)1/2, In the final stage, we get the K modified periodograms
Ik(fn) =
L
U
| Ak(n) |2 (11)
where, fn = n/L and n= 0, · · · , L/2 and,
U = 1
L
∑L−1
j=0 W
2(j)
The spectral estimate is the average of this periodograms,
P (fn) =
1
K
K∑
k=1
Ik(fn) (12)
Hence, P (fn) is the spectral estimator with a resultant spectral window. The window
area is unity and width is of an order of 1
L
[31].
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3.4.3. Autoregressive Model
The spectral analysis describes the power of signal over frequency. A time-frequency
representation used in our thesis is Brug’s-based Autoregressive (AR) method. AR
method is the parametric method. In the parametric method, there is an all-pole linear
filter which discusses the signal’s spectral components. If the PSD is large at certain
frequencies, The AR method can describe in a good way. Besides, when the sig-
nal data is relatively short, The AR method generate the good result compared to the
non-parametric methods. Moreover, AR method generates smoother PSD than non-
parametric methods. In our study, we used the 11th order with the sampling frequency
4Hz. Now, we can represent our constructed signal in time-domain by a p-order AR
model if the discrete time series x(t):
x(t) =
p∑
i=1
aix(t− i) + e(t) (13)
where ai are the AR model coefficient and e(t) indicates the estimation error. The
model can be express as a z-transform:
X(z) = X(z)
p∑
i=1
aiz
−i + E(z) −→ X(z) = H(z)E(z) (14)
The PSD of z-domain can be stated as
Px(z) =| H(z) |2 Pe(z) (15)
By putting of z = e2πjf∆t , the power spectral density estimation can be stated as:
Px(f) =
σ2∆t
| 1−
∑p
i=1 aie
(−2πjf∆t) |
(16)
where e(t) is white noise with zero mean and variance of σ2.
For finding the parameters from equation 16, we can use different algorithms. In our
study, we used Burg’s based method for estimation of the parameters [17, 33].
3.4.4. Burg’s Power Spectral Density
Burg’s method is developed for estimating the AR parameters that are based on for-
ward and backward prediction errors. In our study, Burg’s method used for AR spectral
estimation that minimizes the forward and backward prediction error by constraining
the AR parameters according to the Levinson-Durbin recursion [34]. Levinson-Durbin
recursion predicts the linearity of an all-pole IIR filter with deterministic autocorrela-
tion sequence. So it estimates the AR parameters, A(Z):
H(z) =
1
A(Z)
(17)
H(z) =
1
1 + a(2)z−1 + a(n+ 1)z−n
(18)
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where H(Z) is the predicted transfer function of the linear system. A(Z) is the nth
order polynomial and the filter coefficient a= [1, a(2), ,,,, a(n+ 1)].
In our study, model order 11th is used. The model order indicates the number of
poles of the AR model. It is essential to estimate the spectral information, and we can
predict it from the input data. The burg’s method shows the better result for estima-
tion of short records data and better resolution of closely spaced sinusoids with low
noise. Neophytos.N [35]. described that burg’s method shows the small divergence of
the PSD estimation from the true value. On the other hand, burg’s method accuracy
is decreasing for high model orders, more extended data, and higher signal-to-noise
ratios. Finally, this method usually behaves somewhere between the LS method and
the Yule– Walker method [35].
3.4.5. Lomb-Scargle Periodogram Method
The Lomb-Scargle method is used for performing the spectral analysis on missing sam-
ple data. The Lomb-scargle algorithm is well detecting and characterizing periodicity
in missing sampled time-series. In our study, we used the lomb-scargle algorithm for
calculating the PSD in missing sampled time-series. For classical methods, we can not
estimate PSD directly for missing sampled data without resampling. This resampling
can make artifacts in the estimated spectrum. On the other hand, for the Lomb-scargle
method, we can calculate the spectrum directly for missing sampled data without any
resampling or interpolation. And we can avoid spectrum distortion in the Lomb-scargle
method [36]. In the Lomb method, PSD estimates based on the minimization of the
squared differences between the signal and the basis function of the transform.
Let’s consider the, x(t) is the continuous signal and bi(t) is the basis function of the
transform. The coefficients c(i) that represent z(t) in the transform domain. This min-
imize the squared error e(c) defined as: e(c) =
∫ b
−a(x(t)− c(i)bi(t)
2)dt.
Lomb develops model to estimate the Fourier spectra for missing samples at tn in-
stants by adjusting the following model, if the signal x(t) is accessible only at missing
samples.The model x(tn) + En = cbi(tn), in such a way that the variance En can be
minimized for value c. So,
c(i) =
1
K
N∑
n=1
x(tn)bi(tn) (19)
where, K =
∑N
n=1 b
2
i (tn)
This equation indicates the generalized Lomb method to estimate the transform of
missing samples data.
From this equation, we can write the signal power at index i of the transformation:
Px(i) = Kc
2(i) = c̄2(i) (20)
where c̄(i) = c(i)
√
K
Now we can consider K = N for only the Fourier Transform [37]. After that, It can
be expressed as:
Px(i) = px(f) = c̄
2(i) (21)
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3.5. Spectral Entropy
Longtime sustainable cardiac arrhythmias which may be severe or fatal damage to
the heart. As a result, normal rhythmicity can be changed of the heart. Cardiac ar-
rhythmias like atrial fibrillation, tachycardia, and bradycardia always lead to sudden
cardiac death. It is essential to take immediate diagnosis for the patients if they suffer
any kind of cardiac arrhythmias [38]. Electrocardiogram signal provides information
about the cardiovascular system. In this study, we used the short term ECG signals to
differentiate between arrhythmias based on the power spectrum entropy feature. Pre-
viously, there are several studies which described that power spectrum entropy (PSE)
is an excellent way to extract the feature from Electroencephalogram (EEG) signal
[39, 40, 41, 42, 43]. Kamath C. [38] described that they found the potential discrimi-
nation between healthy and VT/VF subjects using the spectral entropy features. They
used the FFT method for estimating the spectrum and found the prognostic value for
cardiac analysis. Besides, Zhou P.et al. [44] was observed the variation of power
spectral entropy in different sleep stages by extracting the features from ECG signal,
and they also described the regularity of nocturnal frontal lobe epilepsy. Furthermore,
driving distraction was analyzed by an entropy analysis using ECG signal in Yu L.et al
[45]. Their research explored that power spectrum entropy in driving with distraction
was more substantial compared to without distraction. After that, spectral entropy also
used for speech recognition automatically [46]. They showed that spectral entropy of
spectrum could be used as discriminate of voicing/unvoicing. Also, Zheng-you H.et
al [47] described the different types of wavelet entropy definition and its application
to identify and detect the transmission line fault. Besides, there is a study which used
HRV indices with wavelet entropy measures to discriminate the CHF patients from
healthy normals.
The entropy of a signal is the measure of the uncertainty of a random variable. Ac-
tually, entropy measures the flatness of the power spectrum. In our study, we have
used three methods like FFT, AR, and Lomb-Scargle method for estimating the PSD.
Based on those spectra, entropy is used to measure the ’peakiness’ of distribution af-
ter applying the probability mass function (PMF) [48]. In this research, we want to
explore peaks capturing property of the entropy using the peaks of a spectrum. The
entropy value will be low when a PMF with sharp peaks. On the other hand, a PMF
with flat distribution will have the high entropy. When we want to use entropy to
capture the peaks of a spectrum, the problem is that spectrum is not a PMF (the area
under the spectrum does not sum up to 1). Spectrum entropy is measured in the fre-
quency domain. If Z(w) is the DTF of signal x(n), the power spectrum is : X(w) =
1
2πn
| Z(w) |2. If x = (x1, · · · , xN) is the partition of original signal, the i-th power
spectrum possessed in whole is,
xi =
Xi∑N
i=1 Xi
(22)
where Xi represents the energy of the ith frequency component, N is the number of
points in the spectrum.
This equation converts the spectrum into PMF function in a ways divided individual
frequency components of the spectrum by sum of all the components. It ensured that
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the normalized spectra is in PMF for the purpose of estimating entropy [49, 50]. Now
we can calculate entropy for each frame from x by:
Entropy(H) = −
N∑
i=1
Xi · log2xi (23)
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4. EXPERIMENTAL RESULTS
In this chapter, we present the experimental result which obtained using different spec-
tral based methods. Initially, we describe the structure of our data which used in this
experiment. Then, the result of spectral based methods which used for missing data
evaluation are described. After that, the result of each method is stated. Finally. We
present the spectral-based entropy result which differentiate between different arrhyth-
mias.
4.1. Real Missing Data
In our study, we used real data which collected by research partner from Indian hospital
for investigating the effects of the real missing R-R interval data on HRV analysis and
finding the optimal spectral method with missing data. Figure 6 provides the missing
data and non-missing data characteristics of real data sets which estimate using the
Poisson distribution parameters.
Figure 6. Missing data Vs. Non-missing data characteristics of real data sets estimating
using the Poisson distribution parameters.
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In the real collected data which has ethical permission from the authority, there are
19 patients about 6 hours recorded ECG with motion artifact and missing parts which
known as NaN in data sets. All subjects were cardiac disease patients. But most of the
patients was arrested by atrial fibrillation, tachycardia and bradycardia heart diseases.
R-R interval data were extracted by using the R-peak detection algorithm from the
original ECG data. But motion artifacts are dominant in real ECG; hence, it makes
the complexity to detect R-peaks correctly from real data sets. For this reason, we
calculated the non-missing data part with missing data part from real data sets.
After that, we calculated the consecutive missing run length from those 19 subjects.
The missing run length distribution sample in the data sets is showed in figure 7. Be-
sides, figure 7 presents the simulated gap length distribution based on the real missing
data length characteristic. This missing data length in real data sets follows the expo-
nential poison distribution.
Figure 7. Log-normal consecutive gap length distribution of real sample data and
simulated gap length distribution.
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4.2. Simulation of the Missing R-R Interval Data
For this study, the long-term R-R tachograms data were collected from the MIT-BIH
arrhythmia database (https://www.physionet.org/physiobank/database/mitdb/). There
are 48 half-hour excerpts of two-channel ambulatory ECG recordings in the MIT-BIH
Arrhythmia Database. After studying the BIH Arrhythmia Laboratory, 47 subjects ob-
tained from 48 subjects. Twenty-three subjects from 47 were selected at random from a
set of 4000 24-hour ambulatory ECG recordings from a mixed population. And the rest
of the 25 subjects were chosen from the same set but clinically significant arrhythmias.
Besides, the ECGs were digitized at 360 samples per second in every channel with
11-bit resolution and 10mV range. Moreover, two or more cardiologist annotated each
record separately. And their disagreements were resolved using the computer-readable
reference annotations for each beat. In this study, we used selectively extracted 5 min-
utes of ECG data including normal sinus rhythm, AF, tachycardia, and bradycardia
patients for HRV analysis using previously mention three spectral based methods in
chapter 3.
For the simulation, the data were removed by randomly from the R-R interval data.
And randomly missing data duration remained between about 0 to 6 percentage based
on the real missing data. Applying 1000 Monte Carlo runs using the MATLAB pro-
gram, the HRV spectral parameters were estimated. In this study, the relative errors
(REs) was used to observe the effect of missing data on HRV parameters in those
three methods. The relative errors (REs) compared the missing data parameters with
the original data parameters which have no missing data. The HRV parameters from
the missing data is [X1, X2, · · · , Xn] where n= 1000 and the Xoriginal represents the
parameter value from the non-missing data. Then, relative errors are calculated as,
REs(%) = Xorigin−Xk
Xorigin
· 100 where K = 1, 2, · · · , n.
4.3. Quantitative Results
In this section, we inspect the performance of different described methods for miss-
ing R-R interval data. Here, we explore the acquired result with the spectral-based
approaches. We have used RRI signal in spectral-based approaches that RRI signal is
collected from normal, AF, tachycardia and bradycardia patient signal. We illustrate
the power spectral entropy for differentiating the arrhythmias in the latter part of this
section.
4.3.1. Experimental Results for Normal Patient
In the beginning, figure 9 to figure 11 provides the experimental results for normal pa-
tient. In 9 and 8 figures, the blue line shows the power spectrum for FFT, AR, and LS
based method respectively in sub-figure 1, 2 and 3 for original data without missing
data duration as the reference values. In the same figures, the orange line represents
the power spectrum estimation for those three methods for the percentage of missing
data. Actually, in this research, we generated 1000 times artificial gaps in the R-R in-
27
terval tachograms for spectral-based approach analysis. This two spectrum from with-
out missing data and with missing data is used to identify the suitable spectral-based
method and the investigate the effect of missing data. Then, it is clear that figure 9 and
8 represent the PSD mismatch between non-missing data and missing data for FFT,
AR, and LS based method. From those figures, it has been shown that the maximum
peak point and PSD amplitude value are shifted for missing data based on the missing
data percentage.
Figure 8. PSD mismatch between non-missing data spectrum and missing data spec-
trum for normal patient via FFT, AR, LS based method corresponding sub-figure 1, 2
and 3. This figure is generated for 1.61 percentage missing data.
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Figure 9. PSD mismatch between non-missing data spectrum and missing data spec-
trum for normal patient via FFT, AR, LS based method corresponding sub-figure 1, 2
and 3. This figure is generated for 3.29 percentage missing data.
Furthermore, figure 10 provides information about data distribution for the normal
patient based on the duration of missing data via FFT, AR, and LS-based methods
corresponding sub-figure 1, 2 and 3. This data distribution is obtained from 1000
Monte Carlo simulation results for each parameter, and the error power percentage is
calculated based on each element difference using the equation 4. From this figure, it
is visualized that all three methods of experimental result, the LS method is better with
less error compared to other methods based on the effect of missing data percentage.
Because the LS-based method shows the more compact and no more outliers as the
percentage of missing data increased, whereas FFT and AR methods show the more
outliers.
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Figure 10. This plot shows the data distribution of error power based on the percentage
of missing data. Besides, it describes distribution of random points comparison gener-
ated by Monte Carlo simulation for normal patient using the FFT, AR and LS method
respectively sub-figure 1, 2 and 3 and red line indicates the most fitted line.
After that, figure 11 shows the error power percentage between non-missing data
spectrum and missing data spectrum based on the duration of missing data via FFT,
AR, LS-based method respectively in sub-figure 1, 2 and 3 using box plot. The missing
data duration axis expresses as a bin in which each bin contains 200 samples among
1000 Monte Carlo simulation samples. In this figure, the error power percentage for
each HRV parameter was altered by different spectral estimation methods. In the sub-
figure 1 of figure 11, it has been clear that median error remains almost same up to
3.06 percentage of missing data but median error increases gradually when missing
data percentage goes above 3.06 for FFT method.
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Figure 11. Boxplot of the subfigure 1, 2 and 3 estimated the error power percent-
age based on the missing data percentage for the normal patient via FFT, AR, and LS
method respectively using 1000 times Monte Carlo simulated data. First quartile, me-
dian, and third quartile values are portrayed as the bottom, middle and top horizontal
line of the boxes. Whiskers are used to represent the most extreme values. And outliers
were displayed as crosses. The error power percentage was calculated by the equation
4.
The same trend is followed in sub-figure 2 for AR method. In this case, the median
error rises when the missing data percentage cross the bin2, amounting 2.60 percent-
age missing data. On the contrary, in sub-figure 3 for LS method, as the percentage of
missing data increases, the percentage of error power remains almost the same. Over-
all, in the LS method, there is less effect for missing data percentage compared to the
FFT and AR method and number of outliers are fewer also. From this figure, it is
clearly noticed that the error power percentage shows less amount between three esti-
mates with LS for normal patient data in term of the missing data percentage.
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4.3.2. Experimental Results for AF Patient
Now experimental results are described from figure 12 to 15 for AF patient. Actually,
in this research, we used the same technique for AF patient data. Figure 12 and 13 es-
timate the power spectrum for above mention three methods respectively non-missing
data without missing data as the reference values with the blue line and the orange line
indicates the percentage of missing data spectrum.
Figure 12. PSD mismatch between non-missing data spectrum and missing data spec-
trum for AF patient via FFT, AR, LS based method corresponding sub-figure 1, 2 and
3. This figure is generated for 1.26 percentage missing data.
After that, these two figures show the PSD mismatch between non-missing data and
missing data for FFT, AR and LS based method for better understanding the mismatch
error. From these figures, it has been shown that the maximum peak point and PSD
amplitude value are shifted for missing data based on the missing data percentage. And
the power spectrum is much flatter compared to the normal patient’s power spectrum.
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Figure 13. PSD mismatch between non-missing data spectrum and missing data spec-
trum for AF patient via FFT, AR, LS based method corresponding sub-figure 1, 2 and
3. This figure is generated for 3.71 percentage missing data.
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Then, figure 14 illustrates that data distribution of error power based on the missing
data percentage using the FFT, AR and LS method. From this figure, it is cleared that
as the percentage of missing data increase, the data distribution of error power is more
compact and remain almost the same line for LS method which illustrated in sub-figure
3. On the other hand, the data distribution of error power rises up when the missing
data percentage increase. However, this figure indicates that the effect of missing data
was much less in LS method compared to the others two methods for AF patient.
Figure 14. This plot shows the data distribution of error power based on the percentage
of missing data. Besides, it describes distribution of random points comparison gen-
erated by Monte Carlo simulation for AF patient using the FFT, AR and LS method
respectively sub-figure 1, 2 and 3 and red line indicates the most fitted line.
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Finally, figure 15 represents the error power percentage between the non-missing
data spectrum and missing data spectrum for AF patient via previously described three
methods based on the duration of missing data. In sub-figure 1 and 2, the median
error is almost the same till 2.60 percentage of missing data for both cases namely FFT
and AR method. After that, in both instances median error increases slowly when the
missing data percentage goes above 2.60 percentage in sub-figure 1 and 2 respectively,
whereas median error remains almost constant for LS method in term of the missing
data percentage in sub-figure 3. Besides, the number of outliers is less in LS method
compared to the other two methods namely FFT and AR method.
Figure 15. Boxplot of the subfigure 1, 2 and 3 estimated the error power percentage
based on the missing data percentage for the AF patient via FFT, AR, and LS method
respectively using 1000 times Monte Carlo simulated data. First quartile, median, and
third quartile values are portrayed as the bottom, middle and top horizontal line of the
boxes. Whiskers are used to represent the most extreme values. And outliers were
displayed as crosses. The error power percentage was calculated by the equation 4.
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4.3.3. Experimental Results for Tachycardia Patient
For tachycardia patient, experimental results are portrayed from figure 16 to 19. In
figure 16 and 17, blue line and orange line represent the power spectrum respectively
non- missing data as the reference values and percentage of missing data. Then, these
two figures visualize the PSD mismatch between original data and missing data for
FFT, AR and LS based method. It has been shown from those figures that the power
spectrum is more flatter then the normal patient and the maximum peak point and
PSD amplitude value are shifted for missing data corresponding to the missing data
percentage.
Figure 16. PSD mismatch between non-missing data spectrum and missing data spec-
trum for tachycardia patient via FFT, AR, LS based method corresponding sub-figure
1, 2 and 3. This figure is generated for 1.26 percentage missing data.
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Figure 17. PSD mismatch between non-missing data spectrum and missing data spec-
trum for tachycardia patient via FFT, AR, LS based method corresponding sub-figure
1, 2 and 3. This figure is generated for 2.74 percentage missing data.
After that, figure 18 shows the data distribution for tachycardia patient. This figure
portraits that, as the increase of missing data percentage, data distribution of error
power also climb up for FFT and AR methods respectively in sub-figure 1 and 2. But
for the LS method, the data distribution of error power is more compact in the course of
missing data percentage compared to the others two methods, it is shown in sub-figure
3. So it is cleared that the effect of missing data was less in LS method like normal and
AF patient.
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Figure 18. This plot shows the data distribution of error power based on the percentage
of missing data. Besides, it describes distribution of random points comparison gen-
erated by Monte Carlo simulation for tachycardia patient using the FFT, AR and LS
method respectively sub-figure 1, 2 and 3 and red line indicates the most fitted line.
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Furthermore, figure 19 shows the error power percentage between the non-missing
data spectrum and missing data spectrum for tachycardia patient through previously
described three methods based on the duration of missing data. From sub-figure 1 and
2, median error gradually climbs up as the increase of the missing data percentage for
FFT and AR method. On the other hand, from sub-figure 3 the median error power
keep almost constant up-to 3.06 percentage of missing data. After that, there is little
bit change when missing data goes above 3.06 percentage. Besides, the number of
outliers are fewer in LS method compared to the FFT and AR methods in term of the
missing data percentage
Figure 19. Boxplot of the subfigure 1, 2 and 3 estimated the error power percentage
based on the missing data percentage for the tachycardia patient via FFT, AR, and
LS method respectively using 1000 times Monte Carlo simulated data. First quartile,
median, and third quartile values are portrayed as the bottom, middle and top horizontal
line of the boxes. Whiskers are used to represent the most extreme values. And outliers
were displayed as crosses. The error power percentage was calculated by equation 4.
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4.3.4. Experimental Results for Bradycardia Patient
Finally, 20 to 23 figure represent the experimental results for bradycardia patient, and
we used the same technique for bradycardia patient data also. In figure 20 and 21,
blue and orange line estimate the power spectrum respectively original data without
missing data as the reference values and the percentage of missing data. After that,
for a clear perceive, figure 20 and 21 show the PSD mismatch between non-missing
data and missing data for FFT , AR and LS based method respectively in sub-figure
1, 2 and 3. From those figures, it has been shown that the maximum peak point and
PSD amplitude value are shifted for missing data based on the missing data percentage.
Figure 20. PSD mismatch between non-missing data spectrum and missing data spec-
trum for bradycardia patient via FFT, AR, LS based method corresponding sub-figure
1, 2 and 3. This figure is generated for 1.61 percentage missing data.
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Figure 21. PSD mismatch between non-missing data spectrum and missing data spec-
trum for bradycardia patient via FFT, AR, LS based method corresponding sub-figure
1, 2 and 3. This figure is generated for 3.29 percentage missing data.
Then, figure 22 shows the data distribution based on the missing data percentage
for bradycardia patient. For LS method in sub-figure 3, although the data distribution
of error power is higher, it remains more compact over the missing data percentage,
whereas data distribution of error power is not much more compact for FFT and AR
method, shown in sub-figure 1 and 2 respectively. Now it is visualized that the effect
of missing data is less in LS method for bradycardia patient compared to FFT and AR
method.
41
Figure 22. This plot shows the data distribution of error power based on the percentage
of missing data. Besides, it describes distribution of random points comparison gen-
erated by Monte Carlo simulation for bradycardia patient using the FFT, AR and LS
method respectively sub-figure 1, 2 and 3 and red line indicates the most fitted line.
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After that, figure 23 shows the error power percentage between the non-missing data
spectrum and missing data spectrum for bradycardia patient via previously described
three methods based on the duration of missing data. It is cleared from sub-figure 3
that the median error power lies more or less the same as the percentage of missing data
increase although the median error power is higher compared to the other two methods.
On the other hand, the median error power remains the same till 2.60 percentage of
missing data for FFT and AR methods, showed in sub-figure 1 and 2. After that, the
median error minimally increases when the missing data percentage goes above 2.60
percentage. Besides, the number of outliers are more in FFT and AR methods, whereas
outliers number are less in the LS method.
Figure 23. Boxplot of the subfigure 1, 2 and 3 estimated the error power percentage
based on the missing data percentage for the bradycardia patient via FFT, AR, and
LS method respectively using 1000 times Monte Carlo simulated data. First quartile,
median, and third quartile values are portrayed as the bottom, middle and top horizontal
line of the boxes. Whiskers are used to represent the most extreme values. And outliers
were displayed as crosses. The error power percentage was calculated by the equation
4.
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Now figure 24 shows the comparison between those three spectral-based method
based on the estimated median value which extracted from the figures [11, 15, 19,
23]. In this figure, sub-figures 1, 2, 3 and 4 represent the normal, AF, tachycardia
and bradycardia patient result respectively. From all sub-figures, it is clearly visual-
ized that the AR method shows the significantly lower median value corresponding the
missing data percentage compared to the others two methods for normal, AF, tachycar-
dia and bradycardia patient. Finally, the comparison between each method based on
the missing data percentage was calculated by Wilcoxon rank sum test. The statistical
significance difference between each method result are summarized in table [ 1, 2, 3
and 4 ]. All statistical tables have shown in appendix chapter.
Figure 24. This plot shows the comparison between FFT, AR and LS method based on
the estimated median value for normal, AF, tachycardia and bradycardia patient from
figure [11, 15, 19, 23]. In figure, the red line, blue line and yellow line represent the
AR, FFT and LS method respectively.
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4.3.5. Results for Discriminating Different Arrhythmias
In the end, from figure 25 to 29 represent the experimental result of the power spec-
trum entropy for discriminating between different arrhythmias. In this study, spectrum
entropy’s result revealed the new dimension to differentiate between arrhythmias.
Figure 25 illustrates that entropy value remains almost the same and much more com-
pact based on the missing data percentage via FFT and AR method for normal patient
respectively in sub-figure 1 and 2. On the other hand, in the LS method, entropy value
raises and not much more compact with the variation of the missing data percentage in
sub-figure 3.
Figure 25. This plot shows the percentage of missing data versus estimated spectral
entropy following the analysis of 1000 simulated spectra. Besides, it describes distri-
bution of random points comparison generated by Monte Carlo simulation for normal
patient using the FFT, AR and LS method respectively sub-figure 1, 2 and 3 and red
line indicates the most fitted line.
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In case of AF patient, figure 26 describes that the entropy value downfall little bit
concerning the missing data percentage for FFT and AR method. But in the LS method,
it climbs up with the missing data percentage. Figure 27 indicates the entropy value for
tachycardia patient. Entropy value in FFT and AR methods are low and remains more
or less constant based on the missing data percentage. In contrast, the entropy value
in LS method is higher than the other two methods, and it is not much more compact
compared to FFT and AR methods.
Figure 26. This plot shows the percentage of missing data versus estimated spectral
entropy following the analysis of 1000 simulated spectra. Besides, it describes the
distribution of random points comparison generated by Monte Carlo simulation for
AF patient using the FFT, AR and LS method respectively sub-figure 1, 2 and 3 and
red line indicates the most fitted line.
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Figure 27. This plot shows the percentage of missing data versus estimated spectral
entropy following the analysis of 1000 simulated spectra. Besides, it describes the
distribution of random points comparison generated by Monte Carlo simulation for
tachycardia patient using the FFT, AR and LS method respectively sub-figure 1, 2 and
3 and red line indicates the most fitted line.
After that, figure 28 represents the entropy values using above mentioned three spec-
tral based methods for bradycardia patient. In this case, FFT and AR method show the
lower entropy, and it remains almost constant corresponding to the missing data per-
centage. On the contrary, the entropy value in LS method is much higher compared to
the others two methods over the missing data percentage.
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Figure 28. This plot shows the percentage of missing data versus estimated spectral
entropy following the analysis of 1000 simulated spectra. Furthermore, It illustrates
the distribution of random points comparison generated by Monte Carlo simulation for
bradycardia patient using the FFT, AR and LS method respectively sub-figure 1, 2 and
3 and red line indicates the most fitted line. Monte Carlo simulations like this can be
used to evaluate the accuracy and reproducibility of those methods.
In all sub-figures of the figure 29 illustrates the difference between arrhythmias
based on the missing data percentage using FFT, AR and LS method. Sub-figure 1,
2 and 3 portraits that normal patient has distinctly lower entropy compared to the ar-
rhythmias like AF, tachycardia and bradycardia patient respectively FFT, AR and LS
method. Besides, entropy value climbs up than the reference entropy value due to the
missing data percentage in FFT method. But reference entropy and median entropy of
missing data percentage are almost same in AR and LS method. On the contrary, for
arrhythmias cases, entropy value has higher and very much close each other for both
methods. Even reference entropy value is so much closer to each other. Furthermore,
it is clearly visualized that there is no significant effect of the percentage of missing
data on the entropy for arrhythmias cases but the effect is present for the normal patient
for both methods. This happens prominently for the LS method which indicates in the
sub-figure 3.
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Figure 29. Boxplot of the subfigure 1, 2 and 3 estimated the spectral entropy for dif-
ferent arrhythmias via FFT, AR, and LS method respectively using 1000 times Monte
Carlo simulated data for each arrhythmia. First quartile, median, and third quartile val-
ues are portrayed as the bottom, middle and top horizontal line of the boxes. Whiskers
are used to represent the most extreme values. And outliers were displayed as crosses.
In all sub-figures, the red dotted line, blue dashed line, magenta dash-dot line and cyan
solid line represent the actual reference entropy when no missing data are present for
normal, AF, tachycardia and bradycardia patient.
The spectral entropy of each patient using three spectral based approach was com-
pared by Wilcoxon rank sum test. The statistically significant difference (p<0.05) of
the entropy values calculated with FFT, AR, and LS based methods. The result is
summarized in table 5. The resultant table has shown in appendix chapter.
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5. DISCUSSION
5.1. Validity of Result
In this research, we observed the three different spectral-based methods for estimating
the PSD with missing data and spectral entropy value for normal, AF, tachycardia
and bradycardia patient. The aim of this study was to find out the optimal method to
estimate the HRV spectral parameters and to discriminate between arrhythmias based
on the spectral entropy value with missing R-R interval data. Besides, we observed the
effect of missing data in spectral based three methods. In this chapter, we are trying to
address that where the PSD estimation drawbacks and advantages and possible causes
of that with missing data via FFT, AR and LS method. Some previous studies described
the effect of missing R-R interval data on HRV analysis with different interpolation
method [28]. Besides, studies are scarce in the literature which discriminates between
arrhythmias based on the spectral entropy. To address the PSD estimation drawbacks
and advantages, Fonseca, D.S et al. [29] described that the different interpolation
methods distort the spectrum information. In this study, the simulation is occurred
in making gap by removing the samples from a full data set. After that, FFT and
AR estimation require interpolation the missing intervals. From figures [9, 8, 12, 13,
16, 17, 20 and 21], it is cleared that high frequency components are higher due to
interpolation methods and the PSD mismatch is also significant in all comparisons
when the missing data percentage is going to be higher. Besides, in the LS method,
the PSD mismatch due to missing data was slightly difference from each other. On the
other hand, the error power percentage was significant due to the detrending method
in parametric methods [29]. Hence, in our study, we have not included the detrending
effects for normal, AF, tachycardia and bradycardia patient.
Figure [ 11, 15, 19 and 23] show the missing data effect of real R-R interval data
via FFT, AR and LS method respectively normal, AF, tachycardia and bradycardia pa-
tient. In this research, the spline interpolation method is used to make sample evenly
for FFT and AR methods. Kim.k et al. [28] explored that the error power percentage
increased significantly in the case of LF results due to the spline interpolation method,
notably, the duration of missing data section of 5-20 seconds. This time domain du-
ration section is 0.04-0.15 Hz in the frequency domain. Thus, in the process of spline
interpolation, missing data in this region are overestimated. On the other hand, they
also described that the spline interpolation method shows the small error for small
missing data duration of fewer than 60 seconds. These produced low errors are almost
similar with simulation results of without missing data.
The observation from those figures, the error power percentage increased based on
the missing data percentage for previously described three methods for normal, AF,
tachycardia and bradycardia patient. But the LS method shows the comparatively less
error for all patients data compared to the FFT and AR methods. Furthermore, we ob-
served that the LS method makes an outstanding result for analyzing data where high
percentage missing data, artifact and ectopy are present. Even removing the suspect
beat does not effect for analyzing in LS method. Many HRV calculation techniques
are evaluated on a non-missing sampled data in time series. For observation the per-
formance of such techniques, the LS method could be returned an optimal resampling
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scheme. Scargle [51] mentioned that there is a way to calculate Lomb DFT and its
inverse can be made resampling of a time series.
On the contrary, figure 24 reveals that the AR method shows the better performance
compared to the FFT and LS method. Because of, the median value for each missing
data percentage is lower for normal, AF, tachycardia and bradycardia patient. So from
this figure, it is cleared that the AR method comparatively shows the better perfor-
mance with missing data among others two methods. Besides, the difference is statis-
tically significant based on the median between those spectral based three methods for
all cases.
In addition, spectral entropy added a new dimension in this study that gives the best
discrimination accuracy to the standard HRV indices. This spectral entropy calcula-
tion improves the performance of HRV analysis to discriminate between arrhythmias.
Figure 29 estimates the spectral entropy for different arrhythmias with missing data
via FFT, AR, and LS method respectively in sub-figure 1, 2 and 3 and different color
horizontal lines represent the reference spectral entropy which calculated from non
missing data for each case. According to this figure, for a normal patient, the median
spectral entropy is more than reference entropy in the FFT method, whereas it is so
much closer with reference entropy in the AR method. On the contrary, the median
spectral entropy is less than the reference entropy in the LS method. But the difference
is little compared to the FFT method. In the case of AF patient, the median spectral
entropy is less than the reference entropy in FFT and AR method, whereas the me-
dian spectral entropy is more or less same with reference entropy in LS method. For
tachycardia patient, the median spectral entropy is almost identical with the reference
spectral entropy in FFT and LS method, while the median spectral entropy is less than
the reference spectral entropy in the AR method. Now it is clear for bradycardia pa-
tient, there is little bit variation for each method. The median spectral entropy is a little
bit less than the reference spectral entropy for three methods. Now it is visualized that
the normal patient case has distinctly lower entropy, but it is a bit harder to discrim-
inate between the arrhythmias based on the entropy since those are so close to each
other. But it is easily distinguishable between normal patient to arrhythmias patient.
On the good side, the medians are not entirely overlapped to each other. It could be
best possible to classify the correct arrhythmia class. Besides, the percentage of miss-
ing data does not have a significant effect on the entropy for the arrhythmias cases like
AF, tachycardia and bradycardia patient. But it actually has huge impact on the normal
case, especially prominently for the LS method. Besides, The difference between each
patient based on the median entropy value is statistically significant for FFT, AR and
LS method.
From those three described spectral based methods, one method can be effective
for HRV analysis in the frequency domain with missing data. Then, AR method is
effective for PSD estimation, but the effect of missing data is less in LS method when
the missing data percentage is higher, and the most crucial point revealed by this study
is that spectral entropy differentiates between different rhythm which can be used in
the diagnosis.
51
5.2. Future Work
In a future study, nonlinear HRV parameter will be observed with missing data for
various diseases patients. Besides, skewness and kurtosis can be used to characterizing
the various diseases patients from normal patients with different percentage missing
data via FFT, AR and LS method through further studies.
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6. SUMMARY
The role of the autonomic nervous system (ANS) can be described by the standard
heart rate variability (HRV) method. HRV analysis can be occurred based on the time-
domain and frequency-domain. Robust spectral HRV features calculation with missing
ECG data has been studied from mid 90th. There are not many studies which calculate
the HRV spectral features with missing ECG signal for different kind of patients data.
Our research focused on two things. Firstly, it focused on the comparison between
three spectral methods performance based on the missing data percentage with normal
and three different types of patients data and also observed the effect of missing data
among those three spectral methods. Secondly, It’s described that the spectral entropy
measurement from the HRV index for discriminating between arrhythmias. In this re-
search, one subject has experimented for each normal, AF, tachycardia and bradycardia
patient. We used 5 minutes of ECG data for each case and generated 1000 times Monte
Carlo simulation for making the artificial gap in R-R tachogram. After removing the
baseline-wandering, R peak detection is the basic signal extraction from ECG signal.
This dataset was obtained from the MIT/BIH database.
Basically, using the artificial R-R tachogram, FFT and AR methods have been used for
estimating the PSD of resampled tachogram with completely known components and
LS method does not require interpolation or resampling like FFT and AR methods.
This research presents that the artificial gap generation from R-R tachogram and that
the calculation of HRV through FFT and AR methods generates significant errors due
to the resampling step. The LS method is performed to reduce these errors even in a
large amount of missing data. By observing the result, it is cleared that LS method
shows the lower variance estimate of the frequency components compared to the FFT
and AR method for normal, AF, tachycardia and bradycardia patient based on the miss-
ing data percentage. This lower variance estimation indicates that the LS method for
calculating spectral HRV are more robust and accurate corresponding to the reference
signal. On the other hand, the AR method shows better performance when we compare
the PSD estimation based on the median among those three methods.
In addition, this study revealed the most crucial point that spectral entropy measure-
ment using HRV index discriminates between arrhythmias via described three methods
in chapter 3. From the comparison figure 29, it is revealed that reference spectral en-
tropy value using HRV index is much lower for the normal patient using FFT, AR
and LS method, whereas reference spectral entropies value for arrhythmias cases are
closer each other. But it is cleared that the reference spectral entropy for bradycardia
patient has distinguishable lower value compared to AF and tachycardia patient. Be-
sides, the reference spectral entropies value of AF and tachycardia are much closer in
both methods, but it is differentiable.
To sum up our study, the first part of our experiment revealed that the LS method
provides a more robust and accurate result for estimating spectral HRV with missing
data corresponding to the reference data. On the other hand, AR shows the better per-
formance to determine the PSD with a certain percentage of missing data. The results
of our last part present that entropy measures of ECG signal have the importance sides
to identify different arrhythmias via FFT, AR and LS method. Besides, the most im-
portant point that the combination of features that give more discrimination accuracies
include spectral entropy measures for discriminating the different arrhythmias.
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8. APPENDICES
Table 1. Statistical paired ranksum test comparison table of median values between
three spectral based methods for a normal patient. The statistical the significant differ-
ence (p<0.05) of the median values obtained with normal patient data in comparison
to others method is indicated (asterisk*)
percentage of missing data Methods AR LS
Bin1 (0.1954 to 2.1046)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin2 (2.1102 to 2.5972)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin3 (2.6018 to 3.0620)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin4 (3.0639 to 3.5926)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin5 (3.5990 to 5.5999)
FFT p<0.05* p<0.05*
AR - p<0.05*
Table 2. Statistical paired ranksum test comparison table of median values between
three spectral based methods for AF patient. The statistical the significant difference
(p<0.05) of the median values obtained with AF patient data in comparison to others
method is indicated (asterisk*)
percentage of missing data Methods AR LS
Bin1 (0.1954 to 2.1046)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin2 (2.1102 to 2.5972)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin3 (2.6018 to 3.0620)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin4 (3.0639 to 3.5926)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin5 (3.5990 to 5.5999)
FFT p<0.05* p<0.05*
AR - p<0.05*
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Table 3. Statistical paired ranksum test comparison table of median values between
three spectral based methods for tachycardia patient. The statistical the significant
difference (p<0.05) of the median values obtained with AF patient data in comparison
to others method is indicated (asterisk*)
percentage of missing data Methods AR LS
Bin1 (0.1954 to 2.1046)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin2 (2.1102 to 2.5972)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin3 (2.6018 to 3.0620)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin4 (3.0639 to 3.5926)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin5 (3.5990 to 5.5999)
FFT p<0.05* p<0.05*
AR - p<0.05*
Table 4. Statistical paired ranksum test comparison table of median values between
three spectral based methods for bradycardia patient. The statistical the significant
difference (p<0.05) of the median values obtained with AF patient data in comparison
to others method is indicated (asterisk*)
percentage of missing data Methods AR LS
Bin1 (0.1954 to 2.1046)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin2 (2.1102 to 2.5972)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin3 (2.6018 to 3.0620)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin4 (3.0639 to 3.5926)
FFT p<0.05* p<0.05*
AR - p<0.05*
Bin5 (3.5990 to 5.5999)
FFT p<0.05* p<0.05*
AR - p<0.05*
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Table 5. Statistical paired ranksum comparison table of entropy values between Nor-
mal, AF, tachycardia and Bradycardia patient via three spectral based methods. The
statistically significant difference (p<0.05) of the entropy values obtained with FFT,
AR and LS based methods in comparison to others patients is indicated (asterisk*)
Spectral method Patients Atrial fibrillation Tachycardia Bradycardia
FFT
Normal p<0.05* p<0.05* p<0.05*
Atrial fibrillation - p<0.05* p<0.05*
Tachycardia - - p<0.05*
AR
Normal p<0.05* p<0.05* p<0.05*
Atrial fibrillation - p<0.05* p<0.05*
Tachycardia - - p<0.05*
LS
Normal p<0.05* p<0.05* p<0.05*
Atrial fibrillation - p<0.05* p<0.05*
Tachycardia - - p<0.05*
