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ABSTRACT
The measurement of induced surface currents on antennas, scatterers, and
other structures is important for a variety of reasons, including in-situ mea-
surements and validation of simulated results. Techniques for measuring the
complete vector nature of surface currents (magnitude, direction, and phase)
have relied on probes that perturb the spatial structure of the field. Provided
this perturbation is sufficiently small and/or well-characterized, reasonably
accurate results may be obtained. In other words, these methods assume
that the perturbed fields are sufficiently similar to the unperturbed fields
that measurements of the former may be substituted for values of the latter.
In this work, a general theory referred to as a switched aperture surface
current measurement is developed that directly obtains unperturbed electric
surface current measurements, provided certain conditions on the measure-
ment apparatus are met. The most stringent of these are the requirement for
a backplane region, fully isolated from the measurement environment, and
the requirement that the environment and sources generating the currents do
not change significantly when a measurement aperture is switched between
open and shorted states. Provided these conditions are met, the theory re-
moves the conventional measurement probe trade-off between measurement
accuracy and probe size, since probe size is conventionally proportional to
signal-to-noise ratio and inversely proportional to field disturbance and hence
accuracy. This theory should thus allow for the creation of highly accurate
surface current measurement apparatuses in special cases.
The relevant background and supporting theory are developed here for
the switched aperture measurement technique, followed by the development
and analysis of two calibration theories necessary to utilize the technique in
practice. An in-depth study of a simulated, example measurement apparatus
is conducted, which is used to draw a number of conclusions and to propose
future work.
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In recent years, society has seen a proliferation of antennas in the form of
wireless devices. The desirability and convenience of transmitting informa-
tion wirelessly via electromagnetic wave has led to so many applications
(consumer, industrial, and government/military) that the electromagnetic
spectrum has become a limited resource. This has driven many efforts to
conserve, share, and reuse the spectrum, as well as efforts to re-imagine new
approaches and solutions. Particularly in the consumer market, increased de-
mand for higher data rates (to support real-time media of higher and higher
quality) coupled with ever-increasing numbers of devices is rapidly reaching
a point where simple reshuffling of existing approaches and solutions will no
longer be able to meet demand. Many solutions have already been proposed
(for example, millimeter wave frequency usage, full-duplex communication,
spectrum aggregation, massive MIMO), and working outcomes will likely
piece together many such solutions, depending on the particular situation.
One proposed solution of interest to the antenna design community is the
use of frequencies in the so-called “millimeter wave” band. While this band
may be more broadly defined, the term in the context of consumer wireless
electronics often refers to a range of frequencies around 60 GHz, correspond-
ing to wavelengths near 5 mm. Apart from issues relating to material prop-
erties (high loss is a main concern), most of the interesting challenges for an-
tenna designers in the millimeter wave regime relate to the design of high-gain
antennas in applications historically relegated to low gain. While high-gain,
steerable phased arrays have historically been the purview of aeronautical
and military applications, their feasibility, perhaps even necessity, for use
in consumer millimeter wave devices raises new and interesting challenges.
Likely the most difficult to address will be the interaction of millimeter wave
antennas with their unpredictably ever-changing environment. An antenna
may be designed with certain properties, but environmental interactions can
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completely alter these.
This uncertainty in an antenna’s environment leads to one of the foremost
problems that plagues the process of antenna design: the sometimes stark
discrepancy that exists between a designed antenna’s ideal or simulated per-
formance and its true performance in its real-world application. The root
cause of this problem is a lack of necessary information. Properties of the
antenna may be unknown, poorly known, overlooked, mis-characterized, or
even unknowable; the same may be said for properties of its use cases, its
operating environment, and its interaction with its environment. The latter
is an especially difficult facet of antenna design, given that an antenna’s envi-
ronment can dramatically affect performance. Since at a fundamental level,
antenna design is about controlling currents to radiate in a desired manner,
environmental changes to an antenna’s performance manifest themselves as
changes to the currents on the antenna. Hence the more sensitive an an-
tenna’s radiation pattern is to its particular currents, the more the antenna’s
performance will be sensitive to environmental factors.
One category of particularly environmentally sensitive antenna is the phased
array. Although often treated as a single antenna, a phased array is a collec-
tion of radiating antenna elements spatially arranged in order to concentrate
or steer radiation in given directions (from the perspective of a transmitting
phased array). This steering is done by carefully and accurately controlling
the elements’ currents to effect precise patterns of constructive and destruc-
tive interference of the radiated fields. The importance of this current control
in phased arrays increases their environmental sensitivity, since objects in the
near vicinity can interact with the array by loading it reactively or scatter-
ing its radiation. Such nearby objects may even include neighboring antenna
elements in the phased array. If any nearby object or neighboring element
changes, the precise pattern of currents on the elements may be disrupted,
altering the resulting radiation pattern of the array. These kinds of environ-
mental or array element changes are rarely done intentionally at the moment,
since great effort is expended in predicting, preventing, and mitigating such
changes for phased arrays (and antennas in general).
While environmental or element changes are not presently viewed as a suit-
able design parameter by most antenna engineers, this will likely change in
the near future. A design trend in recent decades has been to make antennas
reconfigurable, whereby their radiation patterns, operating frequencies, etc.,
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can be changed on-the-fly to meet particular requirements. Reconfigurabil-
ity can easily be simulated for a single antenna; however, it rapidly becomes
prohibitively costly to simulate for the more powerful generalization of this
concept, namely, to heterogeneously reconfigurable phased arrays, in which
each element in the phased array is an independently reconfigurable antenna.
The increased degrees of freedom of this approach suggest that it should en-
able even better phased array antenna solutions for a fixed size array, which
should make it more and more appealing in the future for space-constrained
problems. The obvious disadvantage of this approach is that any reasonably
sized array soon has so many permutations of the elements’ states that ac-
counting for all possible interactions becomes quite costly. Similarly, even
for regular (not necessarily reconfigurable) phased arrays, possible near-field
interactions can be simulated, but including all such reasonable cases creates
an unwieldy amount of data due to the high variability of the environment.
The fact that these mountains of data can quickly be invalidated by envi-
ronmental changes suggests that real-time, in-situ measurements of antenna
properties will be a better-spent and necessary effort.
Since an antenna’s properties, perturbed by the environment, may be dra-
matically and unpredictably changed, one of the best options for antenna
systems in these circumstances is to assess the damage inflicted. In more
advanced cases, such as heterogeneously reconfigurable phased arrays, at-
tempts may even be made at mitigating the damage. Assessing the changed
properties of an antenna is feasible if the complete current is known on the
surface of an antenna. In this case, its properties such as radiation pattern
and input impedance, however perturbed, could theoretically be calculated
given sufficient time and computational resources. Although many hurdles
would need to be cleared before such a technique could be used in real-time in
a real-world antenna system, one of the first steps to enabling such methods
is the accurate sensing of the surface currents on an antenna.
With all of this in mind, the focus of this work is on the measurement of
surface currents on planar portions of an antenna with “backplane” regions
capable of housing measurement circuitry, e.g., measuring the currents on
a ground plane. Chapter 2 begins by setting up the necessary theoretical
groundwork to explain surface currents and their utility. This is followed
by an overview in Chapter 3 of existing methods to measure surface cur-
rents, with a discussion of the methods’ relative merits and limitations. In
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Chapter 4, a new technique is proposed for measuring surface current via a
switched aperture. The concepts and theory relating the fields coupled into
the backplane are developed and a relationship is found relating the fields to
the closed aperture’s surface current. Before this new technique is applied to
a concrete example, Chapter 5 establishes the theory to analytically model
guided waves. With the required background and theory in place, Chapter 6
sets up two calibration methods which will be needed in practice to utilize
the switched aperture measurement theory. Chapter 7 puts all of this into
practice, analyzing a simulated example and investigating the accuracy and
validity of the methods. Finally, Chapter 8 concludes by discussing various




The concept of surface current is a useful mathematical approximation that
simplifies theory immensely and yet still delivers accurate, practical results.
In order to explain and justify the nature of this approximation, the wave
equation for electromagnetic fields will first be derived from Maxwell’s equa-
tions. This will lead to a description of the electric field-induced conduction
current in a good conductor, from which the surface current approximation
is easily obtained. With the necessary theory established, uses of surface
current knowledge will be described.
2.1 Derivation of the Wave Equation
For time-harmonic electromagnetic fields at angular frequency ω, fields may
be written as complex phasors to more succinctly and easily account for
magnitude and phase. For example, an electric field ~E with peak magnitude
Apk and phase φ may be represented in the time domain as
~Etime(t) = Apk cos(ωt+ φ)
In the frequency (complex phasor) domain, this becomes
~Ephasor = Ae
jωt, A = Apke
jφ
Because all field quantities have the same ωt phase dependence, this factor
will be suppressed to simplify expressions: ~Ephasor = A. Conversion from the







where Re[·] denotes taking the real component of the argument.
The following derivation follows that given by Collin [1, section 1.6]. Con-
sider a linear, homogeneous, isotropic medium characterized by (real, scalar-
valued) permittivity ε, permeability µ, and conductivity σ. Maxwell’s equa-
tions in the frequency domain in differential form are
∇× ~E = −jωµ ~H (2.1)
∇× ~H = jωε ~E + ~J = (jωε+ σ) ~E + ~Ji (2.2)
∇ · ~E = ρi
ε
(2.3)
∇ · ~H = 0 (2.4)
where ~E is the electric field (intensity), ~H is the magnetic field (intensity), ~J
is the total electric current density, and ρi is the impressed (source) electric
charge density. The total current density may be split as
~J = ~Ji + ~Jc (2.5)
with components of impressed (source) current ~Ji and induced conduction
current ~Jc. The electromagnetic field version of Ohm’s law relates the electric
field to the conduction current:
~Jc = σ ~E (2.6)
Additionally, a third component of current, the displacement current, may
be defined as
~Jd = ωε ~E (2.7)
By taking the curl of Faraday’s law (2.1) and substituting Ampere’s law (2.2)
in for the curl of the magnetic field,









−∇2 ~E = −jωµ (σ + jωε) ~E − jωµ ~Ji (2.9)
where the following vector identity has been used:











−∇2 ~E = −jωµ (σ + jωε) ~E − jωµ ~Ji (2.11)
and using the impressed charge continuity equation (derivable from (2.2) and
(2.3))








−∇2 ~E = −jωµ (σ + jωε) ~E − jωµ ~Ji (2.13)
Rearranging terms gives







Lumping the source terms into a single function ~f( ~Ji), we have
∇2 ~E − γ2 ~E = ~f( ~Ji) (2.15)
This is the equation for an electric field wave with (complex) propagation
constant (or wavenumber) γ given by
γ =
√








= α + jβ (2.16)
where α and β are purely real and correspond to the wave attenuation con-
stant and phase propagation constant, respectively.
Solutions to (2.15) may be written in various forms depending on the
coordinate system used. In the Cartesian coordinate system, solutions in
source-free regions ( ~Ji = ~0) take the form of plane waves, with fields for a
single plane wave given by
~E(~r ) = Ae−~γ·~r (2.17)
where ~γ is a vector in the wave’s direction of propagation with magnitude
given by (2.16), ~r is a vector from the origin (arbitrary reference point) to
the observation point, and A is an arbitrary, complex scalar weight. If we let
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the scalar x represent distance in the direction of propagation, the amplitude
and phase dependence of a plane wave solution is given by
~E(x) = Ae−γx = Ae−αxe−jβx (2.18)
This shows that for α > 0, the wave is attenuated as it propagates.
2.2 Skin Depth
For good conductors, conduction current ~Jc = σ ~E is much greater than
displacement current ~Jd = ωε ~E, meaning that
σ  ωε (2.19)

























Since the electric field attenuates with increasing distance into a good






When dealing with good conductors, the rapid attenuation of the electric
field and subsequent rapid attenuation of conduction current result in the
bulk of the conduction current being confined to flow near the outer surface
of the conductor, that is, at the conductor’s interface with a less-conductive
medium, e.g., air. The reciprocal of the attenuation constant for good con-












Table 2.1: Skin depths for copper and aluminum at two frequencies
Conductor σ [S/m] µr f δ [µm]
Copper 5.8× 107 0.999991 1 MHz 66.1
1 GHz 2.09
Aluminum 3.5× 107 1.000021 1 MHz 85.1
1 GHz 2.69
In general, good conductors are well approximated by a perfect electrical
conductor (PEC), for which the skin depth is zero:
lim
σ→∞
δ = 0 (2.24)
In this limit, the induced conduction current is constrained to an infinitesimal
sheet on the surface of the conductor, hence the name “surface current” or
“current sheet”. For many practical cases in the RF and microwave regime,
the skin depth of utilized conductors is small enough to be neglected, allowing
for the induced conduction current to be approximated as a surface current
of negligible depth. As an example, skin depths are given in Table 2.1 at
1 MHz and 1 GHz for copper and aluminum, two common conductors used
in antenna construction.
2.3 Boundary Conditions and Surface Current
Based on integral formulations of Maxwell’s equations in the frequency do-
main, surface boundary conditions for the fields may be derived (see, for
example, Collin [1, section 1.4], or almost any electromagnetics textbook).
The two of particular interest here are those relating the continuity of the
tangential components of the electric and magnetic fields across an interface.
Defining the unit normal vector n̂ along an interface between two regions,
pointing from region 1 to region 2, the step discontinuity in the tangential
magnetic field between the two regions is given by the value of the interface-







In a similar fashion, the step change in the tangential components of the elec-







Although magnetic currents (the flow of magnetic monopoles, or charges)
are believed to be fictitious or at least highly rare in real life, they offer
convenient, equivalent mathematical representations for some situations. For
real-world problems, ~Ms = ~0, which shows that the tangential electric field
is continuous across an interface between two media.
Returning to the concept of electric surface current, recall that the induced
electric conduction current is proportional to the electric field: ~Jc = σ ~E.
Keeping the current constant, as the conductivity σ is increased without
bound, we find that the electric field necessary to drive the current approaches
zero. In the limit σ → ∞ for PEC, we find that no electric fields exist in
the PEC. To use colloquial phrasing, the field has been “shorted out” by
the perfect conductor. Since ω > 0, the electric and magnetic fields are
coupled, and so the condition of zero electric field in a PEC also implies zero
magnetic field. This limiting case leads to a simplification of the magnetic
field boundary condition given above in (2.25):
~Js = n̂× ~H (2.27)
where ~H is the total magnetic field infinitesimally above the PEC surface, ~Js
is the surface current on the PEC boundary, and n̂ is the unit surface nor-
mal pointing out of the PEC. This relationship between the total tangential
magnetic field and the induced surface current will be of use later.
2.4 Utilizing Knowledge of Surface Current
If the surface current on a structure is known, its generated near and far
fields may be computed (generally numerically). These fields can be used
to derive a number of import quantities. For one, the radiation pattern
(the radiated far-fields) of an antenna for a given current distribution can
be derived knowing these currents. Similarly, the reactive energy stored
around a structure, and thus its Q, may be computed using the method
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of Vandenbosch [2]. A third usage for knowing the current on a structure
allows for the prediction of strong electric field amplitudes in high-power
applications. If the fields become too strong, dielectric breakdown (arcing)
can occur, which is normally a destructive and undesired phenomenon. As
a fourth use, knowing currents and thus near-fields of an antenna gives a
designer qualitative information about the sensitivity of the antenna to near-
field loading. Regions of the antenna with high field strengths will be more
sensitive to perturbation from the introduction of foreign objects like birds,
ice, hands, etc.
Knowledge of surface current for a general structure is usually obtained in
one of two ways: by numerically simulating the structure in question as pre-
cisely as possible, or by experimentally measuring the current. If the current
is measured experimentally, it may be compared to the current calculated
in simulations as a means of assessing the accuracy of the simulated model,
that is, by how much the model differs from reality (assuming the numerical
method is trusted and considered accurate). In this use, experimental valida-
tion of the current may be used to establish the credibility of a simulation’s
further results and predictions (which will generally be easier, faster, and
cheaper to obtain through simulation).
With the idea of surface current and its uses explained, the next chapter





Given the fundamental importance of surface current in RF, microwave, and
antenna systems, experimental methods to measure it have been and will con-
tinue to be important. Computer simulations have indeed become accurate
and fast enough to eliminate the need for many experimental measurements,
but because of the harsh realities of the real world, accurate computer simula-
tions are not always possible or feasible, making experimental measurements
necessary. In many cases, such measurements are of the electric and/or
magnetic fields since these are usually easier to obtain and are often the
end-quantity desired (an antenna’s radiation pattern, for instance). Never-
theless, as electric currents are the true source of any resulting fields, it can
be beneficial to measure current directly.
One of the ideals in the theory of measurement probes is the non-interaction
of the probe with the quantity it is measuring. If a probe changes the very
quantity it seeks to measure, its accuracy and usefulness should rightly be
scrutinized. In practice, the more realistic fundamental assumption used is
that the altered fields a probe actually measures do not differ significantly
from the original, desired fields. Along with this assumption, an experimen-
tal measurement probe is subject to a number of competing criteria that can
limit the accuracy and precision of measurements. Paraphrasing the criteria
given by Richmond and Tice [3], a probe must:
• Measure a small enough region to effectively obtain a field point
• Minimally perturb the fields being measured
• Provide a sufficiently strong output, i.e., attain at least some minimum
signal-to-noise ratio (SNR)
• Be designed and oriented to align with the polarization of the field
being measured
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The first point relates to the quantity desired. A probe’s output will be
some weighted integral of the field quantity over its measurement region (a
weighted average), so the larger the region being measured, the less localiz-
able the results will be. For cases where nearly uniform fields are expected,
this weighted average may be of little concern. In regions of rapid field
change, this effect can render the measurement nearly meaningless. By this
criterion, a probe should be as small as possible. Likewise, the second point
seeks to make the probe as small and unobtrusive as possible. After all, if
a passive probe extracts power from the measured field in order to gener-
ate the measurement signal, the measured field must change due to this loss
of power. These first two points are in conflict with the third point, since
most probes’ output signals (usually voltages or currents) are proportional
to the fields they measure: more intercepted fields (a larger probe) equate
to a stronger output signal and hence larger SNR. Lastly, the fourth point
concerning field alignment relates to both SNR and measurement error: the
more misaligned a probe is with its desired field component, the weaker the
true signal will be (decreasing SNR) and possibly the higher an erroneous
output signal will be due to other, undesired field components.
Below, a survey of various methods to measure surface current will be pre-
sented and their relative strengths and weaknesses compared. Due to the
direct relationship between the magnetic field tangential to a PEC surface
and the surface current present (Equation 2.27: ~Js = n̂× ~H), measuring this
field is an indirect but effective way to measure surface current. As such,
most of the methods surveyed below are based on this approach. Techniques
for measuring only amplitude or phase exist, but will not be considered here
because they generally do not yield enough information to determine de-
rived quantities like far-field radiation pattern. For example, amplitude is
proportional to the localized, current-induced temperature changes in con-
ductors due to joule heating (ohmic conduction loss) and can be measured
via infrared sensor [4] or thermoreflectance [5] measurements. Instead, all of
the methods considered here will be for complex-valued results, i.e., yielding
amplitude and phase information.
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3.1 Magnetic Field Loop Probes
One of the oldest, conceptually simplest, and yet still highly effective ways
to measure surface current is through application of Faraday’s law (2.1) to
directly measure a magnetic field with a conducting loop. In integral form,
Faraday’s law is given by
˛
C
~E · d~̀= −jωµ
¨
S
~H · d~s (3.1)
where S is the surface of interest with surface normal ~s, bounded by the
contour C with differential distance d~̀ along C. The left-hand side contour
integral of the electric field, when integrated around a loop of wire, shows
that a voltage (also called an electromotive force in this case) will be created






~E · d~̀ (3.2)
with Zloop being the self-impedance of the loop. This current is proportional
to the averaged magnetic flux through the loop (that is, the component of
the magnetic flux normal to the surface enclosed by the loop). If the loop
area A is small enough, the field may be considered roughly constant, giving






~H · d~s ≈ − jωµ
Zloop
HnA (3.3)
where Hn is the assumed uniform magnetic field component normal to the
area of the loop. If this loop probe is placed very close to a conducting
surface, the measurable current induced in the loop will be related to the
tangential magnetic field at the conductor’s surface, and therefore to the
surface current on the conductor.
Practically speaking, a few sources of error plague magnetic field loop
probes. Firstly, for the sake of measuring surface currents via a conductor’s
tangential magnetic field, the finite size of the loop means that the magnetic
field sampled includes more than just the components at the conductor’s
surface; components farther above the surface are also included. Since these
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Figure 3.1: Example of orthogonal current components on a circular loop
for decomposing the currents induced by a uniform electric-field. Current
nulls are indicated by gaps in the arrows showing current direction.
fields are not directly related to the surface current (via ~Js = n̂ × ~H), they
contribute to error in the measurement.
A second error source with loop probes is their sensitivity to the electric
field. Careful work by Whiteside [6] and Whiteside and King [7] on loop
probes shows that components of the electric field parallel to the loop will
induce current on the loop, IE, in addition to the current induced by the
magnetic field, IH . Unlike IH , which is constant around the loop, IE varies
with position on the loop. The total loop current as a function of position `
around the loop is thus given by I(`) = IH + IE(`), where it is assumed
that the loop is negligibly thin so current only flows axially along the wire
of the loop. Since practical loop probes must sample the loop current at
one or more points (ports), where and how this current is sampled becomes
important. As described in [6] and [7], for electrically small loops (consistent
with the desirability of a small probe to sample the field at a point), the
electric field may be approximated as a constant over the perimeter of the
loop. In this case, IE can be decomposed into two orthogonal components,
say IEx and IEy, each having odd rotational symmetry and two antipodal
nulls on the loop. (See Figure 3.1 for a hypothetical example with a circular
loop.) Due to the odd symmetry for IE, this component of the current can
be removed by summing samples of the total loop current at two antipodal
points. This may be achieved either with two sample ports on the loop, or by
a single sample port and two measurements, with the second measurement
taken after rotating the loop 180◦ in the plane containing the loop. This
summing approach can greatly reduce errors due to IE.
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Thirdly, as with most probes, the magnetic field loop probe also suffers
from errors due to its perturbation of the measured fields. Since the loop
acts as a load, electromagnetically speaking, fields and currents in its vicinity
will be altered. The signal given by the probe will be proportional to these
altered fields, not the original fields, which is a source of error dependent on
how strongly the fields have changed.
3.2 Current Coupling Probes
A similar way to measure surface current involves the induction of current in a
neighboring measurement circuit, as explored by Echigo et al. [8]. By placing
a wire parallel to a planar structure carrying a surface current, the surface
current will couple to the wire and induce currents in it. By placing the wire
a known, fixed distance away from the planar surface, the wire essentially
becomes an unbalanced transmission line for which expressions relating the
current and fields are known. If the wire is resistively terminated (properly)
at both ends, then the voltage on each end will be proportional to a current
wave induced in the wire from the coupled surface current. This gives a way
to measure the direction of the underlying surface current. To determine the
vector direction of the surface current, the wire probe may be rotated (still
remaining parallel to the conducting surface) until a maximum is measured.
Usage of this current coupling probe to measure surface current is at-
tractive theoretically, but in practice will suffer heavily from probe-current
interactions that perturb the measurement. For the probe of [8], the coupled
wire was shielded from the rest of the environment by a metallic enclosure,
the bottom of which contained a slot to allow coupling with the surface cur-
rent. The presence of this box will almost certainly alter the surface currents,
and in the case of measuring surface currents induced by externally incident
fields, this enclosure may completely shield the point of measurement on the
structure.
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3.3 Electric Field Probes
Due to the coupled nature of the electric and magnetic fields at non-zero
frequencies, measurements of the magnetic field can be obtained by differen-
tiating electric field measurements. Specifically, Faraday’s law in differential
form (Equation 2.1: ∇× ~E = −jωµ ~H), when expanded out into Cartesian
















Based on measurements of electric field components (say, with a dipole or
monopole probe) at closely spaced points, the field partial derivatives may be










If restrictions are placed on which field components are non-zero, the expres-
sions can be simplified further. For example, Plonsey [9] explored the use of
this technique for measuring axial surface currents along a long, conducting
scatterer. By assuming that the incident electric field excitation is axially
polarized, say along the ẑ direction, the non-axial components of the total













The use of this technique has the chief benefit that electric field mea-
surements are not overly difficult to perform. The fact that most electric
field probes are small linear antennas (operated in the near field) without
loops means that magnetic field induced currents that would corrupt the
measurement are negligible. The main disadvantage of this technique is the
finite difference approximation to the partial spatial derivatives. A single
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magnetic field measurement requires at least two electric field measurements
with carefully controlled and known spatial separation. Increasing accuracy
leads to competing demands with opposing requirements: the finite difference
approximation to the derivative becomes more accurate with smaller spacing
or higher number of samples, but decreasing sample spacings or increasing
the sample count will tend to push the limits on the accuracy, precision, and
repeatability of the probe positioning hardware. (One can imagine alleviat-
ing this problem with a probe consisting of two or more small dipoles with a
known, fixed separation. In this case, mutual coupling between the dipoles
will be of primary concern.) A second disadvantage of this method is, again,
its alteration of the fields to be measured. Particularly in the context of
measuring fields near the surface of a conductor, Plonsey [9] found that the
error in this method increased with increasing probe diameter and rapidly
increased as the probe approached the surface of the conductor. Since the
relationship between conductor surface current and the magnetic field only
truly holds at the conductor’s surface, not above it (as discussed in Sec-
tion 3.1 as the first source of error), this probe proximity error is especially
problematic if this method is to be used to measure surface current.
3.4 Modulated Impedance Scattering Loop Probes
An interesting method for measuring the magnetic field is described by
Hu [10], where the impedance of a scattering loop is modulated by changing
the bias on diodes in the loop. This approach is based on the method de-
scribed by Richmond [11] for measuring electric fields, where the impedance
of a dipole scatterer is modulated in the same fashion. In Hu’s modulated
loop impedance method [10], the loop is symmetrically loaded with two par-
allel diodes (forming anode-anode and cathode-cathode connections). The
loop is then suspended with low but non-zero conductivity threads at the
measurement location. The magnetic field at this location will then induce
currents in the loop, which will radiate small but measurable fields, known
as scattered fields. By applying a low frequency signal over the threads to
modulate the bias on the diodes, the impedance as seen by currents on the
loop will be modulated, thereby modulating the scattered fields at the same
low frequency, making them easier to detect.
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This method suffers from issues that plague both the magnetic field loop
probe (Section 3.1) and the electric field probe (Section 3.3), making it par-
ticularly ill-suited for measuring surface current. In particular, the use of a
loop introduces an undesired sensitivity to the electric field, as well as a field
averaging effect that captures the behavior of magnetic fields not directly
related to the surface current. Similar to the electric field probe method,
accurate and precise positioning of the loop is difficult, this time because it
is suspended by thin threads. Furthermore, close proximity of the loop to a
conductor to measure its surface currents will incur probe interaction errors
similar to those discussed by Plonsey [9] for the electric field probe.
3.5 RF SQUID Probes
A more exotic and highly sensitive way of measuring magnetic fields is with
a superconducting quantum interference device (SQUID). As overviewed by
Kleiner et al. [12], such devices for RF frequencies consist of a supercon-
ducting loop loaded with a Josephson junction, which is merely a very thin
insulator placed between two superconductors such that electrons (supercon-
ducting current) can tunnel through the junction. This loop is then coupled
to a driven, resonant RF circuit. Due to the curious property that the mag-
netic flux through a superconducting loop is quantized, externally sourced
magnetic field flux (which in general will not be quantized) through the loop
will alter the magnitude of the superconducting currents in the loop, which
self-alter to preserve this quantized flux condition. This effect, along with
properties of the Josephson junction, leads to a relationship between the ex-
ternal magnetic flux through the loop and the amplitude of the voltage in
the RF circuit. By exploiting this relationship, very precise magnetic field
sensors can be constructed, operating up into the low GHz regime. The
significant disadvantage of these probes is due to material properties: the
high-temperature superconductors utilized still require liquid nitrogen (77 K)
to function. Discovery of room-temperature superconductors would be im-
mensely useful for these probes, not to mention countless other applications.
Still, the close coupling in an RF SQUID between the superconducting ring
and the resonant RF circuit places limits on the size of the probe, which as
a whole will alter to some degree the fields that it measures.
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Figure 3.2: Simple depiction of a fiber-edge, magneto-optic (FEMO) probe
for measuring magnetic field with polarized IR light
3.6 Fiber-Edge Magneto-Optic Probes
A much newer method for measuring magnetic fields and thus surface cur-
rents is based on application of a non-reciprocal material effect known as
Faraday rotation. For materials exhibiting this property, known as gyrotropic
materials, a linearly polarized wave propagating in the material along the cor-
rect axis will undergo a rotation of its polarization that is proportional to
the distance traveled (see, for instance, Jin [13, Section 4.5.2]). The non-
reciprocal nature of this effect is evident when the direction of propagation
is reversed: in this case, the rotation of the polarization is still in the same
direction, such that a wave propagating forward and reflecting back through
the same piece of gyrotropic material will experience twice the rotation (the
rotation is not “undone” by the return propagation path). The degree of
Faraday rotation in a material is proportional to the strength of the magnetic
field biasing the material, making this property useful for sensors. Cleverly
using this effect to measure microwave magnetic fields, Wakana et al. [14]
created a probe consisting of a gyrotropic (also called magneto-optic) crystal
of yttrium-iron-garnet (YIG) attached to the end of a fiber optic cable. (See
basic depiction in Figure 3.2.) By measuring the rotation of linearly polar-
ized infrared (IR) light sent down the fiber, through the YIG crystal, and
reflected back, the magnetic field through the crystal could be determined.
Further development and refinement of this technique is reported in [15]
and [16] where the amplitude and phase of magnetic fields above microwave
transmission lines were measured and plotted.
The effectiveness of these so-called fiber-edge magneto-optic (FEMO) probes
is certainly noteworthy. Because the probe structure consists of dielectrics,
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not conductors, FEMO probes should have a significantly lower (though still
non-zero) impact on the fields they measure as compared with the previous
methods discussed. Additionally, their small size means they can approxi-
mate field measurements at a point rather well. Utilization of these FEMO
probes of course necessitates the presence of an IR laser, polarizing filters,
splitters, and detectors, which may be a limiting factor for some probing
applications. Furthermore, although commercial systems exist employing
FEMO probes, these are still unusual, specialty systems.
3.7 Summary of Techniques
In the previous sections, a number of different methods for measuring surface
current were presented. Each has varying degrees of accuracy and complexity,
as well as different situations in which its particular characteristics would be
beneficial. Nevertheless, all of these methods are based on the common
probe assumption that the technique itself only minimally alters the fields to
be measured. In the next chapter, a new method will be presented that is
not based on this assumption. Although not applicable to general-purpose
laboratory use (such as a magnetic field probe could be, for instance), this






As highlighted in the previous chapter, a number of techniques exist for mea-
suring surface current. Each has its own relative merits, but all operate with
the same implicit assumption: the fields that the probe measures, altered
by the mere presence of the probe, differ only slightly from the original, un-
perturbed fields for which the measurement is desired. In practice, careful
probe design and utilization can make this assumption quite reasonable. Still,
a surface current measurement apparatus not premised on this assumption is
intriguing, as it would enable measurements with accuracy that is indepen-
dent of placement. In other words, measurements of the true, induced surface
current may be taken without the probe alteration effects. The accuracy of
such an apparatus would be limited only by its design and characterization,
subject to any constraints on its usage or operating conditions.
In this chapter, a fundamental theory is developed for a measurement tech-
nique free of the minimal field perturbation assumption. Termed a switched
aperture surface current measurement, the technique relies on superposi-
tion to relate the fields coupled through an aperture to the surface current
present when the aperture is closed (electrically shorted). The uniqueness
theorem for electromagnetic fields will first be reviewed, then the switched
aperture theory will be derived. After the theoretical development, a basic
measurement procedure will be outlined, followed by a short discussion of
the technique’s limitations. A number of methods for realizing a switch-
able aperture will then be presented, and a final section will conclude with
possible applications of switched aperture surface current measurements.
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Figure 4.1: Regions A and B, with PEC boundary S and open aperture in
S. Arbitrary, unknown loading resides in region A.
4.1 Uniqueness Theorem
The uniqueness theorem for electromagnetic fields is a fundamental require-
ment for meaningfully solving Maxwell’s equations. Satisfying the conditions
of the uniqueness theorem guarantees that the obtained solution is the solu-
tion, and no other possible solution exists.
A concise, conceptual statement of the theorem by Harrington [17] is as
follows: “A field in a lossy region is uniquely specified by the sources within
the region plus the tangential components of ~E over the boundary, or the
tangential components of ~H over the boundary, or the former over part of
the boundary and the latter over the rest of the boundary.” Furthermore,
“we consider the field in a dissipationless medium to be the limit of the
corresponding field in a lossy medium as the dissipation goes to zero.”
4.2 Setup Description
To analyze the induced surface current flowing on a conducting plane, we
must first define the geometry and regions. These are depicted in Figure 4.1.
First, divide all of space into two regions, A and B, physically separated by
a boundary of arbitrary shape through which no fields may be transmitted.
This boundary, denoted S, may simply be a shell (or box), with the two
regions corresponding to the exterior and interior of the shell. S may also
be an infinite ground plane, in which case regions A and B would each be
the infinite half-spaces on either side of the ground plane. The boundary S
may be constructed of PEC in theory, or a conductor or lossy medium in
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practice, provided the material is sufficiently thick that no fields are trans-
mitted through the boundary. The location of the surface current to be
measured will be on S between the two regions, with region A considered to
be above the current and region B below it. The upper region A (without
loss of generality) will contain any outside sources and electromagnetic load-
ing structures, potentially unknown, such as incident electromagnetic fields
and radiating antennas. The lower (interior) region B, also referred to as the
backplane region, will enclose all of the measurement and control structures
for the calibrated measurement apparatus. These will be assumed known,
although this is not necessary for the initial analysis performed here. This
assumption will be needed, however, when the theory is applied for practical
surface current measurements.
The surface current to be measured, lying on S, will be assumed to lie
in a planar, two-dimensional area, which is the location of the switchable
aperture. When the aperture is closed, it will be assumed to be shorted
with PEC and S will be a simply connected region. (In other words, the
boundary S will be unperforated.) When the aperture is open, the PEC
over the aperture region on S will be removed. More complicated current
sampling, for instance, at multiple, disjoint regions, is readily handled by
this theory, but for simplicity of argument, all of the hypothetical examples
and diagrams will assume the aperture area is one connected region.
4.2.1 Necessary Conditions
The necessary conditions and assumptions used in the analysis to follow are:
1. All materials are linear, allowing for superposition of fields.
2. When the switched aperture is shorted with PEC, regions A and B are
fully isolated from each other by the PEC over the aperture and the
boundary S.
3. When the aperture is open (PEC removed), any coupling between re-
gions A and B takes place strictly through the aperture, and any result-
ing fields in region B are assumed to result from sources in region A.
4. The environment (sources, loading, scatterers, geometry, etc.) in re-
gion A does not change when the aperture is switched from shorted to
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open. Note that this does not include total fields or induced currents.
Practically speaking, the final condition requires either a steady-state sit-
uation in the environment of region A, or the possibility of a quasi-static
assumption about the fields in region A with respect to the time it takes to
switch the aperture state.
4.3 Switched Aperture Current Measurement Theory
Step 1
Begin with the aperture shorted and all sources in region A collectively re-
ferred to as source ~Jsrc. This generates the electric and magnetic fields ~EA
and ~HA of region A. An induced current ~Jmeas = n̂ × ~HA exists over the
shorted aperture on the boundary S, and is the surface current in question
that we wish to measure. This setup is depicted in Figure 4.2. Although
surface currents may also be induced elsewhere on S apart from the aperture
location, these currents are of no interest in this analysis and so will not be
explicitly modeled. Since region B is sealed and source-free at this point, its
fields are ~EB = ~HB = ~0. Note that the fields’ spatial dependence in both
regions will be assumed but not explicitly expressed in the notation used.
Figure 4.2: [Step 1] PEC-shorted aperture. Sources(s) ~Jsrc and arbitrary,
unknown loading reside in region A. These induce a current ~Jmeas on the
surface of the shorted aperture, which is the desired current to be measured.
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Step 2
As shown in Figure 4.3, open the aperture, but introduce an impressed source
current ~Jimp over the open aperture with the same distribution as ~Jmeas from
step 1. At the present moment, this distribution is unknown. This infinitesi-
mally thin, new current sheet lies on the boundary S between regions A and
B, and mathematically is not contained by either region. Now, assume that
the total fields in region B are still zero, ~EB = ~HB = ~0, and that the total
fields in Region A are unchanged from step one: ~EA 6= ~0 and ~HA 6= ~0. This
is only possible if the unaltered field distribution is the unique solution to
this new setup. To assess whether or not this is the case, we simply have
to inspect if the sources and tangential fields over the boundaries of the re-
gion are the same, per the uniqueness theorem. Examining the boundary






we see that ~HB = ~0 and ~Js = ~Jimp = ~Jmeas, so the tangential magnetic
field of Region A over the aperture is given by n̂ × ~HA = ~Jmeas. This is
unchanged from step 1. Likewise, the tangential fields (either electric or
magnetic) over S (excluding the aperture) and over the sphere at infinity are
still the same, since the fields were assumed to be unchanged. Because the
sources in Region A (just ~Jsrc) and the tangential fields over the boundary
of region A are all still the same, the assumed fields of region A must be the
unique solution and are thus unaltered from step 1.
Figure 4.3: [Step 2 and 3] Open aperture. Sources ~Jsrc and the impressed
current sheet ~Jimp = ~Jmeas both radiate to create the total fields.
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Step 3
By linearity, the total, zero-valued fields in Region B in step 2 must result
from the superposition of the fields from sources ~Jsrc and ~Jimp = ~Jmeas.
Writing these total fields using linear superposition gives
~EB = ~EBsrc + ~EBmeas = ~0 (4.2)
~HB = ~HBsrc + ~HBmeas = ~0 (4.3)
Consequently, ~EBsrc = − ~EBmeas and ~HBsrc = − ~HBmeas, where the subscript
denotes which source the field component is generated by. Now, split the
setup of step 2 into two cases, each with only one source. These are depicted
in Figure 4.4. Note that case 1, with only the sources ~Jsrc present and
no impressed sources in the aperture, is the actual, physical case when the
aperture is open.
(a) Case 1 (b) Case 2
Figure 4.4: [Step 3] The fields linearly decomposed into components from
the two sources. Note that ~EBsrc = − ~EBmeas and ~HBsrc = − ~HBmeas.
Step 4
Using linearity again, any scalar multiple of the solutions in step 3 is also
a valid solution. In Region B, the total magnetic fields in case 2 from the
source ~Jimp = ~Jmeas are denoted by ~HBmeas. If we multiply the source by −1
(phase shift of 180◦), the new source − ~Jmeas generates the fields − ~HBmeas
in Region B. Since we have the relationship ~HBsrc = − ~HBmeas, this shows
(see Figure 4.5) that the fields generated in this region from source ~Jsrc and
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source − ~Jmeas are identical. (The fields in region A will differ, but we cannot
access these fields and do not care about them.) We have thus established
an equivalent problem from the perspective of the fields in the backplane
region B. That is, the fields in region B (and only region B) are identical for
case 1 of step 3 and step 4. Curiously, this means the induced currents on
the shorted aperture can theoretically be determined from the open aperture
case. Doing so requires measuring the fields ~HBsrc as radiated by the true
source ~Jsrc. These are identical in region B to the fields − ~HBmeas radiated by
source − ~Jmeas. If this equivalent aperture source − ~Jmeas can be determined,
the shorted aperture currents + ~Jmeas have been found.
Figure 4.5: [Step 4] Open aperture, with the impressed current sheet
~Jimp = − ~Jmeas scaled to generate the same fields in Region B as from ~Jsrc
alone (Step 3, Case 1).
What does this mean in practice? The backplane fields are created by
unknown sources in region A that couple through the aperture. From the
perspective of the backplane, these sources may be equivalently represented
by an impressed current source across the aperture opening having a current
distribution equal to − ~Jmeas. This means that if a measurement of the back-
plane fields is done when the aperture is open, and done in a way that this
equivalent, impressed current source can be determined, the relation derived
shows that the induced current on the shorted aperture can be found.
4.4 Measurement Procedure
The theory establishing the relationship between the backplane fields and the
shorted aperture surface current is fairly simple, but practical application of
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the theory requires a good deal of care. A system based on this theory would
consist of control and measurement hardware on the backplane (region B),
separated from region A by a conducting shell or box (the boundary S) and
a switchable aperture in this conductor at the location of the desired surface
current to be measured. In most cases the aperture would be shorted, leaving
the environment of region A unperturbed. Measurement would consist of mo-
mentarily opening the aperture, characterizing the coupled backplane fields,
then returning the aperture to its shorted state. Analysis of the measured
backplane fields would then be combined with calibration data to calculate
the shorted aperture induced current. In essence, the received signal in the
backplane is combined with backplane S-parameter reflection measurements
to deduce the surface current present on the aperture when it is shorted. A
detailed analysis will be given later in Chapter 6.
4.5 Limitations and Challenges
A number of difficulties will exist for actual application of a switched aperture
current measurement. First, the backplane must truly be electromagnetically
isolated when the aperture is shorted. If it is not, fields that couple into the
backplane when the aperture is shorted will likely also couple in when the
aperture is open, potentially corrupting measurements and the assumption
that all backplane power is coupled through the aperture. Mitigating this
problem requires the backplane region to be carefully sealed (apart from the
switched aperture) from an electromagnetic viewpoint. This means that the
boundary S cannot have any extra openings, gaps in seams, or material for
the boundary that permits fields to transmit through. This latter require-
ment can be specified using the skin depth, as defined by Equation 2.23. For
a given material with conductivity σ, permittivity ε, and permeability µ, any
dielectric or magnetic loss is represented by the imaginary components of ε
and µ, respectively. Based on the complex wave propagation constant (2.16),
α, which is the reciprocal of the skin distance, will depend on the conductiv-
ity and loss terms. For the boundary S to be electromagnetically isolating,
it needs to be chosen thick enough (multiple skin depths) to attenuate any
fields to sufficiently low and undetectable levels in region B.
A second challenge is that of multiple reflections. Because the backplane
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cannot be empty if measurements are to be taken, it must contain structures
that will interact with and scatter the aperture-coupled fields. Some of these
scattered fields will invariably couple back through the aperture and into
the environment above the ground plane. This can easily lead to a sequence
of multiple reflections as the fields from the two regions interact. The re-
sulting superposition of reflections will create the steady-state field actually
measured. To deduce the equivalent aperture surface current generating this
total field, one must have additional information about the environment in
region A (specifically, how it reflects incident waves from region B). A rem-
edy to this problem is to add to the measurement procedure an additional
calibration step in which the top-plane environment is characterized.
The third challenge associate with this theory is the assumption that the
sources in Region A do not change when the aperture state is switched. These
constant sources are theoretically handled as ideal, impressed current sources,
i.e., their source impedance is infinite. In practice, the finite impedance of
a real-world source means that the region A sources may be altered by the
opening and shorting of the aperture. If this alteration is minimal, it can
perhaps be ignored. One way to minimize the change is to restrict the usage
of this theory to measuring currents in the far-field of any sources, though
this then limits the applications of switched aperture measurements.
The fourth practical challenge is that of aperture switching. The theory
relies on the ability to repeatably short and open an aperture, a requirement
that may be difficult to realize in practice. A number of different switchable
shorting methods are presented and discussed in the next section.
Interestingly, the fundamental theory of switched aperture current mea-
surements has no theoretical limitations on the size or shape of the aperture.
Contrast this, for example, with conventional small-aperture coupling theory
as developed by Bethe [18] and refined by Collin [1], in which the aperture
must be electrically small, permitting a quasi-static solution (utilizing polar-
izability). For the switched aperture theory developed here, as implied ear-
lier, the aperture itself may be electrically large and even consist of multiple,
unconnected regions, provided these are all shorted or open simultaneously
at the necessary time for each of the measurement steps. However, from
a practical standpoint, it becomes difficult to ascertain the equivalent, im-
pressed current distribution ~Jimp = ~Jmeas over the aperture as the aperture
grows in size. One qualitative, rough way to view this is from the perspec-
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tive of information theory. As the aperture area increases, the number of
degrees of freedom the fields possess increases. That is, more parameters are
needed to describe the field distribution. (For the curious reader, Bucci and
Franceschetti [19] and related papers provide a detailed analysis of a field’s
degrees of freedom.) Because the measurement process must determine the
impressed current ~Jimp, or equivalently, must determine the parameters char-
acterizing the current, an increase in the number of characterizing parameters
increases the complexity of the measurement apparatus required to find all of
these parameters. (This is briefly explained later using waveguide theory in
Section 5.2.) Since in theory an infinite number of field distributions are pos-
sible, determining all of the parameters describing the current distribution
is not possible in practice. Consequently, only a subset of the parameters,
presumably the most significant, would be practically measurable. Mathe-
matically speaking, this represents a projection of the entire parameter set as
a vector in infinite-dimensional space onto a reduced dimension subspace. For
the concrete, simulated examples of switched aperture measurement systems
given later in this work, only a very low number of parameters are deter-
mined (i.e., two). As such, the current reconstructed from the measurements
is given by a low-order projection of the actual current. It is important to
remember, however, that conventional current measurement techniques such
as the magnetic field loop probe generally only obtain the lowest order (one-
dimensional) projection of the surface current: the area-averaged value for
the current. As such, switched aperture current measurement theory offers
the possibility of more advanced measurement capabilities.
4.6 Aperture Switching Methods
The idea of switching the open or closed state of an aperture involves the
manipulation of its electrical properties. This is conceptually very similar to
approaches used in the design of reconfigurable antennas, making knowledge
from that realm equally applicable here. In the following, a variety of meth-
ods borrowed from reconfigurable antenna design will be briefly discussed in
the context of realizing a switchable aperture.
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4.6.1 Mechanical Switching
One way to open and short an aperture is with a movable conductor that
slides, rotates, flips, etc., across the aperture. This method has the benefits
of being able to provide a true, full-aperture short and possibly drawing no
power when in a static state. Notable disadvantages include the unreliability
and potentially fragile nature of moving parts and the possible problems
with establishing good and reliable electrical contact between the moving
short and the ground plane. Furthermore, because the theory of switched
aperture surface current measurements assumes that switching the aperture
does not change the electromagnetic environment of region A, this moving
short must be done interior to the conductor dividing regions A and B,
or placed entirely in region B (the backplane), potentially aggravating any
already existing space constraints.
4.6.2 Electromechanical RF Switches
A second way to implement a switched aperture is with a number of elec-
tromechanical switches placed across the aperture, RF MEMS devices being
one option. This method has the advantage of using common components,
having all moving parts encapsulated, and being fully electronically control-
lable. The main disadvantage is that this method sacrifices the quality of the
short by approximating it as a network or grid of shorted connections, akin
to replacing a solid conducting sheet with a wire grid. In the open state, this
becomes a broken grid, though the nominally open connections will still have
capacitive coupling that may reflect any fields that would otherwise couple
through the grid. Another disadvantage is simply that of wiring: control
of multiple switches in close proximity and mounted on a conductor creates
some difficulties for routing and isolating control signals.
4.6.3 Diodes
A third option for switched apertures closely related to RF electromechanical
switches is the use of diodes as switching components. This option has ben-
efits and drawbacks similar to those of switches, but with the added benefits
of rapid switching time and no moving parts. A minor limitation is that the
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induced surface current magnitude must be sufficiently small so as to not
perturb the diode’s biasing (forward-biased for a shorted aperture, reverse-
biased for an open aperture). A larger limitation is that the forward biasing
level necessary to maintain an adequate short may require enough current
that a non-negligible amount of power could be consumed when the aperture
is shorted. Since this is considered to be the default state of the aperture,
this implies a constant power drain when measurements are not being taken.
In practice, the use of conventional, discrete diodes to implement this
method will presumably provide an inferior open state for the aperture (same
as the grid of switches approach), making it an unlikely candidate for use in
a switched aperture current measurement setup. On the other hand, recent
research by Yashchyshyn et al. [20],[21],[22] has developed and proven the
capabilities of a device known as the surface-PIN diode. This diode is de-
signed so that between its doped terminals on either end, its middle appears
as primarily intrinsic silicon (a lossy dielectric). When the diode is forward
biased, a sheet of conduction current forms in this middle region and acts
like a plasma, which can be tailored to act as a conducting surface and hence
a short circuit from the perspective of RF fields propagating through the
intrinsic silicon region. The surface-PIN diode was successfully used in a
reconfigurable waveguide slot array in [22], providing strong evidence that
it could be used in a switched aperture current measurement system. The
major disadvantage of this approach, again, is the static power consumption
when the diode is forward biased to put the aperture (or slot) in the shorted
state.
4.6.4 Plasma
Since the main property desired in a reconfigurable short is good conductivity,
the controlled use of (partially) ionized gas, or plasma, is another possibility.
The use of plasmas as antennas is not a new idea (Ghose [23] wrote about it in
the late 1960s, for instance), nor is the idea of using a plasma as a conductor
or reflector at microwave frequencies (e.g., Robson et al. [24]). To create
a switchable aperture with this approach, a container for housing an easily
ionizable gas would lie in the aperture, with controls in the backplane region
for selectively ionizing it. As mentioned in [24], a benefit of plasma-based
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conductors is their rapid formation and extinguishing time (on the order of
tens of microseconds), and their high conductivity subject to dependencies on
the gases’ species, density (pressure), temperature, and degree of ionization.
A notable disadvantage of this approach is the often high voltages required
for ionization and the sensitivity of plasmas to magnetic fields. If currents in
the vicinity of the plasma become too strong, creating noteworthy magnetic
fields, these fields can disturb the distribution of the plasma by altering ions’
trajectories via the Lorentz force [13]:
~F = q
(
~E + ~v ×µ ~H
)
Here, q is an ion’s charge, ~v is its velocity, and ~F is the force it experiences.
Depending on how the plasma’s shape is altered, the quality of the electrical
short could be compromised. Additionally, the generation of a plasma with
a high-voltage source necessitates the DC isolation of the plasma from the
conductor in which the aperture resides (which would short out the source
generating the plasma). This isolation amounts to a small gap around the
perimeter of the aperture, which will permit some degree of field coupling
through the aperture, even in the shorted state. Actual use of a plasma-
shorted aperture would therefore require careful design to reduce the coupling
through this gap to an acceptably low level. Such a level would correspond
to the measurement apparatus’s minimum detectable field level; for signals
below this level, noise dominates the signal and one can consider the input
signal to be zero for any practical purpose.
4.6.5 Liquid Metal Microfluidics
A fifth method for creating a switched aperture is with the use of microflu-
idics. By incorporating a network of channels into the conductor that houses
the aperture, a conductive liquid can be moved into and out of the channels
(mechanically or electrically), thereby creating a movable short. This has
the benefit of fully shorting the aperture, unlike the grid approach of the
switches or diodes. The microchannels should also fit more easily into the
confined space of the aperture, since they can be designed into substrate on
the backplane region. This can help by offloading potentially bulky control
mechanisms to a more convenient location on the backplane away from the
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aperture. The size of these control components (such as a reservoir for the
liquid metal) is one possible drawback, as are the speed of switching and the
quality of the open state, since some conductive liquid may inadvertently
remain in the aperture channels if electrical switching is used. Recent work
by Khan et al. [25] has shown that a liquid metal alloy (eutectic gallium in-
dium, or EGaIn) can be forced to flow through microchannels simply by the
application of a small DC current (around 20µA at 1 V) through the liquid
metal and an electrolyte also present in the channels. Application of this
technology to microwave frequencies in the form of reconfigurable antennas
has been done by, for example, Wang et al. [26], who show the feasibility
of using this technique as a reconfigurable conductor for RF and microwave
applications.
One disadvantage of electrical control (versus mechanical/pneumatic con-
trol) of liquid metals is that even in the open state, the aperture is still
covered by a slightly conducting electrolyte, which will attenuate coupled
fields. Provided the liquid’s microchannels are sufficiently thin and the con-
trast between the conductivity of the liquid metal and the electrolyte is high
enough (orders of magnitude), this concern may be mitigated. Another dis-
advantage of electrical control is the requirement of DC isolation between
the liquids and the aperture’s conductor; this is the same issue encountered
with plasma-based shorts. Again, provided the DC isolation gap around the
perimeter of the aperture is thin enough, the degree of backplane coupling
in the shorted state can be reduced to an acceptable level.
4.7 Applications of Switched Aperture Current
Measurement
Due to the nature of switched aperture measurement theory requiring a back-
plane region, the scope of this technique will be limited to cases with ground
planes or sufficiently large, shielded interior regions. Additionally and fairly
obviously, this technique requires the measurement “probe” to be built into
the structure in question, which precludes its use for general-purpose labora-
tory measurements. The third major condition required for switched aper-
ture current measurements is the assumption that the sources and geometry
in the measurement region (above the ground plane) do not change in the
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span of time it takes to open and short the aperture. In effect, this means
the measured fields must be in a quasi-steady-state relative to the time it
takes to switch the aperture. Similarly, in order that the sources remain con-
stant when the aperture state is switched, they must have a high impedance,
approximating ideal current sources.
Despite these constraints, a few major areas would still benefit from switched
aperture current measurements, since the data obtained is usable for a vari-
ety of purposes (Section 2.4). Firstly, specialized laboratory measurements,
where building a switched aperture setup into a structure is feasible, could
utilize this technique. Measuring the induced current on a scattering struc-
ture with a large ground plane or with a hollow, shielded interior would be
one use; this may be of interest in experimental validation of simulations or
approximations for radar cross section (RCS) or structural Q, which funda-
mentally rely on the induced currents on the scattering object. A second use
of this, also likely in a lab setting, would be to assess the degree of perturba-
tion brought about by a near-field load. By taking repeated surface current
measurements on a structure as a foreign object is gradually moved towards
or around the structure, the effect of the object as a function of position
could be obtained. Finally and likely most beneficial, switched aperture cur-
rent measurements would permit the in-situ measurement of an antenna’s
surface currents. Provided with enough sample points on the antenna, this
theoretically allows for an in-situ determination of the antenna’s radiation
pattern. Admittedly, designing the location and quantity of sample points
necessary for this application would be a challenging feat of engineering in-
volving sampling theory and an electromagnetic inverse problem. Still, such
a capability would be incredibly useful for antennas subject to severe and/or
changing environmental constraints. Applications include antennas in close
proximity to other antennas and metallic structures (like towers, ships, vehi-
cles, or aircraft), reconfigurable antennas or (heterogeneously) reconfigurable
arrays, and antennas in varying environments, such as consumer products. In
all of these cases, the backplane region for switched aperture measurements
may be a cavity beneath the antenna’s ground plane (if it has one). For
sufficiently large wavelengths, such as at HF and VHF (3 MHz to 300 MHz),
the backplane region could actually be located interior to a tube-like portion
of the antenna structure. Altogether, these three regions of application for
switched aperture surface current measurements, though fairly broad, defi-
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nitely do not encompass all of the possible uses for such a technique. There
certainly may exist other areas or applications historically resigned to in-
accurate current measurements that the switched aperture approach could
benefit.
Overall, this chapter detailed the theory behind performing surface cur-
rent measurements using a switched aperture as a means of side-stepping the
common measurement probe requirement of minimally perturbing the mea-
sured fields. In essence, this technique temporally perturbs the measurement




The theory of the previous chapter provided a link between the surface cur-
rents in a shorted aperture and the fields coupled through the opened aper-
ture. In order to apply this theory in a useful measurement system, some
means of measuring these backplane-coupled fields is needed. One way to do
this is by capturing some of the coupled fields with a specially constructed
waveguiding structure, such as the example covered later in Chapter 7. To
lay more necessary groundwork, this chapter will review the basic theory
needed to describe waveguides, rectangular waveguides in particular, which
are a common class of waveguiding structure. To facilitate analysis in the
next chapter, the concepts of signal flow graphs (SFGs) and of block two-port
networks will also be presented.
5.1 Waveguides
A waveguide in its simplest form is a hollow cylindrical structure that sup-
ports the propagation of electromagnetic fields; basic waveguides are essen-
tial metal pipes. Though this is not a requirement, waveguides frequently
have simple rectangular or circular cross-sections, enabling rigorous analyt-
ical analyses. More complicated structures are possible with different or
varying cross-sections, non-homogeneous internal material loading, or more
complicated fabrication techniques, but these will not be considered here.
Only the simplest case, for homogeneous rectangular waveguides, will be
needed later, so only the theory for this case will be given.
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5.1.1 General Homogeneous Waveguide Theory
Waveguide theory is well-covered in countless electromagnetics textbooks
(Collin [1], Jin [13], or Pozar [27], for example), with the theory given here
based on Jin [13, Section 5.1]. Start with a PEC waveguide of arbitrary
cross-section extending along the ẑ (longitudinal) direction, having a linear,
isotropic, homogeneous, non-conducting (σ = 0) medium characterized by
permittivity ε and permeability µ. The wave propagation constant (2.16) for
a solution at angular frequency ω in this case will reduce to
γ = α + jβ =
√
jωµ(σ + jωε) = jω
√
µε = jβ (5.1)
This shows that α = 0, or that the wave does not attenuate as it propagates,
as would be expected for a lossless medium. The fields in this waveguide
may be decomposed into transverse and longitudinal components:
~E(x, y, z) = ~Et(x, y, z) + ẑEz(x, y, z) (5.2)
~H(x, y, z) = ~Ht(x, y, z) + ẑHz(x, y, z) (5.3)
The fields’ spatial dependence has been indicated with Cartesian coordinates,
but could just as validly be given in cylindrical coordinates (ρ, φ, z). The
fields can be further simplified by extracting the z-dependence for a given
field solution
~E(x, y, z) =
[
~Et(x, y) + ẑEz(x, y)
]
e−jβzz (5.4)
~H(x, y, z) =
[
~Ht(x, y) + ẑHz(x, y)
]
e−jβzz (5.5)
where βz is the imaginary part of the longitudinal component of the propa-





2 = ω2µε (5.6)
As will be covered later, a given field solution, or mode, has a fixed value
of βt. Consequently, βz is directly dependent on frequency. At a frequency
fc known as the cutoff frequency, βz = 0 and the quantity βc known as the
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cutoff wavenumber may be defined as
βc = βt = ωc
√
µε (5.7)
with ωc = 2πfc as the angular cutoff frequency. The (longitudinal) propaga-
tion coefficient may then be more explicitly written as a function of frequency




ω2µε− β2c f > fc
0 f = fc
−j
√
β2c − ω2µε f < fc
(5.8)
Inspection of these cases with regard to the exponential term present in (5.4)
and (5.5) shows the nature of the mode. For f > fc, a mode is said to
be propagating since energy travels down the length of the waveguide in the
usual wave form. At f = fc, the mode is said to be at cutoff since propagation
no longer occurs. And for f < fc, a mode is said to be in cutoff or to be
evanescent, since the imaginary value of βz leads to an exponential decay
of field strength without phase oscillation. The sign of this case is chosen
to ensure the physical case of field attenuation instead of exponential field
growth, the latter being non-physical in a passive, source-free region.
To obtain the previously mentioned modes, or waveguide field solutions,
Maxwell’s equations and the PEC boundary conditions are applied to the
fields of (5.4) and (5.5). It can be shown [13] that two independent classes
of solutions exist: one for which Ez 6= 0 and Hz = 0, and conversely, one
with Ez = 0 and Hz 6= 0. The first case refers to field solutions commonly
denoted transverse magnetic (TM), since the magnetic field is entirely con-
fined to the transverse (XY) plane. Similarly, the second case with Ez = 0 is
known as the transverse electric (TE) case. Both cases together constitute an
infinite collection of orthogonal waveguide modes, which provide useful field
decompositions. Below are orthogonality expressions for the transverse field
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t dA = 0, k 6= i (5.10)
Here, i and k are indices over the entire, combined set of all TM and TE
modes. The important take-away of these expressions is that since a given
mode of a given type is orthogonal to all other TM and TE modes, a given
field solution in the waveguide may be uniquely expanded in terms of an


















t and the orthogonality conditions of (5.9) and (5.10) applied
to collapse the infinite sums to a single term. Thus depending on whether





























The denominator integrals are related to the modal fields’ normalization.
For a general plane wave propagating in a homogeneous medium, the
impedance of the medium η =
√






Such waves are also called transverse electromagnetic (TEM) waves since the
electric and magnetic fields are both transverse to the direction of propaga-
tion. For the case of waveguide modal solutions, it can be useful to define
similar impedance ratios for the field components transverse to the direc-
tion of propagation. The direction of propagation of the modes is taken in
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the longitudinal (ẑ) direction, but the fields are not confined to the trans-
verse plane; TM and TE modes have longitudinal electric and magnetic field
components, respectively. It becomes apparent that any impedance ratio
not including all of the vector components of both fields will differ from the
medium’s impedance, η. Still following Jin [13], we may define modal wave
impedances as the ratio of the transverse electric fields to the transverse














Capacitive f < fc
0 f = fc













Inductive f < fc
∞ f = fc
Resistive f > fc
(5.15)
where the reactive nature of evanescent modes is noted.
5.1.2 Rectangular Waveguide
When the preceding theory is applied to the case of a waveguide of rectan-
gular cross-section, convenient, closed-form expressions for the modal fields
may be obtained. Assume the waveguide has length a along the x̂-axis and
length b along the ŷ-axis as shown in Figure 5.1.
Figure 5.1: Rectangular waveguide dimensions
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HTMz = 0 (5.21)




































































with m = 0, 1, 2, 3, . . . and n = 0, 1, 2, 3, . . . but excluding m = n = 0.










which is a constant for each mode (as noted earlier). This gives the longitu-













With all of these expressions, the total fields at a given frequency in a rect-
angular waveguide (or rectangular aperture, which looks like an extremely
short waveguide) may be expanded as a sum of rectangular waveguide modes;
modes with significant, non-zero weights in this sum are called excited modes.
For excited modes, the resistive or reactive nature (which depends on the
mode and the frequency of operation) will influence the electrical appear-
ance of the waveguide to a source exciting these modes.
5.2 Modeling Apertures as Waveguides
One of the key ideas utilized in this work is the treatment of coupling aper-
tures as waveguides, thereby obtaining a convenient basis for representing
and expanding any fields in the aperture. Provided the aperture is planar,
its shape may be taken as the transverse cross-section of a waveguide. For
many apertures, the longitudinal length of this waveguide will be very short,
since it corresponds to the thickness of the material in which the aperture is
located; although this has design ramifications, it does not invalidate the the-
ory or analysis. By expanding the transverse fields on one end of the aperture
(one side of the material it’s located in) as a waveguide modal field sum, the
total field anywhere in the aperture may be obtained from waveguide theory.
To do so, each mode is simply evaluated at the new location, accounting for
accrued phase and/or attenuation based on each mode’s complex propagation
constant, γ = α + jβ (Equation 2.16).
Why are waveguide modes preferred as a field basis? For one, as just
discussed, they naturally allow for the determination of the aperture’s fields
anywhere in the aperture waveguide volume, provided the total (electric and
magnetic) transverse fields are known at a single transverse plane in the
aperture. More significantly, however, they easily capture a natural filtering
effect that occurs for evanescent modes in longer waveguides. From a sys-
tem perspective, the only modes of relevance are those that couple through
the aperture. These are sometimes referred to as the “accessible” modes in
the literature on waveguiding structures. Any propagating mode(s) will do
so. Evanescent modes may only couple, or tunnel, through the aperture vol-
ume provided the aperture waveguide’s longitudinal distance is not too great
relative to the mode’s evanescent attenuation constant. While higher-order
44
modes may be (and often are) present, their large attenuation constant pre-
vents them from significantly transferring any power through the aperture.
Consequently, for a given attenuation level T , the infinite modal sum of (5.11)
may be reduced to a finite sum by only retaining modes having e−αmnd ≥ T .






are relevant and need to be kept in the modal sum. Since the attenuation
constant αmn in rectangular and circular waveguides (and likely most waveg-
uides) for a given mode is non-increasing with increasing waveguide area, as
the aperture waveguide size is increased, more and more higher-order modes
will become relevant and need to be included. This puts practical limits
on the size of the aperture, since determining the modal weights for all rel-
evant modes in the aperture waveguide makes for an increasingly complex
backplane measurement apparatus as the number of modes is increased.
As a brief tangent, one may ask: Why would an alternative basis for the
aperture’s fields not work? The answer is that nothing prevents other bases
from being used or even from being useful. The primary requirement for any
basis in this application is that it provide a relatively sparse representation of
the aperture fields. In other words, it is desirable that the aperture fields for
most cases be expandable with as few basis functions as possible. This helps
to reduce the complexity of a measurement apparatus, since only a finite
number of basis function coefficients would be attainable from a realistically
realizable apparatus. This requirement would likely preclude, for example,
the use of Harrington and Mautz’s aperture characteristic modes [28]. This
basis weights the significance of the modes in terms of their real, time-average
power flow relative to their stored reactive energy. Since a switched aperture
current measurement is likely to heavily interact with near-fields and their
stored, reactive energy, a basis based on net real power flow through the
aperture is likely to require many, higher-order modes to accurately represent
the aperture’s total fields.
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5.3 Scattering Parameters
Part of the beauty of waveguiding structures is that they allow a variety of
structures to be mathematically abstracted into one-dimensional models of
power flow. For RF and microwave applications, this is commonly done by
means of scattering parameters, or S-parameters, which are a versatile and
ubiquitous parameter set from network theory. Network parameters model
the influence of an arbitrary “black box” on applied quantities (voltage, cur-
rent, or incident waves), where the box may consist of a transmission line, a
lumped element load, a circuit component, a waveguiding structure discon-
tinuity, or some other complicated configuration. For this work, waveguide
S-parameters will be used, which are referred to by some authors as “gen-
eralized” S-parameters, despite the term being ambiguous due to multiple,
competing uses in the literature.
5.3.1 Waveguide S-Parameter Theory
The usage of S-parameters in waveguides is conceptually straightforward with
a clear, physical interpretation. For a given transverse cross-section of the
waveguide, assume the transverse modal field distributions have been nor-
malized to fixed values. (Propagating modes, for instance, are commonly
normalized to each carry unit real power.) To represent the total, forward-
propagating fields in the waveguide as a function of longitudinal distance z,












where the fields’ dependence on the transverse dimensions (x, y) has been
omitted from the notation for clarity. Similarly, the backward-traveling fields’
transverse components can be expanded using the same modal fields, but
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Figure 5.2: Generic 2-port network











Note that the transverse components of the modal fields are taken to be the
same regardless of the direction of travel, so an explicit minus sign enters the
H-field formula for modes traveling in the −ẑ direction to ensure that power
flows in the correct direction.
For a given mode on a waveguiding structure, S-parameters give a complex
quantity proportional to the ratio of an output wave (the mode’s bn weight)
to an input wave (the mode’s an weight), where the definition of input and
output defines what quantity the S-parameter is describing. Conventional
definitions consider the “forward” direction to be incident on the network
(into one of its ports), and the “backward” direction to be exiting one of the
network’s ports. For example, the generic 2-port network of Figure 5.2 is













Because the weights aj and bi will depend on the normalization applied to
the waves they represent, the S-parameters Sij will likewise depend on this
normalization. The fact that these S-parameters are sometimes called “gen-
eralized” is due to this theory holding even when the waveguide modes differ
between two waves. For example, aj may be an incident TE10 mode on port j
and bi may be an exiting TM21 mode on port i; their relation is given by the
generalized S-parameter Sij.
A word of caution is in order when evanescent modes are involved. These
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strange modes cannot carry real power in isolation: in order to exchange
real power (known as “tunneling”), both the forward and backward form of
an evanescent mode are required. Their interaction may then generate net,
real power flow. Because the modal fields of waveguide S-parameters are
normalized for a single direction at a time, a forward or backward evanescent
mode in isolation (unlike propagating modes) cannot be normalized to carry
unit power. As such, two well-known properties for scattering matrices no
longer hold. For one, that a network’s S-parameter matrix will be unitary
when the network is lossless will only apply when only propagating modes
are present. Definitions for the a and b waves different than those used here
can be used to correct this and are covered in more detail by Morini and
Rozzi [29], but these will not be needed for the following work. The second
S-parameter matrix property that changes in the evanescent mode case is
the fact that passive structures have S-parameter magnitudes less than or
equal to unity. A purely passive network can actually have S-parameters of
magnitude one or greater depending on the modal normalizations chosen! For
the cases investigated later in this work, only propagating modes normalized
to unit power will be present, and so the usual properties addressed above
will not differ from the conventional cases.
5.3.2 Pseudo-Wave S-Parameters
To avoid confusion at this point, it is worth mentioning that the waveguide
S-parameters utilized in this work differ from the pseudo-wave S-parameters
commonly utilized in circuit theory. These latter parameters are defined
in terms of port voltages and currents and have an associated reference
impedance, that may or may not correspond to the physical characteris-
tic impedance of the transmission line they correspond to. The definitions of
































In the context of transmission lines, if the reference impedance is chosen
to be equal to the transmission line’s characteristic impedance, Zref,n = Z0,
then the a and b waves are proportional to the forward and backward voltage







Due to the normalizing coefficient in the denominator, pseudo-wave S-parameters’
a and b waves have units of root power (W1/2), while generalized waveguide
S-parameters’ a and b waves are unitless.
For users of the full-wave simulation software HFSS, it is worth mentioning
that the calculated S-parameter matrix corresponds to the waveguide gen-
eralized S-parameters for wave ports, and to the pseudo-wave S-parameters
for lumped ports or terminal solutions.
5.4 Signal Flow Graphs
Signal flow graphs (SFGs) are a graphical and often intuitive representation
for the flow of power on waveguiding structures. They depict the interrela-
tion of the S-parameters for various connected structures and facilitate the
calculation of wave reflection and transfer ratios, in other words, the gain
of different power flow paths. Using the terminology defined by Mason [30],
SFG signals (such as S-parameters) are located at nodes, which are conven-
tionally denoted with points or small circles. Relationships between signals
are indicated by directed branches, also called edges or arcs, which have a
value known as the branch gain associated with them. Figure 5.3 provides
a representative example of an SFG with five nodes (having signals n1, n2,
etc.) and branch gains denoted with lowercase letters. A path between two
nodes, if one exists, is the continuous sequence of connected branches be-
tween the nodes, traveling in the direction indicated by the branches; if no
node is encountered more than once, the path is additionally called a forward
path. A feedback loop is a path starting and ending on the same node and
encountering no other node more than once. Path and loop gains may be
defined as the product of the branch gains encountered while traversing a
path or loop (in the direction of the branches’ arrows, of course).
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Figure 5.3: Example SFG after [30, Fig. 3]
For simple SFGs, gains (transfer ratios) between two connected nodes may
be calculated by applying graph reduction rules. These techniques are well-
covered by Mason’s original paper on SFGs [31] and nowadays by textbooks
(such as Pozar [27, Section 4.5]) and thus will not be repeated here. For any
SFG with scalar-valued parameters, including complicated networks, gains
can also be calculated using the so-called Mason’s gain rule [30]. Since mul-
tiple reflections in a network manifest themselves as feedback loops, the for-
mula given by Mason depends on a combination of direct paths and these







where Gk is the path gain of the kth path from the starting (source) node to










Pm3 + . . . (5.38)
Pmr, sometimes called an rth-order loop gain, denotes the mth combination
of the product of r non-touching feedback loops’ gains. For the example of
Figure 5.3, Pm1 would take on values of bh, cf , bcg, and cde, and Pm2, Pm3,
and so forth would all be zero since all of the feedback loops touch each
other (they share common nodes). The cofactors ∆k in (5.37) are the same
as the graph determinant ∆, except that any feedback loop touching the kth
forward path is excluded.
Standard scalar SFGs are technically sufficient for all cases in RF, mi-
crowave, and antenna system engineering. However, when waveguiding struc-
tures are present with multiple non-negligible modes (either propagating
and/or involving short enough distances that evanescent modes come into
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(a) Scalar SFG; modes have been
color-coded for clarity
(b) Matrix SFG
Figure 5.4: Example SFG in scalar and matrix form for a waveguide with
three modes and an obstacle creating reflections and modal conversions
play), each of the modes must be represented as a parallel path in the SFG,
with cross-coupling and reflection paths at discontinuities. Even for a low
number of modes, this rapidly complicates the SFG and thus its gain cal-
culations. See, for example, Figure 5.4a for the SFG of three modes in a
waveguide with an obstacle leading to reflection and modal conversion. A
mathematically elegant way to simplify this situation is to represent the
parallel modes with a vector of modal amplitudes; the waveguiding struc-
ture may be then be represented in the SFG by two branches, each with
vector-valued parameters. Discontinuities giving rise to reflection and modal
conversion can then modeled as matrices. In the example of Figure 5.4b,
these matrices are
[α] =
α1 0 00 α2 0
0 0 α3
 [β] =
β1 0 00 β2 0
0 0 β3
 [Γ] =
a d gb e h
c f i





















A significant problem arises when matrix-vector modeling is incorporated
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into the gain calculations for a SFG. Because matrix multiplication is not
commutative (i.e., [A] [B] 6= [B] [A] in general, even for compatible matrix
dimensions), the prior methods of evaluating the gain for scalar SFGs are no
longer applicable. Loop gain, for instance, is no longer unique, but instead
depends on the node used to start the loop traversal. The remedy in place
of Mason’s gain rule is known as Riegle’s gain rule [32].
Similar to Mason’s gain rule, application of Riegle’s gain rule requires one
to find all (first-order) feedback loops in the SFG. A minimum cardinality
set of “index nodes” is chosen such that, if the index nodes are broken, all
loops in the graph would be broken. For a general matrix SFG, this set of
index nodes (the index set) is not unique. Furthermore, changing the arbi-
trary ordering of the index nodes within the index set can change the gain
expression returned. This algorithm consequently has the interesting quirk
that its calculated analytical expression for gain is, in general, not unique,
since it depends on the particular permutation of the particular index set
chosen. (If the analytical expression were to be numerically evaluated, how-
ever, a unique result would be obtained.) Although this first seems strange
when compared with Mason’s gain rule, it is important to remember that
multiple, different analytical gain expressions can also be constructed using
Mason’s gain rule; it is just that these are all equivalent (irrelevant, even)
since scalar multiplication is commutative.
5.5 Waveguiding Structures for Switched Aperture
Current Measurements
The idea of modeling an aperture as a short waveguide will be combined
with signal flow graphs in this section. This will set up a network theory
description suitable for modeling and calibrating a switched aperture surface
current measurement apparatus.
5.5.1 Block 2-Ports
Similar to the simplifying idea of collapsing multi-mode waveguiding struc-
tures’ scalar SFGs into matrix and vector SFGs, multi-port networks can
be reduced to block 2-port networks, where each block is matrix- or vector-
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valued. To do so, all of the ports must be divided into one of two categories;
the two categories may correspond, for example, to ports intended as inputs
and outputs. All of the ports in a single category are then lumped into a sin-
gle block port (“block” in the linear algebra sense, denoting partitioning of a
matrix). For a given block port i, the incident waves’ weights on the ports it
incorporates are collected in the vector ~ai; similarly, weights of the exiting or
scattered waves are contained as elements in the vector ~bi. The relationships
between the various ports within the block-port are described by the matrix
block-S-parameter [Sii], and between ports in one block-port and the other
block-port via the matrix [Sij]. The block 2-port is thus characterized by its













5.5.2 Aperture Waveguide Modes as Ports
For practical application of the switched-aperture theory of Chapter 4, the
waveguiding structure used in the backplane region to measure the aperture
fields may be treated and modeled as a block 2-port network. From this
view, each of the waveguide modes used to expand the fields in the aperture
corresponds to a virtual port, collectively treated as block port 2, while all
of the physical measurement ports in the backplane region together comprise
block port 1. The purpose of calibration, as explained in Chapter 6, is to
obtain the parameters characterizing this block 2-port network.
5.5.3 Transverse Field Modal Decomposition Overview
Take the ith mode in the aperture waveguide, where i is a single number
uniquely indexing both the TMzmn and TE
z
mn modes:
• ~b2[i] is the weight of the mode traveling in the +ẑ direction (exiting
the backplane region and entering the frontplane environment); the
un-indexed vector ~b2 contains the weights of all such modes
• ~a2[i] is the weight of the mode traveling in the −ẑ direction (entering
the backplane region from the external environment)
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• ~E(i)t is the transverse component of the modal E-field
• ~H(i)t is the transverse component of the modal H-field
The total transverse E- and H-fields in the absence of any equivalent aper-
ture surface current are given by


















Typically, the modal magnetic field weights are given as a − b, not b − a as
here. This is only done to remain consistent with the a and b wave directions
defined by the block 2-port.
5.5.4 Boundary Conditions
From the equivalence established by switched aperture theory, the equivalent
aperture electric surface current ~Jimp impressed in free space is located in
the aperture waveguide on the boundary S between the regions A and B of
switched aperture theory. To facilitate analysis, this impressed source must
be incorporated into the block 2-port network description of the measurement
apparatus. This can be done by inspecting the boundary condition equations
describing the continuity of the electric and magnetic fields at the interface.
Electric Field
Across the aperture waveguide, the total tangential electric field must be






























Here, the superscript ± on the modal weight vectors denotes the location,
either infinitesimally above or below the planar boundary S. By the orthog-
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onality of the waveguide modes, (5.43) reduces to
~b −2 [i] + ~a
−
2 [i] =
~b +2 [i] + ~a
+
2 [i] (5.44)
or without vector indexing,
~b −2 + ~a
−
2 =




The impressed electric current ~Jimp in the aperture waveguide establishes a
























By way of modal orthogonality, these equations may be reduced by dot-
multiplying both sides by a modal electric field ~E
(j)
t and integrating over the














































t · ~Jimp dA (5.48)
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where the last two lines’ simplifications use i = j obtained from modal or-
thogonality eliminating the summations. Solving for ~c [i],
~c [i] =
(


















t · d ~A
≡ 2 ~Jsrc[i]
(5.49)
Since the term ~b +2 [i] − ~a +2 [i] is the weight of the H-fields for the ith mode
just above (+) the aperture, and ~b −2 [i]−~a −2 [i] is the weight of the H-fields for
the ith mode just below (−) the aperture, this equation expresses the step-
change in the magnetic fields’ modal weights across the aperture interface
where the equivalent electric surface current ~Jimp (from switched aperture
theory) is located. The value of this step change for the ith mode is defined
to be 2 ~Jsrc[i], where the factor of two has been added to the definition for
later convenience. Note that this vector, ~Jsrc, has N elements, which are the
step change coefficients for the N modes in the aperture; it is not an electric
surface current distribution like ~Jimp. Removing the indexing, this vector
may be written in terms of the modal weight vectors as
2 ~Jsrc =
(




~b −2 − ~a −2
)
(5.50)
Modal Reflection and Conversion at z = h+
From the perspective of modes propagating upward (from the backplane
region B into region A), the aperture waveguide opening just above the
impressed current source (z = h+) is the end of the waveguide. Here,
these modes may undergo reflection from and/or transmission into the un-
known environment in region A. Power transmitted out of the aperture wave-
guide may be returned via scattering from objects in the unknown environ-
ment. It is possible for this returned power to excite different modes in
the waveguide, and hence this process may be modeled as a combination
of reflection and modal conversion of the upward-traveling modes. That is,
an upward-traveling wave of mode i (weight ~b +2 [i]) may partially excite its
downward-traveling counterpart (weight ~a +2 [i]) as well as any number of other
downward-traveling modes (weights ~a +2 [j], with i 6= j). Compact represen-
tation of the modal reflection and conversion process due to the environment
above the aperture may be done with the generalized modal reflection ma-
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Figure 5.5: Signal flow graph of aperture waveguide equations
trix [Γenv]. The modal boundary condition at z = h
+ thus becomes
~a +2 = [Γenv]
~b +2 (5.51)
5.5.5 Signal Flow Graph of Aperture Waveguide
The aperture waveguide’s signal flow graph is depicted in Figure 5.5. The
modal transverse E- and H-fields are given by the sum and difference (re-
spectively) of the corresponding ~b ±2 and ~a
±
2 nodes at the boundaries z = h
±.
Though the SFG’s Jsrc node configuration may appear somewhat strange, its
validity may be readily verified. The value for the relevant nodes may be
written in terms of node ~b −2 where I is the identity matrix:
~b +2 =
~b −2 + ~Jsrc (5.52)
~a +2 = [Γenv]
(
~b −2 + ~Jsrc
)
(5.53)
~a −2 = [Γenv]
(
~b −2 + ~Jsrc
)
+ ~Jsrc = [Γenv]~b
−
2 + (I + [Γenv]) ~Jsrc (5.54)
The modal weights of the E-field at z = h− are thus
~b −2 + ~a
−
2 = (I + [Γenv])
(
~b −2 + ~Jsrc
)
(5.55)
and at z = h+
~b +2 + ~a
+
2 = (I + [Γenv])
(




As required by Equation 5.45 for a continuous tangential E-field across z = h,
these two quantities are equal.
Similarly, the modal weights of the H-field at z = h− are
~b −2 − ~a −2 = (I− [Γenv])~b −2 − (I + [Γenv]) ~Jsrc (5.57)
and at z = h+
~b +2 − ~a +2 = (I− [Γenv])~b −2 + (I− [Γenv]) ~Jsrc (5.58)
The difference in these modal field weights is(




~b −2 − ~a −2
)
= 2 ~Jsrc
the same as Equation 5.50, which confirms that the graph models the step
discontinuity in the modal H-fields due to the impressed current source.
Incidentally, for the mathematical case of a magnetic surface current ( ~Ms)
in the transverse plane of a waveguide, a nearly identical SFG as Figure 5.5
applies. For this magnetic current case, instead of both branches exiting
the surface current node having a value of +1, the two branches would have
opposite signs. It can easily be shown using steps nearly identical to those
just taken for the electric current case that such a setup properly models
the continuity of the tangential magnetic field and the step change in the
tangential electric field.
5.6 Summary
With the basics of waveguiding structures, scattering parameters, and aper-
tures as waveguides now covered, all of the necessary groundwork has been
set to apply the switched aperture surface current measurement theory of
Chapter 4. In the next chapter, two calibration methods will be developed




In Chapter 4, it was explained how a switched aperture could be utilized to
measure induced electrical surface current. In summary, the same fields that
induce the surface current when the aperture is shorted also give rise to the
fields that couple through the aperture and into the backplane when the aper-
ture is open. Consequently, for a sufficiently characterized backplane, these
fields can be determined, leading to determination of the shorted aperture
surface current. Combining this concept with the S-parameter model devel-
oped in the previous chapter, the present chapter will establish a calibration
technique for characterizing the backplane region.
6.1 Calibration Method Requirements
As the end-goal of this measurement setup is the determination of the equiv-
alent surface current that radiates into the aperture, a method is needed to
convert the fields measured at the back-plane ports into the strength of the
equivalent aperture excitation. Such a method will be referred to here as
a calibration method. In essence, calibration takes a set of known and/or
measured data describing the measurement system, and uses it to construct
a transfer function modeling this system.
A “good” calibration method possesses a number of qualities. Firstly,
the method should be accurate. Given error-free data, it should reconstruct
the true transfer function of the measurement apparatus. (Implicitly, this
assumes the existence and uniqueness of the solution.) A similar, second
quality is that when given data with small errors, the method should recon-
struct a transfer function that closely approximates the true transfer func-
tion. In other words, the method should not be highly sensitive to the exact
input. Using terminology from numerical analysis, this means the method
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is well-conditioned. From practical standpoints, a third desired quality of a
calibration method is a feasible implementation. Many ideas work on paper,
but can be very difficult to actually realize. For example, this may be due
excessive costs, measurement times, or sensitivity to construction tolerances
and measurement data accuracy.
In the following sections, two similar calibration methods will be analyzed.
These methods are derived from methods for network analyzer calibration.
The reasoning is that since the aperture fields may be expanded using wave-
guide modes as a basis, each mode may be treated as a virtual measurement
“port” in the frontplane of the measurement system. Ideally, each waveguide
mode’s “port” would be mapped one-to-one to a true, physical port in the
backplane of the measurement system, with zero coupling to the other phys-
ical ports. In practice, such isolation would be extremely difficult achieve.
This is akin to the situation with vector network analyzers, where data mea-
sured at each port is corrupted by imperfections and non-idealities that alter
amplitudes, shift phase, and/or cross-couple the measured signals. For net-
work analyzers, the situation is remedied by a process known as error correc-
tion, commonly referred to as “calibration”. In this process, the non-idealities
and imperfections are modeled by an “error network”: a mathematical model
treated as being connected in cascade between the network analyzer and the
physical measurement ports. This model transforms the assumed true values
of a measured device into the values actually measured by the analyzer. By
measuring a sequence of calibration standards, the parameters characterizing
this error network may be calculated, allowing corrupted measurements to
be de-embedded, whereby the error network’s transformation is inverted. In
other words, the calibration procedure de-embeds the virtual measurement
ports corresponding to the aperture waveguide modes. Doing so yields the
true S-parameters of the load being measured in the ideal case (without the
error network’s effects).
Applying the network analyzer calibration concept to a switched aperture
measurement system, the virtual ports corresponding to waveguide modes
may be treated as the ideal measurement ports, and the backplane wave-
guiding structures and measurement apparatus can be treated as a physical
manifestation of an error network. A calibration procedure would thus find
a mapping from the frontplane aperture waveguide modes to the actual mea-
surement ports in the backplane region. Once such a mapping is found, its
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inverse would provide a way to find the aperture modal excitations from
(calibrated) backplane measurements.
A plethora of network analyzer calibration schemes have been developed
and refined over the years. Differences include the number and type of cal-
ibration standards used, the number of ports on the analyzer, assumptions
about the analyzer’s internal configuration (and hence sources of error), and
assumptions about the relative significance of different error sources. This
final point is often used to simplify methods by omitting modeling of certain
errors, which reduces the number of unknowns needed to characterize the
error network. In two-port analyzer calibration schemes, for example, error
networks often make the assumption, among others, that leakage (also called
cross-talk) between the measurement ports is negligible. Such an assump-
tion is quite reasonable given the physical separation often present between
the two ports. However, for general application to switched aperture current
measurement systems, this assumption is unreasonable since the waveguide
modes physically coexist in the aperture waveguide region. Any method of
measuring one mode in the backplane region is likely to couple to the mul-
titude of modes present. As such, any network analyzer error correction
scheme repurposed to calibrate a switched aperture current measurement
system should account for leakage.
One such applicable calibration theory is the procedure used by the Super-
TSD (through, short, delay) method, as described by Speciale [33] and Hel-
ton and Speciale [34]. The benefit of this theory is that it is general-purpose
enough to be used in this application since it makes no assumptions about
the error network or calibration standards. Importantly, it also permits
arbitrary-strength leakage (coupling) between the frontplane measurement
ports. Nevertheless, the Super-TSD method makes an assumption about the
characterization errors present in the calibration standards that can slightly
reduce its accuracy in some cases. A similar calibration method derived from
the work of Butler et al. [35] will be given which weights all of the calibration
standards equally.
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6.2 Overview of Calibration and Measurement
Workflow
A calibration and measurement workflow would proceed as follows. With
the aperture open and any external sources disabled, a series of S-parameter
measurements from the backplane ports are taken, one measurement for each
of the calibration (cal) standards attached to the aperture in the frontplane
region. For a modal expansion of the aperture fields into N modes, there will
be N measurement ports in the backplane region, with each of the cal stan-
dards attached to the aperture being an N -port load. (More accurately, each
standard is an N -mode load.) It must be assumed that the cal standards’
S-parameters from the perspective of the aperture are fully and accurately
known. Since we are working with an over-determined system, it is possible
to relax this constraint and permit the standards to possess a few initially
unknown parameters, which would then be found by the calibration proce-
dure. This concept is used in the well-known TRL calibration scheme [36],
for example. Pursuit of this option will be left as possible future work.
After measurement of the standards, a method is selected and used to
determine the transfer (or chain) scattering parameters of the backplane sys-
tem. These T-parameters map the calibration standards’ true S-parameters
onto the S-parameters measured in the backplane. With this information and
the external sources still disabled, the aperture is opened to the environment
(no calibration standard attached) and a measurement of the S-parameters
modeling the environment is taken. This is done by de-embedding the back-
plane measurements to yield the modal S-parameters of the environment from
the aperture measurement plane. At this point, the system is fully charac-
terized. External sources may be enabled, and the signals measured at the
backplane ports with the open aperture may be converted into the surface
current that would flow over the shorted aperture. With this overview in
mind, details of the calibration procedures will now be explained.
6.3 Setup
The total fields in the aperture will be expanded using N waveguide modes,
where N is the number of measurement ports in the backplane region. All
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of these backplane ports will be lumped into a block, referred to as port 1.
(Here, “block” is used in the sense of a partitioned matrix in linear algebra.)
Similarly, each of the N aperture modes will be treated as a port, with the
collection being lumped into block port 2. This system may be modeled using
generalized, block 2-port transfer (or chain or cascade) scattering parameters,













At both block ports, the incident traveling waves’ amplitudes are contained
as the elements of the vectors ~a1 and ~a2. Likewise the exiting (or scattered)
waves’ amplitudes are contained in the vectors ~b1 and ~b2. This T matrix
maps the aperture waveguide modes at the frontplane of region A (port 2) to
the waves present at the backplane measurement ports of region B (port 1).
6.4 The Super-TSD Calibration Method
For each standard i attached to block-port 2 (the frontplane), the measured
S-parameter(s) at block-port 1 will be denoted by [Smi]. The standard’s
actual, assumed known S-parameter(s) as seen from block-port 2 will be
denoted by [Ssi]. The objective of calibration is to obtain the transform
mapping between these two sets of S-parameters: [Smi]↔ [Ssi].
6.4.1 Super-TSD Derivation
Closely following Speciale’s work in [33], the Super-TSD calibration method
will be derived. For a given (block) load attached to port 2, the following
relationship holds:
~a2 = [Ssi]~b2 (6.2)














where I is the identity matrix of appropriate size. Substituting this vector
























Splitting this block matrix equation into two equations,
~b1 = ([T1] [Ssi] + [T2])~b2 (6.5)
~a1 = ([T3] [Ssi] + [T4])~b2 (6.6)
the vector ~b2 may be eliminated, yielding
~b1 = ([T1] [Ssi] + [T2]) ([T3] [Ssi] + [T4])
−1~a1 (6.7)
In this and all following equations, the presence of the matrix inverse as-
sumes that the inverse exists, i.e., the matrix is not singular. Comparing
this equation to the definition for the block input reflection coefficient for
the system,
~b1 = [Smi]~a1 (6.8)
the forward transformation of the standard’s true reflection coefficient [Ssi]
to the measured coefficient [Smi] is therefore given by
[Smi] = ([T1] [Ssi] + [T2]) ([T3] [Ssi] + [T4])
−1 (6.9)
Calibration seeks the values of the block transfer matrices in this equation,
[Tk] , k = 1, 2, 3, 4, as well as the equation’s inverse. Rewriting this equation
into homogeneous form,
[T1] [Ssi] + [T2]− [Smi] [T3] [Ssi]− [Smi] [T4] = [0] (6.10)
As Speciale notes in [33], this equation is nearly a linear homogeneous ma-
trix equation in the four matrix T-parameters, except for the ordering of
the matrix products (which are non-commutative, in general). However, by
using two simple concepts from multilinear algebra, namely the Kronecker
product and the vectorization (column-stacking) operation, a matrix triple
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(“sandwich”) product can be conveniently equated to





where vec([X])) = ~x constructs a vector by stacking the columns, from left
to right, of the matrix [X]. The Kronecker product operator ⊗ essentially
“explodes” two matrices such that every product combination of their ele-
ments is formed. For an m by n matrix [A], and a p by q matrix [B], their
Kronecker product written as a block matrix is
[A]⊗ [B] =

a11 [B] a12 [B] · · · a1n [B]





am1 [B] am2 [B] · · · amn [B]
 (6.12)
where the block a21 [B], for example, is given by
a21 [B] =

a21b11 a21b12 · · · a21b1q





a21bp1 a21bp2 · · · a21bpq
 (6.13)
Using the identity of Equation 6.11 (with pre- and/or post-multiplication
by the identity matrix, as necessary), Equation 6.10 can be written as the
linear homogeneous equation
([Ssi]
T ⊗ I)~t1 + ~t2 − ([Ssi]T ⊗ [Smi])~t3 − (I⊗ [Smi])~t4 = ~0 (6.14)
where ~ti = vec([Ti]) and ~0 is the zero (null) vector of appropriate dimension.
This family of X matrix-vector equations in 4 vector unknowns is theoreti-
cally solvable given 4 known [Smi] and [Ssi] pairs, though in practice 5 pairs
are needed due to extra free parameters describing the system; this is dis-
cussed later in Section 6.7. In [33], Speciale gives explicit formulas for the
vectors ~ti, where he claims that one of them may be chosen arbitrarily and
the remaining three found as functions of that one. This claim was retracted
in Helton and Speciale’s later paper [34], and hence that approach and the
corresponding explicit formulas will not be given here. What will be used,
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however, is the linear, homogeneous formulation of the calibration problem,
as given by Equation 6.14. The elegance of casting the problem in this man-
ner is its ability to model general N -port (N aperture mode) cases, for any
integer N ≥ 1.
6.4.2 Block T-Matrix Decomposition
Following Speciale’s super-TSD calibration method [33], Helton and Speciale
analyzed the method in much greater mathematical detail. They summarized
their findings in [34]. One of their key results was that the system block T-


















The usefulness of this decomposition is that the block-M matrix only depends
on three of the calibration standards’ measurements, and the block-S matrix
only depends on the true S-parameters of those three cal standards. This
fact can be exploited to analyze the sensitivity of the measurement setup.
6.4.3 Determining the Block-S Matrix
The block-S matrix transforms the calibration standards’ actual S-parameters
[Ss1], [Ss2], and [Ss3] into “the three ‘mathematical’ standards ∞ · I, I, [and]
0 · I”. This transformation is given explicitly in [34] and is repeated below:
Y([X]) = ([S1] [X] + [S2])([S3] [X] + [S4])
−1 (6.16)
= ([Ss1]− [Ss2])([Ss2]− [Ss3])−1([Ss3]− [X])([X]− [Ss1])−1
As a word of warning, the matrix function Y is not the admittance matrix.
Although Helton and Speciale do not define the values of the block [Si]










Note that this block-S matrix is still a T-parameter (cascade) matrix.
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6.4.4 Determining the Block-M Matrix
In a similar fashion to the block-S matrix, the block-M matrix transforms
the so-called mathematical standards into the uncalibrated measurements
([Sm1], [Sm2], and [Sm3]) of the calibration standards. Helton and Speciale
[34] give the reverse transform as
Z([W ]) = ([ZA] [W ] + [ZB])([ZC ] [W ] + [ZD])
−1 (6.18)
= ([Sm1]− [Sm2])([Sm2]− [Sm3])−1([Sm3]− [W ])([W ]− [Sm1])−1
where [W ] would be the backplane (port 2) measurement of a load. As a
word of warning again, the matrix function Z is not the impedance matrix.
If we rewrite this mapping as
Z([W ]) = (− [G] [W ] + [G] [Sm3])([W ]− [Sm1])−1 (6.19)
with
[G] = ([Sm1]− [Sm2])([Sm2]− [Sm3])−1 (6.20)


























[E] = [A]−1 + [A]−1 [B] ([D]− [C] [A]−1 [B])−1 [C] [A]−1 (6.23)
[H] = − [A]−1 [B] ([D]− [C] [A]−1 [B])−1 (6.24)
[K] = −([D]− [C] [A]−1 [B])−1 [C] [A]−1 (6.25)
[L] = ([D]− [C] [A]−1 [B])−1 (6.26)
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we can derive the entries of the block-M matrix as
[M1] = ([Sm3] ([Sm3]− [Sm1])−1 − I)([Sm2]− [Sm3])([Sm1]− [Sm2])−1 (6.27)
[M2] = [Sm3] ([Sm3]− [Sm1])−1 (6.28)
[M3] = ([Sm3]− [Sm1])−1([Sm2]− [Sm3])([Sm1]− [Sm2])−1 (6.29)
[M4] = ([Sm3]− [Sm1])−1 (6.30)
6.4.5 Determining the Block-F Matrix
Helton and Speciale [34] note that the matrix block [F ] may be found by
taking two additional calibration standards and finding their images under
the transforms [Zi] = Z([Smi]) and [Yi] = Y([Ssi]), with i = 4, 5 and the
transforms defined in (6.16) and (6.18). (Remember, these matrices are not
the impedance and admittance matrices of network theory, despite the shared
notation.) These images must be related by
[Zi] [F ] = [F ] [Yi] (6.31)
A method to solve for [F ] is hinted at but not given explicitly in [34], so
one will now be developed. Combining the above equations from the two



































Using the column-stacking operator discussed earlier and matrix triple prod-
uct identity (6.11), the equation can be rewritten as a linear homogeneous
















~f = [H] ~f = ~0 (6.34)
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Non-trivial solutions to Equation 6.34 consist of vectors in the null-space (or
kernel) of the matrix [H]. A basis for this null space may be found from
the singular value decomposition (SVD) of [H] = [U ] [Σ] [V ]H , where the
diagonal matrix [Σ] contains the singular values σi. (The SVD is a well-known
decomposition in numerical linear algebra. See, for instance, Golub and Van
Loan [37].) The right singular vectors (columns of [V ]) corresponding to the
zero-valued σi = 0 (and numerically zero-valued, σi ≈ 0) singular values will
then form a basis for the nullspace of [H]. Thus, by constructing [H] and
computing its SVD, a valid solution for ~f = vec([F ]) can be found by taking
a right singular vector ~v that corresponds to a zero or near-zero singular
value.
In actual usage, it has been found that [H] is often a full-rank matrix (i.e.,
it has no null-space aside from the zero vector), meaning that the smallest-
valued singular values are still relatively large. The remedy taken in these
cases is to use the right singular vector corresponding to the smallest sin-
gular value. This corresponds to zeroing the smallest singular value, and in
mathematical terms is equivalent to finding the nearest (in a Frobenius norm
sense) rank-deficient matrix to [H].
6.4.6 Calibration Standard Bias
One of the shortcomings of the 5-standard Super-TSD method based on the
decomposition given above is that it gives preference, or bias, to three of the
standards. In particular, the three calibration standards used to determine
the block-M and block-S matrices are implicitly assumed to have error-free
characterizations. This is because the block-M and block-S matrices are
assumed to be exactly defined by the first three cal standards. Since the
remaining two cal standards used to find the matrix [F ] are essentially deter-
mined from a least-squares method (the SVD decomposition and projection
on to the nearest rank-deficient matrix), some degree of error in the charac-
terizations of these final two standards is permitted. Evidence of this bias is
shown in the next chapter in Figure 7.12. For cases in which the character-
izations of three of the cal standards can reasonably be known to a higher
accuracy than the final two standards, this bias can actually be a benefit.
However, in the general case where all of the standards are characterized to
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the same level of accuracy, the SVD-based calibration method of Section 6.6
is a better bet, as it treats all standards equally.
6.5 System Condition Number
A measure of the sensitivity of the measurement system can be found from
the condition number of its T-parameter matrix,
κ([T ]) = ||[T ]|| ·













which quantifies the discrepancy in how much the matrix transforms differ-
ent vectors that it operates on. The condition number and its properties are
well-known and widely defined, for instance in Golub and Van Loan [37] or
Heath [38]. A well-conditioned matrix has κ([T ]) = 1 (the lower bound on
κ) and merely rotates vectors in N -dimensional space, while a poorly condi-
tioned matrix (κ([T ])  1) also greatly expands or shrinks certain vectors
more than others. The upper bound, κ → ∞, corresponds to a singular
(rank-deficient) matrix. Since the system measurements equate to loads or
cal standards—loosely, ~x—transformed by the system [T ] into measurements
~b = [T ] ~x, the conditioning of the system matrix is a measure of how sen-
sitive the measurement results are to a change in the measured load. High
sensitivity in this case is generally problematic, since a small change to the
load (including from noise or sources of error) may result in a large change
at the measurement output.
6.5.1 Application to the Super-TSD Calibration Method
Helton and Speciale’s decomposition [34] of the T -matrix, explained in Sec-
tion 6.4.2 and given by [T ] = [M ] [F ] [S], will now be exploited to more
thoroughly characterize the system sensitivity. A useful property of the con-
dition number of a product of matrices is that it is bounded from above by
the product of the condition numbers of its factors:
κ([T ]) = κ([M ] [F ] [S]) ≤ κ([M ])κ([F ])κ([S]) (6.36)
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Since [S] depends only on the calibration standards used, this means the
standards can be chosen to minimize κ([S]), thereby reducing the maximum
value possible for κ([T ]) per Equation 6.36. Likewise, since [M ] depends
only on the measurement network itself, the properties of the network can
be tailored to minimize κ([M ]). In this manner, the design of the calibration
standards and the measurement (backplane) waveguiding apparatus can be
partially decoupled, possibly easing both design procedures. Due to the
linkage between the two via the F -matrix, the design of the cal standards
and measurement apparatus can not be fully decoupled, but this is to be
expected since the final result (the T -matrix) is determined by the two.
As was briefly explained in Section 6.4.6, the Super-TSD calibration method
has a bias assuming the first three (of five required) standards are known to
a higher degree of accuracy. In situations where it is not clear which three
standards to select, one can use the relation of (6.36) to minimize the T -
matrix condition number. More specifically, by iterating over all possible
combinations of three standards chosen from a pool of five, one can com-
pute the block-M and block-S matrices. From these, combinations with the
highest condition numbers κ([M ]) and κ([S]) can be discarded. Granted, for
low port counts N with modern computational power, computing the full
block-T matrix and finding its condition number directly is quite feasible,
hence the decomposition of (6.36) would not be needed in such cases.
6.6 The SVD-Based Calibration Method
In order to overcome the bias present in the Super-TSD calibration method,
an alternative, general-purpose method fully based on the singular value
decomposition (SVD) will be developed. In [35], Butler et al. present a
method for full 2-port calibration with leakage errors (that is, N = 2 and
the error network has four ports and 16 terms). They acknowledge that
the matrix to be solved for the system’s parameters is rank-deficient with a
two-dimensional nullspace (it has “two singularities” in their words). To get
around this, they propose normalizing the matrix by one of the unknowns,
which converts the homogeneous matrix equation [A] ~x = ~0 in 16 unknowns
into the heterogeneous equation [A′] ~x ′ = ~b in 15 unknowns, which they then
solve using an SVD decomposition of [A′]. It is unclear how this resolves the
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issue of the dependent equations, though: it appears to arbitrarily choose
a value for one of the unresolvable parameters (the normalizing parameter).
Silvonen [39] also comments on this, suggesting that the approach in [35] may
be implicitly assuming more about the network (symmetry or reciprocity, for
example) in order to obtain a solution. Since this approach is somewhat
suspect, it will not be used directly, but its initial equations and the idea of
utilizing the SVD will be borrowed. These initial equations are the same as
(6.10) from the Super-TSD method, though Butler et al. forgo generalizing
to higher port counts N > 2 in order to obtain linear, scalar equations.
However, by using Speciale’s multilinear algebra approach from [33], we can
again convert the nonlinear (6.10) into the linear (6.14) and apply an SVD
method. This will generalize Butler et al.’s method to arbitrary N-port
(N ≥ 1) calibrations.
To develop an SVD method hybridizing the work of Speciale and Butler,
begin with the linear matrix-vector Equation 6.14. Like Speciale’s Super-
TSD method, add a row to the system block matrix for each calibration
standard measurement pair (actual and measured value pair). This system
matrix has blocks of size N2 × N2, and is an XN2 × 4N2 matrix, where
X ≥ 4 is the number of calibration standards. Although 4 N -port standards
would seem sufficient to determine all of the unknowns, in practice at least
5 are required; see section 6.7 for more details. Note that for X > 4, the
linear system is overdetermined. This differs from the original Super-TSD
method [33], which only uses three standards. Now, inspired by the SVD-
approach of Butler et al. [35], we can use the SVD to solve the resulting
homogeneous matrix-vector equation. This equation, for the case of X = 5
calibration standards, is
I⊗ [Ss1]T I − [Sm1]⊗ [Ss1]T − [Sm1]⊗ I
I⊗ [Ss2]T I − [Sm2]⊗ [Ss2]T − [Sm2]⊗ I
I⊗ [Ss3]T I − [Sm3]⊗ [Ss3]T − [Sm3]⊗ I
I⊗ [Ss4]T I − [Sm4]⊗ [Ss4]T − [Sm4]⊗ I







 = [H]~t = ~0 (6.37)
Since this system of equations is homogeneous, there are infinitely many
solutions (provided a solution exists), or in other words, the solution is only
unique to within a complex, scalar constant. To find a solution, we only need
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to compute the SVD of the matrix [H] = [U ] [Σ] [V ]H , where the superscript
H denotes the matrix conjugate-transpose, the columns of [U ] and [V ] contain
the orthonormal left- and right-singular vectors, and [Σ] is a diagonal matrix
with the corresponding (real-valued, nonnegative) singular values. For zero-
valued singular values σi = 0, their corresponding right-singular vector ~vi
lies in the nullspace of [H]. For X ≥ 5 cal standards, this nullspace should
be one-dimensional, i.e., only one singular value will be zero. In practice,
however, it will not be exactly zero, but some small value. Provided this
singular value is sufficiently small, σi ≈ 0, it can be assumed to be zero and
its right-singular vector ~vi can be chosen as the solution to the homogeneous
equation: ~t = ~vi. Note that if we were to manually zero σi → 0, update the
diagonal singular value matrix [Σ]→ [Σ′], and recompute the system matrix,
[H ′] = [U ] [Σ′] [V ]H
then this new matrix [H ′] is the least-squares, nearest singular (or rank-
deficient) matrix to the original matrix [H].
6.7 Dependent Equations
As was indicated earlier, the homogeneous, linear system of equations (6.14)
describing the measurement system has 4N2 (4 vector) unknowns, yet X = 5
calibration standards (each parameterized by N2 S-parameters) are needed
in practice to determine all of the unknowns. This indicates that the equa-
tions cannot all be linearly independent; some degree of redundancy exists
between them. This fact has been noted numerous times in the literature,
e.g., Helton and Speciale [34] curtly state so without proof or explanation,
Silvonen [39] makes mention that this fact has been determined numerically
but not analytically, and Silvonen, Dahlberg, and Kiuru [40] even go so far
as to say “[t]he fact that an additional standard measurement is needed to
get the last independent equation seems to be a ‘chronic’ problem in the
calibration theory.”
A basic explanation of this perhaps puzzling fact can be offered by consid-
ering the S-parameters of the measurement system. Butler et al. [35] suggest
an explanation that agrees with the one to follow, but since they do not
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Figure 6.1: Block 4-port signal flow graph
go into detail, a more thorough though still qualitative explanation will be
offered.
Consider the block 4-port SFG of Figure 6.1, which shows the relevant
connections relating the measurement ports 0 and 3 with the ideal ports 1
and 2. Since all of the measurements are taken from ports 0 and 3, one
can see that any signal (traveling or evanescent wave) that interacts with the
ideal ports must traverse at least one of the forward paths {S10, S20, S13, S23},
combined with one of the reverse paths {S01, S31, S02, S32}. Consequently,
no matter how complicated the resulting transfer function is, one of the
forward path S-parameters will always be multiplied by one of the reverse
path S-parameters; they always come paired as products. The 16 possible
product pairs for a 4-port (N=2) error network are listed in Table 6.1; for
this particular case, all of the entities in the SFG are scalars, not matrices
and vectors.
Since the forward and reverse S-parameters are always present in pairs,
a given pair is determined up to a constant. The pair S01S10, for example,
may have its factors scaled by a constant c without any discernible effect
on the measurement: (S01
c
)(cS10). In the first half of Table 6.1, the possible
pairs corresponding to no cross-coupling between the ideal ports are listed.
The second half of the table gives the pairs when the ideal ports are cross-
coupled by an attached load (not pictured in the diagram). It can be seen
that two scalar constants c and d can multiply or divide the S-parameters
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Table 6.1: All possible forward and reverse S-parameter pairs for a 4-port
network, along with their corresponding free parameters
Reverse Forward Scaling
Parameter Parameter Factors
S01 S10 1/c, c
S31 S10 1/c, c
S02 S20 1/d, d
S32 S20 1/d, d
S01 S13 1/c, c
S31 S13 1/c, c
S02 S23 1/d, d
S32 S23 1/d, d
S02 S10 1/c, d
S32 S10 1/c, d
S01 S20 1/d, c
S31 S20 1/d, c
S02 S13 1/c, d
S32 S13 1/c, d
S01 S23 1/d, c
S31 S23 1/d, c
without affecting the resulting product pairs in the first half of the table.
These scaling factors are given in the third column.
Now, for this example case of a scalar, 4-port network, there are a total of
16 S-parameters that must be determined from the calibration process. As
was just explained, though, two additional constants c and d may scale the
actual S-parameters, bringing the total number of unknowns to 18. Since
the system of equations is homogeneous, though, one of these parameters
may be chosen freely. However, since X = 4 calibration standards still
only provide 16 equations, not 17, a fifth standard is required in general
to properly determine all of the unknown S-parameters. As an alternative
to a fifth standard, one may also use additional constraining information to
determine the constants. If, for example, it is known that the network being
calibrated is reciprocal, then Spq = Sqp. For the four-port example, this
means that c = d = 1.
Although this discussion has centered on S-parameters, the calibration
procedures outlined previously actually operate on T-parameters. Because
the mapping between the S-matrix and T-matrix is one-to-one, the T-matrix
possesses the same information as the S-matrix, just mathematically rear-
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ranged. Consequently, the issue of redundancy (an under-determined prob-
lem) plagues it as well, and at least five standards are required to determine
it in general.
The free parameter due to homogeneity manifests itself in that the T-
parameter matrix is only determined up to a constant. This can easily be
seen in (6.7), repeated here:
~b1 = ([T1] [Ssi] + [T2]) ([T3] [Ssi] + [T4])
−1~a1
Any scalar multiplying the entire T -matrix will be canceled out in this equa-
tion due to the inverse operator on the second parentheses factor. In the next
section, the relation between the impressed electric current in the aperture
to the measured fields in the backplane will be found; for that expression, a
scalar constant multiplying the T -matrix does not cancel out, and so the true
measurement apparatus T-parameters will be needed. The only way to ob-
tain these (short of attaching a measurement source directly to the aperture)
is to assume additional information about the measurement setup. For the
probed square waveguide, one valid approach is to assume the structure is re-
ciprocal; this means that the S-parameter matrix is symmetric. As discussed
by Zhang et al. in [41], one can find a scaling factor for a given T-matrix to
make its corresponding S-parameter matrix as symmetric as possible. Based















−1 [T1]− [T2] [T4]−1 [T3]
[T4]
−1 − [T4]−1 [T3]
]
(6.39)
one can see that requiring reciprocity ([S] = [S]T ) can be partially enforced
by requiring [S12] = [S21]
T . True reciprocity also requires [S11] = [S11]
T and
[S22] = [S22]
T , but a scalar scaling of [T ] cannot affect these. Still following
the work in [41], we can see that if a (complex scalar) constant k is used


















k2I = [S21]T [S12]−1 (6.42)
where I is the identity matrix. In actuality, the right-hand side of (6.42) often
will not be a purely diagonal matrix with identical diagonal elements due
to noise, rounding errors, and the like. Provided the off-diagonal elements
are tolerably small and the on-diagonal elements are suitably similar, this
equation then gives the scaling factor k that needs to be applied to the T-
parameter matrix to make it reciprocal. Due to the equation yielding k2, this
constant is only determined up to the ± sign of the square root. Choosing
the proper sign requires additional information about the anticipated transfer
phase of the measurement apparatus between the aperture and the backplane
ports. One could estimate this from full-wave simulations of the setup, for
example.
6.8 Transfer Coefficient
The relationship between an equivalent electric surface current in the aper-
ture (frontplane ports) and the measured fields (backplane ports) will now
be derived. As was shown earlier in Section 5.5.5, the upward and downward
traveling waves at the top of the aperture are related to the environment
reflection coefficient [Γenv] and the equivalent surface current weights ~Jsrc by
~a −2 = [Γenv]
~b−2 + ([Γenv] + I) ~Jsrc (6.43)
From the T-parameter description of the measurement system we have
~b1 = [T1]~a2 + [T2]~b2 (6.44)
~a1 = [T3]~a2 + [T4]~b2 = ~0 ⇒ ~a2 = − [T3]−1 [T4]~b2 (6.45)
The assumption of ~a1 = ~0 comes from terminating the backplane measure-
ment ports in their characteristic impedances, as would be done when per-
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forming measurements. Substituting the right-hand side of Equation 6.45
into 6.43 and 6.44 gives
− [T3]−1 [T4]~b2 = [Γenv]~b2 + ([Γenv] + I) ~Jsrc (6.46)
~b1 = − [T1] [T3]−1 [T4]~b2 + [T2]~b2 (6.47)
With some algebra, Equation 6.47 may be used to eliminate ~b2 in equa-
tion 6.46, yielding at last the expression relating the equivalent surface cur-









([Γenv] + I) ~Jsrc (6.48)
For measurement purposes, the inverse of this equation is used:








The transfer coefficient given by Equation 6.49 may be alternatively ex-
pressed by converting the T-parameters to S-parameter expressions (given,






[S12]− [S11] [S21]−1 [S22] [S11] [S21]−1
− [S21]−1 [S22] [S21]−1
]
(6.50)
and simplifying the expressions:
~Jsrc = ([Γenv] + I)−1 (I− [Γenv] [S22]) [S12]−1~b1 (6.51)
Inspection of the transfer coefficient matrix in (6.51) that relates ~b1 to ~Jsrc
shows that the backplane waveguiding apparatus is subject to a few con-
ditions. Firstly, the matrix ([Γenv] + I) must not be singular. Such a case
would be associated with certain pathological environmental reflection coef-
ficients; a perfect short, for example, would have [Γenv] = −I, but since this
corresponds to the shorted aperture, not the open aperture as was assumed
when deriving the transfer coefficient, this particular case is not relevant.
Other problematic values for [Γenv] may exist, though it remains to be seen
how common these are in practice. It seems likely that such cases are dif-
ficult to obtain without intentional misdesign. Equation 6.51 also specifies
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the condition that the waveguiding apparatus have [Γenv] [S22] 6= I in order
to have a non-zero transfer coefficient matrix. This is also associated with
certain pathological setups for [Γenv] and [S22] that are not anticipated to be
violated in practice. Finally, (6.51) requires that [S12]
−1 be nonzero, or that
[S12] be nonsingular. Such a condition specifies the common-sense condition
that the waveguiding apparatus must actually couple the aperture waveguide
modes to the true measurement ports in the backplane region. It also con-
tains the condition that the measurement ports must exhibit some diversity
in their coupling (a nonsingular matrix) to the various aperture waveguide
modes (for N > 1 modes) in order for the system and calibration routine
to be able to separate out the effects of each mode and localize each to a
single measurement port, post-calibration. In actual implementation, these
three conditions for the transfer coefficient matrix to be defined and non-zero
are likely the extreme bounds of problematic solutions in the design space
encompassing all possible waveguiding apparatuses. For example, a given
waveguiding apparatus may have a mathematically nonsingular [S12] matrix,
but numerically the matrix may be so poorly conditioned as to render the
measurement setup overly sensitive to noise and minor sources of error. De-
termining useful bounds for the various system parameters to quantify the
expected sensitivity of a setup is a topic of future work.
One way to investigate the transfer coefficient of a particular setup is with
computer simulations. In such cases where only S-parameters are given, not
measurements of the measured modal weight vector ~b1, one can use
~b1 = ~S12a2 (6.52)
where the scalar a2 is the input wave for the excitation source. Selecting the































~En × ~H∗n · d ~A
} (6.56)
This only determines the magnitude of a, but since this is the input and hence
phase reference, any arbitrary phase may be selected. The total electric and
magnetic fields ~E and ~H are those feeding the excitation source, where it has
been assumed that only a single mode is excited; adding a subscript n refers
to the normalized, modal forms of these fields
Once the modal coefficients in ~Jsrc have been determined, Equation 5.49,
repeated below in part, can be used to find the actual current distribution












t · d ~A
≡ 2 ~Jsrc[i] (6.57)
The dot product in the numerator of the left-hand side essentially measures
the similarity or alignment between the tangential modal electric field and the
impressed surface current to within a complex scaling factor. This suggests
it will be helpful to expand the impressed current into a modal sum, using
the modal tangential electric fields as basis functions with units transformed










The unitless, modal weights αk are the basis function expansion coefficients
for the current. It is these weights that we are ultimately interested in, since
when combined with the basis functions ~E
(k)
t /Zwk, they yield the impressed
surface current we seek to measure. Recall from the switched aperture mea-
surement theory of Chapter 4 that this measured, impressed current source
is equal to the negative (180◦ phase shifted) of the actual, induced surface
current when the aperture is shorted. Consequently, to find the true induced
current, we will need to introduce an extra negative sign into (6.57). With
this change and substituting the basis expansion equation into (6.57), we
can use modal orthogonality (hence k → i, since all k 6= i terms are zero) to
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eliminate the summation, giving the modal expansion weights:















These weights are the resulting output of a switched aperture surface current
measurement. When combined with the modal expansion of (6.58), they give
the projection of the true, shorted-aperture surface current onto the chosen
modal basis functions.
6.9 Summary
This chapter developed and discussed the calibration theory necessary for an
actual implementation of a switched aperture surface current measurement
system. In a discussion of the requirements for such a calibration theory, it
was explained how conventional network analyzer error correction schemes
could be repurposed for the application at hand. This was followed by a
basic calibration and measurement workflow, which was independent of the
calibration method used. The Super-TSD calibration method was then pre-
sented. Details of a decomposition it offers were expanded beyond those
presented in the original literature, and an alternative method for solving
the decomposition was given. After noting an implicit bias in the Super-
TSD method, a different approach based primarily on the SVD was created
to eliminate the bias. At this point, an explanation was offered for why more
calibration standards than expected are required in practice by referring to
the SFG of the network being characterized and showing that it has addi-
tional free parameters as a consequence of the 1-sided measurement setup.
The chapter concluded by deriving the relationship between the backplane





TESTING OF THE THEORY
A theory is good only insofar as it can explain and predict the real world
in practice. Following the extensive build-up and analysis of theory in the
previous chapters, this chapter turns to practical testing of this theory for
switched aperture surface current measurements. Doing so requires design-
ing and analyzing one of the infinitely many possibilities for the backplane
measurement apparatus, and so the work here may be considered a hope-
fully representative case study of the theory. The structure under scrutiny
will be a short length of dual-probed, square cross-section waveguide. After
introducing this setup, a number of possible calibration standards will be
described, with extra analysis devoted to the interesting case of a diagonal
wire-loaded section of waveguide. The setup with an attached, finite ground
plane will then be simulated in a full-wave solver using a distant, waveguide
horn antenna as an excitation source to induce currents on the ground plane
and shorted aperture. Simulations of the calibration measurements will show
that the calibration schemes work, but exhibit high sensitivity, which will be
studied as a function of added noise. Simulated backplane measurements will
then be taken and converted into surface current measurements to check the
accuracy of the overall method. The chapter will conclude with real-world
experimental evaluation of the theory and conclusions from the findings.
7.1 Probed Square Waveguide
For the simulation and experimental testing of the switched aperture sur-
face current measurement technique, a square waveguide with two orthogo-
nal coaxial probes will be used. Square waveguides are less common than
their rectangular counterparts, in part because the square geometry creates
degenerate modes: modes with identical properties (cutoff frequency, propa-
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gation/attenuation constant, etc.) that differ only by a rotation of their field
components. For the purpose at hand, this is actually beneficial since it eas-
ily allows for a two-mode (N = 2) aperture with highly symmetric (though
linearly independent) coupling from the aperture modes to the backplane
ports. Furthermore, if one of the modes is above its cutoff frequency, then
both modes are. This eases restrictions on the placement of the backplane
ports relative to the aperture, since the modes are propagating, not evanes-
cently decaying. (Coupling to evanescent modes requires careful probe/port
placement to avoid the mode decaying too much to detect.) Furthermore,
to make both modes propagating, the aperture dimensions only need to be
around a half wavelength (a = b = λ/2) since the two modes are the de-
generate, fundamental TE10 and TE01 modes. In contrast, to get a similar
effect in rectangular waveguide, one would need to operate above the cutoff
frequency of the second mode (to make both modes propagating), making
the aperture larger than for a square waveguide. For the worst case, with
a > 2b, the second propagating mode after the fundamental TE10 mode is
the TE20 mode, which would require the aperture to be on the order of a
whole wavelength (a = λ) for both modes to propagate.
Schematics of the probed, square waveguide are shown in Figures 7.1 and
7.2, and pictures of the fabricated device are shown in Figure 7.3. Region B,
the backplane region, corresponds to the (blue) interior of the waveguide
and includes two 50 Ω coaxial cable probes. The bottom of the waveguide
is shorted by a PEC plate (gold-colored), while the top is the aperture (in
green, in the center of Figure 7.1). Everything exterior to the square wave-
guide, including the surrounding free space (airbox not pictured) and the
attached finite ground plane, is located in Region A. Some of the design
parameters are given in Table 7.1. The exact numbers used are based on
a real-world fabricated setup, hence their somewhat arbitrary-seeming na-
ture. The operating frequency chosen was 8 GHz, which was selected to
allow for reasonably sized waveguide. The SMA probes were placed roughly
a quarter-wavelength away from the shorted bottom of the waveguide, with
the reasoning that they would then be located near a field peak (constructive
interference) from downward and upward traveling modes. Had the probes
been located an integer multiple of half a guided wavelength, their location
would correspond to a field minimum (a null when the counter-propagating
modes have equal magnitude), causing problems by reducing the magnitude
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Figure 7.1: Top-down view of the probed square waveguide with a finite
ground plane (in orange). The green square in the center, opening into the
square waveguide, is the aperture region.
of the values in the waveguide’s [S12] matrix (see the discussion of Equa-
tion 6.51). The total length of the square waveguide was selected such that
the waveguide length from the aperture to the probes was sufficiently long
that higher-order, evanescent modes not being measured should decay to low
enough levels as to not perturb the measurements of the two propagating
modes.
7.2 Calibration Standards
One of the objectives of a good calibration set, roughly speaking, is to provide
sufficient diversity of measurements against which to calibrate the system.
For the square waveguide configuration, a number of basic standards can be
created. These include the short, offset short, open environment, and diag-
onal wire loaded short. This final standard provides two significant degrees
of freedom that will be explored shortly.
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Figure 7.2: Side view of the probed square waveguide (blue) with a finite
ground plane (orange). The aperture corresponds to the opening of the
waveguide in the ground plane.
(a) End view (b) Side view
Figure 7.3: The fabricated, probed square waveguide
85
Table 7.1: Details for the simulation of the probed square waveguide
Parameter Value
Frequency 8 GHz
Ground plane a = b 120.5 mm
Waveguide a = b 22.86 mm
Waveguide Height 46.5 mm
Probe Dielectric Teflon (εr = 2.1)
Probe (SMA Coax) Outer Diameter 4.10 mm
Probe (SMA Coax) Inner Diameter 1.27 mm
Probe #1 Offset from Short 19.0 mm
Probe #2 Offset from Short 18.5 mm
Figure 7.4: The offset short calibration standard
7.2.1 Short and Offset Short
These calibration standards simply correspond to shorting the aperture, ei-
ther at its opening or at an extended position above the opening. A fabricated
offset short is pictured in Figure 7.4. For a two-mode, square aperture, the










where γ10 = γ01 is the complex propagation coefficient (purely imaginary
for propagating modes) of the two modes, and `s is the distance from the
aperture reference plane to the short location. For a non-offset short, `s = 0.
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7.2.2 Open Environment
If an open, unobstructed free-space environment above the aperture can be
obtained, then such a setup can be used for calibration. In this case, the
aperture is opened but nothing is attached, save perhaps a large ground plane
if desired. Provided the setup can be reasonably simulated or analytically
modeled, the open environment can serve as a low-reflection calibration load.










where the diagonal, self-reflection terms will often have small magnitudes and
the off-diagonal, cross-coupling terms will have even smaller magnitudes. The
matrix is symmetric (S12 = S21) due to the assumed reciprocity of the setup
and persymmetric (S11 = S22) due to the physical symmetry of the setup.
7.2.3 Diagonal Wire Loaded Short
The calibration standards discussed so far are analogous to the short (or
reflect) and match (or load) standards used in conventional network analyzer
calibrations. Seeking to further extend this correspondence, a through (or
“thru”, or line) load would be needed. For a multimode waveguide aperture,
a through standard operates as a reflect performing modal conversion. In
other words, it converts a given incident mode into one or more different,
scattered modes. Waveguide modes that are otherwise orthogonal can be
coupled when the boundary conditions of the waveguide change; such changes
include varying the waveguide dimension, terminating the waveguide, and
loading the waveguide.
The cal standard developed for this work consists of a combination of load-
ing and termination. The square waveguide is first terminated in an offset
short. This only reflects incident modes, but will not couple them. To facil-
itate coupling, a conducting wire is placed diagonally across the waveguide,
a set distance away from the short and lying in the waveguide’s transverse
plane. One fabricated instantiation of this type of cal standard is shown in
Figure 7.5. Intuitively, coupling occurs because an incident mode, say the
TE10 with a vertically polarized electric field, excites diagonal currents on the
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(a) Inside view (b) Side view
Figure 7.5: The mode converter calibration standard
conducting wire. When these currents radiate, generating scattered fields,
their diagonally polarized electric fields will excite both the vertically polar-
ized TE10 and horizontally polarized TE01 modes. Due to interaction with
the offset short, the resulting scattered fields are a mixture of both modes,
with the mixing ratio depending significantly on the distance between the
wire and the short and, to a lesser degree, on the diameter of the diagonal
wire. Changing the orientation of the wire by a 90◦ rotation in the transverse
plane (switching the waveguide corners it’s connected to) changes the sign of
the cross-coupling S-parameters: S21 → −S21 and S12 → −S12.
To more fully characterize this load, a section of square waveguide with a
diagonal wire was simulated in the full-wave solver ANSYS R© HFSS
TM
(ver-
sion 19.0). The waveguide’s cross-section and simulation frequency were both
the same as for the probed, square waveguide discussed earlier. By placing
wave ports on both sides of the wire, a 4-port device was created. Ports 1
and 2 correspond to modes TE10 and TE01 on the left side of the wire, and
ports 3 and 4 correspond to these same modes but on the right side of the
wire. Based on the attenuation constants of the next most significant modes,
the evanescent TE11 and TM11 modes (having 1/α = 10.17 mm), the wave
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Figure 7.6: HFSS 4-port simulation of the diagonal wire loaded square
waveguide. The PEC diagonal wire is located in the center. The waveguide
is fed by two-mode wave ports on either end, though only the left side wave
port and its de-embedding distance are pictured.
ports were offset a sufficient distance (25 mm) away from the wire to allow
these and other higher-order evanescent modes to decay and not corrupt the
numerical data. The measured S-parameters were then de-embedded to re-
move the offset distance, effectively yielding the properties of the wire alone
without any length of waveguide. The HFSS simulation setup is shown in
Figure 7.6. Pictured in Figure 7.7 are the S-parameter magnitudes as a
function of the radius of the diagonal wire. Not surprisingly, for very thin
wire radii, the wire has little effect with minimal self-mode reflection (e.g.,
|S11| ≈ 0), minimal cross-mode reflection or transmission, and high self-mode
transmission (e.g., |S31| ≈ 1). As the wire gets thicker and thicker, the self-
mode reflection approaches unit magnitude since a very wide radius wire
approximates a short circuit.
By assuming an ideal waveguide and short, cumbersome but basic expres-
sions can be found that model the diagonal wire-loaded short calibration
standard. The SFG for this case is depicted in Figure 7.8 and assumes only
two, degenerate, propagating modes are present with propagation constant
β. The short is offset a distance ` from the diagonal wire and acts as a load
on both ports 3 and 4. The S-parameters of this setup, reduced to a 2-port
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Figure 7.7: De-embedded S-parameters for 4-port simulation of diagonal
wire loading
Figure 7.8: SFG for the diagonal wire in front of a length of shorted
waveguide
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device and denoted with a prime symbol, are given by






− S13S34S41 − S14S31S43 + S14S33S41 + S14S41ej2β`
S33S44 + S33ej2β` − S34S43 + S44ej2β` + ej4β`






− S13S34S42 − S14S32S43 + S14S33S42 + S14S42ej2β`
S33S44 + S33ej2β` − S34S43 + S44ej2β` + ej4β`






− S23S34S41 − S24S31S43 + S24S33S41 + S24S41ej2β`
S33S44 + S33ej2β` − S34S43 + S44ej2β` + ej4β`






− S23S34S42 − S24S32S43 + S24S33S42 + S24S42ej2β`
S33S44 + S33ej2β` − S34S43 + S44ej2β` + ej4β`
where the unprimed S-parameters are those of the 4-port model for the di-
agonal wire. By extracting the 4-port S-parameter values from the HFSS
simulations (which are only a function of wire radius) and plugging them in
to the above equations, plots of the reduced S-parameters may be rapidly
generated without requiring further full-wave simulations.
Shown in Figure 7.9 is a magnitude plot of the self- and cross-coupling
parameters as a function of the wire’s distance from the short, `s, for the
case of a 1 mm radius wire. Note that |S11| = |S22| and |S12| = |S21|. This
plot agrees essentially perfectly with the overlaid results of full, HFSS sim-
ulations of the entire structure. As would be expected, the cross-coupling
S-parameters approach zero as `s approaches zero, since for `s = 0 the wire
merges with the terminating short. For this particular geometry, a distance
of `s = 12 mm reflects an incident mode back as an equal mix of itself and
the other, degenerate mode. At `s = 22 mm, an incident mode is nearly fully
converted to its degenerate counterpart, with minimal self-reflection occur-
ring. Additionally, the S-parameters exhibit the expected λg/2 periodicity
with respect to distance to the short in terms of the propagating modes’
guided wavelength of λg = 65.41 mm.
Repeating the above semi-analytical calculations but using the HFSS-
generated S-parameters for wires of differing radii, the family of curves in
Figure 7.10 depict the modes’ self-coupling parameters and those of Fig-
91
0 10 20 30 40 50 60 70 80



























Figure 7.9: Self- and cross-coupling S-parameters at 8 GHz for a 1 mm
radius PEC wire in a square waveguide of side length 22.86 mm, as a
function of wire offset distance from a terminating short. The “theory”
traces use HFSS-extracted 4-port, de-embedded S-parameters for the
diagonal wire in the equations of (7.3)-(7.6).
ure 7.11 depict their cross-coupling parameters. In general, it can be seen
that larger wire radii give better cross-coupling performance. The plots also
confirm that both the offset short distance from the wire and the wire’s radius
are viable design parameters for this class of calibration standard.
7.3 Simulations
With the measurement apparatus in place and the calibration standards de-
scribed, we now turn to simulated measurements using these components.
The calibration measurement process will be described, followed by a sensi-
tivity analysis of the two calibration methods. HFSS simulations will then be
used to simulate switched aperture current measurements, with the results
compared to simulation-derived true values.
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Figure 7.10: Magnitude S11 for both propagating modes at 8 GHz in a
square waveguide of side length 22.86 mm, as a function of wire radius and
offset distance from a terminating short.
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Figure 7.11: Magnitude S21 for both propagating modes at 8 GHz in a
square waveguide of side length 22.86 mm, as a function of wire radius and
offset distance from a terminating short.
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7.3.1 Calibration
To perform a simulated calibration, a set of calibration standards was created
consisting of the short, offset short (`s = 16 mm), open environment (without
a ground plane), and two diagonal wire loaded shorts. For the latter two
standards, the wire of radius 1 mm was offset two different distances from
the short: 13.3 mm and 21.8 mm. These were referred to as the mode mixer
and mode converter standards, respectively, since they roughly correspond
to |S11| = |S21| = −3 dB for the mixer and |S11| = −25 dB and |S21| ≈ 0 dB
for the converter (see Figure 7.9). Depending on the rotation (0◦ or 90◦), two
subtly different cal standards can be generated from one physical standard,
bringing the total to seven different standards.
To simulate the calibration process, 14 separate designs were created in
HFSS: one to characterize the true S-parameters for each of the standards,
and one with each of the standards attached to the probed square waveguide
to obtain backplane calibration measurements. Finally, a simulation of just
the probed square waveguide alone was performed, where the aperture was
replaced with a dual-mode wave port. This allowed the true S-parameters
of the waveguide apparatus to be found, which acted as the golden standard
against which the calibration methods’ results were compared. After all of
the HFSS-extracted data was analyzed and run through both the Super-TSD
and the SVD-based calibration methods, the resulting T-parameter matrices
were scaled to obtain reciprocal S-parameter networks, per the discussion
in Section 6.7. The resulting S-parameters differed significantly from those
of the HFSS reference (the so-called golden standard), and included signifi-
cantly non-passive results (S-parameter magnitudes much greater than one).
Naturally this raised the question: What caused this discrepancy? To study
this, a sensitivity analysis on the calibration algorithms was performed.
7.3.2 Sensitivity Analysis
Following the erroneous results obtained from an HFSS-simulated calibra-
tion, the sensitivity of the two calibration methods was studied as a function
of numerical noise. During the iterative solution process of solvers like HFSS,
the simulated S-parameters are continually recomputed for the same struc-
ture using finer and finer spatial discretization meshes. The typical criterion
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used to assess convergence is the maximum magnitude change in the com-
puted S-parameters from one simulation iteration to the next. Once this
change is below a user-specified level, the simulation is declared convergent
and the iterations terminated. For the simulations in this work, the conver-
gence level was generally set to fairly demanding levels, e.g., |∆Sij| ≤ 10−5,
though the solver usually only reached levels around |∆Sij| ≈ 10−3 before
the convergence rate stagnated and available memory limits were reached.
This is problematic, as it means that any of the simulated S-parameters can
only be assumed to be accurate to within a radius (on the complex plane) of
10−3. Although this is a small number, it can still dwarf particularly small
S-parameters which may be needed to obtain an accurate calibration.
In order to study the sensitivity of the two calibration schemes, the fol-
lowing approach was taken. First, the HFSS-extracted S-parameters of the







Likewise, the simulated S-parameters of the calibration standards alone were
taken as their true values, [Ssi], with the index i running over the seven
standards listed earlier. For a block 2-port network with a block load attached
to the output (port 2), the block input reflection coefficient at block-port 1
is given by
[Γin] = Γin ([Ssi]) = [S11] + [S12] [Ssi] (I− [S22] [Ssi])−1 [S21] (7.8)
Therefore, by using (7.8) with the HFSS S-parameter matrices taken as the
true values, the true values for the uncalibrated measurements of the cal
standards can be synthesized as
[Smi] = Γin ([Ssi]) , i ∈ {1, 2, . . . , 7} (7.9)
This gives the actual value-measurement pairs ([Ssi] , [Smi]) for the calibration
standards for this assumed apparatus.
To model the uncertainty in HFSS-simulated results of the uncalibrated
measurements, the measurement values [Smi] were next perturbed by adding
noise. Since the uncertainty in simulated S-parameters takes the form of a
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circular region in the complex plane centered about the given value, all of
the S-parameters were altered by adding random noise to mimic this numeric
uncertainty. More specifically, for a given noise level L, noise was added with
its magnitude taken from the uniform distribution over [0, L] and its phase
taken from the uniform distribution over [0, 2π).
([Ssi] , [Smi])→ ([Ssi] , [Smi] + [N ]) (7.10)
With the measurements all perturbed by random noise (different for every
matrix and matrix element), the pairs were then run through the Super-TSD
and the SVD-based calibration schemes. These returned estimates of the
system’s T-parameter matrix. To fairly compare these estimated matrices
with the true, HFSS-generated S-parameters, the latter were also converted






[S12]− [S11] [S21]−1 [S22] [S11] [S21]−1
− [S21]−1 [S22] [S21]−1
]
(7.11)
Rather than worry about scaling the T -matrices for reciprocity (since doing
so requires resolving a square root sign ambiguity), all of the T -matrices
were normalized to their first element. Finally, the error matrix between the
calibration schemes’ estimated matrices and the true matrix from HFSS was
computed,
[∆T ] = [THFSS]− [Tcal] (7.12)
and its Frobenius matrix norm taken to quantify the difference with a single,
positive scalar value:





| [∆T ]mn |2 (7.13)
This norm merely computes the root of the sum of the magnitudes squared
of each of the matrix’s elements.
For a basis of comparison, the methods were first tested without any added
noise. In this case, the Super-TSD method had errors in the range 10−14 to
10−10 for all permutations of the seven standards taken five at a time. The
SVD-based method errors for five standards ranged from 10−13 to 10−10, and
had an error of 1.3 × 10−12 when all seven standards were used. The errors
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Method Error vs. Calibration Standards Selected
Super-TSD Method
SVD-Based Method
Figure 7.12: Error in two methods for all 2520 permutations of the seven
cal standards, taken five at a time
for both methods utilizing five standards are plotted in Figure 7.12. The
spread in the errors for the two methods may be due to differing amounts of
linear dependence between the standards, which will be examined later.
For the study with added noise, since a single error evaluation when work-
ing with random noise means little, 1000 trials were run for a given noise
level. Any clearly non-passive S-matrix [Smi] + [N ] with any individual S-
parameter magnitude greater than one was issued new noise. The mean over
these 1000 trials of the error matrix’s Frobenius norm is plotted as a func-
tion of the noise level in Figure 7.13. Rather than use all seven available
calibration standards, both the Super-TSD and SVD-based methods used
only five standards, chosen arbitrarily: {mode converter (positive orienta-
tion), offset short, mode mixer (negative orientation), open environment (no
ground plane), and mode converter (negative orientation)}. The orientation
polarity refers to the slope of the diagonal wire in the transverse XY plane.
The plots show a curious trend. First, for very low noise levels, the output
error linearly increases with the noise level. Since the noise levels in question
are very small, this seems to indicate that the noise is having minimal effect
on the calibration scheme other than minor alterations of the least significant
digits. The noise level, plotted as the “1-to-1” curve in Figure 7.13, is not
necessarily an achievable or lower bound for the error; still, we expect the
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Mean Method Error vs. Added Noise Level
Super-TSD Method (5 Standards)




Figure 7.13: Numerical noise added to calibration standards’ measured
S-parameters versus error in reconstructed T-matrix
error to be similar in magnitude to the additional noise. The fact that the
two calibration schemes’ errors are roughly four orders of magnitude larger
than the added noise is problematic since it indicates the calibration process
is severely degrading the data’s accuracy. Nevertheless, examining the plot
further, around a noise level of L = 10−4, the curves exhibit a point of in-
flection and plateau with a mean Frobenius norm of around 2.8. Along this
plateau, the calibration error is equally bad and independent of the noise
level. As the noise level approaches unity, the error begins to increase again.
This final increase is not surprising, since at this point the added noise is at
or above the magnitude of the actual S-parameters themselves. The plateau
behavior, on the other hand, is more difficult to explain. Possibly the behav-
ior can be attributed to the use of the SVD to find a nullspace vector. Both
calibration schemes at some point need to find a vector in the nullspace of
a matrix, and utilize the SVD of the matrix to do so. However, since the
matrices encountered in practice are nearly all full-rank and not singular, nu-
merically speaking, the true matrix has no nullspace (other than the trivial
zero vector). This was remedied in both methods by zeroing out the small-
est singular value σN and taking its right-singular vector as the nullspace
solution. This process mathematically is equivalent to finding the nearest
(in a Frobenius norm sense) singular matrix, or in other words, the nearest
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rank-deficient matrix from a least-squares perspective. A possible explana-
tion for the plateau, then, is that above L = 10−4, the noise begins to become
significant enough to alter the matrix for which a nullspace vector is needed.
It is entirely possible that the projection of this matrix onto the nearest
singular matrix remains unchanged as the noise is increased (projecting to
the same matrix or the same class of matrices), and hence the error stops
growing. Once the added noise becomes large enough, the nearest singular
matrix changes, and the error begins to grow again.
The four orders of magnitude degradation introduced by the calibration
schemes was next investigated. As described earlier, both methods use the
SVD decomposition of a system matrix to find its nearest singular matrix and
a corresponding nullspace vector for that singular matrix. This process works
well when the system matrix is nearly singular with a nullspace of dimension
one; that is, when its smallest singular value σN and second-smallest singular
value σN−1 are significantly different in magnitude: 0 ≈ σN  σN−1. The
ratio σN/σN−1 for both calibration methods is also plotted in Figure 7.13 and
is rather telling. The relatively large value for this ratio, even for small noise
levels, indicates that the system matrix nearly has a nullspace of dimension
two—a systemic problem independent of the calibration scheme. The source
of this problem is the calibration standards’ true values being too linearly
dependent. One way to quantify this linear dependence is with a complex





This correlation C is bounded between 0 and 1, and for purely real vectors,
C = | cos(θ)| where θ is the angle between the two vectors. Converting
the calibration standards’ true S-parameter matrices [Ssi] to vectors using
the column-stacking operator, we can compute the correlation C between
each pair of cal standards. These are plotted in Figure 7.14, which shows
that the short (load 6), offset short (load 1), and open environment (load
3) standards are essentially fully linearly dependent, with C ≈ 1 for each
pair in these three. Since all three have true S-parameter matrices consisting
of complex scalar multiples of the identity matrix, their linear dependence
is not overly surprising in retrospect. Similarly, the two orientations of the















































































Correlation Between Calibration Standards
Figure 7.14: Correlations between the seven standards, sorted by increasing
correlation
Table 7.2: Numeric key for calibration standards
Number Cal Standard Name
0 Mode Converter (+)
1 Offset Short
2 Mode Mixer (−)
3 Open Environment
4 Mode Converter (−)
5 Mode Mixer (+)
6 Short
for the calibration standards’ numbers is listed in Table 7.2.
Finally, to confirm the standards’ linear dependence as the source of the
degradation, a brief study was conducted in which one of the standards was
replaced. The mean method error (over 1000 trials) versus noise level is again
plotted in Figure 7.15, but using a random S-parameter matrix in place of
the values for the open environment (#3) cal standard. The corresponding
correlations are plotted in Figure 7.16 and show that this set of S-parameters
no longer exhibits strong linear dependence with any of the other standards.
As a result, the mean method error decreases noticeably for the Super-TSD,
SVD-based method using standards #0 to #4, and SVD-based method using
all seven standards. All three exhibit a linear response to increasing noise
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Mean Method Error (One Random Standard) vs. Added Noise Level
Super-TSD Method (5 Standards)
SVD-Based Method (5 Standards)
SVD-Based Method (7 Standards)
1-to-1
Figure 7.15: Numerical noise added to calibration standards’ measured
S-parameters versus error in reconstructed T-matrix; one of the standards
(open environment) has been replaced by a random matrix
(ignoring effects in the high-noise region of L > 0.1), and more importantly,
no longer exhibit a 104 amplification of the error. The Super-TSD method
is the worst, with an error around ten times larger than the “1-to-1” level,
and the two variants of the SVD-based method perform considerably better
with 2-3 times higher error.
The important take-away of this sensitivity analysis is that both of the cal-
ibration schemes work. Although the Super-TSD method may occasionally
outperform the SVD-based method (seen in the noise-free study permuting
the order of the cal standards), the opposite is usually true, especially when
noise is present in the measurements. The particular calibration standard
set developed in this work was shown to be non-ideal, exhibiting strong lin-
ear dependence that degraded the quality of the T -matrix returned by the
calibration process. As the source of this degradation is now known, future
















































































Correlation Between Calibration Standards (One Random Standard)
Figure 7.16: Correlations between the standards, with the S-parameters for
standard #3 (open environment) replaced by random values
7.3.3 Measuring the Induced Current
At long last, the accuracy of the overall method will now be analyzed. Ide-
ally, the entire calibration process followed by a measurement process would
be simulated in HFSS to test the switched aperture measurement theory
from start to finish. Since the previous section showed that simulations with
the developed calibration standards will not provide the accuracy needed to
simulate a calibration process, the testing of the theory will be performed
in two parts. This first part, validating the calibration schemes, was done
in the previous section. The remaining part of the theory that needs to be
tested is the conversion of backplane-measured data into the shorted aper-
ture’s surface current. The excitation used to induce the current will first
be described, followed by the measurement setup. The processed simulation
data will then be analyzed and the results discussed.
WR-90 Horn
In order to induce surface currents on the shorted aperture and its sur-
rounding ground plane, a WR-90 waveguide horn will be used. Pictured in
Figure 7.17, this antenna has around 20 dB of gain in its broadside direc-
tion at 8 GHz. Based on the diagonal length of the horn’s aperture, which
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Figure 7.17: WR-90 horn





which gives a distance of rFF = 2.028 m.
Excitation Setup
Based on constraints from experimental labwork, the WR-90 horn was posi-
tioned a distance of 68 inches = 1.727 m away from the ground plane with
the switched aperture in its center. This distance is close but not quite in
the far-field regime. An angled depiction of the setup in HFSS is shown in
Figure 7.18, though the true distance between the horn and the measurement
apparatus appears shorter from this angle than it actually is.
A parametric sweep was run in HFSS, rotating the horn around the ẑ-axis
over the interval 0◦ to 90◦ in 5◦ increments. For each position, 3-port S-
parameter measurements (using wave ports for the coax probes) were taken,
with ports 1 and 2 corresponding to the probed square waveguide’s backplane
ports, and port 3 corresponding to the coaxial feed port of the WR-90 horn.
The horn was excited with 1 W of incident power on its coax feed. Assuming
the backplane ports to be match-terminated (as would be the case for a true
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Figure 7.18: End view of the WR-90 horn and the probed square waveguide
and its ground plane












where a3 for 1 W of power is found from Equation 6.56. The sub-matrix of
the 3-port S-parameters corresponding just to ports 1 and 2 characterizes








For the backplane measurements to current transfer relationship of Equa-
tion 6.49, we will need this data from the perspective of the aperture modes,
denoted as [Γenv]. This requires de-embedding the data. As derived by Spe-
ciale [33], the needed relation is
[Γenv] = ([R1] [Senv,meas] + [R2]) ([R3] [Senv,meas] + [R4])
−1 (7.17)
where the R-matrices are the N × N blocks of the inverse of the T -matrix
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With [Γenv] obtained and the backplane measurements ~b12 taken, the modal
weight-change vector ~Jsrc can be found using Equation 6.49 as a function of
the WR-90 horn’s angular position. Then, using Equation 6.59, the modal
weights describing the shorted aperture’s induced surface current can be
found. For this two-port, probed square waveguide, only two modal weights
αk, k = 1, 2 can be obtained, which correspond to using the scaled electric
fields of the TE10 and the TE01 waveguide modes as basis functions.
Finally, in order to determine the true modal weights αk, the above sim-
ulations were re-run with the aperture shorted. It was assumed that the
waveguide region and probes, located beneath the ground plane, would have
negligible effect on the surface currents on top of the ground plane with the
aperture shorted, so the simulations actually omitted the square waveguide
to speed up computations. The true electric surface currents over the top
of the shorted aperture were exported, then the corresponding true modal











































Based on the numbering of the ports for the probed square waveguide,
port 1 was calibrated to measure the TE10 mode. As such, α1 is the modal
weight of the TE10 mode, which corresponds to currents directed along the
ŷ-axis, and α2 corresponds to the TE01 mode and x̂-directed currents.
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Modal Weights' Angle vs. Horn Angle (True Environment)
Simulated Measurement
Actual Current
Figure 7.19: Incident field polarization versus angle-ratio of modal weights
Results
Plotted in Figure 7.19 is a comparison between the true currents’ modal
weights and those calculated using the switched aperture theory. The hori-
zontal axis gives the angular position of the WR-90 horn as measured from
the x̂-axis. The figure of merit plotted on the vertical axis, the angle-ratio,
is given by





This essentially measures the spatial angle of the surface current in the center
of the aperture irrespective of phasing. As can be seen, the switched aperture
current measurements give the correct spatial orientation of the current to
within −0.7◦ to 1.2◦.
Turning now to direct comparisons of the measured and true current modal
weights, Figure 7.20 plots the magnitude of the ratio αk,true/αk,meas, which
compares the true modal current weights (from HFSS simulations of the
shorted aperture) to those obtained from calculations using the switched
aperture measurement theory; Figure 7.21 plots the phase angle of this same
ratio. Ideally this ratio should have unit magnitude and zero phase. The
fact that its magnitude is actually around 86 with a phase of roughly ±90◦
and nearly constantly so, indicates that the theory as formulated appears
to be missing some normalization factor. The source of this apparent book-
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Magnitude of Ratio of True α to Simulated α (True Environment)
α1 ratio
α2 ratio
Figure 7.20: Magnitude of the ratio of the true modal weight to the
simulated measurement modal weight
keeping error has proven elusive, even after extensive searching. The exact
value of the error factor does depend on the normalization used for the modal




t ), suggesting that an additional normaliza-
tion integral may have been omitted, or an assumption about the modal
field normalizations used in HFSS’s wave ports may be incorrect. The in-
creasing error in α1 as the horn angle approaches 0
◦ and in α2 as the angle
approaches 90◦ is to be expected: for these angles, the projected current’s
modal weight is very small (ideally zero), so any small numerical error or
noise will manifest itself as a large change in the ratio between the true and
measured values. Altogether, these plots indicate that the switched aperture
measurement theory’s transfer coefficient expression is correct to within a
constant.
7.4 Experimental Measurements
After the probed square waveguide was designed and initial simulations in-
dicated some promise, work was started to build a real-world version of the
apparatus for true experimental testing. These experimental evaluations were
studied in less depth than the previously discussed simulations, but the find-
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Angle of Ratio of Tr e α to Sim lated α (Tr e Environment)
α1 ratio
α2 ratio
Figure 7.21: Phase angle of the ratio of the true modal weight to the
simulated measurement modal weight
ings and their implications will still be discussed. In order to utilize and
fabricate waveguides of manageable size, the frequencies near 8 GHz were
selected. A square cross-section waveguide was desired to obtain degenerate,
propagating modes, but due to the fact that multiple modes, especially de-
generate ones, are highly avoided in typical waveguide applications, such a
waveguide was not easy to obtain. A budget version was created using 1-inch
square aluminum tubing found at a local hardware store. In order to short
one end of the square waveguide, 1-inch conductive copper tape with conduc-
tive adhesive was firmly applied. DC conductivity measurements indicated
very good electrical connection (<1 Ω) between the tape and the aluminum
waveguide. For the probes, SMA connectors were attached, and after some
initial difficulty, were soldered using a propane torch and special solder and
flux designed for aluminum (Harris Al-Solder R© 500 Aluminum Solder Kit).
The completed apparatus is shown in Figure 7.22, where the finite ground
plane is not attached.
Similarly, calibration standards using lengths of the aluminum tubing were
created, and the ends shorted as needed with copper tape. For the diagonal
wire loaded standards, it was found that solid-core 12 AWG wire has a radius
of almost exactly 1 mm, so this was used. Holes for the wire were drilled using
a special wooden jig and a drill-press, and the wires soldered into place. The
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Figure 7.22: Fabricated probed square waveguide, with aperture opening
(not visible) on the right side. The X and Y labels and colored corner in
black marker are for proper alignment of cal standards.
mode converter, mode mixer, and offset short cal standards are pictured in
Figure 7.23.
After everything was constructed, a series of measurements were taken
with each of the calibration standards attached to the waveguide: the short
(merely a piece of copper tape across the aperture), offset short, open envi-
ronment (taken in an anechoic chamber), mode converter in both polarities,
and mode mixer in both polarities. For all of the standards involving a length
of waveguide, the standard was butted up against the aperture waveguide and
affixed with a circumferential wrapping of copper tape. Since there was no
readily apparent means to measure the true S-parameters of the standards,
their true values had to be assumed to align with simulated values in HFSS.
Although the simulations’ geometries were adjusted to closely mimic the ge-
ometries of the fabricated devices, it appears the accuracy was insufficient.
When the data from the calibration measurements were used to determine
the T -matrix of the square waveguide per the calibration methods, it was un-
fortunately discovered that the resulting S-parameter matrix was non-passive
and non-reciprocal, even after scaling the T-parameters. Two sources of er-
ror are likely contributors to this problem. One is the discrepancies between
the real-world and simulated calibration standards. For instance, the HFSS
simulations did not account for any gaps in the waveguide wall between the
aperture waveguide and the cal standard. Although the cal standards’ ends
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Figure 7.23: In order of decreasing height: the mode converter, mode
mixer, and offset short calibration standards
were sanded down to make them level, some measurable variation on the
order of a sizable fraction of a millimeter still existed. Especially at higher
GHz frequencies, such visually small gaps can be fairly significant since the
waveguide wall current has an open or high-impedance boundary condition.
A second source of error involves the vector network analyzer’s (VNA’s) ini-
tial cable calibrations. Prior to taking any measurements with the probed
square waveguide, the VNA was calibrated to move its own measurement
reference planes to the end of the coaxial cables’s SMA connectors; these
connectors were then attached to the ports on the probed square waveguide.
Due to the high frequencies involved and the flexible nature of the cables,
this initial calibration also included error. In particular, measurements of
the waveguide with any of the sealed standards (the short, offset short, or
diagonal wire loads) should have indicated a reciprocal, nearly lossless, and
definitely passive structure. The S-parameters obtained, however, showed
both non-reciprocal and active structures. See, for example, Figure 7.24,
where the measurements of the short are shown. The top plot of this fig-
ure demonstrates the calibration-related errors yielding non-reciprocal results
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Figure 7.24: [Top Plot] Measured S-parameters of the probed square
waveguide with the short (copper tape) attached to the aperture.
Non-reciprocal results are observed. [Bottom Plot] Checking the unitary
nature of the S-parameter matrix; results greater than one indicate
(erroneously) an active structure.
(S21 6= S12); the bottom plot shows
P1 = |S11|2 + |S21|2 (7.22)
P2 = |S12|2 + |S22|2 (7.23)
both of which should be less than or equal to unity for a passive structure.
Such non-physical results indicate errors introduced from the VNA’s calibra-
tion procedure.
The errors obtained in these measurements suggest that going forward,
great care must be taken in performing the experimental calibrations and
measurements – largely as one would expect when working at these higher
frequencies. Eliminating these sources of error and considering re-designs of
the probed square waveguide apparatus to make it less sensitive to fabrica-
tion and positioning errors is an area of on-going study. Possible options
include securing the measurement cables, switching to semi-rigid coaxial ca-
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bles, and evaluating the theory at lower frequencies where the apparatus
would be larger and more cumbersome, but less sensitive to sub-millimeter
errors. A possible change to the square waveguide includes terminating the
bottom with a lossy, absorbing material (instead of a short) to minimize mul-
tiple reflections of the modes within the waveguide. At least for the sealed
calibration standards, doing this would likely reduce the sensitivity to the
exact dimensions of the setup.
7.5 Conclusion
This chapter was the culmination of all the previous chapters’ work. By
combining switched aperture theory, guided wave theory, and the developed
calibration methods, this chapter explored a specific measurement appara-
tus in detail to examine the viability and accuracy of all the theory. A
set of calibration standards was created, with extra analysis devoted to the
more interesting and non-trivial standard of the diagonal wire loaded short.
The properties of this standard were found to be extremely well-modeled
by basic waveguide theory when the simulated, de-embedded diagonal wire’s
S-parameters are given and modeled as a block 2-port network. Full-wave
simulations of a calibration workflow were conducted in HFSS, but the ob-
tained data was found to be erroneous. A follow-on sensitivity analysis
of both calibration methods found them to have incredibly high sensitiv-
ity to error in the calibration standards’ values and measurements due to
linear dependence among the cal standards. A brief study found that even
replacing one of the dependent standards with a more independent, ran-
domly valued standard significantly improved the results. For the remaining
work, simulation-extracted network parameters for the measurement appa-
ratus were used instead of calibration method-derived parameters (as would
be done in a real-world measurement). With these extracted network pa-
rameters, a simulated series of measurements were taken to actually measure
the shorted-aperture induced surface current. Generally good results were
obtained for the recovered spatial distribution of the induced current. The
current’s actual magnitude and temporal phase, however, were found to dif-
fer from the true values by a relatively fixed constant. It was concluded
that a normalization constant had likely been overlooked somewhere along
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the way during the theory’s derivation. The chapter ended with a short set
of experimental evaluations and resulting conclusions from the findings for
on-going, future work.
Overall, the validity of switched aperture surface current measurement the-
ory has been confirmed by the results of this chapter. Although a bookkeep-
ing error was discovered and proved annoyingly resilient to efforts to track
down its origin and eradicate it, this does not invalidate the theory. Even
with a missing normalization factor, the theory as applied to the example
case of this chapter accurately determined a metric for the spatial orientation
of the current. The very promising results obtained warrant further explo-
ration and development of this theory. In the following, final chapter, a short




Based on the successful application of switched aperture current measure-
ment theory to the previous chapter’s studied apparatus, future work refin-
ing, extending, and validating this theory is warranted.
First and foremost, the normalization error that was discovered in the
previous chapter needs to be found and corrected. A possible means of
doing so involves continuing the close scrutiny of the theory, taking care to
examine and validate any assumptions explicitly or implicitly made. Since
the normalization error may be the result of a mismatch in some assumed
value between the theory and the HFSS simulations, closer investigation of
HFSS’s implicit and explicit assumptions is also worth considering.
Although the work in the previous chapter showed that the theory worked
for the example given when tested in a piecewise fashion, further work should
be conducted to validate the theory for a variety of cases. For one, more com-
plicated environmental loading should be investigated, perhaps by embedding
the switched aperture in the ground plane of an antenna. Additionally, the
theory should be tested for the case where one or more evanescent modes are
used as basis functions in the aperture waveguide. This would serve to test
how versatile and powerful the method really is, since obtaining higher accu-
racy current measurements requires projecting onto more and higher order
modes, many of which will be evanescent.
For further work, reexamining the real-world experimental apparatus and
measurements may prove insightful. Redesigning either the measurement
setup or the probed square waveguide, or both, could reduce the measure-
ment errors seen. Given that this apparatus was only the first operational
design, room undoubtedly exists for the optimization and refinement of the
structure. The benefit of experimental results would be their use in differ-
entiating between real, practical limitations of the theory and limitations
merely produced by simulation constraints.
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One of the major limitations encountered in this work involved the cal-
ibration standard set that was chosen. Due to linear dependence among
the standards, the calibration schemes greatly amplified any error present in
the measurement data. Designing alternative calibration standards to alle-
viate this problem will be necessary for practical application of the theory
of switched aperture surface current measurements. The primary challenge
associated with this design is creating standards that are sufficiently inde-
pendent, easily fabricated, and accurately characterizable. Admittedly, this
is no small feat.
Along these lines, actual implementations of the theory in practice would
need a working method to switch the state of the aperture. For the work done
here, switching was manually done to avoid over-complicating an already
somewhat involved setup. Based on the methods discussed in Section 4.6, a
few different possibilities exist. The best options will naturally depend on the
specific application and its constraints, though the liquid metal microfluidics
and the surface-PIN diodes do seem to be the more promising options of
those presented.
Another useful topic of future work involves the development of theory
to handle the measurements from multiple switched apertures. In order to
deduce quantities such as radiation patterns or radar cross sections for more
complicated structures, the entire current on the structure would need to
be known or reasonably approximated. Since measuring the current every-
where over a structure is absurdly impossible, a form of spatial sampling
theory would need to be developed, likely employing some variety of entire-
domain basis functions over the surface containing the measured current.
At first glance, an approach similar to or employing the popular theory of
characteristic modes (TCM) [44] might seem suitable, but the far-field, radi-
ated power-centric approach of this theory likely makes it poorly suited. In
particular, the most significant modal currents in TCM are those that pre-
dominantly radiate power and minimize stored reactive energy. Higher-order
modes store more power in the near fields, and also take on increasingly fine
and complicated spatial distributions. The absolute least-significant modes
of TCM are presently difficult to accurately compute, and radiate nearly no
power. (Current distributions that radiate no power are perfectly permissible,
though perhaps uncommon; see Devaney and Wolf [45].) Since a switched
aperture would be located in the near-field and sample currents that poten-
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tially radiate little power, any spatial sampling theorem used would need to
be able to handle such localized modes.
A final subject of future work is the investigation of means to correct for
current source distributions that change when the aperture state is switched.
One of the fundamental assumptions of switched aperture theory is the in-
variant nature of any current source distributions in the external environ-
ment. Since real-world sources do not behave as ideal, high-impedance
current sources, the excitation sources are likely to change if the switched
aperture is located too near the source. For the sake of characterizing an
antenna’s currents, for example, say for radiation pattern assessment, the
switched aperture would need to be located on or very near the antenna and
would likely alter the feeding source. Many antenna sources take the form
of traveling voltage waves on a transmission line, which would almost cer-
tainly be altered by a nearby switched aperture. To ease the constraints of
the switched aperture theory, future work could investigate the theoretical
feasibility of correcting for such source current changes. It seems likely that
the changes to a source could be mathematically removed for simple source
geometries. Imagine a narrow gap fed by a transmission line, for example,
where the source is modeled as the total current on the transmission line. The
true source is an incident voltage wave, where the total current results from
the superposition of this incident wave with one reflected from the environ-
ment. If one were able to obtain measurements of the incident and reflected
voltage waves on this feedline as a function of the switched aperture’s state,
it may be feasible to undo the source current changes mathematically from
the perspective of the switched aperture.
The above ideas for future work certainly are not exhaustive, though they
provide many options to consider. They reflect the author’s ongoing research
in pursuit of an initial question. The idea to explore and develop the the-
ory of switched aperture surface current measurements began with a simple
question: Is it possible to measure surface current without the probe altering
the current? As this work has shown, the answer is yes, with the proper
care and apparatus characterization. Like nearly any research pursuing an
intriguing idea, this work’s results have provided an answer to the initial
question for certain cases, all while unearthing a whole host of new questions
to be explored. While ending up with even more questions may frustrate
some, this is the cost of learning; the more you expand the bounds of what
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is known, the more you uncover greater areas of what is not known. To the
ever-curious, intrepid researcher, this is an exciting opportunity.
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