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Abstract. A new technique for approximating eigenvalues and eigenvectors
of a self-adjoint operator is presented. The method does not incur spectral
pollution, uses trial spaces from the form domain, has a self-adjoint algorithm,
and exhibits superconvergence.
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1. Introduction
We shall introduce a new technique for computing eigenvalues and eigenvectors
of an arbitrary semi-bounded self-adjoint operator. The method can reliably locate
those eigenvalues which, due to spectral pollution, are not successfully approximated
by a direct application of the Galerkin (finite section) method; see for example [1,
3, 4, 7, 9, 11, 13, 20, 23]. The technique is very easy to apply, uses trial spaces from
the form domain, has a self-adjoint algorithm, and exhibits the superconvergence
of the Galerkin method. The only comparable technique is the recently developed
perturbation method; see [21, 22, 28, 29]. However, the latter involves perturbing
eigenvalues off the real line and then approximating them, consequently, the method
is compromised by having a non-self-adjoint algorithm.
There have been two approaches to locating eigenvalues and eigenvectors when
spectral pollution precludes approximation with the Galerkin method. Firstly, cer-
tain specialised techniques have been proposed, with each being applicable only to a
particular class of differential operator; see for example [1, 7, 14, 21, 22, 30, 31, 32].
Secondly, general techniques which are applicable to self-adjoint or even to arbitrary
operators; see for example [12, 13, 15, 16, 17, 20, 24, 28, 29, 34]. The last two decades
has seen an enormous effort directed at general techniques for self-adjoint opera-
tors. This effort led to the development of quadratic methods, so-called because
of their reliance on truncations of the square of the operator. Although pollution-
free, these techniques have significant drawbacks. They require trial spaces from
the operator domain, rather than the preferred form domain. The latter being far
more convenient, for example, it will usually contain the FEM space of piecewise
linear trial functions. Furthermore, only the form domain is typically supported
by FEM software, consequently, applying a quadratic method can be arduous. A
more serious problem concerns convergence rates. Quadratic methods will typically
converge to eigenvalues very slowly when compared to the superconvergence of the
Galerkin method; see for example [27, Section 6], [9, examples 3.5 & 4.3] and [29,
Example 8]. The quadratic method which has received the most attention is the
second order relative spectrum; see for example [5, 6, 8, 9, 12, 20, 24, 25, 26, 27].
This technique has the additional drawback of a non-self-adjoint algorithm.
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In Section 2, we establish the strong convergence, with respect to the appropriate
norm, of Galerkin spectral projections which are associated to a given interval. In
Section 3, we give and justify a new definition of spectral pollution. Our main result
is Theorem 4.3 which shows that by applying the Galerkin method to an auxiliary
spectral problem, with respect to certain Galerkin spectral subspaces, we achieve
pollution-free spectral approximation for our underlying self-adjoint operator. In
Section 5, we apply our new technique to self-adjoint operators whose eigenvalues
are not located by a direct application of the Galerkin method.
2. Galerkin spectral projections
Throughout, A, denotes a bounded or semi-bounded (from below) self-adjoint
operator acting on a Hilbert space H with inner product 〈·, ·〉. The corresponding
quadratic form we denote by a. Ha will be the Hilbert space with the inner-product
〈u, v〉a := a[u, v]− (m− 1)〈u, v〉 ∀u, v ∈ Dom(a) where m := minσ(A)
and norm
‖u‖a = (a[u, u]− (m− 1)〈u, u〉)
1
2 = ‖(A−m+ 1)
1
2u‖.
We always assume that a, b ∈ R, a < b, a, b ∈ ρ(A) and σess(A)∩ [a, b] = ∅. We set
∆ = [a, b], and it is our goal to approximate
{λ1, . . . , λd} = σ(A) ∩∆ ⊂ σdis(A)
where the eigenvalues are repeated according to multiplicity. The eigenspace asso-
ciate to σ(A) ∩∆ is denote by L(∆). Let E be the orthogonal projection from H
onto L(∆), i.e., if Γ is the circle with centre (a+ b)/2 and radius (b− a)/2, then
E := −
1
2pii
∫
Γ
(A− ζ)−1 dζ and Rank(E) = d <∞.
We shall use the following notions of the gap/distance between two subspaces L
and M of H:
δˆ(L,M) = max{δ(L,M), δ(M,L)} where δ(L,M) = sup
u∈L,‖u‖=1
dist(u,M);
see [19, Section IV.2.1] for further details. We shall write δˆa and δa to indicate the
gap/distance between subspaces of the Hilbert space Ha.
It will always be assumed that (Ln) is a sequence of finite-dimensional trial
spaces, each being contained in Ha. We will always assume that:
∀u ∈ Dom(a) ∃un ∈ Ln : ‖u− un‖a → 0.
This is the standard condition imposed upon trial spaces when employing the
Galerkin method to locate eigenvalues. The Galerkin eigenvalues of A with re-
spect to Ln, denoted σ(A,Ln), consists of those µ ∈ R for which there exists a
non-zero vector u ∈ Ln with
a[u, v] = µ〈u, v〉 ∀v ∈ Ln.
Let Pn be the orthogonal projection from H onto Ln. Associated to the restriction
of a, to the subspace Ln, is a self-adjoint operator An which acts on Ln and satisfies
〈Anu, v〉 = a[u, v] ∀u, v ∈ Ln.
Obviously, if Ln ⊂ Dom(A), which is always the case when A is bounded, then
An = PnA|Ln . Let En the spectral measure associated to An. Then En(∆) is the
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orthogonal projection from Ln onto the eigenspace corresponding to σ(A,Ln) ∩∆
and we denote this eigenspace by Ln(∆). Let Qn be the orthogonal projection from
H onto Ln(∆), i.e., Qn = En(∆)Pn.
Lemma 2.1. If A is bounded, then ‖(Qn − E)u‖ → 0 for all u ∈ H.
Proof. The sequence of operators (AnPn) converges strongly to A. It follows that
En((−∞, a))Pn and En((b,∞))Pn converge strongly to E((−∞, a)) and E((b,∞)),
respectively; see for example [19, Corollary VIII.1.6]. Let u ∈ H, then
Qnu = En(∆)Pnu = Pnu− En((−∞, a))Pnu− En((b,∞))Pnu→ Eu.

We denote by L˜n the range of the restriction of (A − m + 1)
1
2 to Ln. The
orthogonal projection from H onto L˜n we denote by P˜n.
Lemma 2.2. ‖(P˜n − I)u‖ → 0 for all u ∈ H.
Proof. Let u ∈ H and v = (A − m + 1)−
1
2 u. There exist vectors vn ∈ Ln with
‖vn − v‖a → 0. Then
‖(P˜n − I)u‖ ≤ ‖(A−m+ 1)
1
2 vn − u‖ = ‖(A−m+ 1)
1
2 (vn − v)‖ = ‖vn − v‖a.

Lemma 2.3. If A is semi-bounded, then ‖(Qn − E)u‖a → 0 for all u ∈ Ha.
Proof. Let un,1, . . . , un,dn be orthonormal eigenvectors corresponding to the inter-
section σ(A,Ln) ∩∆. Then 〈un,i, un,j〉 = δij and
a[un,j, v] = µn,j〈un,j, v〉 ∀v ∈ Ln where µn,j ∈ ∆.
For each v ∈ Ln, we set v˜ = (A−m+ 1)
1
2 v ∈ L˜n. Then
〈(A −m+ 1)−1u˜n,j, v˜〉 =
1
µn,j −m+ 1
〈u˜n,j , v˜〉 ∀v˜ ∈ L˜n
where
1
µn,j −m+ 1
∈ ∆˜ :=
[
1
b−m+ 1
,
1
a−m+ 1
]
.
Note that E is the spectral projection associated to the self-adjoint operator (A−
m+ 1)−1 and the interval ∆˜. Furthermore, the set
(2.1)
{
u˜n,1√
µn,1 −m+ 1
, . . . ,
u˜n,dn√
µn,dn −m+ 1
}
are orthonormal eigenvectors associated to σ((A −m+ 1)−1, L˜n) ∩ ∆˜. We denote
by Q˜n the orthogonal projection from H onto the span of the set (2.1). It follows,
from Lemma 2.1 and Lemma 2.2, that
(Q˜n − E)u→ 0 ∀u ∈ H.
4 M. STRAUSS
Let u ∈ Ha and (A−m+ 1)
1
2u = v. Then
‖(Qn − E)u‖a ≤
∥∥∥ dn∑
j=1
〈
(A−m+ 1)−
1
2 P˜nv, un,j
〉
un,j − Eu
∥∥∥
a
+
∥∥∥ dn∑
j=1
〈
(A−m+ 1)−
1
2 (I − P˜n)v, un,j
〉
un,j
∥∥∥
a
where ∥∥∥ dn∑
j=1
〈
(A−m+ 1)−
1
2 P˜nv, un,j
〉
un,j − Eu
∥∥∥
a
=
∥∥∥∑〈P˜nv, (A−m+ 1)−1u˜n,j〉un,j − Eu∥∥∥
a
=
∥∥∥∑ 〈P˜nv, u˜n,j〉un,j
µn,j −m+ 1
− Eu
∥∥∥
a
=
∥∥∥∑ 〈v, u˜n,j〉un,j
µn,j −m+ 1
− E(A−m+ 1)−
1
2 v
∥∥∥
a
=
∥∥∥∑ 〈v, u˜n,j〉u˜n,j
‖u˜n,j‖2
− Ev
∥∥∥
= ‖(Q˜n − E)v‖ → 0
and ∥∥∥ dn∑
j=1
〈
(A−m+ 1)−
1
2 (I − P˜n)v, un,j
〉
un,j
∥∥∥
a
=
∥∥∥∑〈(A−m+ 1)−1(I − P˜n)v, u˜n,j〉u˜n,j∥∥∥
=
∥∥∥∑(µn,j −m+ 1) 〈(A−m+ 1)−1(I − P˜n)v, u˜n,j〉
‖u˜n,j‖2
u˜n,j
∥∥∥
=
√√√√∑(µn,j −m+ 1)2
∣∣∣∣∣〈(A −m+ 1)
−1(I − P˜n)v, u˜n,j〉
‖u˜n,j‖
∣∣∣∣∣
2
≤ (b−m+ 1)‖Q˜n(A−m+ 1)
−1(I − P˜n)v‖ → 0.

3. Spectral pollution
When A is bounded and ∆ intersects the closed convex hull of σess(A) or when
A is semi-bounded and minσess(A) < b, the Galerkin method cannot usually be
relied on to approximate σ(A)∩∆. This is due to a phenomenon known as spectral
pollution which is normally defined in terms of spurious Galerkin eigenvalues, i.e.,
in terms of whether or not
(3.1) dH(σ(A,Ln) ∩∆, {λ1, . . . , λd})
converges to zero, where dH is the Hausdorff distance. However, this is not en-
tirely satisfactory. It is straightforward to construct an example with, for some
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subsequence (nj),
(3.2) dimLnj (∆) > dimL(∆) ∀j ∈ N
and where we can choose whether or not (3.1) converges to zero. In other words,
the Galerkin method can fail to approximate L(∆) even if (3.1) converges to zero.
Definition 3.1. We say that spectral pollution occurs in ∆ for the sequence (Ln)
if δ(Ln(∆),L(∆))9 0.
Lemma 3.2. Let spectral pollution not occur in ∆ for the sequence (Ln). If A is
bounded, then
(3.3) δˆ(Ln(∆),L(∆))→ 0 and dH(σ(A,Ln) ∩∆, {λ1, . . . , λd})→ 0.
If A is semi-bounded, then
(3.4) δˆa(Ln(∆),L(∆))→ 0 and dH(σ(A,Ln) ∩∆, {λ1, . . . , λd})→ 0.
Proof. Let A be bounded. It follows, from Lemma 2.1, that δ(L(∆),Ln(∆)) con-
verges to zero. Hence δˆ(Ln(∆),L(∆)) converges to zero, and the right hand side of
(3.3) follows.
Let A be semi-bounded. It follows, from Lemma 2.3, that δa(L(∆),Ln(∆))
converges to zero. Hence δˆ(L(∆),Ln(∆)) comverges to zero which implies that
dimLn(∆) = dimL(∆) = d <∞
for all sufficiently large n ∈ N. Therefore, the following formula holds
δa(Ln(∆),L(∆)) ≤
δa(L(∆),Ln(∆))
1− δa(L(∆),Ln(∆))
;
see [18, Lemma 213]. Hence δˆa(Ln(∆),L(∆))→ 0, and the right hand side of (3.4)
follows. 
Lemma 3.3. Spectral pollution occurs in ∆ for the sequence (Ln) if and only if
(3.2) holds.
Proof. If (3.2) holds then there exist non-zero vectors unj ∈ Lnj (∆) with unj ⊥
L(∆). Then
δ(Lnj (∆),L(∆)) = 1 ∀j ∈ N.
Hence spectral pollution occurs in ∆ for the sequence (Ln).
If spectral pollution occurs in ∆ for the sequence (Ln), then
(3.5) δ(Ln(∆),L(∆))9 0.
We have, by Lemma 2.1 if A is bounded and by Lemma 2.3 if A is semi-bounded,
δ(L(∆),Ln(∆))→ 0. Therefore
dimLn(∆) ≥ dimL(∆) for all sufficiently large n ∈ N.
If
dimLn(∆) = dimL(∆) = d <∞ for all sufficiently large n ∈ N,
then
δ(Ln(∆),L(∆)) ≤
δ(L(∆),Ln(∆))
1− δ(L(∆),Ln(∆))
→ 0,
which contradicts (3.5). We deduce that (3.2) holds. 
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Our definition of spectral pollution fits naturally within the well known theory of
spectral approximation using the Galerkin method. For example, if A is bounded
and spectral pollution does not occur in ∆, then the sequence (AnPn) is called a
strongly stable approximation of A at σ(A)∩∆. For strongly stable approximations
the Galerkin method is extremely effective and well understood; see for example
the excellent monograph [10].
4. Approximation of σ(A) ∩∆
Throughout this section, L will denote a fixed and finite-dimensional subspace
of H. The orthogonal projection from H onto L is denoted by P .
Lemma 4.1. The operator EPE is self-adjoint and non-negative, σ(EPE) ⊂
[0, 1], σess(EPE) = {0} and σdis(EPE) consists of Rank(PE) non-zero eigen-
values counted according to multiplicity. Furthermore, if EPEu = µu where µ 6= 0,
then u ∈ L(∆).
Proof. Evidently, EPE is a self-adjoint operator and
(4.1) 〈EPEv, v〉 = 〈PEv,Ev〉 = ‖PEv‖2 ≤ ‖v‖2 ∀v ∈ H.
The second and third assertions follow. That σess(EPE) = {0} follows from the
fact that EPE is finite rank. From (4.1) we deduce that EPEv = 0 iff PEv = 0
and therefore Rank(EPE) = Rank(PE) and the fifth assertion follows. Finally, if
EPEu = µu, then EPEu = µEu and hence u ∈ L(∆). 
Lemma 4.2.
(4.2) max
µ∈σ(EPE)\{0}
dist
(
µ, σ(P,Ln(∆))
)
→ 0
and
(4.3) max
µ∈σ(P,Ln(∆))
dist
(
µ, σ(EPE)
)
→ 0.
Proof. Let µ ∈ σ(EPE)\{0}. By Lemma 4.1, µ ∈ σdis(EPE) and the correspond-
ing eigenspace is a subset of L(∆). Let u ∈ L(∆) with EPEu = µu. It follows,
from Lemma 2.1 if A is bounded and from Lemma 2.3 if A is semi-bounded, that
Qnu→ u and QnPQnu→ EPEu = µu,
hence QnPQnu − µQnu → 0. Then (4.2) follows from the fact that QnP |Ln(∆) is
a self-adjoint operator and EPE is finite rank.
Let (µn) be a sequence with µn ∈ σ(P,Ln(∆)). There are normalised vectors
un ∈ Ln(∆) with QnPun = µnun. From Lemma 2.1 if A is bounded and from
Lemma 2.3 if A is semi-bounded, and the fact that P is finite-rank, we deduce that
‖QnPQn − EPE‖ → 0.
Hence
EPEun − µnun = (EPE −QnP )un +QnPun − µnun
= (EPE −QnPQn)un → 0.
Then (4.3) follows from the fact that EPE is a self-adjoint operator and
Rank(QnP |Ln(∆)) ≤ Rank(P ) <∞.

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Theorem 4.3. Let δ(L(∆),L) < 1. Then
(4.4) 0 < min σdis(EPE) =: γ.
Let Mn be the spectral subspace associated to QnP |Ln(∆) and the interval [γ/2, 1].
Then
(4.5) δˆ(Mn,L(∆))→ 0.
If A is bounded, then
(4.6) dH(σ(A,Mn), {λ1, . . . , λd})→ 0.
If A is semi-bounded, then
(4.7) δˆa(Mn,L(∆))→ 0 and dH(σ(A,Mn), {λ1, . . . , λd})→ 0.
Proof. Since δ(L(∆),L) < 1, we have
‖(I − P )u‖ < ‖u‖ ∀u ∈ L(∆)\{0}.
We deduce that Rank(PE) = d. Then, by Lemma 4.1, σdis(EPE) consists of d
(repeated) positive eigenvalues from which (4.4) follows. Furthermore, all corre-
sponding eigenvectors belong to L(∆). Hence, L(∆) is the spectral subspace corre-
sponding to EPE and the interval [γ, 1]. Let Γ be the circle with centre (1 + γ)/2
and radius 1/2, then ‖EPEu − ζu‖ ≥ γ/2‖u‖ for all ζ ∈ Γ and u ∈ H. Using
Lemma 4.2 and the self-adjointness of the operators QnPQn,
Γ ⊂ ρ(QnPQn) and max
ζ∈Γ
‖(QnPQn − ζ)
−1‖ ≤
4
γ
for all sufficiently large n ∈ N. Let Fn be the orthogonal projection from H onto
Mn, then
‖E − Fn‖ =
∥∥∥∥− 12pii
∫
Γ
(EPE − ζ)−1 − (QnPQn − ζ)
−1 dζ
∥∥∥∥
≤
4‖QnPQn − EPE‖
γ2
→ 0,
and (4.5) follows. If A is bounded, then (4.6) follows immediately from (4.5). Let
A be semi-bounded and denote by Aˆn the restriction of An to Ln(∆). Then Aˆn is
a self-adjoint operator with ‖Aˆn‖ ≤ b for all n ∈ N. Let v ∈ L(∆) and ‖v‖a = 1.
It follows, from (4.5), that there exists a sequence of vectors (vn) with
‖vn − v‖ → 0 and vn ∈Mn.
Then
‖vn − v‖a ≤ ‖vn −Qnv‖a + ‖Qnv − v‖a
where ‖Qnv − v‖a → 0 by Lemma 2.3, and
‖vn −Qnv‖
2
a
= a[vn −Qnv] + (1−m)‖vn −Qnv‖
2
= 〈An(vn −Qnv), vn −Qnv〉+ (1 −m)‖vn −Qnv‖
2
= 〈Aˆn(vn −Qnv), vn −Qnv〉+ (1 −m)‖vn −Qnv‖
2
≤ |〈Aˆn(vn −Qnv), vn −Qnv〉|+ (1−m)‖vn −Qnv‖
2
≤ ‖Aˆn‖‖vn −Qnv)‖
2 + (1−m)‖vn −Qnv‖
2
≤ (b+ 1−m)‖vn −Qnv‖
2 → 0.
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Since dimL(∆) = d < ∞, we deduce that δa(L(∆),Mn) → 0. It follows, from
(4.5), that dimMn = dimL(∆) for all sufficiently large n ∈ N, and therefore that
δa(Mn,L(∆)) ≤
δa(L(∆),Mn)
1− δa(L(∆),Mn)
.
Both assertions in (4.7) follow. 
Remark 4.4. The condition δ(L(∆),L) < 1 is extremely mild. We do not require
L to approximate L(∆) in any meaningful sense, we require only that there be no
non-zero vector u ∈ L(∆) with u ⊥ L. Put another way, we require Range(E|L) =
L(∆).
The following corollary demonstrates a nice feature of σ(A,Mn): if spectral
pollution does not occur in ∆ for the sequence (Ln), then approximating σ(A)∩∆
with σ(A,Mn) is equivalent to using the Galerkin method.
Corollary 4.5. Let δ(L(∆),L) < 1 and δ(Ln(∆),L(∆))→ 0. Then
(4.8) σ(A,Mn) = σ(A,Ln) ∩∆ for.all sufficiently large n ∈ N.
Proof. It follows, from (4.5), that dim(Mn) = d for all sufficiently large n ∈ N, and
hence Mn = Ln(∆). 
The following corollary shows that the condition δ(L(∆),L) < 1 can be relaxed
when ∆ contains only one eigenvalue. Knowing the latter is essential if applying
the quadratic methods described in [13, 34], it is also essential for obtaining an
eigenvalue enclosure using the second order relative spectrum; see for example [26,
Remark 2.3].
Corollary 4.6. Let ∆ ∩ σ(A) = λ and Rank(PE) 6= 0. Then
(4.9) 0 < min σdis(EPE) =: γ.
Let M be the eigenspace corresponding to EPE and the interval [γ, 1]. Then
(4.10) dimM = Rank(PE), M ⊂ L(∆) and δˆ(Mn,M)→ 0.
If A is bounded, then
(4.11) dH(σ(A,Mn), λ)→ 0.
If A is semi-bounded, then
(4.12) δˆa(Mn,M)→ 0 and dH(σ(A,Mn), λ)→ 0.
Proof. The assertion (4.9) and the first two assertions in (4.10) follow immediately
from Lemma 4.1. Let F and Fn be the orthogonal projections from H onto M and
Mn, respectively. Then arguing similarly to the proof of Theorem 4.3
‖F − Fn‖ =
∥∥∥∥− 12pii
∫
Γ
(EPE − ζ)−1 − (QnPQn − ζ)
−1 dζ
∥∥∥∥
≤
4‖QnPQn − EPE‖
γ2
→ 0.
The right hand side of (4.10) follows. If A is bounded then (4.11) follows immedi-
ately from (4.10). Let A be semi-bounded. Let v ∈ M and ‖v‖a = 1. It follows,
from (4.10), that there exists a sequence of vectors (vn) with
‖vn − v‖ → 0 and vn ∈Mn.
A NEW APPROACH TO SPECTRAL APPROXIMATION 9
That ‖vn − v‖a → 0 may be proved in precisely the same way as in the proof of
Theorem 4.3. Both assertions in (4.12) follow. 
Our final corollary shows that a natural choice for L will be one of our trial
spaces. Choosing such an L will also be extremely convenient.
Corollary 4.7. Let L = Lk. There exists an N ∈ N such that
δˆ(Mn,L(∆))→ 0 ∀k ≥ N.
If A is bounded and k ≥ N , then
dH(σ(A,Mn), {λ1, . . . , λd})→ 0.
If A is semi-bounded and k ≥ N , then
δˆa(Mn,L(∆))→ 0 and dH(σ(A,Mn), {λ1, . . . , λd})→ 0.
Proof. The existence of such anN is ensured by the fact that δ(L(∆),Ln) converges
to zero. Hence, all assertions follow from Theorem 4.3. 
5. Examples
The results of the previous section present us with a new approach to approxi-
mating eigenspaces and eigenvalues. Before looking at some examples, let us briefly
discuss the procedure we should follow.
First, suppose that we know d = dimL(∆). Then we should choose an L with
dimL ≥ d. An obvious choice for L being one of our trial spaces. With L chosen, we
compute σ(P,Ln(∆)) for increasing values of n. If σ(P,Ln(∆)) appears to converge
to d non-zero eigenvalues, then we may approximate ∆ ∩ σ(A) with σ(A,Mn). If
instead, σ(P,Ln(∆)) appears to converge to less than d non-zero eigenvalues, then
this suggests that δ(L(∆),L) ≈ 1. We should choose a new L with the natural
choice being a higher dimensional trial space, and repeat.
Secondly, suppose that we do not know d = dimL(∆). Choose a low dimen-
sional L, say dimL = s. Then compute σ(P,Ln(∆)) for increasing values of n.
If σ(P,Ln(∆)) appears to converge to r < s non-zero eigenvalues, then we may
approximate ∆∩σ(A) with σ(A,Mn). If instead, σ(P,Ln(∆)) appears to converge
to s non-zero eigenvalues, then this suggests that dimL(∆) ≥ dimL. We should
choose a new L with the natural choice being a higher dimensional trial space, and
repeat. We might also increase the dimension of L and check that σ(P,Ln(∆)) still
converges to r non-zero eigenvalues.
Example 5.1. LetH = L2(−pi, pi) and vk = (2pi)
− 1
2 e−ikx for k ∈ Z. For each u ∈ H,
Au = a(x)u + 10〈u, v0〉v0 where a(x) =
{
−2pi − x for x ∈ (−pi, 0],
2pi − x for x ∈ (0, pi].
Then σess(A) = [−2pi,−pi] ∪ [pi, 2pi] and σdis(A) consists of two simple eigenvalues
λ1 ≈ −1.64834270 and λ2 ≈ 11.97518502;
see [13, Lemma 12]. With trial spaces L2k+1 = span{v−k, . . . , vk} we shall approxi-
mate the eigenvalue λ1 which is located in the gap in the essential spectrum. Figure
1, shows σ(A,Ln) for n = 17, 65, 257, 1025 and 4097. Increasing with n, are the
number of spurious Galerkin eigenvalues in the interval (−pi, pi). These spurious
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Galerkin eigenvalues obscure the approximation of λ1; see also [20, Example 1]. We
set ∆ = [−pi + 0.001, pi − 0.001] and L = L1. Then
dimL(∆) = 1, dimL = 1 and ∆ ∩ σ(A) = {λ1}.
Figure 2, shows σ(P1,Ln(∆)) and, as n increases, we converge to only one non-
zero eigenvalue which is approximately 0.12. The corresponding eigenvector, by
Theorem 4.3, will converge to the eigenvector corresponding to λ1. We compare
the approximation of λ1 by σ(A,Mn) with the approximation provided by the
perturbation method. For the latter, we calculate σ(A+ iP(n−1)/2,Ln) and obtain
a sequence µn ∈ σ(A+ iP(n−1)/2,Ln) with µn → λ1+ i; see [29] for further details.
Figure 3, shows the distance of σ(A,Mn) to λ1 and of σ(A+iP(n−1)/2,Ln) to λ1+i.
Both methods converge at about the same rate, though the actual approximation
by the former is more accurate.
−pi −1.64834270 pi
0
 
 
σ(A,L17)
σ(A,L65)
σ(A,L257)
σ(A,L1025)
σ(A,L4097)
Figure 1. Spurious Galerkin eigenvalues obscure the approxima-
tion of λ1.
101 102 103
0
0.05
0.1
n
 
 
σ(P1,Ln(∆))
Figure 2. σ(P1,Ln(∆)) converging to a single non-zero eigen-
value ≈ 0.12.
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101 102 103 104
10−3
10−2
10−1
100
n
 
 
dist(λ1,σ(A,Mn))
dist(λ1+i,σ(A+iP(n−1)/2,Ln))
Figure 3. Approximation of λ1 with σ(A + iP(n−1)/2,Ln) and
with σ(A,Mn).
Example 5.2. Let H = L2(0, 1)× L2(0, 1) and consider the block-operator matrix
A0 =

 − d2dx2 − ddx
d
dx
2

 with Dom(A0) = H2(0, 1) ∩H10 (0, 1)×H1(0, 1).
The closure of A0 is self-adjoint and denoted by A. Then σess(A) = {1}; see [33,
Example 2.4.11]. The discrete spectrum consists of the simple eigenvalue 2 with
eigenvector (0, 1)T , and two sequences of simple eigenvalues:
λ±k :=
2 + k2pi2 ±
√
(k2pi2 + 2)2 − 4k2pi2
2
where λ−k ր 1 and λ
+
k →∞.
Let L0h be the FEM space of piecewise linear trial functions on [0, 1] with uniform
mesh size h and satisfying homogeneous Dirichlet boundary conditions. Let Lh be
the space without boundary conditions. Set Lh = L
0
h × Lh. Figure 4, shows many
spurious Galerkin eigenvalues in (1, 2) ⊂ ρ(A) which obscure the approximation of
the genuine eigenvalue 2. We set L = L1/2 and ∆ = [1.001, 12], then
dimL(∆) = 2, dimL = 4 and ∆ ∩ σ(A) = {2, λ+1 }
where λ+1 ≈ 10.96990625. Evidently, we always have (0, 1)
T ∈ Lh and hence(
0
1
)
∈ Lh(∆) ∩ L and P1/2
(
0
1
)
=
(
0
1
)
.
Consequently, we always have 1 ∈ σ(P1/2, Lh(∆)) and we expect, as h → 0,
σ(P1/2, Lh(∆)) to converge to a second non-zero eigenvalue. Figure 5, shows this
is indeed the case. The two dimensional subspace Mn will contain (0, 1)
T and an
approximation of the eigenvector corresponding to λ+1 . Therefore, σ(A,Mh) con-
sists of 2 and an approximation of λ+1 . There are no spurious Galerkin eigenvalues
obscuring the approximation of λ+1 . Table 1, shows the approximation of λ
+
1 using
σ(A,Mh) and σ(A,Lh). Figure 6, shows a loglog plot of the distance of λ
+
1 to
σ(A,Mh) and σ(A,Lh). Although the convergence rates are essentially the same,
the approximation by σ(A,Mh) is actually outperforming the Galerkin method.
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0.8 1 1.2 1.4 1.6 1.8 2 2.2
0
 
 
σ(A,L1/32)
Figure 4. Spurious Galerkin eigenvalues in the interval (1, 2) ⊂ ρ(A).
10−3 10−2 10−1
0
0.5
1
h
 
 
σ(P1/2,Lh(∆))
Figure 5. σ(P1/2, Lh(∆)) converging to two non-zero eigenvalues.
h σ(A,Mh) σ(A,Lh)
1/8 11.05969611 11.08334840
1/16 10.97328312 10.99818000
1/32 10.97490592 10.97696913
1/64 10.96960440 10.97167162
1/128 10.97002620 10.97034757
1/256 10.96991628 10.97001658
1/512 10.96991153 10.96993383
1/1024 10.96990927 10.96991314
Table 1. Approximation of λ+1 ≈ 10.96990625 using σ(A,Mh)
and σ(A,Lh).
A NEW APPROACH TO SPECTRAL APPROXIMATION 13
10−4 10−3 10−2 10−1 100
10−6
10−4
10−2
100
h
 
 
dist(λ1
+
,σ(A,Mh))
dist(λ1
+
,σ(A,Lh))
Figure 6. Approximation of λ+1 using σ(A,Lh) and σ(A,Mh).
Example 5.3. Let H = L2(0, 1) × L2(0, 1) × L2(0, 1) and consider the following
block-operator matrix which arises in magnetohydrodynamics
A0 =


−
d
dx
(υ2a + υ
2
s)
d
dx
+ k2υ2a −i(
d
dx
(υ2a + υ
2
s)− 1)k⊥ −i(
d
dx
υ
2
s − 1)k‖
−ik⊥((υ
2
a + υ
2
s)
d
dx
+ 1) k2υ2a + k
2
⊥υ
2
s k⊥k‖υ
2
s
−ik‖(υ
2
s
d
dx
+ 1) k⊥k‖υ
2
s k
2
‖υ
2
s


where
Dom(A0) = H
2(0, 1) ∩H10 (0, 1)×H
1(0, 1)×H1(0, 1).
The closure of A0 is self-adjoint and denoted by A. For simplicity we set
k⊥ = k‖ = g = 1, υa(x) =
√
7/8− x/2 and υs(x) =
√
1/8 + x/2,
then
σess(A) = Range(υ
2
ak‖) ∪ Range
(
υ2aυ
2
sk⊥
υ2a + υ
2
s
)
= [3/8, 7/8]∪ [7/64, 1/4];
see [2, Section 5] and [33, Theorem 3.1.3]. The discrete spectrum contains a se-
quence of simple eigenvalues accumilating at ∞. These eigenvalues lie above, and
are not close to, the essential spectrum. They are approximated by the Galerkin
method, with trial spaces Lh = L
0
h×Lh×Lh, without incurring spectral pollution.
It was shown, using the second order relative spectrum, that there is also an
eigenvalue λ1 ≈ 0.279 in the gap in the essential spectrum; see [26, Example 2.7].
This eigenvalue was also located by the perturbation method; see [29, Example 5].
In both cases, the numerical evidence suggests that the eigenvalue is simple. As
shown in Figure 7, the eigenvalue λ1 is completely obscured by spurious Galerkin
eigenvalues. We set L = L1/2 and ∆1 = [1/4+0.001, 3/8−0.001], then dim(L) = 7
and the numerical evidence, from [26, 29], suggests that
(5.1) dim(L(∆1)) = 1 with ∆1 ∩ σ(A) = {λ1}.
Figure 8, shows σ(P1/2, Lh(∆1)) which converges to a single non-zero eigenvalue
and thus provides further evidence that (5.1) is correct. The subspace Mh is the
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span of the corresponding eigenvector. Table 2, shows the approximation of λ1
using σ(A,Mh) and the perturbation method.
1/4 0.279 3/8
0
 
 
σ
ess
(A)
σ(A,L1/128)
Figure 7. Spurious Galerkin eigenvalues obscure the approxima-
tion of λ1 ≈ 0.279.
10−3 10−2 10−1
0
0.5
1
h
 
 
σ(P1/2,Lh(∆1))
Figure 8. σ(P1/2, Lh(∆1)) converging to one non-zero eigenvalue.
A further eigenvalue λ2 ≈ 1.734 was located by the perturbation method; [29,
Example 5]. Again, the perturbation method suggests that the eigenvalue is simple.
As shown in Figure 9, the eigenvalue λ2 is completely obscured by spurious Galerkin
eigenvalues. We set L = L1/2 and ∆2 = [7/8 + 0.001, 3], then dim(L) = 7 and the
numerical evidence, from [29], suggests that
(5.2) dim(L(∆2)) = 1 with ∆2 ∩ σ(A) = {λ2}.
Figure 10, shows σ(P1/2, Lh(∆2)) which converges to a single non-zero eigenvalue
and thus provides further evidence that (5.2) is correct. The subspace Mh is the
span of the corresponding eigenvector. Table 3, shows the approximation of λ2
using σ(A,Mh) and the perturbation method.
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h σ(A,Mh) σ(A+ iP2h,Lh)
1/8 0.28037548 0.28071256
1/16 0.27982165 0.28028198
1/32 0.27931501 0.27940131
1/64 0.27912106 0.27913080
1/128 0.27905636 0.27905757
1/256 0.27903778 0.27903793
1/512 0.27903279 0.27903281
1/1024 0.27903149 0.27903150
Table 2. Approximation of λ1 using σ(A,Mh) and σ(A+ iP2h,Lh).
3/8 7/8 1.734
0
 
 
σ
ess
(A)
σ(A,L1/128)
Figure 9. Spectral pollution above σess(A) obscures the approx-
imation of λ2 ≈ 1.734.
10−3 10−2 10−1
0
0.5
1
h
 
 
σ(P1/2,Lh(∆2))
Figure 10. σ(P1/2, Lh(∆2)) converging to one non-zero eigenvalue.
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h σ(A,Mh) σ(A+ iP2h,Lh)
1/8 1.73461704 1.73467528
1/16 1.73463871 1.73464550
1/32 1.73463393 1.73463690
1/64 1.73463291 1.73463471
1/128 1.73463343 1.73463416
1/256 1.73463339 1.73463403
1/512 1.73463368 1.73463400
1/1025 1.73463384 1.73463399
Table 3. Approximation of λ2 using σ(A,Mh) and σ(A+ iP2h,Lh).
6. Conclusions
The new technique we have presented can, in view of Corollary 4.5, be regarded
as a filter for the Galerkin method. Since if the latter does not incur spectral pol-
lution in ∆, then σ(A,Mn) will not alter the approximation. We should activate
the algorithm when we have reason to be suspicious of the Galerkin method. For
example, the large number of Galerkin eigenvalues just above σess(A) in examples
5.2 and 5.3. Also, we should always be wary of Galerkin eigenvalues in gaps in the
essential spectrum, as we saw in examples 5.1 and 5.3. In each case though, our
algorithm easily filters out the spurious Galerkin eigenvalues and reveals an approx-
imation of the genuine eigenvalues. We stress the ease with which this algorithm is
employed; we use only the matrices required for the Galerkin method. Compared
to the alternative techniques, our method is very simple, easy to apply, efficient,
and accurate.
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