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Structure and Contents of this
Thesis
In the ﬁeld of Social Network Analysis, extracting interesting Community
Structures from graphs is a challenging task. In this thesis, we wish to
study this topic from an algorithmic point of view, inspecting community
deﬁnitions, properties, and algorithms.
After a brief introduction on the problem and terminology, in chapter 2
we look at some classical community structures in graphs, called LS sets and
betweenness clustering.
LS sets are one of the ﬁrst deﬁnition of community, born originally in
circuit theory where circuits were studied as hypergraphs. It is well known
that these groups form a hierarchical partition of the vertex set, and admit a
polynomial time algorithm for their identiﬁcation. This algorithm is a direct
consequence of an interesting non overlapping property that holds for all LS
sets.
In practice, LS sets are not popular as communities outside graph theory,
because they are very rare in real networks, and the algorithm for their detec-
tion is not particularly eﬃcient. For these reasons, we looked at betweenness
clustering. This is an alternative way for hierarchically partition the vertex
set based on the assumption that is easy to identify inter-community links.
Both LS sets and betweenness generate a clustering of the network in
groups that cannot partially overlap. Since this property may not always
be requested, in chapter 3 we try to relax this constraint by looking at the
alternative community deﬁnitions of k-degree sets and α-sets. It immediately
appears that this greatly impacts on the number of possible communities
in graphs; therefore, we may not be able to identify all such groups in a
given network. We then propose an alternative approach for a distributed
environment aimed at the identiﬁcation of a maximal community from a
single initiator.
In chapter 4, we extend the task of community detection to hypergraphs.
This is justiﬁed by an interpretation of hypergraphs as groups of mailboxes
shared by a set of users. Roughly speaking, community identiﬁcation in this
context means ﬁnding a subset of users interacting mainly by the same set
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4of mailboxes. We ﬁrst propose a sequential solution inspired by LS sets.
Then, we extend the distributed approach of the previous chapter to hy-
pergraphs, showing that it can be used almost directly to ﬁnd maximal
hyper-communities.
At the end, we show that the hierarchical approach used by the dis-
tributed protocol can be avoided in hypergraphs if an estimate of the number
of entities in the network is known. Based on this, we propose an alternative
distributed algorithm with a better running time than the previous solution,
and a worse overall number of messages sent.
A ﬁnal chapter 5, with the indication of foreseeable extensions of our
work, concludes the thesis.
The original results of our work are presented in chapter 3 and 4. They
mainly do consist in:
• the proposed deﬁnitions of new types of hypergraph communities or in
the extensions of previously known graph communities;
• the presentation and proof of several results concerning graph commu-
nities. In particular, proofs on the number of α-sets and their variants
in graphs are showed in propositions 3.2.1, 3.2.4, and 3.2.7. Proofs on
the relation between α-sets and min-cuts are showed in propositions
3.2.2 and 3.2.3;
• the formulation of sequential and distributed algorithms for community
detection, together with the proofs of correctness and complexity of
such algorithms.
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Chapter 1
Introduction
In recent years, the study of complex networks has become a main topic in
network theory. A fair amount of books published in the last decade has
already become classic literature on the subject; a selection of those texts
are [1, 2, 3]. Typically, a network is considered complex if it has interesting
topological features. Examples of such features are: scale-free degree dis-
tribution, small-world phenomenon, or community structure eﬀects. Among
all these, community structure eﬀects is a most controversial feature. Infor-
mally, a community is a set of entities of the network sharing some correlated
properties. This is a very abstract deﬁnition, since the kind of property we
may be interested in may vary radically from case to case. Even the term
share may be interpreted in diﬀerent ways. This ambiguous idea of commu-
nity has lead in the years to a wide number of diﬀerent possible deﬁnitions,
each with its own properties, applications, and algorithms.
In this work we give an algorithmic viewpoint on the subject of commu-
nity discovery strictly related to a graph representation of networks. In this
sense our work belongs to the broad ﬁeld of graph algorithmics, with an eye
on social networks applications. Since the activity in this ﬁeld has been so
proliﬁc, we cannot hope to cover all the proposed solutions. Therefore, we
have to preliminary classify the types of possible communities and decide to
which ones direct our attention.
As we have said, the idea of shared property is not really clear. If our
network is a set of people, we may wish to deﬁne communities based on the
area they live in, or the kind of job they do, or the kind of music they listen
to, etc. Obviously, the property required to share is directly correlated to our
speciﬁc application, but even in this simple example we can make a simple
classiﬁcation. Between the three examples, the ﬁrst one may be seen as a
topological property: a person is connected to someone if their positions on
the map are close. The second and third examples deﬁne properties that are
independent from the structural organization of the entities. They require
further knowledge than their physical disposition. Since this work aims to
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be a general study on the subject, it seems natural to consider deﬁnitions
based on the topologies of networks, and not their semantics. Unfortunately
this does not restrict much the ﬁeld, hence we need a further classiﬁcation
of community structures.
Categorize all the possible community deﬁnitions based on topological
properties is not a trivial task. Since their number is so large, and con-
stantly evolving, we may easily to miss something. Nonetheless, there is a
fair amount of technical reviews well known to those working in the ﬁeld,
proposing their own classiﬁcation. In this work, we started from [4, 5, 6] and
decided to follow the schema with the better balance between simplicity and
completeness, as appears in the second document.
In [5], communities are supposed to be groups, or clusters, of vertices
having closely-knit connections. Deﬁning a new community means, in this
context, proposing a diﬀerent criterion to express when a group has closely-
knit connections. In practice this roughly corresponds to give a Boolean
condition that can be checked over a network to decide if a subset of vertices
is a community or not. The classiﬁcation proposed is based on the amount of
knowledge required to verify the given condition. The authors of [5] propose
four main categories:
Node-Centric: to be a community, each node in the set has to satisfy cer-
tain properties. In this case we will also call the condition membership
criterion;
Group-Centric: we have to consider all the connections of a presumed
community as a whole, and see if they meet some given requirements
like, for example, density;
Network-Centric: all the connections of the network have to be consid-
ered, and then the vertices are partitioned in disjoint sets, typically
taking into account some quantitative property of the network;
Hierarchy-Centric: the network topology is considered in order to create a
hierarchical structure of the communities, to examine them at diﬀerent
granularity.
These categories are not strictly separated; a community may eﬀectively
belong to more than one class at a time.
In the following chapters, we start from some classical deﬁnitions of com-
munity, and inspect their properties and algorithms for the identiﬁcation. In
chapter 2 we consider LS sets and betweenness clustering. The former can
be classiﬁed as a group-centric community, the latter as a hierarchy-centric
one. In chapter 3 we extend the idea of node-centric community to local
community, and present some deﬁnitions based on this concept. We will also
propose a protocol for a distributed environment to extract a maximal local
community from a single initiator.
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Typically, applications of community detection consider a centralized ap-
proach. They start from a snapshot of the whole network, and extract the
community structures oine. When the community structure has been dis-
covered, we use this information to gain further knowledge on the members
of the network. In such an environment it is crucial that algorithms for com-
munity identiﬁcation be eﬃcient. Since typical networks contain thousand
of nodes, even a cubic complexity in time or space is generally impractical.
In a distributed approach we assume that the nodes do not know a priori
the community they belong to. This knowledge is gained using a protocol
to self-organize the entities in groups. Each node in the community can
use this new information to discover other entities it may be interested in,
like possible new neighbours, or people with same interests. The practical
diﬀerence with a centralized algorithm is that we do not have a view of whole
network but only the current view of each entity. Therefore, in our solution
we start from a super set of the community, and remove those nodes that
certainly do not belong to the group.
In chapter 4, we generalize the concept of community to hypergraphs,
starting from an interpretation where vertices are users and hyper-edges are
mailboxes shared by the users. The ﬁrst deﬁnition of community proposed
is based on minimum cuts, and a sequential algorithm for its identiﬁcation
is given and analysed. Next, we extend the idea of local communities to
hypergraphs, and show that the distributed protocol given before can be
easily adapted to their identiﬁcation.
Before starting the actual work, we explain brieﬂy the adopted terminol-
ogy and some basic deﬁnitions on graphs.
1.1 Terminology and Notation
Graphs are pervasive data structure in computer science applications, be-
cause most computational problems can be deﬁned in terms of graphs. For
this reason, graph algorithms appear almost in every subject of computer
science, and there is a large number of applications and studies on their
properties, uses and implementations. These issues are all well discussed in
the classical algorithmic literature [7, 8], together with a listing of interesting
problems on graphs.
Deﬁnition. A graph is a couple G = (V,E), where V is a set of elements,
or vertices, and E ⊆ V 2 is the set of edges of the graph.
If (u, v) ∈ E, then we will say that u is connected to v in G. In this work
we assume to work with undirected, unweighted graphs, where (u, v) ∈ E
implies that (v, u) ∈ E. We use n and m to denote the number of vertices
and edges, respectively.
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If X is a subset of the vertex set, and x is a vertex of the graph, we deﬁne
A(X,S) and A(x, S) as subsets of E such that:
A(x, S) = {(x, s) ∈ E | s ∈ S}
A(X,S) = {(x, s) ∈ E | x ∈ X, s ∈ S}
The cardinality of these sets is denoted with α,
α(x, S) = |A(x, S)|
α(X,S) = |A(X,S)|
When the set S corresponds to V , we may omit it from the notation.
Obviously, α(x, V ) is equal to the degree of x. Some simple properties of
these quantities follow directly from the deﬁnitions:
α(x, V − S) = α(x, V )− α(x, S)
α(x,X ∪ S) = α(x,X) + α(x, S)− α(x,X ∩ S)
We also pose:
Deﬁnition. The edge connectivity, λ(u, v), between two vertices u and v, is
the minimum number of edges that must be removed from G to disconnect
u from v.
Two simple properties of the edge connectivity are that it cannot be
greater than the degree of the vertices it is deﬁned on, and it is symmetric.
λ(x, v) ≤ min{α(x), α(v)}
λ(x, v) = λ(v, x)
Concerning the design of distributed algorithms, we follow the terminol-
ogy and approach explained in the classic literature on the subject [9, 10],
where a distributed algorithm is considered as a reactive deterministic sys-
tem.
A distributed protocol for solving a task is described as a set of status
values S representing the values that can be held by the status register of
the entities in the network.For each status s in S, a set of events and actions
represents the behaviour of an entity that is in state s. Transitions happens
when an entity encounter the keyword become s during an event handling.
Among all the values in S, some are deﬁned initial states, and others ﬁnal
states. A distributed computation begins with all the entities in initial states,
and ends when all the entities are in ﬁnal states.
The communication mechanism of the entities consists of a system of
queues that can be of two kinds: out-ports, one for each out-neighbour, and
in-ports, one for each in-neighbours. Since in our assumptions we assumed
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to work with undirected networks, in our protocols there will be a one-to-
one correspondence between in and out ports. Messages are sent through
ports when encountering the keyword send msg to dest during the event
handler.
A message is a ﬁnite sequence of bits typically divided in subsequences,
called ﬁelds, with a predeﬁned meaning in the protocol, such as message
identiﬁers, destination, or data.
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Chapter 2
Background On Graph
Communities
In the recent years Community Discovery has received a great attention, so
we cannot hope to cover exhaustively the whole background of the ﬁeld in
only one chapter. Therefore, we shall focus upon two instances that are, in
our opinion, well representative: LS sets and betweenness clustering.
LS sets are one of the ﬁrst deﬁnition of community, so they have been in-
tensely studied. Their ﬁrst apparition can be traced in [11], where they were
called minimal sets, and were originally deﬁned over hypergraphs. In their
work, the authors used these communities in electronic circuits to represent
components that share a minimal number of connections with the others, so
they can be mounted on the same physical board or can be placed on the
same LSI chip.
Betweenness is a measure of centrality of a vertex or an edge in graphs,
introduced in [12]; it is used to identify hot points for communications over
the network. Betweenness clustering is a classic technique of community
discovery that proceeds by iteratively removing entity with high centrality
from the network in order to make community structures appear clearly.
This is a well known approach in the ﬁeld and is one of the most used when
searching for hierarchical groups.
Both LS sets and betweenness clustering form group of vertices that do
not partially overlap. These solutions are, in general, the most eﬃcient in
terms of algorithms because we can reduce the problem over smaller instances
thanks to successive partitions.
2.1 LS sets
Intuitively, an LS set is a subset of nodes that are more strongly connected
to each other than to those in the complementary set. Since this set has few
connection to the outside, it is more cohesive than any of its subsets, and
13
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Figure 2.1: A sample graph
therefore a better community.
Deﬁnition [11]. Given a graph G = (V,E), a subset S ⊆ V is an LS set if,
∀T ⊂ S, α(T ) > α(S).
In a network, LS sets represent a minimal group or a core, a part having a
minimal number of connections from the inside to the outside of the group. In
a social network, they can be seen as a community which is tightly connected
on the inside, and loosely connected towards the outside.
For example, the graph in ﬁgure 2.1 contains the LS sets
{1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}, {9}, {10}, {11}, {12}, {1 2 3 4},
{1 2 3 4 5 6 7 8}, {9 10 11 12}, {1 2 3 4 5 6 7 8 9 10 11 12}.
Note that the set of all nodes V is an LS set, and, by deﬁnition, that
every singleton is also an LS set. We refer to these as trivial LS sets.
2.1.1 Main Properties
The most interesting property of LS sets is that their discovery is compu-
tationally feasible; we can design a polynomial time algorithm to identify
all of them in a graph or hypergraph. The ﬁrst eﬃcient procedure for the
identiﬁcation of LS sets in hypergraphs is proposed in [13]. In later years,
this algorithm has been improved, and in [14] is introduced the most eﬃcient
solution known, even though it is designed for simple graphs only. That is
the solution we are going to discuss, and concepts and ideas of [14] will serve
as an inspiration for our work in the following chapters.
Having a polynomial time algorithm means that we do not need to con-
sider all the possible subsets when evaluating whether a given set is an LS
set. Rather, we only need to consider those subsets that are themselves LS
sets. This fact is direct consequence of two important theorems originally
proved in [11]. The ﬁrst is used to characterize the union of LS sets. The
second theorem states that LS sets do not partially overlap: if two sets are
LS sets then either they are disjoint or one is completely contained in the
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other. Its base is a lemma that will be used in the following for the deﬁnition
of another community structure.
Theorem 2.1. If S1, . . . , Sn are LS sets, then S =
⋃
Si is an LS set iﬀ
α(S) < min(α(S1), . . . , α(Sn))
Lemma 2.1.1. If S is an LS set, then
∀si, sj , sk ∈ S, ∀v ∈ V \ S, λ(si, sj) > λ(sk, v)
Theorem 2.2. LS sets do not partially overlap. If S1 and S2 are LS sets,
then either S1 ∩ S2 = ∅, or S1 ∩ S2 = S1, or S1 ∩ S2 = S2.
Lemma 2.1.1 suggests an interesting property of LS sets that is worth to
be inspected further. We deﬁne a generalization of LS sets, called λ-sets.
Deﬁnition [14]. In a graph G = (V,E), a λ-set is a subset S ⊆ V such
that ∀u, v, w ∈ S, x ∈ V − S, λ(u, v) > λ(x,w).
These sets and the showed theorems, are the basis of an eﬃcient algo-
rithm for the identiﬁcation of LS sets.
2.1.2 Finding LS sets
λ-sets are a generalization of LS sets; if we had a procedure that enumerates
all the λ-sets, we may be able to remove all those that are not LS sets using
theorem 2.1. This is, in fact, computationally feasible, and proved in [14].
Since we can characterize a λ-set by the minimum connectivity among
its members, we can refer to them using an alternative deﬁnition.
Deﬁnition. Given a positive integer k and a graph G = (V,E), a subset
S ⊆ V is a λ-set if ∀u, v ∈ S, λ(u, v) > k.
From this deﬁnition, it is not hard to understand how to compute all the
λ-sets of a graph; we only have to perform the following steps:
1. compute the matrix Λ of edge connectivity between any pair of vertices
in the network;
2. starting from the highest edge connectivity join, at level k, all the
nodes such that λ(u, v) > k obtaining a λ-set;
3. for each of the previous sets that is not a singleton, check if it is an LS
set by verifying the condition of theorem 2.1.
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Amongst these steps, the most expensive is the ﬁrst one, i.e. compute the
edge connectivity between any pair of vertices. This is a well known problem
of network ﬂows, and is examined in [15], where an algorithm running in
O(n3) time is proposed.
A cost that is cubic on the number of vertices is not a good one in social
networks. In this ﬁeld, the most signiﬁcant networks have thousands of
vertices, and the identiﬁcation of LS sets in such graphs would be prohibitive.
Furthermore, LS sets have a deﬁnition that is too strict, because they
impose to every subset to verify their condition, so they are in fact very rare
in real networks.
In the following section we discuss an alternative approach of community
discovery using betweenness.
2.2 Betweenness Clustering
There are several ways to assign centrality indices to the vertices; informally,
they represent a ranking for the nodes according to their position or role in
the network. Many diﬀerent deﬁnitions of centrality indices can be found
in literature, using diﬀerent measures such as shortest paths, random walk,
etc. In this section we show an index based on the number of shortest paths
in a network and an eﬃcient procedure for community discovery based on
this index.
Deﬁnition [12]. The betweenness centrality of a vertex v ∈ V is the number
of shortest paths between all possible pairs of vertices that pass through it.
The ﬁrst quantity characterizes the social role of a vertex, measuring
how much it is important in the traﬃc of the network. In [16], the authors
extend this deﬁnition to edges, and propose a way to extract community
structures from a network using it.
Deﬁnition [16]. The edge betweenness of an edge e ∈ E is the number of
shortest paths between all pairs of vertices that run along it.
When applied to edges, betweenness represents the importance of an edge
as a link between vertices subsets.
2.3 Detecting Communities Using Betweenness
Based on betweenness, communities are not identiﬁed by adding vertices
to a strong core, but by ﬁnding the community peripheries and then par-
titioning the remaining set into smaller ones. The intuitive idea is that if
we are capable of detect which edges in a graph are inter-communities links,
then removing them from the network we will see the community structure
appears.
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Figure 2.2: Example of communities extracted using edge betweenness
The algorithm for detecting communities introduced in [16] works as
follows:
1. calculate the betweenness for all edges in the network;
2. remove the edge with the highest betweenness and repeat from the
previous step until no edges remain.
Partitioning using betweenness centrality works in the same way, but it
removes vertices instead of edges.
Each time a component is disconnected from the rest, we have found a
community. This algorithm does not take into account the granularity of
the groups: it continues to cut until no edges remains in the graph. If less
accuracy is required, trivial modiﬁcations to the algorithm are necessary.
In the previous schema it is obvious that the ﬁrst step is the hardest: we
need to ﬁnd a fast algorithm for computing betweenness. In [17], the author
proposes an algorithm requiring O(n+m) space and running in O(nm) and
O(nm + n2 log n) time on unweighted and weighted networks. The results
showed are applied to betweenness centrality; a generalization for other kind
of betweenness can be found in [18].
If we denote with σst the number of shortest paths between vertices s
and t, we can deﬁne a quantity representing the dependency of the vertex s
on a vertex v or an edge e as
δs(v) =
∑
t∈V \(v)
σst(v)
σst
, δs(e) =
∑
t∈V
σst(e)
σst
where σst(v) and σst(e) are respectively the number of shortest paths between
s and t passing through the vertex v and the edge e.
The betweenness can be computed directly from the dependency as fol-
lows,
18 CHAPTER 2. BACKGROUND ON GRAPH COMMUNITIES
Betweenness centrality :
bc(v) =
∑
s∈V
δs(v)
Edge betweenness:
eb(e) =
∑
s∈V
δs(e)
From the previous formulas, it is clear that the computation of between-
ness values can be done computing the number of shortest paths between all
pairs (the σ values), and then summing all dependencies.
2.3.1 Counting the Shortest Paths
Finding a shortest path from a source to a target in a graph is a classical
problem in computer science; here we need to do more, because we have to
ﬁnd all of them and to count them too. Recalling that the distance of two
vertices s and v, d(s, v) is the length of the shortest path from s to v, we
ﬁrst state the following crucial observation.
Lemma 2.3.1 (Bellman Criterion). A vertex u lies on a shortest path be-
tween s and v if and only if d(s, v) = d(s, u) + d(u, v).
The set of predecessors of a vertex v on shortest paths from s is deﬁned
as:
Ps(v) = {u ∈ V |(u, v) ∈ E, d(s, v) = d(s, u) + 1}
We have:
Lemma 2.3.2. For s 6= v ∈ V ,
σsv =
∑
u∈Ps(v)
σsu
Proof. From the Bellman criterion, it follows that the number of shortest
paths from s to v is the sum of the number of shortest paths from s to all
the predecessor of v.
The σst(v) values are computed from σst thanks again to the Bellman
criterion because, for each vertex m and for each edge e, we only have to
check whether it lies on a shortest path between the source and the target,
and then to multiply σsv and σvt.
The breadth-ﬁrst search algorithm naturally discover all the shortest
paths from the source; we can extend it using this lemma so that it also
counts the number of shortest paths from a source.
We have then proved that for each vertex, its σ values can be computed
in O(nm) and O(m+n log n) time for respectively unweighted and weighted
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graphs. To compute betweenness we could now sum all these quantities ob-
taining the dependency values, and then sum all the dependencies to compute
the betweenness for each vertex; this is not eﬃcient, so in we show a faster
way to sum all the dependencies.
2.3.2 Finding Dependencies Eﬃciently
The crucial point proved in [17], is that dependency values obey a recursive
relation that can be used to eﬃciently compute betweenness. We report
the theorem with a slightly diﬀerent proof aimed at directly developing an
algorithm for ﬁnding dependencies.
Theorem 2.3. The depency of s on any v ∈ V obeys
δs(v) =
∑
w:v∈Ps(w)
σsv
σsw
(1 + δs(w))
Proof. First, we introduce the notation σst(v, e) to indicate the number of
shortest paths form s to t that contain both vertex v and edge e. It is trivial
to see that
σst(v) =
∑
w:v∈Ps(w)
σst(v, {v, w})
We can now rewrite the dependency as:
δs(v) =
∑
t∈V
σst(v)
σst
=
∑
t∈V
( ∑
w:v∈Ps(w)
σst(v, {v, w})
σst
)
=
∑
w:v∈Ps(w)
(∑
t∈V
σst(v, {v, w})
σst
)
Here we have two cases:
• t = w: there are only σsv shortest paths from s to t including the
vertex v and the edge {v, w}, so we have to take them all,
σst(v, {v, w}) = σsv
• t 6= w: we need to take only a σsvσsw fraction of all the shortest paths
from s to t passing through w,
σst(v, {v, w}) = σsv
σsw
· σst(w)
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Inserting these two in the above yields
δs(v) =
∑
w:v∈Ps(w)
(
σsv
σsw
+
∑
t∈V \{w}
σsv
σsw
· σst(w)
σst
)
=
∑
w:v∈Ps(w)
σsv
σsw
(
1 +
∑
t∈V \{w}
σst(w)
σst
)
=
∑
w:v∈Ps(w)
σsv
σsw
(1 + δs(w))
To compute the dependencies of s on all other vertices we can therefore
traverse the graph in non increasing order of distance from s and accumulat-
ing dependencies by applying the previous theorem. It is easy to see that this
algorithm requires O(m) time and O(n+m) space for storing the dependency
of each vertex, and its predecessors set.
This way of detecting cohesive groups in real networks is very popular
and works well in most cases. One of its limitation is the fact that to be
detected without requiring too much accuracy, groups must be such that
only a small fraction of the elements in the group are in contact with the
outside. This because community detection using betweenness assumes that
links between groups are hot, i.e. there is a lot of shortest paths passing
through them. Therefore, increasing the number of inter-communities links,
we may lose the information that a link is hot, and, consequently, we may
not be able to extract the community. This is indeed a great limitation in
social networks because we can't control the interaction of an individual with
the rest of the world. Furthermore, both betweenness and LS sets partition
the vertex set in disjoint groups, and this may not always be welcomed.
In the next chapter, we start from the ideas of LS sets and betweenness
clustering, and study alternative deﬁnitions that admit the communities to
be partially overlapping.
Chapter 3
Local Communities
We say that a community is local if its criterion for membership can be
checked using only the local knowledge of a vertex. That is, the vertex does
not have to ask additional information to its neighbors in order to check its
membership. Obviously, only node-centric communities can be local, and
not all of them.
In this chapter, we will show two examples of communities deﬁned as
local: k-cores and α-sets. Their deﬁnitions were taken from [14], where a
brief intuitive overview of their main properties is also given. Since no proof
of such properties is given in [14], we have completed every claim with its
own proof.
In the last section we propose a distributed algorithm working in a net-
work. It follows a general schema for the identiﬁcation of a maximal local
community from a single initiator.
3.1 k-Cores
A simple local community based only on the degree of each vertex is called
k-degree set. Formally:
Deﬁnition [14]. A set S ⊆ V is a k-degree set if ∀v ∈ S, α(v, S) ≥ k
The simplest property of k-degree sets is that their union is still a set
of the same kind. This implies that their number can be quite large. We
immediately have:
Proposition 3.1.1. If A,B are k-degree sets, then A ∪B is a k-degree set.
Proof. Since ∀v ∈ V , α(v,A∪B) ≥ α(v,A) and α(v,A∪B) ≥ α(v,B), then
∀v ∈ A, α(v,A ∪B) ≥ α(v,A) ≥ k
∀v ∈ B, α(v,A ∪B) ≥ α(v,B) ≥ k
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Since k-degree sets can partially overlap, and can be extremely numerous,
it could be hard to identify all of them. For this reason, we consider maximal
k-degree sets, called k-cores.
Deﬁnition [14]. A set S ⊆ V is a k-core if is a k-degree set, is internally
connected, and its vertices are not contained in other k-cores.
We say that a set is internally connected if every pair of vertices in the
set can be connected by a path traversing only nodes contained in the set.
Unlike ordinary degree sets, k-cores cannot partially overlap so, for any
given k, they form a hierarchical clustering of the graph.
Proposition 3.1.2. If A, B are k-cores, then either A∩B = A, A∩B = B,
or A ∩B = ∅.
Proof. Suppose A ∩B 6= ∅. Then ∃x ∈ A ∩B such that
α(x,A) ≥ k
α(x,B) ≥ k
Then, either one of the two sets is contained in the other, or they are
not k-cores since, by deﬁnition, vertex x cannot belong to two diﬀerent k-
cores.
The non overlapping property makes k-cores easy to identify with a sim-
ple procedure. Starting from the whole vertex set, remove every vertex with
degree less than k until the set is stable. As we will see later, this is the
approach used by the distributed algorithm.
3.2 Alpha sets
As showed in the previous chapter, communities identiﬁed using LS sets or
betweenness do not partially overlap. While this is an useful property for
designing eﬃcient algorithms to identify these communities, it can also be
too much restrictive. We may expect that communities are not a closed
world where there is little or no communication with the outside. For this
reason, we start from the view of a community as a group where each people
interacts more often with people within the group than with those outside
it, to give a deﬁnition of community that also admits overlapping.
Deﬁnition [14]. A set A ⊆ V is said α-set if ∀v ∈ A,α(v,A) > α(v, V −A)
In any graph there is one trivial α-set, namely the entire set V . It is easy
to see that a singleton is not an α-set, and that a pair of connected vertices
u, v is an α-set only if V = {u, v}.
Leaving aside the non overlapping property makes the number of possible
communities great, so we could not be able to identify all the α-sets of a given
graph. An idea on their number is given by:
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Proposition 3.2.1. If A1, A2 are α-sets, then A1 ∪A2 is an α-set.
Proof. A1,∪A2 is an α-set if ∀v ∈ A1 ∪A2,
α(v,A1 ∪A2) > α(v, V − (A1 ∪A2))
from the properties of α(·, ·), it follows,
α(v,A1 ∪A2) = α(v,A1) + α(v,A2)− α(v,A1 ∩A2)
α(v, V − (A1 ∪A2)) = α(v, V )− α(v,A1 ∪A2)
= α(v, V )− (α(v,A1) + α(v,A2) + α(v,A1 ∩A2))
= α(v, V ) + α(v,A1 ∩A2)− (α(v,A1) + α(v,A2)).
Hence, A1 ∪A2 is an α-set if ∀v ∈ A1 ∪A2,
2α(v,A1) + 2α(v,A2) > α(v, V ) + 2α(v,A1 ∩A2).
From the hypothesis,
α(v,A1) > α(v, V −A1) =⇒ 2α(v,A1) > α(v, V )
so we only have to prove that
2α(v,A2) ≥ 2α(v,A1 ∩A2)
which is obvious since (A1 ∩A2) ⊆ A2.
We will call an α-set not containing other sets of the same kind, a simple
α-set. Since the union of an α-set is still an α-set, their number is at least
exponential in the number of simple α-sets of a graph. Therefore, we have
to reduce the number of possible interesting sets by requiring that the α-sets
we wish to ﬁnd also satisfy some other condition.
The ﬁrst thing we may want to inspect is to see how α-sets are related
to minimum cuts. This is the topic of the following propositions:
Proposition 3.2.2. If C is a min-cut of G = (V,E) not containing other
min-cuts, and |C| > 2, then C is an α-set.
Proof. Suppose that C is not an α-set; then ∃c ∈ C such that
α(c, V − C) ≥ α(c, C)
Being a min-cut, the edges A(c, V − C) are inter-cut edges so either
i) α(c, V − C) > α(c, C), or
ii) α(c, V − C) = α(c, C).
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These conditions cannot occur if C has size greater than 2. The former
i) because removing c from C we would obtain a smaller cut. The latter
ii) because C does not contains other min-cuts. Therefore, C must be an
α-set.
The smallest min-cuts are not the only interesting ones. Two corollaries
of the previous proposition show two categories of cuts that can be useful
for the identiﬁcation of α-sets.
Corollary 3.2.1 (Good min-cuts). If C is a min-cut with |C| > 2 and such
that ∀v ∈ C, C − {v} is no more a min-cut, then C is an α-set.
Proof. Being a min-cut, we know that v ∈ C, α(v, C) ≥ α(v, V − C) other-
wise, removing c from C, we would obtain a smaller cut.
We also know that α(v, C) 6= α(v, V −C) otherwise, removing c from C,
we would obtain a minimum cut.
Corollary 3.2.2 (Bad min-cuts). If C is a min-cut such that ∀v ∈ V −
C, C∪{v} is no more a min-cut, then V −C is an α-set if it has size greater
than 2.
In fact, good (and therefore bad) min-cuts are useful not only because
they are α-sets themselves: the most important fact about them is that they
deﬁne the greatest α-set completely contained in their partition of the graph.
This is better explained by the following proposition:
Proposition 3.2.3. If C is a bad min-cut, and C ′ is the greatest good min-
cut contained in it, then either C − C ′ = ∅, or C − C ′ is not an α-set.
Proof. α-sets If C − C ′ is an α-set, then ∀c ∈ C − C ′,
α(c, C − C ′) > α(c, V − (C − C ′))
α(c, C)− α(c, C ′) > α(c, V )− (α(c, C)− α(c, C ′))
α(c, C) > α(c, V − C) + 2α(c, C ′)
If we can prove that C is not an α-set, then this inequality would not be
possible, because 2α(c, C ′) ≥ 0.
It is easy to see so because we can found c ∈ C − C ′ such that C − c is
a min-cut, otherwise C would also be a good min-cut, and C − C ′ = ∅.
For such c then, α(c, C) = α(c, V − C), then C is not an α-set.
Based on this property, we could think of a procedure for the identiﬁca-
tion of α-sets that
1. compute the min-cut of the graph, and ﬁnd the greatest good min-cuts
of each half;
2. compute recursively all the α-sets contained in each good min-cut;
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3. compute all the α-sets that are between the cut;
4. compute all the possible unions of each α-set in a half with all the
α-sets in the other half, and with those in between.
Obviously, the last step is unfeasible, and we may not be able to correctly
compute the third one without it. Therefore, we are not capable of designing
an eﬃcient algorithm for computing all the interesting α-sets.
Another interesting task could be to identify the greatest non trivial α-set
in a graph. This is eﬀectively possible using the schema brieﬂy introduced
when speaking about k-cores sets, and it is the topic of the last section of
this chapter. Next, we show some variations over the deﬁnition of α-set that
are not local and are equally hard to identify, but may be interesting for
further studies on the topic.
3.2.1 Mean α-sets
Deﬁnition. A set A ⊆ V is said mean α-set if ∀v ∈ A, α(v, V − A) <
d(A) =
∑
a∈A
α(a,V )
|A|
We sometimes use only the term mean sets when referring to them. The
number of these sets can be, like α-sets, quite large, because they can also
be composed of unconnected parts, as showed by the following propositions,
Proposition 3.2.4. If A1, A2 are disjoint mean α-sets such that
• d1 = d(A1) ≤ d(A2) = d2,
• ∀v ∈ A2, α(v,A1) ≥ d2 − d,
then A1 ∪A2 is a mean α-set.
Proof. We can express d = d(A1 ∪A2) in terms of d1 and d2,
d =
∑
a∈A1∪A2
α(a, V )
|A1 ∪A2| =
∑
a∈A1
α(v, V )
|A1|+ |A2| +
∑
a∈A2
α(v, V )
|A1|+ |A2|
=
|A1|d1 + |A2|d2
|A1|+ |A2|
because A1 and A2 are disjoint. For the same reason, the mean set condition
for A1 ∪A2,
α(v, V − (A1 ∪A2)) < d
α(v, V ) < α(v,A1 ∪A2) + d
α(v, V ) < α(v,A1) + α(v,A2) + d
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can be checked separately for all v ∈ A1 and for all v ∈ A2. Starting from
the ﬁrst, it is easy to see that d1 ≤ d, since
d =
|A1|d1 + |A2|d2
|A1|+ |A2| ≥
|A1|d1 + |A2|d1
|A1|+ |A2| = d1
So the mean set condition for A1 ∪A2 holds for vertices in A1 because
∀v ∈ A1, α(v, V ) < α(v,A1) + d1 ≤ α(v,A1) + α(v,A2) + d
For vertices in A2, we can follow a similar argument: since d ≤ d2, we know
from the hypothesis that ∀v ∈ A2,
α(v,A1) ≥ d2 − d
α(v,A1) + d ≥ d2
α(v,A1) + α(v,A2) + d ≥ d2 + α(v,A2) > α(v, V )
So, the mean set condition for A1 ∪A2 holds for all v ∈ A2 too.
Corollary 3.2.3. If A1, A2 are mean sets such that d(A1) = d(A2) = d,
then A1 ∪A2 is a mean α-set.
Proof. From the previous proposition,
• d(A1) = d(A2),
• ∀v ∈ A2, α(v,A2) ≥ 0
So A1 ∪A2 is a mean α-set.
3.2.2 Int-Mean α-sets
Deﬁnition. A set A ⊆ V is said int-mean α-set if ∀v ∈ A, α(v, V − A) <
dˆ(A) =
∑
a∈A
α(a,A)
|A|
It is intuitively evident that int-mean sets are somehow related to mean
sets; this relation is showed by the following proposition
Proposition 3.2.5. Each int-mean α-set is a mean α-set.
Proof. For a set A,
d(A) =
∑
a∈A
α(a, V )
|A|
=
∑
a∈A
α(a, V −A) + α(a,A)
|A|
=
∑
a∈A
α(a, V −A)
|A| + dˆ(A)
Since α(a, V ) cannot be negative, then d(A) ≥ dˆ(A); then ∀v ∈ A verifying
the int-mean condition, the mean condition is also veriﬁed.
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Even in this case we can show that int-mean sets can be composed of
unconnected parts,
Proposition 3.2.6. If A is an int-mean α-set, then A∪ {v} is an int-mean
α-set if
dˆ(A) > (1 +
1
|A|)α(x, V − (A ∪ {v}))−
2
|A|α(v,A)
where x ∈ A∪{v} is the vertex maximizing the quantity α(x, V − (A∪{v})).
Proof. A ∪ {v} is an int-mean set if ∀x ∈ A ∪ {v},
dˆ(A ∪ {v}) > α(x, V − (A ∪ {v}))
dˆ(A ∪ {v}) =
∑
a∈A∪{v}
α(a,A ∪ {v})
|A|+ 1 =
∑
a∈A
α(a,A ∪ {v})
|A|+ 1 +
α(v,A)
|A|+ 1
=
∑
a∈A
α(a,A) + α(a, {v})
|A|+ 1 +
α(v,A)
|A|+ 1
=
∑
a∈A
α(a,A)
|A|+ 1 +
∑
a∈A
α(a, {v})
|A|+ 1 +
α(v,A)
|A|+ 1
since
∑
a∈A α(a, {v}) = α(v,A), then
dˆ(A ∪ {v}) =
∑
a∈A
α(a,A)
|A|+ 1 + 2
α(v,A)
|A|+ 1
Therefore, the int-mean condition becomes∑
a∈A
α(a,A)
|A|+ 1 + 2
α(v,A)
|A|+ 1 > α(x, V − (A ∪ {v}))∑
a∈A
α(a,A)
|A| + 2
α(v,A)
|A| > (
|A|+ 1
|A| )α(x, V − (A ∪ {v}))
dˆ(A) +
2
|A|α(v,A) > (1 +
|1
|A|)α(x, V − (A ∪ {v}))
dˆ(A) > (1 +
|1
|A|)α(x, V − (A ∪ {v}))−
2
|A|α(v,A)
Instead of checking ∀x ∈ A ∪ {v}, we can consider only the vertex x maxi-
mizing the quantity α(x, V − (A ∪ {v})).
Corollary 3.2.4. If α(v,A) = 0, then A ∪ {v} is an int-mean α-set if
dˆ(A) > (1 +
1
|A|)α(x, V − (A ∪ {v}))
where x ∈ A ∪ {v} is the vertex maximizing the quantity α(x, V −A).
28 CHAPTER 3. LOCAL COMMUNITIES
Proposition 3.2.7. If A1, A2 are disjoint int-mean α-sets such that dˆ(A1) =
dˆ(A2) = d, then A2 ∪A2 is an int-mean α-set.
Proof. We have to show that ∀x ∈ A1 ∪A2,
dˆ(A1 ∪A2) > α(x, V − (A1 ∪A2))
As done before, we can rewrite dˆ as
dˆ(A1 ∪A2) =
∑
a∈A1∪A2
α(a,A1 ∪A2)
|A1|+ |A2|
=
∑
a∈A1
α(a,A1 ∪A2)
|A1|+ |A2| +
∑
a∈A2
α(a,A1 ∪A2)
|A1|+ |A2|
=
∑
a∈A1
α(a,A1)
|A1|+ |A2| +
∑
a∈A2
α(a,A2)
|A1|+ |A2|+
+
∑
a∈A1
α(a,A2)
|A1|+ |A2| +
∑
a∈A2
α(a,A1)
|A1|+ |A2|
being
∑
a∈A1
α(a,A2)
|A1|+|A2| =
∑
a∈A2
α(a,A1)
|A1|+|A2| , the condition becomes∑
a∈A1
α(a,A1)
|A1|+ |A2|+
∑
a∈A2
α(a,A2)
|A1|+ |A2|+2
∑
a∈A1
α(a,A2)
|A1|+ |A2| > α(x, V −(A1∪A2))
multiplying both sides for |A1|+|A2||A1||A2| = (
1
|A1| +
1
|A2|), we obtain
dˆ(A1)
|A2| +
dˆ(A2)
|A1| + 2
∑
a∈A1
α(a,A2)
|A1|+ |A2| > (
1
|A1| +
1
|A2|)α(x, V − (A1 ∪A2))
the third term in the ﬁrst sum is greater than 0, so we can check the condition
removing it, obtaining
dˆ(A1)
|A2| +
dˆ(A2)
|A1| >
α(x, V − (A1 ∪A2))
|A1| +
α(x, V − (A1 ∪A2))
|A2|
obviously, α(x, V −(A1∪A2)) is smaller than both α(x, V −A1) and α(x, V −
A2), then we check
dˆ(A1)
|A2| +
dˆ(A2)
|A1| >
α(x, V −A2)
|A1| +
α(x, V −A1)
|A2|
This is easily proved because, for hypothesis, d = dˆ(A1) = dˆ(A2) is greater
than both α(x, V − A1) and α(x, V − A2), ∀x ∈ A1 ∪ A2. Then, the union
of the two sets is an int-mean set.
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3.3 A General Distributed Algorithm
A distributed algorithm for the identiﬁcation of communities is a protocol
that provide each node in a network with the knowledge whether it belongs
to a certain community or not. We consider only local communities, because
other types of communities could require information that is too hard to
obtain in a distributed environment. In particular, k-degree sets and α-sets
consider only the degree of each vertex, so they can be easily computed.
The proposed algorithm has a single initiator, that is a node in the net-
work that starts the protocol and acts as the root of the group. The ap-
proach of the algorithm follows the schema brieﬂy showed in the k-cores
section; starting from the entire vertex set, we remove vertices not satisfying
the membership criterion until we reach a stable set, that is our community.
The ﬁrst problem we have to deal with is that some communities, like
α-sets, admit the entire vertex set as a trivial group. In these situations, the
algorithm would immediately end without returning an useful community.
This can be solved by labeling every vertex in the set and then ﬁnding
communities related also by labels. This is a popular solution adopted in
community detection, because we often wish to ﬁnd communities that are
not only structurally related, but also semantically similar.
The second problem is that we cannot hope to ﬁnd all the possible com-
munities of the requested kind since, as proved before, their number can be
too high. For this reason, we consider only the maximal group identiﬁable
from the initiator: this means that we ﬁnd k-cores instead of plain k-degree
sets, and maximal α-sets. To determine the best initiator is not easy: we
may not know a prior which is the best leader for the community, so we
may have to try all of them; this can be made less strict when referring to
k-cores and maximal α-sets. The ﬁrst ones form a partition of the vertex
for a selected k, so we only have to ﬁnd a vertex that is contained in an
interesting community to identify the whole group. This is true also for the
second ones, because the union of two α-sets is still an α-set, so we cannot
ﬁnd two diﬀerent groups with non empty intersection and not contained in
a greater maximal set.
From an abstract viewpoint, designing an algorithm that iteratively re-
moves elements from a set requires to:
visit strategy deﬁne the order that the vertices follow to remove themselves
from the group,
detect changes provide a mechanism that permits the vertices to detect
when a node is removed from the group in order to update its own
view of the group when taking decisions.
This aspects are crucial, because a poor solution to one of them im-
plies a poor solution to the overall problem. Furthermore they are strictly
correlated, so we have to put extreme care in dealing with them.
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Figure 3.1: An example of spanning tree rebuilding
In our assumptions, we suppose to work in a single initiator environment,
so it seems natural to deﬁne visits that are based on a spanning tree rooted
at the initiator. As well known:
Deﬁnition. A spanning tree T of the connected graph G = (V,E) is a graph
with same vertices V and a subset of edges that retains connectivity and does
not contain cycles.
The classical approaches for constructing a spanning tree from a single
initiator in a distributed environment are based on the depth-ﬁrst and the
breadth-ﬁrst visits of graphs. We will show that the former one is a much
safer approach for our requirements, even though the second brings to a less
deep tree, and is in general more eﬃcient.
Removing those nodes that do not satisfy the membership criterion from
the initial spanning tree could obviously disconnect the tree, but not neces-
sarily the graph. We have therefore to deﬁne a way to detect when a sub tree
is removed from the main tree and check if it is still connected to the root.
An example of such a possibility is showed in ﬁgure 3.1 where the father of
the rightmost leaf is removed from the tree. Since the leaf is still connected
to another node, we must be able to transform the dashed link in a tree link.
To do so, we group the edges of G into three classes:
tree edges those that also belong to the spanning tree,
backward edges those that do not belong to the tree and connect a node
with one of its ancestors,
cross edges the remaining edges.
When a node is removed from the group, its descendants on the tree
must check if there is a cross edge or a backward edge that maintains the
connectivity. This is relatively simple for backward edges; in case of cross
edges we must be sure that the sub tree found via a cross edge has not been
disconnected. This is the reason why we prefer using spanning trees based
on depth-ﬁrst traversals, as it can be shown that such trees do not contain
cross edges in undirected graphs.
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Assigning to each node a label representing the path from the root of the
tree to the vertex itself, the procedure to detect changes is simple. When a
node x is removed, every sub tree rooted in its sons starts a procedure to
check if there is a backward edge that connects a node in the tree with one
that precedes x: if one or more of these edges do exist, then the sub tree
is recoverable. Unfortunately, the edge cannot be directly inserted into the
original tree because it could create unwanted cross edges. The depth-ﬁrst
construction of the spanning tree has to be restarted from the root.
To summarize, the distributed algorithm to compute the greatest local
community from a single initiator consists in:
1. build the spanning tree rooted at the initiator;
2. starting from the leaves of the tree, if a vertex does not satisﬁes the
membership criterion, remove it from the tree;
3. if the removal of a vertex creates a orphan sub tree that could still be
connected to the tree, rebuild the spanning tree form the beginning;
4. repeat from the second step until no more vertices are removed.
The complete pseudo code is showed in the following. We assume that,
after the ﬁrst construction of the spanning tree, each node x knows:
• its neighbors N(x),
• its sons on the tree N(DFT ),
• its backward and forward edges N(back) and N(forw),
• its parent on the tree,
• the condition < cond > used to check the given membership criterion.
We remind that the algorithm assumes a single initiator that starts in
state INITIATOR. The other entities in the network are supposed to be
initially in state IDLE.
INITIATOR
Spontaneously
if < cond > then
send `< cond >' to N(DFT )
become INIT-WAIT
else
send `kill' to N(DFT )
become NO-COMMUNITY
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IDLE
Receiving(< cond >)
if N(DFT ) 6= ∅ then
send `< cond >' to N(DFT )
become WAITING
else if < cond > then
send `activate' to parent
become WAIT-CONFIRM
else
send `deactivate' to N(x)
become NO-COMMUNITY
Receiving(deactivate)
N(back) = N(back)− {sender}
N(forw) = N(forw)− {sender}
Receiving(`reset-DFT')
send `reset-DFT' to N(DFT )
become IDLE-DFT
Receiving(kill)
send `kill' to N(DFT )
become NO-COMMUNITY
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INIT-WAIT
Receiving(active)
activeLinks = activeLinks ∪{sender}
INIT-NEXT();
Receiving(active-changed)
activeLinks = activeLinks ∪{sender}
changed = true
INIT-NEXT();
Receiving(rebuild)
activeLinks = activeLinks ∪{sender}
rebuild = true
INIT-NEXT();
Receiving(deactivate)
N(DFT ) = N(DFT )-{sender}
N(forw) = N(forw)-{sender}
changed = true
INIT-NEXT();
Procedure INIT-NEXT()
if activeLinks = N(DFT ) then
if !< cond > then
send `kill' to N(DFT )
become NO-COMMUNITY
else if rebuild then
send `reset-DFT' to N(DFT )
REBUILD-DFT();
become INITIATOR
else if changed then
activeLinks = ∅, changed = false
send `reset' to N(DFT )
send `< cond >' to N(DFT )
else
send `conﬁrm' to N(DFT )
become YES-DONE
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WAITING
Receiving(active)
activeLinks = activeLinks ∪{sender}
NEXT();
Receiving(active-changed)
activeLinks = activeLinks ∪{sender}
changed = true
NEXT();
Receiving(rebuild)
activeLinks = activeLinks ∪{sender}
rebuild = true
NEXT();
Receiving(deactivate) from N(DFT )
N(DFT ) = N(DFT )− {sender}
changed = true
NEXT();
Receiving(deactivate-rebuild)
N(DFT ) = N(DFT )− {sender}
rebuild = true
NEXT();
Procedure NEXT()
if activeLinks = N(DFT) then
if rebuild then
send `rebuild' to parent
become IDLE
else if < cond > then
if changed then send `active-changed' to parent
else send `active' to parent
become WAIT-CONFIRM
else if N(DFT ) = ∅ then
send `deactivate' to N(x)
become NO-COMMUNITY
else
send `deactivate' to N(forw),N(back)
send `deactivate-x' to N(DFT )
become WAIT-RECOVER
Receiving(deactivate) from N(forw), N(back)
N(forw) = N(forw)− {sender}
N(back) = N(back)− {sender}
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WAIT-CONFIRM
Receiving(conﬁrm)
send `conﬁrm' to N(DFT )
become YES-DONE
Receiving(reset)
activeLinks = ∅, changed = false
send `reset' to N(DFT )
become IDLE
Receiving(kill)
send `kill' to N(DFT )
become NO-COMMUNITY
Receiving(reset-DFT)
send `reset-DFT' to N(DFT )
become IDLE-DFT
Receiving(deactivate)
N(back) = N(back)− {sender}
N(forw) = N(forw)− {sender}
Receiving(deactivate-x)
if previous(N(back),x) 6= null then
send `recoverable' to parent
else if N(DFT) 6= ∅ then
send `deactivate-x' to N(DFT )
else
send `unrecoverable' to parent
Receiving(recoverable)
recoverLinks = recoverLinks ∪{sender}
IDLE-NEXT();
Receiving(unrecoverable)
unrecLinks = unrecLinks ∪{sender}
IDLE-NEXT();
Procedure IDLE-NEXT()
if recoverLinks ∪ unrecLinks = N(DFT) then
if recoverLinks = ∅ then send `unrecoverable' to parent
else send `recoverable' to parent
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WAIT-RECOVER
Receiving(recoverable)
send `reset-DFT' to sender
N(DFT ) = N(DFT )− {sender}
RECOVER-NEXT();
Receiving(unrecoverable)
send `kill' to sender
N(DFT ) = N(DFT )− {sender}
RECOVER-NEXT();
Procedure RECOVER-NEXT()
if N(DFT ) = ∅ then
if recover then send `deactivate-rebuild' to parent
else send `deactivate' to parent
become NO-COMMUNITY
To specialize this protocol to diﬀerent communities, we only have to
instantiate < cond > in the code. In particular:
α-sets each entity decides whether it is active or not by comparing its ac-
tual estimate of active neighbors with their total number, so it checks
2|activeLinks| > |N(X)|;
k-cores the actual number of active neighbors is compared with k, so an
entity checks |activeLinks| ≥ k.
3.3.1 Algorithm Analysis
To prove that our algorithm is reliable, we need to prove its termination and
its correctness.
In [9], termination is deﬁned local if one entity only knows if it has
terminated to compute, and global if at the end every entity can detect the
termination of every one else. In our case, we have local termination, because
only the root of the spanning tree knows when the protocol has ended.
Correctness is related to the level of knowledge of the information re-
quired, that is deﬁned in [9] in a way similar to termination. At the end of
the computation, the result of the protocol can be:
implicit knowledge if at least one entity knows the answer,
explicit knowledge if every entity knows the answer,
common knowledge if every entity knows the answer, and knows that
every other entity knows it.
If, as result knowledge, we consider that at the end every entity knows if
it is part of a community, then the protocol gives explicit knowledge on it.
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If, instead, the result expected is the set of vertices forming the commu-
nity, our protocol does not gives any kind of knowledge about it. However,
since the root knows when the protocol has terminated, we can add a proce-
dure to provide the desired information to all the nodes, and use it to obtain
even common knowledge. We omit this procedure from the algorithm to
leave things as clear as possible. For this reason, our correctness demonstra-
tion is oriented to prove that, at the end of the computation, every entity in
the network knows only if it is part of the community required or not.
We will work under the assumptions that links do not have faults, and
that messages over a link are received following the order in which they were
sent.
Theorem 3.1. The distributed algorithm always terminates
Proof. This protocol basically consists of a succession of checking condition
phases (called rounds), possibly followed by a tree rebuilding phase.
Supposing that the tree construction always terminates over non deacti-
vated nodes, we only have to prove that the rounds terminate and there are
only a ﬁnite number of them. We will consider a round terminated when the
root either starts a new round, or rebuilds the spanning tree, or terminate
the protocol.
Each round is simply the ﬂooding of the message `< cond >' over the
tree; then, starting from the leaves, each node checks it using its actual view
of the network, and forward its decision to the parent. Note that each node
awaits responses from all its sons before replying itself. For this reason,
when the root has received replies from all its sons, we are sure that every
node in the tree has passed from the state IDLE to either WAIT-CONFIRM,
NO-COMMUNITY, or IDLE-DFT. The root then decides whether to start
another round, or to rebuild the tree, or to terminate the protocol. So the
round terminates.
It is easy to see that the number of rounds is ﬁnite because nodes can-
not be added to the initial spanning tree, and if no nodes are removed the
protocol terminates.
Theorem 3.2. The algorithm computation terminates correctly, i.e. all and
only the nodes verifying the condition < cond > belong to the last spanning
tree.
Proof. We have to prove that, at the end of the computation:
• all the nodes in the tree satisfy < cond >,
• no node satisfying it is left out from the tree.
The ﬁrst point is obvious, since we repeat the protocol until all the nodes
in the tree satisfy the condition.
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The second point is assured by the fact that each node, before announc-
ing its deactivation to the parent, waits until all its descendants have decided
whether they are recoverable by a back edge. Since a node does not deacti-
vate itself if one of its sub trees asks to rebuild, the new constructed spanning
tree correctly link all the recoverable nodes to the root.
The cost of the algorithm can be estimated using the standard costs
for distributed environments, explained in [9]: i.e. Message Cost and Ideal
Time. We recall that the message costM is a measure of the communication
activities of the entities, in terms of number of message transmissions. The
ideal time T is the total execution delay under the assumption that it takes
one unit of time for a message to arrive and be processed.
Before measuring the cost, some preliminary considerations are neces-
saries.
Evaluating the complexity of the algorithm as it is presented can be
rather diﬃcult because some stages, like the recover procedure, can be hard
to investigate. Moreover, the protocol showed is not the best solution in
terms of eﬃciency, although it is simple to understand. For these reasons,
we propose an improved version that is more eﬃcient and also simpler to
evaluate. In this solution:
i) the recover procedure does not add further communications or waits and
is integrated with the rest of the algorithm;
ii) the rounds and the spanning tree reconstruction can be performed to-
gether, decreasing the overall waiting time.
The recover procedure can be modiﬁed to make it bring no impact on the
number of messages and time, by increasing a little the size of the messages
sent by the entities.
When a leaf of the spanning tree sends `activate' to its parent, passing
from the state IDLE to WAIT-CONFIRM, it adds to the message the label of
its back edge that is nearest to the root, if present. An internal node has then
to choose between its own back edges and the ones sent by its descendants
the label that is closets to the root and add it to its own `activate' message.
If the node wants to be deactivated, it does not have to start the recover
procedure because it already knows which of its sub-trees are recoverable,
and which are not; it only has to inform its parent if a rebuild is necessary,
and to kill the descendants that are unrecoverable. Since, from the algorithm,
an entity does not deactivate itself if one of its sons requires a rebuild, the
rebuild request is forwarded to the root that will then starts the spanning
tree reconstruction.
As a second improvement perform a condition check round and the span-
ning tree rebuild together, that is easy to make. Building a spanning tree
based on a depth-ﬁrst traversal simply consists in performing a depth-ﬁrst
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traversal and make the entities remember where each message received comes
from, and the replies it brings. During this procedure, we could impose to
add the response of the condition check to the reply messages. We can also
change the behavior of an IDLE entity to not broadcast the condition check
to all its sons, but rather to send it sequentially to each son following the
depth-ﬁrst ordering.
Using this improved version, it is simpler to estimate the algorithm com-
plexity. We have:
Theorem 3.3. On a network with n nodes and m arcs, the worst case com-
plexity of the algorithm is:
• O(n2) for the Ideal Time,
• O(nm) for the Message Cost.
Proof. At round i, the quantities involved in the analysis are:
ni: the number of nodes that are not in the NO-COMMUNITY state,
mi: the number of edges between the previous nodes,
di: the depth of the spanning tree at round i,
li: the number of leaves of the tree at round i.
As the protocol repeatedly performs condition checking rounds until the
group is stabilized, we have to distinguish the two kinds of rounds involved
and inspect their complexity ﬁrst.
If round i − 1 does not end with a spanning tree rebuilding request, we
have a plain condition check that involves:
i) the `reset' and `< cond >' messages ﬂooded over the tree. These can
obviously be merged into a single message, instead of two separate ones
as put in the code. This step costs ni messages and di time.
ii) The replies forwarded from the leaves to the root, with the same costs
as the previous step.
To summarize, a plain condition round costs 2ni messages and 2di time.
If round i−1 ends with a tree rebuilding request, the cost is the usual one
for the spanning tree build with a depth-ﬁrst traversal. From [9] we know
that the best cost obtained is 2ni − 2 time and 4mi − 2ni + li + 1 messages.
Therefore, the total cost of the protocol can be stated as
cost = costrebuild × numberrebuild + costnorebuilds × numbernorebuilds
To give a worst case evaluation, we have to understand which is the
worst scenario. Given the previous costs, it is obviously one where the total
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Figure 3.2: An example of computation for which the algorithm makes a
maximal number of rebuild rounds
number of rounds is maximized and all of them are rebuild ones. Since the
protocol ends when the group is stabilized, and we cannot add new members
to the group, the max number of rounds is obtained when we remove exactly
one node from the group at each round, until we obtain an empty set. An
example of a computation with a max number of rounds and every round is
a rebuild one is showed in ﬁgure 3.2.
In a situation like this, we have ni = n− i, and li = 1, so the ideal time
and the overall number of messages become:
T = (2n− 2) + (2(n− 1)− 2) + . . .+ 2
=
n∑
i=0
(2(n− i)− 2)
=
n∑
i=0
(2n− 2)− 2
n∑
i=0
i
= 2n2 − 2n− n(n+ 1)
= n2 − 3n = O(n2).
M =
n∑
i=0
(4mi − 2(n− i) + 2)
=
n∑
i=0
(4mi − 2n− 2i+ 2)
= n− 3n2 + 4
n∑
i=0
mi
Since we don't know exactly the value of mi, we use m as an upper
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bound. Then:
n∑
i=0
m = mn
Therefore, the total number of messages becomes
M ≤ n− 3n2 + 4mn = n(4m+ 1− 3n) = O(mn)
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Chapter 4
Communities in Hypergraphs
Hypergraphs are generalizations of graphs where edges, called hyper-edges,
can connect any number of vertices.
Deﬁnition. A hypergraph is a couple H = (V,E) where V is the set of
vertices, and E ⊆ P(V )− ∅ is the set of hyper-edges.
Hypergraphs applications are not common; since edges are in fact sets,
it is not easy to enumerate all the incident vertices of an edge or a vertex.
For this reason, graph applications generalized to hypergraphs have often to
consider a multiplicative factor of at least m or n, respectively the number
of hyper-edges and vertices.
Additional considerations are also required when speaking of hypergraphs
representations. There are two ways to visualize a hypergraph. The ﬁrst
consists in drawing the edges as sets. The second consists in treating them
like colored nodes in a simple graph and impose that vertices of one kind
can be connected only to vertices of the other type.
We decided to follow the view where edges are special nodes used by
the vertices to communicate. In network applications, this could be inter-
preted as a group of mailboxes or social mediums (the hyperedges) used by
registered users (the vertices) to interact with each other.
As a consequence of this view, we can consider communities in hyper-
graphs as either sets of vertices, or as groups of edges. In the ﬁrst interpre-
tation, we wish to identify users that interact primarily with each other. In
the second one, we want to group the communication devices by inspecting
the set of user that are registered to these mediums.
In this chapter, we propose two diﬀerent approaches to hyper-community
identiﬁcation. The ﬁrst is a generalization of minimum cut on graphs and is
considered in a non distributed environment. The second is a generalization
of local communities studied in the previous chapter. We also extend the
distributed protocol to hypergraphs to make it identify maximal local hyper-
communities.
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Figure 4.1: An example of dual of a hypergraph
There is no practical diﬀerence between groups of vertices and groups of
hyper-edges. We can create, from a given hypergraph, another one where
each vertex becomes an hyper-edge, and each edge becomes a vertex, like in
ﬁgure 4.1. Applying the vertex community deﬁnitions to this dual hyper-
graph, we obtain a grouping of edges for the ﬁrst one.
4.1 Communities Based on Minimum Cut
In simple graphs, min-cuts represent subsets of vertices that are hard to
disconnect. In optimization theory, a min-cut between two nodes identiﬁes
the maximum amount of ﬂow that can be send from a source to a target.
In chapter 2, we studied a partitioning of the vertex set based on min-
cuts. In the description of the procedure for identiﬁcation of LS sets, we
introduced the notion of λ-set, and showed that the algorithm can be used
to identify these sets too. The hierarchical clustering induced by λ-sets
creates groups of vertices with edge connectivity greater than a quantity k.
To apply λ-set partitioning to hypergraphs, we ﬁrst have to precisely
deﬁne the connectivity between two vertices s and t. Intuitively, it could
correspond to two quantities:
i) the minimum number of hyper-edges that has to be removed to discon-
nect s and t;
ii) the minimum number of edges that has to be removed from the bipartite
graph representing the hypergraph to disconnect s and t.
If these two solution were equivalent, we may apply the eﬃcient algo-
rithms for all pair connectivity explained in [15] to bipartite graphs repre-
senting hypergraphs. Unfortunately, in [19], is shown that i) and ii) are not
equivalent. In fact, it is impossible to model hypergraphs using graphs that
keep min-cut properties without adding several dummy nodes and negative
weight edges.
On the other hand, min-cut algorithms for hypergraphs are far from
eﬃcient. The best known solution for the general case with n vertices and m
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edges has a running time of O(n2 log n + nm). Solving the st case requires
at least as much.
We propose the following Algorithm1 with a O(m4n) running time for the
minimum vertex cut. It is a generalization of the Edmond-Karp algorithm
for unweighted undirected hypergraphs.
Given a pair of hyper-edges s and t, we start by counting all the vertex-
disjoint paths from s to t. We recall that two paths are vertex-disjoint if they
share no vertices. To count all of them, we proceed by ﬁnding a minimum
path from s to t, removing it from the graph, and repeating these steps until
s and t become disconnected. Since we need to know the vertex connectivity
between all pairs of hyper-edges, we apply this procedure to every pair.
Algorithm 1: Compute the matrix of Vertex-Connectivity
Data: A hypergraph H = (V,E). An hyper-edge is a subset of V
Result: The matrix Λ of all pairs connectivity
foreach e ∈ E do
foreach e′ ∈ E ∧ e 6= e′ do
Λee′ = st-cut(H, e, e
′)
return Λ
Procedure st-cut
Data: A hypergraph H = (V,E), a source edge s, a target edge t
Result: The size of the min-cut between s and t in H
repeat
v-pred[] = null, e-pred[] = null, dones[] = null, found = false
Q.push(s)
while !Q.isEmpty() and !found do
cur = Q.pop()
foreach v ∈ cur do
if done[v] = 0 then
done[v] = 1
foreach e incident to v do
if v-pred[e] = null then
v-pred[e] = v, e-pred[e] = cur
Q.push(e)
if e = t then found = true
if found then
cur = t
while cur 6= s do
H.remove(v-pred[cur])
cur = e-pred[cur]
λ = λ+ 1
until found = true
return λ
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To prove that this algorithm is correct, we show that the number of
vertex-disjoint paths from s to t corresponds to the st-connectivity.
Theorem 4.1. The maximal number of vertex-disjoint paths from a source
edge s to a sink t is equal to the vertex-connectivity between s and t.
Proof. We can build a simple graph G (not an hypergraph) from H such
that
• every hyper-edge e in H, corresponds to a clique in G connecting all
the nodes incident to e,
• the vertices are the same as in H, plus two new vertices s′ and t′
connected to all the nodes incident respectively to s and t.
It is easy to see that the maximal number of vertex-disjoint paths from
s′ to t′ in G is the same as from s to t in H. As proved in [15] this number is
the vertex-connectivity between s′ and t′ in G, and we can follow the same
reasoning to see that it is also the vertex-connectivity between s and t in
H.
To estimate the complexity of Algorithm1, we have to inspect how much
time we need to execute the minimum st-cut procedure.
Theorem 4.2. The vertex-connectivity between all pairs of hyper-edges is
computed in O(m4n2) time using the proposed algorithm.
Proof. Computing a shortest-vertex path in a hypergraph requires at most
m2n time. This because we may have to check every vertex for each edge,
and again every edge for each vertex too. Since the minimum vertex-cut
between two edges is at most n, we may have to repeat the shortest path
detection up to n times. Therefore, the st-cut procedure requires up to
O(m2n2) time.
From this result, the claim follows immediately, because we repeat the
st-cut procedure m2 times.
Obviously, this algorithm is far from eﬃcient. In future, we hope to
improve it, perhaps starting from the considerations for all-pairs min st-cut
in graphs explained in [15].
Now we look at an alternative approach for the identiﬁcation of local
hyper-communities in a distributed environment.
4.2 Local Communities in Hypergraphs
Extending the concept of local communities to hyper-graphs is not a trivial
task. In simple graphs, we know that the edges covered by a vertex set
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are those connecting pairs of vertices that are both in the set. Since hyper-
edges are set of vertices, we have two possible choices. One possibility is to
consider an hyper-edge e covered by a set S if all the vertices of e are in S.
The second choice is to consider it covered if at least k of its vertices are in S.
Here we study both the possibilities, examining only the case k = 2 for the
second one. Some slightly diﬀerent deﬁnitions for hypergraphs communities
are introduced in [20], and served as inspiration for our work.
Given a hypergraph H = (V,E), we deﬁne, for a vertex v ∈ V ,
α(v, S) = |{e ∈ E : v ∈ e ∧ e ⊆ S}|
αˆ(v, S) = |{e ∈ E : v ∈ e ∧ (e− {v}) ∩ S 6= ∅}|
Using these two values, we can extend the concepts of α-sets and k-cores
to hypergraphs.
Deﬁnition. Given a subset S ⊆ V , we will say that it is a
hyper α-set if ∀v ∈ S, α(v, S) > α(v, V − (S − {v})),
hyper αˆ-set if ∀v ∈ S, αˆ(v, S) > αˆ(v, V − S),
hyper αk-core if ∀v ∈ S, α(v, S) ≥ k,
hyper αˆk-core if ∀v ∈ S, αˆ(v, S) ≥ k.
These kind of groups are as diﬃcult to enumerate as standard α-sets
and k-cores so, like before, we propose a distributed approach to identify a
maximal community from a single initiator.
In a classical distributed environment, the network is not a hypergraph,
so we have to ﬁnd a way to emulate a hypergraph network using a simple
network. We have therefore to formalize the deﬁnition of bipartite graph
built from a given hypergraph.
Deﬁnition. Let H = (VH , EH) be a hypergraph with VH = {v1, . . . , vn}
vertices and EH = {e1, . . . , em | ei ⊆ VH} hyper-edges; the bipartite graph
derived from H is a graph G with VG = {v1, . . . , vn, e1, . . . , em} vertices, and
EG = {(vi, ej) | vi ∈ ej in H} edges.
The deﬁnitions of α and αˆ are modiﬁed to be used in bipartite graphs.
If v ∈ {v1, . . . , vn} is a white node, then
α(v, S) = |{e : (v, e) ∈ EG ∧ ∀(v′, e) ∈ EG, v′ ∈ S}|
αˆ(v, S) = |{e : (v, e) ∈ EG ∧ ∃v′ 6= v. (v′, e) ∈ EG and v′ ∈ S}|
Since white vertices v1, . . . , vn do not communicate directly with each
other, checking membership criteria for communities requires the help of
black edges e1, . . . , em. From the previous formulas, it is evident that a
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Figure 4.2: an example of hyper αˆk-core, with k = 3
black node has to assure that the vertex set covers all the white ones incident
to it, in case of sets using α, or that it covers at least 2 of them, in case of
sets using αˆ.
Therefore, if every entity in the network knew its color, the distributed
algorithm showed in the previous chapter can be used directly to identify
groups in hypergraphs by providing every entity with a diﬀerent condition
to check, depending on its color:
1. a white node has to check the membership criterion for the correspond-
ing community,
2. a black node has to check that all its neighbours (in case of sets using
α), or at least 2 neighbours (in case of sets using αˆ) are active.
The correctness and termination proofs are straightforward from the pre-
vious ones, because they do not depend on the speciﬁc condition that an
entity has to check; this is true even if the condition is diﬀerent from entity
to entity. At the end, we have a stabilized set where each vertex satisﬁes its
own condition, being it either a black or a white node. In ﬁgure 4.2 is shown
an example of local community that can be found using the distributed pro-
tocol.
The same reasoning applies to the complexities of the protocol, so the
costs in terms of time and number of messages are those showed in the
previous chapter.
4.2.1 An Alternative Algorithm for Group Identiﬁcation
As we have already seen, in a network representing a hypergraph the vertices
do not directly communicate with each other. In this context, it seems
pointless to build a hierarchical structure like a depth-ﬁrst spanning tree.
4.2. LOCAL COMMUNITIES IN HYPERGRAPHS 49
We may hope to ﬁnd a solution where the entities operates concurrently
with each other and do not wait for responses from the others.
A possible solution is to split each round in two turns. In the ﬁrst turn
all the vertices decide concurrently whether they are active or not using
their current view, and send this information to the hyper-edges. In the
second turn the edges decide, from the messages sent by the vertices, if they
are active, and reply back. These decision are taken following the previous
schema for black and white nodes.
Using this approach, we may not be able to understand when the com-
munity is stabilized. Since there is no leader, no one can supervise the
computation and stops it when it reaches the end. As we have already seen,
at each round we can only remove nodes from the actual set. Being n the
number of vertices in the network, the initial set become empty after at most
n rounds, that is at each round exactly one node is removed from the set.
Therefore, we can use n as an overestimate of the number of rounds.
To make this protocol end correctly, we have to assure that every entity
knows the number of vertices of the network. If this information is not
available, an overestimate of n still makes the protocol end correctly, even
though it is less eﬃcient.
In listing the code of the algorithm, we suppose that every node x in the
network knows:
• the hyper-edges N(x) it is connected to, or the vertices it is incident
to if x is an edge;
• the condition it has to check, that is < condwhite > for the vertices,
and < condblack > for the edges;
• the number n of vertices.
The initial state for the vertices is WHITE-INIT, the initial state for the
edges is BLACK-INIT.
WHITE-INIT
Spontaneously
if < condwhite > then
send `active?' to N(x)
become WAIT
else
send `deactivate' to N(x)
become NO-COMMUNITY
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BLACK-INIT
Receiving(active?)
activeLinks = activeLinks ∪{sender}
BLACK-NEXT();
Receiving(deactive)
deactiveLinks = deactiveLinks ∪{sender}
BLACK-NEXT();
Procedure BLACK-NEXT()
if activeLinks ∪ deactiveLinks = N(x) then
if !< condblack > then
send `active' to N(x)
activeLinks = ∅
#rounds = #rounds +1
if #rounds > n then become YES-DONE
else
send `deactivate' to N(x)
become NO-COMMUNITY
WAIT
Receiving(active)
activeLinks = activeLinks ∪{sender}
WHITE-NEXT();
Receiving(deactivate)
deactiveLinks = deactiveLinks ∪{sender}
WHITE-NEXT();
Procedure WHITE-NEXT()
if activeLinks ∪ deactiveLinks = N(x) then
if !< condwhite > then
if #rounds > n then become YES-DONE
#rounds = #rounds +1
activeLinks = ∅
send `active?' to N(x)
else
send `deactivate' to N(x)
become NO-COMMUNITY
It is easy to see that this protocol always terminate. It follows immedi-
ately from the fact that the counter #round is incremented at every round,
and the computation terminates when #rounds > n. The correctness is
given by the fact that each turn is synchronized for all the entities; a turn
ends for an entity when it ends for all the others.
The complexity of the algorithm is also proved easily. As expected,
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adding concurrency leads to a better computation time with the drawback
of a greater number of messages sent.
Theorem 4.3. On a network with n vertices (white nodes) and m hyper-
edges (black nodes), the worst case complexity of the alternative algorithm
is:
• O(n) for the Ideal Time,
• O(mn2) for the Message Cost.
Proof. From the assumptions, we know that the maximal number of rounds
is n. A generic round i consists in:
i) all the white nodes send `active?' or `deactivate' to the black edges.
This step costs exactly 1 in time, and at most mini messages;
ii) the black nodes reply back, with the same costs as the previous step.
As before, estimating ni at the worst case ni = (n− i), and over estimat-
ing mi as m, we obtain:
T =
n∑
i=1
2 = 2n = O(n)
M =
n∑
i=1
2mini = 2
n∑
i=1
m(n− i)
= 2
n∑
i=1
(mn−mi) = mn2 −mn = O(mn2)
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Chapter 5
Conclusions and Further
Studies
In this work we have reviewed some classic graph community deﬁnitions, and
their algorithms for community detection. We have shown that for some of
these, like LS sets, the algorithms known are not particularly eﬃcient. This
may require further studies for ﬁnding better algorithms and to inspect ade-
quate lower bounds of the problem. Furthermore, LS sets are very rare in real
networks, so they are not much used in community detection applications.
We have also seen that community detection using betweenness clustering
admits much more eﬃcient algorithm than LS sets. Since a great limitation
of LS and betweenness communities is that they do not allow partially over-
lapping groups, we started looking at alternative deﬁnitions that admit this
possibility.
In chapter 3 we studied k-degree sets and α-set, and some of their vari-
ations. We also inspected their applicability to community detection, intro-
ducing the deﬁnition of local community. We proved that extracting all of
these groups can be infeasible because their overall number can be too high.
For this reason, we proposed a distributed algorithm for ﬁnding a maximal
local community in a network.
The distributed protocol proposed is based on subsequent depth-ﬁrst
traversal of graphs and broadcasts over a spanning tree. Therefore, it is
poorly eﬀective in terms of overall running time and number of messages
sent. So there is ground, in the future, to ﬁnd more eﬃcient algorithms.
A possible idea could be trying to use breadth-ﬁrst traversals. To do this
we may have to provide a recovery procedure that takes into account cross
edges and not only back edges. Alternatively, we may hope to ﬁnd spanning
tree constructions based on breadth-ﬁrst traversals that avoid the creation
of cross edges.
In chapter 4, we extended community deﬁnitions to hypergraphs. Appli-
cations of hyper-communities detection are interpreted in a context where
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we have a set of mailbox and wish to group them in terms of users connected.
We also showed that from any hypergraph we can build a dual one where
every edge becomes a vertex and vice versa. Therefore, vertex communities
can be easily extended to hyper-edge communities without any additional
eﬀort.
The ﬁrst community deﬁnition proposed is analysed in a sequential en-
vironment. It is a generalization of the λ-sets clustering showed before. We
also proposed an extension of the classical Edmond-Karp algorithm for com-
puting the min st-cut in a hypergraph, and inspected its complexity. Further
studies in this direction are required to ﬁnd more eﬃcient algorithms than
the proposed one. A possibility may be trying to extend the solution pro-
posed in [15] for computing the all pairs minimum cuts in a graph. This may
reduce the computation time by a multiplicative factor of at least m or n.
At last, we studied a generalization of local communities to hypergraphs.
This has required to decide when a hyper-edge is covered by a vertex set,
and the possible community deﬁnitions that this decision brings. We showed
that the distributed protocol proposed in chapter 3 can be easily generalized
to extract maximal local hyper-communities.
Since we assume to model hypergraphs using bipartite graphs, in a dis-
tributed environment we have that nodes representing vertices of the graphs
can communicate only with nodes representing hyper-edges. In this con-
text, we can suppose that is not necessary to build a spanning tree of the
nodes. An alternative distributed protocol was designed exploiting this prop-
erty, where each node checks the membership criterion over its current view
concurrently with all the others. Designing this protocol required to ﬁnd
a condition to correctly determine when the computation has ended. We
showed that the number of vertices of the network is an overestimate of the
number of rounds. If every entity knew this quantity, the alternative algo-
rithm can be envisaged. Further improvements may be studied in the future.
An interesting question is if the number of messages can be reduced keeping
a linear time complexity.
Bibliography
[1] S. Dorogovstev and J. Mendes, Evolution of Networks. Claredon Press,
2002.
[2] S. Dorogovstev, Lectures on Complex Networks. Claredon Press, 2010.
[3] M. Newman, The structure and function of complex networks, SIAM
Review, vol. 45, no. 2, pp. 167256, 2003.
[4] M. Coscia, F. Giannotti, and D. Pedreschi, A classiﬁcation for commu-
nity discovery methods in complex networks. Submitted for Publica-
tion, 2011.
[5] L. Tang and H. Liu, Graph Mining Applications to Social Network
Analysis, in Managing and Mining Graph Data, pp. 487513, Springer
Science+Business Media, 2010.
[6] S. Fortunato and C. Castellano, Community structure in graphs,
in Encyclopedia of Complexity and Systems Science, pp. 11411163,
Springer, 2009.
[7] T. Cormen, C. Leiserson, R. Rivest, and C. Stein, Introduction to Algo-
rithms. McGraw-Hill, 1990.
[8] C. Demtresen, I. Finocchi, and G. Italiano, Algoritmi e Strutture Dati.
McGraw-Hill, P.G. Italia, 2004.
[9] N. Santoro, Basic Problems and Protocols, in Design and Analysis of
Distributed Algorithms, pp. 2995, Wiley, 2006.
[10] N. Lynch, Distributed Algorithms. Morgan Kaufmann, 1996.
[11] F. Luccio and M. Sami, On the Decomposition of Networks in Mini-
mally Inteconnected Subnetworks, IEEE Transaction on Circuit The-
ory, vol. 16, no. 2, pp. 184188, 1969.
[12] L. C. Freeman, A set of measures of centrality based on betweenness,
Sociometry, vol. 1, pp. 3541, 1977.
55
56 BIBLIOGRAPHY
[13] E. L. Lawler, Cutsets and Partitions of Hypergraphs, Networks, vol. 3,
pp. 275285, 1973.
[14] S. P. Borgatti, M. G. Everett, and P. R. Shirey, LS Sets, Lambda Sets
and other Cohesive Subsets, Social Networks, vol. 12, pp. 337357,
1990.
[15] R. K. Ahuja, T. L. Magnanti, and J. B. Orlin, Network Flows: Theory,
Algorithms, and Applications. Prentice Hall, 1993.
[16] M. Girvan and M. E. J. Newman, Community Structure in Social and
Biological Networks, Proceedings of the National Academy of Sciences,
vol. 99, no. 12, pp. 78217826, 2002.
[17] U. Brandes, A faster algorithm for betweenness centrality, Journal of
Mathematical Sociology, vol. 25, no. 2, pp. 163177, 2001.
[18] U. Brandes, On variants of shortest-path betweenness centrality and
their generic computation, Social Networks, vol. 30, pp. 136145, 2008.
[19] E. Ihler, D. Wagner, and F. Wagner, Modeling hypergraphs by graphs
with the same mincut properties, Information Processing Letters,
vol. 45, pp. 171175, 1993.
[20] H. Miyagawa, M. Shigeno, S. Takahashi, and M. Zhang, Community ex-
traction in hypergraphs based on adjacent numbers, ORSC & APORC,
pp. 309316, 2010.
