



Improving crop modeling approaches for supporting 
farmers to cope with weather risks  
 
 
D I S S E R T A T I O N 
 
zur Erlangung des akademischen Grades 
Doctor rerum agriculturarum  
(Dr. rer. agr.)  
 
 
eingereicht an der 
Lebenswissenschaftlichen Fakultät  
der Humboldt-Universität zu Berlin 
 
von 





Präsidentin der Humboldt-Universität zu Berlin 
Prof. Dr.-Ing. Dr. Sabine Kunst 
 
Dekan der Lebenswissenschaftlichen Fakultät  





1. Prof. Dr. Hermann Lotze-Campen 
2. Prof. Dr. Reimund Paul Rötter 
 









Due to changing climate and weather patterns in combination with limitations to extend global arable land 
area, the pressure on food production systems will increase. Additionally, these future food production sys-
tems must feed a rapidly growing world population, whose demand for food rises and becomes increasingly 
land-intensive. To cope with these challenges, it will be indispensable to increase and stabilize crop yields. 
This requires, however, a deeper understanding of the factors influencing crop yield variability and a quan-
tification of their relevance under different soil and climate conditions. Besides crop field trials, crop mod-
eling assessments are suitable methods to analyze such yield influencing factors. Therefore, however, these 
assessments need to be improved in order to appropriately cover the relevant factors influencing yield vari-
ability. This dissertation contributes to that research need as we1 further develop and apply crop models to 
assess regional wheat and maize yield variability in Germany, Tanzania and on a global scale. For this, we 
analyze both statistical and process-based crop models in an intra- and inter-comparison and combine the 
advantages of both model types in a new modeling approach. We use both crop model types to decompose 
weather and non-weather-related crop yield variability and quantify the weather-related production risks for 
temperate and tropical production conditions. For achieving this, we apply five steps: (i) First, we develop a 
statistical crop modeling approach to decompose the influence of weather and agronomic management on 
winter wheat yields in Germany. (ii) Based on the first step, we expand the statistical methods and apply 
augmented models for winter wheat and silage maize on a disaggregated level. (iii) Then this model ap-
proach is used to investigate an out-of-sample cross validation to demonstrate the models’ capability to 
project future yield changes under climate change. (iv) In a global statistical application, this models’ capa-
bility of projecting yields is tested for short-term yield forecasts. (v) Finally, we combine statistical and 
process-based crop modeling to decompose weather-related maize yield losses from losses caused by non-
weather factors for the case of Tanzania. Across these five steps, we find that the share of weather-related 
yield variability is higher in Germany than in Tanzania. Accordingly, crop yield variability in Tanzania is 
to a higher share attributable to agronomic management and socio-economic influences. For both countries, 
we find that the share of explained weather-related yield variability is higher on an aggregated level than on 
the regional level (i.e. districts, counties, or grid cells). This can be explained by heterogeneous manage-
ment conditions across regions, which are averaged out by the spatial aggregation to national or sub-
national levels. Moreover, we demonstrate that our statistical models reproduce the observed yield variabil-
ity well with a goodness of fit (R²) mostly higher than 0.80 for Germany, Tanzania and globally. Further-
more, we are able to show that the statistical component of our approach can be used for short-term yield 
forecasts and to some extent also for climate change projections. Furthermore, the combined statistical-
process-based approach can be used for assessing weather-related crop yield losses for insurance purposes. 
The application of crop models in yield forecast systems and insurance solutions could contribute to devel-
op measures, which support improving food security on a global scale and notably in Sub-Saharan Africa.  
                                                   
1As the main text (chapter 2–6) of this dissertation contains other authors’ contributions and for an easier readability, I will use “we” in the 






Sich ändernde Klima- und Wetterbedingungen in Verbindung mit einer begrenzt ausdehnbaren Ackerfläche 
werden den Druck auf Nahrungsmittelproduktionssysteme weiter erhöhen. Darüber hinaus müssen zukünf-
tige Nahrungsmittelproduktionssysteme eine schnell wachsende Weltbevölkerung mit einer zunehmend 
landintensiven Nachfrage nach Nahrung ernähren. Um diesen Herausforderungen gerecht zu werden, ist 
eine Erhöhung und Stabilisierung der Ernteerträge unverzichtbar. Dies erfordert aber ein tieferes Verständ-
nis der Einflussfaktoren, die auf die Ertragsvariabilität wirken, sowie die Quantifizierung ihrer Relevanz 
unter verschiedenen Boden- und Klimabedingungen. Neben Feldversuchen sind Ertragsmodellierungsan-
sätze geeignete Methoden um die ertragsbildenden Einflussfaktoren zu untersuchen. Dafür müssen diese 
aber so weiterentwickelt werden, dass sie die relevanten Faktoren auf die Ertragsvariabilität besser abbil-
den. Diese Dissertation leistet einen Forschungsbeitrag zu Ertragsmodellen, die wir zur Abschätzung regio-
naler Weizen- und Maisertragsvariabilität in Deutschland, Tansania und auf globaler Ebene weiterentwi-
ckeln und anwenden. Dazu analysieren wir sowohl statistische als auch prozessbasierte Ertragsmodelle und 
kombinieren die Vorteile beider Modelltypen in einem neuen Modellierungsansatz. Somit verwenden wir 
beide Modelltypen, um wetter- und nicht-wetterbedingte Ernteertragsvariabilität getrennt zu analysieren 
und so die wetterbedingten Produktionsrisiken für gemäßigte und tropische Produktionsbedingungen zu 
quantifizieren. Um dies zu erreichen nutzen wir fünf Schritte: (i) Zunächst entwickeln wir einen statisti-
schen Modellansatz, um den Einfluss von Wetter und agronomischem Management auf Winterweizener-
träge in Deutschland zu separieren. (ii) Auf der Grundlage des ersten Modells erweitern wir die statisti-
schen Methoden und wenden die erweiterten Modelle für Winterweizen und Silomais auf disaggregierter 
(Landkreis) Ebene an. (iii) Diesen erweiterten Modellansatz verwenden wir daraufhin zum Testen einer 
Kreuz-Validierung mit dem Ziel zukünftige Ertragsänderungen unter Klimawandel zu projizieren. (iv) An-
schließend wird in einer globalen statistischen Anwendung die Kapazität dieser Modelle für kurzfristige 
Ertragsprognosen getestet. (v) Schließlich kombinieren wir für das Fallbeispiel Tansania statistische und 
prozessbasierte Ertragsmodelle, um wetterbedingte Ertragsverluste von nicht-wetterbedingten Ertragsver-
lusten zu separieren. Als Ergebnis der fünf Schritte lässt sich zusammenfassen, dass der Anteil der wetter-
bedingten Ertragsvariabilität in Deutschland höher ist als in Tansania. Dementsprechend sind die Ertrags-
schwankungen in Tansania eher auf das agronomische Management und sozioökonomische Einflüsse zu-
rückzuführen. Für beide Länder stellen wir fest, dass der Anteil der wetterbedingte Ertragsvariabilität auf 
aggregierter Ebene höher ist als auf regionaler Ebene (Landkreise, Distrikte oder Gitterzellen). Dies lässt 
sich durch regional heterogene Managementbedingungen erklären, die durch die räumliche Aggregation zu 
nationalen oder sub-nationalen Einheiten herausgemittelt werden. Darüber hinaus zeigen wir, dass unsere 
statistischen Modelle die beobachtete Ertragsvariabilität mit Erklärungswerten (R²) von meist über 0,80 für 
Deutschland, Tansania und weltweit reproduzieren. Wir können zeigen, dass der statistische Bestandteil 
unseres Ansatzes für kurzfristige Ertragsprognosen genutzt werden kann und teilweise auch für Klimawan-
delprojektionen nutzbar ist. Der kombinierte statistisch-prozessbasierte Ansatz zur Bewertung von wetter-
bedingten Ertragsverlusten kann für Versicherungszwecke genutzt werden. Die Anwendung der Ertrags-
modelle in Ertragsprognosesystemen und Versicherungslösungen kann dazu beitragen Maßnahmen zu ent-
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1.1 Introduction and motivation 
In the face of a changing climate, weather extremes will appear more frequently and severely and will 
make crop production more vulnerable (Challinor et al., 2007; Lobell et al., 2014, 2012; Semenov and 
Shewry, 2011). This will increase the pressure on temperate and tropical crop production systems and 
might have strong impacts on global food security (IPCC, 2014). In Low Income Countries, like Tan-
zania, variable crop yields directly affect food security, but also in High Income Countries, like Ger-
many, changing crop yields influence global food supply (Foley et al., 2011; West et al., 2014; 
Wheeler and von Braun, 2013). To secure a stable and sufficient food supply, it is crucial to under-
stand factors influencing crop yields across and within the different agro-ecological regions (Ewert et 
al., 2015; Liu et al., 2016). This understanding can support the development of coping strategies to 
forthcoming production risks, for example investments in risk reduction (e.g. irrigation techniques) 
and risk transfer solutions (e.g. crop insurances). By short-term yield forecasts or loss assessments, 
statistical crop models (Iizumi et al., 2013; Ray et al., 2015) and process-based crop models (Asseng et 
al., 2013; Bassu et al., 2014) can contribute to such risk reduction and transfer instruments. Moreover, 
these crop model assessments can underpin the data of crop field trials by investigating the yield influ-
encing factors for different agro-ecological regions, thereby structuring the information, quantifying 
the relevance of the factors and upscaling the results to larger regions. This might have positive im-
pacts on stabilizing and enhancing farmers’ incomes and contribute to global food security (Lipper et 
al., 2014; Tilman et al., 2011; Wheeler and von Braun, 2013).  
 
In many Sub-Saharan African (SSA) countries, actual crop yields remain significantly below the plant-
physiological yield potential even though climate conditions (especially annual precipitation) would 
be sufficient to achieve this potential in many regions (van Ittersum et al., 2013). In these countries, 
the food security status is often classified as “serious” according to the Global Hunger Index (Wheeler 
and von Braun, 2013). Usually, this classification is associated with high numbers of people suffering 
from inadequate nutrition (hidden hunger) and chronic food insecurity. Due to climate change, it is 
likely that the group of affected people will further increase. Moreover, climate change induced food 
insecurity can amplify health problems (e.g. child mortality or water and vector borne diseases like 
malaria and cholera), violence (riots, armed conflicts) and unwanted migration (Kelley et al., 2015; 
Phalkey et al., 2015; Schleussner et al., 2016) and thus, impel the loop of food insecurity and poverty.  
 
In this dissertation, we develop crop models and show the application for Germany, Tanzania and in a 
global approach. In the five main chapters, we demonstrate the application of crop models for decom-
posing and analyzing crop yield influences, climate change projections, short-term forecast, and loss 
determination for crop insurances. Each of the five main chapters is briefly introduced and motivated 
in by the following sub-chapters of this introduction.  





1.2 Crop yield assessments  
1.2.1 Decomposing yield impacts  
Weather risks endanger agricultural production around the world. In particular in SSA, weather risks 
have strong impacts on crop production and food security, because often farmers do not have the ca-
pacity to adjust their agronomic management in case of weather extremes (Knox et al., 2012; Müller et 
al., 2011). In Europe, weather risks also affect agricultural production and – since Europe is an im-
portant food producer – global commodity prices. Thus, the European production influences global 
food availability and affordability. To gain knowledge of the effects of weather risks on food produc-
tion, it is important to understand the influencing factors, which are responsible for crop yield variabil-
ity. Crop models can be used to identify such factors. These crop models also allow decomposing dif-
ferent yield influences. This decomposing can be conducted by assigning individual yield influences 
such as precipitation or temperature (Fishman, 2016; Miao et al., 2016; Welch et al., 2010; You et al., 
2009) or influence groups like weather, agronomic management, or economic impacts on yields (van 
Dijk et al., 2017). Understanding different sources of yield variability – due to the decomposing – can 
support farmers to adapt their agronomic management towards more resilient crop production. Moreo-
ver, the decomposing can be used to support risk transfer instruments like crop insurances and can 
support policy makers with information to counteract food crises or improve crisis management.  
 
The decomposing of the crop yield influencing factors can be conducted with both process-based and 
statistical models. These two model types allow separating the weather-attributable impacts from the 
agronomic management-related yield impacts by adjusting the model in such a way that it only con-
siders one of these two yield influencing groups. For that, process-based models require constant input 
data of one influencing group across the cropping seasons (Ewert et al., 2011; Folberth et al., 2016). In 
comparison, statistical models allow a simple decomposing by considering only one subset of regres-
sion parameters and its corresponding variables. This decomposing can be used for productivity as-
sessments of single weather variables (You et al., 2009) and production risk assessments utilized by 
crop insurances or weather derivatives (Woodard and Garcia, 2008).  
 
1.2.2 Influences on crop yield variability 
Weather patterns determine and limit crop yields and influence its variability. The main weather influ-
ences on crop yields are atmospheric CO2 content, solar radiation, temperature and crop water supply. 
While the – relatively constant – atmospheric CO2 content and solar radiation rather determine the 
yield level, temperature and water supply are mainly responsible for crop yield variability. The key 
limitations are insufficient water supply – caused by the interaction of precipitation, evapotranspira-
tion and soil properties – and non-optimal temperatures within the different development stages. 
Moreover, weather-related pests, weeds, and diseases further limit possible crop growth (Rötter and 
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Van de Geijn, 1999; Tittonell and Giller, 2013; van Ittersum et al., 2013). Statistical and process-based 
crop models are indispensable approaches to gain a deeper understanding of the factors influencing 
crop yield variability in different crop producing regions. Most statistical crop models include water 
availability and temperature as weather-related yield influencing factors (Butler and Huybers, 2012). 
Based on these two factors, several variables – like growing degree days, evapotranspiration or precip-
itation deficit – are used to account for the weather influence on crop yields. In addition, extremes of 
both weather factors are often considered in statistical models. These are droughts (Lobell et al., 
2014), floods (Blanc, 2012; Rosenzweig et al., 2002), extreme heat (Lobell et al., 2013, 2011), and 
frost (Grassini et al., 2009). 
 
Besides weather impacts, agronomic management and socio-economic factors also influence yield 
level and variability (van Dijk et al., 2017). While the agronomic management refers to directly ap-
plied measures like fertilizer application (van der Velde et al., 2014), irrigation (You et al., 2011) and 
other production factors (You et al., 2009); the socio-economic factors include the acreage (Iizumi and 
Ramankutty, 2015), prices (Miao et al., 2016) or subsidies (Sánchez, 2010). The socio-economic fac-
tors influence the use of agronomic management measures and thus, indirectly impact crop yields. In 
the European Union (EU), crop yields are mostly achieved with sufficient input supply, while it is 
mostly insufficient in SSA (Tittonell and Giller, 2013; Vitousek et al., 2009). The insufficient and un-
balanced application of (nitrogen and phosphorus) fertilizer is often the reason for low crop yields (van 
der Velde et al., 2014). Moreover, the application of other inputs like plant protection measures also 
highly differs in SSA (Christiaensen, 2017) and thus, affects crop yields. Besides the direct influences 
on crop yields due to agronomic management, indirect impacts influence the farmers’ behavior. For 
instance, input subsidies – as they are largely disbursed in SSA – have an impact on the economic re-
turn of input usage and thus, may change farmers’ input use, which in turn has a direct impact on crop 
yields. The Common Agricultural Policy (CAP) of the EU has decoupled the subsidies from the pro-
duction (area-based direct payments). Its aim is to prevent trade-distorting effects caused by the sub-
sides (Gohin, 2006; WTO, 2017). In addition, other socio-economic factors impacting farmers’ behav-
ior may influence crop yields. These factors are, for instance, input and commodity prices in the EU 
and factors such as market access, land tenure security or access to extension services in SSA. 
 
 
1.2.3 Yield impacts of climate change  
Due to rising global temperatures and changing precipitation patterns, longstanding agronomic prac-
tices have to be adjusted in order to retain current crop production levels in different world regions 
(Foley et al., 2011; West et al., 2014). Climate change simulations in combination with crop models 
can be used to project possible future crop yields. Such yield projections can support farmers’ decision 
making or the scope of plant breeding in regard to long-term climate change adaptation strategies. 




Globally, the temperatures will further increase as projected by all climate simulations models (IPCC, 
2014). Their projections also show that annual precipitation will – depending on the world region – 
either increase or decrease (see Fig. 1). Due to rising temperatures, the absolute water holding capacity 
of the atmosphere and hence atmospheric water demand (also called potential evapotranspiration) and 
the within-season precipitation variability will increase. The latter will occur because of an augmented 
probability for seldom, but heavier precipitation events. In most of the current cropping regions and 
notably in the tropical regions, the projected temperature will exceed the temperature, which is optimal 
for crop growth, by the mid of the 21st century (IPCC, 2014). This will add to the possibly negative 
crop yield impacts of higher potential evapotranspiration and within-season precipitation variability. 
Apart from these direct climate-related yield impacts, indirect impacts of changing climate conditions 
may also influence crop yields. These are, for instance, degraded soils through rainfall-induced erosion 
or increasing pressure of pests and diseases through changing climate patterns (Rosenzweig et al., 





Fig. 1: Projected trends in temperature (top) and precipitation (bottom) under the high-end Representative 
Concentration Pathway (RCP) with an increase of radiation by 8.5 W/m² by 2100 (RCP 8.5). Both plots show the 
mean trend of 18 model runs of the Coupled Model Intercomparison Project Phase 5 - Global Circulation Model 
(CMIP5 GCM) ensembles. The temperature increase is shown in °C and the precipitation change in mm (per 
year) between 2006 and 2100. The shaded areas show where at least 80% of the climate simulations agree on 
the trend. The RCP 8.5 represents the high-end, but most-likely scenario under the current emission pathway. 
The analysis (including this figure) was conducted by Peter Hoffmann (PIK-Potsdam). 
  
Crop models can be used to project crop yield impacts of changing climate conditions. This can sup-
port farmers to stabilize (and enhance) crop yields and cope with uncertain climatic conditions in the 
future. Process-based crop models are widely used to project these impacts of climate change on future 
crop yields (Folberth et al., 2012; Rosenzweig et al., 2014). These models project climatic yield im-
pacts beyond the observed range of yield and weather variability due to its bio-physical organization 
(Ewert et al., 2015). However, these process-based models face the problem that they have to use fre-
quently biased climate simulation data (Müller et al., 2016). Because of the great efforts needed to cor-
Temperature change in °C 
Precipitation change in mm 




rect such biases (Hawkins et al., 2013; Lobell, 2013), approaches are needed, which do not require or 
are able to overcome the complex procedure of bias correction. Moreover, process-based crop models 
should also allow for projecting crop yield responses caused by extreme temperatures, droughts and 
extreme precipitation, which were not observed in the past. 
  
1.2.4 Seasonal forecasts  
Crop yield forecasts, which identify yield losses within the current growing season, are of high interest 
to support farmers’ agronomic and risk management. If the information about possible crop yield 
losses or failures is available before they occur, it will help farmers to adjust their agronomic 
management by implementing counteracting measures (e.g. irrigation, adjust/control harvesting dates 
by agronomic management measures). Moreover, it would corroborate policy makers’ decisions on 
providing financial reliefs to support affected farmers prior to or immediately after a yield loss (Qian 
et al., 2009; Stone and Meinke, 2005). Despite the high interest for such forecasts by farmers, retailers, 
insurance companies, and other stakeholders along the food value chain, the accuracy and spatial 
coverage of the available forecast systems differ highly. So far, there is no worldwide forecast system 
with a standardized approach, which meets the required accuracy. To assess forthcoming production 
shortages, crop model approaches can be linked with weather forecast data to provide seasonal yield 
forecasts as done for the EU in the Monitoring Agricultural ResourceS (MARS) project (MARS, 
2017), for Canada in the Integrated Canadian Crop Yield Forecaster (ICCYF) (Chipanshi et al., 2015), 
or for the US and other world regions by the National Agricultural Statistics Service (NASS) of the 
United States Department of Agriculture (USDA, 2017). If such forecasts were available at a global 
scale, it would be possible to link the forecasts with commodity price models and thus gain insights on 
upcoming price changes (Schewe et al., 2017). Furthermore, such forecasts can help to alleviate 
weather risks in crop production and to choose adequate strategies of risk-adjusted input intensity 
(Berg et al., 2009; Stone and Meinke, 2005). Since crop production and commodity prices affect food 
security, these forecasts can contribute to enhance local food security (Gilbert et al., 2017; Wheeler 
and von Braun, 2013). 
 
1.2.5 Loss assessments for insurance schemes 
Micro-insurance solutions are often presented as important tools to enhance resilience to climate 
change and altered weather perils in SSA (IPCC, 2014; Surminski et al., 2016). Such insurance solu-
tions can help transferring the risks from smallholder farmers to other sectors like the finance sector. 
The latter is more apt to deal with these systemic risks (Conradt et al., 2015), and thus the finance sec-
tor can contribute to stabilize smallholder farmers’ incomes. Moreover, such insurances do not only 
indemnify the economic value of yield losses, but can also create other co-benefits for smallholder 
farmers (see Fig. 2). Possible co-benefits are for instance enhanced food security, indemnified liveli-
hoods, positive impacts on smallholder farmers’ health and lives in general (Meze-Hausken et al., 
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2009). In case of weather-related yield losses, insurance claims can help to purchase food (co-benefit 
enhanced food security) and prevent that farmers loose or have to sell their agricultural inventory (co-
benefit livelihoods’ indemnification) in years of extreme yield losses. Since smallholder farmers have 
to advance money to purchase seeds and other agricultural inputs for the next growing season, there is 
often less or no money to invest in agricultural inputs and production techniques for enhancing crop 
yields after a crop failure. Furthermore, increased income stability, due to the insurance claims, will 
give farmers higher creditworthiness, because banks then consider reduced loan repayment risk. And 
thus, access to micro-credits allows investing in agricultural inputs and production techniques, whose 
purchase is too risky without the insurance. This can unlock a positive agricultural adaptation loop 
achieving higher overall crop yields and food security, livelihood indemnification and resilience and 
might further enhance farmers’ ability to adapt to changing climate conditions (Cole et al., 2013; 
Meze-Hausken et al., 2009). This can increase the resilience of crop production systems. 
 
Fig. 2: Potential impact chain of insurance solutions and corresponding co-benefits for smallholder farmers.  
 
In SSA, farmers largely lack sufficient financial capacity to adjust their agronomic management when 
extreme, unexpected weather conditions occur. In the face of increasing weather extremes due to cli-
mate change in combination with low stockpiles, smallholder farmers are very vulnerable towards se-
vere yield losses. Crop insurances can help reducing this risk in crop production. However, a wide-
spread implementation of insurance schemes is hindered by inaccurate and unavailable yield loss de-
termination as well as by high costs for these determinations. While index-based insurance solutions 
often face the problem of a low accuracy of the loss determination, indemnity-based insurances require 
claim adjusters to determine insurance payouts. Because of small farm sizes and underdeveloped road 
systems in remote SSA regions, loss determination with the help of claim adjusters is very expensive. 
It would rise transaction costs of potential insurance schemes and thus, make it unaffordable for 
smallholder farmers in SSA. If weather-related crop yield losses were accurately assessed at affordable 
costs, it would be possible to implement index insurances in regions with only regional knowledge 
about yields and respective losses. As such assessments are the aim of crop modeling since the 1960s 
(Oury, 1965; Ritchie, 1972), statistical and process-based crop models can contribute to determine 
yield losses for insurances purposes (Finger, 2013; Linnerooth-Bayer et al., 2011). An increased loss 





pay and secure a long-term and sustainable implementation of insurance schemes (Conradt et al., 
2015; Hill et al., 2013).  
 
1.3 Methodical approaches 
Commonly crop models are assigned to two main approaches: statistical and process-based. While 
statistical crop models generally use regression approaches to reproduce observed yield data, process-
based models use physically-based algorithms to calculate the impacts on crop yields without using 
observed yield data for the calculations. To some degree, however, the differentiation between both 
model types is indistinct and the approaches overlap in some points. For instance, statistical models 
often use pre-processed weather variables (e.g. potential evapotranspiration), while process-based 
models often also contain information of empirical approaches, for example linear relationships be-
tween environmental variables. Nevertheless, these two model types calculate crop yields with differ-
ent approaches and thus, have different advantages and disadvantages.  
 
1.3.1 Statistical models  
Statistical crop models estimate the impact of yield influencing (exogenous) variables – within a pre-
defined functional form – on the endogenous variable crop yield. The exogenous variables are either 
only weather factors (see for example the models developed by Blanc, 2012; Lesk et al., 2016; Ray et 
al., 2015) or a combination of weather and non-weather factors. The latter comprise factors of agro-
nomic management and socio-economy. Such models have been developed by e.g. Ward et al. (2014) 
and You et al. (2009). In these models, weather data is aggregated over an entire period or sub-periods 
of a growing season to capture the direct weather influences on crop yields, but also collinear (indi-
rect) impacts of weather on crop yields. Such indirect effects are for instance the occurrence of pests, 
weeds, and diseases. Since this information is included in the observed yield data, statistical models 
implicitly control for these indirect influencing factors. Statistical models can also consider the im-
pacts of agronomic management and socio-economy. These indirect socio-economic impacts – which 
influence agronomic management – can be considered as a proxy for unknown management condi-
tions. This is an important advantage of statistical models in particular in regions with limited data 
availability. Finally, time-invariant yield impacts like soil quality can be captured with statistical mod-
els in the constant term of a linear regression (intercept) or due to the variable transformation (fixed 
effects or first differences). 
 
1.3.2 Process-based crop models  
Apart from statistical models, process-based models are an indispensable tool for analyzing yield im-
pacts of changing weather and agronomic conditions. These models compute the impact of weather, 
soil, and agronomic management conditions on crop yields with by interacting sub-processes resolved 
mostly in daily time steps. These sub-processes are for instance biomass growth, photosynthesis, tran-
spiration, nutrient uptake, plant development, soil dynamics, and other plant-physiological relevant 
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functions. Process-based models are applicable to a large range of environmental conditions without 
changing the parameters (Asseng et al., 2013; Bassu et al., 2014), which are mostly observed in crop 
field trials. In contrast, the regression parameters of statistical crop models vary stronger across re-
gions and might be only valid within the range of the observed environmental conditions. Process-
based models ideally can project yield impacts beyond the observed range of e.g. extreme tempera-
tures, droughts, dry spells, growing season shifts (Thornton et al., 2011, 2009) and nutrient shortages 
(van der Velde et al., 2014). However, these models are mostly restricted to processes directly observ-
able at plot or farm level and do not integrate impacts of socio-economic conditions. 
 
1.3.3 Combining statistical and process-based crop models  
Largely, either process-based or statistical models are applied for crop yield assessments. In some cas-
es both model types are compared (see e.g. Estes et al., 2013; Liu et al., 2016; Lobell et al., 2005; 
Lobell and Burke, 2010). Both model types have advantages and disadvantages, however, so far there 
is no approach which connects both model types. Since the advantages of one model type are often the 
weaknesses of the other model type, a combined approach – which makes use of both models’ ad-
vantages – offers an opportunity to increase the robustness of yield assessments and projections 
(Rötter et al., 2011). One main advantage of process-based models is that they can integrate the im-
pacts of different agronomic management conditions and can project in yield levels, which are not ob-
served in the past (Asseng et al., 2013). In contrast, statistical crop models have the advantage to allow 
decomposing yield variability in weather-related and socio-economic yield variability (You et al., 
2009). 
 
1.4 Case studies 
Around the world, weather and climate conditions, quantity and quality of available land resources as 
well as agronomic management measures determine crop production and its annual and spatial varia-
bility. To further investigate and understand the different impacts influencing crop yields, we select 
two countries with different climate and input levels to carry out case studies. We select Germany as 
one country with temperate climate and high-input agricultural systems and Tanzania with tropical 
climate and low-input agricultural systems (Fig 3). We then compare the two regions with respect to 
their yield influencing factors and weather-dependency of crop yield variability. Furthermore we con-






Fig. 3: World map with the location of the two case studies Germany (blue) and Tanzania (red). The equator, 
the two Tropical Circles and Polar Circles are shown as dashed line. 
 
1.4.1 Climate conditions 
Germany is characterized by a temperate climate with a more maritime climate in the Northwest (in 
particular at the coast) and a continental climate in the East. The average summer temperature (JJA) 
from 1951 to 2010 was 17.8 °C and in winter (DJF) 2.8 °C. Average annual precipitation mostly rang-
es between 500 and 900 mm. At the Bavarian Alps, annual precipitation usually averages above 
2,000 mm. Between 1951 and 2010, the lowermost annual precipitation was 215 mm measured in 
Saxony–Anhalt and the highest with 3,503 mm measured in the Alps (own calculations, data: DWD 
weather station data, 2012). Precipitation is evenly distributed over the whole year but has its maxi-
mum monthly rainfall in summer and the minimum monthly rainfall in winter in most areas of Germa-
ny. Tanzania has a tropical and sub-tropical climate with a dry and rainy season. In the south–western 
lowlands average annual precipitation ranges from 700 to 2,000 mm and in the northern semi-arid 
highlands from 400 to 700 mm. Monthly average temperatures range between 18 and 28°C throughout 
the year (own calculations, data: WFDEI of Weedon et al., 2014). Thus, the cropping conditions are 
characterized by high spatial and temporal weather-induced heterogeneity (Ramirez-Villegas and 
Challinor, 2012; Rowhani et al., 2011). These diverse climate conditions qualify Germany as a good 
study region for cropping conditions in Europe – where annual precipitation ranges between 300–
2,000 mm – and Tanzania for SSA – where the annual precipitation range is 200–2,500 mm.  
 
1.4.2 Land use types and farming systems 
Germany has a total land surface area of 35.7 million ha. Agriculture covers 48% of this area; this in-
cludes 34% (11.8 million ha) used as arable land (average 2001–2015). Since the 1960s, the arable 
land is constant, but the number of farms decreased (to some 275’000 in 2016) and farms tend to get 
more specialized (German Federal Statistical Office, 2017) . In contrast, Tanzania has a total area of 
94.5 million ha with 44% of the total land area are used for agriculture and 15% of this total land (14.2 
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million ha) are arable land (World Bank, 2017). Between 2003 and 2012, the arable land area in-
creased by about 50% (World Bank, 2017) and still there is substantial potential for enlargement. 
Fischer and Shah (2010: 10) estimate that the arable land could further increase by up to 50%. In Tan-
zania, agricultural land is cultivated by 10 million smallholder farms (FAO, World Bank, 2016). Un-
der the Tanzanian Village Land Act (from 1999), the village (and not the smallholder farmers them-
selves) is the primary land-holding unit and responsible for land administration, land-disputes settle-
ment as well as the recognition of customary land tenure and transferring it to formally-granted land 
rights (Knight, 2010). However, only a few Tanzanians are informed about these tenure rights (World 
Resource Institute, 2010).  
 
In Germany, the most planted crops are winter wheat (Triticum aestivum L.) and silage maize (Zea 
mays L.). Between 1991 and 2010, the silage maize acreage increased by 50% from 1.3 to 1.8 million 
ha and the grain maize acreage by 100% from 0.23 to 0.46 million ha. The wheat acreage (which con-
tains 98% winter wheat) increased in the same period by 35% from 2.4 to 3.3 million ha (the latter 
uses 28% of total arable land). Other important crops are winter barley with an acreage of 1.4 million 
ha, canola with 1.1 million ha as well as spring barley and ray with 0.7 million ha each (Statistical 
Offices of the Federation and the Länder, 2016) . In Tanzania, the most planted crop is maize (Zea 
mays L.) covering on average 3.0 million ha between 2000 and 2015. This is followed by cassava 
(1.0 million ha), beans (0.9 million ha), rice (0.8 million ha), and sorghum (0.7 million ha) (FAO 
Country STAT, 2017 corroborated by FAO Stat, 2013). In particular maize and legumes (mostly pi-
geon pea, groundnut or cowpea) are widely cultivated in intercropping systems (Snapp et al., 2014).  
 
German agriculture is an input-intensive production system (Grassini et al., 2013), while Tanzanian 
agriculture is characterized by smallholder farming with insufficient access to agricultural inputs like 
fertilizer. According to Vitousek et al. (2009) and Tittonell and Giller (2013), the fertilizer usage is 
very low in SSA and rather poor than sufficient. In particular in eastern Africa, smallholder farmers 
apply insufficient and unbalanced (between the nutrients) amounts of fertilizer. Thus, nutrient with-
drawal by harvesting exceeds nutrient replenishment through fertilizers (van der Velde et al., 2014). If 
this nutrient gap is closed, this will result in a large maize yield increase (Mueller et al., 2012). In Tan-
zania, between 2003 and 2010 the average actual maize yield is only 1.3 t ha–1 (MAFSC, 2010). Nev-
ertheless, field trials show that Tanzania has a high potential to increase maize yields (van der Velde et 
al., 2014). Within the same period, Germany achieved on national arithmetic average grain maize 
yields of 8.9 t ha–1 (FAO Stat, 2013) , winter wheat yields of 7.1 t ha–1 and silage maize yields of 
44.6 t ha–1 (Statistical Offices of the Federation and the Länder, 2016).  
 




1.5 Structure of the work 
After the introduction (1), this work is structured in five chapters and each chapter is one of the five 
published and peer-reviewed articles, which were written in collaboration with different (co-)authors 
during my PhD program.  
 
(2) Albers, Gornott, Hüttel, 2017: How do inputs and weather drive wheat yield volatility? The 
example of Germany, Food Policy (70) 50-61. doi: 10.1016/j.foodpol.2017.05.001 
In the first article, we investigate the applicability of a statistical crop model for the German wheat 
production on an aggregated level by employing a large set of weather and agronomic management 
variables. We investigate different exogenous variables and functional forms to describe the relation-
ship between crop yield and yield impacting factors. Finally, we decompose weather and non-weather 
(agronomic management and economic factors) yield impacts to derive the most important yield im-
pacting factors for wheat production in Germany.  
 
(3)  Gornott & Wechsung, 2015: Level normalized modeling approach of yield volatility for win-
ter wheat and silage maize on different scales within Germany, Jornal für Kulturpflanzen (67) 
6, 205–223. doi: 10.5073/JFK.2015.06.01 [main text in German] 
In the second article, we use a similar statistical crop model approach, but on lower spatial scale (i.e. 
counties). We used the model to analyze winter wheat and silage maize yields. To make the results 
comparable with the first article and to increase the model robustness, we aggregate the county yields 
to federal states in a post processing. Here, we apply and discuss the setup of two further statistical 
regression methods to explain yield variability on a regional and aggregated level in Germany. In this 
article, we test different aggregation levels and discuss the impacts of water availability on yield vari-
ability. In this article, the different types of used regression models and variable selection are exam-
ined and discussed.  
 
(4) Gornott & Wechsung, 2016: Statistical regression models for assessing climate impacts on 
crop yields: A validation study for winter wheat and silage maize in Germany, Agricultural 
and Forest Meteorology (217) 89–100. doi: 10.1016/j.agrformet.2015.10.005 
The third article investigates and discusses the performance of the different statistical models consid-
ered in the second article. We do this with an out-of-sample cross validation and furthermore test the 
assessments’ robustness and their applicability for climate projections on regional and aggregated 
scales. Moreover, the impacts of weather and non-weather influences on winter wheat and silage 




(5) Schauberger, Gornott, Wechsung, 2017: Global evaluation of a semiempirical model for yield 
anomalies and application to within-season yield forecasting, Global Change Biology, 1-15. 
doi: 10.1111/gcb.13738 
In the fourth article, we extend the existing statistical models and apply it to grain maize, soybean, 
spring and winter wheat at a global scale. We demonstrate their usage for climate change projections, 
which is discussed in the second article. Finally, we investigate the model performance to forecast 
crop yields one or two moth prior to the scheduled harvest time.  
 
(6) Gornott, Hattermann, Wechsung: Covering smallholder farmers’ weather perils – a crop 
model based insurance approach for Tanzania, In review. 
In the last article, we combine statistical and process-based crop yield models and show the applicabil-
ity of this combined approach for index-insurance solutions in Tanzania. In this article, we investigate 
several combinations between these two models types and discuss the application for loss determina-
tion and its uncertainty. Moreover, we calculate the premiums’ costs for the Tanzanian maize produc-
tion and setup a framework for a potential insurance implementation scheme.  
 
Finally, this work closes with a general discussion about all five articles (7), conclusion (8), and an 
outlook for further research and application possibilities for such crop yield models (9). The structure 
of the general discussion is aligned to the five main chapters.  
 
Summary articles:  
(1) Albers, H., Gornott, C., Hüttel, S. 2017: How do inputs and weather drive wheat yield volatility? 
The example of Germany, Food Policy (70) 50–61. doi: 10.1016/j.foodpol.2017.05.001 
(2) Gornott, C., Wechsung, F. 2015: Level normalized modeling approach of yield volatility for win-
ter wheat and silage maize on different scales within Germany, Jornal für Kulturpflanzen (67) 6, 
205–223. doi: 10.5073/JFK.2015.06.01 
(3) Gornott, C., Wechsung, F. 2016: Statistical regression models for assessing climate impacts on 
crop yields: A validation study for winter wheat and silage maize in Germany, Agricultural and 
Forest Meteorology (217) 89–100. doi: 10.1016/j.agrformet.2015.10.005 
(4) Schauberger, B., Gornott, C., Wechsung, F. 2017: Global evaluation of a semiempirical model for 
yield anomalies and application to within-season yield forecasting, Global Change Biology, 1–15. 
doi: 10.1111/gcb.13738 
(5) Gornott, C., Hattermann, F., Wechsung, F.: Covering smallholder farmers’ weather perils – a crop 
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Increases in cereals production risk are commonly related to increases in weather risk. We analyze 
weather-induced changes in wheat yield volatility as a systemic weather risk in Germany. We disen-
tangle, however, the relative impacts of inputs and weather on regional yield volatility. For this pur-
pose we augment a production function with phenologically aggregated weather variables. Increas-
ing volatility can be traced back to weather changes only in some regions. On average, inputs explain 
49% of the total actual wheat yield volatility, while weather explains 43%. Models with only weath-
er variables deliver biased but reasonable approximations for climate impact research. 
 
Keywords: Yield Wheat Variability Risk Weather Common Agricultural Policy 
 
2.2 Introduction 
Climate change and its consequences for agricultural production have been open to environmental, 
social and economic debate for years. This is not surprising since weather conditions consider- ably 
determine crop yield levels and their variability, which are of interest for food security reasons at the 
macro-level (Brown et al., 2015; Wheeler and von Braun, 2013). Yields are also interesting at the mi-
cro-level, where a low level of yearly crop yield variability reduces income risks and contributes to 
farm income stability, which in turn could be relevant at the macro-level in that it war- rants resilient 
food production. Hence, it is vital to better understand what determines yield variability in the most 
important crop producing regions. This may also help farmers adapt their agronomic strategy towards 
better-known risks, and help policy makers to prevent food crises or improve crisis management. 
 
Undisputedly, long-term climatic changes alter cropping conditions (Siebert and Ewert, 2012) and 
might already have affected crop yield variability, which is identified as a key production risk of the 
most economically important cereals (IPCC, 2014, p. 71). Extreme weather events like the European 
heatwave in 2003 were discussed as either indicating an increase in temperature variability or result-
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ing from a shift of the temperature distribution (Luterbacher et al., 2004; Perkins, 2015; Schär et al., 
2004). Consensus exists that in the future, extreme weather events are expected to occur with greater 
frequency and severity in both temperate and tropical regions (IPCC, 2014, p. 69–73). This will like-
ly make crop production more vulnerable, with potentially considerable impacts on farm incomes 
and food security, particularly in less developed regions. 
 
Farmers can control inputs like fertilizer for a given natural production environment like soil quality 
but cannot control the weather, nor can they affect developments in markets, agricultural, or envi-
ronmental policy. Weather2 is exogenous to farmers and directly affects crop yields. Additionally, 
indirect effects entailing input adjustments exist. For instance, weed growth, pests and diseases vary 
depending on weather conditions and farmers usually adjust their inputs accordingly during the pro-
duction period. Weather can be interpreted as the major driver of production risk in crop production, 
though the question remains, how much overall production risk can actually be traced back to chang-
ing weather conditions? 
 
In this study we consider wheat – one of the most important cash crops worldwide – where considera-
ble upward trends in both yield levels and variability have been observed. While in 1995/96, on aver-
age, about 2.5 metric tons per hectare (tons ha–1) were harvested worldwide, in 2012/13 this increased 
to about 3.2 tons ha–1 (FAOstat, 2015). Our investigation concentrates on Germany, which produces 
17% of the European Union’s (EU) wheat output. In the period 1995/96 to 2012/13, German wheat 
yields increased from 7.1 to 7.7 tons ha–1. Although a long period of relative yield stability existed in 
the 20th century (Calderini and Slafer, 1998), both absolute and relative wheat yield variability have 
increased in Germany since the 1990s (Krause, 2008; Osborne and Wheeler, 2013). Particularly con-
cerning is the upward trend in relative yield variability, that is, an increased proportion of yield at risk 
relative to the expected mean. 
 
Against this background, the research questions guiding our analysis are as follows: How to explain 
increasing relative yield variability? Particularly, can one really conjecture that production risk meas-
ured as relative yield variability has increased only through changes in weather conditions, as the cli-
mate change discussion implies? 
 
Several other reasons for this increase exist. First, farmers might adjust input levels because of chang-
ing input and output prices (Miao et al., 2016), while Finger (2010) discussed the importance of agri-
cultural policy for yield analyses. Farmers in the EU have been exposed to rather radical changes in 
                                                   
2 We use the term “weather” to be consistent with the majority of papers we reviewed. The literature applies different defini-
tions. Dell et al. (2014) refer to inter-annual weather variations as long as the aggregation period is less than one year. Anoth-
er strand of literature favors using a year-to-year or inter-annual variation of “climate” (e.g., Ray et al., 2015). Gornott and 
Wechsung (2015, 2016) use also the term “climate”. In these chapters, we replaced the term “climate” by “weather” to make 





the Common Agricultural Policy (CAP) since 1992. Several reforms elevated the relative competitive-
ness of wheat, for instance, by removing price support, subsidies and compulsory set-asides (e.g., 
Gohin, 2006). Addition- ally, renewable energy policies have been proven to favor maize for silage (in 
Germany, increases of about 21% in the years 1990– 2009 were reported, Statistisches Bundesamt, 
2015). This might also have contributed to changes in the relative competitiveness of wheat produc-
tion, which has consequences for input intensity and thus crop yield levels (Banse et al., 2008; Schulze 
Steinmann and Holm-Müller, 2010). Overall, these policy changes may have provided incentives for 
farmers to use lower quality (marginal) land for wheat production, likely with negative effects on av-
erage yield levels and increased variability. Crops planted on marginal soils with low water-holding 
capacity might be more sensitive to extreme temperature and precipitation changes compared to more 
favorable soils (Perkins, 2015, p. 248–249). Moreover, yield can be interpreted as land productivity 
and may have increased due to scale and specialization effects (e.g., Yang et al., 1992; Kaufmann and 
Snell, 1997). Ongoing consolidation processes in the EU’s agricultural sector (i.e., increased farm siz-
es) might enhance average yields per hectare despite the growing trend of planting marginal land with 
wheat. 
 
While numerous studies consider how weather interacts with crop yield levels and their variance based 
on regression models (e.g., Chen et al., 2004), the relation between weather and relative yield variabil-
ity of non-experimental yields has been analyzed by few researchers, for instance, Lobell (2007) or 
Ray et al. (2015). These authors, however, do not acknowledge any input adjustments that influence 
yield stability. To the best of our knowledge, thus far, the sources of yield volatility have not been dis-
entangled into the major drivers of weather and inputs. Within this study we aim to close this gap and 
illustrate this idea using a case study for wheat yields in Germany. 
 
While Iglesias and Quiroga (2007) assess the impact of weather variables on crop yields using time 
series regressions, we apply a panel data approach. We exploit the advantages of the panel structure 
to quantify whether and how weather- and input-induced risk has changed overall or only in some 
parts of Germany over time. Within our approach, we augment the contribution from Osborne and 
Wheeler (2013) and show that both inputs and weather matter for explaining yields and their relative 
variability. Our research contributes to the discussion of whether inputs need to be modeled when 
assessing climate change impacts on cereal yields. Further, understanding how weather drives ob-
served relative yield variability today might be helpful for future adaptation challenges. Our empiri-
cal analysis involves two major steps. First, we develop an empirical model of relative yield variabil-
ity consistent with a production function approach. We consider major inputs, test for suitable func-
tional forms and enhance this production function by a rich set of weather variables addressing phe-
nological development. Second, we decompose the fitted values of this regression model to disentan-
gle weather-induced compared to input- or policy-induced relative yield variability referring to the 
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approach by You et al. (2009). To improve our understanding of whether to control for input adjust-
ments while relating weather and yields, we present an alternative model that leaves out major inputs. 
Hypothesizing that the latter may suffer from omitted variables bias, our results show no considera-
ble qualitative differences, though they do exhibit quantitative differences. 
 
In what follows, we first unfold the conceptual framework and present related literature. After intro-
ducing the data, the presented framework leads us to our empirical strategy for disentangling crop 
yield volatility drivers. Following that, we report and discuss our results, and finally conclude. 
 
2.3 Conceptual framework and related literature 
Numerous studies deal with the impact of weather on yield levels by using either process-based crop 
simulation models (Müller and Robertson, 2014) or regression techniques.3 The latter approach finds 
its roots in Oury (1965) and has two major strands. First, many studies exist that simply relate yield 
and weather within a regression model (e.g., Butler and Huybers, 2015; we refer here to the literature 
overview Tab. S3–S5 in the supplementary appendix [SA]). In the second strand, weather impacts 
are analyzed within a production function framework including inputs. These models treat weather 
exogenously; however, a need to adjust inputs to changing weather might exist. For instance, the pre-
cipitation level will affect fertilizer intensity. Temperature instead affects length of the growing sea-
son and as such contributes to yield levels but rarely induces short-run adjustments to the input mix. 
While the first group of models takes this tacitly as a motive for leaving out inputs, the second strand 
of literature can also be criticized. While accounting for adjustments in the input mix in the short-run, 
production functions often fail to capture long-term adaptations to changes in climate such as altering 
crop rotation or alternative land-uses (e.g., Mendelsohn et al., 1994 or Deschênes and Greenstone, 
2007). 
 
When hypothesizing yield to be a function of inputs and weather, neglecting one group in the estima-
tion of the impact of the other could result in biased parameter estimates as discussed by Kaufmann 
and Snell (1997), Reidsma et al. (2007, p. 417) or more recently by Miao et al. (2016, p. 201). In 
light of this debate, rather surprisingly only few recent studies include inputs or acknowledge other 
economic variables while analyzing weather impacts on yields (e.g., among others Schlenker and 
Lobell, 2010; Lobell et al., 2011; Blanc, 2012 or Ward et al., 2014). In this context, scale effects with 
regard to land have also been shown to influence yield levels (e.g., Chen et al., 2004). Hence, we rely 
on a production function approach including major inputs. 
 
 
                                                   
3 Literature reviews can be found in Dell et al. (2014), Schlenker and Roberts (2009), Tannura et al. (2008) and Ward 





Disentangling the impacts that weather and inputs have on crop yield levels and their volatility, how-
ever, remains a challenge (You et al., 2009, p. 1013). Technically, a variety of approaches exist that 
quantify weather effects in a production function framework. We identify three crucial choices: the 
selection of weather variables, aggregation levels of weather data and the functional form describing 
the input-output and weather-yield relationships (further discussion of these choices in the SA). 
 
Using aggregated data allows us to isolate the systemic component of weather risk at the federal state 
level simply because idiosyncratic shocks evident at the farm level are “averaged out” at higher aggre-
gation levels (Marra and Schurle, 1994, p. 69; Woodard and Garcia, 2008). On the other hand, using 
aggregated data includes the disadvantage of a loss of information. Climate impact research typically 
works at lower levels though it focuses on identifying location-specific impacts under climate change.4 
In addition, we acknowledge that statistically more advanced and flexible ways to model systemic risk 
in yields or weather exist, for instance copulas (e.g., Gaupp et al., 2016; Xu et al., 2010). Our ap-
proach, however, targets at disentangling how, in addition to weather, inputs, policy, and macroeco-
nomic shocks specifically drive wheat yields. As such, we connect insights from risk and productivity 
analysis, agronomic, and climate impact research. 
 
2.4 Data 
In what follows we describe the variables for the production function, yields and inputs, followed by 
weather and phenological stages (all details in the SA). 
 
2.4.1 Production function for wheat 
We analyze 12 German federal states5 for the years 1995–2009. To specify the production function at 
the regional levels, we use accounting data from the European Farm Accountancy Data Network 
(FADN) provided by the European Commission (European Commission, 2015). These data contain 
representative farms from a stratified, rotating sample (Barkaszi et al., 2009). We refer to published 
results aggregated at the federal state level and select specialized crop farms referring to the EUs clas-
sification (i.e., specialist field crops according to the TF-8 grouping).6 Our sample represents, on aver-
age, 4344 farms per state. 
 
We specify the production function with one output (wheat yield) and eight inputs: capital, labor, 
wheat acreage, energy, material, services and seed expenses. In material inputs, we summarize fertiliz-
er and plant protection. We use total livestock units per hectare as a proxy for manure. Except for land, 
                                                   
4 Input data would be available at the farm level but information about the farm location would be available only at the 
federal state level due to data privacy reasons. 
5 We exclude the federal state Saarland and the cities of Berlin, Hamburg and Bremen due to their small geographical size 
and minor importance in wheat production. 
6 We preferred the TF-8 data given the higher representativeness; see SA for a comparison of TF-8 and TF-14 grouped 
data (Fig. S1). 
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labor and livestock, all inputs are deflated using national price indices provided by the German statis-
tical agency (Statistisches Bundesamt, 2014) and normalized by the total utilized agricultural area per 
farm excluding fallow and set-aside land. We include an additional control variable for the share of 
spring wheat for each federal state and year from German official agricultural statistics (BMEL, 2015). 
 
Land planted with wheat is considered to account for positive specialization and scale effects or 
negative yield effects resulting from marginal land (Kaufmann and Snell, 1997; Yang et al., 1992). 
On average, sample farms plant about 65 ha wheat. For historical reasons considerable differences in 
the farming structure (e.g., size, organizational and ownership structure, technology) between Eastern 
and Western Germany prevail (Tab. 2). To account for these we use a dummy variable indicating the 
five Eastern federal states. 
 
Our data cover three major reforms of the EU’s CAP that are known to provide incentives for plant-
ing crops (background information in the SA). To capture policy and other macroeconomic effects 
such as the price boom in 2008, we take time dummy variables into account. 
 
2.4.2 Weather and phenological stages 
We merge the annual FADN data with daily meteorological observations from 1218 weather stations 
and phenological data for winter wheat from 5671 stations scattered across Germany provided by the 
German Meteorological Service (Deutscher Wetterdienst, 2012; Deutscher Wetterdienst, 2014). 
 
Tab. 1: Four defined phenological periods. 
Period Corresponding stages 
1 Sowing – stem elongation (minus 1 day) [30] 
2 Stem elongation – heading (minus 1 day) [51] 
3 Heading – early milk ripening (minus 1 day) [73] 
4  Early milk ripening – harvested product [99] 
Note: stages following Meier (2001); decimal code in [ ]. 
 
For all federal states we distinguish four macro phenological periods (Tab. 1) and aggregate all 
weather variables accordingly (similar e.g., Butler and Huybers, 2015; details in SA). Temperature 
and solar radiation are mainly responsible for potential crop growth; however, day temperatures 
above the optimal level might induce heat stress and decrease wheat yields (Rötter and van de Geijn, 
1999). To capture these effects, the average temperature is split into temperatures below and above 
an optimal temperature of 20 °C, above which growing conditions are likely not optimal (Rötter and 
van de Geijn, 1999). Accordingly, days with temperatures below the optimum but above the mini-
mum of 4°C are denoted as growing degree days (GDD; expected positive effect on wheat growth). 
Temperatures above 20 °C, on the other, lead to heat stress and are summarized for each phenologi-
cal period as killing degree days (KDD; expected negative impact on crop yields; Roberts et al., 






Crop water supply is determined by supply in the form of precipitation and atmospheric demand in 
the form of evapotranspiration. To appropriately account for water supply, we consider potential 
evapotranspiration according to Turc–Ivanov (ETPTI) following Conradt et al. (2013) (see SA for de-
tails and an alternative measure according to Haude). 
 
Marginal effects of additional water supply depend on actual levels and may switch signs. That is, 
precipitation might have a positive impact on plant growth if actual water supply is below a plant’s 
optimum. On the other, precipitation might hamper growth of plants in case of water supply being 
greater than the plant’s optimum. Since our weather variables are aggregated over the phenological 
periods, dry spells are not considered by the sole precipitation amount. Thus, in addition, we consider 
days without precipitation (DWP) to capture the distribution of precipitation (see SA for details). 
 
Particularly in the eastern parts of Germany, low precipitation amounts might have a higher marginal 
effect than in the western parts, given the lower soil quality resulting from large shares of sand and 
low water-holding capacity. We account for this by an interaction of precipitation with the dummy 
variable Easti. Additionally, we consider solar radiation (SR in J cm–2) and temperature normalized 
radiation (Gornott and Wechsung, 2016). 
 
2.5 Econometric strategy 
In what follows, we explain the two steps guiding our analysis. 
 
2.5.1 Empirical model wheat yield variability in Germany 1995–2009 
From an economic theorist’s perspective, it seems important to consider variable and quasi-fixed in-
puts. However, economic theory has little to say about functional form, relationships among inputs, 
and the interrelation with weather variables (Coelli et al., 2005). Hence, our model building and selec-
tion approach is based on an empirical procedure suggested by Greene (2012, p. 178–80) to select var-
iables with the objective of finding a suitable model that is robust against misspecification (further 
inspiration from Roberts et al., 2013). Given the rather short number of years available to us, we have 
to scrutinize a rich set of variables and focus on relevant information. For instance, the set of theoreti-
cally optimal weather variables at all phenological periods and the full potentially available set of in-
puts amounts to 18 and 8, respectively. This is not counting quadratic terms, interactions, alternative 
weather variables, and variations of functional form (log versus level). 
 
First, we target at identifying an appropriate functional form for the production function relating out-
put, wheat yield yit of state i at period t, and inputs, denoted by xjit where j indexes the inputs capital, 
labor, land used for wheat, energy, material, seed and manure. Second, the appropriate function relat-
ing yield and weather for each agronomic stage must be specified. 
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We consider wheat yield in log-differences (Δ log 𝑦𝑦𝑖𝑖𝑖𝑖) rather than absolute yields to approximate 
growth rates for two reasons. First, the log-ratio of wheat yields represents a relative change over 
time and is thus already a measure of relative variability. Second, analyzing first differences has ad-
vantages from a statistical point of view. Given the positive trends in the data (Fig. 1 for visual in-
spection), we account in a more flexible way for trends by means of the first differences compared to 
assuming a deterministic trend (Brown, 2013). Moreover, potential unit root problems (the Im, Pe-
saran and Shin test does not reject the null of a unit root at any conventional level) are usually re-
solved by first differencing (Chen et al., 2004). In addition, first-differencing eliminates unobserved 
heterogeneity effects likely present in panel data and reduces problems of serial correlation if data are 




Tab. 2: Summary statistics. 
  Mean sd Min Max 
Wheat yield [100 kg ha–1] 69.81 10.66 33.28 92.46 
Per farm variables         
Land wheat [ha] 65.42 60.72 8.80 251.73 
Land wheat East [ha] 126.80 47.06 46.45 251.73 
Land wheat West [ha] 21.59 10.79 8.80 66.63 
Total land [ha] 228.37 196.76 36.89 766.25 
Total land East [ha] 448.30 94.72 196.90 766.25 
Total land West [ha] 71.29 21.49 36.89 135.60 
Capital [EUR ha–1] 473.71 172.46 217.82 968.97 
Labor [hours ha–1] 51.31 23.06 22.45 142.63 
Energy [EUR ha–1] 171.25 41.75 106.36 270.85 
Material inputs [EUR ha–1] 308.96 63.03 163.92 517.41 
Seeds [EUR ha–1] 93.54 31.17 49.92 196.32 
Manure [livestock units ha–1] 0.37 0.20 0.06 0.91 
Regional weather variables and controls 
Pot. evapotranspiration stage 1 [mm] 133.32 15.21 103.10 180.60 
Prec. stage 1 [mm] 413.40 76.31 219.60 576.60 
Prec. stage 1 East [mm] 413.00 78.67 227.2 562.30 
Prec. stage 1 West [mm] 413.70 74.96 219.60 576.60 
GDD stage 2 [°C] 324.74 33.50 212.96 422.26 
Solar radiation stage 2 [kJ cm–2] 60.22 6.49 37.71 77.05 
Prec. stage 2 [mm] 74.50 20.80 26.00 117.02 
KDD stage 3 [°C] 11.08 7.14 0.64 27.15 
Prec. stage 4 [mm] 95.99 29.36 42.80 177.90 
Prec. stage 4 East [mm] 97.28 30.91 42.80 176.30 
Prec. stage 4 West [mm] 95.06 28.31 50.40 177.90 
Share spring wheat [%] 1.97 1.49 0.30 8.59 
Note: Data sources are Deutscher Wetterdienst (2012) and Deutscher Wetterdienst (2014), FADN (European Commission, 












Fig. 1. Yields by federal state, 1995–2009. 
 
This data transformation has the disadvantage of not directly quantifying the effect of, e.g., precipita-
tion or technological change on yield and variance at the same time as proposed by Chen et al. 
(2004), based on the Just and Pope production function approach (see also Isik and Devadoss, 2006). 
However, log-differences still allow us to capture the effects of common yield shifts by the constant 
term, though not (directly) the impact of technological change. The effect measured by the constant 
accounts for several issues, including technological change, but also yield changes caused by the 
CO2-fertilization effect (Attavanich and McCarl, 2014; see also Long et al., 2006, who discuss the 
potential size of the fertilization effect). 
 
Accordingly, the logged wheat yield ratios are modelled as a function of three components: first, the 
production function with inputs, 𝑓𝑓�𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖�, where j indexes the inputs, and second, the weather func-
tion, 𝑔𝑔(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖), where k indexes the number of weather variables (each aggregated to four phenological 
sub-periods and counted as different variables). 
 
The third component includes the number of other controls xsit indexed by s and to isolate annual ef-
fects induced by policy changes, market, price and other shocks common to all federal states we in-
clude yearly dummy variables xst. These dummy variables capture other shocks, including stochastic 
technological changes at the national level that depart from the linear federal state-specific trends and 
thus are not removed by first differencing. The annual dummy variables are also of importance from 
an econometric point of view since common cross-sectional dependence might prevail if such shocks 
are not addressed. 
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Our empirical strategy relies on a rich data set and by exploiting the panel data structure we eliminate 
potential time-constant sources of confounding by first-differencing. Simultaneous changes in the in-
put-mix based upon expected yield variability (e.g., weather-induced) common to all federal states are 
captured by time dummy variables. Expectations as long as these result in land-adjustments are cap-
tured by the variable land. Also, marginal effects of inputs are estimated conditional on observed 
weather changes. Thus, if observed weather affects yield variability, this is accounted for while esti-
mating these parameters. 
 
Still, expectations about forthcoming yield changes specific to one or several (but not all) federal 
states might induce in-season-adjustments of material inputs such as fertilizer. Since these issues are 
usually unobservable, some inputs in our models might still be confounded with the error term. How-
ever, given that about 25% of the total agronomic management costs remain after seeding (KTBL, 
2006), and could be adjusted based on very early yield forecasts during the growing season, we argue 
that the severity of such a simultaneity bias in our context falls within an acceptable range. Additional-
ly, we address this problem by instrumental variables estimation in the robustness checks. 
 
The base function is given by: 
 
Δ log(𝑦𝑦𝑖𝑖𝑖𝑖) = Δ𝑓𝑓�𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖�+ Δ𝑔𝑔(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖) + Δℎ(𝑥𝑥𝑠𝑠𝑖𝑖 ,𝑥𝑥𝑠𝑠𝑖𝑖𝑖𝑖) + Δ𝜀𝜀𝑖𝑖𝑖𝑖 (1) 
 
herein Δ𝜀𝜀𝑖𝑖𝑖𝑖  denotes the respective error term and symbol Δ indicates the first-differencing operator. 
Throughout the specification search, we work with yield in log-differences as dependent variable and 
all explanatory variables in first differences.  
 
We basically test four models that share the same dependent variable but differ in the functional form 
for the production function 𝑓𝑓�𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖�and the weather component 𝑔𝑔(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖), as well as the included varia-
bles and interactions. Here we borrow from the idea of from general to simple modeling (Greene, 
2012) but with the following rules to keep the number of parameters at a reasonable level (see Fig. 2 
for an overview). 
 
First, both considered production functions 𝑓𝑓�𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖�, that is, the transcendental logarithmic (translog) 
and quadratic including the full set of interactions, are simplified backwards and forwards to mini-
mize the Akaike Information Criterion (AIC). We force linear terms into the model, while weather is 
left to the error term in step 1 (Fig. 2). 
 
Second, both simplified functions are then merged with a theoretically optimal set of weather varia-





stages, and KDD in stages 3 and 4. We consider two versions of the weather function 𝑔𝑔(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖): logs 
and levels (step 2a, Fig. 2). Accordingly, four possible combinations have to be tested: translog with 
weather either in logs or levels, and quadratic with weather either in logs or levels. The weather vari-
ables enter each of these models by phenological period. To select the relevant weather variables at 
the respective phenological stage, we rely on a backwards and forwards procedure to minimize the 
AIC (Roberts et al., 2013). Linear terms of weather variables were forced to be part of the model if 
quadratic terms were considered relevant. The remaining weather variables DWP, minimum and 
maximum temperatures, and potential evapotranspiration (Turc–Ivanov), are tested by phenological 
period and kept only if the AIC can be improved (step 2b). 
 
Third, the resulting four models are enlarged as follows. Linear terms are added again if only squared 
terms and if only interactions are part of the model. Then, additional control variables as well as a 
full set of year dummy variables are tested (step 3a). Here we consider the share of spring wheat to 
account for possible lower yields if the share of spring wheat is high. Additionally, we account for 
the Oder river flood in 2002 and the European heat wave in 2003. Since extreme values might affect 
the point estimates, particularly those of the weather variables, we interact those federal states most 
affected by the flood (see SA) with the year dummy 2002 (x6 , Eq. (4)). Since Brandenburg suffered 
most from the heatwave (Fig. 1), we interact this state with 2003 (x7 , Eq. (4)). Again, we simplify the 
four enlarged models applying the back- and for- wards procedure to minimize the AIC (step 3b). 
 
 
Fig. 2. Workflow of model building and selection. Note: AIC: Akaike Information Criterion; IV: instrumental vari-
able; J-test: Davidson and MacKinnon J-test; pheno.: phenological; RESET: regression specification error test; 
stat. insig.: statistically insignificant (at 10% level). 
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Fourth, since we can rule out any remaining misspecification of functional form (RESET passed), we 
further carry out Davidson and MacKinnon J-tests to choose between these non-nested models. Since 
these results were inconclusive, we opted for the model with the lowest AIC (step 4a).7 After all, the 
log-level specification, a commonly used approach in applied econometrics, e.g., Wooldridge (2009, 
p. 45–6), as well as in climate impact research (e.g., Lobell et al., 2011), seems to best fit to the input 
data. That is, the yields and the weather are modeled in logarithmic form (e.g., You et al., 2009), while 
inputs are modeled in levels. At the end of this procedure, we finally remove four more weather varia-
bles, which were statistically insignificant (robust standard errors; step 4b). Results were robust to in-
clusion, though we placed greater weight on econometric efficiency here (see SA, Tab. S8). 
 
The final model, labeled as model 1, is given by Eq. (1) with 𝑓𝑓(∙), 𝑔𝑔(∙) and ℎ(∙) defined as follows: 
 




+ 𝛽𝛽12(𝑥𝑥1𝑖𝑖𝑖𝑖𝑥𝑥2𝑖𝑖𝑖𝑖) + 𝛽𝛽13(𝑥𝑥1𝑖𝑖𝑖𝑖𝑥𝑥3𝑖𝑖𝑖𝑖) + 𝛽𝛽24(𝑥𝑥2𝑖𝑖𝑖𝑖𝑥𝑥4𝑖𝑖𝑖𝑖)+ 𝛽𝛽35(𝑥𝑥3𝑖𝑖𝑖𝑖𝑥𝑥5𝑖𝑖𝑖𝑖). (2) 
 
Aside from services, all inputs 𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖  remain in the final model specification. Capital (𝑥𝑥1𝑖𝑖𝑖𝑖) appears in 
interaction with labor (𝑥𝑥2𝑖𝑖𝑖𝑖) and seeds (𝑥𝑥3𝑖𝑖𝑖𝑖), while labor with energy (𝑥𝑥4𝑖𝑖𝑖𝑖), and seeds with manure (𝑥𝑥5𝑖𝑖𝑖𝑖). Symbols 𝑥𝑥6𝑖𝑖𝑖𝑖 and 𝑥𝑥7𝑖𝑖𝑖𝑖 denote material inputs and wheat land, respectively. Seven weather vari-
ables in logarithmic terms enter the model in the spirit of a translog production function: 
𝑔𝑔(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖) = �𝛽𝛽𝑘𝑘𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖7
𝑘𝑘=1
+ 𝛽𝛽11 12 log(𝑥𝑥1𝑖𝑖𝑖𝑖)2 + ��𝛽𝛽𝑘𝑘2 log(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖) 𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡𝑖𝑖 + 𝛽𝛽𝑘𝑘3 12 log(𝑥𝑥𝑘𝑘𝑖𝑖𝑖𝑖)2 𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡𝑖𝑖�3
𝑘𝑘=2
 (3) 
with 𝑥𝑥1𝑖𝑖𝑖𝑖: solar radiation stage 2, 𝑥𝑥2𝑖𝑖𝑖𝑖: precipitation stage 1, 𝑥𝑥3𝑖𝑖𝑖𝑖: precipitation stage 4, both interacted 
with a dummy variable for the Eastern German federal states 𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡𝑖𝑖, 𝑥𝑥4𝑖𝑖𝑖𝑖: potential evapotranspiration 
ETPTI stage 1, 𝑥𝑥5𝑖𝑖𝑖𝑖 : GDD stage 2, 𝑥𝑥6𝑖𝑖𝑖𝑖: precipitation stage 2, 𝑥𝑥7𝑖𝑖𝑖𝑖 : KDD stage 3. 
 
ℎ(𝑥𝑥𝑠𝑠𝑖𝑖 ,𝑥𝑥𝑠𝑠𝑖𝑖𝑖𝑖) = �𝛽𝛽𝑠𝑠13
𝑠𝑠=1
𝑥𝑥𝑠𝑠𝑖𝑖 + 𝛽𝛽61(𝑥𝑥6 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑑𝑑𝑖𝑖) + 𝛽𝛽72(𝑥𝑥7 𝐵𝐵𝐵𝐵𝐸𝐸𝐵𝐵𝑑𝑑𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑔𝑔𝑖𝑖) + 𝛽𝛽14𝑥𝑥14𝑖𝑖𝑖𝑖  (4) 
herein 𝑥𝑥1 to 𝑥𝑥13 denote annual dummy variables for 1997–2009 and 𝑥𝑥14𝑖𝑖𝑖𝑖  the share of spring wheat 
on total wheat land. The dummy variable floodi is set to 1 for states that suffered from the flood in the 
year 2002; Brandenburgi denotes a dummy variable for this federal state. 
 
 
                                                   
7 Tab. S6 in the SA shows the ranking of the four models that differ by their functional form of the right-hand side of 





Given the interaction terms, we consider all variables except yields and dummy variables in mean-
centered form, that is, each observation is normalized by its corresponding sample mean. Using panel 
data allows us to eliminate unobserved heterogeneity effects by first-differencing, and thus all models 
are estimated by Ordinary Least Squares (Greene, 2012). To address the potential endogeneity prob-
lem while estimating the effect of material inputs, we apply an instrumental variable (IV) estimation 
approach as a robustness check, where we use the second lagged differences of material inputs as 
instruments (see Tab. S10 in the supplementary appendix). The IV estimates reveal the same qualita-
tive results (signs preserved) but a modestly higher estimate for material inputs; however, IV esti-
mates are only consistent and do not epitomize an unbiased point of reference (Wooldridge, 2009, p. 
510). Hence, we proceed upon the OLS estimation approach on first-differenced data, but provide the 
IV estimates in the supplementary appendix.8 
 
To discuss the potential of an omitted variables bias, we present another model leaving out input var-
iables similar to Miao et al. (2016, p. 201). To define model 2, within Eq. (1) all inputs (Eq. (2)) are 
removed. We assume that the specification search would have led to choosing the same weather vari-
ables. 
 
2.5.2 Investigating the effect of inputs and weather on yield volatility 
Model 1 passes the RESET procedure and hence we conjecture that model 1 is linearly separable in 
parameters (Tab. S7, SA). This is a pre-condition for an unbiased and reliable decomposition of the 
wheat yield variability as carried out in the second step of this empirical analysis. 
 
Generally, two approaches to measure crop yield variability exist: absolute or relative. Chen et al. 
(2004), for instance, refer to an absolute measure. These authors rely in their rigorous analysis on a 
Just and Pope type production function approach to quantify weather effects on mean yield and its var-
iance. In these type of models, however, the dependent variable must be stationary without first differ-
encing, where our yield data require first differencing to ensure stationarity. Furthermore, absolute 
measures rely on absolute changes in yields, which might lead to seemingly increased risk if positive 
time trends prevail (Finger, 2010). Thus, we focus on relative risk measures to ensure the comparabil-
ity of weather-induced wheat yield variability by region and over years. Relative variability, specifi-
cally volatility, can be measured for instance by using the standard deviation of time differences of 
logged yields (log-returns), or by a coefficient of variation (CV) for a time series of yield levels (Fin-
ger, 2010, p. 177; Ray et al., 2015, p. 2). 
 
In this second step, we extract and analyze weather-determined yield variability, similar to Osborne 
                                                   
8 Dynamic modeling approaches fail in this context due to the limited number of observations. 
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and Wheeler (2013). We augment these authors’ approach by adding inputs, a wider range of weather 
variables, and analyzing a regional panel data set inspired by You et al. (2009, p. 1012). In contrast to 
Osborne and Wheeler (2013, p. 4, 7) and Ray et al. (2015, p. 2), we separate the weather explained 
portion of the yield from the input-determined part (see Fig. 3). In addition, our volatility measure 
directly refers to the weather-induced variation of yields, while the measure “climate explained yield 
variability” of Ray et al. (2015, p. 2) is in absolute terms not independent of the yield dimension. 
 
 
Fig. 3. Workflow of volatility decomposition. *: decomposition illustrated in Fig. 4. Full results in SA, Tab. S11. 
 
Weather caused relative yield changes 𝑦𝑦𝚤𝚤𝑖𝑖𝑊𝑊�  are defined as the fitted first differences of log yields in 
the regression model (Eq. (1)) resulting from weather variations following Eq. (3). That is, inputs are 
evaluated at their means (zero since in mean-centered form) and other controls such as year dummy 
variables are not included:𝑦𝑦𝚤𝚤𝑖𝑖𝑊𝑊� = Δ log(𝑦𝑦𝚤𝚤𝑖𝑖)� = Δ𝑔𝑔(𝑦𝑦𝚤𝚤𝑖𝑖)� . Based on the fitted series we extract weather-
induced volatility𝑣𝑣𝚤𝚤𝑊𝑊�  for each state 𝑖𝑖 = 1, … ,𝐵𝐵 using the standard deviation over 𝑦𝑦𝚤𝚤𝑖𝑖𝑊𝑊� : 
 
𝑣𝑣𝚤𝚤𝑊𝑊� = � 1𝑇𝑇 − 1��𝑦𝑦𝚤𝚤𝑖𝑖𝑊𝑊� − 𝑦𝑦𝚤𝚤𝑊𝑊������2𝑇𝑇
𝑖𝑖=1
 (5) 
with year 𝑡𝑡 = 1, … ,𝑇𝑇,𝑇𝑇 = 7 and mean 𝑦𝑦𝚤𝚤𝑊𝑊����� = 1𝑇𝑇  ∑ 𝑦𝑦𝚤𝚤𝑖𝑖𝑊𝑊�𝑇𝑇𝑖𝑖=1 . 
 
To capture changes in weather-induced risk over time, we divide the sample into two equal-length 
sub-periods: 1996–2002 and 2003–2009. To compare weather-induced volatility changes and those 
induced by inputs, we adopt this approach for input-determined yield changes accordingly. For addi-
tional comparisons, we calculate volatilities based on fitted values allowing both – inputs and weather 
– to fluctuate while excluding controls and year dummy variables. 
 




2.6 Results and discussion 
First, we report the results of the production function estimation and the robustness checks; second, we 
discuss the estimated volatilities as determined by weather and inputs. In Tab. 3 we present the esti-
mates for two models.9 While model 1 refers to the fully specified model, model 2 is dedicated to the 
omitted- variables-bias discussion. All inputs are in levels. Hence, the coefficients can be interpreted 
as semi-elasticities while the weather variables enter in logs; these estimates can be interpreted as elas-
ticities. A Davidson and MacKinnon J-test and AIC values show that model 1 is superior to a log–log 
model (see SA, Tab. S9, model 5). 
 
2.6.1 Production function inputs 
The considerable number of statistically significant interaction terms underpins our choice of a flexible 
functional form. Energy and material inputs reveal positive linear and negative quadratic effects, 
though energy only does so in a significant quadratic term. That is, material inputs positively affect 
yield changes with decreasing marginal productivity. Starting from the sample mean, a 10% increase 
(roughly 30 Euros per hectare) leads to positive yield changes of about 1.7%. Because of the non-
linear relationship, following a 30% increase (roughly 90 Euros), yields would already decrease by 
1.06%. 
 
Seeds show a negative linear and positive quadratic coefficient. This implies that, starting from the 
sample mean, a reduction of seeds would lead to soaring yields, whereas increases would first lead to 
decreases and then to increases again. This effect might be traced back to the variable definition in 
monetary terms. Reducing seeds would lead to increasing yields, though low seed densities require 
nearly perfect water supply conditions. Agronomic relations might explain the negative range. Late 
sowing requires a higher rate of seed input per hectare to ensure the full development of a plant popu-
lation. On the other hand, too dense populations can reduce yields. 
  
                                                   
9 The p-values are based on spatial correlation consistent (SCC) standard errors, which are also robust to (cross-) serial 
correlation (Driscoll and Kraay, 1998; Millo, 2014). Note that the time dimension of our data is relatively small (T = 14) 
and as such at the lower bound (Driscoll and Kraay, 1998, p. 556). 
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Tab. 3: Effects of inputs and weather on relative wheat yield variability in Germany, 1996–2009. 
  (1) Final specification (2) Drop inputs 
Intercept 0.072 (0.0116)*** 0.083 (0.0127)*** 
Inputs     
Capital 0.043 (0.0399)  
Labor -0.195 (0.1743)  
Energy 0.123 (0.0765)  
Material inputs 0.091 (0.0305)***  
Seeds  -0.142 (0.0495)***  
Manure -5.540 (6.9399)  
Land wheat -0.050 (0.0418)  
Capital squared 0.001 (0.0002)***  
Labor squared 0.016 (0.0095)*  
Energy squared -0.011 (0.0020)***  
Material inputs squared  -0.001 (0.0002) ***  
Seeds squared 0.004 (0.0011)***  
Capital ∙ labor  -0.004 (0.0015)***  
Capital ∙ seeds  -0.001 (0.0001)***  
Labor ∙ energy  0.011 (0.0036)***  
Seeds ∙ manure 0.288 (0.1611)*   
Weather     
Prec. stage 1 0.050 (0.0159)*** 0.022 (0.0194) 
Prec. stage 1 ∙ East -0.167 (0.0439)*** -0.139 (0.0783)* 
Prec. stage 1 squared ∙ East -0.913 (0.1412)*** -0.970 (0.3244)*** 
Pot. evapotranspiration stage 1 0.225 (0.0512)*** 0.250 (0.0757)*** 
Growing degree days stage 2 0.114 (0.0313)*** 0.125 (0.0727)* 
Solar radiation stage 2 -0.023 (0.0423) 0.034 (0.0743) 
Solar radiation stage 2 squared 0.442 (0.1561)*** 0.133 (0.1236) 
Prec. stage 2 -0.019 (0.0067)*** -0.015 (0.0091)* 
Killing degree days stage 3  -0.018 (0.0027)*** -0.017 (0.0040)*** 
Prec. stage 4 -0.039 (0.0164)** -0.044 (0.0195)** 
Prec. stage 4 ∙ East 0.084 (0.0519) 0.095 (0.0408)** 
Prec. stage 4 squared ∙ East 0.262 (0.1615) 0.261 (0.1064)** 
Controls     
Share land spring wheat  -1.020 (0.4498)** -0.840 (0.6020) 
Year 2003 ∙ Brandenburg  -0.388 (0.0229)*** -0.386 (0.0145)*** 
Flood 2002 -0.073 (0.0134)*** -0.103 (0.0152)*** 
Year 1997 0.005 (0.0189) -0.058 (0.0071)*** 
Year 1998 -0.051 (0.0283)* -0.149 (0.0192)*** 
Year 1999 -0.073 (0.0494) -0.180 (0.0438)*** 
Year 2000 -0.199 (0.0485)*** -0.334 (0.0466)*** 
Year 2001 -0.217 (0.0584)*** -0.340 (0.0555)*** 
Year 2002 -0.311 (0.0677)*** -0.476 (0.0670)*** 
Year 2003 -0.466 (0.0860)*** -0.673 (0.0892)*** 
Year 2004 -0.351 (0.0860)*** -0.533 (0.0973)*** 
Year 2005 -0.511 (0.1075)*** -0.755 (0.1220)*** 
Year 2006 -0.602 (0.1175)*** -0.856 (0.1294)*** 
Year 2007 -0.722 (0.1196)*** -0.946 (0.1338)*** 
Year 2008 -0.638 (0.1349)*** -0.889 (0.1512)*** 
Year 2009 -0.688 (0.1482)*** -0.994 (0.1681)*** 
R² 0.83 0.74 
Adj. R² 0.77 0.69 
Note: Dependent variable: first differences of logged wheat yield. Num. obs.: 168. Weather in logs, inputs in levels. Coeffi-
cients/standard errors for inputs multiplied by 100. Explanatory variables first differenced; weather/inputs mean centered. 
Spatial and serial correlation robust standard errors in () (Driscoll and Kraay, 1998). Pot.: potential; prec.: precipitation. * p < 
0.1, ** p < 0.05, *** p < 0.01. 
 
Turning to capital and labor, two quasi-fixed inputs, we find positive linear and quadratic effects of 
capital changes on yield growth rates but negative interaction effects with labor (and seeds). For la-
bor, we find negative linear and positive quadratic terms. That is, any deviation from the sample 
mean in labor would cause increases in the yield growth rate evaluated at the sample mean. These 




estimates should, however, be interpreted in light of the observed trend in the data to reduce overall 
capital and labor input per hectare from 1999 on. To disentangle the capital-labor relationship, we 
follow the idea of simple slopes in two-way interactions and use capital as a moderator. We find for 
low levels of capital (mean minus standard deviation) that a reduction of labor input negatively af-
fects yield changes, whereas additional labor units at low capital levels contribute positively to the 
growth rate of wheat yields. For high capital levels (mean plus standard deviation), the substitution 
effect is less obvious: deviating from the sample mean level of labor causes positive impacts, where-
as the positive effect of reducing labor input is more pronounced. This implies that in high capital 
production systems, capital productivity might be improved through labor reduction. 
 
The effect for land planted with wheat remains insignificant. This might be traced back to two oppos-
ing effects. First, due to specialization and scale effects, we would expect yield to increase in land 
planted with wheat. Second, more marginal land might be used for cropping wheat in the course of 
time, incentivized for instance by rising wheat prices (Haile et al., 2016). In addition, such land might 
be more sensitive to changes in weather conditions, and thus we would expect a negative effect of a 
higher share of marginal land on wheat yields. While the first effect might be particularly relevant for 
Western Germany, the second effect might be more relevant for the eastern part. 
 
All time dummy variables are significant from 2000 onwards; all are negative. That is, compared to 
changes between 1995/96, the wheat growth rate decreases for these years. Changes in the relative 
competitiveness of wheat due to decoupled direct payments within the CAP (starting from 2000 on-
wards) might provide an explanation for this finding. These coefficients capture common yield shifts, 
also possibly due to weather or other common macroeconomic shocks (e.g., prices, technological 
change), the effects of which cannot be isolated. For example, our modeling approach does not allow 
us to identify the direct impact of technological change, nor to disentangle the effect of CO2 on yield 
variability as shown by Attavanich and McCarl (2014). The time dummy variables for the flood and 
the European heatwave reveal significant negative impacts on the wheat growth rates for the respec-
tive federal states. 
 
2.6.2 Weather 
In the first early development stage of the plant (sowing/end of tillering), we find significant positive 
effects of precipitation levels and potential evapotranspiration (ETPTI): a 10% increase in ETPTI would 
lead to a 2.3% increase in yields. A sufficient water supply improves biomass production, determining 
the yield potential of the plant (Chmielewski and Köhn, 2000). Also, Roberts et al. (2013) find posi-
tive effects of a vapor pressure deficit, a main component of the evapotranspiration measure. For the 
Eastern German federal states, which are known for soil conditions with low water holding capacity, 
we find negative coefficients for the linear and quadratic terms of precipitation in stage 1. Given the 
predominating soil condition in Eastern Germany, nutrient leaching might be problematic at higher 
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precipitation levels in the first phenological stage. This might hamper yield potentials. For the fourth 
stage (early milk ripening/harvesting), we find negative impacts of precipitation, that is, as expected, 
in late-ripening crops, additional water may lead to yield losses. However, for Eastern Germany, we 
find positive impacts of precipitation; marginally significant with p = 0.106 (linear term) and p = 0.108 
(squared term). Since the fourth stage includes early milk ripening, in which water scarcity is very 
likely in the Eastern federal states compared to other regions in Germany, additional water supply 
could foster increased yield quantities (Fricke and Riedel, 2015). 
 
For the second stage (stem elongation until heading), we find negative effects of precipitation and 
positive effects for GDD. That is, temperature below the optimal level positively influence wheat 
growth and thus yields. Solar radiation has a non-linear positive effect that is attributable to increased 
photosynthesis (Roberts et al., 2013). An increasing water supply in this developmental stage, how-
ever, rather hinders growth as indicated by the negative coefficient. This result points to water supply 
being close to optimum on average. In the third stage (heading/ early milk ripening), we find consid-
erable impacts of temperature: KDD affect yield negatively, which is in line with existing research 
(Roberts et al., 2013). These effects, however, remain small: starting from the sample mean, an in-
crease in KDD by one standard deviation (approx. 65%) would lead to yield losses of 1.2%. 
 
Despite taking regional KDD into consideration, we find an additional significant effect of the heat-
wave for Brandenburg. This might be traced back to Brandenburgs natural conditions, particularly 
sandy soils with low water-holding capacity (Wessolek and Asseng, 2006) and uncaptured soil-
specific heatwave dynamics (Perkins, 2015). Together with different effects of precipitation for East-
ern and Western Germany in two phenological stages, our results reveal the importance of the spa-
tial-temporal distribution of water supply and its dependence on soil conditions. 
 
To summarize, all weather effects can be grounded on agronomic-theoretical explanations and are in 
line with previous findings. Our variable selection and phenological data aggregation reflect the 
complexity of yield formation. Model 1 may be criticized regarding the inclusion of the extreme 
weather years. Thus, we performed a leave-one-out cross-validation confirming the robustness of the 
model (e.g., Blanc, 2012; details in SA). 
 
2.6.3 Decomposing wheat yield volatility 
To answer the question of how volatility differs across regions and over time, as well as to disentan-
gle its drivers, we decompose the standard deviation of the wheat growth rates (see Fig. 3). We illus-
trate these measures in Fig. 4 (based on Tab. S11, SA). Actual, weather- and input-induced volatili-
ties are plotted for two sub- periods: 1996–2002 and 2003–2009 (grey-solid and grey-dashed circles). 
Averaging over regions and time, inputs explain ca. 49% of the total actual wheat yield volatility, 




while weather explains 43% (evaluated at the sample means, based on values in Tab. S11, SA). 
Comparing actual volatilities for the sub-periods over time, wheat yield volatility increases except for 
one state (North Rhine-Westphalia, Fig. 4-a). Riskier areas regarding weather and inputs are found in 
the eastern part of Germany. 
 
We use regional aggregated yield data at the federal state level. Spatially uncorrelated risks, that is, 
idiosyncratic shocks, “self-diversify” at this higher aggregation level compared to firm-level data, 
while more systemic variation remains (Woodard and Garcia, 2008, p. 37; Marra and Schurle, 1994).10 
Hence, weather- induced volatility at the state level can be interpreted as a measure of systemic weath-
er risk in agricultural production (cf. Xu et al., 2010, p. 267–268). As illustrated in Fig. 4-b, weather-
caused volatility differs slightly by region with higher volatilities in the eastern part. Comparing these 
volatilities with those caused by input adjustments (Fig. 4-c), we find for the entire eastern region, as 
well as some western regions, higher input-induced volatilities compared to the volatilities traced back 
to weather changes (e.g., Bavaria). Over time, we observe increases in actual volatility, on average. 
However, this can only be traced back to joint increases in weather and inputs in some regions (e.g., 
Saxony), while in other regions weather- and input-induced volatility changes reveal opposite signs. 
For instance in Brandenburg, weather-induced yield volatility considerably increases but input-
induced volatility decreases. Still, the overall increase of actual volatility cannot be fully traced back to 
weather and input adjustments. 
 
Fig. 4. Actual, weather- and input-induced wheat yield volatility for two sub-periods. Note: Bubbles indicate 
volatilities of different magnitudes. B: Berlin, BB: Brandenburg, BR: Bremen, BV: Bavaria, BW: Baden-
Wuerttemberg, HE: Hesse, HH: Hamburg, LS: Lower Saxony, MWP: Mecklenburg-West Pomerania, NRW: North 
Rhine-Westphalia, RP: Rhineland-Palatinate, SA: Saxony-Anhalt, SH: Schleswig–Holstein, SL: Saarland, SY: Saxo-
ny, TH: Thuringia. 
 
 
                                                   
10 Note that the illustration of the aggregation argument by Woodard and Garcia (2008, p. 37–38) does not acknowledge 
that a part of the weather risk might be included among the idiosyncratic risks that self-diversify. Precipitation and relat-
ed variables that are functions of the latter are expected to vary more across space than temperature. 
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We find a higher share of explained actual volatility, for the first compared to the second period. To 
illustrate an extreme, in Hesse from 1996–2002, about 93% of the actual volatility are explained (6.11 
volatility inputs and weather; 6.55 actual volatility, values according to Tab. S11, SA); from 2003–
2009 this amounts to 35%, however. Averaging over all regions, we find 83% of the actual volatility 
explained by inputs and weather from 1996–2002, while 44% in the period 2003–2009. These findings 
can be explained in part by the use of time dummy variables in the regression model, which are isolat-
ed in the volatility measures for inputs and weather but are particularly important in the second period. 
Hence, we likely underestimate the weather effect because common weather shocks are captured by 
time dummy variables. As a robustness check, we investigated whether the different geographical siz-
es of the states affect our results (aggregation bias); this is not the case (see SA for details). 
 
Weather-driven volatility at the state level seems to be rather low given that we would expect higher 
changes caused by varying weather conditions. In other words, we conjecture that systemic risk can-
not only be traced back to weather as measured in our model (regional temperature, solar radiation, 
precipitation and evapotranspiration). Common shocks at the macro (i.e. national) level are relevant. 
The latter include weather extremes but also policy and price changes affecting many farms as well 
as consequential input-adjustments. The significant year dummy variables from 2000 onwards cap-
ture exactly such macroeconomic and policy changes (Tab. 3). In this period several reforms of the 
CAP affected farms production (intensity) decisions, for instance, the de-coupling of direct payments 
from the crop being planted starting in Germany in 2000, which was discussed in 2003, reinforced in 
2005 and verified in 2008. The price boom for agricultural commodities in 2007/08 also occurred 
during this period. The national level volatility based on year dummy variables reflects the increasing 
importance of common shocks: 5% in 1996–2002, 11.2% in 2003–2009 (see Fig. 3 and Tab. S11, 
SA). 
 
How would the results, particularly the weather-induced volatility, look like if input adjustments 
were neglected? Similar to the full model 1, the estimates for the reduced form model 2 reveal in-
creases in weather-induced volatility for some regions, while for others decreasing measures for the 
second period prevail (Tab. S11, SA). The unexplained share of volatility and the national level vola-
tility are also higher in the second period. Averaging over regions and time, weather explains practi-
cally the same fraction of the total actual volatility in model 2 (both models: 43.5%). Comparing the 
regional volatility estimates within period 1996–2002, some are overestimated in model 2 (e.g., Sax-
ony-Anhalt and Brandenburg) while some are underestimated (e.g., Hesse). In period 2003–2009, the 
majority of the measures of the reduced form model overestimate the weather component, though in 
some regions only by a minor rate. For only one state (Hesse) the two models differ qualitatively: 
while the full model detects decreases in weather-induced volatility in period 2003–2009, model 2 





volatility in both sign and size while neglecting inputs. 
 
However, and most importantly, the unexplained part is higher compared to the full model. As a con-
sequence, too much emphasis would be placed on the interpretation of the common shocks (significant 
for all years in model 2, considerably higher estimates; this results in higher national level volatility). 
As such, the systemic macro risk would be overestimated. At the same time, input- adjustments as 
possible consequences of price and policy shocks, which are simply rational adaptation by farmers, 
would not be discussed at all. 
 
2.7 Concluding remarks 
Wheat is a major commodity that plays a crucial role for food security. The recently observed increase 
in relative wheat yield variability for Germany – an important wheat producer in the EU – begs the 
question: Can these increases be traced back to weather changes? Or is it “simply” the result of farms’ 
adaptations to changing institutional and macroeconomic conditions leading to adjustments in their 
input-mix? To answer these questions, we analyze relative wheat yield variability consistent with pro-
duction economics and agronomic climate impact research. We use a rich set of regional accountancy 
data and weather variables at the respective phenological stages from 1996 to 2009. Obtained wheat 
yield volatilities are decomposed into weather- and input- driven categories. 
 
In line with production economics and agronomic research, we find that both inputs and weather im-
pact relative yield changes. Common shocks at the national level play a significant role from 2000 
onwards, a period characterized by fundamental changes in the EU’s CAP and price booms for agri-
cultural commodities. Decomposing wheat yield volatility reveals regionally heterogeneous weather-
induced instabilities. Splitting the sample into two sub-periods, we find increases in actual volatility 
over time, where macro-level shocks including weather extremes contribute. These increases, howev-
er, can only in some regions be traced back to joint increases of the weather-induced component and 
the part caused by adjustments in the input-mix. A number of regions even show decreases in weather-
caused volatility over time. 
 
This study is relevant for several reasons. First, future climate impact analyses, which inform policy 
makers, could utilize this case study as a proof of concept. We could show that omitting inputs would 
rarely alter our results in a qualitative manner, though would do so quantitatively. Weather impacts 
and common shocks would be overestimated in the case of leaving out input choices, and adjustments 
in the input mix would not be discussed at all. We thus contribute to the debate of whether inputs 
should be a part of climate impact research, where purely statistical approaches are still prominent 
(Liu et al., 2016; Miao et al., 2016). To conclude, independent of the model type, relating yield and 
weather offers reasonable results and valid approximations. 
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Second, these insights support approaches such as the European Commission’s MARS11 project, 
which is relevant for policy makers for crisis intervention. Considering yield vulnerability by pheno-
logical stage at the regional level could improve the seasonal forecasting of potential crop shortages 
attributable to weather. Better knowledge about yield vulnerability might also help farmers adjust their 
agronomic management to better cope with downside risk (Chipanshi et al., 2015). 
 
Third, wheat yield vulnerability by phenological stage at the regional level might also be of interest for 
insurance design and modeling weather risk (Conradt et al., 2015; Odening and Shen, 2014). Since our 
approach decomposes the influences of weather- and input-related impacts on wheat yields and aver-
ages out idiosyncratic shocks, it might help insurers to improve the determination of insurance claims. 
For insurers, it might be relevant to only indemnify weather-related yield losses. In addition, a more 
cost-effective assessment of common weather- related yield losses might enable insurance companies 
to better cope with systemic risk. This would benefit both the insurer and the insured (cf. Finger, 
2013). Insurance-based solutions have recently gained attention because of their potential to contribute 
to stabilizing farm incomes and thus food security, particularly in regions where smallholder farming 
prevails (Surminski et al., 2016). 
 
Since many of the European CAP reforms aim to reduce the impact that disbursed subsidies have on 
input-intensity and to protect the environment at the same time (Levers et al., 2016), our results may 
further offer insights into how wheat yield variability is related to the interplay between weather, in-
put-use and agricultural policy. These may help investigate how to reduce distorting policy impacts 
on input-intensity, while taking into account that these choices also relate to farmers’ risk mitigation 
strategies. This in turn is a pre-condition for ensuring secure, resilient and sustainable food produc-
tion. The recently-established risk management toolkit under pillar two measures of the EUs CAP 
might offer a reasonable starting point, though it has seen heterogeneous acceptance among member 
states thus far. Additionally, as shown by Gaupp et al. (2016), wheat yields are independent at the 
global level. This is a pre-condition to stabilize food supply by international trade, which could be 
another option for policy makers (e.g., Brown et al., 2017). 
 
The work presented here displays some shortcomings. First, our data do not allow us to account for 
land use changes. For instance, farmers might reallocate land for highly subsidized renewable energy 
plants closer to the farm to save transportation costs. As a consequence, wheat might be reallocated 
to more distant plots, possibly with lower soil quality. The land used for wheat would not change 
overall, but yields would be more sensitive to weather impacts. Additionally, yield variability might 
be subject to technological progress (Chen et al., 2004), which could not explicitly be modelled with 
our data set. Using improved technology to increase agricultural productivity could be one way to 
                                                   





globally ensure the stable supply of sufficient food quantities (Pardey et al., 2016). As shown by 
Emerick et al. (2016), against the backdrop of increasing weather risk, particularly new seed varieties 
with a reduced downside risk have the potential to crowd-in inputs such as fertilizer to increase yields 
(in addition to the positive agronomic effect on yield). Given that farmland expansion is already at its 
limit and in some regions only possible at the costs of biodiversity (e.g., Foley et al., 2011), such 
technical change could contribute to closing yield gaps with less negative environmental impact that 
the pure intensification of crop production by increasing fertilizers or irrigation would likely have. 
 
Finally, from a producer’s perspective, economic risk matters as well. Output price variation has in-
creased in the recent decade and proven to reduce production intensity (Haile et al., 2016). Future 
research analyzing weather impacts on agricultural production should thus consider farm-level input 
adaptations to changes in weather- and price-risk as well as policy changes and macroeconomic de-
velopments.  
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Weather-related yield volatility is an important production risk for agriculture. Especially, negative 
yield anomalies could increase through climate change. We develop and investigate statistical crop 
yield models which can be used to predict crop yield impacts of weather and climate projections. The 
models are applied to winter wheat and silage maize, which are the most important annual crops as 
winter and spring crops, respectively, in Germany. The yields of both crops were modeled on county 
level, but evaluated on federal state, river basin or national level. We use three regression methods: 
separate time series model, panel data model, and random coefficient model. Within the Cobb-
Douglas production function and first difference transformation, changing rates (of yield and factor 
anomalies) are related to each other. To include the conditions of vegetative and generative plant de-
velopment, we use weather variables summed to quarter- and half-year values. Furthermore, our mod-
els are controlled with proxy variables for economic impacts to estimate unbiased weather parameters. 
Our study shows that the simple separate time series models explain (measured by the Nash-Sutcliffe 
model efficiency coefficient) yield anomalies best. They perform generally better (0.81) than the panel 
data models (0.72) due to a more accurate reproduction of exceptional yield changes at the county lev-
el. The random coefficient models performed between the separate time series models and panel data 
models (0.78). The aggregation of county yields to federal statement and river basin yields improves 
the model accuracy by +0.14. The aggregation effect is at highest for the panel data model on river 
basin scale (+0.26). The models for both crops achieve a similar goodness of fit. The spatial distribu-
tion of model parameters reflects the prevailing soil and weather characteristics within Germany rele-
vant for the different plant development periods. Our statistical models capture collinear factors within 
yield formation. These are, for example, pests and diseases, or the adaptation behavior of farmers on 
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changing climatic or economic conditions. Due to the normalization, the yield changes are independ-
ent of technological levels and can be combined with weather and climate projection without any bias 
correction. The coarse temporal subdivision of the weather variables supports robust assessments of 
climate change projections. To conclude, our models are suitable for the combination of yield assess-
ments with weather and climate projections, because they reproduce yields from out-of-sample years 
robustly. In general, the separate time series models reproduce best the measured yield changes.  
 




Wetterbedingte Ertragsschwankungen stellen für die Landwirtschaft ein Produktionsrisiko dar. Beson-
ders problematisch sind dabei negative Ertragsanomalien, die sich durch den Klimawandel häufen 
können. Im Rahmen dieser Studie wurden statistische Ertragsmodelle entwickelt und getestet, mit de-
nen Ertragsanomalien modelliert und fortgeschrieben werden können. Für die Modellierung wurden 
als winterannuelle Kultur Winterweizen und als sommerannuelle Kultur Silomais als die Kulturen mit 
dem jeweils größten Anbauumfang in Deutschland ausgewählt. Die Erträge dieser beiden Kulturen 
wurden auf Landkreisebene modelliert und dann auf der Ebene der Bundesländer, Flusseinzugsgebiete 
und für Deutschland verglichen. Dazu wurden drei statistische Ansätze verwendet: separate Zeitrei-
henmodelle, Paneldatenmodelle und Zufallskoeffizientenmodelle. Über die funktionale Form der 
Cobb-Douglas-Produktionsfunktion und die Variablentransformation wurden Änderungen im Ver-
gleich zum Vorjahr (Ertrags- und Faktoranomalien) miteinander in Beziehung gesetzt. Halb- und vier-
teljährlich summierte Witterungsvariablen gingen in die Modellbildung ein. Den Witterungseinfluss 
verzerrende ökonomische Einflüsse wurden von Proxyvariablen quantifiziert. Die Ergebnisse (gemes-
sen am Nash-Sutcliffe Modell-Effizienz-Koeffizienten) der Studie zeigten, dass die methodisch ein-
fachsten separaten Zeitreihenmodelle Ertragsanomalien durchgehend besser (0.81) erklärten als die 
Paneldatenmodelle (0.72) und auch außergewöhnliche, landkreisindividuelle Ertragsänderungen er-
fassten. Die Erklärungskraft der Zufallskoeffizientenmodelle lag zwischen den separaten Zeitreihen-
modellen und den Paneldatenmodellen (0.78). Durch die Aggregation der Landkreiserträge zu 
Flusseinzugsgebiets- und Bundesländererträgen wurden höhere Erklärungswerte erreicht (+0.14). Die-
ser Aggregationseffekt war am höchsten beim Paneldatenmodell für Flusseinzugsgebiete (+0.26). Für 
beide Kulturen werden ähnliche Erklärungswerte erreicht. Die räumliche Verteilung der Modellpara-
meter spiegelte die vorherrschenden Boden- und Klimaeigenschaften Deutschlands in den unterschied-
lichen Entwicklungsperioden wieder. Durch die Normierung sind die Erträge einerseits unabhängig 
vom technologischen Niveau, andererseits können sie ohne Fehlerkorrektur direkt mit simulierten 
Wetter- und Klimamodellen kombiniert werden. Durch die grobe zeitliche Einteilung der Witterungs-





erfassten kollinear verlaufende Faktoren der Ertragsbildung, beispielsweise Schädlinge oder das An-
passungsverhalten der Landwirte an sich ändernde klimatische oder ökonomische Bedingungen. 
Dadurch konnten sie Praxiserträge besser abbilden als prozessbasierte Modelle. Die geschätzten statis-
tischen Modelle sind geeignet, um Ertragsanomalien für Wetter- und Klimaprojektionen fortzuschrei-
ben. Die separaten Zeitreihenmodelle reproduzierten insgesamt am besten die gemessenen Ertragsän-
derungen. 
 




In den Anfangsjahren der Ertragsmodellierung waren statistische Modelle zunächst die einzige prakti-
kable Möglichkeit, witterungsbedingte Schwankungen historischer landwirtschaftlicher Erträge zu 
modellieren (Doll, 1967; Oury, 1965; Shaw, 1964). Statistische Modelle erklären die Volatilität der 
endogenen Variable Ertrag aus der Volatilität ertragsrelevanter exogener Variablen (z.B. Nieder-
schlag). Innerhalb einer funktionalen Form werden die ertragserklärenden Parameter der Modelle ge-
schätzt. Die exogenen Variablen sind häufig auf Witterungseinflüsse begrenzt (Iizumi et al., 2013; 
Lobell und Asner, 2003; Roberts et al., 2012; Schlenker und Roberts, 2009). Sie können aber neben 
den witterungsbedingten auch pedosphärische und ökonomische (Adaption, Faktor- und Produktprei-
se) Ertragseinflüsse berücksichtigen (Bakker et al., 2005; Reidsma et al., 2007; You et al., 2009). 
 
Mit der Entwicklung moderner Rechentechnik gewannen prozessbasierte Ertragsmodelle an Bedeu-
tung (Nendel et al., 2013; Tannura et al., 2008). Diese Modelle zerlegen die pflanzenphysiologische 
Ertragsbildung in Teilprozesse. Theoretisch können prozessbasierte Modelle Ertragsvolatilität für ein 
weites Spektrum von Umweltbedingungen, mit nur geringen Änderungen im Parametersatz, simulie-
ren (Asseng et al., 2013; Palosuo et al., 2011). Bei den Parametern dieser Modelle handelt es sich 
nicht, wie bei statistischen Modellen, um Schätzungen, sondern um experimentell begründete Setzun-
gen. Räumliche unterschiedliche Erträge werden bei prozessbasierten Modellen also ausschließlich 
über die Variation der Variablen, aber nicht der Parameter errechnet. 
 
In den letzten Jahren haben statistische Modelle wieder an Bedeutung gewonnen, da sie, im Gegensatz 
zu prozessbasierten Modellen, schwer modellierbare Faktoren implizit berücksichtigen können. Zu 
diesen Faktoren gehören u.a. die Wirkungen von Krankheiten und Schädlingen, vorhandener Agro-
technik oder Faktorpreisen, welche (witterungsabhängig und witterungsunabhängig) die Bestandsfüh-
rung und die Anpassungsreaktion der Landwirte an den Klimawandel beeinflussen (Lobell und Burke, 
2010). Diese von prozessbasierten Modellen nur mit hohem Aufwand zu erfassenden Faktoren können 
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die direkte Klimawirkung auf den Ertrag überlagern (Challinor et al., 2014). Dies kann Fehleinschät-
zungen begünstigen.  
 
Ziel der vorliegenden Studie war es, statistische Ertragsmodelle für die Abschätzung von Witterungs-
einflüssen auf die Erträge landwirtschaftlicher Kulturen zu entwickeln und zu testen. Dabei standen 
die in Deutschland angebauten Kulturen Winterweizen (Triticum aestivum L.) und Silomais (Zea mays 
L.) im Mittelpunkt. Winterweizen ist die bedeutendste winterannuelle, Silomais die bedeutendste 
sommerannuelle Kultur Deutschlands (Statistisches Bundesamt, 2013). Zudem repräsentiert der Win-
terweizen stellvertretend den Witterungseinfluss auf C3 Pflanzen, mit dem Silomais lässt sich der Wit-
terungseinfluss auf C4 Pflanzen ableiten. Die Ergebnisse zeigen und diskutieren wir auf Modellie-
rungsebene der Landkreise und räumlich aggregiert. Aggregationsebenen sind Deutschland, seine 
Bundesländer und Flusseinzugsgebiete. Sie werden nachfolgend als Nation und Subnation bezeichnet. 
Zusammen werden Nation (d.h. Deutschland) und Subnationen (d.h. Bundesländer und Flusseinzugs-
gebiete) als (Sub)Nation(en) bezeichnet.  
 
Die räumliche Heterogenität der Witterungs-Ertragseinflüsse innerhalb der (Sub)Nation(en) lässt sich 
statistisch über verschiedene Methoden der Parameterschätzung berücksichtigen: indirekt, mit räum-
lich separat geschätzten Zeitreihenmodellen (STSM), oder direkt, mit Paneldatenmodellen (PDM) o-
der Zufallskoeffizientenmodellen (RCM). Mit den methodisch sehr simplen STSMs werden die Para-
meter der Landkreismodelle separat und unabhängig voneinander geschätzt (Lobell und Burke, 2010). 
Durch die separate Schätzung der STSMs wird die räumliche Heterogenität innerhalb der 
(Sub)Nation(en) erfasst. PDMs hingegen schätzen zeitliche und räumliche Ertragsänderungen direkt 
über einen (für alle Landkreise geltenden) Parametersatz je (Sub)Nation (You et al., 2009). Individuel-
le Witterungs-Ertragseinflüsse können von den PDM-Parametern daher nur (sub)national (Bundeslän-
der, Flusseinzugsgebiete, Deutschland) und nicht auf Landkreisebene erfasst werden. RCMs belegen 
eine Zwischenposition bei der Parameterschätzung. Sie schätzen auf (sub)nationaler Ebene mit land-
kreisindividuellen Parametern (Reidsma et al., 2007). Dafür benötigen sie allerdings ein methodisch 
komplexeres Schätzverfahren. 
 
Durch die Trennung von Modellierungsebene (Landkreise) und Betrachtungsebene (Bundesländer, 
Flusseinzugsgebiete, Deutschland) wird gezielt die Wirkung von Aggregation genutzt (Woodard und 
Garcia, 2008). Durch Aggregation werden Einflüsse (z.B. Krankheiten und Schädlinge) herausgefil-
tert, die auf Landkreisebene die Modelle verzerren. Durch das Filtern kann sich auf den aggregierten 
Ebenen eine höhere Modellgüte als auf der eigentlichen Modellierungsebene ergeben. Dennoch kön-
nen über diesen Ansatz landkreisindividuelle Witterungseinflüsse auf den Ertrag erfasst werden 






Ein Vorzug statistischer Modelle besteht darin, dass sie sich im Unterschied zu prozessbasierten Mo-
dellen von den zugrundeliegenden absoluten Niveaus lösen können. Es werden dann nicht mehr die 
absoluten Erträge, sondern absolute oder relative Änderungen gegenüber dem Vorjahr (erste Differen-
zen, Quotienten) errechnet. Dies hat sowohl für die Schätzung, als auch für die Anwendung der Mo-
delle Vorteile und Nachteile. Im Vorfeld der Schätzung können durch die Bildung von Differenzen 
oder Quotienten Ertragstrendeinflüsse oder Änderungen des Trends, durch züchterischen und techno-
logischen Fortschritt, eliminiert werden (Lobell und Asner, 2003; You et al., 2009). Beispielsweise ist 
durch die Niveaunormierung die Stagnation des Ertragstrends in Deutschland, wie von Brisson et al. 
(2010) gezeigt, unproblematisch für die Schätzung in statistischen Modellen. Aber auch systematische 
Fehler der Variablen verlieren an Bedeutung. Eine explizite Fehlermodellierung bei der Verwendung 
von Daten aus Klimamodellen wird überflüssig. Selbst wenn die Klimamodelle einen systematischen 
Fehler aufweisen, kann der Ertragseinfluss von Klimaänderungen abgeschätzt werden (Lobell, 2013). 
Nachteilhaft ist, dass durch die Trennung vom absoluten Niveau nur noch begrenzt Aussagen über 
dessen Veränderung gemacht werden können (da dieses nicht mehr in den Daten und Parametern ent-
halten ist). Zudem wird bei der Schätzung nicht mehr die Niveauabhängigkeit in den Relationen zwi-
schen Ertrag und Ertragsfaktoren berücksichtigt.  
 
Für die von uns geprüften Modellansätze verwendeten wir, analog zu Oury (1965), die Cobb-Douglas-
Produktionsfunktion als funktionale Form. In dieser werden logarithmierte erste Differenzen zueinan-
der in Beziehung gesetzt. Die logarithmierten ersten Differenzen der Erträge bzw. der ertragsbeein-
flussenden Faktoren werden nachfolgend vereinfachend als relative Ertrags- bzw. Faktoränderung be-
zeichnet. Die Cobb-Douglas-Produktionsfunktion berücksichtigt Substitution und Interaktion zwi-
schen den exogenen Variablen. Zudem sind die Parameter als relative Ertragsänderungen zu interpre-
tieren und daher direkt miteinander vergleichbar (Wooldridge, 2013: 351-354). Eine Vielzahl anderer 
funktionaler Formen ist möglich. Wir beschränken uns auf die Cobb-Douglas-Produktionsfunktion, da 
sie sich sowohl in ökonomischen (You et al., 2009) als auch pflanzenbaulichen Anwendungen (Lee et 
al., 2013) bewährt hat. 
 
Da das Wetter in den phänologischen Entwicklungsphasen unterschiedlich auf den Ertrag wirkt 
(Chmielewski et al., 2004), ist eine zeitliche Aufteilung der Wachstumsperiode sinnvoll. Dixon et al. 
(1994) und Lobell et al. (2011) teilen die Witterungsvariablen phänologisch nach Kalendermonaten 
ein. Chmielewski und Köhn (2000) verwenden für ihre Ertragskomponentenanalyse von Winterroggen 
fünf phänologische Entwicklungsperioden unabhängig von den Kalendermonaten. Moore und Lobell 
(2014), Butler und Huybers (2013) und You et al. (2009) unterteilen die Wachstumsperiode nicht. Wir 
nutzten eine vergleichsweise grobe Unterteilung nach Viertel- und Halbjahren, um partielle Witte-
rungswirkungen während der vegetativen und generativen Entwicklung abzubilden. Diese grobe Un-
terteilung erachteten wir als ausreichend für die Anwendung der Modelle zur Abschätzung von Klima-
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folgen, da Klimasimulationen robuste Tendenzen erst bei gröberer zeitlicher Aggregation erkennen 
lassen.  
 
Die Einteilung der Witterungsvariablen basiert auf zwei Haupteinflussfaktoren. Der erste Einflussfak-
tor ist die durch die Globalstrahlung (Rs) ankommende Energie. Diese bestimmt das potenzielle 
Wachstum der Pflanze (Monteith, 1977). Faktoren, die dieses potenzielle Wachstum negativ beein-
flussen lassen sich als Stressfaktoren (zweiter Einflussfaktor) beschreiben. Besonders sensitiv reagie-
ren Pflanzen in Deutschland auf eine unzureichende Wasserversorgung (Chmielewski und Köhn, 
2000; Kersebaum und Nendel, 2014). Die Wasserversorgung wurde durch die Variablen Niederschlag 
und potenzieller Evapotranspiration (ETP) abgebildet. Andere Stressfaktoren, wie z.B. hohe Tempera-
turen (Lobell et al., 2013) werden nicht berücksichtig, da sie vergleichsweise selten in Deutschland 
wirksam werden. 
 
Zwischen den Witterungsvariablen in einem statistischen Modell kann Multikollinearität, das heißt, 
eine Korrelation der exogenen Variablen untereinander, auftreten. Beispielsweise ist die Rs hoch mit 
der Temperatur (Bristow und Campbell, 1984) und aus der Temperatur (T) errechneten Variablen kor-
reliert (Lobell, 2010). Dixon et al. (1994) und Lobell und Asner (2003) verwenden die Rs als ertrags-
erklärende Witterungsvariable. Dixon et al. (1994) zeigen, dass das Weglassen der Rs zwar nur zu ei-
nem geringen Verlust an Erklärungskraft führt. Allerdings ändern sich die Parameter beträchtlich (o-
mitted-variable bias) und die Modelle verlieren deutlich an Voraussagefähigkeit (gemessen am 
RMSE). Als Proxyvariable für Rs verwenden You et al. (2009) den Bewölkungsgrad. Wir verwendeten 
eine temperaturnormierte Globalstrahlung (SRT), um einerseits den Strahlungseinfluss auf den Ertrag 
abzubilden und andererseits Kollinearität mit temperaturabhängigen Variablen, wie Sättigungsdefizit 
(VPD) oder ETP zu mindern.  
 
Kaufmann und Snell (1997) diskutieren, dass nicht im Modell berücksichtigte, aber ertragsrelevante 
(ökonomische) Variablen zu einem omitted-variable bias führen. Ertragseffekte durch sich ändernde 
ökonomische Bedingungen können die Ertragswirkungen der interannuellen Witterungsänderungen 
überlagern (Reidsma et al., 2007). Gerade auf weniger produktiven Ertragsstandorten haben sich die 
Anbaufläche und die Intensität des Faktoreinsatzes durch gesetzliche Flächenstilllegungsquoten und 
über die Förderung von Biogas und Biodiesel geändert (Krause, 2008). Aus diesem Grund sind kon-
stante Bewirtschaftungsbedingungen über den betrachtenden Zeitraum und innerhalb von Deutschland 
nicht realistisch (vgl. Lobell und Asner, 2003). Um die ökonomischen Ertragswirkungen abzubilden, 
nutzten wir als ökonomische Proxyvariablen Düngerpreis und Anbaufläche der jeweiligen Kultur. Der 
Düngerpreis bildet den Produktionsfaktoreinsatz bei sich ändernder Rentabilität ab. Die im Zeitraum 
1991 bis 2010 gestiegene Anbaufläche von Winterweizen (+34%) und Silomais (+40%) steht für die 
Änderung der Gemeinsamen Agrarpolitik (GAP).  





Wir prüften die Leistungsfähigkeit des oben skizzierten Konzeptes zur niveauneutralen Ertragsmodel-
lierung auf eine Anschlussnutzung in der Klimafolgenforschung. Es wurde gezielt die Wirkung von 
Aggregation genutzt. Die Parameterschätzung wurde auf Landkreisebene vorgenommen, die Modelle-
valuierung erfolgte auf (sub)nationaler Ebene (Bundesland, Flussgebiet und Deutschland). Die Vor- 
und Nachteile von drei statistischen Ansätzen (STSMs, PDMs, RCMs) wurden dargestellt und disku-
tiert. 
 
3.4 Material und Methoden 
3.4.1 Datengrundlage und Aggregation der Variablen 
Die Ertragsdaten wurden landwirtschaftlichen Ertragsstatistiken der deutschen Landkreise von 1991 
bis 2010 entnommen. Die witterungsbedingten Einflüsse auf den Winterweizen- und Silomaisertrag 
wurden über die Witterungsvariablen ETP, SRT und Niederschlag (Nied) abgebildet (Tab. 1). Die Wit-
terungsvariablen wurden aus den Daten der einzelnen, über Deutschland verteilten, Wetterstationen 
berechnet. Aus den täglichen Stationsdaten wurden zunächst die genannten Variablen berechnet, dann 
wurden diese zu Halb- und Vierteljahreswerten summiert und schließlich für jeden Landkreis gemit-
telt. Die ökonomischen Proxyvariablen Anbaufläche der jeweiligen Kultur und Düngerpreis liegen nur 
für Gesamtdeutschland vor. Sie flossen deshalb nicht landkreisindividuell in die Modelle ein. Eine 
ausführlichere Beschreibung der Datenbasis befindet sich im Appendix A.1. 
 
Tab. 1. Genutzte exogene Variablen für das Winterweizen- (WW) und das Silomaismodell (SM). Die Variablen 
unterscheiden sich hinsichtlich ihrer zeitlichen Einteilung (Periode), der Aggregation (Agg) und nach der räumli-
che Beobachtungsebene (Ebene mit LK = Landkreis und Nat = National). Die Perioden stehen für die Kalender-
monate November bis April (Nov-Apr), Mai bis Juli (Mai-Juli) und August bis Oktober (Aug-Okt). Die abgekürz-
ten exogenen Variablen sind potenzielle Evapotranspiration (ETP), temperaturnormierte Globalstrahlung (SRT). 
Das Basisjahr des Indexes ist 2005=100.  
Variable Kultur Periode Agg  Ebene 
ETP WW Nov-Apr Summe  LK 
ETP WW, SM Mai-Juli Summe  LK 
ETP SM Aug-Okt Summe  LK 
Niederschlag WW Nov-Apr Summe  LK 
Niederschlag WW, SM Mai-Juli Summe  LK 
Niederschlag SM Aug-Okt Summe  LK 
SRT WW, SM Mai-Juli Summe  LK 
Düngerpreis WW, SM Jan-Dez Index  Nat 
Ackerfläche WW WW Jan-Dez Index  Nat 
Ackerfläche SM SM Jan-Dez Index  Nat 
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3.4.2 Berechnungsgrundlagen von Witterungsvariablen 
Die tägliche SRT wird nach Gleichung 1 berechnet. Um eine Division durch Null zu vermeiden wurde 




𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 + 20 , mit  
 
(1) 
𝑆𝑆𝑆𝑆 – tägliche Globalstrahlungssumme [J cm–2], 
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 – durchschnittliche Tagestemperatur [°C], 
SRT – temperaturnormierte Globalstrahlungssumme [J °C–1 cm–2]. 
 
Die ETP (Gleichung 2), berechnet nach Haude, setzt sich aus zwei Teilen zusammen: dem Haude-
Faktor fH und dem VPD (Bormann et al., 1996; Schrödter, 1985). Da die fH für Mais und Weizen nicht 
für die gesamte Wachstumsphase dieser Kulturen verfügbar sind, verwendeten wir für fH das arithme-
tische Mittel der fH-Werte von Weizen, Mais und Grünland. Diese berücksichtigen die spezifischen 
Eigenschaften von Weizen und Mais und sind monatsweise für das ganze Jahr verfügbar.  
 
𝐸𝐸𝑇𝑇𝐸𝐸 = 𝑓𝑓𝐻𝐻  𝑉𝑉𝐸𝐸𝑉𝑉, mit (2) 
𝑓𝑓𝐻𝐻  – Haude Faktor, 
𝑉𝑉𝐸𝐸𝑉𝑉 – tägliches Sättigungsdefizit [hPa]. 
 
Das VPD (Gleichung 3) errechnet sich nach der Magnus-Formel aus Maximumtemperatur (Tmax) und 
Taupunkttemperatur (DVWK, 1996; Sonntag, 1990). Näherungsweise kann statt der Taupunkttempe-
ratur die tägliche Minimumtemperatur (Tmin) verwendet werden (Castellvi et al., 1996; Roberts et al., 
2012). Den von Roberts et al. (2012) und Donatelli et al. (2006) genutzten Skalierungsfaktor ersetzten 
wir durch den Faktor der Magnus-Formel (6.11) nach Sonntag (1990). 
 
𝑉𝑉𝐸𝐸𝑉𝑉 = 6.11 �𝐵𝐵� 17.269 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚237.3 + 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚� − 𝐵𝐵� 17.269 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚237.3 + 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚�� 
 
(3) 
3.4.3 Zeitliche Einteilung der Witterungsvariablen 
Die zeitliche Aggregation unserer Klimavariablen orientierte sich an der phänologischen Entwicklung 
von Winterweizen und Silomais in Deutschland. Die Aussaat- und Erntezeiten von Winterweizen und 
Silomais variieren zwischen den Jahren und den Landkreisen. Von 1992-2010 erfolgt die Aussaat von 
Winterweizen näherungsweise von Anfang bis Mitte Oktober (±4 Tage) (Auflaufen Ende Oktober) 
und jene von Silomais gegen Ende April (±5 Tage) (Auflaufen Anfang Mai). Die Erntezeit von Win-




terweizen ist näherungsweise Anfang August (±12 Tage) und von Silomais Ende September (± ein 
Monat). Innerhalb von Deutschland variiert die Erntezeit von Weizen um ± einen Monat, von Silomais 
um ±22 Tage (DWD, 2014). Für die Ertragsmodelle verwendeten wir Viertel- und Halbjahressummen 
der Witterungsvariablen ETP, SRT und Nied. Diese charakterisieren die Witterungsbedingungen wäh-
rend der vegetativen und generativen Wachstumsphasen der betrachteten Kulturen in Deutschland. In 
unseren Modellen erstreckte sich die vegetative Phase des Winterweizens vom November des Aus-
saatjahres bis zum April des Erntejahres, bei Silomais ging sie vom Mai bis zum Juli des Erntejahres. 
Die generative Phase umfasst die Monate Mai bis Juli beim Winterweizen und August bis Oktober 
beim Silomais (wir nahmen den auf volle Monate gerundeten spätesten Erntezeitpunkt). 
 
3.4.4 Funktionales Grundmodell 
Als Grundmodell wurde die Cobb-Douglas Produktionsfunktion verwendet (Gleichung 4). Mit der 
Funktion werden die relativen Ertragsänderungen (Änderungen im Vergleich zum Vorjahr) durch die 
relativen Änderungen der exogenen Variablen geschätzt.  
𝑦𝑦𝑖𝑖
𝑦𝑦𝑖𝑖−1 = 𝛽𝛽0  �� 𝑥𝑥𝑗𝑗𝑖𝑖𝑥𝑥𝑗𝑗𝑖𝑖−1 �𝛽𝛽𝑗𝑗𝐽𝐽𝑗𝑗=1  �� 𝑥𝑥𝑘𝑘𝑖𝑖𝑥𝑥𝑘𝑘𝑖𝑖−1 �𝛽𝛽𝑘𝑘 , mit 𝑡𝑡 =  2, … ,𝑀𝑀, 𝑗𝑗 = 1, … , 𝐽𝐽,𝑘𝑘 = 1, … ,𝐾𝐾,𝐾𝐾𝑘𝑘=1  (4) 
 
𝑦𝑦𝑡𝑡
𝑦𝑦𝑡𝑡−1  – relative Ertragsänderungen im Jahr t in Relation zum Jahr 𝑡𝑡 − 1 (endogene Variable), 
𝑥𝑥𝑗𝑗𝑡𝑡
𝑥𝑥𝑗𝑗𝑡𝑡−1 , 𝑥𝑥𝑘𝑘𝑡𝑡𝑥𝑥𝑘𝑘𝑡𝑡−1  – relative Änderungen witterungsbedingter (j) und ökonomischer (k) Ertragsfaktoren im 
Vergleich zum Vorjahr (exogene Variablen), 
𝛽𝛽0 – Parameterwert für den mittleren Trendeinfluss, 
𝛽𝛽𝑗𝑗,𝛽𝛽𝑘𝑘 – Parameter für den Faktoreinfluss der j-ten witterungsbedingten und k-ten ökonomischen Vari-
able. Die Parameter beschreiben den relativen Effekt auf den Ertrag (in Prozent) beim Anstieg einer 
witterungsbedingten oder ökonomischen Variable um ein Prozent. 
 
3.4.5 Regressionsansätze für Landkreiserträge  
Das Grundmodell wurde mit drei unterschiedlichen Regressionsmethoden geschätzt. Die Methoden 
unterschieden sich hinsichtlich ihrer Berücksichtigung von landkreisindividuellen Ertragseinwirkun-
gen. Zur Vergleichbarkeit der Methoden waren funktionale Form und Transformation für alle Modelle 
einheitlich. Um die Cobb-Douglas Produktionsfunktion zu linearisieren, wurde das Grundmodell 
(Gleichung 4) logarithmiert. Durch die Transformation der Modellterme wurden diese für Regressi-
onsmodelle nutzbar: log�(𝑥𝑥𝑖𝑖/ 𝑥𝑥𝑖𝑖−1)𝛽𝛽� = 𝛽𝛽 log(𝑥𝑥𝑖𝑖/ 𝑥𝑥𝑖𝑖−1) = 𝛽𝛽(log 𝑥𝑥𝑖𝑖 − log 𝑥𝑥𝑖𝑖−1), der transformierte 
Modellterm log 𝑥𝑥𝑖𝑖 − log 𝑥𝑥𝑖𝑖−1 wird nachfolgend als Δ log 𝑥𝑥𝑖𝑖 bezeichnet. Zudem wurde das Grundmo-
dell um den Fehler u erweitert.  
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Das STSM (Gleichung 5) schätzt relative Ertragsänderungen der einzelnen Landkreise, 𝑖𝑖 = 1, … ,𝑁𝑁, 
unabhängig voneinander (Dielman, 1983). Durch die separate Schätzung von N Modellen wird im 
Nachhinein die räumliche Heterogenität berücksichtigt. Der Landkreisindex i ist bei der Schätzung der 
einzelnen Zeitreihenmodelle noch nicht relevant, sondern hat erst bei der Betrachtung aller separaten 
Modelle einer (Sub)Nation Bedeutung. 
 
∆ log 𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛽𝛽𝑖𝑖0 + �𝛽𝛽𝑖𝑖𝑗𝑗𝐽𝐽
𝑗𝑗=1
∆ log 𝑥𝑥𝑖𝑖𝑖𝑖𝑗𝑗 + �𝛽𝛽𝑖𝑖𝑘𝑘𝐾𝐾
𝑘𝑘=1
∆ log 𝑥𝑥𝑖𝑖𝑘𝑘 +Δ log 𝐵𝐵𝑖𝑖𝑖𝑖 ,  (5) 
 
Im Unterschied zu den STSMs schätzen PDMs (Gleichung 6) direkt die Parameter β über alle Land-
kreise. Die zeitliche und räumliche Volatilität der Variablen wird als unabhängig voneinander angese-
hen. Im Fehlerterm schätzen die PDMs landkreisindividuelle, zeitinvariante Einflüsse (z.B. Bodenpro-
duktivität) mit dem unbeobachteten individuellen Fehler (Croissant und Millo, 2008; Wooldridge, 
2013). 
∆ log 𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + �𝛽𝛽𝑗𝑗𝐽𝐽
𝑗𝑗=1
∆ log 𝑥𝑥𝑖𝑖𝑖𝑖𝑗𝑗 + �𝛽𝛽𝑘𝑘𝐾𝐾
𝑘𝑘=1
∆ log 𝑥𝑥𝑖𝑖𝑘𝑘 +Δ log 𝐵𝐵𝑖𝑖𝑖𝑖 (6) 
 
RCMs (Gleichung 7) können zwischen STSMs und PDMs eingeordnet werden. In RCMs werden mitt-
lere (𝛽𝛽0,𝛽𝛽𝑗𝑗, 𝛽𝛽𝑘𝑘) und landkreisindividuelle Parameter (𝐵𝐵𝑖𝑖0,𝐵𝐵𝑖𝑖𝑗𝑗, 𝐵𝐵𝑖𝑖𝑘𝑘) errechnet. Zusammen ergeben beide 
Parameter (β + bi) den landkreisindividuellen Ertragseffekt 𝛽𝛽𝑖𝑖. Die Parameter der RCMs können nicht, 
wie STSMs und PDMs, nach der Methode der kleinsten Quadrate (OLS) geschätzt werden, da die Pa-
rameter 𝛽𝛽𝑗𝑗 und 𝐵𝐵𝑖𝑖𝑗𝑗 nicht unabhängig voneinander sind. Die RCM-Parameter werden daher mit der 
Restricted Maximum Likelihood (REML) Methode geschätzt (Reidsma et al., 2007). 
∆ log 𝑦𝑦𝑖𝑖𝑖𝑖 = (𝛽𝛽0 + 𝐵𝐵𝑖𝑖0) + ��𝛽𝛽𝑗𝑗 + 𝐵𝐵𝑖𝑖𝑗𝑗�𝐽𝐽
𝑗𝑗=1
∆ log 𝑥𝑥𝑖𝑖𝑖𝑖𝑗𝑗 + �(𝛽𝛽𝑘𝑘 + 𝐵𝐵𝑖𝑖𝑘𝑘)𝐾𝐾
𝑘𝑘=1
∆ log 𝑥𝑥𝑖𝑖𝑘𝑘 +Δ log 𝐵𝐵𝑖𝑖𝑖𝑖  
 
(7) 
3.4.6 Aggregation der Modellergebnisse 
Die mit den verschiedenen Modellen modellierten Landkreiserträge wurden (über das arithmetische 
Mittel) zu (sub)nationalen Erträgen aggregiert (Gleichung 8) und mit den aggregierten Beobachtungen 
verglichen.  





3.4.7 Kreuzvalidierung, Modellgüte und statistische Tests 
Wir nutzten eine Kreuzvalidierung, um die Vorhersagefähigkeit der Modelle zu testen. Dazu nahmen 
wir jeweils alle Beobachtungen eines Jahres aus dem Datensatz heraus, schätzten das Modell und si-




mulierten dann den Ertrag für das fehlende Jahr. Die Reproduzierbarkeit des jeweiligen Jahresertrages 
wurde für den aggregierten Ertrag, d.h. auf der Ebene der (Sub)Nation(en) beurteilt. Diese out-of-
sample Prognose führten wir sequentiell für alle Jahre durch. 
 
Die Modelle sollen das mittlere Niveau und die Volatilität der beobachteten relativen Ertragsänderun-
gen reproduzieren. Als Gütemaße verwendeten wir dafür den Root-Mean-Square Error (RMSE), das 
Bestimmtheitsmaß (R2), das korrigierte Bestimmtheitsmaß (Adj. R2) und den Nash-Sutcliffe Modell-
Effizienz-Koeffizienten (NSE). Der RMSE gibt die absolute, mittlere Fehlschätzung an und berück-
sichtigt daher unterschiedlich langen Zeitreihen. Die Gütemaße R2 und Adj. R2 geben Auskunft wie 
gut die relative Volatilität der relativen Ertragsänderungen reproduziert wird. Sie zeigen keine Fehl-
schätzungen des Niveaus an. Das R2 errechnet sich aus den quadrierten Korrelationskoeffizienten zwi-
schen gemessenen und geschätzten relativen Ertragsänderungen für die Ebene der (Sub)Nation(en). 
Das Adj. R2 berücksichtigt zusätzlich die Anzahl der in das Modell aufgenommenen Variablen. Zur 
Vergleichbarkeit von PDMs und STSMs verwendeten wir für die Berechnung des Adj. R2 die kriti-
scheren Freiheitsgrade der STSMs. Der NSE reagiert sowohl auf Fehlschätzungen des Niveaus als 
auch der Schwankungen. Daher ist das NSE auch bei nicht OLS-Bedingungen oder für nicht in die 
Schätzung einfließende relative Ertragsänderungen (Validierungsergebnisse) nutzbar. Die von Krause 
et al. (2005) angeführte Überschätzung des NSE bei Extremwerten ist durch die logarithmierten Erträ-
ge unproblematisch.  
 
Für STSMs und PDMs testeten wir statistisch die Zulässigkeit von OLS-Schätzern. Die nachfolgenden 
statistischen Tests werden von Croissant und Millo (2008) und Wooldridge (2013) näher beschrieben. 
Die funktionale Form prüften wir mit dem Regression Equation Specification Error Test (RESET). 
Mit dem Lagrange-Multiplier-Test nach Breusch-Pagan (LM) prüften wir die Modelle auf räumliche 
Heterogenität. Bei Autokorrelation (Breusch-Godfrey-Test) und/ oder Heteroskedastizität (Breusch-
Pagan-Test) sind die Signifikanztests (t-Test für Parameter) ungültig. Die Standardfehler der Parame-
ter wurden dann durch robuste Standardfehler nach Arellano ersetzt. Normalverteilung der Residuen 
testeten wir mit dem Shapiro-Wilk-Test.  
 
Zu den RCMs nach REML werden über die genutzten R-Pakete standardmäßig keine statistischen 
Tests ausgeboten (siehe Appendix A.2 für eine detaillierte Beschreibung der verwendeten Software). 
Bei der Schätzung der RCM nach Maximum Likelihood werden das Akaike Information Criterion 
(AIC) und das Bayesian Information Criterion (BIC) als Gütemaße errechnet. AIC und BIC sind ver-
gleichbar mit dem R2 und dem Adj. R2 bei OLS-Schätzern. Letztere sind aber bei REML (hierarchi-
schen Daten) als Gütemaße problematisch in der Anwendung, da bei diesem Schätzverfahren nicht 
zwangsläufig (wie bei OLS) das mittlere Niveau getroffen wird. Der NSE kann hingegen bei REML 
verwendet werden. Der NSE hat zudem den Vorteil, dass er als relatives Maß direkt interpretierbar ist. 
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Die vom BIC vorgenommene Diskriminierung bei zunehmender Variablenanzahl ist für unsere Mo-
delle ohne Bedeutung, da alle Modelle die gleichen Variablen nutzen (Reidsma et al., 2007; 
Wooldridge, 2013).  
 
3.5 Ergebnisse 
3.5.1 Landkreisindividuelle Schätzebene  
Die mit den STSMs, PDMs und RCMs simulierten relativen Ertragsänderungen der Landkreise konn-
ten die mittlere Volatilität der beobachteten Weizenerträge reproduzieren. Es gab jedoch Unterschiede 
zwischen den Modellen bei der Simulation von außergewöhnlich großen Ertragsschwankungen. Dies 
wird exemplarisch für den Landkreis Oder-Spree (Brandenburg) in Abb. 1 verdeutlicht. Von den 
STSMs wurden überdurchschnittlich große relative Ertragsänderungen am besten reproduziert. PDMs 
zeigten hingegen deutliche Schwächen bei der Reproduktion außergewöhnlich großer und nur regional 
auftretender relativer Ertragsänderungen (im restlichen Brandenburg ist diese außergewöhnliche rela-
tive Ertragsschwankung nicht aufgetreten). Die RCMs lagen zwischen den STSMs und den PDMs 
(NSEs für den Landkreis Oder-Spree: STSM: 0.68, PDM: 0.21, RCM: 0.66, für Brandenburg: STSM: 
0.84, RCM: 0.81, PDM: 0.70).  
 
Abb. 1. Gemessene (schwarz) und mit den Modellen STMS, PDM, RCM (blau, grün, rot) geschätzte relative Er-
tragsänderungen von Winterweizen (Δ log Ertrag) für den Landkreis Oder-Spree (Brandenburg).  
 
3.5.2 Modellgüte nach subnationaler und nationaler Aggregation 
Die relativen Ertragsänderungen und Gütemaße für die zu (Sub)Nation(en) aggregierten Modelle sind 
für STSMs und PDMs exemplarisch in Abb. 2 dargestellt. Die (sub)nationalen relativen Ertragsände-
rungen der Simulationen und der Kreuzvalidierung wurden nicht systematisch über- oder unterschätzt, 
da die relativen Ertragsänderungen aus der Kreuzvalidierung sowohl über als auch unter den gemesse-
nen relativen Ertragsänderungen lagen. Die relativen Ertragsänderungen aus der Kreuzvalidierung rea-
gierten nicht sensitiv auf die sich jährlich ändernden Beobachtungen. In den östlichen Regionen er-
klärten die Simulationen die beobachteten relativen Ertragsänderungen besser als in den westlichen 
Regionen. Mit steigender Volatilität (hier angegeben als Standardabweichung (SD)) der gemessenen 
relativen Ertragsänderungen nahm die Erklärungskraft der Modelle je Fruchtart (NSE, R2, Adj. R2 und 
RMSE) in den Simulationen zu. Für beide Kulturen und alle drei Modellansätze galt, dass die Modelle 
der kontinentalen, nordöstlichen Subnationen (Brandenburg, Mecklenburg-Vorpommern, Elbe, 





messenen relativen Ertragsänderungen die höchste Volatilität je Fruchtart. In maritimen (nördlichen) 
oder bergigen (südlichen) Regionen erklärten die Modelle über die Witterungsvariablen weniger Vola-
tilität als in kontinentalen Regionen. Trotz der deutlichen Unterschiede in der gemessenen Ertragsvola-
tilität zwischen Winterweizen (WW) und Silomais (SM) in Ostdeutschland (SD: Brandenburg WW: 
0.058, SM: 0.082, Mecklenburg-Vorpommern WW: 0.035, SM: 0.056) bestanden zwischen den Kul-
turen keine Unterschiede in der Erklärungskraft ihrer Modelle (STSM NSE Brandenburg WW: 0.94, 
SM: 0.94, Mecklenburg-Vorpommern WW: 0.95, SM: 0.93). 
 
Einen vergleichenden Überblick über die erreichte Modellgüte und den Aggregationseffekt geben die 
Tab. 2 und 3. Diese beziehen sich auf die drei Modelltypen und die beiden Kulturen auf den verschie-
denen Aggregationsniveaus. Die STSMs hatten durchgehend höhere NSEs als die PDMs und die 
NSEs waren auch meistens höher als die der RCMs (Tab. 2). Bei kleinen Flusseinzugsgebieten mit 
wenigen Landkreisen unterschieden sich die NSEs nicht (z.B. Oder bei Winterweizen). Der winteran-
nuelle Winterweizen erreichte höhere NSEs als der sommerannuelle Silomais auf der subnationalen 
Ebene, auf der nationalen Ebene waren die NSEs nahezu gleich. Die NSEs aller Modelle waren beim 
Silomais auf Deutschlandebene (STSM: 0.86, PDM: 0.77, RCM: 0.80) höher als das Mittel der Bun-
desländer (STSM: 0.75, PDM: 0.68, RCM: 0.73). Beim Winterweizen waren die NSEs der STSM und 
RCM höher, aber die der PDM geringfügig niedriger. Das Flusseinzugsgebiet Eider ist nur ein Land-
kreis und daher nicht als PDM oder RCM schätzbar. 
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Tab. 2. Nash-Sutcliffe Modell-Effizienz-Koeffizienten (NSE) für den Zusammenhang zwischen den gemessenen 
und simulierten relativen Ertragsänderungen für die Aggregationsebene Bundesländer, Flusseinzugsgebiete 
und Deutschland. Die Spalten unterscheiden nach Kulturen (Winterweizen (WW) und Silomais (SM)) und Mo-
dellen (STMS, PDM und RCM).  
    Winterweizen     Silomais   
(Sub)nation STSM PDM RCM   STSM PDM RCM 
Bundesländer (BL) 
        Schleswig-Holstein  0.75 0.67 0.71   0.59 0.51 0.54 
  Niedersachsen  0.89 0.82 0.86    0.78 0.65 0.72 
  Nordrhein-Westfalen  0.84 0.8 0.81    0.64 0.55 0.72 
  Hessen  0.64 0.59 0.6    0.69 0.6 0.65 
  Rheinland-Pfalz  0.7 0.64 0.68    0.62 0.57 0.6 
  Baden-Württemberg  0.77 0.66 0.70    0.64 0.54 0.56 
  Bayern  0.74 0.56 0.65    0.67 0.51 0.57 
  Saarland  0.70 0.68 0.69    0.77 0.76 0.77 
  Brandenburg  0.94 0.92 0.93    0.94 0.93 0.94 
  Mecklenburg- 0.95 0.91 0.93    0.93 0.9 0.92   Vorpommern  
  Sachsen  0.85 0.72 0.79    0.73 0.58 0.72 
  Sachsen-Anhalt  0.9 0.87 0.89    0.93 0.92 0.93 
  Thüringen  0.66 0.61 0.63    0.81 0.78 0.79 
        Flusseinzugsgebiete (FEG) 
        Eider  0.78 – –   0.24 –  –  
  Schlei/ Trave  0.74 0.65 0.72    0.56 0.52 0.53 
  Elbe  0.92 0.81 0.88    0.91 0.86 0.88 
  Weser  0.87 0.82 0.84    0.84 0.77 0.82 
  Ems  0.85 0.78 0.83    0.58 0.33 0.45 
  Rhein  0.78 0.69 0.74    0.77 0.68 0.73 
  Maas  0.70 0.67 0.68    0.76 0.74 0.75 
  Donau  0.72 0.63 0.66    0.5 0.35 0.39 
  Warnow/ Peene  0.94 0.91 0.93    0.93 0.89 0.91 
  Oder  0.76 0.76 0.76    0.93 0.91 0.92 
        Subnationale Mittelwerte 
        Mittel BL  0.79 0.73 0.76   0.75 0.68 0.73 
  Mittel FEG 0.81 0.75 0.78    0.70 0.67 0.71 
        National          Deutschland  0.86 0.71 0.81    0.86 0.77 0.80 
 
In Tab. 3 wird deutlich, dass der Aggregationseffekt (Δ NSE) bei den PDMs für Flusseinzugsgebiete 
am größten war (WW: 0.26, SM: 0.27). Bei den STSMs und den RCMs war er annähernd gleich 
(0.10-0.15). Der Aggregationseffekt war auf nationaler Ebene am größten (0.30), gefolgt von den 







Tab. 3. Aggregationseffekt der aggregierten (Sub)Nationen gegenüber den Landkreisergebnissen als Δ𝑁𝑁𝑆𝑆𝐸𝐸, mit 
𝑁𝑁𝑆𝑆𝐸𝐸 = 𝑁𝑁𝑆𝑆𝐸𝐸(𝑆𝑆𝑆𝑆𝑆𝑆)𝑁𝑁𝑎𝑎𝑖𝑖𝑖𝑖𝑁𝑁𝑛𝑛 − �𝑁𝑁−1 ∑ 𝑁𝑁𝑆𝑆𝐸𝐸𝐿𝐿𝑎𝑎𝑛𝑛𝐿𝐿𝑘𝑘𝐿𝐿𝐿𝐿𝑖𝑖𝑠𝑠𝐿𝐿 (𝑖𝑖)𝑁𝑁𝑖𝑖=1 �. Die Spalten unterscheiden nach Kulturen (Winterwei-
zen (WW) und Silomais (SM)) und Modellen (STMS, PDM und RCM).  
    Winterweizen     Silomais   
(Sub)nation STSM PDM RCM   STSM PDM RCM 
Bundesländer (BL) 
      Schleswig-Holstein  0.08 0.01 0.10    0.10 -0.07 0.16 
  Niedersachsen  0.13 0.16 0.16     0.15 0.07 0.16 
  Nordrhein-Westfalen  0.16 0.14 0.25     0.14 -0.03 0.31 
  Hessen  0.07 -0.07 0.14     0.25 0.02 0.28 
  Rheinland-Pfalz  0.08 -0.02 0.12     0.12 -0.01 0.17 
  Baden-Württemberg  0.11 0.00 0.11     0.09 -0.04 0.14 
  Bayern  0.16 -0.10 0.16     0.14 -0.07 0.11 
  Saarland  0.07 0.02 0.09     0.05 0.18 0.05 
  Brandenburg  0.09 0.26 0.12     0.08 0.35 0.08 
  Mecklenburg- 0.13 0.25 0.16     0.12 0.32 0.14   Vorpommern  
  Sachsen  0.09 0.06 0.05     0.13 0.00 0.07 
  Sachsen-Anhalt  0.05 0.21 0.06     0.11 0.34 0.08 
  Thüringen  0.10 -0.05 0.18     0.15 0.20 0.17 
        Flusseinzugsgebiete (FEG) 
        Eider  0.00 –    –  0.00 – –   Schlei/Trave  0.05 0.08 0.06     0.08 0.17 0.13 
  Elbe  0.19 0.44 0.18     0.20 0.39 0.14 
  Weser  0.15 0.29 0.19     0.21 0.44 0.21 
  Ems  0.12 0.23 0.16     0.06 0.19 0.02 
  Rhein  0.14 0.37 0.20     0.21 0.50 0.31 
  Maas  0.03 0.14 0.05     0.19 0.33 0.23 
  Donau  0.18 0.45 0.18     0.04 0.17 0.08 
  Warnow/Peene  0.11 0.28 0.11     0.12 0.22 0.11 
  Oder  0.02 0.05 0.04     0.02 0.06 0.03 
        Subnationale Mittelwerte 
       Mittel BL  0.10 0.07 0.13    0.13 0.10 0.15 
  Mittel FEG  0.10 0.26 0.13     0.11 0.27 0.14 
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Abb. 2. Gemessene sowie mit zwei Modellen (aggregierte STMS links, PDM rechts) geschätzte und kreuzvali-
dierte relative Ertragsänderungen (logarithmiert, erste Differenzen) für Winterweizen und Silomais auf ver-
schiedenen regionalen Ebenen. Die relativen Ertragsänderungen sind für Winterweizen auf Bundeslandebene, 
für Silomais auf Flusseinzugsebene und für beide Kulturen auf nationaler Ebene dargestellt. Die schwarzen Er-
klärungswerte (NSE, Adj. R², R²) beziehen sich auf die geschätzten Modellergebnisse, die grauen auf die Ergeb-
nisse der Kreuzvalidierung. Die Standardfehler (SD) der gemessenen relativen Ertragsänderungen sind in blau 
angegeben.  
 
Die räumliche Ausprägung des Aggregationseffektes wird in Abb. 3 am Beispiel der Winterweizen 
STSMs mit Bezug auf die Korrelation zwischen simulierten und geschätzten relativen Ertragsände-
rungen gezeigt. Da die relativen Ertragsänderungen nicht systematisch überschätzt waren (vgl. Abb. 2, 
Tab. 2), ist eine Darstellung, die sich auf den geläufigeren R2 als Gütemaß bezieht, hinreichend. Sub-
nationen mit geringen R2s der einzelnen STSMs auf Landkreisebene erreichten nach der Aggregation 





tionen nach der Aggregation besser reproduziert werden. Beispielsweise stieg in der Subnation Bayern 




Abb. 3. Räumliche Verteilung derR2 Werte für den Zusammenhang zwischen gemessenen und mittels STSM 
geschätzten relativen Ertragsänderungen von Winterweizen auf unterschiedlichen Aggregationsebenen. Die 
linke Karte zeigt die R2 der einzelnen STSM auf Landkreisebene (N = 289). Auf der mittleren und der rechten 
Karte sind die R2 der aggregierten STSMs für Bundesländer (N = 13) und Flusseinzugsgebiete (N = 10). Die Land-
kreise mit signifikanten STSM-Modellen (F-Test, p ≤ 0.10) sind auf der linken Karte schwarz umrandet (N = 198). 
 
 
3.5.3 Parameter der Witterungsvariablen 
Die Parameter der STSMs, PDMs und RCMs sind für die beiden Fruchtarten nach Bundesländern 
(BL) und Flusseinzugsgebieten (FEG) als Boxplots in Abb. 4 dargestellt. Eine große Spannweite der 
Boxplots bedeutet, dass der Ertragseinfluss der Witterung zwischen den Landkreisen (STSM und 
RCM) bzw. den Subnationen (PDM) räumlich stark variiert. Generell war die Spannweite der Parame-
ter bei den PDMs und den RCMs deutlich kleiner als bei den STSMs. 
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Abb. 4. Geschätzte Koeffizienten der Parameter für alle Modelle für Winterweizen (WW) und Silomais (SM). Die 
Parameter der STSMs und RCMs beziehen sich auf Landkreise, die Parameter der PDM beziehen sich auf Bun-
desländer (BL) oder Flusseinzugsgebiete (FEG). Die Zahlen hinter den exogenen Variablen beschreiben die Mo-
nate (z.B. 0507 ist Mai bis Juli). Der Balken in der Box ist der Median, die Box repräsentiert das 25% und das 
75% Quartil. Die Whiskers sind als Maximum und Minimum definiert, sofern sie kleiner als der 1.5-fache Inter-
quartilsabstand vom Median sind. Ausreißer werden als Punkte dargestellt. 
 
Die räumliche Verteilung für ausgewählte STSM Parameter zeigt exemplarisch Abb. 5. Hier ließen 
sich klare räumliche Cluster identifizieren. Die Clustergrenzen verliefen intra- und intersubnational, 
fallen jedoch nur selten mit den Grenzen der Subnationen zusammen. Beim Parameter der ETP zeigte 
sich in den meisten Landkreisen für beide Kulturen ein deutlich negativer relativer Ertragseinfluss 
(vgl. auch Abb. 4). Am stärksten (< −1.4%) war dieser Einfluss bei Winterweizen von Mai bis Juli 
im Bundesland Brandenburg und den angrenzenden Landkreisen (relative Ertragsänderung bei einer 
relativen ETP Änderung). Für Silomais ergab sich im Erzgebirge (südliches Sachsen) und im Donau-
einzugsgebiet ein neutraler bis leicht positiver Ertragseinfluss bei Zunahme der ETP. Niederschlag 
hatte in der Jugendentwicklung beider Kulturen einen positiven Ertragseinfluss in niederschlagsarmen 
Regionen, wie Ostdeutschland oder Franken (nördliches Bayern). In Regionen mit mehr Niederschlag 
hatte dieser einen leicht negativen Einfluss. Das sind in Deutschland der Alpenraum (südliche Grenzen 
von Deutschland), das Elbsandsteingebirge und die Nordseeküste (nördliche Grenze von Niedersach-
sen, westliche Grenze von Schleswig Holstein). Insgesamt war der relative Ertragseinfluss der Witte-
rung in kontinentalen Regionen größer, als in maritimen oder (den ackerbaulich genutzten Gebieten) 






Abb. 5. Räumliche Verteilung der STSM-Parameterkoeffizienten für Winterweizen und Silomais. Die Parameter 
beschreiben den relativen Ertragseffekt der exogenen Witterungsvariablen ETP und Nied in den Perioden No-
vember bis April und Mai bis Juli. 
 
3.5.4 Multikollinearität der exogenen Variablen und statistische Tests 
Die ertragserklärenden Witterungsvariablen zeigten mittelmäßig hohe (0.5-0.7) Korrelationskoeffi-
zienten, dies deutet auf eventuelle Multikollinearität hin. Die Korrelationskoeffizienten waren teilwei-
se statistisch signifikant (das Signifikanzniveau wird über den p-Wert beschrieben, dabei ist ***: p ≤ 
0.01, **: p ≤ 0.05, *: p ≤ 0.1 und ': p > 0.1). Exemplarisch sind nachfolgend Korrelationskoeffizienten 
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der transformierten Witterungsvariablen von Mai bis Juli dargestellt. Die SRT war mittelmäßig mit der 
ETP und dem Niederschlag korreliert (0.67***, -0.52***). Die Korrelationen waren statistisch signifi-
kant. Niederschlag und ETP waren ebenfalls mittelmäßig, aber signifikant miteinander korreliert (-
0.58***). Die Eigenschaften der nicht genutzten RS sind aber dennoch in der SRT enthalten (0.94***). 
Ein Test auf Multikollinearität der Modelle (Condition Index-Test) ergab jedoch, dass es keine Multi-
kollinearität in den Modellen gab. Düngerpreis und Anbaufläche sind geeignete ökonomische Proxy-
variablen, da sie den Faktoreinsatz und die Agrarpolitikänderung abbildeten. Die ökonomische Vari-
able Düngerpreis war stark mit anderen Faktorpreisen, wie dem Saatgutpreis (0.86***) und dem Treib-
stoffpreis (0.83***), korreliert. Der Brotweizenpreis des Vorjahres (Informationsgrundlage des Land-
wirts für Faktoreinsatz) war in den 90er Jahren sehr gering mit dem Düngerpreis korreliert (-0.14'), 
nach der GAP Reform 2000 (Liberalisierung der Agrarmärkte) jedoch stark mit diesem korreliert 
(0.81***). Düngerpreis und Anbaufläche von Winterweizen bzw. Silomais waren miteinander stark 
korreliert (0.72***/ 0.87***). 
 
Die statistischen Tests geben Aufschluss über die Zulässigkeit der Regressionsmethoden. Für die ein-
zelnen Landkreise, Bundesländer und Flusseinzugsgebiete sind die Ergebnisse der statistischen Tests 
im Appendix aufgeführt (Abb. S.1). Beim STSM war die genutzte Cobb-Douglas-Funktion als funkti-
onale Form, bis auf wenige Ausnahmen, nicht fehlspezifiziert (RESET). Beim PDM war sie bei Win-
terweizen teilweise und bei Mais häufig fehlspezifiziert. Weiterhin konnten wir zeigen, dass es in allen 
Subnationen räumliche Heterogenität gibt (LM-Test) und daher Modelle nötig waren, welche diese 
berücksichtigen. Autokorrelation und Heteroskedastizität traten bei den STSMs in den überwiegenden 
Landkreisen nicht auf. Die Modellresiduen waren Normalverteilt. Beim PDM sind aufgrund vorlie-
gender Autokorrelation und/ oder Heteroskedastizität die Parameter häufig ineffizient. Daher verwen-
deten wir die robusten Standardfehler nach Arellano. Die Parameter mit den robusten Standardfehlern 
waren überwiegend signifikant. Die NSEs der RCMs werden zusammen mit den NSEs der STSMs 
und PDMs in Tab. 2 gezeigt.  
 
3.6 Diskussion 
3.6.1 Prüffrage und prozessbasierte Modelle 
Wir zeigten, dass eine niveauneutrale Ertragsmodellierung der klimabedingten Ertragsvolatilität für 
die beiden wichtigsten landwirtschaftlichen Kulturen Deutschlands möglich ist. Mit allen drei statisti-
schen Modellansätzen ließ sich die zeitliche und räumliche Volatilität der relativen Ertragsänderungen 
zufriedenstellend reproduzieren und projizieren. Für die Modellierung waren nur wenige, zeitlich grob 
aufgelöste Klimavariablen notwendig. Die Ergebnisse verdeutlichten jedoch, dass eine zufriedenstel-
lende Modellqualität nicht auf der untersten Modellierungsebene, sondern erst nach einer räumlichen 
Aggregation auf Bundesländern, Flusseinzugsgebieten bzw. auf nationale Ebene für Deutschland er-





dungen der Landwirte (Sortenwahl, Beregnung, Wechsel auf marginale Standorte) als auch die Ein-
flüsse von schwer quantifizierbaren Faktoren (Schädlings- und Krankheitsbefall) implizit berücksich-
tigt. Diese Eigenschaft stellen auch Lobell und Burke (2010) heraus, jedoch berücksichtigen sie keine 
ökonomischen Variablen wie beispielsweise You et al. (2009), um kollinear verlaufende Effekte auf-
zufangen.  
 
Die Modelle können unmittelbar genutzt werden, um Ertragseffekte kurz und mittelfristiger Klimasi-
mulationen abzuschätzen. Hierzu sind allerdings im Grundansatz die Parameter 𝛽𝛽0und 𝛽𝛽𝑘𝑘 auf Null zu 
setzen. In diesen Parametern spiegeln sich der Trendeinfluss und der Einfluss ökonomischer Proxyva-
riablen wieder. Im Modellansatz wurden sie eingeführt, um den Einfluss der Witterungsvariablen un-
verzerrt zu schätzen. Bei den Projektionen spielen sie keine Rolle. Die Projektionen würden das ge-
genwärtige technologische Niveau stationär fortschreiben. Der CO2-Düngungseffekt würde nicht be-
rücksichtigt werden, könnte jedoch nachträglich durch eine externe Modellierung einbezogen werden. 
Durch die doppelte Niveauneutralisierung sind die Modelle besonders für die kombinierte Anwendung 
mit Wetter- und Klimamodellen geeignet. Systematische Fehler in diesen Modellen würden sich nicht 
auf die Ertragssimulationen auswirken, da diese sich auf Niveauänderungen und nicht auf das Niveau 
selbst beziehen. 
 
Über die Aggregation wurden höhere Erklärungswerte erreicht. Durch die Aggregation wurden Aus-
reißer gemildert, indem die Residuen verringert wurden. Diesen Aggregationseffekt finden auch 
Woodard und Garcia (2008) und Lobell und Burke (2010). Allerdings diskutieren Garcia et al. (1987), 
dass bei aggregierten Modellierungsebenen regionale Ertragseinflüsse nicht erfasst und damit der Wit-
terungseffekt unterschätzt wird. Da in unseren Modellen aber nur die Aussageebene und nicht die Mo-
dellierungsebene selbst aggregiert wurde, sollte dies nicht relevant sein. Garcia et al. (1987) fordern 
weiterhin die Verwendung von Betriebserträgen. Diese enthalten jedoch viele betriebsindividuelle Ein-
flüsse (Variation in der Bestandsführung) und erhöhen damit die Unsicherheit bei der Parameterschät-
zung. Auf Landkreisebene heben sie sich in Deutschland wahrscheinlich größtenteils auf. Die Ver-
wendung von Landkreiserträgen sollte daher ausreichend sein für die Abbildung räumlicher Volatili-
tät. Modellabhängig ließ sich ein Aggregationseffekt zeigen, der beim Übergang von den Landkreisen 
zu(r) (Sub)Nation(en) zu einer Verbesserung der Modellqualität führte. Je höher die Aggregation war 
desto größer war der Aggregationseffekt, d.h. die Differenz zwischen dem Mittel der Landkreise und 
der aggregierten ((sub)nationalen) Modellgütemaße. 
 
Die landkreisindividuellen Parameter der STSMs reproduzierten außergewöhnliche, landkreisindivi-
duelle Ertragsschwankungen vergleichsweise gut. Dies war bei Nutzung von PDMs kaum und bei 
Verwendung von RCMs nur eingeschränkt möglich. Der Vorteil der STSMs gegenüber den PDMs und 
RCMs erklärt sich aus der Schätzmethode. Während sich die Parameter der PDMs zwischen den 
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Landkreisen nicht unterscheiden und die der RCMs tendenziell weniger variieren, gibt es bei den 
STSM-Parameter eine stärkere Variation (vgl. Beck und Katz, 2007). PDMs und RCMs besitzen Vor-
teile, wenn die Datenreihen größere Lücken aufweisen. In diesen Fällen kann es bei den STSMs zu 
größeren Fehlschätzungen kommen. In Abhängigkeit vom Umfang der Datenlücken, kann dann alter-
nativ auf RCMs und PDMs zurückgegriffen werden. 
 
3.6.2 Parametercluster und funktionale Form 
Für die STSM-Parameter der Witterungsvariablen zeigten sich deutliche räumliche Cluster. Diese wa-
ren nicht deckungsgleich mit den Bundesländern oder Flusseinzugsgebieten. Vielmehr orientierten sie 
sich an pedosphärischen und topographischen Lagen und spiegelten die Anbaueignung von Winter-
weizen und Silomais nach Boden- und Klimalagen wieder. Silomais hat als C4-Pflanze eine höhere 
Strahlungsnutzungseffizienz als Winterweizen (Monteith, 1977). Letzterer reagiert daher sensitiv auf 
relative SRT-Änderungen. Die räumlichen Cluster der SRT-Parameter ließen sich über ähnliche Cluster 
absoluten Niveaus der SRT erklären. Chmielewski und Köhn (2000) stellen zu Winterroggen heraus, 
dass die Sonnenscheindauer gerade nach der Blütephase einen deutlich positiven Effekt auf den Ertrag 
hat. Dies deckt sich mit unsern Ergebnissen für Winterweizen. Die Erträge von Winterweizen und Si-
lomais reagierten unterschiedlich sensitiv auf eine Änderung der Wasserversorgung. Silomais reagierte 
im Osten positiv auf Niederschlagszunahmen in den Monaten Mai bis Juli, da hierdurch seine Jugend-
entwicklung gefördert wird. Im Alpenvorland zeigten die Parameter nur geringe Ertragseffekte. Dies 
kann über die ausreichende Wasserversorgung erklärt werden. Für den Winterweizen waren relative 
ETP-Änderungen bedeutender als für Silomais. Von Mai bis Juli ist die Jugendentwicklung des Win-
terweizens abgeschlossen und dieser befindet sich in der Phase des generativen Wachstums (DWD, 
2014). Bei einem ETP-Anstieg kommt es auf den wasserlimitierten Standorten (sandige Böden) 
schnell zur Limitierung von ertragsrelevanten Prozessen. Für Silomais war der ETP-Ertragseffekt auf 
stauwassergefährdeten und flachgründigen Böden (Elbsandsteingebirge, Donauquellgebiet) leicht po-
sitiv. Roberts et al. (2012) stellen für die USA in den Monaten vor der Ernte (Juli-August) einen nega-
tiven Ertragseffekt durch das VPD, für die gesamte Wachstumsperiode aber einen positiven Ertragsef-
fekt durch das VPD heraus. Chmielewski und Köhn (2000) zeigen hingegen einen negativen Ertragsef-
fekt für ETP während der Winterruhe und einen positiven Effekt von der Blüte bis zur Ernte. Beide 
berücksichtigen aber zusätzlich noch die Wachstumsgradtage (Berechnung siehe Appendix A.3) bzw. 
die Temperatur als Variable, die in beiden Studien einen negativen Ertragseffekt hat. Da wir die 
Wachstumsgradtage nicht berücksichtigten (wegen der hohen Korrelation (0.91***) mit der ETP) und 
unsere ETP daher beide Einflüsse abdeckt, waren die Parameter deutlicher negativ. Entsprechend 
schlussfolgern wir, dass in unseren Parametern der negative Effekt der Wachstumsgradtage enthalten 
ist. Während der Jugendentwicklung des Winterweizens von November bis April gab es jedoch, ana-
log zum Silomais, einen unmittelbar positiven Effekt von interannuellen Niederschlagsanstiegen auf 





absolute Niederschlagsniveau und auf das geringe Wasserspeichervermögen der sandigen Böden in 
der Region zurückzuführen. Im Alpenvorland wirkte ein Anstieg des Niederschlags negativ. Der nega-
tive Niederschlagseinfluss kann auf das hohe Niederschlagsniveau in der Region zurückgeführt wer-
den.  
 
Durch die Cobb-Douglas Produktionsfunktion ist der Ertragseinfluss der Parameter direkt miteinander 
vergleichbar. Generell zeigten die Niederschlagsparameter bei beiden Kulturen in allen Modellen nur 
einen sehr geringen Ertragseinfluss. Eine Begründung dafür könnte sein, dass die zu Monaten und 
Landkreisen aggregierten Niederschlagsvariablen nur begrenzt lokale Niederschlagsextreme oder kur-
ze Trockenperioden erfassen. Da aber auch Trockenjahre wie 2003 von den Modellen abgebildet wer-
den, befinden wir die zeitliche Aggregation der Witterungsvariablen als ausreichend. Bedeutender als 
die Aggregation sind die Eigenschaften der Variablen und der Methodik des statistischen Schätzver-
fahrens. Der Ertragseinfluss einer Witterungsvariablen findet nicht nur in der absoluten Größe des Pa-
rameterwertes (βj) seinen Ausdruck, sondern auch in der Ertragsvolatilität, die durch das Produkt von 
Parameter und exogener Variable errechnet wird (erklärte Varianz von βj xj). In unserem Datensatz 
schwankte der Niederschlag um ±43%. Im Vergleich dazu schwankten ETP und SRT nur um ±17% 
und ±8% (Variablen als log erste Differenzen, Zeitraum Mai bis Juli). Durch die hohe Volatilität der 
Niederschlagsvariable (relative SD) fielen die Niederschlagsparameter daher klein aus. Für die Bewer-
tung des Ertragseinflusses der Witterung ist aber die erklärte Ertragsvolatilität wichtiger als die Para-
metergröße. Hier zeigte sich, dass die durch den Niederschlag erklärte Ertragsvariation deutlich größer 
ist als der Ertragseinfluss der Niederschlagsparameter. Dies könnte auch die von Moore und Lobell 
(2014) gezeigte geringe Ertragswirkung des Niederschlages erklären, da die Autoren sich bei Ihrer 
Analyse auf die Parameterwerte beschränken. 
 
Zwischen den exemplarisch getesteten Kulturen Winterweizen und Silomais bestanden auf Deutsch-
landebene nur geringe Unterschiede in der Modellgüte. Die teilweise höheren Erklärungswerte beim 
Winterweizen auf Subnationsebene ließen sich im Westen von Deutschland über die Volatilität der 
Erträge erklären. Im Westen von Deutschland war die Varianz der relativen Ertragsänderungen von 
Winterweizen größer-gleich der von Silomais. Im Osten von Deutschland war hingegen die Varianz 
der relativen Silomaisertragsänderungen deutlich größer oder zumindest gleich den relativen Winter-
weizenertragsänderungen. Die höhere Ertragsvolatilität der Silomaiserträge im Osten zeigen, dass Si-
lomais auf trockenen Standorten deutlich sensitiver auf die Witterung reagiert. Dieser Effekt wird 
noch verstärkt durch die Ausdehnung des Silomaisanbaus in den letzten Jahren auf marginale, sandige 
Standorte (Krause, 2008). Auf diesen Standorten können winterannuelle Kulturen ungünstige Wachs-
tumsbedingungen über die Ertragskomponenten eher kompensieren (Chmielewski und Köhn, 2000). 
Umgekehrt ist bei ausreichender Wasserversorgung die Witterungssensitivität von Winterweizen hö-
her und somit Silomais robuster gegenüber der Witterung. Dies konnte gebietsweise im Westen von 
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Deutschland beobachtet werden. Die Bedeutung der Wasserversorgung von Winterweizen in Deutsch-
land wird ebenfalls von Kersebaum und Nendel (2014) herausgestellt. 
 
Die Einteilung der Witterungsvariablen nach Monaten war eine Annäherung an die zeitlich und räum-
lich unterschiedlich eintretenden phänologischen Entwicklungsstadien. Dixon et al. (1994) vergleichen 
die Einteilung der Witterungsvariablen nach phänologischen Entwicklungsperioden gegenüber Kalen-
dermonaten. Sie zeigen, dass eine räumlich und zeitlich differenziere Einteilung nach phänologischen 
Entwicklungsstadien nur geringe Wirkung auf die Erklärungswerte und Voraussagefähigkeiten von 
statistischen Modellen hat. Zudem ermöglicht unsere grobe Einteilung die Nutzung der Ertragsmodelle 
in Kombination mit Klimamodellen und gewährleistet eine weitgehende Unabhängigkeit zwischen den 
Variablen (Multikollinearität). 
 
3.6.3 Multikollinearität und Verzerrung durch unberücksichtigte Variablen 
Da die von uns verwendeten Modelle keine Multikollinearität enthalten, kann ein potenzieller omitted-
variable bias vernachlässigt werden. Fehlende ertragsrelevante Variablen bedingen dann lediglich eine 
geringere Erklärungskraft der Modelle. Lobell et al. (2013) zeigen, dass das VPD und nicht die Tem-
peratur pflanzenphysiologisch auf den Maisertrag in den USA wirkt. Die in dieser Studie genutzte 
ETP hat gegenüber der von Roberts et al. (2012) und Lobell et al. (2013) genutzten VPD den Vorteil, 
dass sie die Pflanzenbedeckung über den Haude-Faktor berücksichtigt. Reidsma et al. (2007) zeigten, 
dass Modelle ohne ökonomische Variablen den Witterungseffekt überschätzen. Durch die ökonomi-
schen Proxyvariablen war davon auszugehen, dass die Parameter der Witterungsvariablen unverzerrt 
sind. Durch die Korrelation der Proxyvariablen untereinander war hier eine Verzerrung der Parameter 
durch omitted-variable bias nicht ausgeschlossen. In der vorliegenden Studie wurden die Parameter 
der Proxyvariablen nicht weiter verfolgt, da sie den Ertragseinfluss des Proxys enthalten und daher 
nicht interpretiert werden können (Wooldridge, 2013: 298-300). Unsere Variablenauswahl war pflan-
zenphysiologisch und produktionstechnisch begründet. Die sehr hohen Erklärungswerte der Modelle 
sprechen dafür, dass wir die ertragsrelevanten Einflüsse in unseren Modellen berücksichtigen. Model-
le, die eine schrittweise Variablenauswahl nutzen, erfassen eventuell aufgrund mangelnder Signifikanz 
ertragsrelevante Einflüsse nicht und sind daher verzerrt (siehe Appendix A.4).  
 
Die Variablenauswahl erfolgte einheitlich für alle Landkreise. Teilweise wurden die Parameter nicht 
signifikant verschieden von Null geschätzt (siehe dazu Appendix A.4). Somit fand über die Parameter 
eine Korrektur der generellen Variablenauswahl statt. Die NSEs der geschätzten und validierten Erträ-
ge zeigten aber, dass, trotz teilweise nicht signifikanter Modelle, nicht durchgehend erfüllter OLS-








3.7 Schlussfolgerung  
Mit den Modellen können Ertragsabschätzungen für die kurz- und mittelfristige Zukunft bei unter-
schiedlicher Datenlage durchgeführt werden. Mit zunehmender Vollständigkeit der Datenreihen 
nimmt die Eignung der Modelle in der Reihenfolge PDM, RCM und STSM zu. Die Modelle können 
als Entscheidungshilfe bei Investitionen (z.B. in Beregnungstechnik) oder bei der Bepreisung des Ri-
sikos in Wetterderivate genutzt werden.  
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4.1 Abstract  
For agriculture in Germany and generally all around the world, yield variability due to uncertain 
weather conditions represents an increasing production risk. Regional assessments of future yield 
changes can help farmers to cope with this risk. For Germany’s two most important crops winter 
wheat (Triticum aestivum L.) and silage maize (Zea mays L.), we investigate three regression models 
estimating relative weather impacts on relative crop yield changes: the separate time series model 
(STSM), the panel data model (PDM) and the random coefficient model (RCM). These regression 
models use the Cobb–Douglas function to capture weather and non-weather impacts on yields (e.g. 
changing prices or inventory management). The yield influencing weather impacts contain the poten-
tial growth and stress factors during vegetative and reproductive plant development. The models are 
estimated and validated at the county scale. To improve the robustness and goodness of fit, the models 
are aggregated at the scale of German federal states, river basins and at the national scale. The ob-
served yield changes are satisfactorily reproduced by all models for all aggregated scales (measured by 
the Nash–Sutcliffe efficiency (NSE)). According to their NSE values, the methodically simple STSMs 
reproduce extreme yield changes better (0.85) than the RCMs (0.79) and PDMs (0.72) at the national 
scale. This order can be also found across all scales when considering the models’ goodness of fit. 
Generally, spatial aggregation increases the goodness of fit by +0.16 for federal states and river basins 
and by +0.29 for entire Germany compared to the county scale. The mean NSE increase is lowest for 
STSMs (+0.11), followed by RCMs (+0.13) and PDMs (+0.25) for federal states and river basins, 
which is opposite to the goodness of fit order. The model parameters show clear spatial patterns, 
which reflect regional differences of weather and soil. Within its methodological limits, our approach 
can directly be combined with the output of climate models and is suitable for assessing short- and 
medium-term yield effects for the current agronomic practice. It requires neither bias correction of the 
climate variables nor explicit modeling of crop yield trends.  
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4.2.1  Statistical crop models for yield assessments  
Crop yield assessments for upcoming climate anomalies or altered weather conditions are of general 
interest for farmers, traders (e.g. grain mills, retailers), insurance companies, and policy makers. Sta-
tistical models (Ray et al., 2015; Iizumi et al., 2013; Mueller et al., 2012; Roberts et al., 2012; 
Schlenker and Roberts, 2009) and process based models (Asseng et al., 2013; Angulo et al., 2013; 
Palosuo et al., 2011) are model types for such assessments. Both model types are parametrized for past 
weather records. For future projections, they need weather records from climate simulation models. 
These climate models very often require a bias correction of the simulated output before using them 
for yield projections (Lobell, 2013).  
 
Process based crop models may not include all weather related effects on crop yields. There are many 
yield effects, which simply cannot be captured in process based models, because of limited spatial in-
formation about these effects. Examples are weather-triggered effects on agronomic adaptation (irriga-
tion, crop varieties, agronomic techniques) or on pests, weeds, and diseases (Mueller et al., 2012). 
These weather-triggered effects can be collinear with the weather variables. Since crop yields also 
contain weather-triggered effects, statistical crop yield models estimate in their parameter values not 
only the sole, but also the triggered effect of the weather variable. Process based models do not capture 
these weather-triggered effects as long as they are not explicitly embedded in the models (Estes et al., 
2013; Lobell and Burke, 2010). In the assessment of farm level yield effects, this is an important dis-
advantage of process based models in comparison to statistical models.  
 
Statistical yield models also allow relating inter-annual yield and yield factor changes (i.e. first order 
temporal ratios) instead of absolute values to each other (You et al., 2009; Lobell, 2007; Lobell and 
Asner, 2003). Considering changes instead of absolute values eliminates the trend of the variables and 
it allows neglecting systematic biases for exogenous variables for example when using simulated cli-
mate data from circulation models (Lobell, 2013). However, the neglected absolute level by using 
changes ignores a possible level dependency of yield and climate conditions. This limits the suitability 
to climate change assessments for changes within the range of recent climate variability. For yield pro-
jections beyond the yield variability of the dataset used for model estimation, process based models 
might be more appropriate (Rötter et al., 2011). At least, process based models should complement the 
statistical assessments under such circumstances. 
 
The impact of weather on crop yields can be subdivided into two variable groups: variables that pri-
marily determine potential growth and those that can be related to stress influences. The distinction is 
not disjunctive, overlaps might exist. We focus on the main influences that can contribute to a statisti-
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cal explanation of the yield variability. The potential yield is determined mainly by the incoming solar 
radiation (Monteith, 1977; Long et al., 2006). The best usage of this incoming solar radiation requires 
an optimal mix of agronomic measures to establish the crop, to supply the necessary nutrients and wa-
ter, and to keep biotic stress factors under control. Any divergence from this optimal mix will result in 
stress that reduces the potential yield. For these potential stress factors, we distinguish two groups: 
weather and management driven stress factors. 
 
Among all possible weather driven stress factors, we hypothesize water stress as the most relevant 
stress factor for German winter wheat and silage maize yields (Wessolek and Asseng, 2006; 
Kersebaum and Nendel, 2014; Wolf and Diepen, 1994). Other possible influences, like temperature 
stress, might also exist in single years (Rötter and van de Geijn, 1999; Lobell et al., 2013), but are less 
generally associable with German weather conditions. Management driven stress factors, like the crop 
variety, fertilizer, plant protection, and machinery, are reflected in the mean yield level and the yield 
trend. However, there are also economic conditions, e.g., statutory set-aside quotas or renewable ener-
gy subsidies for biogas and biodiesel, which influence the annual yield variability (Krause, 2008; 
Bakker et al., 2005). We use the fertilizer price and the acreage of the respective crops as proxy varia-
bles to control the economic yield impacts in the models. The fertilizer price represents the varying 
profitability of production factor inputs (e.g. seeds, plant protection, fuel, and fertilizer) and may di-
rectly affect the yield variability. The acreage of winter wheat and silage maize represents changes in 
the Common Agricultural Policy (CAP) of the European Union. An expanded acreage might generally 
suppress the yield level of both crops due to the inclusion of marginal productive land.  
 
4.2.2  Modeling approach 
In our approach, we follow the modeling concept introduced by Wechsung et al. (2008) and the vali-
dation scheme of Gornott and Wechsung (2015), who expanded the concept by two other statistical 
approaches. A level neutralizing transformation is applied for all variables, i.e., the crop yield, the 
weather-related and the non- weather-related variables. We utilize first order ratios  𝑦𝑦𝑖𝑖′ = 𝑦𝑦𝑡𝑡𝑦𝑦𝑡𝑡−1  and 
𝑥𝑥𝑖𝑖
′ = 𝑥𝑥 𝑡𝑡
𝑥𝑥 𝑡𝑡−1, for the years 𝑡𝑡 = 2, … ,𝑀𝑀 of the endogenous variable crop yield  𝑦𝑦𝑖𝑖 and the exogenous 
weather and non- weather variables 𝑥𝑥𝑖𝑖 . As functional form, we use the Cobb–Douglas function analo-
gous to Oury (1965). The function is proven in both economic (You et al., 2009) and agronomic appli-
cations (Lee et al., 2013) and considers yield impacts arising from substitution and interaction between 
the exogenous variables. Due to the linearization of the Cobb–Douglas function, the first order ratios 
are transformed to logarithmic first order ratios of yields and yield-factors, hereafter expressed as yield 
and factor changes. These changes allow an intercomparison of the effects of different variables.  
 
We test three alternative ways to incorporate the spatial heterogeneity of the relationships between 
yield changes and yield factor changes: by separately estimated time series models (STSMs), panel 




data models (PDMs), and random coefficient models (RCMs). All three approaches refer to a spatial 
dataset consisting of N discrete subunits and M years. In our case, the subunits are German counties 
within a federal state, river basin, or Germany as a whole. The methodically simple STSMs are esti-
mated independently for the N subunits resulting in N parameter sets (Butler and Huybers, 2013; 
Lobell and Burke, 2010). In contrast, PDMs capture directly the temporal and spatial variability by 
one parameter set for all of the considered N subunits (You et al., 2009). RCMs can be ranked between 
PDMs and STSMs. They allow individual parameter variations per subunit and a parameter set for the 
entire unit (Reidsma et al., 2007). The results of the estimations will be presented and evaluated at two 
scales: the original spatial data scale, i.e., the German county yields, and the aggregated data scale, i.e. 
federal states, river basins, and entire Germany. Due to the aggregation, county- and farm-individual 
influences are largely averaged out, which might have biased the model results otherwise (Woodard 
and Garcia, 2008).  
 
We restricted the temporal and spatial resolution of all variables to a division, which is accessible for 
climate simulations. The model results are evaluated at a larger scale than the estimation scale. Thus, 
we make explicit use of spatial aggregation effects. We test and apply the approach in respect to its 
possible suitability for fast impact assessment of seasonal- and medium-term projections (up to 30 
years) from climate models. The approach is conducted for winter wheat and silage maize, because 
these are the major winter and summer annual crops in Germany. 
 
4.3 Materials and methods 
4.3.1 Data  
We use a spatial dataset of German crop yields per county for winter wheat and silage maize from 
1991 to 2010. The dataset is supplied by the Statistical Offices of the Federation and the Länder 
(2013b). Weather data are available for the same period from 1,218 German weather stations (DWD, 
2011). The data are averaged per county to match the spatial resolution of the crop yield data. The to-
tal acreage of winter wheat and silage maize is taken from the datasets of the Statistical Offices of the 
Federation and the Länder (2013a) [1991–2008] and the Federal Statistical Office (2013) [2008–
2010]. The fertilizer price index is published by the Statistical Offices of the Federation and the 
Länder (2013c). Ideally, all variables would be estimated at the county scale. However, the economic 
variables are only available on a national scale, so we applied the national values to all counties. A 
detailed description of the data is contained in the supplemental information (SI) S.1.  
 
4.3.2 Model approach 
4.3.2.1 Basic function 
The Cobb–Douglas function is used as the basic function in all statistical models (Eq. 1). The function 
relates inter-annual changes of crop yield (𝑦𝑦𝑖𝑖′) to J weather (𝑥𝑥𝑗𝑗𝑖𝑖′ ) and K economic variables (𝑥𝑥𝑘𝑘𝑖𝑖′ ). Sta-
tistical models often have the disadvantage that the parameter values are not easily accessible for an 
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interpretation. In our approach, the parameter values of the Cobb–Douglas function are directly com-
parable per and across crops and spatial sites as relative yield effects by a relative increase of the ex-
ogenous variables (Wooldridge, 2013, p. 351-354). 
 
𝑦𝑦𝑖𝑖
′ = 𝛽𝛽0  ��𝑥𝑥𝑗𝑗 𝑖𝑖′ �𝛽𝛽𝑗𝑗𝐽𝐽
𝑗𝑗=1
 �(𝑥𝑥𝑘𝑘 𝑖𝑖′ )𝛽𝛽𝑘𝑘𝐾𝐾
𝑘𝑘=1
, with  𝑗𝑗 = 1, … , 𝐽𝐽 and 𝑘𝑘 = 1, … ,𝐾𝐾 
 
(1) 
𝛽𝛽0 - mean annual changes of 𝑦𝑦𝑖𝑖′, 
𝛽𝛽𝑗𝑗,𝛽𝛽𝑘𝑘 - partial relative change of 𝑦𝑦′ per unit change of 𝑥𝑥𝑗𝑗𝑖𝑖′  and 𝑥𝑥𝑘𝑘𝑖𝑖′ , respectively. 
 
4.3.2.2 Regression models 
The basic function (Eq. 1) can be linearized by logarithm. The variables are transformed to linear 
terms and the function is expanded by an error term 𝐵𝐵𝑖𝑖  to become accessible for regression analysis. 
The spatial yield variability within Germany, German federal states and river basins is addressed using 
three alternative regression models: STSMs, PDMs, and RCMs.  
 
STSMs (Eq. 2) separately consider the individual yield changes at the N subunits, by estimating inde-
pendently a series of N models (Dielman, 1983).  
log  𝑦𝑦𝑖𝑖𝑖𝑖′ = log𝛽𝛽𝑖𝑖0  + �𝛽𝛽𝑖𝑖𝑗𝑗 log  𝑥𝑥𝑖𝑖𝑗𝑗𝑖𝑖′𝐽𝐽
𝑗𝑗=1
+ �𝛽𝛽𝑖𝑖𝑘𝑘 log  𝑥𝑥𝑘𝑘𝑖𝑖′𝐾𝐾
𝑘𝑘=1
+ log  𝐵𝐵′𝑖𝑖𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑁𝑁 
 
(2) 
For our approach, the values of the 𝑥𝑥𝑘𝑘𝑖𝑖′  variables do not vary by the index i as all other variables, be-
cause county individual data of the economic variables are not available. Therefore only national val-
ues of those variables are related to the county individual crop yields.  
 
Unlike STSMs, PDMs (Eq. 3) estimate directly one parameter set for all N subunits. The parameter 
values (𝛽𝛽𝑗𝑗,𝛽𝛽𝑘𝑘) do not vary among the N subunits as for STSMs. PDMs may still capture county indi-
vidual, time-invariant effects (e.g. soil productivity and farm size effects) due to the normalizing effect 
of the county-wise first difference transformation. These effects, which are contained in the mean 
yield level, are eliminated by the first order transformation before model estimation (Wooldridge, 
2013; Croissant and Millo, 2008). When this transformation is reversed after calculating absolute crop 
yields, then the spatial differences in the mean yield level re-appear. 
log 𝑦𝑦𝑖𝑖𝑖𝑖′ = log𝛽𝛽0  + �𝛽𝛽𝑗𝑗 log  𝑥𝑥𝑖𝑖𝑗𝑗𝑖𝑖′𝐽𝐽
𝑗𝑗=1
+ �𝛽𝛽𝑘𝑘 log  𝑥𝑥𝑘𝑘𝑖𝑖′𝐾𝐾
𝑘𝑘=1
+ log  𝐵𝐵′𝑖𝑖𝑖𝑖 
 
(3) 




RCMs (Eq. 4) may be ranked between STSMs and PDMs. They contain both one parameter set, which 
is valid for all subunits (𝛽𝛽0,𝛽𝛽𝑗𝑗,𝛽𝛽𝑘𝑘) and county individual parameter variations (𝐵𝐵𝑖𝑖0,𝐵𝐵𝑖𝑖𝑗𝑗, 𝐵𝐵𝑖𝑖𝑘𝑘). The coun-
ty-individual impact 𝛽𝛽𝑖𝑖 results from 𝛽𝛽𝑖𝑖 = 𝛽𝛽 + 𝐵𝐵𝑖𝑖. Since the parameters β and bi are dependent on each 
other, the model cannot be estimated by the ordinary least squares method (OLS). Instead, our RCMs 
are estimated by the restricted maximum likelihood method (REML) analogous to Reidsma et al. 
(2007). 
 
log  𝑦𝑦𝑖𝑖𝑖𝑖′ = log(𝛽𝛽0 + 𝐵𝐵𝑖𝑖0) + ��𝛽𝛽𝑗𝑗 + 𝐵𝐵𝑖𝑖𝑗𝑗�𝐽𝐽
𝑗𝑗=1
log  𝑥𝑥𝑖𝑖𝑗𝑗𝑖𝑖′ + �(𝛽𝛽𝑘𝑘 + 𝐵𝐵𝑖𝑖𝑘𝑘)𝐾𝐾
𝑘𝑘=1
log  𝑥𝑥𝑘𝑘𝑖𝑖′ + log  𝐵𝐵′𝑖𝑖𝑖𝑖  
 
(4) 
4.3.2.3 Aggregation of the model results 
The estimated and measured N individual yield changes per county are averaged to the arithmetic 
mean (Eq. 5) for the aggregation scale (i.e. nation, federal states, and river basins) in hindsight. We did 
not aggregate the exogenous variables, because this would lead to information losses due to a reduced 
variability during the estimation.  




4.3.3 Exogenous variables 
The selection of variables aims to capture major weather and economic influences on the crop yield 
variability. The variables are selected according to their plant physiological impact. Across most of the 
subunits, but not necessarily in all, the variables are expected to be significant (see SI S.2). 
4.3.3.1 Weather variables 
The temporal variable division is based on an aggregated view of the plant growth process. 
Chmielewski and Köhn (2000) distinguish between five phenological development periods in their 
yield component analysis for winter rye. Butler and Huybers (2015) use for their statistical yield mod-
els four phenological development periods, while Moore and Lobell (2014) and You et al. (2009) did 
not divide the growing period. Dixon et al. (1994) divide the growing period by calendar months and 
phenological phases. They show that the division by calendar months leads to similar results in com-
parison to phenological phases. We distinguish two phases: the vegetative and reproductive develop-
ment. The daily values of the weather variables are separately summed by calendar month over the 
vegetative and reproductive sections of the winter wheat and silage maize growing period. The vegeta-
tive development for winter wheat approximately lasts from November (of the planting year) to April 
(of the harvest year) [hereafter Nov–Apr]. For silage maize, the vegetative development has an ap-
proximate duration from May to July [May–Jul]. The reproductive development of winter wheat ful-
fills between May and July and that of silage maize between August and October [Aug–Oct] (DWD, 
2015).  
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The selection of weather variables for the model is complicated by the problem of multicollinearity, 
i.e. a correlation between the exogenous variables. Multicollinearity leads to less precise estimates and 
large standard errors of the parameters. Independence among different growth variables and coverage 
of potential growth and stress factors is thought to be achieved by the variables: temperature normal-
ized solar radiation (SRT) for the growth potential; precipitation (PREC) and potential evapotranspira-
tion (ETP) for the water supply and the atmospheric water demand. The SRT is used instead of the so-
lar radiation (𝑆𝑆𝑆𝑆) to minimize the possibility of multicollinearity with the other variables. The daily 
SRT [J °C–1 cm–2] is calculated by Eq. 6. To avoid division by zero, the temperature value is increased 
by 20 similar to the correction of the de Martonne aridity index (Oury, 1965).  
𝑆𝑆𝑆𝑆𝑇𝑇 = 𝑆𝑆𝑆𝑆
𝑇𝑇avg + 20 , with  
 
(6) 
𝑆𝑆𝑆𝑆 - daily solar radiation sum [J cm–2], 
𝑇𝑇avg - daily average temperature [°C]. 
 
The daily ETP [mm] is calculated following Haude (Eq. 7). ETP depends on the vapor pressure deficit 
and an empirical correction factor, the Haude factor fH (Schrödter, 1985; Haude, 1955). For fH, we use 
the arithmetic average of the values for wheat, maize, and grassland for each calendar month (see SI 
Tab. S.3). This considers respective characteristics of the modeled crops and is available for the calcu-
lations of all relevant months (we added the grassland values, because the values for wheat and maize 
are not available for the entire growing season). The vapor pressure deficit is calculated using the 
Magnus formula (Sonntag, 1990) by the maximum temperature (Tmax) and the minimum temperature 
(Tmin) instead of dew point temperature. Thereby, we follow Castellvi et al. (1997) and Castellvi et al. 
(1996) who suggested the replacement of dew point temperature by Tmin in the calculation of the ETP. 
 
𝐸𝐸𝑇𝑇𝐸𝐸 = 𝑓𝑓𝐻𝐻   6.11 �exp �17.269  𝑇𝑇max237.3 + 𝑇𝑇max�−exp �17.269  𝑇𝑇min237.3 + 𝑇𝑇min�� , with  (7) 
𝑓𝑓𝐻𝐻 - Haude factor, 
Tmax/ Tmin - daily maximum/ minimum temperature.  
 
4.3.3.2 Economic variables 
Kaufmann and Snell (1997) argue that an omitted-variable bias may occur in the case of unconsidered 
yield-related (economic) variables in statistical models. Accordingly, we considered fertilizer price 
and acreage of the respective crops as economic proxy variables to control the economic yield impacts 
in the models. The mean annual fertilizer price serves as proxy for a set of input prices in the winter 
wheat and silage maize production. Price fluctuations within one year are averaged out. The effects of 




pre-contracts on fertilizer, which might lead to time lag effects, are neglected in our variable setting. 
The available data does not allow a quantification of those lag-effects yet. 
 
Finally, our winter wheat models contain the variables: ETP (Nov–Apr), ETP (May–Jul), SRT (May–
Jul), PREC (Nov–Apr), PREC (May–Jul), fertilizer price, and acreage of winter wheat. The silage 
maize models contain the variables: ETP (May–Jul), ETP (Aug–Oct), SRT (May–Jul), PREC (May–
Jul), PREC (Aug–Oct), fertilizer price, and acreage of silage maize. 
 
4.3.4 Model fit and robustness 
The models should be able to reproduce both the mean level and the variability of the measured yield 
changes. Both characteristics are assessed by calculating the root-mean-square error (RMSE), the co-
efficient of determination (R2), and the Nash–Sutcliffe efficiency coefficient (NSE) (see SI S.3 for the 
calculation). The RMSE captures the deviation from the mean level. The R2 measure the reproduction 
of the variability. The NSE is a combined indicator for the mean model bias and the variability. It is 
particularly suitable for out-of-sample cross validations (Chipanshi et al., 2015; Krause et al., 2005). 
 
The robustness of the three suggested yield models (STSM, PDM, and RCM) is assessed by running 
an out-of-sample cross-validation. For each year t, the dataset is subsequently reduced by all values of 
a year t. For this reduced dataset, we estimate the model parameters and use these parameters to calcu-
late the yield changes of the removed years. To more rigorously check the robustness of our approach, 
we expanded the validation process by removing the values of further four randomly selected years, in 
addition to the year t. We refer the one-year validation simply as validation, while the five-year valida-
tion is called expanded validation hereafter. 
 
The permissibility of the OLS estimator for STSMs and PDMs is statistically tested using several tests 
described by Croissant and Millo (2008) and Wooldridge (2013). The regression equation specifica-
tion error test (RESET) allows an evaluation whether quadratic variables are missed in the models. 
The Lagrange multiplier test according to Breusch–Pagan (LM) is used to examine the spatial inde-
pendency (heterogeneity) of the data and justifies a spatial regression approach. Otherwise, averaging 
across all counties would be sufficient. The Breusch–Godfrey test is applied to assess autocorrelation 
and the Breusch–Pagan test is used to test for heteroskedasticity. The normal distribution of residuals 
is tested using the Shapiro–Wilk test. For the RCMs, there exist several criteria for the evaluation of 
the model goodness of fit (Reidsma et al., 2007). We use the relative criterion NSE, because it is suit-
able for both OLS and REML (non OLS) conditions (Reidsma et al., 2007; Chipanshi et al., 2015). A 
description of the applied software is given in the SI S.4. 
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4.3.5 Model application for yield projection  
The calculation of the relative yield changes between the reference period (utilized for the estimation 
of the years t) and a projection period of the years 𝑡𝑡∗ (with 𝑡𝑡∗ = 𝑀𝑀 + 1, … ,𝐸𝐸) does not need an ex-
plicit specification of the basic yield level 𝑦𝑦𝑖𝑖1. Nevertheless, it should be kept in mind that any change 
is related to the agronomic level of that reference. Absolute crop yields for a last year 𝐸𝐸 of the projec-
tion period are calculated combining the basic yield level 𝑦𝑦1, the yield changes during the reference 
period, and the projected yield changes of 𝐸𝐸 following Eq. 8: 
 
𝑦𝑦𝑃𝑃 = 𝑦𝑦𝑖𝑖1exp �� log 𝑦𝑦𝑖𝑖′𝑀𝑀
𝑖𝑖=1




The concrete application is out of the scope of this paper. Here, we focus on the validation of the mod-
eling approach. In Fig. 1a and 1b we present a schematic and algorithmic description that can be fol-








Fig. 1: (a) Workflow when using our modeling framework for projecting crop yield impacts due to climate 




4.4.1 Goodness of fit 
STSMs, PDMs, and RCMs are able to reproduce the measured winter wheat and silage maize yield 
changes at the aggregated scale for the estimations and the validations (examples shown for STSMs, 
RCMs, and PDMs in Fig. 2). For both crops and all models, a decrease in NSE by approximately 0.25 
is common when comparing estimations with validations. The NSE decreases approximately 0.38 in 
the expanded validation (not shown). 
 
 
1) Estimation of the weather (𝛽𝛽𝑗𝑗) and eco-
nomic parameters (𝛽𝛽𝑘𝑘) by Eq. 2, 3, or 4. 
2) Transformation of future climate records 
to climate changes: log  𝑥𝑥𝑗𝑗𝑖𝑖∗′ . 
3) Multiplication and summation of the es-
timated 𝛽𝛽𝑗𝑗 and the projected climate 
changes: 𝑦𝑦𝑖𝑖∗
′ = ∑ 𝛽𝛽𝑗𝑗 log  𝑥𝑥𝑗𝑗𝑖𝑖∗′𝐽𝐽𝑗𝑗=1 .  
Note: The intercept 𝛽𝛽0 and the economic var-
iables are not utilized for the projection. 
4) Summation and exponentiation of the 
past and projected yield changes: 
𝑦𝑦𝑃𝑃
′ = exp(∑ 𝑦𝑦𝑖𝑖′ + ∑ 𝑦𝑦𝑖𝑖∗′𝑃𝑃𝑖𝑖∗=𝑀𝑀+1𝑀𝑀𝑖𝑖=1 ). 
Note: The calculation until step 4 results in a 
change factor that can be also converted 
into percentage yield changes (e.g. 1.10 
→ +10%).  
5) Multiplication of the yield changes with 
the first yield: 𝑦𝑦𝑖𝑖1 (e.g. 7t ha–1). 
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Fig. 2: Time series of measured, estimated, and validated crop yield changes of winter wheat for two German 
federal states, of silage maize for two river basin and for winter wheat and silage maize, respectively, at the 
national level using STSMs (left) , PDMs (center), and RCMs (right). The black values for NSE, R2, and RMSE re-
late to the model estimation. The gray values in parenthesis characterize the model performance during valida-







Tab 1: The NSE measure for the winter wheat and silage maize crop yield models, the different model types 
(STSM, PDM, RCM), and aggregation scales (federal states, river basins, national). The arithmetic averages of 
federal states (FSAvg) and river basins (RBAvg) are given below the aggregation scales. The acronyms are: SH: 
Schleswig-Holstein, LS: Lower Saxony, NRW: North Rhine-Westphalia, HE: Hesse, RP: Rhineland-Palatinate, BW: 
Baden-Württemberg, BA: Bavaria, SL: Saarland, BB: Brandenburg, MWP: Mecklenburg-Western Pomerania, SN: 
Saxony, SA: Saxony-Anhalt, TH: Thuringia, DAN: Danube, ST: Schlei/ Trave, WP: Warnow/ Peene, and GER: 
Germany. 
  Winter wheat Silage maize 
Unit STSM PDM RCM STSM PDM RCM 
Federal states (FS) 
SH 0.75 0.67 0.70 0.60 0.52 0.52 
 LS 0.89 0.83 0.86 0.78 0.65 0.71 
 NRW 0.84 0.80 0.81 0.65 0.53 0.57 
 HE 0.62 0.58 0.58 0.67 0.59 0.64 
 RP 0.70 0.64 0.66 0.61 0.59 0.58 
 BW 0.76 0.65 0.69 0.66 0.54 0.59 
 BA 0.72 0.55 0.64 0.67 0.51 0.58 
 SL 0.69 0.67 0.68 0.77 0.76 0.77 
 BB 0.94 0.92 0.93 0.94 0.93 0.93 
 MWP 0.95 0.91 0.94 0.93 0.90 0.92 
 SN 0.85 0.73 0.79 0.72 0.58 0.67 
 SA 0.89 0.86 0.89 0.93 0.92 0.92 
 TH 0.67 0.63 0.65 0.81 0.78 0.79 
 FSAvg 0.79 0.73 0.76 0.75 0.68 0.71 
       River basins (RB) 
 Eider 0.75 0.72 0.75 0.43 0.33 0.37 
 ST 0.69 0.64 0.67 0.54 0.50 0.52 
 Elbe 0.91 0.81 0.88 0.92 0.87 0.89 
 Weser 0.88 0.82 0.85 0.84 0.78 0.77 
 Ems 0.85 0.78 0.83 0.57 0.34 0.50 
 Rhine 0.78 0.68 0.73 0.76 0.67 0.69 
 Maas 0.69 0.68 0.68 0.75 0.74 0.75 
 DAN 0.72 0.62 0.66 0.50 0.36 0.38 
 WP 0.94 0.91 0.94 0.93 0.90 0.92 
 Oder 0.75 0.77 0.77 0.93 0.91 0.92 
 RSAvg 0.80 0.74 0.78 0.72 0.64 0.67 
       National 
 GER 0.85 0.68 0.80 0.85 0.76 0.77 
 
For all models, crops, and aggregation scales, the goodness of fit (measured by the NSE for the aggre-
gated scales) is shown in Tab. 1. Generally, the NSE decreases from STSM over RCM to PDM for 
both winter wheat and silage maize in the estimations. For both crops, there exists a significant Pear-
son correlation (*** p ≤ 0.01, ** p ≤ 0.05, * p ≤ 0.1, p > 0.1) between yield variability (i.e., standard de-
viation (SD)) and goodness of fit (i.e., NSE). However, this correlation is stronger for silage maize 
(0.86***) than for winter wheat (0.66**) on the federal state scale. This difference is also illustrated by 
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the fact that the SDs of both crops are strongly correlated (0.93***), but the corresponding NSEs corre-
late only by 0.64**. 
 
Differences between models exist in their reproduction of extreme inter-annual yield changes in single 
counties (Fig. 3). In the federal state of Brandenburg, for example, the STSMs (NSE: 0.84) reproduce 
extreme county yield changes (see county LOS: Oder-Spree) considerably better (light yellow) than 
RCMs (NSE: 0.81) and PDMs (NSE: 0.70) (indicated by the blue, red, and orange color). 
 
 
Fig. 3: Time series of measured winter wheat yield changes (bars) and the difference (Δ log y′ = log 𝑦𝑦𝑚𝑚𝐿𝐿𝑎𝑎𝑠𝑠𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿′ − log 𝑦𝑦𝐿𝐿𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑎𝑎𝑖𝑖𝐿𝐿𝐿𝐿′ ) between measured and estimated winter wheat yield changes for 
STSM, PDM, and RCM (bottom). The data records for each county last from 1992 to 2010. The county acronyms 
are: Barnim (BAR), Dahme-Spreewald (DS), Elbe-Elster (EE), Havelland (HVW), Märkisch-Oderland (MOL), Ober-
havel (OHV), Oder-Spree (LOS), Ostprignitz-Ruppin (OPR), Potsdam-Mittelmark (PM), Prignitz (PR), Spree-Neiße 
(SPN), Teltow-Fläming (TF), and Uckermark (UM). 
 
4.4.2 Aggregation effect 
The aggregation of estimated yield changes generally increases the goodness of fit from the county to 
the federal state, river basin, and national scale. The extent of this improvement is shown in Tab. 2. 
PDMs, the models with the lowest goodness of fit measured with the NSE at the county level, gained 
the highest accuracy improvement by aggregation. This aggregation effect is similar for RCMs and 
STSMs. The aggregation to the national scale has the highest average (for all models) aggregation ef-







Tab. 2: Effect of spatial aggregation expressed as difference in the NSE values (∆NSE) between the NSE at the 
aggregated scale (units) and the mean of N basic NSEi across N counties: ∆NSE = NSE𝑈𝑈𝑛𝑛𝑖𝑖𝑖𝑖 − 𝑁𝑁−1 ∑ NSE𝑖𝑖𝑁𝑁𝑖𝑖=1 . 
Other terms similar to Tab. 1. 
  Winter wheat Silage maize 
Unit STSM PDM RCM STSM PDM RCM 
Federal states (FS) 
 SH 0.08 0.15 0.09 0.11 0.23 0.14 
 LS 0.13 0.26 0.16 0.15 0.30 0.15 
 NRW 0.16 0.36 0.25 0.15 0.39 0.22 
 HE 0.05 0.21 0.12 0.23 0.52 0.20 
 RP 0.08 0.22 0.10 0.11 0.32 0.17 
 BW 0.10 0.16 0.10 0.11 0.27 0.19 
 BA 0.14 0.33 0.15 0.14 0.22 0.12 
 SL 0.06 0.12 0.08 0.05 0.24 0.03 
 BB 0.09 0.22 0.12 0.08 0.14 0.08 
 MWP 0.13 0.29 0.17 0.12 0.22 0.14 
 SN 0.09 0.17 0.05 0.12 0.16 0.07 
 SA 0.04 0.20 0.06 0.11 0.19 0.09 
 TH 0.11 0.27 0.20 0.15 0.25 0.17 
 FSAvg 0.10 0.23 0.13 0.13 0.27 0.14 
       River basins (RB) 
 Eider 0.07 0.16 0.13 0.04 0.12 0.04 
 ST 0.02 0.07 0.02 0.07 0.15 0.12 
 Elbe 0.18 0.43 0.17 0.20 0.38 0.14 
 Weser 0.16 0.29 0.20 0.21 0.45 0.22 
 Ems 0.12 0.23 0.16 0.05 0.20 0.03 
 Rhine 0.14 0.36 0.19 0.20 0.49 0.23 
 Maas 0.02 0.15 0.05 0.18 0.33 0.21 
 DAN 0.18 0.44 0.18 0.04 0.18 0.08 
 WP 0.11 0.28 0.12 0.12 0.23 0.11 
 Oder 0.01 0.06 0.05 0.02 0.06 0.02 
 RBAvg 0.10 0.25 0.13 0.11 0.26 0.12 
       National 
 GER 0.19 0.44 0.21 0.27 0.49 0.16 
 
An example of the consequences of the aggregation for the goodness of fit distributions is depicted for 
the winter wheat STSMs in Fig. 4. Aggregation, on the one hand, leads to a coarser resolution; on the 
other hand, it improves the goodness of fit for larger regions. The aggregation from county to the river 
basin scale shows a west-east gradient from lower to higher NSEs. The aggregation to federal states 
shows that the Central Uplands between Saarland and Thuringia achieve the lowest NSE values. The 
statistical significant STSMs are shown Fig. 4. The PDMs are all significant at p ≤ 0.05 (F-test). 
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Fig. 4: Spatial distribution of the NSE for STSMs estimated for winter wheat at different scales (counties, N=289; 
federal states, N=13; river basins, N=10). Counties with significant effects (F-test, p ≤ 0.10) STSMs (N=189) are 
bordered black (left). 
 
 
4.4.3 Parameter heterogeneity of weather variables 
The parameter distribution of all models, across scales, and for both crops is shown in Fig. 5. Due to 
the chosen functional form, the parameters are directly comparable. A wide range of the boxplots re-
flects a high spatial heterogeneity. The ranges of the parameter values are generally substantially 
smaller for the PDMs and the RCMs than for the STSMs. Some variables clearly show diversions 
from zero (ETP May–Jul and SRT May–Jul for winter wheat and ETP May–Jul for silage maize) while 







Fig. 5: Parameter distributions across counties, river basins and federal states of separately estimated time 
series models (STSMs), panel data models (PDMs), and random coefficient model (RCMs). The models are ap-
plied to single counties (STSMs), river basins (PDMs, RCMs) and federal states (PDMs, RCMs) for winter wheat 
and silage maize. The band inside the box is the median, the box represents the 25% and 75% quartile. The 
whiskers are defined as the maxima and the minima as long as both values are within the 1.5 interquartile-
range from the median. Otherwise this range is shown and outliers outside the range are depicted as points. 
 
For the STSMs, the spatial heterogeneous parameter variation is depicted in Fig. 6a-t. The maps of the 
county-individual (Fig. 6, left two columns) and the per-federal-state-averaged parameter values (Fig. 
6, right two columns) often show spatial pattern, which scatter around the parameter main tendencies 
in Fig. 5. The larger patterns are easier to reveal following the maps with the averaged values. In par-
ticular, several parameter maps contain east-west patterns with stronger effects in eastern than in the 
western federal stats. That is the case for the winter wheat variables PREC Nov–Apr (Fig. 6 m, o), 
ETP Nov–Apr (Fig. 6 a, c), and ETP May–Jul (Fig. 6 e, g), and to a lesser extent for the silage maize 
variables PREC May–Jul (Fig. 6 n, p), ETP May-Jul (Fig. 6 b, d), and ETP Aug–Oct (Fig. 6 f, h). For 
winter wheat and silage maize, the patterns of the SRT May–Jul parameter reveal a north-south gradi-
ent with stronger effects in the north and weaker in the south, whereby this is more expressed for 
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4.4.4 Statistical tests 
The validity of a spatially distributed modeling approach is statistically confirmed by the LM-test. The 
county yields do not dependent on each other. The Cobb–Douglas function is mostly not error-
specified as the functional form (RESET) when testing the STSMs of both crops (SI Fig. S.1). This 
means quadratic variables would not improve the model goodness of fit. According to the RESET, the 

































































































































































































































































































Tab. S.1). Both autocorrelation and heteroskedasticity do not occur in the majority of the STSMs. 
Their residuals are mostly normally distributed (SI Fig. S.1). For the PDMs, autocorrelation and/ or 
heteroskedasticity are common (SI Tab. S.1). The quality of the RCMs can be assessed using the 
NSEs in Tab. 1.  
 
Several highly significant correlations exist among the transformed, weather and economic variables. 
For instance, SRT is moderately correlated with ETP and precipitation (0.67***, –0.52***), as well as 
precipitation and ETP (–0.58***), in the period May to Jul. Furthermore, fertilizer price and acreage of 
winter wheat and silage maize are strongly correlated (0.72***, 0.87***). However, a test of multicollin-
earity (condition index) resulted in values always lower than 12 (lower 8 in 97.5% of all cases). Fol-
lowing Belsley et al. (1980), values beyond 30 are an indicator for multicollinearity. Further infor-
mation about the results of the statistical tests and the correlation of all exogenous variables are pre-
sented in the SI Fig. S.1, Tab. S.1 and S.2. 
 
4.5 Discussion 
4.5.1 Goodness of fit and yield variability between crops and regions 
We investigate and validate three statistical models (STSM, PDM, and RCM) according their robust-
ness for short and medium-term yield assessments. These three models are tested to capture the weath-
er -related yield variability of winter wheat and silage maize in Germany. All models are able to satis-
factorily reproduce the temporal and spatial variability of yields. In general, the differences in good-
ness of fit between winter wheat and silage maize are low. The models of regions with higher yield 
variability have generally scored the highest NSE. Thus, a clear west–east NSE gradient for the federal 
state and river basin scale is observable. We found a very strong positive correlation between the 
goodness of fit and yield variability for silage maize (0.86) and a strong positive correlation for winter 
wheat (0.66). This relationship is visible across the federal states, but not between the two crops. 
 
The STSMs, which are the simplest models, perform best, followed by RCMs and PDMs. The ranking 
holds true for estimations, validations, and expanded validations, which indicates that STSMs are ro-
bust to missing data despite their higher parameter numbers. The advantage in robustness of STSMs 
compared to the other two approaches originates in the estimation method. The STSMs are separately 
estimated for each county. The parameters of STSMs vary more across the counties than those of 
RCMs and PDMs. Thus, STSMs can reproduce better extreme county individual yield anomalies than 
RCMs and PDMs, which might be beneficial for the adequate reproduction of heterogeneous spatial 
conditions (Beck and Katz, 2007; Butler and Huybers, 2013). In contrast, the PDM parameters are es-
timated for the entire dataset to reproduce the full range of yield variability. Their parameters repro-
duce rather the mean yield level than the full range yields variability. Nevertheless, the higher parame-
ter number and the lower degree of freedom of the STSMs are a potential source of parameter instabil-
ity when the time series becomes shorter. Under such conditions, RCMs and PDMs might behave 
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more robustly than STSMs (Reidsma et al., 2007; You et al., 2009). Furthermore, projections at the 
county scale beyond the observed yield variability might be more biased by single regional events at 
that scale when using STSMs compared to PDMs and RCMs. Such a disadvantage might lose rele-
vance with increasing spatial aggregation of the STSM results. 
 
4.5.2 Aggregation effect 
A substantially higher goodness of fit is achieved by all models after aggregation from county to larger 
spatial units. The winter wheat STSMs (+0.10) show the smallest aggregation effect in comparison to 
the respective RCMs (+0.13) and to the PDMs (+0.23) at the averaged federal state scale. For silage 
maize and the other scales, the effects are similar. In tendency, the advantages of STSMs at the low-
ermost scale (here county) lose relevance at the more aggregated scale. Thus, aggregation has a slight-
er effect on the goodness of fit for STSMs than of RCMs and PDMs. Woodard and Garcia (2008), 
Lobell and Burke (2010), and Hanus (1978) have noted the aggregation effect before. Conradt et al. 
(2015) used the parameter vectors of our STSMs for cluster analyses to define optimized PDM aggre-
gations independently from federal states or river basin scales. This could again, but only slightly, add 
to the overall goodness of fit; at least the county-specific fidelity of the estimations became much 
more homogeneous. In our approach, only the estimated outcomes are spatially aggregated and not the 
exogenous variables. Aggregated exogenous variables can lead to an underestimation of the weather 
effect (Garcia et al., 1987), to decreased variability, and erroneous results (Finger, 2012).  
 
4.5.3 Parameter distributions and patterns 
Winter wheat is more responsive than silage maize to higher evaporative demand during spring and 
summer as indicated by the more negative values for ETP May–Jul. That might be due to the more 
developed plant canopy. After closing the canopy (Aug–Oct), the silage maize shows a clearer nega-
tive impact of higher ETP. For the ETP related vapor pressure deficit, a negative yield impact is also 
shown by Lobell et al. (2014) and Roberts et al. (2012). Consistent with this explanation, the less de-
veloped silage maize in May to Jul (early vegetative development, between emergence and canopy 
closure) is more sensitive to lower water supply than winter wheat during that time (PREC May–Jul). 
For winter wheat, a similar effect is observable during the early plant development stages, in particular 
in the eastern parts of Germany. This region is marked by sandy soils with low water holding capacity 
and low precipitation levels. These conditions lead to a higher sensitivity of crop yields (high yield 
variability) to inter-annual changes of water supply. Wessolek and Asseng (2006) also show the im-
portance of this limited water supply for winter wheat in north-east Germany. The importance of the 
water supply for winter wheat and silage maize in Germany is also emphasized by Kersebaum and 
Nendel (2014) and Wolf and Diepen (1994). 
 
Furthermore, winter wheat benefits more than silage maize from higher SRT May–Jul values during 





than C4-crops (e.g. maize). As a consequence, lower temperatures at the same radiation levels and 
higher radiation levels at the same temperature levels (increasing SRT) function more positively on 
winter wheat than on silage maize (Long et al., 2006; Rötter and van de Geijn, 1999). However, Con-
radt et al. 2015 could increase the model performance by decoupling radiation and temperature back 
into two model parameters considering regional exceptions to these general patterns. A detailed dis-
cussion of the spatial parameter patterns for winter wheat and silage maize is in the SI S.6. 
 
Surprisingly, the parameters for precipitation indicate a small yield effect compared to the other fac-
tors considered for both crops. A possible explanation is offered by the variability differences among 
variables. In our dataset, the transformed precipitation from May to Jul varies by ±43% (relative SD), 
while ETP and SRT only vary by ±17% and ±8%, respectively. Due to their high relative SD, small 
parameter values are estimated for precipitation. However, for the assessment of weather-yield im-
pacts the explained yield variability (𝛽𝛽𝑗𝑗  log 𝑥𝑥𝑗𝑗′) is more important than the parameter size (𝛽𝛽𝑗𝑗). A fur-
ther analysis shows that the yield variability explained by precipitation is substantially larger in com-
parison to the other variables (SI Fig. S.2). The result possibly explains the small yield impact for pre-
cipitation in Europe reported by Moore and Lobell (2014). They have drawn their conclusion solely 
from the parameter size, but not from the explained variability. 
 
Generally, the STSM parameters show parameter patterns on a broader scale, but also county specific 
heterogeneity. The spatial parameter patterns can be explained by linear relationships between yield 
and exogenous variables, because of spatially heterogeneous levels of the exogenous variables. The 
county parameters do not deviate ideally from the average parameters of the broader patterns. In our 
case, the parameters may also reflect individual factor influences, which are not considered in the 
model. These influences are collinear with the considered variables but not relevant in the majority of 
the counties (county individual time variant effects). The impact of those factors may lead to spatial 
heterogeneity between neighboring counties that cannot be explained by differences in soil character-
istics or cropping structure. For instance, the possible collinear influences might be catch crops (ETP), 
weeds, pests, and diseases (SRT), or irrigation (PREC).  
 
4.5.4 Model application in climate impact studies 
Our modeling scheme allows a direct interpretation of the spatial parameter variability and a usage for 
crop yield assessments with seasonal- and medium-term climate projections. Both characteristics are 
based on a consequent usage of changes instead of absolute values, which contributes to the methodo-
logical novelty of the approach. The parameter values and patterns can be used to prove the plausibil-
ity of the model outcome. The feasibility of plausibility test is supported by a variable definition that 
reflects major climate impacts on potential growth and stress related to limited water supply. The se-
lected variables might be meaningful also in other wheat and maize growing regions. However, an 
adjustment of the temporal division to the regional crop calendar is necessary. The use of changes 
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makes the model also insensitive to systematic errors in data from climate simulations. This insensitiv-
ity does not avoid flawed yield projections of flawed climate simulations. However, considering the 
necessary effort of bias correction and the often nontransparent procedure (Lobell, 2013), our models 
are an option for using the outcome of climate simulations in advance of a later bias correction. It is 
not the solution for the bias problem of climate simulations, but an improvement for their technical 
handling.  
 
Butler and Huybers (2013) show that the impact of temperature on US maize yields is very sensitive in 
respect to the latitude and the regional climate conditions. STSMs, PDMs and RCMs should be princi-
pally applicable for such conditions in order to project climate impacts. However, the advantages and 
limitations of each model should be kept in mind. Our approach implicitly accounts for the different 
yield sensitivities of vegetative and reproductive growth periods to climate changes. Any further de-
tailed resolution of the phenological development might be beneficial in statistical analysis (Butler and 
Huybers, 2015). However, yield projection of statistical yield models would require phenological de-
velopment data also for the future. Since phenological models (Ma et al., 2012) and climate simula-
tions (Lobell, 2013) are becoming robust only at broader temporal and spatial resolution, we use 
monthly averaged phenological dates, to make our models suitable for future projections. 
 
Our statistical models project future yield changes on the basis of the current system. Several factors 
and factor relationships that are unknown today might play a major role in the future and are not in-
cluded in the model. In our model set-up, we focused on the representation of regularly returning yield 
impacts of climate variables that can be reliably received from climate models. The impact of extreme 
weather events that affected the crop yield only episodically in the past but will become regular dis-
turbances in the future might be underestimated. Furthermore, if climatic change passes thresholds, 
crop yields might be seemingly insensitive due to unconsidered climate impacts during the parameter 
estimation of our crop yield models (Blanc and Sultan, 2015; Rötter et al., 2011). Yield effects of 
technological change and the impact of higher CO2 (by stimulating crop growth and increasing water 
use efficiency) are also not included in the model. They could be taken into account by introducing a 




Our suggested approach can be used for seasonal yield forecasts and climate impact projections on 
crop yields. For short and medium term climate assessments, we investigate and validate three types of 
statistical crop yield models (STSM, PDM, and RCM). These models are suitable for a combination 
with biased climate simulations and avoid explicit modeling of crop yield trends. Our approach is 
thoroughly based on relative changes of yields and yield influencing factors. Our models can repro-





rameter patterns at aggregated scales. Although STSMs have shown the best performance at the ag-
gregated scale, the model assessments at the county scale should only be used as technical intermedi-
ate steps but not as projections. The suggested regression models might be applicable to calculate 
weather-related yield risks and thus support investment decisions (e.g. in irrigation systems) and risk 
pricing (e.g. of harvests or agricultural commodity futures for farmers, traders, or insurance compa-
nies).  
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Quantifying the influence of weather on yield variability is decisive for agricultural management under 
current and future climate anomalies. We extended an existing semi-empirical modeling scheme that 
allows for such quantification. Yield anomalies, measured as inter-annual differences, were modeled 
for maize, soybeans and wheat in the US and 32 other main producer countries. We used two yield 
data sets, one derived from reported yields and the other from a global yield data set deduced from 
remote sensing. We assessed the capacity of the model to forecast yields within the growing season. In 
the US, our model can explain at least two thirds (63-81%) of observed yield anomalies. Its out-of-
sample performance (34-55%) suggests a robust yield projection capacity when applied to unknown 
weather. Out-of-sample performance is lower when using remote-sensing derived yield data. The 
share of weather-driven yield fluctuation varies spatially, and estimated coefficients agree with expec-
tations. Globally, the explained variance in yield anomalies based on the remote-sensing data set is 
similar to the US (71-84%). But the out-of-sample performance is lower (15-42%). The performance 
discrepancy is likely due to shortcomings of the remote-sensing yield data since it diminishes when 
using reported yield anomalies instead. Our model allows for robust forecasting of yields up to two 
months before harvest for several main producer countries. An additional experiment suggests moder-
ate yield losses under mean warming, assuming no major changes in temperature extremes. We con-
clude that our model can detect weather influences on yield anomalies and project yields with un-
known weather. It requires only monthly input data and has a low computational demand. Its within-
season yield forecasting capacity provides a basis for practical applications like local adaptation plan-
ning. Our study underlines high-quality yield monitoring and statistics as critical prerequisites to guide 
adaptation under climate change. 
 








Strongly varying crop yields can endanger farmers' livelihoods and can lead to national production 
shortages. Yields are determined by weather and agronomic management influences as well as by 
stress factors like pests or diseases. For calculating crop yields under current or a changing climate it is 
important to quantify these influences. Therefore we devise a semi-empirical modeling scheme which 
allows for quantifying weather influences with high explained variance. We use two different yield 
data sets with different qualities, one based on reported yield data and the other on remote sensing 
combined with yield statistics. We show the ability of the model to predict yield anomalies up to two 
months before harvest. 
 
Two approaches are widely used to simulate crop yields (Di Paola et al., 2016, Jones et al., 2016, 
Lobell and Burke, 2010). Process-based models simulate physiological processes like carbon assimila-
tion to calculate yields. Statistical models correlate yields with yield-determining factors to elicit con-
tributions of individual factors. Both approaches, and hybrids between them, can aid in understanding 
and forecasting weather-related yield variability (Liu et al., 2016). Their application to conditions (e.g. 
climate) out of the training scope is a contested area, however (Lobell and Burke, 2010, Rötter et al., 
2011).  
 
Here we extend an existing statistical framework for modeling inter-annual yield variability. The ap-
proach is “semi”-empirical as known physiological influences are reflected in the exogenous variables, 
following the naming of Rahmstorf (2007). The concept was introduced in Wechsung et al. (2008) and 
later successfully applied to German maize and winter wheat yields (Gornott and Wechsung, 2016). 
We extend the model by adding temperature-stress related variables, using more crops, applying it to 
34 countries and providing two application cases: forecasting yield anomalies up to two months before 
harvest and gauging of yield losses under moderately increased temperatures. 
 
We analyze four staple crops: maize, wheat (spring and winter separately) and soybeans, which cover 
approx. 34% of the global harvested area (Portmann et al., 2010). We use reported crop yield data in 
seven countries and a global gridded yield data set that downscaled reported yield statistics utilizing 
satellite data (here used for 33 countries). Subnational yield data are needed for quantifying spatial 
differences of yield influences. Though these data are increasingly available, there are still data-scarce 
regions especially in developing countries. The global and publicly available data set supplied by 
Iizumi et al. (2013b) might serve as alternative. The dataset uses annual remote sensing information to 
downscale national and subnational yield statistics. The algorithms utilized therein to separate reflec-
tance data spatially and temporally into crops or vegetation necessarily introduce uncertainty, which 
increases with the share of other vegetation types in grid cells. Despite these caveats we test the poten-
GLOBAL EVALUATION OF A SEMI-EMPIRICAL MODEL FOR YIELD ANOMALIES AND APPLICATION TO WITHIN-SEASON 
YIELD FORECASTING 
93  
tial of this global gridded data set for quantifying yield anomalies, as it may be helpful when subna-
tional yield data are not accessible.  
 
We apply a two-step procedure: the model performance is first analyzed in depth in the US and then, 
second, extended to all main producing nations. We start with US yields, since the high-quality yield 
data base curated by the US Department of Agriculture (USDA, 2015) allows for rigorous model eval-
uation. The model is applied in parallel to the USDA and the Iizumi et al. (2013b) data. The US are 
one of the largest crop producers (FAO, 2016) and have highly diverse climate and soils. We employ 
one model specification based on selection results by Gornott and Wechsung (2016), but test its sensi-
tivity regarding variations in yield-influencing factors and transformation of variables. Additionally, 
we include penalty terms for heat and frost.  
 
Instead of absolute yields we consider yield anomalies to remove trends, systematic biases and time-
invariant farm- or county-specific influencing factors. Normalizing anomalies of yield and exogenous 
variables by the logarithm allows a comparison of influences across scales and variables. Only weather 
variables are included in the model, explicitly neglecting agronomic influences like acreage, shifting 
land use or fertilizer application on inter-annual yield fluctuation (Mueller et al., 2012, Ray et al., 
2015). But these data do not increase model performance in Germany (Conradt et al., 2016) and are 
difficult to obtain as time series on a spatially explicit level with large spatial coverage; they would 
therefore enlarge uncertainty. We only use monthly weather values which are deemed to provide more 
reliable information than daily weather data from models due to aggregation effects (Kilsby et al., 
2007, Lobell, 2013, Maurer et al., 2010). This also avoids the use of downscaling methods when using 
climate model outputs (Glotter et al., 2014, Iizumi et al., 2012). 
 
5.3 Materials and methods 
5.3.1 Input data 
Yield data 
We employed two sets of yield data for maize, soybeans, spring and winter wheat (all in t/ha). For the 
US we used either USDA (USDA, 2015) yields at county level, from 1980 to 2010, or gridded yield 
data from Iizumi et al. (2013b) from 1982 to 2006 (henceforth “GGYD” for “Gridded Global Yield 
Data”). Both were re-gridded to 0.5° spatial resolution (about 50 km at the equator) to match with the 
resolution of the weather and land-use data. USDA county yields were assigned to each 0.5° grid cell 
that completely fall within a county or intersect with its boundaries; yields for grid cells intersecting 
with several counties were averaged. GGYD yields are provided at 1.125° resolution and were interpo-
lated to 0.5° with second order conservative remapping (preserving fluxes and spatial gradients). Ad-
ditional county-level yields for Germany, Russia, Tanzania, Australia, Brazil and Burkina Faso (from 
the respective statistical offices) allowed for further model and yield data quality assessments. Nation-
al yield time series from FAO (FAO, 2016) were used for comparison of aggregated yield time series. 




We considered those countries as main producers (Fig. 1, SI Tab. S3) which, sorted by total produc-
tion, together accounted for more than 90% of world production for a specific crop between 2000 and 
2011 (FAO, 2016). 
 
Fig. 1: World map of countries analyzed in this study. Colors of countries denote whether GGYD and reported 
yields (green), only GGYD yields (blue) or only reported yields (red) are used in this study. Countries in white 
are no main producers and not analyzed. 
 
Weather data 
We used AgMERRA climate data (Ruane et al., 2015) at 0.5° spatial and monthly temporal resolution, 
providing minimum, maximum and average temperature, precipitation and shortwave radiation from 
1980 to 2010. AgMERRA has been designed for use in agricultural research focusing on reproducing 
both average and extreme values. 
 
Growing season and land-use data 
We utilized static MIRCA2000 crop- and irrigation-specific land-use fractions around 2000 on 0.5° 
spatial resolution (Portmann et al., 2010). Growing seasons were also taken from MIRCA2000, using 
the sub-crop with the largest harvested area. Winter and spring wheat were distinguished by their 
growing season length: eight or more months were classified as winter wheat, four months or less as 
spring wheat. Remaining ambiguities were resolved by considering the sub-crop with the maximum 
(minimum) growing season length as winter (spring) wheat. Soybeans have a prolonged flowering 
period (Ritchie et al., 1993) at the transition between vegetative and reproductive season. Although it 
could be physiologically reasonable, we restrained from reflecting this period in a separate set of ex-
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5.3.2 Regression scheme 
Definition 
We applied an ordinary least squares (OLS) regression scheme based on the Cobb-Douglas production 
function with different model specifications. The function relates inter-annual changes of crop yields 
to a product of inter-annual changes of weather variables (equation 1; SI equation SE3). The natural 
logarithm linearizes all terms into a sum. 
 log 𝑦𝑦𝑖𝑖′ = log𝛽𝛽0  +  ∑ 𝛽𝛽𝑗𝑗 log 𝑥𝑥𝑗𝑗𝑖𝑖′𝐽𝐽𝑗𝑗=1  + log 𝐵𝐵𝑖𝑖′  , with 𝑗𝑗 = 1, … , 𝐽𝐽 and 𝑡𝑡 = 1, … ,𝑀𝑀 (1) 
 
Variables are yield (y), weather (xj) and error term (u). Estimated coefficients are 𝛽𝛽0...𝐽𝐽 and denote in-
tercept (𝛽𝛽0) and weather influences. All variables are provided per grid cell. Years are indexed with t. 
Anomalies are denoted with a prime (′). We calculated yield anomalies as first differences (𝑦𝑦𝑖𝑖′ = 𝑦𝑦𝑖𝑖 −
𝑦𝑦𝑖𝑖−1) between adjacent years, making an explicit time variable obsolete. We used two regression 
methods: STSM (Separate Time Series Model) and PDM (Panel Data Model). While STSM estimates 
an independent model for each grid cell, the PDM parametrizes relationships across grid cells, allow-
ing for spatial variation in mean yields with grid cell-specific fixed effects. These choices are justified 
by earlier results (Conradt et al., 2016, Gornott and Wechsung, 2016) and the similarity of results un-
der different techniques (SI Section 3). Whether spatial correlation poses a problem for the PDM 
method is tested (see below). In the US we considered nine climatic regions (SI Fig. s S1-2). Other, 
larger main producers were split into administrative boundaries for PDM estimation; for all others on-
ly one national PDM was estimated (SI Tab. S3).  
 
Exogenous variables 
Exogenous variables either describe potential growth or stress factors that reduce growth, included for 
their known physiological relevance. They are tested for statistical significance, but the model formu-
lation stays constant. We therefore consider the model as “semi”-empirical following the argumenta-
tion of Rahmstorf (2007). A combined temperature-radiation variable relates yields to potential 
growth. Temperature-normalized solar radiation (SRT, equation 2) is used to account for co-linearity 
in both variables. Killing (KDD) and freezing degree days (FDD) were added to better account for the 
non-linear influence of extreme temperatures on crop yields (Barlow et al., 2015, Schlenker and 
Roberts, 2009). They are defined as the temperature sum above or below a crop-specific threshold, 
respectively (equations 3,4). The KDD threshold TKDD was 32°C for all crops, while the FDD thresh-
old TFDD was -15°C for the two wheat types and 0°C for maize and soybeans (Hatfield et al., 2011, 
Luo, 2011, Porter and Gawith, 1999, Sanchez et al., 2014).  
 
𝑆𝑆𝑆𝑆𝑇𝑇 = 𝑆𝑆𝑆𝑆
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 + 20 (2) 




𝐾𝐾𝑉𝑉𝑉𝑉 = � max (𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐾𝐾𝐾𝐾𝐾𝐾; 0)𝑁𝑁
𝐿𝐿=1
 (3) 




Further stress variables comprised potential evapotranspiration (PET) and precipitation. Both variables 
map the yield-reducing effect of inadequate demand and supply of water by PET and precipitation, 
respectively. PET was calculated from VPD according to Haude (1955) as in Gornott and Wechsung 
(2016) except that the month-specific correction factor fH was considered constant for the sake of a 
simpler model. For winter wheat only the reproductive part of SRT was considered, while for the other 
crops only the vegetative part was used. The full regression specification is provided in SI section 2. 
Further agronomic justifications are provided in Gornott and Wechsung (2016). Economic variables 
like fertilizer price and harvested area were not considered since these only added little explanatory 
power in Germany (Conradt et al., 2016) and are generally not available on larger areas across the 
world. 
 
PET and precipitation were split between the vegetative and reproductive part of the growing season. 
The identification of both parts was based on phenological heat units. The first month of the reproduc-
tive period was defined as the first month where the temperature sum, accumulated over the growing 
season until this month, exceeds 50% of the total temperature sum, accumulated over the whole grow-
ing season (supplementary equations SE4,5).  
 
Aggregation 
After estimation yield anomaly time series (observed, predicted and one-out-of-sample predicted yield 
anomalies) were aggregated from grid cells to climate regions or countries (supplementary equations 
SE1,2). Aggregation was performed unweighted, i.e. treating each grid cell as equal, or weighted by 
land-use patterns according to MIRCA2000. Performance measures (see below) were then calculated 
for aggregated time series.  
 
5.3.3 Model evaluation 
Performance 
Six performance indicators were calculated: coefficient of determination (R2), root mean square error 
(RMSE), Nash-Sutcliffe efficiency (NSE), one-out-of-sample R2 (henceforth: R2O1), out-of-
temperature R2 (R2OOT) and out-of-precipitation R2 (R2OOP). The first three are standard model evalua-
tion indices and measure the explained variance, the mean deviation and a combined measure of mod-
el bias and variability, respectively. They indicate the capacity of the model to explain yield anoma-
lies, which is important for interpreting coefficients. R2O1 was calculated by subsequently and sepa-
rately stripping each year from the estimation data, estimating the model with the reduced data and 
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eventually predicting yield anomalies for the stripped year with this reduced model. R2O1 thus indicates 
the model’s capacity to project yields from weather data that have not been used for model training. 
R2OOT and R2OOP were similarly calculated by omitting the six first-differences towards and from the 
three warmest (driest) years, defined by highest growing season mean temperature (lowest precipita-
tion over PET). Thus the model was trained on six yield anomalies less and was then used to predict 
these missing anomalies. The correlation between these predicted and observed anomalies in only the 
warmest (driest) years, calculated across aggregation regions, indicates the capacity to project yield 
anomalies under warmer (drier) climate. Performance measures were calculated on nationally aggre-
gated time series, but are also available for each grid cell. 
 
Statistical tests 
The adequacy of the linear model for capturing yield anomalies was examined with six statistical tests. 
The regression equation specification error test (RESET) evaluated whether quadratic variables would 
improve the model. The Lagrange multiplier test according to Breusch–Pagan (LM) was used to ex-
amine spatial independence of the data. The Breusch–Godfrey test was applied to assess autocorrela-
tion and the Breusch–Pagan test to probe heteroscedasticity (Croissant and Millo, 2008, Wooldridge, 
2013). Normal distribution of residuals was tested using the Shapiro–Wilk test. Whether multi-
collinearity of exogenous variables poses a problem was assessed with the condition index following 
Belsley et al. (1980). All analyses were performed with R (R Core Team, 2016). 
 
5.3.4 Model application 
Two practical applications of the model were performed. 
 
Yield forecasting 
The model was applied to forecast yield anomalies during the growing season up to two months before 
harvest. We clipped the last one or two months, respectively, from the MIRCA2000-defined growing 
season and calculated all weather variables based on this reduced season. Afterwards the model was 
trained on the reduced weather data set, relating yield anomalies to weather anomalies observed up to 
one or two months before harvest. The one-out-of-sample performance of this reduced model is then a 
measure for its forecasting capacity. 
 
Yield effects from temperature warming 
Effects of moderate warming were calculated as a model application case. Temperature in every sec-
ond growing season of the AgMERRA climate was raised by 0.9 or 1.4 °C, corresponding to the dif-
ference between the 0.6 °C of warming already present in 1986-2005 (Schleussner et al., 2016) and 
current climate change targets of 1.5 or 2 °C. Differences in warming over land and ocean (IPCC, 
2013) were neglected. Precipitation and radiation were not modified since we assume stochastic 





would be relevant for absolute yields, but were not considered due to rather minor changes (plus ~30 
or 60 ppm for 0.9 or 1.4 °C warming, respectively, compared to 1980-2010 average concentrations; 
IPCC (2013)). The CO2 increase of ~60 ppm during the historical period is not relevant for this appli-
cation when assuming a similar increase in the warmed period – first differences cancel the trend in 
both time series. Yield anomalies were predicted with coefficients estimated from unmodified climate 
and exogenous variables from the artificial climate data. Grid-cell yield time series were nationally 
aggregated without weighting. The first-difference approach allows interpreting yield changes between 
adjacent years as effects of temperature increases. Yield changes (unmodified to modified and modi-
fied to unmodified years, with inverted signs) were averaged and the logarithm removed. A tempera-
ture change of 0 °C was used for deriving normalization constants with which all other yield changes 
were multiplied. Uncertainty of predictions u was calculated by adding RMSE of the one-out-of-
sample model (RMSEO1) and variance of the temperature-modified yield time series (eq. 5): 
 




5.4.1 Results for the contiguous US 
The model had a substantial capacity for explaining and predicting yield anomalies. Yield anom-
aly time courses for USDA-based models are shown in Fig. 2. Results for each of the eight crop-yield 
data set combinations are displayed in Tab. 1. All grid cells where the specific crop is grown are in-
cluded. Either unweighted or weighted aggregation was used, decided on the higher R2O1 for each crop 
individually. Time series for US regions are provided in SI Fig. S11. A performance comparison of 
different model specifications is provided in SI Fig. S6. All statistical tests indicated that the OLS 
model estimation is adequate (SI section 4). 
 




Fig. 2: Observed and modeled time series of national US yield anomalies for maize (a), soybeans (b), spring 
wheat (c) and winter wheat (d). Black lines are anomalies of reported USDA yields, red lines are anomalies pre-
dicted by the model trained on the full data panel, gray lines are anomalies predicted from one-out-of-sample 
models, and blue dashed lines are FAO yield anomalies. Data points were 56,092, 38,373, 21,291 and 58,877 
for maize, soybeans, spring and winter wheat, respectively. Numbers in plots are performance measures and 
standard deviation (SD); colors of numbers correspond to the respective anomaly series. Modelled and FAO 
yield anomalies were significantly (p < 0.05) correlated for maize (Pearson’s r = 0.87), soybeans (0.69) and win-
ter wheat (0.68), but not for spring wheat (0.13), since FAO yields combine spring and winter wheat. 
 
The model achieved at least two thirds of explained variance (R2) and a robust (i.e. at least 25%) one-
out-of-sample performance (R2O1) for all four crops with USDA data. Extremely low yields, like those 
occurring during the US heat and drought wave in 1988 for maize and wheat, were captured by the 
model, though not in full magnitude. For the two wheat types, yield loss quantities over the whole time 
series were comparable between model and observations, and for winter wheat also between one-out-
of-sample model and observations. The set of three years of most negative yield anomalies (bottom 
decile) was equal for observed and modeled time series in 7 out of 12 cases. The observed top decile 
was captured in 8 out of 12 cases. For the one-out-of-sample predicted yields the correspondence for 
the bottom decile was less accurate with only 3 out of 12 cases. The direction of change and the sign 









Tab. 1: Model performance for eight crop-yield data set combinations in the US. Columns are crop, yield data 
set, application of land-use weighted aggregation, Nash-Sutcliffe efficiency (NSE), explained variance of the 
modeled (R2) and one-out-of-sample time series (R2O1), out-of-temperature and out-of-precipitation correlation 
(R2OOT and R
2





NSE R2 R2O1 R2OOT R2OOP Significant 
Cells 
Maize 
USDA No 0.74 0.81 0.55 0.31 0.11 51 % 
GGYD No 0.70 0.92 0.59 0.08 r<0 47 % 
Soybeans 
USDA No 0.69 0.69 0.45 0.38 0.02 60 % 
GGYD Yes 0.60 0.72 0.18 r<0 r<0 24 % 
Spring 
wheat 
USDA No 0.63 0.63 0.34 0.28 0.42 52 % 
GGYD No 0.61 0.73 0.32 r<0 0.34 48 % 
Winter 
wheat 
USDA Yes 0.64 0.65 0.35 0.33 0.28 50 % 
GGYD Yes 0.55 0.91 0.26 0.00 0.00 10 % 
 
The model performed differently for different crops, judged by R2O1. The regression method, vari-
able set or difference method influenced model performance (SI Fig. S6). Unweighted aggregation 
was better for maize, soybeans (except GGYD soybeans where R2O1 was low) and spring wheat, but 
disfavored for winter wheat. Model performance differed between the two yield data sets. Although R2 
values were similar or higher for GGYD yields, R2O1 values with GGYD data (Tab. 1, SI Fig. S6) were 
lower in three of four cases. Differences between R2 and R2O1 were thus higher for GGYD yields. 
STSM models showed, on average over all crops and specifications, slightly higher R2 and R2O1 values 
than PDM models (SI Fig.  S6). R2 and R2O1 were correlated for USDA yields (r = 0.97, p = 0, n = 
24), but not GGYD yields (r = 0.29, p = 0.17, n = 24). NSE and R2 showed larger differences for 
GGYD than USDA yields. Thus the model's explanatory power was not an indicator for the model's 
projective power with GGYD yields. The out-of-temperature and out-of-precipitation performance 
(where six anomalies were omitted for training) was lower than the one-out-of-sample performance. 
All out-of-temperature values with USDA yields are, nevertheless, above 0.25, thus higher than ex-
pectable by chance (corresponding to r = 0.5). One-out-of-sample performance in the three warmest 
years is hardly different from modeled values. Out-of-precipitation values are above 0.25 only for 
wheat. 
 
The explained variance varied spatially (Fig. 3). There was a substantial fraction of grid cells where 
the model was able to capture yield variability to a large (green shades) or an intermediate extent (yel-
low shades). However, there were also several regions where the model failed to capture variability 
(red shades). For all crops these were located in areas where yield variability was lower compared to 
other regions. In regions with substantial yield variation (coefficient of variation CV, defined as stand-
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ard deviation over mean, is larger than 15%) the model achieved a higher R2 more often (SI Fig. S10; 
SI Tab. S2). There was a moderate fraction of grid cells (11-27%) that exhibited low yield variability 
and was not well explained by the model. 
 
 
Fig. 3: Explained variance of yield anomalies due to weather anomalies (R2, color map on top) for maize (a), 
soybeans (b), spring wheat (c) and winter wheat (d) with USDA yields. White regions have no cropping area.  
 
 
Model coefficients indicated crop-specific patterns of weather influence. The influence of coeffi-
cients depended on the crop, but was independent from the estimation method (Fig. 4). All STSM co-
efficient means except two were significantly different from 0 (t-test at 95% confidence level). For all 
crops a high PET in the reproductive period was clearly negative. Precipitation was positive for sum-
mer crops during the vegetative period and for soybeans and winter wheat also during the reproductive 
period. For spring wheat and maize too much precipitation during the reproductive period was nega-
tive. Normalized solar radiation was negative for maize and soybeans (vegetative period), but strongly 
positive for spring and winter wheat. Any day above 32°C was damaging for all crops (not significant 
for winter wheat), whereby maize was most affected. Days below -15°C or 0°C, respectively, were 
damaging for all crops, but did not occur during the spring wheat growing season. There was a marked 
difference of coefficient values between the two yield data sets (USDA, GGYD). This was the case for 







Fig. 4: Coefficient comparison for STSM and PDM model estimation for maize (a), soybeans (b), spring wheat (c) 
and winter wheat (d) with USDA yields. Blue boxes show coefficients with STSM estimation (estimated for each 
grid cell), while green boxes show PDM coefficients (estimated for each climate region). The band inside each 
box is the median, while boxes represent 25% and 75% quantiles. Whiskers are defined as the maximum and 
minimum as long as both values are within the 1.5 interquartile range from the median. Otherwise the last 
points in this range are shown with whiskers and outliers are depicted as points. Red +/- symbols indicate a 
mean significantly larger/lower than 0 (t-test at 95% confidence level). 
 
 
Coefficients varied between climate regions ( 
Fig. 5). A high PET during the vegetative season was positive for maize yield in the northern climate 
zones, but negative in the south. Vegetative PET was positive everywhere for soybeans. For spring 
wheat a high PET was negative everywhere except the northwest. For winter wheat a high PET during 
the reproductive season was positive only in the northeast, but negative elsewhere. The effect of pre-
cipitation did not show pronounced regional diversity: it was positive in most regions for all crops, 
with few exceptions. Elevated SRT during the vegetative period had a positive effect on maize yields 
in mid and western states, but not elsewhere. Enhanced SRT was negative for soybeans in all regions. 
For spring wheat, by contrast, higher SRT was positive everywhere except the northwest. For winter 
wheat more SRT had positive effects during the reproductive period in almost the whole US, with a 
positive gradient to the southeast. Days above 32°C were harmful everywhere for maize, spring and 
winter wheat (-2 to -4% yield loss for each day). 
 





Fig. 5: Estimated coefficients for USDA yields. Rows are maize (a), soybeans (b), spring wheat (c) and winter 
wheat (d). Coefficients were estimated with STSM regression and aggregated from grid cells to climate regions. 
From left to right the coefficients are PET in vegetative (maize, soybeans, spring wheat) or reproductive (winter 
wheat) season, precipitation and SRT in the same seasons, respectively. Color map is shown at bottom. 
 
A mapping sensitivity test, where climate, land-use and growing seasons were interpolated from grid 
cells to counties rather than yields from counties to grid cells, showed similar or slightly higher R2 
(0.82, 0.74, 0.65 and 0.68 for maize, soybeans, spring and winter wheat, respectively) and R2O1 values 
(0.61, 0.55, 0.34 and 0.30). We kept the mapping of yields to grid cells, though, to maintain a common 
framework for both yield data sets. 
 
 
5.4.2 Results for global main producers 
The model explains more than two thirds of yield variance in main producer countries. The ro-
bust out-of-sample performance in the US supported an extension of the evaluation to other main pro-
ducers (SI Tab. S3; Fig. 1). Only GGYD yields could be used as generally available source here. Na-
tionally aggregated GGYD yield anomalies mostly corresponded well with FAO yield anomalies (SI 





played in Fig. 6. The explained variance among main producers, weighted by total production, was 
84%, 72%, 71% and 71% for maize, soybeans, spring and winter wheat, respectively. The weighted 
average one-out-of-sample performance was 42%, 22%, 33% and 15%. The cumulative production 
share (within the main producers) of nations which achieved an R2O1 of at least 25% is 64%, 18%, 
68% and 30% for maize, soybeans, spring and winter wheat, respectively. Analyses with PDM estima-
tion led to similar, though slightly lower performances (SI Fig. S14). Calculating aggregated model 
performance as average performance over all grid cells in a country, rather than by correlating previ-
ously aggregated yield time series, resulted in lower model performances: mean R2 [R2O1] STSM val-
ues over countries were 0.47 [0.18], 0.44 [0.15], 0.48 [0.19] and 0.36 [0.10] for maize, soybeans, 
spring and winter wheat. This aggregation effect, as discussed in Gornott and Wechsung (2016) for 
Germany, was thus confirmed globally. 
 
Yield time series for selected main producers can be found in the supplement (SI Fig. S13). Mean per-
formance was best for maize (highest R2 and R2O1). While R2 was similarly high for soybeans, the R2O1 
was rather low (22%). For winter and spring wheat the model achieved equal mean R2, while mean 
R2O1 was substantially higher for spring wheat. There was no obvious influence of harvested area, 
length of yield time series, share of rainfed agriculture, mean yield level or standard deviation on 
model performance. Countries where GGYD yields were constructed from subnational data (Table S1 
in Iizumi et al. (2013b)) tended to have a larger R2O1, but not significantly. There are some notable 
discrepancies between R2 and R2O1, especially for winter wheat: for example in India or Egypt an R2 of 
0.93 and 0.73, respectively, was accompanied by an R2O1 of 0.04 and 0.03. In both cases, this discrep-
ancy is due to extreme yield values captured by the model, but not the one-out-of-sample model (data 
not shown). If these extremes are removed, R2O1 increases to 0.16 and 0.22, respectively. Differences 
between R2 and R2O1 are generally due to an out-of-sample time series which is less variable and cap-
tures fewer extreme values than the modeled time series. 
 




Fig. 6: Performance of STSM models in main producing countries for maize (panel a), soybeans (b), spring 
wheat (c) and winter wheat (d). Countries are ordered by descending R2O1; three-letter codes are provided in SI 
Tab. S3. Green crosses mark R2 and red diamonds R2O1 values (left y axis). The mean R
2 and R2O1 over all main 
producers, weighted by production, are indicated with dashed green and red lines, respectively. A “w” above 
countries indicates that the displayed R2O1 value is achieved when including land-use weighting. Gray and blue 
bars denote total and rainfed harvested area in Mha, respectively (right y axis). The orange line denotes cumu-
lative production share among main producers (left y axis). 
 
Yield data quality influences the detection of weather influences. There was a marked difference in 
model performance when using either reported sub-national yield data or gridded yield data derived 
from remote sensing. R2O1 values for USDA data were 55%, 45%, 34% and 35% for maize, soybeans, 
spring and winter wheat, respectively, while for GGYD data these were 59%, 18%, 32% and 26%, 
thus lower except for maize (Tab. 1). This difference was also visible for Germany, Russia, Burkina 
Faso, Tanzania and Brazil (SI Tab. S4). 
 
The average explained variance over all main producing countries and crops was 41.8% with GGYD 
yields. This was slightly higher than the 32-39% which have been found by Ray et al. (2015) with re-
ported data. For maize the average R2 was 44% with our model, compared to 39% in Ray et al., and 
for soybeans it was 42%, compared to approx. 35%. For wheat (average over spring and winter) it was 
42% with our model, compared to 35%.  
 
Yield anomalies are forecasted with high accuracy within the growing season in several coun-
tries. The model was used for a simple forecasting of yields up to two months before harvest. The re-
sults for countries with reported yields are shown in Fig. 7, for all main producers using GGYD yields 
in SI Fig.  S15. In all but five (out of 14) cases the one-out-of-sample performance is equal or even 





and prediction. In seven cases this holds also when omitting the last two months. In ten cases yield 
anomalies can be predicted better than by chance (R2O1 > 0.25) two months before harvest, and in six 
cases this prediction accuracy is more than 50%. When using GGYD yield data, 25 of 63 cases can be 
predicted with at least 25% accuracy two months before harvest (representing 4-86% of global produc-




Fig. 7: Capacity of the model for yield forecasting within the growing season, using only reported yield data. 
The one-out-of-sample performance R2O1 is shown. Gray bars are the standard model with full growing season 
used for training and prediction. Green and black bars show performance when withholding one or two 
months, respectively, for training the model and predicting yield anomalies out of sample. Burkina Faso (BFA) is 
not a main producer and therefore plotted off set. 
 
Mean warming suggests negative yield effects. When increasing temperatures by 0.9 or 1.4 °C 
above the 1980-2010 average, yields are predicted to lose 3-18% (excluding Australian wheat and 
Brazilian soybeans) in comparison to reported yield data (Tab. 2). Results for Russia had high uncer-
tainties due to large RMSEO1 values and standard deviations. Projections based on GGYD yields were 
not performed due to low R2OOT scores (Tab. 1).  
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Tab. 2: Yield effects (as fraction of average historic yields) of artificial temperature increases, using only report-
ed yield data. Fractions were normalized with T+0 offset. Values in brackets are uncertainty measures u (+/-) of 















We have applied a semi-empirical regression model to estimate weather influences on yields of maize, 
soybeans, spring and winter wheat. The model achieves good performance in explaining and predict-
ing inter-annual yield variation in the US. For all main producer countries a high average explanatory 
power but varying out-of-sample prediction capacity is attained. The model shows medium to high 
accuracy for yield anomaly forecasts during the growing season up to two months before harvest. An 
application of the model with artificially increased temperatures suggests negative effects of moderate 
warming on crop yields. 
 
5.5.1 Modeling yield anomalies in the US 
The fraction of explained yield variation was at least two thirds and the one-out-of-sample yield pre-
diction accuracy achieved 34-55%. The model also achieved a quantitative reproduction of negative 
yield anomalies in most cases, which is of particular importance when studying non-linear economic 
responses. When validating the model in the warmest or driest years its out-of-sample capacity is bet-
ter than 25% in six of eight cases (Tab. 1, USDA). 
 
Explanation (R2) and projection (R2O1) capacity were strongly different (up to 0.65) in some cases, and 
more so for GGYD yields (SI Fig. S6), underlining that both model fit and out-of-sample performance 
should be considered when evaluating the quality of a model (Holzkämper et al., 2015, Landau et al., 
2000, Refsgaard et al., 2013). Differences between NSE and R2 values could be due to an over-
proportional influence of outlier values or scale effects on the NSE. 
 
The different out-of-sample performance of the model with USDA and GGYD yield data, in particular 
for soybeans and winter wheat, suggests several uncertainties of the gridded yield data. First, the com-
Crop Country T +0.9 °C T +1.4 °C 
Maize 
USA 0.96 (0.07) 0.95 (0.07) 
Russia 0.88 (0.87) 0.85 (0.86) 
Brazil 0.97 (0.19) 0.95 (0.20) 
Germany 0.96 (0.09) 0.94 (0.09) 
Burkina Faso 0.95 (1.00) 0.94 (1.00) 
Soybeans USA 0.97 (0.16) 0.96 (0.17) Brazil 1.00 (0.12) 1.00 (0.12) 
Spring wheat 
USA 0.95 (0.16) 0.92 (0.17) 
Australia 1.05 (0.71) 1.07 (0.74) 
Russia 0.89 (0.77) 0.84 (0.83) 
Winter wheat 
USA 0.97 (0.07) 0.95 (0.07) 
Russia 0.88 (0.72) 0.82 (0.78) 
Germany 0.95 (0.06) 0.92 (0.07) 





bination of reported yields with remote sensing data and growing season modeling might not be apt for 
winter crops as these are more easily mixed with other vegetation. Second, the time series of the 
GGYD data is shorter by six years, leaving less data for out-of-sample estimations. Yet a regression 
with USDA yields in the shorter GGYD time frame produced similar results as with the full range (da-
ta not shown), thus the shorter time series alone is unlikely to explain different performances. Third, 
the equal or higher average R2 with GGYD yield data (SI Fig. S6) could possibly result from an im-
plicit consideration of weather influences in the GGYD data set or the fitting of the model to more ex-
treme values which arose in the GGYD construction but are not necessarily caused by weather. A mis-
estimation of the true weather influence with our model would ensue. FAO yields, which are used in 
GGYD construction to calibrate remote sensing data, are often combined from reported and estimated 
data, adding a further layer of uncertainty. Fourth, yield variability from small plot sizes, in particular 
in developing countries, could be flattened at the coarse aggregate scale and thus blur weather influ-
ences. Fifth, GGYD yields showed lower CVs than USDA yields (except spring wheat, SI Tab. S2). 
This may explain the larger differences between R2 and R2O1 for GGYD yields, as low CVs together 
with shorter time series can lead to high correlations, but instable models i.e. a low R2O1. Similar dif-
ferences in model performance between observed and remote sensing-derived yields in other nations 
(SI Tab. S4) further support our conclusions.  
 
The geographical variation of model performance could have several causes. Different management 
techniques eliminate different shares of weather influence on crop yield. In particular irrigation, which 
is more prominent in the Western US (Schlenker and Roberts, 2009), marginalizes the effect of precip-
itation and also temperature (Lobell and Bonfils, 2008, Schauberger et al., 2017). This is underlined by 
a lower model performance in this region (Fig. 3). Thus, a low explanatory power might reflect a lim-
ited influence of weather on yields, as our model only detects weather impacts. Other reasons could 
include unconsidered, indirect weather influences (e.g. pests or diseases), errors in observations or ag-
gregation effects. This may also explain the substantial share of grid cells with high yield variability 
but low explanatory power (SI Tab. S2). Low yield variability is difficult for any model to capture. 
Combined analysis of yield variation and model explanatory power reveals that areas with low yield 
variability are more likely to have a lower R2 (SI Tab. S2, SI Fig. S10). Areas with a high USDA yield 
CV, by contrast, have equal shares of high and low explained variance. Uncertainties introduced by 
interpolating yield or weather statistics could destroy their associations (Hansen and Jones, 2000). A 
comparison of our results using GGYD data to the global study by Ray et al. (2015), using reported 
data, revealed a similar or larger share of grid cells with substantial yield variability but unsatisfactory 
explained variance (R2 < 0.45) in Ray et al. Our results suggest, again, that yield variability in many 
agricultural areas is influenced by more factors than only weather. These could include changing land-
use patterns (Olmstead and Rhode, 2011), economic influences like fertilizer usage or stressors like 
ozone or pests. 




The estimated coefficients and their geographical distributions agree with expectations. Maize reacted 
negatively to a high PET in the reproductive season and to very hot days (KDD) in particular in warm-
er regions – which agrees with previous findings (Lobell et al., 2013, Schlenker and Roberts, 2009). 
This is contrary to expectations that C4 crops would not experience much damage from mild heat 
(Sage and Kubien, 2007), but is likely due to water stress prior to direct heat damages (Schauberger et 
al., 2017). This effect also explains the higher model performance for maize and soybeans in the 
South, where water stress is more dominant. PET in the vegetative season and solar radiation affected 
maize positively only in cooler regions, confirming previous studies (Long et al., 2006, Rötter and 
Van de Geijn, 1999). Precipitation effects seem limited, though vegetative precipitation was usually 
positive. This conforms with a larger water demand of maize during the vegetative season (Hlavinka et 
al., 2009). The relatively low precipitation coefficient values, despite its prominent importance 
(Barnabas et al., 2008, Troy et al., 2015), are due to comparably high and strongly varying input val-
ues (Gornott and Wechsung, 2016, Lobell et al., 2013). 
 
Differences in C3 (soybeans, wheat) and C4 (maize) photosynthesis efficiencies (Long et al., 2006, 
Rötter and Van de Geijn, 1999) are reflected in a lower positive effect of SRT for maize. KDDs were 
less negative for winter wheat than for maize, since these hardly occur during the growing season – 
winter wheat is usually harvested before heat waves build up. A higher PET in the reproductive cycle 
was more detrimental than a higher PET in the vegetative cycle of either winter wheat or maize due to 
a more developed canopy. This also applies to precipitation effect differences between the reproduc-
tive winter wheat and the vegetative maize cycle. The model performance was low for all crops in the 
Northwest and only slightly higher in the East North Central region. These regions seem more stable 
against weather fluctuations. 
 
Six independent statistical tests indicated that our OLS estimation approach is applicable. Quadratic 
variables would not improve the model fit although this technique is often used to capture non-linear 
influences (Lobell et al., 2011, Ray et al., 2015). Autocorrelation occurring in many grid cells (SI Fig. 
S9) points to periodically occurring yield variability, which might lead to an underestimation of stand-
ard errors with OLS. But this autocorrelation is due to autocorrelation in the raw yield data (55%, 
32%, 31% and 37% of grid cells for maize, soybeans, spring and winter wheat, respectively, at 95% 
confidence level with a Ljung-Box test) and the first difference approach which produces correlated 
yield differences. Therefore we assume it as unproblematic for our analysis. The nationally aggregated 
time series was weakly autocorrelated for soybeans and winter wheat and not autocorrelated for maize 






When calculating yield variability on spatially aggregated level, a land-use weighting is usually ap-
plied to capture spatially divergent contributions to agricultural production. But model performance 
was better with unweighted yields except for winter wheat, whose growing area is less concentrated 
(SI Fig. S3). Land-use patterns can be considered as an indirect function of climate since crops more 
favored by a certain climate also tend to have more area share. Thus there is an implicit inclusion of 
land-use patterns in the estimated coefficients, which makes the weighting negligible when inspecting 
aggregated yield variability. The differences are not substantial in all cases, which further suggests that 
land-use weighting can be omitted. This is beneficial for model generalization since weighting is an-
other level of uncertainty (Cohn et al., 2016, Porwollik et al., 2016).  
 
The model only used monthly aggregated weather data as input. This is an advantage over models re-
quiring daily weather input since monthly aggregates are the preferred output from climate models 
(Taylor et al., 2012) and are also less sensitive to outliers. The yield-anomaly approach of our model 
additionally eliminates any time-dependent systematic bias. It is therefore particularly apt for usage 
with data from climate models, which often require a bias correction before impact assessments 
(Hempel et al., 2013). 
 
5.5.2 Application to main producers 
The generally good correlation between GGYD and FAO yield anomalies (SI Fig. S12) allows us to 
interpret aggregated production from GGYD yields and MIRCA2000 areas as representative for main 
producing countries. The average R2O1 was at least one third for maize and spring wheat. For soybeans 
and winter wheat average R2O1 was low, which is likely due to shortcomings of GGYD data with these 
crops (see above and below). This is supported by the increased performance of the model when using 
reported yield data (SI Tab. S4).  
 
More than half of the global maize and spring wheat production anomalies could be well explained by 
our model (R2O1 at least 25%). This enables the usage of our model in global economic assessments. 
We assume this share to rise with more reported yield data. 
 
Countries with a high predictive capacity of the model (R2O1 above or around 50%) all have water-
dominated yield variability, i.e. the majority of cultivated area being rainfed and a rather high alterna-
tion between deficient and sufficient precipitation. This suggests that the model particularly captures 
water-limiting signals, though this may be questioned by the low R2OOP with GGYD yields (Tab. 1). 
Wheat grown in Morocco and Turkey was classified as winter wheat due to its relatively long growing 
season (7-11 months) over the local winter, but is different from “classical” winter wheat grown in 
cooler nations where the crop experiences a vegetative pause over the winter. This could bias results 
towards lower R2 values. The performance of our semi-empirical model, when run with reported yield 
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data, was equal or superior to several previously applied statistical approaches (Iizumi et al., 2013a, 
Lobell and Field, 2007, Ray et al., 2015, Urban et al., 2012). 
 
We analyzed GGYD yields as an alternative to reported yields in areas where such data are currently 
not available. But the model-based nature of the data set could introduce a bias to our results. The ro-
bust performance of the semi-empirical model in the US, Germany, Russia, Burkina Faso, Tanzania 
and Brazil allows its usage for identifying cases where GGYD yields presumably suffer from a con-
struction bias. We speculate that an existing weather influence on crops could be blurred by GGYD 
construction steps and is therefore less detectable with our (or any weather-driven) model. R2 and R2O1 
values are then further apart, for example due to GGYD-processing induced yield extremes that are 
uncoupled from weather influences. The less convincing results for soybeans and winter wheat match 
with the evaluation by Iizumi et al. (2013b) suggesting that GGYD data likely requires improvement 
for both crops. A remaining concern is whether estimating a statistical model from a data set (GGYD) 
and then using the same model to evaluate these data may confound conclusions. But two additional 
analyses confirm our assumption that estimation problems occur more likely when GGYD yields are 
involved. First, the out-of-sample performance of models trained on reported yields is clearly superior 
to models trained on GGYD yields (SI Tab. S4). Second, a cross-comparison of model-predicted 
yields with reported FAO data, but where the model has been estimated with GGYD data (SI Fig. 
S14), shows that there are discrepancies for all crops. Differences between predicted yields and FAO 
are usually smaller when using reported yields for training the model (dashed blue lines in Fig. 2). 
Nevertheless we esteem the unique ability of GGYD yields to cover all regions of the globe where 
subnational yield data are otherwise difficult to obtain. Usage of latest satellite data with more sophis-
ticated land-use separation methods may reduce counter-factual error sources and thus increase the 
reliability of satellite-derived yield statistics (Iizumi and Ramankutty, 2016). 
 
5.5.3 Yield forecasting and warming experiment 
The model concept allows for a simple extension towards forecasting of yields few months before 
harvest. This study presents a first example application in this direction. The forecasting is robust 
(R2O1 > 50%) up to two months before harvest in several major producing countries, but requires im-
provement in others, in particular for soybeans and winter wheat. The performance is thus comparable 
to previous approaches (Bolton and Friedl, 2013, Johnson, 2014, Sakamoto et al., 2014), but has been 
done here without any particular adaptation to country-specific conditions or model formulation. In 
several cases the reduced growing season leads to higher R2O1 values than the full season. This could 
stem from three reasons. First, crop climatic requirements can be different in grain filling and maturity 
phase (Barnabas et al., 2008), which are not distinguished in our reproductive season and could lead to 
meaningless coefficients in the default model. Second, the growing season dates in MIRCA2000 could 
be wrong, leading to an improvement when omitting a too long part. Third, the vegetative and repro-





Again, the importance of high-quality input yield data for model training is highlighted: only then reli-
able within-season forecasts are possible, as evidenced by the lower performance with GGYD yields.  
 
The forecasting scheme could be modified in two directions. Both require near-term monthly weather 
forecasts published, for example, by the NOAA (NOAA Climate Forecast, 2017). First, the full grow-
ing season can be used for training. In the season where yields should be predicted before harvest the 
missing part of the weather information is supplied by a near-term forecast. Second, both approaches 
can be combined: a reduced growing season, e.g. withholding the last two months of the season, is 
used for training. Yield predictions are then calculated for three or more months before harvest by 
supplying the missing weather information up to two months before harvest with near-term weather 
forecasts. 
 
Predicting yields with counter-factual temperature increases is another model application case. The 
approach neglects CO2 trends, variation of cofactors like precipitation and comes with high uncertain-
ties (out-of-temperature performances in Tab. 1 and the u measure according to equation 5 provide a 
first, maybe too high estimate), which might mask effects. This could change if real climate scenarios 
were used including drifts in temperature extremes and precipitation. But impacts seem plausible in 
direction and magnitude compared to previous studies (Challinor et al., 2014, Giannakopoulos et al., 
2009, Schleussner et al., 2016). The low R2OOT performance for GGYD yields underlines the im-
portance of high-quality yield data when projecting future yields. The average decline in wheat yields, 
when averaged over spring and winter wheat at 0.9°C warming (Tab. 2), is 6% – in agreement with the 
results by Liu et al. (2016). Thus the semi-empirical model described here can be considered a fourth 
method next to the three methods considered therein. 
 
The model scheme presented in this study is an open concept that can be extended to incorporate fur-
ther weather or economic factors. The prediction of yields within the growing season is highly sought 
after for timely adaptation measures in management, storage or marketing. Our model will be further 
developed in this direction. The differential performance between observed and remote-sensing based 
yield data calls for better and publicly available yield data from statistical offices in all countries. 
These can aid in planning adaptation or evaluating, for example, agricultural micro-insurance schemes.  
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Weather-related yield losses endanger food security and inhibit the establishment of a resilient farming 
system for more than 30 million people working in the agricultural sector of Tanzania. If these losses 
were quantified, this information could be used for determining crop insurance claims to indemnify 
smallholder farmers in overall Sub-Saharan Africa and stabilize their incomes. These insurance solu-
tions are addressed by the IPCC AR5, G7 leaders and COP21 as important tool to enhance Sub-
Saharan Africa’s resilience to climate change. Here, we develop a combined application of a process-
based and statistical crop model and demonstrate that this approach significantly improves the yield 
assessment accuracy by 74% at district level. Furthermore, it allows to separate weather-related yield 
losses (covered by the insurance) from the management-related losses. Using our approach, we calcu-
late that only 27% of the actual maize yield losses in Tanzania are directly attributable to weather. 
Considering this and the model uncertainty, the insurance premiums could decrease by one third –
 71 million US$ p.a. (23 US$ ha–1) – for maize production in Tanzania. Among other implementation 
components, our loss-determination approach can contribute to successfully implement index insur-




In Sub-Saharan Africa (SSA), crop yields commonly have high variability on a very low average yield 
level. This hinders smallholder farmers investing in agronomic management to stabilize and increase 
their crop yields and keeps them in the loop of poverty and food insecurity. Often, these smallholder 
farmers organize their risk management by self and community-based insurance strategies and thus, 
they do not have the financial capacity to adjust their agronomic management when extreme weather 
conditions strike (Carter, 2012; McIntosh et al., 2013). An improved agronomic management could 
contribute to stabilize smallholder farmers’ incomes and make their agricultural production less vul-
nerable to weather extremes. Besides these farm-individual perils, widespread weather perils (termed 
systemic risk) strongly harm the agricultural sector as it was the case during the El Niño drought of 
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2014–15 and 2015–16 in eastern and southern Africa. Without proper risk transfer instruments, sys-
temic risks make smallholder farmers highly vulnerable to crop yield losses (Müller et al., 2011). In-
dex-insurance schemes have high potential as an adaptation strategy towards climate change and sys-
temic weather perils (IPCC, 2014; Surminski et al., 2016), because they can stabilize smallholder 
farmers’ incomes, prevent indebtedness, and indemnify their livelihoods. However, widespread im-
plementation of such insurance schemes is hindered by uncertain and unreliable assessments of crop 
yield losses, notably for cropping conditions in SSA. 
 
A successful yield insurance scheme should cope with systemic risks and should have low costs for 
both loss-determination and distribution of claim payoffs (termed transaction costs). Weather-index 
insurance schemes are designed to cover actual yield losses independently from the loss origin and 
thus, may oversimplify the weather yield relationship (Herbold, 2014). While weather-index insuranc-
es (see supplemental information (SI) S.3.2 for further information) have low transaction costs, but 
high basis risk due to imprecise coverage of actual losses (Leblois and Quirion, 2013), indemnity-
based insurances for individual farms have accurate yield loss-determination, but often high transac-
tion costs. Here, we combine the advantages of both insurances. Our modeling approach for an area-
based yield insurance scheme (MAYIS) facilitates the identification of only weather-related yield 
losses, while non-weather-related yield losses are omitted. The non-weather-related perils are the yield 
impacts of socio-economic behavior or agronomic decisions, which could have been influenced by the 
insured farmer. If the insurer also bears the non-weather-related yield losses, this would cause a riskier 
behavior by farmers (moral hazard) and increase signed insurance policies by more vulnerable farmers 
(adverse selection). This might increase claims and hence, premiums and reduce the acceptance of the 
insurance (Conradt et al., 2015; Meze-Hausken et al., 2009; Shen and Odening, 2013). 
 
In Tanzania, maize (Zea mays L.) is the most widely cultivated crop. Cropping conditions are charac-
terized by high spatial and temporal heterogeneity (Ramirez-Villegas and Challinor, 2012; Rowhani et 
al., 2011). The average annual precipitation ranges in the south–west lowlands from 700 to 2,000 mm 
and in the northern semi-arid highlands from 400 to 700 mm. The monthly average temperature is be-
tween 18 and 28 °C throughout the year. Despite this favorable climate, the mean Tanzanian maize 
yield is rather low at 1.3 t ha–1. Typically for SSA, yields are more often influenced by agronomic 
management than by weather impacts (Affholder et al., 2013; Lesk et al., 2016). In comparison, the 
impact of agronomic management on yield variability is smaller in regions with a high-input agro-
nomic management (Ray et al., 2015). In SSA, a low and unbalanced fertilizer supply characterizes the 
agronomic management and represents the major yield limitations (Schlenker and Lobell, 2010; van 
der Velde et al., 2014). Besides weather and fertilization, several other factors influence maize yields 
(Moore et al., 2012). Among these factors are, notably, limited access to arable land (Iizumi and 
Ramankutty, 2015), labor, credits, markets, and technology (Herbold, 2014; Schlenker and Lobell, 




2010), pests, weeds, and diseases (Rosenzweig et al., 2001), or fertilizer subsidies (Benson et al., 
2012; Jayne et al., 2013; Sánchez, 2010).  
 
Crop models can contribute to gaining insights about the impacts of weather, soil, agronomy, and so-
cio-economy on crop yields. These insights of the crop models make it possible to separate the weath-
er-related yield losses from the total yield losses. In most global and regional crop yield assessments, 
process-based (Asseng et al., 2013; Bassu et al., 2014; Folberth et al., 2012) and statistical models 
(Blanc, 2012; Ray et al., 2015; Rowhani et al., 2011; Schauberger et al., 2017) are used alternatively. 
Estes et al. (2013) show the advantages and weaknesses of these two model types for South-African 
crop yield assessments. Lobell et al. (2005) and Lobell and Burke (2010) separately use a statistical 
model to corroborate process-based yield assessments. Liu at al. (2016) and Lobell and Asseng (2017) 
show in an inter-comparison the similarities of both model types. However, to our knowledge no com-
bined application of both model types has so far been published. Here, we use a process-based model 
to identify purely weather-attributable yield variability, while our statistical model captures the re-
maining non-weather-related yield variability. The ability of statistical models to account for non-
weather-related impacts allows us to identify those yield impacts beyond the weather-attributable yield 
impacts. We combine the advantages of both model types to enhance the robustness of yield assess-
ments and to integrate scarce observed yield data efficiently. This makes our approach suitable for 
other regions of SSA with also limited observed yield information. 
 
6.3 Results and discussion 
The combination of a process-based and statistical model increases the assessment accuracy of 
yield variability. The combined application of both model types significantly (p < 0.01, Fisher z-
transformation, 796 observations) increases the reproduction of annual yield variability (Fig. 1). While 
the solely process-based assessment attains r = 0.05 NS (R² = 0.00), the goodness of fit increases to 
r = 0.86*** (R² = 0.74) for the combined assessment (Pearson correlation; NS p > 0.1, * p ≤ 0.1, 
** p ≤ 0.05, *** p ≤ 0.01) [all correlation coefficients and the corresponding R² are in SI Tab. S.1, S.2, 
and Fig. S.7]. Moreover, the out-of-sample validation achieves a correlation of r = 0.38*** (R² = 0.15) 
and the corresponding statistical tests show that the model provides robust and valid results (see SI 
S.2.3.2 for details). However, the solely application of a statistical model to identify the weather-
attributable yield variability significantly (p < 0.01, Fisher z-transformation) reduces the goodness of 
fit to r = 0.77 (R² = 0.59) for the estimation and to r = 0.10 (R² = 0.01) for the validation (see SI 
S.2.3.3 and Fig. S.8 for further details). This demonstrates that the information of the process-based 
and the statistical model are complementary. Since weather has often nonlinear and more complex 
impacts on crop yields, linear and log-linear statistical models are only limitedly able to capture the 
weather-attributable yield variability and therefore, often underestimate the weather impacts. 
 




Fig. 1. Increase in goodness of fit due to the combined application of a process based (PM) and a statistical 
model (SM). The blue points show the accuracy of a solely application of the PM. The red points show the accu-
racy of a consecutive application of PM and SM (PM-SM). 
 
Our process-based model satisfactorily captures the average national maize yield (modeled: 1.29 t ha–1 
and observed: 1.27 t ha–1) between 2003 and 2010. The process-based modeled yields show regional 
yield patterns of low and high yields similar to the observed district yields (Fig. 2). Aggregated to 
agro-ecological zones (see SI S.1.2 Fig. S.2), the modeled yields correlate spatially with the observed 
yields at r = 0.57 NS (R² = 0.32). The semi-arid regions in the center and the north–eastern regions as 
well as the sub-humid regions in the south are clearly distinguishable in the modeled and observed 
yield maps. However, the annual yield variability is insufficiently reproduced by the process-based 
model for entire Tanzania, a result also found for other regions and process-based crop models (Müller 
et al., 2016). Nevertheless, the water scarce regions are reproduced with higher accuracy than the re-
gions with sufficient water supply (SI Fig. S.5 and S.6). Since process-based models consider only a 
limited number of processes in their model set-up, they may neglect possibly relevant ones (Rötter et 
al., 2011). In particular, socio-economic impacts on agronomic management practices, which are im-
portant in SSA (Iizumi and Ramankutty, 2015; Ward et al., 2014), are usually not considered by pro-
cess-based models. Our consecutively applied statistical model resolves the residual yield variability 
by using the non-weather variables maize acreage, paid subsidies on crop production, and urea appli-
cation (see SI S.1.4 for further information). As a result, our combined modeling approach is able to 
reproduce the actual yield variability; this justifies the separation of weather and non-weather-related 
yield losses for the utilization in MAYIS.  
 





Fig. 2. Observed (left) and process-based modeled (right) average maize yields for Tanzanian districts in the 
period 2003-2010. No data is marked in dark gray. 
 
Generally, our combined approach explains 74% of the total observed yield variability (R² = 0.74). 
Considering process-based models alone might cause them to be rejected as of limited use, if they fail 
to satisfactorily explain total yield variability. However, as shown, statistical models can be used to 
explain the remaining yield variability due to agronomic management and socio-economic factors. 
This demonstrates the general relevance and usability of process-based models. However, the aggrega-
tion of farm yields to the district level by the Tanzanian statistical office might have a filtering effect 
(Woodard and Garcia, 2008). If a more comprehensive yield dataset were available, it would allow to 
resolve this effect and to dissect the basis risk of index-insurances within districts. Nevertheless, our 
combined approach contributes a pragmatic solution to cover both agronomic management and socio-
economic yield impacts in addition to weather impacts. This information is crucial for the acceptance 
of the area-based yield insurance scheme and justifies the usability of the weather-attributable yield 
variability for insurance purposes. Moreover, the process-based model in our combined approach al-
lows assessments of yield losses for changed agronomic management practices and altered weather 
conditions, which are in agreement with plant-physiological processes.  
 
Indirect weather-triggered effects are negligible for Tanzania. Besides both impact factor groups, 
we also investigate whether indirect weather-triggered effects (like pests and diseases) explain the re-
maining yield variability. Similar to the combination of the two model types, we estimate a consecu-
tive weather-driven statistical model with the residuals of the non-weather-driven statistical model as 
the endogenous variable (see SI Fig. S.4). The weather-driven statistical model explains the residual 
yield variability by precipitation, vapor pressure deficit, and solar radiation of the district-specific 
growing season. This consecutive weather-driven statistical model explains yield variability with 
r = 0.92*** (R² = 0.84). However, the validation decreases from r = 0.38*** (R² = 0.15) [only process-
based and non-weather-driven statistical model] to r = 0.33*** (R² = 0.11) [process-based, non-weather, 
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and indirect weather-triggered statistical model]. In a further step, we remove the non-weather-driven 
statistical model. Considering only the indirect weather-triggered effects significantly (p < 0.01, Fisher 
z-transformation) reduces goodness of fit to r = 0.78*** (R² = 0.60) for the estimation and to r = 0.04NS 
(R² = 0.00) for the validation, respectively. Hence, we conclude that the indirect weather-triggered 
effects do not contribute model robustness. In the following we only consider the non-weather-related 
impacts to explain the residual yield variability. The results indicate that indirect weather-triggered 
impacts only have a minor influence on crop yields at the district scale. However, since process-based 
crop models are calibrated to field trials with a prevalent pest, disease and weed pressure, it is possible 
that these impacts are already implicitly included in our model. This could be the reason for the indi-
rect weather-triggered impacts appearing insignificant. If there were a significant and robust influence 
of these indirect weather-triggered effects, it would be allocated to the weather-related part (because of 
the correlation with the weather) and thus, be indemnified. 
 
Weather-related yield losses constitute only one-third of total maize yield losses in Tanzania. 
Crop insurance help stabilize smallholder farmers’ incomes if yield losses – here defined as yield 
anomaly below the mean yield level according to Eq. 2 and Finger (Finger, 2013) – occur which are 
attributable to weather impacts. Our separation of maize yield loss factors shows dissimilar shares of 
weather-related (27%) and non-weather-related (73%) yield losses for Tanzania on average. Across 
districts, weather-related yield variability varies between 4% (in sub-humid south–east Tanzania) and 
57% (in the semi-arid central and north–west, see Fig. 3). In total, the average and maximum weather-
related yield losses are 0.11 and 0.41 t ha–1 and the non-weather-related yield losses are 0.34 and 
1.70 t ha–1, respectively. In line with the results of Lesk et al. (Lesk et al., 2016), this indicates that 
agronomic management and socio-economic factors have a substantially higher impact on maize 
yields in Tanzania (see also pre-analysis of significant non-weather-related yield effects in SI 2.3.1). 
 
Our weather-attributable yield losses are directly usable to calculate claims for an area-based insurance 
scheme applied on Tanzanian district scale. The insurance claims are the product of the annual and 
district-specific weather-related yields losses (i), its corresponding maize acreage (ii), and the Tanza-
nian annual maize prices (iii). For the Tanzanian maize production, we calculate that the insurance of 
weather-related yield losses requires 71 million US$ p.a. (23 US$ ha–1). In comparison, the insurance 
of the total yield losses would require 212 million US$ p.a. (85 US$ ha–1). This means that 66% 
(141 million US$ p.a.) of the loss costs for the insurance claims can be saved by indemnifying only 
weather-related yield losses calculated by our insurance approach (Fig. 3 bottom). Moreover, the trig-
ger for paying claims would be rather below the arithmetic average (as in Fig. 3), because yield anom-
alies slightly below the arithmetic average are no actual losses and would be interpreted by farmers as 
“average yield”. By choosing the 25%-percentile, the claim costs decrease to 29 million US$ p.a. 
(10 US$ ha–1) and to 12 million US$ p.a. (4 US$ ha–1) for the 10%-percentile, respectively. This re-




duces the premiums and by this, increases the affordability for smallholder farmers. The premium 
costs are determined by claim costs and transaction costs. The latter are not considered here, but typi-
cally range between 10 and 20% of the claim costs, i.e. the premium costs that the farmers would have 
to pay are dominated by the claim costs (Meze-Hausken et al., 2009; Shen and Odening, 2013). Since 
smallholder farmers often do not have the financial capacity to bear the insurance premiums, subsidi-
zation will be necessary. These subsidies can be disbursed from the government, like in the crop insur-
ance system of the USA (Coble and Barnett, 2013), or from the Green Climate Fund, which supports 
climate adaptation projects, notably in SSA (Hochrainer-Stigler et al., 2014). 




Fig. 3. Weather-related yield losses in t ha–1 p.a. (top), the share of weather-related yield losses in comparison 
to the total yield losses in % (middle), and saved costs for insurance claims in ’000 US$ p.a. (bottom).  
 
Our insurance index considers the uncertainty of the modeling approach. Since both crop model 
types still have limitations, we consider the model uncertainty for the insurance scheme. On the basis 




of weather-related yield variability, we calculate an insurance index, which is adjusted to the district-
specific accuracy of the model approach (see methods for further information). Depending on the dis-
trict scale model accuracy (R²), we use weighted shares of modeled weather-related and observed 
yields for our insurance index (Eq. 3). Where the model is able to fully explain actual yield variability 
(by weather and non-weather-related impacts), the insurance index only uses the modeled weather-
related yield variability of the process-based model (see Arusha, Kilimanjaro in Fig. 4). The share of 
observed yield variability increases in the index (for instance in Dodoma or Dar es Salaam) by de-
creasing the goodness of fit of our combined modeling approach. Due to the consideration of the mod-
el uncertainty, the claims increase to 141 million US$ p.a. (49 US$ ha–1). Initially, this suggests it is 
less attractive for smallholder farmers to participate in the MAYIS solution. However, good and trans-
parent coverage of the actual yield behavior will enhance the acceptance of the insurance scheme and 
thus improve the chance for a successful implementation of the insurance scheme (see SI S.3.3). In 
comparison to weather index insurances, the MAYIS has still lower premiums, because the non-
weather-related perils are not indemnified.  
 
 
Fig. 4. Observed and modeled yields at regional scale for different agro-ecological zones and for entire Tanza-
nia. The weather-related part is represented by the PM and the combination of weather and non-weather-
related by the PM-SM modeling approach. The insurance index is calculated as R²-weighted product of the ob-
served and modeled yield variability. The R² is the goodness of fit for the modeled and the observed yields. 
 
Our insurance index needs to be integrated in an implementation scheme. Although our study 
focuses on the accurate claim determination, we emphasize the relevance of a broader implementation 
scheme (see SI S.3 for further details). This should include, for instance, a legal framework, a concept 
to increase farmers’ awareness of and trust in insurance schemes, and a mechanism to disburse claims 
to individual farmers. However, yield insurances are no panaceas. The chances for a successful im-
plementation increase when such solutions are imbedded in (micro) credit agreements with local banks 
and coupled with education and agronomic management programs (Carter et al., 2016; Patt et al., 
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2010). Currently, Tanzanian farmers have no widespread access to crop insurance solutions as in many 
countries in SSA (Hochrainer-Stigler et al., 2014; Qureshi and Reinhard, 2014), but there are some 
promising activities. Among them are Agriculture and Climate Risk Enterprise (ACRE Africa) and 
African Risk Capacity (ARC). ACRE Africa has over 800,000 insured farmers in Kenya, Rwanda and 
Tanzania. ARC is designed to cover the country risk, but does not provide direct insurances for farm-
ers. It aims to support the 30 member states (e.g., Ethiopia, Kenya, Malawi, and Zimbabwe in eastern 
Africa) to improve their capacities to cope with extreme weather events. These two examples already 
have an implementation scheme and an existing network of stakeholders with access to smallholder 
farmers. In regard of the loss determination, our approach could become a central component of an 
already existing implementation scheme, because it provides high accuracy to assess crop yield losses. 
This can contribute to build trust of the smallholder farmers in insurance solutions (Patt et al., 2009) 
and incentivize lenders offering credits for these farmers. An effective and accepted insurance solution 
can stabilize smallholder farmers’ incomes and facilitate coping with changing weather patterns. The 
insurance claims will help to prevent farmers from losing or having to sell their livelihoods in years of 
extreme yield losses. In particular, they enable farmers to purchase food (after a yield loss) and agro-
nomic inputs (in the following growing season). The insured incomes will give the farmers higher cre-
ditworthiness and thus, access to micro-credits for investments in production techniques, whose pur-
chase is too risky without the insurance (Carter et al., 2016; Cole et al., 2013). As a result, this will 
enhance food security, indemnify livelihoods, and can have positive impacts on the health situation, 




The combination of the statistical and process-based crop modeling increases the accuracy of assessing 
actual yield variability. In our approach, we capture the plant-physiological yield development within 
the process-based model and large amounts of the remaining, unexplained yield variability by using a 
statistical model. The improvement in accuracy and robustness makes our approach suitable for crop 
production risk assessments on a district scale. Among other constraints for a successful and sustaina-
ble implementation, inadequate yield and yield impact information inhibit widespread implementation 
of index-based crop insurance schemes. We show that the suggested approach can contribute towards 
establishing a successful insurance scheme in Tanzania and other regions in SSA. This can reduce the 
vulnerability to severe yield losses for smallholder farmers and enhance farmers’ ability to cope with 
climate change and altering weather patterns. Furthermore, the suggested area-based yield insurance 
scheme can contribute to long-term food security by incentivizing higher investments into agricultural 
production techniques. 
 




6.5 Materials and methods 
We apply a combined process-based (PM) and statistical (SM) modeling approach (PM-SM) to cap-
ture weather-attributable and non-weather-related yield variability. The PM captures influences on 
yield variability directly attributable to weather. The residual, non-weather-related yield variability of 
the process-based model is then modeled by a SM (see also SI Fig. S.3). 
 
Process-based modeling of the weather-attributable yield variability 
As PM we use the Soil and Water Integrated Model (SWIM). SWIM is an eco-hydrological model to 
capture river discharge, land use, and agricultural crop yield development (Krysanova et al., 2015, 
2000). The crop module of SWIM is a modified approach of the Erosion Productivity Impact Calcula-
tor (EPIC) model (see also SI S.1.3 for further description). SWIM computes crop yields as a product 
of total above-ground biomass and the harvest index. Any divergence from the optimal growing condi-
tions reduces biomass growth by stress factors within a minimum function. Considered stress factors 
are heat stress and water, nitrogen, and phosphorus scarcity. SWIM considers several agronomic man-
agement measures like fertilization, planting and harvest dates, and crop variety selection by maturity 
groups.  
 
Statistical modeling of the non-weather-related yield variability 
For our statistical model, we use a similar statistical approach to the approach used by Gornott and 
Wechsung (2016). The SM captures spatial and temporal heterogeneity in the residual yield variability 
of the PM. The SM estimates district-specific yield influences within a logarithmic function (Eq. 1). 
We use the statistical model with the residuals (𝜀𝜀𝑖𝑖𝑖𝑖) between the observed (𝑦𝑦𝑖𝑖𝑖𝑖) and the process-based 
modeled yields (𝑦𝑦𝑖𝑖𝑖𝑖𝑃𝑃𝑀𝑀) as the endogenous variable and a vector of 𝐽𝐽 exogenous variables (𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖). The 
exogenous variables are maize acreage (in ha), paid subsidies on crop production (in US$), and urea 
application (in tons for entire Tanzania). Time-constant effects like land tenure security or market ac-
cess (see SI S.1.4.3) are captured by the district-individual intercept (𝛽𝛽0𝑖𝑖). 
𝜀𝜀𝑖𝑖𝑖𝑖 = log𝛽𝛽0𝑖𝑖 +�𝛽𝛽𝑗𝑗𝑖𝑖 log  𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖𝐽𝐽
𝑗𝑗=1




with 𝛽𝛽 as parameters and 𝐵𝐵𝑖𝑖𝑖𝑖 as error term for 𝑇𝑇 years (𝑡𝑡 = 1, … ,𝑇𝑇) and 𝑁𝑁 spatial units (𝑖𝑖 = 1, … ,𝑁𝑁). 
 
 
Maize yield losses and insurance index 
The mean weather and non-weather attributable yield loss (average yield anomaly below mean yield 
level) is calculated as semi-standard deviation (𝑆𝑆𝑆𝑆𝑉𝑉𝑖𝑖𝑆𝑆𝐿𝐿𝑏𝑏𝑁𝑁𝑏𝑏, Eq. 2) for each district: 




𝑆𝑆𝐿𝐿𝑏𝑏𝑁𝑁𝑏𝑏 = �(𝑇𝑇 − 1)−1  �  𝑇𝑇
𝑖𝑖=1




with 𝑦𝑦� as arithmetic average yield across the T years.  
 
The average indemnity claims are the product of 𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆𝐿𝐿𝑏𝑏𝑁𝑁𝑏𝑏 , maize acreage and maize price. In our 
case, the critical value for indemnity payments is the average yield. But other critical values, like the 
25%-percentile and 10%-percentile, are also applied. 
 
The maize yield insurance index (𝐼𝐼𝐼𝐼) is calculated by Eq. 3. As maize yield insurance index (𝐼𝐼𝐼𝐼), we 
use a weighted product of process-based modeled weather-related and observed yield variability. De-
pending on the accuracy of the combined model approach to explain the total yield variability, we 
weigh the share of modeled weather-related and total observed yield variability by the model R². 
Where the model is able to fully (R² = 1) explain total yield variability (by weather and non-weather-
related impacts), only the weather-related modeled yield variability is used as the index. With decreas-
ing R², the share of observed yield variability increases in the index (Eq. 3). The insurance index is 
normalized with the average yield and the factor 100.  
𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖 = 100 ��𝑦𝑦𝑖𝑖𝑖𝑖𝑃𝑃𝑀𝑀𝑦𝑦�𝑖𝑖𝑃𝑃𝑀𝑀�R𝑖𝑖2 + �𝑦𝑦𝑖𝑖𝑖𝑖𝑦𝑦�𝑖𝑖 � �1− R𝑖𝑖2�� (3) 
To come to a claim payout, three steps are necessary: (1) Modeling of weather-attributable yield with 
(solely) weather data (2) calculation of the indemnity on bases of the historical weather-related yield 
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7 General discussion 
In the first article of this dissertation, we develop a statistical crop model and test a large set of poten-
tial agronomic management, policy and phenological divided weather variables for the German wheat 
production. The aim of this model is to decompose weather and non-weather yield influences on an 
aggregated level (i.e. federal states). In the second article, we develop a comparable statistical crop 
model approach applied on lower spatial scale (i.e. counties) on winter wheat and silage maize yields 
in Germany. The aim of this analysis is to test two further statistical regression methods to explain 
yield variability on a regional and aggregated level. This model is applied in the third article to inves-
tigate the performance for climate projections on regional and aggregated scale by analyzing the out-
of-sample cross validation accuracy. Moreover, the impacts of weather influences within the vegeta-
tive and reproductive period as well as the non-weather influences on winter wheat and silage maize 
yields are shown. In the fourth article, we demonstrate that this approach is up-scalable to a global ap-
proach and to grain maize, spring wheat, and soybeans. This work closes with a model performance 
analysis on crop yield forecasts one or two moth prior to the scheduled harvest time. In the last article, 
we develop a combined statistical and process-based crop model approach to assess crop yield losses 
and decompose maize yield variability for index-insurance solutions in Tanzania. Finally, we discuss a 
framework for a potential insurance implementation scheme. 
 
7.1 Decomposing weather- and management-related impacts on crop yields 
One main finding of this dissertation is that the very low, but highly volatile maize yields in Tanzania 
are more sensitive to agronomic management than to weather variability. This is – at a first glance – 
somewhat surprising, but can be explained by the mostly favorable weather conditions in most regions 
of Tanzania. This is a very crucial outcome when looking at food security, because it demonstrates 
that there is a high potential to increase and stabilize crop yields through improved management. This 
gives farmers the opportunity to control large shares of their yield variability. 
 
According to Liebig’s law of the minimum, the crop yield is limited by the scarcest growing factor. In 
Tanzania, maize yields are very low (national average 1.3 t ha–1), but have high inter-annual variability 
(standard deviation: ±0.9 t ha–1), while the German (grain) maize yields attained 7.9 t ha–1 in the same 
period (2003–2010). The low yield level in combination with the high variability indicates that the 
Tanzanian yields are highly sensitive to either weather or agronomic management. Yield limitations 
caused by poor soil quality are also common in SSA, but would not explain the high inter-annual vari-
ability. Because of the mostly favorable weather conditions in Tanzania (Thornton et al., 2010; van 
Ittersum et al., 2013), management factors should be hypothetically the main driver of yield variability 
in this region. Hence, the yield influence of weather should be smaller than agronomic management-
related influence. In line with this hypothesis, the management-driven statistical model is able to ro-
bustly resolve 73% of the temporal and spatial yield variability by using agronomic management and 
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socio-economic variables only. Moreover, we find in our analyses, that neither the process-based 
model (with constant agronomic management) nor the purely weather-driven statistical model can re-
produce the high maize yield variability in Tanzania. Thus, we conclude that most of the maize yield 
variability (73%) is attributable to agronomic management and socio-economy and only 27% is at-
tributable to weather impacts. The weather influence is even less than in the results of Rowhani et al. 
(2011), who also use a statistical crop model, which explains 34 to 41% (re-calculated form the adjust-
ed R² of 0.324 and 0.395, N = 19, T = 14, K = 7) of Tanzanian maize yield variability by weather fac-
tors at regional scale. However, our analysis is conducted one administrate level lower at district scale 
(N = 116). Moreover, our weather-related yield variability is calculated with the process-based model, 
which does not control for collinear weather-triggered yield impacts of pests and diseases as statistical 
models. Hence, the weather-attributable yield variability of our analysis might be slightly higher if we 
also took into account the yield variability explained by our statistical model, which controls for indi-
rect weather-triggered yield impacts. However, this statistical model shows no robust results.  
 
For our aggregated analysis (Albers et al., 2017) , we decompose the influence of weather, agricultural 
management and agricultural policy on wheat yields at German federal state level (N = 12). In this 
analysis, we find that agronomic management explains 49% of the actual wheat yield variability, while 
weather explains 43%. At the German county level (N = 289), Conradt et al. (2016) show that winter 
wheat and silage maize yield variability is mainly attributable to weather influences. Due to the lower 
aggregation level of the input data, the statistical model of Conradt et al. (2016) and Gornott and 
Wechsung (2016, 2015) are able to capture county-specific weather impacts. These two results show 
that the chosen spatial scale makes a great difference. Also in Tanzania, the weather-attributable maize 
yield variability is higher on an aggregated level (Rowhani et al., 2011) than on the scale of one ad-
ministrate level lower, meaning at the district scale (results of our analysis). This finding is in line with 
our results at German federal states level (Albers et al., 2017) in comparison to the county level 
(Conradt et al., 2016; Gornott and Wechsung, 2016). Thus, we conclude that the weather-related yield 
variability is higher at aggregated level. Furthermore, at comparable spatial scale, weather-related 
yield variability is higher in Germany than in Tanzania. This can be explained by the low Tanzanian 
maize yields, which are mostly limited by an insufficient agronomic management. Accordingly, large 
shares of the actual yield losses could be prevented by improving agronomic management (Thornton 
et al., 2010; van Dijk et al., 2017). For Germany, this demonstrates that the agronomic management is 
constantly on high and well-organized level, which leaves less space for improvements. 
 
7.2 Disaggregation of the growing season and determination of sub-periods 
In most of the statistical crop models (Moore and Lobell, 2014; You et al., 2009), weather data is ag-
gregated over the entire growing period (see Albers et al., 2017: SI Tab. S.2 for a detailed literature 
list). For statistical models using growing periods divided in sub-periods, weather data is mostly ag-




gregated by calendar months (Heimfarth et al., 2012; Lobell et al., 2005; Miao et al., 2016). Only a 
few studies use observed phenological development stages to further break down the growing season 
(Butler and Huybers, 2015; Dixon et al., 1994). Analogues to the literature, we also consider different 
temporal aggregation levels for the weather variables in our statistical crop models for Germany and 
Tanzania. In Gornott and Wechsung (2016, 2015), our weather variables account for the weather-
related yield impacts during the vegetative and reproductive growing period. For that, we use the aver-
age growing periods for winter wheat and silage maize for entire Germany calculated with the data 
provided by the German Weather Service (DWD). In the global statistical modeling approach 
(Schauberger et al., 2017), we do the same with a dataset providing global planting and harvesting 
dates (MIRCA2000). Since this dataset contains only planting and harvesting dates, we divide the cu-
mulated growing degree days within the region-specific growing period by half of these cumulated 
growing degree days. In the approach focusing on Tanzania, we consider district-specific planting and 
harvesting dates (FAO Crop Calendar). Both latter approaches (the global approach and the approach 
for Tanzania) use planting and harvesting dates, which are constant over time, but vary across space. 
In our aggregated statistical approach for Germany (Albers et al., 2017), we use four phenological de-
velopment periods, which vary across space and time. This allows controlling the different impacts of 
weather on crop yields in the main phenological stages, which is not possible in the approach of 
Gornott and Wechsung (2016, 2015). The aggregation over the entire reproductive growing period (as 
in Gornott and Wechsung, 2016, 2015) does not account for different crop requirements in the stages 
from the heading to anthesis and ripening to harvesting as it is discussed by Rötter and Geijn (1999). 
For instance, this analysis on German county level shows only a weak negative precipitation effect in 
the reproductive period (Gornott and Wechsung, 2016). After decomposing into phenological relevant 
periods, we find significant yield sensitivity to heat in the heading to anthesis and a negative impact of 
precipitation between ripening and harvesting (Albers et al., 2017).  
 
When looking at the different statistical models for Germany, the aggregated PDM approach (Albers 
et al., 2017), despite using phenological development, achieves a similar goodness of fit (R² = 0.83) 
than our county-scale (Gornott and Wechsung, 2016) STSM approach (R² = 0.86). Also other applica-
tions derive similar goodness fits by models using a division in phenological phases and those using 
calendar months (Dixon et al., 1994). However, our county-scale PDM approach (Gornott and 
Wechsung, 2016) has a significantly lower goodness of fit (R² = 0.69) than the aggregated PDM ap-
proach (Albers et al., 2017). This difference in goodness of fit of both panel data models could also be 
a result of the aggregation level or variable selection. Although it is preferable to use phenological in-
formation for the variable division, mostly this data is not available, notably not for countries like 
Tanzania. Finally, as forecasts of phenological dates are very uncertain (Ma et al., 2012), weather var-
iables divided by phenological data are not applicable for yield forecasts and climate change projec-
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tions. Notwithstanding, high estimation and validation goodness fits are also possible without using 
this data. 
 
7.3 Crop yield projections 
Medium- and long-term climate change projections are important for developing strategies to support 
farmers to cope with climate change impacts on crop yields. These climate change projections can be 
conducted with both statistical and process-based crop models (Liu et al., 2016; Müller et al., 2011). 
Process-based models are designed to project future climate impacts on yields by considering changes 
in agronomic management (like irrigation), atmospheric CO2 concentration, and extreme weather con-
ditions (Elliott et al., 2014; Rosenzweig et al., 2014). Since process-based models frequently face the 
problem of biased climate data, these models , however, require complex bias correction measures to 
carry out sound climate change projections on crop yields (Hawkins et al., 2013; Lobell, 2013). Statis-
tical crop models project yields by coupling their parameters with climate datasets of future periods, 
but can only partly capture long-term yield trends due to increasing temperatures or atmospheric CO2 
concentrations (Rötter et al., 2011). Therefore, approaches are needed which do not base on the abso-
lute values and overcome an explicit trend modeling. In comparison to most other statistical models 
(see e.g. Butler and Huybers, 2015; Lobell et al., 2014; Ward et al., 2014), our statistical models esti-
mate relative yield changes instead of absolute yield levels. This transformation eliminates any poten-
tial linear bias and trend in the exogenous and endogenous variables. Hence, an explicit bias correction 
and modeling of crop yield trends is redundant. Nevertheless, the application of statistical models also 
has limitations, which diminish their suitability for climate change projection. These limitations are, 
for instance, a limited ability of statistical models to account for extremes and non-linear relationship 
between yields and their influencing factors beyond the observed range. To overcome this issue, a 
quantile regression can enhance the model accuracy, notably with the aim to increase the capacity to 
capture extremes (Conradt et al., 2015).  
 
For the case of Tanzania, we use a process-based crop model to explain the weather-related yield vari-
ability. This model reproduces accurately yield levels and spatial yield variability, but insufficiently 
the inter-annual yield variability. However, a low reproduction accuracy of observed inter-annual yield 
variability is no indicator that the projection to future conditions also has a low accuracy (Müller, 
2011; Müller et al., 2016). Because it could be that higher model fits are achieved by a thoroughly 
conducted calibration on the historical conditions, but this calibration might not be valid for future 
conditions. Moreover, the model may lack processes which gain in importance in the future (e.g. sen-
sitivity to heat stress). Process-based models are applicable for a large range of environmental condi-
tions, because of their bio-physical organization. Notwithstanding, process-based crop models also 
have limitations in regard to projecting yield impacts in future periods. These limitations are, for in-
stance, the lack of high-quality input and reference data such as growing season dates or information 




on fertilizer applications (Müller et al., 2016), but also the quality of soil data contributes to uncertain 
yield assessments (Folberth et al., 2016). Moreover, in regions with low weather station density, frag-
mented and imprecise weather data contributes to the assessment uncertainty (Van Wart et al., 2013). 
Furthermore, the parameters in many process-based models (including the EPIC crop module in 
SWIM) are mostly derived from observations before the mid-1980 and thus, do not include past (last 
three decades) and recent developments in crop breeding (Rötter et al., 2011). However, at least for 
Tanzania and other regions in SSA, seed varieties and cropping practices did not substantially change 
in past years (McClung, 2014; Westengen et al., 2014). In addition, processes – which are not imbed-
ded in the model, but also influence crop yields (like intercropping or tillage practices) – can influence 
the model results (Snapp et al., 2014). Although process-based and statistical models base on com-
pletely different approaches, both model types calculate similar yield changes attributable to climate 
change (Liu et al., 2016; Lobell and Asseng, 2017) and thus, contribute valuable projections for the 
agricultural sector.  
 
7.4 Models’ ability to forecast crop yields 
Yield changes can have a leverage effect on food security namely that small yield losses amplify food 
insecurity (West et al., 2014). Short-term forecast instruments and early warning systems can support 
the handling of upcoming food shortages, which might lead to food insecurity. Based on these short-
term crop yield forecasts, farmers can – if still possible – adjust their agronomic management and in-
vest in strategies to cope with production risks like crop insurances or future contracts of agricultural 
commodities (Chipanshi et al., 2015; Qian et al., 2009; Stone and Meinke, 2005; Woodard and Garcia, 
2008). In our global approach (Schauberger et al., 2017), we expand and apply short-term yield fore-
casts of up to two months prior to harvest and show that our approach is (at least in some world re-
gions) suitable for yield forecasts. For these forecasts, high accuracy in assessing inter-annual yield 
variability is indispensable. In Gornott and Wechsung (2016, 2015), we show that statistical models 
are able to satisfactorily reproduce temporal and spatial yield variability within an out-of-sample 
cross-validation as it would be required for yield forecasts. In a consecutive study, Conradt et al. 
(2016) show that the validation performance can be further improved by slightly augmented exoge-
nous variables and a cluster analysis. The latter is used to restructure aggregation units from adminis-
trative boundaries (federal states) to crop-specific agro-ecological zones. Moreover, the individual 
parametrization of our separate time series model (STSM) can also capture extreme yield anomalies, 
which occur only in single regions, with high accuracy (as shown by Gornott and Wechsung, 2015). 
This and the out-of-sample robustness of this statistical approach demonstrate the models’ capacity to 
reproduce and project unknown yields with observed weather information of the growing season. For 
yield forecasts, this observed weather information is, however, not available in advance and thus, the 
approach would rely on weather forecast data. This consideration of weather forecast would add a fur-
ther source of uncertainty, because weather forecasts are only reliable for one to four weeks in ad-
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vance, but get very uncertain when it comes to projecting more than one month in advance. To reduce 
the uncertainty, only forecasts up to one month in advance should be used (Kusunose and Mahmood, 
2016; Lee et al., 2013). Notwithstanding, the availability of reliable weather forecast data and the 
model capacity to bridge gaps of unavailable weather data (as shown in Schauberger et al., 2017) 
demonstrate the potential for yield forecasts by our approach. Such statistical yield forecast instru-
ments can be used to support farmers by adjusting their agronomic management and help them to deal 
with production shortages.  
 
7.5 Accuracy, acceptance and affordability of insurance solutions  
A high accuracy of the insurance index (which is used as trigger for claim payouts) is crucial for the 
implementation and acceptance of an area-based yield insurance scheme. Thus, the selection of a 
proper index is important for the successes of the insurance scheme (Conradt et al., 2015; Leblois and 
Quirion, 2013). Weather index insurances (based on e.g. precipitation indexes) are easy to understand 
(McIntosh et al., 2013; Sarris, 2013), but often only poorly correlated with the actual crop yields. To 
determine yield losses attributable to weather-related impacts, cost and data efficient solutions are 
needed, which do not rely on assessments of claim adjusters. While process-based models can be ap-
plied without observed yield data, but require detailed information on management, soil and weather; 
statistical models can be applied with aggregated and incomplete management and weather infor-
mation, but require observed yield data (at least for an estimation). Because of this, new approaches 
are desirable, which can deal with limited yield, management and weather information and achieve 
high assessment accuracy at the same time. In particular in regions with limited data availability like 
SSA, the assessment accuracy is often insufficient (Bassu et al., 2014; Grassini et al., 2015). For the 
case of Tanzania, we develop and test a combined statistical and process-based crop model approach. 
The strength of this approach is to deal with limited data availability and thus, it is able to overcome 
(at least partly) the issue of unavailable high-resolution management and socio-economic datasets. 
Moreover, our approach would allow incorporating weather-related yield data determined by other 
process-based crop models. The increased availability of this yield data calculated by process-based 
models – notably due to the Agricultural Model Intercomparison and Improvement Project (AgMIP) – 
further offers the opportunity to consider modeled yields with high accuracy for respective regions 
around the word (Asseng et al., 2013; Liu et al., 2016; Müller et al., 2016).  
  




8 Conclusion  
In this dissertation, we develop and test statistical crop model applications – which control for and de-
compose weather and agronomic management-related yield impacts – for the case of Germany and a 
global approach. By using this statistical methods and decomposing approach, we develop a new crop 
model approach by combing process-based and statistical crop models for the case of Tanzania. For 
this approach, we use a process-based crop model to capture the weather-related yield variability and a 
consecutive statistical model to cover the non-weather-related yield variability. Within this disserta-
tion, we show that all applied statistical models as well as the combined modeling approach achieve 
robust results in reproducing and projecting crop yields for the different case study regions. This 
demonstrates that the applied crop models are suitable to assess yield variability in both temperate, 
intensively managed and tropical, extensively managed agricultural systems. Across the case study 
regions, one main finding is that the yields in Tanzania are more sensitive to agronomic management 
than to weather variability. In contrast to that the weather impact seems to be the main driver of yield 
variability in Germany at the county level. These findings demonstrate a high potential to increase and 
stabilize low crop yields in Tanzania through improved management and thus, allow farmers to en-
hance their food security situation by changing management practices. Moreover, we find that the sta-
tistical crop model applications are suitable for climate change impact analyses, in-season yield fore-
casts, and transferable to other crops and regions. Finally, we demonstrate that our crop model assess-
ments allow applications concerning risk management (e.g. support investment and management deci-
sions) and risk transfer (e.g. insurance solutions). These findings are helpful for the implementation of 





9.1 Increasing yield assessment accuracy and spatial resolution  
In addition to the work developed in this dissertation, further improvements and adjustments of the 
applied crop models as well as further applications are thinkable and to some extend already in prepa-
ration. Relatively easy to implement are improvements of both model types by increasing the quality 
of the input data. For instance, statistical models might achieve higher accuracy by using augmented 
and more detailed data (on e.g. pests and diseases) and an advanced pre-processing of the variables 
(e.g. developing indicators for water or nutrient deficiency). This might allow considering more com-
plex relationships between yield and yield influencing factors and thus, deliver a more precise 
knowledge of yield influencing factors. For the process-based models, it would be beneficial to expand 
the crop yield responses (where model account for) by imbedding further sub-processes of e.g. plant 
diseases spreading patterns and certain agronomic management practices. To do so, a selection of the 
relevant, but still unconsidered yield influences is required. Our combined approach might be helpful 
for selecting these relevant and so far in the process-based model unconsidered yield influences from 
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the statistical model results. In a further step, these selected yield impacts could be formulated in sub-
processes and imbedded in the process-based models. This can give way to better tailored policies and 
extension services for farmers and other stakeholders along the food value chain. 
 
Further research should focus on increasing yield assessment accuracy and spatial resolution thereof. 
This can be conducted by using more detailed datasets like household surveys and crop field trials. 
However, it is likely that this data is not available for a wider scale, notably not for many regions in 
SSA. Thus, other data sources (stemming from e.g. precision farming data) and innovative approaches 
(which integrate this data) are needed. For instance, in many world regions, farming machinery mean-
while uses measurement instruments to document yields and agronomic management at sub-area (in-
tra-field) level for internal farm and crop management strategies. For this purpose, combine harvesters 
quantify sub-area-specific crop yields and its anomalies, while fertilizer spreaders and crop protection 
sprayers document respective agronomic management measures. The latter is also used for documen-
tation duties to the EU to receive CAP subsidies and other regulators demanding data on e.g. fertilizer 
application and plant protection sprayings. Such data sources would provide enormous amounts of 
additional and very detailed data. However, so far, this data are not publically available and mostly 
collected in high-input agricultural countries like Germany or the USA, but only limitedly in SSA. In 
addition to this data source, large amounts of social media platforms’ data (e.g. Twitter) is mainly pub-
lically available around the world including SSA. To use this data for crop models, new and innova-
tive approaches for data-mining and analyzing are required. For instance, tools like artificial intelli-
gence (e.g. neuronal networks, machine learning) could be integrated in the existing model approaches 
to enable crop models to automatically incorporate new relationships of crop yield influences. 
 
Moreover, it is possible to expand the combined process-based and statistical crop modeling approach 
with the help of remote sensing data to assess yield losses at field and local level. As in our modeling 
approach for Tanzania, the process-based model would capture influences on yield variability directly 
attributable to weather. The residual yield variability would be modeled by a consecutive statistical 
model to control for yield influences of agronomic management, socio-economic and indirect weather-
triggered impacts (like plant health). As further information, the approaches should use vegetation in-
dexes of remote sensing data (e.g. Leaf Area Index – LAI, Normalized Difference Vegetation Index – 
NDVI). For instance, the LAI data could be used to calibrate the process-based model to provide field 
level yields. The field level process-based model results could be supplemented by statistical model 
assessments using weather data to quantify influences of weather triggered plant health effects and 
control for agronomic management effects. Remote sensing data has a worldwide and constant cover-
age and is already used for precision farming and crop management in the agricultural sector. In the 
recent years, the quality, resolution and availability of remote sensing images and processing tools has 
substantial increased (in particular with the launched Sentinel data of the EU Copernicus program). 




New satellite sensors provide high spatial, temporal and spectral (e.g. red-edge) resolution of optical 
data. Despite the promising developments in such technologies, this data are so far not used in crop 
model approaches although the improved data quality would allow integrating this information in the 
crop models. The incorporating of remote sensing data should increase the crop models’ accuracy, 
spatial resolution, and availability of field level yield assessments immediately after the occurrence of 
a crop failure. As far as these assessments meet these specific requirements, these yield assessments 
are of high interest for insurances companies.  
 
9.2 Possible application for the modeling approach 
Generally, there is a high demand for short-term yield forecasts to predict food shortages and crop 
failures as indicator for food insecurity. By using standardized forecast weather data and the above 
discussed model improvements, it might be possible to run such yield forecasts automatically to pro-
vide weekly or monthly updates. Such forecasts would not contain expert-based yield assessments as 
still needed for other forecast systems (like MARS). Moreover, if such forecasts were available on a 
global scale, it would be possible to link them with commodity price models (e.g. Schewe et al., 2017) 
to gain information on upcoming price changes. These price models would use global crop yield and 
respective acreage information as supply data. In combination with demand and storage information, 
such models can predict price changes. The linkage between crop and price models might help to avert 
weather risks in the crop production and support farmers by choosing adequate input intensity for ag-
ronomic management. Since crop production and commodity prices affect food availability and access 
to food, this can also contribute to increase local food security (Gilbert et al., 2017; Wheeler and von 
Braun, 2013). 
 
Weather induced food insecurity can amplify and cause health problems like child mortality or vector 
and water borne diseases like malaria and cholera (Phalkey et al., 2015; Stoltzfus et al., 2014) and 
thus, further increase chronic undernourishment, hidden hunger, and poverty. In SSA, crop production 
losses or failures are associated with diminished child nutrition and survival. In particular in rural are-
as, smallholder farmers are often unable to provide sufficient food (in terms of calories and nutritional 
values) for their family. The results of the here developed crop models can be used to assess the 
weather impacts on crop yields and its consequences for food availability. This information can be 
further used to quantify the impact of low crop yields and food availability shortages on child stunting 
and mortality with specific health models (e.g. Belesova et al., 2017) under the current and future cli-
mate conditions.  
 
Moreover, food insecurity commonly induces household members to migrate. Knowledge about the 
food security status and the reasons for migration can help to understand the complex relationship be-
tween climate (and climate change) and unwanted migration. Often, migration is used as an adaptation 
strategy to generate (additional) income, because of the lack of other opportunities to adapt to weather 
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extremes and food insecurity. This raises the question, if the migration pressure can be diminished by 
more efficient adaptation strategies and if so, what are suitable adaptation strategies. As one example, 
the implementation of crop insurance solutions is discussed as relevant adaptation strategy in the con-
text of an increasing pressure caused by permanent, international and seasonal, domestic migration 
(Wouterse, 2010). The availability of crop insurance solutions can contribute to decrease unwanted 
migration and make it possible for people to stay in rural regions (notwithstanding the continued rele-
vance of migration as an adaptation strategy). 
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11.1.1 Literature Review 
First, we discuss how weather can be included in production functions. Second, overview tables intro-
duce the reviewed papers in a condensed way. 
 
11.1.1.1 Three choices 
Three choices are important for including weather into the production function framework: the selec-
tion of weather variables, aggregation levels of weather data and the functional form describing the 
input-output and weather-yield relationships. 
 
Among the weather variables, the majority employs temperature and precipitation, where radiation 
and evapotranspiration are also found, though sparsely. Variables capturing soil moisture are rarely 
applied since this requires spatially detailed data usually not available (e.g., Bakker et al., 2005). More 
recent papers emphasize vapor pressure deficit (VPD) as an important yield-determining variable (e.g., 
Lobell et al., 2014; Roberts et al., 2013). However, similar to other applied evapotranspiration varia-
bles, VPD does not include the water-holding capacity of soil and might thus indicate dry conditions 
in cases where water supply is sufficient. In addition, atmospheric CO2 concentration has been proven 
to be important for yield levels, but in the literature we reviewed its small variation over time and 
space prevented researchers from quantifying its impacts in econometric models (e.g., Finger and 
Schmid, 2008, p. 26) with only few exceptions (e.g., Blanc, 2012). 
 
As agronomic knowledge suggests, to aggregate data at different phenological stages improves evi-
dence of weather effects on yield levels/ variability, although data requirements are high (Dixon et al., 
1994). For instance, Butler and Huybers (2015) or Ortiz-Bobea and Just (2013) incorporate phenologi-
cal stages while assessing impacts of weather conditions on maize yields to analyze adaptation possi-
bilities of farms. While these studies emphasize temporal aggregation, spatial aggregation has been 
analyzed in greater detail by Garcia et al. (1987). 
 




Finding the appropriate functional form describing the input-output relationship is an ongoing re-
search topic, particularly in production economics literature (e.g., Coelli et al., 2005, Griffin et al., 
1987). Indeed, an appropriate functional form is crucial since biases due to functional form misspecifi-
cation are in the same dimension as omitted variable biases. Typically applied functional forms in-
clude Cobb-Douglas, linear, or quadratic with linear-additive weather effects. Other forms, particularly 
those accounting for non-linear weather effects, are rarely taken into account; exceptions are Odening 
et al. (2007), Schlenker and Roberts (2009) and Lobell et al. (2014). 
 
11.1.1.2 Literature overview tables 
In order to organize the vast literature on non-experimental cereal yield data (or output, excluding rice) 
in a convenient way, we produced overview tables which allow to compare several articles at once. A 




Tab. S1. Meta analysis of literature review 
 
 
Particularly, the row “PFA” (production function approach) addresses whether inputs are included. 
The criterion for being classified as “PFA: yes” was: The empirical model includes at least one varia-
ble measuring or approximating inputs, and can be classified as one category of the KLEMS approach 
(capital, labor, energy, material inputs and services; Coelli et al., 2005, p. 141) or as land. Further-
more, for each article, the tables provide characteristics such as time period, geographical focus, in-
formation on data aggregation and detrending, estimation technique, and included weather variables. 
In specific, several variables are used to quantify the process of evapotranspiration. These variables 
are collapsed into the group of variables called “e.” Similarly, variables approximating the water-







Tab. S2. Abbreviations literature overview tables 
 
  



























































































We provide further details on the different FADN data (TF-8 vs. TF-14), yield data and data sources 
for the variable share spring wheat, details on input and weather data (used deflators, data aggrega-
tion). Furthermore, we include additional formal weather variable deficit explain how we merge dif-
ferent data sets and provide background information on the CAP reforms. 
 
11.1.2.1 TF-8 versus TF-14 
Alternatively, we considered to analyze farm type 13 “Specialist cereals, oilseed and protein crops 
(COP) (European Commission, 2010, p. 49)” (TF-14 grouping). One could argue that the latter type of 
farm would provide more precise data on inputs applied in wheat production in Germany. Higher ag-
gregated data as from the TF-8 type 1 “Specialist field crops” are influenced to a higher degree by the 
use of inputs in production of other crops than winter wheat. However, we opted for the much higher 
representativeness of the TF-8 data. TF-8 is considerably closer to actual national output (see Fig. S1; 
Data from Statistisches Bundesamt, 2014a; other data sources as in paper. Represented output is calcu-
lated by multiplying average output of wheat SE110N with number of represented farms SYS02.). The 
importance of wheat within these groups does not differ much though. For 1995–2009, the mean 
shares of wheat in utilized land (without fallows and set-aside) are 0.3079 (TF8) and 0.3373 (TF14). A 
remaining limitation which applies to both groupings is that the data do not allow determining exactly 
the amount of inputs applied in wheat production.  
 
 
Fig. S1. Comparison of output represented by TF-8 and TF-14 grouping and actual national level output 
 
11.1.2.2 Yields 
We cannot rule out that wheat yields include production of spring wheat and spelt (European Commis-




sion, 2015). However, the contained share of spring wheat in total hectares of wheat can be regarded 
as low if the considered farms do not depart from the federal state trends. Spelt is of even lower acre-
age than spring wheat. 
 
It can be argued that spring wheat might react differently to weather and application of inputs and that 
this might affect the results. For example, Chmielewski and Köhn (2000, p. 260) find different effects 
of weather on winter rye compared to spring cereals. Agricultural statistics show that the share of 
spring wheat in total wheat hectares (winter and spring wheat) was ca. 2% for 1995–2009, with a min-
imum of 0.3% and a maximum of 8.6%. We calculated these shares for each federal state and year 
using data from the German agricultural statistics (BMEL, 2015, various years). We included this var-
iable as robustness check in the empirical model in order to account for regional differences and 
changes in spring wheat cultivation. The exact data sources are: BMEL (1995; 1996; 1997; 1998; 
1999), BMVEL (2000; 2001; 2002), and BMELV (2005; 2008; 2009). 
 
Data on acreage of spelt are neither available from German agricultural statistics nor from Statistisches 
Bundesamt nor from the federal state divisions of the latter, Statistische Ämter des Bundes und der 
Länder. A German non-scientific journal specializing in agriculture reports 22,833 hectares spelt har-
vested in Germany in 2004; most of the spelt is harvested in Bavaria and Baden-Wuerttemberg 
(Agrarzeitung online, 2004). For comparison: winter wheat amounted to 3,046,000 hectares and spring 
wheat to 48,300 hectares (sum of acreage for German federal states in 2004). We refrained from using 
specified winter wheat yield data which are available from German agricultural statistics instead of the 
FADN yields. This would result is a loss of information of which yields match which inputs and other 
farm characteristics. In addition, we would not have been able to determine the threshold of altitude as 
discussed below. 
 
11.1.2.3 Details on input and weather data 
We apply indices (base year 2010) without value-added tax (VAT) for the accounting year July until 
June (European Commission, 2010, p. 58; Statistisches Bundesamt, 2014b; 2014c, pp. 4, 16). VAT is 
not considered because all data are recorded without VAT (definition variable SE395, European 
Commission, 2015). Used price indices differ by input to be as precise as possible (Coelli et al., 2005, 
p. 155). 
 
Capital: We approximate capital service flow, which would be the optimal measure according to 
Coelli et al. (2005, pp. 144–151) by aggregating two variables. (1) Depreciation based on replacement 
value (SE360). Used deflator equipment (contains machinery, tractors, buildings) and services for ag-
ricultural investment (series: Waren und Dienstleistungen landwirtschaftlicher Investitionen). (2) Ma-
chinery and building current costs (SE340); used deflator price index based on price indices for 
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maintenance of both machinery and buildings (series: Instandhaltung von Maschinen und Material ; 
Instandhaltung von Bauten); applied weights (ca. 0.75 and 0.25, respectively) deduced from original 
weights in the complete index (Statistisches Bundesamt, 2014c, p. 10, Tab. 3). 
 
Labor: total labor input in hours (SE011). 
Land: for wheat in hectares (SE110D). 
 
Energy: SE345, contains “motor fuels and lubricants, electricity, heating fuels (European Commis-
sion, 2015);” used deflator price index for energy and lubricants (series: Energie und Schmierstoffe 
zusammen). 
 
Material inputs: aggregated from 2 variables. (1) Fertilizer (SE295), used deflator: price index all 
fertilizers (series: Düngemittel zusammen); (2) Crop protection (SE300), used deflator price index of 
all types of crop protection (series: Pflanzenschutzmittel zusammen). 
 
Seeds: SE285, used deflator price index of seeds and plants (series: Saatund Pflanzgut). 
Services: approximated with contract work (SE350): “Costs linked to work carried out by contractors 
and to the hire of machinery (European Commission, 2015).” There is no ready to use deflator we ap-
plied equally weighted price indices of maintenance of machinery and fuel (series: Instandhaltung von 
Maschinen und Material, Treibstoffe zusammen). 
Manure: approximated by total livestock units (SE080). 
 
Potential evapotranspiration: according to Turc-Ivanov (ETPTI) calculated following Conradt et al. 
(2013, pp. 2950–2951, equation 1). ETPTI considers average temperature, solar radiation, relative hu-
midity (in %) and treats temperatures below and above 5°C differently. This measure has been superi-
or over the evapotranspiration measure according to Haude (Haude, 1955). 
 
Flood 2002: The Oder river flood affected several federal states: Bavaria, Brandenburg, Lower Saxo-
ny, Mecklenburg-Western Pomerania, Saxony, Saxony-Anhalt, Schleswig-Holstein, and Thuringia. 
 
Other crop specific costs (SE305) are not considered, because they are a mixture of different costs 
which seem hardly relevant for this analysis. These include “[…] soil analysis, purchase of standing 
crops, renting crop land for a period of less than one year, purchase of crop products (grapes, etc.), 
costs incurred in the market preparation, storage, marketing of crops, etc. (European Commission, 
2015).” 
 




11.1.2.4 Weather: merging data sets and additional variable definitions 
The daily weather variables (e.g., precipitation) are available for each weather station separately. 
Complex variables that are not observed, such as potential evapotranspiration, are calculated for each 
weather station using the observed weather variables (see following formulas). We then aggregate 
these daily weather variables (station level) to daily federal state averages. 
 
The phenological data (not the same stations) are aggregated to federal state averages, that is, pheno-
logical stages differ by federal state and year. We then determine the days that are part of one of the 
four phenological periods as described in Tab. 1 in the paper. Finally, the daily weather variables (fed-
eral state level) are summed up for each of the phenological stages (federal state level). 
 
Additional variable definitions 
Days without precipitation (DWP): 
𝑉𝑉𝐷𝐷𝐸𝐸𝑝𝑝 =  �𝑑𝑑𝑑𝑑𝑝𝑝𝐿𝐿 = �1, if 𝐸𝐸𝑆𝑆𝐸𝐸𝑃𝑃𝐿𝐿 = 00, if 𝐸𝐸𝑆𝑆𝐸𝐸𝑃𝑃𝐿𝐿 > 0𝐾𝐾
𝐿𝐿=1
 
with PRECd denoting the daily precipitation level and subscript d denoting a day within a phenological 
period p as deficit in the paper (Tab. 1). 
 
Growing degree days (GDD): 
𝐺𝐺𝑉𝑉𝑉𝑉𝑝𝑝 = �𝑔𝑔𝑑𝑑𝑑𝑑𝐿𝐿𝐾𝐾
𝐿𝐿=1
=  �𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑁𝑁𝑝𝑝𝑖𝑖 −  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛 if 𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿  >  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑁𝑁𝑝𝑝𝑖𝑖𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 − 𝑇𝑇𝑚𝑚𝑖𝑖𝑛𝑛 if 𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛 < 𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 ≤  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑁𝑁𝑝𝑝𝑖𝑖0 if 𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 ≤  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑚𝑚𝑖𝑖𝑛𝑛  
with Tempopt = 20◦C and Tempmin = 4◦C. All temperatures refer to the daily average temperature (Tem-
pavg,d). 
 
Killing degree days (KDD): 
𝐾𝐾𝑉𝑉𝑉𝑉𝑝𝑝 = �𝑘𝑘𝑑𝑑𝑑𝑑𝐿𝐿𝐾𝐾
𝐿𝐿=1
=  �𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 −  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑁𝑁𝑝𝑝𝑖𝑖 if 𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 >  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑁𝑁𝑝𝑝𝑖𝑖0 if 𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 ≤  𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑁𝑁𝑝𝑝𝑖𝑖 
 
Potential evapotranspiration according to Haude (ETPH) was calculated by the product of vapor pres-
sure deficit (VPD) and an empirical correction factor, the Haude factor fH (Haude, 1955). For fH, we 
applied the factors for wheat used by Schrödter (1985). VPDd was calculated using the Magnus for-
mula (Sonntag, 1990) with the maximum (Tempmax,d) and the minimum temperature (Tempmin,d) instead 










Temperature normalized solar radiation: Similar as Gornott and Wechsung (2016, p. 92): 
𝑆𝑆𝑆𝑆𝑇𝑇𝑝𝑝 = � 𝑆𝑆𝑆𝑆𝐿𝐿𝑇𝑇𝐵𝐵𝑚𝑚𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝐿𝐿 + 20𝐾𝐾𝐿𝐿=1  
 
11.1.2.5 Altitude of farms, weather stations and phenological observational units 
Merging different data sets must acknowledge the altitudes of farms, weather stations, and phenologi-
cal observational units, because climate depends on altitude. Unfortunately, the publicly available 
FADN data do not provide information on altitudes at which the farms operate in Germany. Matching 
such information with data on the altitude of weather stations would be superior. Because this is not 
feasible, we do not consider weather stations above 600 m above sea level. The reason is that weather 
stations above this threshold are not relevant for the type of farm for which we analyze FADN data. 
According to IEEP (2006, p. 9), classification as Less Favoured Area (LFA) (Mountain Areas) in 
Germany applies to altitudes above 600m (with additional slope condition; see also European Com-
mission, 2008, p. 4). According to an analysis of FADN data for the years 2004/05, farms specializing 
in field crops (TF-8 group 1, European Commission, 2010, p. 52) are not represented in areas classi-
fied as LFA Mountain Areas in Germany (European Commission, 2008, p. 61). Likewise we do not 
consider phenological observational units above 600m. 
 
11.1.2.6 Details on CAP reforms 
First, the Agenda 2000 reform, which was implemented in the same year, reduced product-specific 
price support and introduced area-based compensation payments. The payment level still depended on 
the planted crop. Biased incentives through still-coupled per-hectare payments may have led farmers 
to grow wheat as a major grain on marginal land. The midterm review of the Agenda 2000 in 2003 
(Fischler-reform; active in 2005) led to payments being fully de-coupled from production in Germany. 
This may have also fostered incentives to plant wheat on marginal land. The Health Check of the CAP 
reforms in 2008 led to advanced reduction of the price support, and compulsory set-aside was abol-
ished. 
 
11.1.3 Regression model 
The complete analysis was carried out using the software R (R Development Core Team, 2016). In the 
following, we provide information on model building and selection, robustness checks, and specifica-
tion tests. In addition, we present additional plots and the cross-validation investigating the robustness 
of the regression model. 
 




11.1.3.1 Model building, selection, specification tests and robustness 
The following Tab. S6 shows the tested functional forms for the right-hand side of the model. The 
model with the right-hand side of the production function in quadratic form (that is, the inputs are in 
levels but the dependent variable is in logs) and weather in logs achieves the lowest Akaike Infor-
mation Criterion (AIC). 
 
Tab. S6 Results specification simplified models ordered by AIC 
 
Tab. S7 shows results of specification tests of the two models in Tab. 3 of the paper. 
 
Tab. S7 Specification Tests 
 
The following three tables present several robustness checks. Tab. S8 shows which statistically insig-

















































Tab. S9. Robustness Check: Logged Inputs 
 
Tab. S9 provides a version of the final model with logged inputs (model 5). Model 5 passes specifica-
tion tests such as the regression specification error test (RESET). However, model fit criteria for mod-
el 5 are slightly weaker compared to model 1 (R² is 0.83 and AIC: –396 for model 1; R² is 0.81 and 
AIC: -381 for model 5). 
 
Moreover, the Davidson-MacKinnon-J-test (Wooldridge, 2009, p. 305) rejects the null hypothesis that 
model 1 cannot add explanatory power to model 5 at the 1% level, but the reverse is not true (based on 
robust covariance matrix). That is, the J-test favors model 1 over model 5. 
 
Finally, Tab. S10 shows instrumental variable estimates. For illustration purposes, we rely on a sim-
pler model where the dependent variable is still the difference of the logged yield but only the differ-
ence material inputs enter on the right-hand side (and the dummy variable for the extreme observation 
in Brandenburg 2003). We use the second lagged difference of material inputs (linear and squared 
term) as instruments. These are exogenous to yields in year t. 
 
First-stage regressions show a statistically significant correlation (based on robust standard errors) of 
the difference of material inputs (linear and squared terms) and the IVs (both R² are roughly 0.2, irre-
spective of whether the Brandenburg dummy variable is included). Hence, the used instruments could 




The results are shown in the column labeled model 6. While the results do not qualitatively change, 
that is, the signs of material inputs are preserved within the IV results, we find a modest quantitative 
difference between the marginal effects of material inputs in model 1 and the IV estimate. The mar-
ginal effect in the IV estimate is about 1 percentage point larger at a 30 EUR increase of material in-
puts (2.8% compared to 1.7% in model 1), but also has a smaller positive range (due to the more 
prominent quadratic term). This difference—in our judgment—does not query the results of model 1. 
While the linear term is not significant alone at conventional levels (p = 0.15; robust standard errors), 
both linear and squared term are jointly significant (F-test; p < 0.001; robust standard errors). For fur-
ther robustness checks, we have also included capital, where the interpretability of the results suffered 
from considerable increases in the standard errors, which is a known problem of IV regression 
(Wooldridge, 2009, p. 511). 
 
  







































11.1.3.2 Actual and fitted values 
 
 
Fig. S2. Actual (solid line) and fitted (dashed) yield changes based on model 1 
 
 
11.1.3.3 Cross validation 
The average root mean squared error for the predicted years is 0.11. The Pearson correlation between 
actual and the out-of-sample predicted values is 0.51 (R² = 0.26). Notably, the out-of-sample predic-




tion errors (RMSE, mean absolute error) are higher for yield changes following the heatwave year. 
That is, the model’s predictive power is considerably weaker for 2004 and the Federal State of Bran-
denburg, which considerably suffered from the heatwave (Fig. S3). Within the prediction, we do not 
take time shocks into account and thus argue that the interaction of weather, inputs, and yield changes 
seems to be well-captured by the production function model. 
 
 
Fig. S3. (a) Prediction errors; (b) Actual and out-of-sample predicted values. Solid: perfect fit line; dashed: from 
linear regression 
 
11.1.4 Yield volatility 
The section contains the result table underlying the maps depicting the volatilities in the main paper 





11.1.4.1 Detailed results 




11.1.4.2 Aggregation bias 
Admittedly, spatial dependence in weather-related yield variability might not adhere to the administra-
tive borders of federal states. In addition, the level of geographical aggregation differ by state; howev-
er, to acknowledge input changes as determinants of yield changes, a common level of aggregation for 
which all data are available must be applied. While we cannot circumvent different geographical ag-
gregation, we must acknowledge that this might drive the results towards more heterogeneous volatili-
ties across regions because in smaller geographical units the share of idiosyncratic factors in the vari-
ance might be higher due to the lower aggregation level. To investigate a possible aggregation bias, we 
run an auxiliary regression of weather-volatilities on hectares of wheat at the state level in each period. 
In the presence of aggregation bias, volatilities would decrease in the number of hectares planted with 
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11.2.1 Daten und Aggregation 
Die Winterweizen- und Silomaiserträge liegen auf Landkreisebene für den Zeitraum von 1991 bis 
2010 vor. Die Erträge von 1991 bis 1998 sind von uns aus den statistischen Jahrbüchern der deutschen 
Bundesländer digitalisiert worden. Die Erträge von 1999 bis 2010 sind über Statistische Ämter des 
Bundes und der Länder (2013b) digital verfügbar. In den Bundesländern Sachsen geht die Zeitreihe 
insgesamt nur von 1992 bis 2007, in Sachsen-Anhalt von 1991 bis 2006. Landkreise ohne oder mit 
unvollständigen Ertragsdaten bleiben unberücksichtigt. Der Wetterdatensatz enthält Temperatur als 
Tages-Maximum (Tmax), -Minimum (Tmin) und -Mittel (Tavg) sowie Globalstrahlung (RS) und Nieder-
schlag als Tagessummen (DWD, 2011). Räumlich wurden die 1218 Wetterstationen des Deutschen 
Wetterdienstes den Landkreisen zugewiesen. Bei mehreren Wetterstationen in einem Landkreis wurde 
das arithmetische Mittel genommen. Landkreise ohne Wetterstation und Wetterstationen oberhalb von 
700 m über Normalhöhennull blieben unberücksichtigt. Wir verwendeten diese Höhenrestriktion, da in 
Deutschland oberhalb davon kein Ackerbau praktiziert wird. Die ökonomischen Proxyvariablen An-
baufläche und Düngerpreis liegen auf Deutschlandebene vor. Die Anbaufläche von Weizen und Silo-
mais wurde aus den Datensätzen der Statistischen Ämter des Bundes und der Länder (2013a) [1991 
bis 2008] und des Statistisches Bundesamt (2013) [2008 bis 2010] zusammengesetzt. Der Dünger-
preisindex und weitere getestete Faktor- und Produktpreise kommen von den Statistical offices of the 
Federation and the Länder (2013) und der Statistische Ämter des Bundes und der Länder (2013c).  
 
11.2.2 Software 
Die Modelle wurden mit der Software R (R Core Team, 2013) geschätzt. Für die PDMs nutzten wir 
das R-Software-Paket plm (Croissant und Millo, 2008), für die RCM das lme4-Paket (Bates, 2010) 
und für die statistischen Tests das lmtest-Paket (Zeileis und Hothorn, 2002). Die robusten Standardfeh-
ler nach Arellano wurden über das sandwich-Paket errechnet (Zeilleis, 2004). Die Zuweisung der Wet-
terstationen und die Aggregation zu (Sub)Nationen erfolgten über das sqldf-Paket (Grothendieck, 
2012). Die Karten wurden mit dem grafischen Informationssystem Q-GIS erstellt. 
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11.2.3 Errechnung der Wachstumsgradtage 
Die nachfolgende Formel zeigt die Berechnung der Wachstumsgradtage (WGT) aus TUL mit 8°C und 
TOL mit 32°C als unsteteres und oberes Limit (Roberts et al., 2012): 
 
𝐷𝐷𝐺𝐺𝑇𝑇 =  �𝑇𝑇𝑂𝑂𝐿𝐿 −  𝑇𝑇𝑈𝑈𝐿𝐿 wenn 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  >  𝑇𝑇𝑂𝑂𝐿𝐿𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑈𝑈𝐿𝐿 wenn 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  ≤  𝑇𝑇𝑂𝑂𝐿𝐿0 wenn 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 ≤  𝑇𝑇𝑈𝑈𝐿𝐿 . 
 
11.2.4 Nicht signifikanter Variablen 
Statistisch signifikante Parameter sind nicht alleine für die Variablenauswahl ausschlaggebend 
(Wooldridge, 2013: 127-129). Nuzzo (2014) zeigt, dass durch den p-Wert Ergebnisse plausibler ge-
macht werden können. Eine hohe statistische Signifikanz bedeutet aber nur, dass die Wahrscheinlich-
keit des richtigen Ergebnisses steigt. Wooldridge (2013: 141) beschreibt, dass einzeln statistisch signi-
fikante Variablen in der Kombination mit anderen Variablen nicht mehr signifikant sind und vice ver-
sa. Nach Studenmund (2000: 172-173) ist eine schrittweise Regression, die nacheinander signifikante 
Variablen in ein Modell aufnimmt, ein Eingeständnis von Unwissenheit über die Variablenauswahl. 
Wegen der willkürlichen Reihenfolge mit der die Auswahl erfolgt, gibt es keine theoretische (kausale) 
Begründung für die Variablenauswahl.  
 
      
Abb. A1. Statistische Tests der STSMs für Winterweizen und Silomais: Funktionale Form (RESET): Nicht Fehlspe-
zifiziert J/N, Normalverteilt (Shapiro-Wilk-Test): J/N, Keine Autokorrelation (Breusch-Godfrey/ Wooldridge-
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11.3 Statistical regression models for assessing climate impacts on crop yields: A valida-
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11.3.1 Data and aggregation 
Winter wheat and silage maize yield data are available on county scale for the period from 1991 to 
2010. The yields between 1991 and 1998 are digitized from the statistical yearbooks of the German 
federal states. The yields between 1999 and 2010 are digitally available from the Statistical Offices of 
the Federation and the Länder (2013b). The time series for Saxony last only from 1992 to 2007 and 
those for Saxony-Anhalt from 1991 to 2006. Counties without or with incomplete yield data are not 
considered in our analysis. The weather data contains temperature as daily maximum (Tmax), minimum 
(Tmin), and average (Tavg) and solar radiation (RS) and precipitation as daily sums. The weather data are 
based on measurements at 1,218 weather stations of the German weather service (DWD, 2011) within 
Germany. The weather stations are assigned to the counties according to their location. In case of more 
than one weather station per county, we take the arithmetic average of all stations. Counties without 
weather stations and the weather stations above an altitude of 700m are unconsidered (6.9% of the 
1,218 weather stations). This altitude restriction is chosen because husbandry is not practiced above 
this altitude in Germany. The economic proxy variables acreage and fertilizer price are observed only 
on national scale (for Germany). The acreage data of winter wheat and silage maize is based on da-
tasets of the Statistical Offices of the Federation and the Länder (2013a) [1991 to 2008] and the 
Federal Statistical Office (2013) [2008 to 2010]. The fertilizer price (and further factor and product 
prices) is from the Statistical Offices of the Federation and the Länder (2013c). 
 
11.3.2 Using statistically not significant variables 
Statistical significance is not the only criteria for the variable selection (Wooldridge, 2013, p. 127-
129). Nuzzo (2014) shows that results can be made also more plausible by a low p-value. A high sta-
tistical significance means that the probability of the correct result increases. Wooldridge (2013, p. 
141) describes that individually statistically significant variables in combination with other variables 
are often no longer significant and vice versa. Studenmund (2000, p. 172-173) criticizes that a step-
wise regression, which takes successively significant variables in a model, is “an admission of igno-
rance” of the variable selection. The arbitrary order to select variables prevents a plant-physiologically 




Prost et al. (2008) and Whittingham et al. (2006) show the limitations of a stepwise regression, be-
cause of the variable section can be biased due to the selection procedure and the selection criteria. 
Furthermore, the variable selection highly depends on the estimation dataset and is only limited ex-
portable to other datasets, regions ore time periods. Finally, important variables, like the precipitation, 
are occasionally not considered by the stepwise approach. In such a case, the projections might be af-
fected by an omitted variable bias. 
 
11.3.3 Model fit 
The NSE (Eq. S.1), the R2 (Eq. S.2), and the RMSE (Eq. S.3) are calculated by the estimated (E) and 
observed (O) yield changes by the following equations (the bar means the arithmetic average):   
 
𝑁𝑁𝑆𝑆𝐸𝐸 = 1 − ∑ (𝑂𝑂 − 𝐸𝐸)2𝑀𝑀𝑖𝑖=1
∑ (𝑂𝑂 − 𝑂𝑂�)2𝑀𝑀𝑖𝑖=1 , with 𝑡𝑡 = 1, … ,𝑀𝑀  
 
(S.1) 
𝑆𝑆2 = � ∑ (𝑂𝑂 − 𝑂𝑂�)𝑀𝑀𝑖𝑖=1 (𝐸𝐸 − 𝐸𝐸�)
�∑ (𝑂𝑂 − 𝑂𝑂�)2𝑀𝑀𝑖𝑖=1 �∑ (𝐸𝐸 − 𝐸𝐸�)2𝑀𝑀𝑖𝑖=1 �2 
 
(S.2) 







The models are estimated utilizing the software R (R Core Team, 2013). We use the package plm for 
the PDMs (Croissant and Millo, 2008), the package lme4 for the RCMs (Bates, 2010) and the package 
lmtest for the statistical tests (Zeileis and Hothorn, 2002). The robust standard errors after Arellano are 
computed using the sandwich package (Zeileis, 2004). The assignment of the weather stations and the 
aggregation of counties to (sub)-nations, we carried out using the sqldf package (Grothendieck, 2012). 
The maps are generated with the geographic information system software Arc-GIS. 
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11.3.5 Statistical tests 
 
Fig. S.1: Statistical Tests of the STSMs: Regression Equation Specification Error Test (RESET, functional form): 
not error specified: Yes/ No; normal distributed (Shapiro-Wilk-Test): Yes/ No; no autocorrelation (Breusch-
Godfrey/ Wooldridge-test): Yes/ No; homoscedasticity (Breusch-Pagan test): Yes/ No. The statistical tests are 




Tab. S.1: Statistical Tests of the PDMs: The following statistical tests are binary coded p ≤ 0.01 → , p > 0.01 → 
: FF (functional form): RESET Regression Equation Specification Error Test (RESET),  = error specified, 
squared components have a significant effect; LM: Lagrange-Multiplier-test,  = significant differences across 
counties; BG: Breusch-Godfrey/ Wooldridge-test  = autocorrelation; BP: Breusch-Pagan test of heteroscedas-
ticity,  = heteroscedasticity. The statistical tests are carried out with the R package lmtest (Zeileis and Ho-
thorn, 2002). 
(Sub)Nation  FF LM BG BP 
Winter wheat 
    Schleswig-Holstein     
Lower Saxony     
North Rhine-Westphalia     
Hesse     
Rhineland-Palatinate     
Baden-Württemberg     
Bavaria     
Saarland     
Brandenburg     
Mecklenburg-W. Pomerania     
Saxony     
Saxony-Anhalt     
Thuringia      
     Schlei/ Trave     
Elbe     
Weser     
Ems     
Rhine     
Maas     
Danube     
Warnow/ Peene     
Oder     
     Germany     
     Silage maize 
    Schleswig-Holstein     
Lower Saxony     
North Rhine-Westphalia     
Hesse     
Rhineland-Palatinate     
Baden-Württemberg     
Bavaria     
Saarland     
Brandenburg     
Mecklenburg-W. Pomerania     
Sachsen     
Saxony-Anhalt     
Thuringia      
     Schlei/ Trave     
Elbe     
Weser     
Ems     
Rhine     
Maas     
Danube     
Warnow/ Peene     
Oder     
     Germany     
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Tab. S.2: Correlation (Pearson) coefficients of the variables. The acronyms are: precipitation – PREC, potential 
evapotranspiration – ETP, temperature normalized solar radiation – SRT, solar radiation – RS, fertilizer price – 
Fert, and acreage winter wheat – Ac WW. The month behind the variables are the corresponding period. 
Variable PREC ETP PREC ETP PREC ETP RS SRT Fert Ac WW 
Period  May–Jul Nov–Apr Aug–Oct May–Jul     
PREC May–Jul 1.00 
         ETP May–Jul -0.13 1.00 
        PREC Nov–Apr 0.25 0.05 1.00 
       ETP Nov–Apr 0.38 0.44 -0.04 1.00 
      PREC Aug–Oct 0.34 -0.06 0.45 0.03 1.00 
     ETP Aug–Oct -0.06 0.61 -0.09 0.46 -0.39 1.00 
    RS May–Jul -0.20 0.48 0.10 -0.13 -0.04 0.19 1.00 
   SRT May–Jul -0.16 0.14 0.09 -0.31 -0.06 0.04 0.87 1.00 
  Fert 0.04 0.18 -0.06 0.17 -0.01 -0.05 0.07 0.02 1.00 
 Ac WW 0.03 0.23 -0.02 0.18 0.10 0.05 0.06 -0.03 0.72 1.00 
 
11.3.6 Further description of the parameters 
The SRT May-July north-south parameter gradient for wheat reflects a similar gradient of the absolute 
SRT levels. The sensitivity is often high (low) in regions with low (high) absolute values. However, 
this relationship also has exceptions. The sensitivity is high and the relationship directly proportional 
at the coast line where the absolute level of values there is high as well. The higher responsiveness of 
wheat to SRT compared with silage maize is also reflected in the spatial patterns. The north south de-
cline is not only weaker for silage maize than for winter wheat, but the parameter values even reverse 
in the east. The reason for this is unclear. A higher frequency of late frost events, which could be relat-
ed to increased SRT values, seems to be a reasonable speculation.  
  
Fig. S.2 depicts the yield impact of inter-annual changes in precipitation (PREC) from May to July for 
winter wheat determined from STSMs. The x-axis gives values of the precipitation parameter (𝛽𝛽𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) 
normalized to the bulk of other parameters 𝛽𝛽𝑗𝑗 (Eq. S.4). To make the positive and negative parameter 
values comparable, we use the absolute parameter values (hereafter expressed as sensitivity portion of 
PREC May-Jul). The y-axis shows explained yield variability of precipitation (𝛽𝛽𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃  log 𝑥𝑥′𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖) 
normalized to the total explained yield variability (Eq. S.5). This term is expressed as variance portion 
of PREC May-Jul. The term var is the variance.  
 








variance portion of 𝐸𝐸𝑆𝑆𝐸𝐸𝑃𝑃 May − Jul 









Fig. S.2: Partial explained variance of PREC May-Jul and sensitivity partials of PREC May-Jul for winter wheat 
determined for the STSMs. The acronyms are: SH: Schleswig-Holstein, LS: Lower Saxony, NRW: North Rhine-
Westphalia, HE: Hesse, RP: Rhineland-Palatinate, BW: Baden-Württemberg, BA: Bavaria, SL: Saarland, BB: 
Brandenburg, MWP: Mecklenburg-Western Pomerania, SN: Saxony, SA: Saxony-Anhalt, TH: Thuringia. 
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11.4 Global evaluation of a semiempirical model for yield anomalies and application to 
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11.4.1 US climate regions, growing seasons, land-use patterns and reported yields used in this 
analysis 
A map of the nine US climate regions used in this study is shown in Fig. S1. Their definition is based 
on Karl and Koss (1984). The average climate during the average maize growing season according to 
MIRCA2000 (Portmann et al., 2010) is shown in Fig. S2. Land use fractions according to MIR-
CA2000 are shown in Fig. S3. The distribution of growing seasons according to MIRCA2000 is 
shown in Fig. S4. For maize and soybeans calculated vegetative months of the average growing season 
in the US are April to June; calculated reproductive months are July to October. For spring wheat the 
split is May to June (vegetative) and July to August (reproductive). For winter wheat the vegetative 
part is October to April and the reproductive part May to July. The first months of the calculated re-
productive seasons correspond with observed anthesis dates by the USDA12. Nationally aggregated 
yield time series, together with two anomaly calculation methods, are shown in Fig. S5. The equations 
used for aggregating grid cell time series to national averages are listed in supplementary equations S1 
and S2. The equations used for defining PHUs and the ensuing split between vegetative and reproduc-
tive parts of the growing season are provided in equations S4 and S5 (section 2). 
 
Fig. S1: The nine climate regions of the US as applied in this study. 
                                                   




Fig. S2: Climate diagrams for the nine US climate regions during their maize growing season. Precipitation (in 
cm) and temperatures (in °C with minimum as blue, mean as green and maximum as red horizontal lines) are 
split into a vegetative and a reproductive part. Averages are calculated over space and time; the temperature 
extrema are averages over the individual grid cell extrema. The maize growing season according to MIRCA2000 
(Portmann et al., 2010) can vary between regions (Fig. S4). 
 










   (c) Spring wheat    (d) Winter wheat 
 
Fig. S3: Land use fractions as percent of grid cell area for maize (a), soybeans (b), spring wheat (c) and winter 
wheat (d) according to MIRCA2000 (Portmann et al., 2010). County boundaries are drawn in grey. Color scales 
















(c) Spring wheat 
 
 
(d) Winter wheat 
Fig. S4: Distribution of growing season start and end months (blue and red boxes, respectively), the last month 
of the vegetative growing season as defined by the 50% PHU threshold (see equations S4 and S5; grey boxes) 
and the duration of the growing season in months (green boxes). Several boxes are condensed to lines since 
there is no variation in the data. There is, in general, only little variation of growing seasons across the US ac-






The equation used for aggregating time series from grid cells to climate region or country level is pro-
vided in equation S1. 
𝑦𝑦� = ∑  𝑏𝑏𝑚𝑚∗ 𝑎𝑎𝑚𝑚∗ 𝑦𝑦𝑚𝑚𝑚𝑚
∑  𝑏𝑏𝑚𝑚∗ 𝑎𝑎𝑚𝑚𝑚𝑚              (S1)  
 
where yi is yield anomaly in grid cell i, ai is area of grid cell i, li is fraction of total land-use for the 
specific crop in grid cell i and 𝑦𝑦� is the averaged yield anomaly over all grid cells in the aggregation 
region. If aggregation is weighted, 𝑓𝑓𝑖𝑖 is taken from MIRCA2000 and 𝐸𝐸𝑖𝑖 is calculated by equation S2. If 
aggregtion is unweighted, both 𝑓𝑓𝑖𝑖 and 𝐸𝐸𝑖𝑖 are set to 1, resulting in the standard average. 
 
𝐸𝐸𝑖𝑖 = 𝐵𝐵𝑃𝑃2 ∗ �𝜆𝜆𝑖𝑖,2 − 𝜆𝜆𝑖𝑖,1� ∗ (sin𝜑𝜑𝑖𝑖,2 − sin𝜑𝜑𝑖𝑖,1)       (S2) 
 
where rE is earth radius (6,371 km), 𝜆𝜆 and 𝜑𝜑 are longitude and latitude boundaries of the grid cell (in 
radians). 
  







(a) Maize      (b) Soybeans 
  
 (c) Spring wheat      (d) Winter wheat 
Fig. S5: Time series of yields for four staple US crops. Black lines are nationally aggregated yields, calculated 
from grid cells with land-use fraction for the respective crop larger than 0 and weighing by these land-use frac-
tions. Blue and red lines, respectively, show yield anomalies calculated from these nationally aggregated yields 
by calculating either first differences between adjacent years (blue) or by subtracting a parameter-free Singular 
Spectrum Analysis trend (red). 
 
11.4.2 Full regression equation 
The full regression equation is provided in supplementary equation S3. This ‘standard’ regression can 
be modified by three switches (for sensitivity analyses): estimation method, included variables and 
anomaly calculation (Tab. S1). All combinations between all values (12 in total) are evaluated for each 
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crop, yield data set and aggregation weighting combination (16 in total). This results in a total of 12 * 
16 = 192 regressions for the US. The equations used to calculate phenological heat units and to deduce 
the transition month between vegetative and reproductive season are given in equations S4 and S5. 
 
Equation S3 provides the fully specified ‘standard’ STSM regression formula for summer crops (i.e. 
with only the vegetative part of the temperature-corrected solar radiation). The equation contains eight 
coefficients including the intercept to be estimated (𝛽𝛽0...7) for each grid cell. For PDMs fewer coeffi-
cients are estimated: there is only one set for 𝛽𝛽0...7 per aggregation region, but fixed effects allow for 
grid cell-specific intercepts. 
 log𝑌𝑌𝑖𝑖′ = log𝛽𝛽0  + 𝛽𝛽1 log𝐸𝐸𝐸𝐸𝑇𝑇𝑎𝑎𝐿𝐿𝑎𝑎,𝑖𝑖′ + 𝛽𝛽2 log𝐸𝐸𝐸𝐸𝑇𝑇𝐿𝐿𝐿𝐿𝑝𝑝,𝑖𝑖′ +  𝛽𝛽3 log𝐸𝐸𝑆𝑆𝑎𝑎𝐿𝐿𝑎𝑎,𝑖𝑖′+ 𝛽𝛽4 log𝐸𝐸𝑆𝑆𝐿𝐿𝐿𝐿𝑝𝑝,𝑖𝑖′ + 𝛽𝛽5 log𝑆𝑆𝐸𝐸𝑎𝑎𝐿𝐿𝑎𝑎,𝑖𝑖′ + 𝛽𝛽6 log𝐾𝐾𝑉𝑉𝑉𝑉𝑖𝑖′ +  𝛽𝛽7 log 𝐹𝐹𝑉𝑉𝑉𝑉𝑖𝑖′ + log 𝐵𝐵𝑖𝑖′  
(S3) 
 
Variables are yield (Y), potential evapotranspiration (PET) during the vegetative (veg) and reproduc-
tive (rep) growing season parts, precipitation (PR) split into its vegetative and reproductive parts, tem-
perature-corrected solar radiation (SRT) in the vegetative part of the growing season, killing and freez-
ing degree days (KDD, FDD) over the whole growing season. The prime (´) behind each variable de-
notes yield anomalies. All variables are given for years (t) 1981 to 2010, starting one year later than 
data is available due to the first differences approach (two years later for winter wheat). 
 
Tab. S1: Possible values for the three regression switches. All 12 combinations of the three specifiers are al-
lowed. 
Method Variable set Anomaly calculation 
Separate Time Series 
Model (“STSM”) 
SRT (temperature-corrected solar 
radiation) 
First differences (‘first’) 
Panel Data Model 
(“PDM”) 
KDD-SRT (killing and freezing de-
gree days plus SRT) 
Difference to a singular spectrum 
analysis trend (‘ssa’) 
 KDD-rad (KDD and FDD plus un-
corrected solar radiation) 
 
 
Phenological heat units (PHU) above a base temperature over the growing season are calculated by 
equation S4:  
 
𝐸𝐸𝑃𝑃𝑈𝑈𝐿𝐿 = ∑ max (𝑇𝑇𝑖𝑖 − 𝑇𝑇𝑆𝑆𝑎𝑎𝑠𝑠𝐿𝐿; 0)𝐿𝐿𝑖𝑖=1          (S4) 
 
where d is a day during the growing season (starting with 1), Ti is the temperature at day i and Tbase is a 
crop-specific base temperature (8°C for maize and soybeans and 0°C for spring and winter wheat). 





PHUs for a month are calculated by multiplying the PHU calculated from the monthly mean tempera-
ture by the number of days in this month. 
 
The first month of the reproductive season for each grid cell and crop is calculated by equation S5: 
 
𝐹𝐹𝑆𝑆𝑀𝑀 = 𝑚𝑚𝑖𝑖𝐵𝐵𝑚𝑚(𝐸𝐸𝑃𝑃𝑈𝑈𝑚𝑚 ≥ 0.5 ∗ 𝐸𝐸𝑃𝑃𝑈𝑈𝑚𝑚𝑎𝑎𝑥𝑥)        (S5) 
 
where FRM is “first reproductive month”, m is a month in the growing season, PHUm is the PHU for 
this month according to equation S4 and PHUmax is the total PHU achieved over the growing season. 
 
11.4.3 Model evaluation in the US 
The performance ranges of different regression setups in the US are summarized in Fig. S6. For each 
crop the distributions of R2 and R2O1 across several model specifications are provided. Abbreviations 
are as follows. Regression method is either PDM (Panel Data Model) or STSM (Separate Time Series 
Model). Variables are either “KDD_rad” (uncorrected radiation instead of SRT, with KDD=Killing 
Degree Days and FDD=Freezing Degree Days variables), “KDD_SRT” (temperature-corrected radia-
tion and KDD/FDD variables) or “SRT” (only temperature-corrected radiation, but without 
KDD/FDD). Yield anomaly calculation is done by either first differences (“first”) or with a parameter-
free trend estimated with Singular Spectrum Analysis (“ssa”). The data set can be either “USDA” (re-
ported yield data provided by the USDA) or “GGYD” (global yield data derived from remote sensing 
and (sub)national yield statistics). There is a strong discrepancy between regression coefficients esti-










(c) Spring wheat 






(d) Winter wheat 
Fig. S6: Mean model performance (R2 in gray and R2O1 in red) in the US for different model specifications, split 




Fig. S7: Comparison of STSM explained variance and coefficients from USDA (“Reference”) and GGYD (“Com-
parison”) maize yield data sets. Each point corresponds to the coefficient estimate for one grid cell. Note that 
all p-values suggest significance, despite the visual impression of practically no correlation. This significance is 





Fig. S8: Comparison of PDM coefficients from USDA (“Reference”) and GGYD (“Comparison”) maize yield data 
sets. Each point corresponds to the coefficient estimate for one aggregation region. 
 
11.4.4 Statistical test results 
The results of the statistical tests to ensure model validity are displayed in Fig. S9. The RESET test 
showed that the large majority of grid cells for all four crops were not misspecified, i.e. no quadratic 
terms were missing. Residuals were normally distributed in most grid cells (Shapiro-Wilk test) and the 
yield time series were mostly homoscedastic (Breusch-Pagan test). Autocorrelation, however, occurred 
in a substantial fraction of the grid cells for all crops (Breusch-Godfrey test). This autocorrelation is 
due to the first difference method and an autocorrelation already in absolute yields (in 55%, 32%, 31% 
and 37% of grid cells for maize, soybeans, spring and winter wheat, respectively). The LM test for 
spatial heterogeneity showed, for all crops and all climate regions, that a panel model approach is ap-
propriate (p values <0.05; no map provided). The condition index test for multicollinearity following 
Belsley et al. (1980) showed values above 10 in only 25 out of 5,976 total grid cells (0.4%) for all 
crops, and all values are below 17. Since only values above 30 would hint to multicollinearity prob-
lems we conclude that this is not a problem. Thus, with the exception of autocorrelation no test hints to 
systematic problems for any of the crops.  
  







    
    
     
    
     
  (a) Maize            (b) Soybeans           (c) Spring wheat             (c) Winter wheat 
 
Fig. S9: Statistical test results for the US. Columns are crops and rows are the different tests. Green indicates a 
“successful” test, i.e. no problem, while red indicates a rejection of the respective H0 of no misspecifica-
tion/autocorrelation/heteroskedasticity/un-normality. For the condition index test of multicollinearity grid cells 
are marked in red if there is any variable with a condition index larger than 10. 
 
 
11.4.5 Combined evaluation of observed yield variability and explained variance 
The model explanatory power varies to some extent with the observed yield variability. Yield variabil-
ity here is measured as coefficient of variation (CV), defined as standard deviation over mean. There 
are four different combinations: whether the model explains more than 45% of the variation or not, 
and whether yield variability is substantial (CV >= 0.15) or not. We used the values of 45% and 0.15 
to conform with a previous study by Ray et al. (2015). A combined analysis of these four cases is 
shown in Fig. S10. Regions in green are well explained by the model, with either substantial yield var-
iability (dark green) or not (light green). Regions in blue have low yield variability and this is only less 
than 45% explained by the model. Regions in red have substantial observed yield variation but the 
model is not able to capture it. Regions left blank have no harvested area for the respective crop. The 
fractions of grid cells with substantial variation but low explanatory power of the statistical model (red 







(a) Maize      (b) Soybeans 
 
(c) Spring wheat     (d) Winter wheat 
 
Fig. S10: Combined analysis of model explanatory power vs. yield variation, for USDA maize (panel a), soybeans 
(b), spring wheat (c) and winter wheat (d). 
 
 
Tab. S2: Fraction of grid cells (of those where the respective crop is harvested) in different explanation catego-
ries (low R2: < 0.45; low R2O1: < 0.25; low CV: < 0.15). Numbers in brackets denote analogue fractions for R
2
O1. 
Row sums below or above 100% are due to rounding. 
Crop Yield data Low CV,  
low R2 (R2O1) 
Low CV,  
high R2 (R2O1) 
High CV,  
low R2 (R2O1) 
High CV,  





27 % (33 %) 15 % (  9 %) 23 % (35 %) 36 % (23 %) 1,912 
Soybeans 20 % (26 %) 17 % (11 %) 23 % (36 %)  40 % (27 %) 1,307 
Spring wheat 11 % (14 %) 7 % (  4 %) 44 % (64 %) 39 % (19 %) 725 
Winter wheat 17 % (20 %) 10 % (  6 %) 36 % (50 %) 38 % (24 %) 2,032 
Maize 
GGYD 
40 % (68 %) 48 % (20 %) 4% (  8%) 9 % (  5 %) 2,021 
Soybeans 64 % (84 %) 28 % ( 9 %) 3 % ( 6 %) 4 % ( 1 %) 1,400 
Spring wheat 3 % (  4 %) 1% (  0 %) 42% (65%) 54 % (31 %) 595 
Winter wheat 57 % (61 %) 11 % (  8 %) 24 % (29 %) 8 % (  3 %) 2,036 
  
  








11.4.6 Time series for US regions 
Yield anomaly time series for the nine US climate regions are shown in Fig. S11. 
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(d) Winter wheat 
 
Fig. S11: Yield anomaly time series for the nine US climate regions. Large panels are maize (a), soybeans (b), 
spring wheat (c) and winter wheat (d). Soybeans and spring wheat are not grown in all regions. Black lines are 
observed USDA yields, red lines are statistically estimated yields and grey lines are out-of-sample predicted 





11.4.7 Model performance for main producers 
The list of main producers and the associated three-letter codes are provided in Tab. S3. Countries can 
be main producers for several crops, leading to 33 unique countries. Correlations between aggregated 
GGYD and FAO yields are shown in Fig. S12. Yield anomaly time series for the three best reproduced 
main producers, selected by their R2O1 value, for each crop are shown in Fig. S13. For maize and soy-
beans the time series for the US (which ranks among the top three) is not shown again (see Fig. 2 of 
the main paper) such that we resorted to the next ranks. The number of PDM models estimated within 
each country depends on its size and the availability of GGYD yield data. Subnational zones are de-
fined by administrative boundaries (GADM1; http://gadm.org/). The only exceptions are Russia, 
which is represented by the three major agricultural areas around the Caspian and Black Sea, and the 
USA, which is split into the nine climatic zones as defined in Fig. S1. 
 
Tab. S3: Main producers for each crop, sorted by descending total production. Main producers are all countries 
that together produce more than 90% of world production between 2000 and 2011 according to FAO. The 
number of subnational regions for PDM estimation, if larger than 1, is indicated in brackets behind the country 
name. 
Maize (24 countries) Soybeans (5) Spring wheat (15) Winter wheat (24) 
Country Code Country Code Country Code Country Code 






Brazil BRA (18) USA USA (5) India IND (25) 
Brazil BRA (18) Argentina ARG (19) France FRA (2) USA USA (9) 
Mexico MEX 
(30) 
China CHN (27) Canada CAN (5) France FRA (21) 
Argentina ARG 
(19) 
India IND (20) Australia AUS (5) Canada CAN (7) 
India IND (20)   Turkey TUR Germany DEU (13) 
France FRA (22)   Iran IRN Pakistan PAK 
Indonesia IDN   Poland POL Turkey TUR 
South Africa ZAF   Italy ITA (19) Great Britain GBR 
Italy ITA (19)   Romania ROU Argentina ARG 
(20) 
Canada CAN (5)   Hungary HUN Iran IRN 
Romania ROU   Syria SYR Poland POL 
Hungary HUN   Russia RUS (2) Egypt EGY 
Egypt EGY   Ukraine UKR Italy ITA (19) 
Nigeria NGA   Kazakhstan KAZ Spain ESP 
Philippines PHL     Romania ROU 
Thailand THA     Denmark DNK 
Germany DEU (3)     Brazil BRA (10) 
Spain ESP     Hungary HUN 
Tanzania TZA     Syria SYR 
Vietnam VNM     Morocco MAR 
Ukraine UKR     Russia RUS (3) 
Russia RUS (3)     Ukraine UKR 
Kazakhstan KAZ     Kazakhstan KAZ 









Fig. S12: Correlation (Pearson’s r) between nationally aggregated GGYD and FAO national yield anomalies for 
main producers considered in this study. Yield anomalies were calculated as first differences for both data sets. 
The MIRCA2000 (Portmann et al., 2010) land-use weighting was applied for aggregation. Applying the M3-
Crops harvested areas (Monfreda et al., 2008), which were used for the GGYD construction (Iizumi et al., 2013), 
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Fig. S13: Yield anomaly time series of selected main producers for maize (a), soybeans (b), spring wheat (c) and 
winter wheat (d). The three best-performing countries are shown for each crop (excluding the USA). 
  





11.4.8 Results for main producers with PDM estimation 
Country performances for PDM estimation with GGYD yield data are shown in Fig. S14. The cumula-
tive production share of countries with an R2O1 of at least 25% is 59%, 18%, 46% and 1% for maize, 
soybeans, spring and winter wheat, respectively. Using the M3-Crops land-use data instead of MIR-
CA2000 does not change results (data not shown). 
 
Performance measures differ between FAO and aggregated GGYD yield anomalies (black and green 
crosses for R2, or orange and red diamonds for R2O1). This is expectable since FAO yields were not 
used for model building and therefore represent a cross-prediction evaluation. The average absolute 
differences are 19, 8, 21, 23 percentage points for maize, soybeans, spring and winter wheat R2 values, 












(c) Spring wheat 
 






(d) Winter wheat 
Fig. S14: Model performances in main producers with PDM estimation. Panels are maize (a), soybeans (b), 
spring wheat (c) and winter wheat (d). Country order is according to descending R2O1. Colors and lines are as in 
Fig. 6 of the main paper, with two additional entries: black crosses indicate the R2 between modeled and FAO 
yield anomalies, and pink diamonds indicate the FAO-R2O1, i.e. between out-of-sample predicted and FAO yield 
anomalies. The number of PDM models estimated per country is indicated in brackets after the country name.  
 
11.4.9 Model performance differences between official yield statistics and GGYD data 
The quality of the yield data used for training and evaluating the model is decisive. When using re-
ported yield statistics the out-of-sample performance increases for several countries which otherwise 
achieve only low performance with the GGYD yield data set (Tab. S4). In some cases, R2O1 is larger 
for GGYD than the official data set. This happens only, but not necessarily, if the R2 from GGYD 
yields is high (>0.85) and higher than the R2 from official survey data. For soybeans in Brazil the 
model trained on GGYD yields shows a better performance than with official yield statistics. Possible 
reasons are a low matching quality between grid cells and Brazilian provinces (which tend to be 
smaller than one grid cell), or a general inaptitude of the model for (Brazilian) soybean conditions. 
This will have to be investigated further. Note that Burkina Faso is not a main producer, but subna-






Tab. S4: Different performance of the model when using yield data from statistical offices (“Official”) rather 
than the GGYD data set. R2O1 values which increase by more than 0.1 with official yield statistics are marked in 
bold. 








Maize 0.92 0.81 0.59 0.55 
USDA 
Soybeans 0.77 0.69 0.10 0.45 
Spring 
wheat 0.73 0.63 0.32 0.34 
Winter 
wheat 0.92 0.62 0.04 0.28 
Germany 
Maize 0.62 0.69 0.22 0.35a German  
statistical offices Winter 
wheat 0.44 0.66 n.a. (r < 0) 0.20
a 
Russia 




wheat 0.67 0.86 0.01 0.49 
Winter 
wheat 0.59 0.88 n.a. (r < 0) 0.34 
Tanzania Maize 0.68 0.78 0.08 0.16 Tanzanian statis-tical office 




Maize 0.83 0.89 0.08 0.73 
Brazilian statisti-
cal office 
Soybeans 0.64 0.41 0.12 n.a. (r < 0) 
Winter 
wheat 0.71 0.76 0.13 0.15 
Burkina 
Faso Maize 0.59 0.71 0.03 0.43 
Burkina Faso  
statistical office 
a Note that one-out-of-sample performances for Germany are higher (0.50 for silage maize and 0.61 for winter 
wheat) in Gornott and Wechsung (2016) where the model is slightly different and uses different weather data. 
  





11.4.10 Forecasting capacity of the model for all main producers 
The forecasting capacity of the model, measured by one-out-of-sample R2O1 for prediction with a re-
duced growing season, is shown in Fig. S15. The share of cumulative production within the main pro-
ducers that can be predicted with at least 25% accuracy one month before harvest is 82%, 18%, 77% 
and 11% for maize, soybeans, spring and winter wheat, respectively, and with 50% these are 51%, 0%, 
19% and 1%. Two months before harvest the production shares with prediction capacity above 25% 
are 86%, 4%, 36% and 18% for maize, soybeans, spring and winter wheat, respectively, and with 50% 








(c) Spring wheat 
 
(d) Winter wheat 
Fig. S15: Forecasting capacity of the model for all main producers, with GGYD yields. Countries are ordered 
according to descending total production. Gray bars are the standard model with full growing season used for 
training and prediction. Green and black bars show performance when withholding one or two months, respec-
tively, for training the model and predicting yield anomalies out of sample. Note that in some cases no perfor-
mance data are present, for either of two reasons: the reduction of the growing season did not allow for calcu-
lating any regression, or the correlation between observed and predicted anomalies is negative and thus its 
squared value would be misleading.   
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11.5.1 Materials and methods  
11.5.1.1 Data 
11.5.1.1.1 Yield information 
We use observed farm maize yields supplied by the Ministry of Agriculture, Food Security and Coop-
eratives (MAFSC, 2010) for Tanzanian districts (𝑁𝑁 = 116) and the period 2003 to 2010. These ob-
served yield data contain some implausible outliers, which are far beyond the genetic yield potential of 
maize. Schlenker and Lobell (2010) show that the direct use of such observed yields can amplify the 
uncertainty of yield assessments. Thus, we eliminate implausible outliers in the observed yield dataset 
by using reasonable upper yield ceilings. The ceiling is 25% above the local yield calculated by our 
process-based model assuming a fertilization of 120 kg N and 40 kg P2O5 ha–1. After adjusting the 
yield dataset (removing implausible outliers or too short time series), we still work with N = 104 dis-
tricts. Since this dataset has also some missing values, in total our dataset contains 796 observed yield 
values. The average of the original dataset is 1.5 t ha–1 and the standard deviation is ±2.0 t ha–1, while 
the average of the adjusted dataset is 1.3 t ha–1 with a standard deviation of ±0.9 t ha–1. 
 
11.5.1.1.2 Weather information 
We use reanalyzed weather information (WFDEI ERA-Interim) of 319 grid points across Tanzania 
from 1979 to 2012 (Weedon et al., 2014). To justify the usability of the dataset, we compare the reana-
lyzed weather dataset with nearest weather data from 16 stations (Tanzania Meteorological Agency, 
2007) of the period 1970 to 2006. The plots in Fig. S.1 exemplarily show the comparison of the year-
ly-averaged, intra-annual precipitation distribution for five reanalyzes points and observed weather 
stations. In general, the seasonality of the observed weather data is reproduced by reanalyzed weather 
data for all weather stations. The 6-day moving average shows that the reanalyzed weather data satis-
factorily represent the measured data: The Nash–Sutcliffe model efficiency coefficient (NSE, see also 
Chipanshi et al. (2015) for the calculation) for precipitation (PREC) is: 0.77, NSE for minimum tem-
perature (TMPmin): 0.74, and NSE for maximum temperature (TMPmax): 0.31.  





Fig. S.1. Spatial and intra-annual distribution of reanalyzed and observed precipitation patterns. The iso-
precipitation lines are yellow; the black boundaries are the regions (thick lines) of Tanzania with its districts 
(thin lines). The weather stations are the white points a–e. The acronym WFDEI stands for the reanalyzed and 
TMA for the observed weather data. 
 
11.5.1.1.3 Soil and agronomic management information 
The soil information for the 319 weather grid points is taken from the FAO-74 soil classification ac-
cording to Dewitte et al. (2013) and the ILRI (2005) soil map. We use the fertilization amounts ac-
cording to Thornton et al. (2009) as input for the process-based model. For the statistical model, we 
use the variables acreage maize (district scale), paid agricultural subsidies, and urea application (both 
on national scale) provided by the Ministry of Agriculture, Food Security and Cooperatives (MAFSC, 
2010). Finally, we use agro-ecological zones (IFPRI, 2015) for the classification of semi-arid and sub-
humid regions (Fig. S.2). The division of the maize growing season (planting to harvesting periods) is 
taken from FAO Crop Calendar (2010). For maize prices, we use the national price statistics from the 





Fig. S.2. Agro-ecological zones and Tanzanian districts.  
 
11.5.1.2 Process-based crop modeling 
We use the Soil and Water Integrated Model (SWIM) as process-based model. The processes of 
SWIM are calculated on a daily time step for spatial points, which are representative for larger regions 
(sub-national boundaries, hydrotopes, field trials, or grid cells) (Krysanova et al., 2015, 2000). For our 
investigation, we apply SWIM on grid cell information of 0.5° (approximately 50km at the equator).  
 
11.5.1.2.1 Crop yield modeling by SWIM is based on the EPIC crop module 
EPIC is a worldwide applied process-based crop model (Asseng et al., 2013; Rosenzweig et al., 2014), 
which is able to reproduce the cropping conditions in SSA (Folberth et al., 2012). The model com-
putes crop yields as a product of the total above-ground biomass and the harvest index. While the har-
vest index increases until harvesting, the above-ground biomass growth is calculated as the product of 
the crop-specific parameter for converting energy to biomass and the photosynthetic active radiation. 
The photosynthetic active radiation is a function of the incoming solar radiation and the leaf area index 
(LAI) of the corresponding crop. Any divergence of these optimal growing conditions reduces the bi-
omass growth by the stress factors heat stress and insufficient water, nitrogen, and phosphorus supply 
within a minimum function. The plant water supply is determined by precipitation and water with-
drawn by evaporation, surface runoff, infiltration, and plant water uptake, respectively. The EPIC crop 
module embeds a nitrogen and phosphorus cycle. The nitrogen cycle includes mineralization, nitrifica-
tion, and denitrification. The phosphorus cycle includes phosphorus adsorption and mineralization. 
The nitrogen and phosphorous supply is added by organic and mineral fertilization.  
 




11.5.1.2.2 Modifications in the EPIC crop module 
In the EPIC crop module within SWIM, we use mostly the standard maize parametrization of the EP-
IC model (Krysanova et al., 2000). For Tanzanian maize yield assessments, we adjust the temperature 
sensitivity, harvest index, maximum LAI, and required heat units to maturity. Folberth et al. (2016, 
2013, 2012) show that this parametrization is valid for the cropping conditions in SSA. The crops in 
SWIM are not parametrized on one or more individual crop varieties. Information about crop varieties 
would be very helpful for an accurate representation of local or regional cropping conditions. However 
this information seems to be unavailable for Tanzania. The temperature sensitivity is corrected accord-
ing to Rötter and van de Geijn (1999) to 8 °C basic and 28 °C optimum temperature. According to 
Gaiser et al. (2010) and McClung (McClung, 2014), the harvest index of local, unimproved crop varie-
ties is lower than for improved varieties. Since seed saving of local varieties is common in Tanzania 
(Nkonya and Mwangi, 2004; Westengen et al., 2014), we take a HI of 0.35 (Gaiser et al., 2010). Fol-
berth et al. (2013) show that a HI parameter of 0.35 leads to reasonable results for entire SSA. De-
pending on the environmental and crop genetic conditions, the maximum LAI varies highly in SSA 
(Lukeba et al., 2013). Following Gaiser et al. (2010), we use a maximum LAI of 6.0 m2 (leaf) m–
2 (ground). The maize maturity groups are covered by the heat units. The heat units are the accumulat-
ed growing temperature (actual temperature reduced by the basis temperature) sum from seeding to 
maturity of the crop. For Tanzania as a whole, we use medium-maturity varieties with 2800 °C heat 
units (FAO, 2015; Folberth et al., 2012). In our model, the management is uniform for all grid points. 
The variables harvesting dates, nitrogen dynamics in the soil (e.g., leaching), or other soil properties 
(e.g., water holding capacity, rooting depth) vary across space (grid-specific) in our process-based 
model. Planting dates and fertilizer application are uniform across districts. The planting date is set 
relatively early (December 10th). In the process-based model, the plant germination starts with the first 
rains and the plant will not die within the first 30 days also with insufficient water supply. Due to this, 
we implicitly account for differences in the planting dates. The harvest date is 6 days after maturity (or 
after this, the next day without precipitation). According to the World Bank (2016) survey, the average 
Tanzanian maize fertilization is 23.0 kg N and 0.0 kg P2O5 ha–1. For smallholder farmers, Thornton et 
al. (2009, p. 57) describe an inorganic fertilization of 5.0kg N and no phosphorus fertilization. Follow-
ing the later, we apply an inorganic fertilization of 5.0 kg N and 0.0 kg P2O5 ha–1, because the fertiliza-
tion is rather poor than sufficient (Tittonell and Giller, 2013; Vitousek et al., 2009). In particular in 
semi-arid, tropical regions, the nutrient uptake is highly influenced by the soil moisture. According to 
Folberth et al. (2012) and Harmsen (2000), we included in the Liebig minimum function an interaction 
between water and nutrient stress to calculate the crop growth regulating factor (GRF, Eq. S.1). The 
fertilization is applied 13 days after sowing.  
 





11.5.1.3 Statistical crop models 
We use an approach, which is similar to the statistical regression model introduced by Gornott and 
Wechsung (Gornott and Wechsung, 2016) for the case of Germany. For our approach, we use the same 
conceptual framework for the variable selection and the same statistical methods and consider both 
non-weather and weather impacts on maize yields. However, we use a different functional form and 
variable transformation, which fits better to the Tanzanian weather and agronomic conditions.  
 
11.5.1.3.1 Statistical method  
We use three different statistical regression methods to capture the spatial and temporal heterogeneity 
among N districts and T years: separately estimated time-series models (STSMs), panel data models 
(PDMs), and random coefficient models (RCMs). The STSMs estimate independently a separate time-
series model for all districts. Each STSM explains the yield variability by a district-individual inter-
cept and district-individual parameters. The PDMs capture directly temporal and spatial variability by 
one parameter set valid for N considered districts. RCMs contain both one parameter set for all N dis-
tricts and district individual parameters. Since these parameters depend on each other, the RCMs are 
estimated by the restricted maximum likelihood method instead of the ordinary least squares method 
used for STSMs and PDMs.  
 
11.5.1.3.2 Modeling approach  
Combined process-based and statistical modeling approach to assess weather and non-weather-
related yield variability by using a logarithmic function (PMwe-SMnw-SMwe2): The process-based 
model (PM) is supposed to explain the direct weather-related yield variability (we). The residual yield 
variability (𝜀𝜀𝑖𝑖𝑖𝑖 = 𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑦𝑦𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑀𝑀) of the observed (𝑦𝑦𝑖𝑖𝑖𝑖) and process-based modeled yields (𝑦𝑦𝑖𝑖𝑖𝑖𝑃𝑃𝑀𝑀) is ex-
plained by (i) non-weather-related (nw) and (ii) indirect (second-order) weather-triggered yield influ-
ences (we2) like pests and diseases. (iii) Since our dataset only has limited degrees of freedom (𝑇𝑇 =8), we estimate non-weather-related and indirect weather-triggered impacts in two consecutive statisti-
cal models. This means that the non-weather-related statistical model uses the residuals of the process-
based model. In the consecutive step, the weather-driven statistical model uses the residuals of the 
non-weather-related statistical model as the endogenous variable. This approach enables the considera-
tion of both impact factor groups without the risk that any impact factor is considered twice. While the 
STSMs are directly estimated on district scale, the PDMs are estimated on regional scale. Due to this, 
PDMs have more available degrees of freedom. (iv) This allows the consideration of both non-
weather-related and indirect weather-triggered impacts in a single PDM. RCMs require the same 
amount of degrees of freedom as the STSMs, thus, they are applied like the STSM for approach i–iii. 
In total, we compare four approaches to explain the PM residuals (εwe): (i) only i non-weather-driven, 
(ii) only weather-driven, (iii) non-weather and weather-driven (in two consecutive statistical models), 
and (iv) non-weather and weather-driven in one model: 




(i) PMwe-SMnw (εwe): one statistical model to capture the non-weather-related impacts on εwe 
(Fig. S.3), 
(ii) PMwe-SMwe2 (εwe): one statistical model to capture indirect weather-triggered impacts on εwe,  
(iii) PMwe-SMnw (εwe)-SMwe2 (εnw): two consecutive statistical models to captures non-weather-
related impacts on εwe and the residuals of that model (εnw) by indirect weather-triggered im-
pacts (Fig. S.4), 
(iv) PMwe-SMnw&SMwe2 (εwe): one statistical model to capture both non-weather-related and indi-
rect weather-triggered impacts on εwe (only investigated with PDMs). 
 
We use a logarithmic function as the basic functional form with the residuals (𝜀𝜀𝑖𝑖𝑖𝑖) as endogenous vari-
ables (Eq. S.2). The exogenous variables are either the non-weather-related or indirect weather-
triggered variables. The 𝐽𝐽 exogenous variables are transformed to logarithmic values. The terms 𝛽𝛽 are 
the parameters, 𝐵𝐵 is the error term, 𝑡𝑡 (with 𝑡𝑡 = 1, … ,𝑇𝑇) is the time-index, and 𝑖𝑖 denotes the spatial in-
dex (with 𝑖𝑖 = 1, … ,𝑁𝑁). The endogenous variable is considered in untransformed values, because the 
negative residual values allow no logarithm. We use exogenous variables as logarithmic values, be-
cause this transformation achieves better results than the untransformed ones. We also investigate sev-
eral other transformations (see S.2.3.3), however, the fixed effects transformation achieves the best 
goodness of fit.  
𝜀𝜀𝑖𝑖𝑖𝑖
𝑖𝑖𝐿𝐿/𝑏𝑏𝐿𝐿2 = log𝛽𝛽0𝑖𝑖 +�𝛽𝛽𝑗𝑗𝑖𝑖 log  𝑥𝑥𝑗𝑗𝑖𝑖𝑖𝑖𝐽𝐽
𝑗𝑗=1






Fig. S.3. Flowchart of the combined model approach (PMwe-SMnw): (1) Application of the process-based crop 
model (PM) for the region-specific agro-ecological conditions. (2) Separation of weather-related yield variability 
and (3) calculation of residual yield variability. (4) Application of the statistical crop model (SM) to capture the 
residual, non-weather-related yield variability by agronomic and socio-economic impacts. (5) Separation of 
non-weather-related yield variability. (6) Combination of weather-related and non-weather-related yield varia-
bility to compare the modeled yields with the observed yields. 
  







Fig. S.4. Flowchart of the combined model approach (PMwe-SMnw-SMwe2): (1) Application of the process-based 
crop model (PM) for the region specific agro-ecological conditions. (2) Separation of weather-related yield vari-
ability and (3) calculation of residual yield variability. (4) Application of the statistical crop model (SM) to cap-
ture the residual, non-weather-related yield variability by agronomic and socio-economic impacts, (5) separa-
tion of non-weather-related yield variability. (6) Calculation of residual yield variability (from the SM). (7) Appli-
cation of the statistical crop model (SM) to capture the residual, indirect weather-triggered yield variability (5) 
separation of indirect weather-triggered yield variability. (9) Combination of weather-related, non-weather-
related and indirect weather-triggered yield variability to compare the modeled yields with the observed yields. 
 
11.5.1.3.3 Variable selection 
In general, we use the same weather and non-weather exogenous variables for our statistical model 
approaches. The approaches are driven with a set of either non-weather or weather variables. As non-
weather exogenous variables, we use maize acreage (in ha per district), urea application (in metric 
tons for entire Tanzania), and paid subsidies on crop production (in US$). The maize acreage is 
thought to capture agronomic management decisions, land use and land availability (Iizumi and 
Ramankutty, 2015). This includes crop rotation preferences (for more maize) and the economic suita-
bility of maize production. Moreover, yield can be interpreted as land productivity (Kaufmann and 
Snell, 1997) and changes in acreage might go ahead with changes in soil quality, because farmers 
plant on marginal soils in case of an acreage expansion (Cassman et al., 2003). This will have a direct 
impact on crop yields. Urea application (in metric tons for entire Tanzania) should cover fertilizer 
availability and application (van der Velde et al., 2014). The application of fertilizer is already mod-
SUPPLEMENTAL INFORMATION 
211  
eled by the process-based model. However, because information about annual variation of fertilizer 
application is not available at district level, fertilizer application is kept constant over time and only 
used to reproduce the average yield level. As a result annual yield variation attributable to fertilizer 
application cannot be reproduced by the process-based model. Thus, the statistical model is needed to 
explain also the yield variability attributable to changes in fertilizer application. For SSA, Ward et al. 
(Ward et al., 2014) use as economic variables nitrogen and phosphorus fertilizer as well as irrigation. 
Since only 1.8 – 3.3% of the Tanzanian cropland is irrigated (NBS, 2012, p. 107; You et al., 2011), we 
haven’t included this variable. Other production factors, e.g., machinery (You et al., 2009), also seems 
to be of lower importance for Tanzania. Pauw and Thurlow (Pauw and Thurlow, 2011) show that agri-
cultural growth stagnates since the 1990s, because of low investments in infrastructure and machinery. 
The variable paid subsidies on crop production (in US$) addresses the efficiency of the fertilizer and 
seeds’ subsidy system and the socio-economic behavior of farmers (Jayne et al., 2013). Fertilizer and 
seed subsidies tripled the maize yields in Malawi within three years (Sánchez, 2010). Such subsidies 
are also disbursed in Tanzania, however, with a smaller yield increase (Benson et al., 2012). Tanzania 
has launched an input subsidy program in 2003 with the main objective to facilitate fertilizer and im-
proved seeds’ use in remote areas. This program was changed in 2008 with the aim to raise maize and 
rice production. The program was designed to increase Tanzania’s household and national food securi-
ty and to response to the fertilizer prices spikes in 2007 and 2008. Because of the disbursed subsidies 
for improved seeds and fertilizer, the farmers have adjusted their agronomic management with direct 
implications on crop yields (Minot and Benson, 2009). 
 
Since market access, land tenure security or access to extension are rather time-constant in Tanzania 
(Deininger et al., 2017; Dillon and Barrett, 2017), the impact of these variables is captured by the in-
tercept of our statistical model and the other parameters are not biased (no omitted variable bias). The 
spatial heterogeneity of these variables is also captured by the district-individual intercepts. Thus, our 
model accounts for time-invariant and spatial heterogeneous impacts of market access, land tenure 
security or access to extension. 
 
As weather variables, we use solar radiation, precipitation, and the vapor pressure deficit. The solar 
radiation (SR) maps the potential growth. The variables PREC and vapor pressure deficit (VPD, 
Eq. S.3 for calculation) should capture deviations from the optimal water supply. The VPD is calculat-
ed by TMPmax and TMPmin (Castellvi et al., 1997). As indirect weather-triggered impacts, these varia-
bles should address plant health (pests, weeds, and diseases) and agronomic management, which is 
collinear with the weather variables (Rosenzweig et al., 2001). 
 
𝑉𝑉𝐸𝐸𝑉𝑉 = 6.11�exp � 17.269 𝑇𝑇𝑀𝑀𝑃𝑃max237.3 + 𝑇𝑇𝑀𝑀𝑃𝑃max� − exp� 17.269 𝑇𝑇𝑀𝑀𝑃𝑃min237.3 + 𝑇𝑇𝑀𝑀𝑃𝑃min�� (S.3) 





The Tanzanian maize growing season lasts approximately from December to June. Within Tanzania 
there is a high heterogeneity of the planting and harvesting dates (FAO Crop Calendar, 2010). There-
fore, the weather variables are aggregated by the district-specific maize growing season. Because of 
limited degrees of freedoms, the variables are not further divided in sub-parts of growing season. 
 
11.5.1.4 Validation 
To test the robustness of the process-based and statistical models, we conduct a validation with ob-
served yields, which are not considered in the model calibration. Process-based models endogenously 
compute crop yields (without the consideration of observed yields). This allows for a direct compari-
son of the observed and modeled yields. Statistical models require observed yields for their estimation. 
To validate statistical models with unconsidered observed yields, we apply an out-of-sample cross-
validation. This validation reduces the estimation dataset by the values of the year t subsequently for 
all years T. For each year, the parameters are estimated for the reduced dataset (validation parameter). 
Finally, the yields of the removed years are calculated by the validation parameter and the exogenous 
variable values of the removed years (Chipanshi et al., 2015). 
 
11.5.1.5 Aggregation of results 
The yields of the process-based model are calculated on grid scale and aggregated from grid-cell scale 
to district scale to make them comparable with the observed yields. For the comparison of spatial pat-
terns, we aggregate the district yields to agro-ecological zones. The humid areas of Tanzania are ne-
glected, because these areas only cover tiny parts of the Tanzanian land surface. Due to the aggrega-
tion, the goodness of fit increases retrospectively, because district individual yield anomalies are fil-
tered out (Woodard and Garcia, 2008). All statistical models are applied on district level; we did not 
aggregate the exogenous variables, because this would lead to information losses due to a reduced var-
iability of the estimation dataset (Garcia et al., 1987). To show the insurance index, we aggregate the 
yield index from district to regional scale by the arithmetic average (main article Fig. 4). 
 
11.5.1.6 Software 
Our statistical models are estimated with the software R. We use the package plm for the PDMs, the 
package lme4 for the RCMs and the package lmtest for the statistical tests. The maps are generated 
with the R package ggplot2. The process-based model SWIM is written in fortran.  
 
11.5.2 Further results and discussion 
11.5.2.1 Crop physiological yield assessment by SWIM 
The yield level of 1.3 t ha–1 is satisfactorily captured by the process-based model SWIM. However, the 
patterns of low and high yield regions and the inter-annual variability are only poorly (r = 0.05) cap-
tured by our process-based model (district-level correlation map in Fig. S.5 and yield levels for each 
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year and district in Fig. S.6). Since process-based models consider only a limited number of processes 
in their model set-up, they may neglect possibly relevant processes like intercropping, tillage practices. 
Moreover, an important additional shortcoming of these models might be the lack of management in-
formation – e.g., growing season settings, fertilizer application – (Müller et al., 2016). This might be 
one reason for our unexplained residual yield variability. Another reason might be that the develop-
ment of these models lags behind the rapidly changing agricultural sector – caused by climate change 
or technological development – (Rötter et al., 2011). However, Fig. S.5 shows that the water scare re-
gions are covered with higher accuracy than the regions with sufficient water supply. This shows that 
the model is sensitive for the weather-related influences on crop yields.   
 
 
Fig. S.5: Correlation (Pearson’s r) of observed maize yields and only process-based modeled yields (left) or pro-
cess-based and statistical modeled yields (right) at district scale.  





Fig. S.6. Observed (first and third column) and process-based modeled (second and fourth column) yields on 
district scale for each year of the period 2003-2007. 
 
11.5.2.2 Results for the statistical modeling approach  
11.5.2.2.1 Model robustness and selection 
The results of the PMwe-SMnw-SMwe2 approach (Eq. S.2) are shown in Tab. S.1 and S.2. For our insur-
ance modeling scheme MAYIS, we use the results of the STSMs row i. The non-weather-related and 
indirect weather-triggered STSMs (iii) achieve the highest goodness of fit for the estimated yields 
(r = 0.92). The goodness of fit for the STSM with solely non-weather-related impacts (i) is slightly 
lower (r = 0.86), as is also the case for the solely indirect weather-triggered impacts (ii) (r = 0.78). The 
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STSMs show stronger indirect weather-triggered impacts on district scale than the PDM on national 
scale. This can be explained by the fact that weather-triggered effects (like pest outbreaks or plant dis-
eases) appear rather locally than on a national scale. The generally lower goodness of fit in the valida-
tion can be explained by the short (8 years) and sometimes incomplete observed yield time series. 
Remarkably, the validation results decline when the weather-triggered impacts are also considered. 
While the STSMs attain a correlation of r = 0.33 by including the weather-triggered impacts, by ex-
cluding these impacts the correlation rises to r = 0.38. This is similar for PDMs and RCMs. Considera-
tion of the solely weather-triggered impacts decreases the validation correlation to r = 0.04 for the 
STSMs, to r = 0.22 for the PDMs, and to r = –0.04 for RCMs. Thus, we conclude that weather-
triggered impacts do not contribute any model robustness. The consideration of both impact factor 
groups in single PDMs leads also to decreasing estimation and validation power in comparison to the 
sole consideration of either non-weather-related or weather-triggered factors. The RCMs’ goodness of 
fit is close to that of the STSMs. While the STSMs estimation is higher than for the RCMs, the valida-
tion results of the RCMs are slightly higher in comparison to the STSMs. For our insurance calcula-
tion, we use the STSMs with only non-weather-related impacts. However, the PDMs with both factor 




Tab. S.1. Correlation of the observed and estimated or validated yields. The columns (STSMs, PDMs, and RCMs) 
refer to the three statistical methods. All statistical models (SM) are applied on the residuals of the process-
based model (PM). The SM considers either only non-weather-related (i) or indirect (second-order) weather-
triggered impacts (ii), non-weather-related and indirect weather-triggered impacts in two consecutive models 
(iii) or in single PDM (iv). The non-weather-driven statistical model is applied without the process-based model 
(v). The non-weather variables are maize acreage, urea application, and paid subsidies on crop production, 
while the weather-triggered variables are SR, PREC, and VPD. 
    
 
  
 Approach STSM PDM RCM 
 Estimation    
i PMwe-SMnw (used for MAYIS) 0.86 0.55 0.80 
ii PMwe-SMwe2 0.78 0.49 0.68 
iii PMwe-SMnw-SMwe2  0.92 0.62 0.85 
iv PMwe-SMnw-we2  – 0.65 – 
 Validation    
i PMwe-SMnw (used for MAYIS) 0.38 0.31 0.43 
ii PMwe-SMwe2 0.04 0.22 –0.04 
iii PMwe-SMnw-SMwe2  0.33 0.30 0.40 
iv PMwe-SMnw-we2  – 0.17 – 




Tab. S.2. R² of the observed and estimated or validated yields. The other terms similar to Tab. S.1. 
    
 
In general, our results show that most of the yield variability can be explained by our approach. Sole 
consideration of the process-based model might initially challenge its usability. However, by consecu-
tively applying the statistical model (Eq. S.2), we are able to explain the remaining yield variability by 
agronomic management and socio-economy. This justifies the use of the process-based model to cal-
culate weather-attributable impacts. As a result, our combined approach contributes an important tool 
for the crop modeling community to cover agronomic management and socio-economic impacts and 
control the non-weather-related yield variability. Our approach allows us to replace district-specific 
agronomic management information, which is frequently unavailable in particular in SSA (Müller and 
Robertson, 2014), by a set of regionally available agronomic management and socio-economic varia-
bles. Moreover, weather-related yield anomalies coming from other process-based crop models, its 
ensemble results, or additional observed yield data can be easily incorporated. 
 
11.5.2.2.2 Variable parameters  
The parameters of the statistical models driven by the non-weather and indirect weather-triggered var-
iables are shown in Fig. S.7 (PMwe-SMnw-SMwe2-approch). The non-weather variable urea supply has 
on average a positive yield impact. This means that additional fertilization is positive for the yields. 
The impact of the maize acreage is negative. This is also reasonable since an expansion of the maize 
acreage is achieved through the cultivation of less suitable land. The impact of paid agricultural sub-
sidies is also positive. This is also reasonable, because the increase in improved seeds and fertilizer is 
positive for the maize yield (Sánchez, 2010). However, the paid agricultural subsidies parameter is 
with 6% added explained yield variability smaller than the other two non-weather-related parameters. 
This could be interpreted as an indication that these subsidies have a relatively small impact (this is in 
line with the literature, e.g., Benson et al., 2012)) While the weather variables VPD and SR have on 
average a positive yield impact, the PREC yield impact is on average close to zero. Moreover, the 
range of the district individual parameters is higher for the statistical model with indirect weather-
triggered variables than for the statistical model with non-weather-related variables. This can be ex-
plained by the significantly lower explained yield variability by the statistical model with indirect 
weather-triggered variables.  
 Approach STSM PDM RCM 
 Estimation    
i PMwe-SMnw (used for MAYIS) 0.74 0.30 0.64 
ii PMwe-SMwe2 0.60 0.24 0.47 
iii PMwe-SMnw-SMwe2  0.84 0.39 0.72 
iv PMwe-SMnw-we2  – 0.42 – 
 Validation    
i PMwe-SMnw (used for MAYIS) 0.15 0.10 0.19 
ii PMwe-SMwe2 0.00 0.05 0.00 
iii PMwe-SMnw-SMwe2-log  0.11 0.09 0.16 






Fig. S.7. Estimated parameters of the non-weather (left) and weather-driven (right) separate time-series model 
(Eq. S.2). The point is the arithmetic average parameter size of all district models; the lines are the 5% and 95% 
percentile.  
 
The consideration of a further exogenous variable increases the goodness of fit of the estimation, inde-
pendently of whether there is an actual contribution by the variable. However, this does not necessari-
ly hold true for the goodness of fit of the validation (Conradt et al., 2016). The variable selection SR, 
VPD, PREC, TMPmin leads to poorer validation results than for the validation with the variables SR, 
VPD, PREC. This can be explained by the limited degrees of freedom. The variable selection SR, 
VPD, PREC archieves the best validation goodness of fit. The validation goodness of fit decreases by 
using the variables selection TMPmin, SR, PREC, and further by the selection TMPmin, VPD, PREC. 
 
Furthermore, we also analyze several other weather and non-weather variables, however, with lower 
goodness of fit. The additionally tested variables are evapotranspiration (ETPTI by Turc-Ivanov and 
ETPH by Haude), growing degree days (≥ 8 °C, < 30 °C), heat degree days (≥ 30 °C), temperature 
normalized solar radiation, national fertilizer application (diammonium phosphate and calcium am-
monium nitrate), sprayed area against red locust, and the Tanzanian maize price. 
 
11.5.2.3 Model robustness and uncertainty 
11.5.2.3.1 Pre-analysis of significant non-weather-related yield effects 
We apply two PDMs on national scale to investigate whether indirect weather-triggered and socio-
economic effects are in the residuals (unexplained yield variability) of the process-based model. These 
residuals are used as the endogenous variable. The exogenous variables of the first PDM are year 
dummies (to capture year-dependent systemic effects), maize acreage and the weather variables SR, 
ETPTI, and PREC (to capture collinear or omitted weather-triggered effects). As result, all year dummy 
parameters and the acreage are significant with p ≤ 0.01 and the models provide significant correlation 
coefficient of r = 0.40*** (Pearson correlation; NS p > 0.1, * p ≤ 0.1, ** p ≤ 0.05, *** p ≤ 0.01). The con-
sideration of only weather variables, after removing year dummies and the acreage, reduces the r to 
0.07* and leaves no significant variables p ≤ 0.01. Thus, we conclude that only a small effect from 
weather-triggered impacts remains in the residuals on the national scale. The significant impact of the 
year dummies indicates an uncontrolled impact of non-weather-related variables. 





11.5.2.3.2 Model validity and statistical tests 
For statistical models, the estimation method is permissible if the ordinary least squares assumptions 
are fulfilled and if no explaining variables are neglected (problem of omitted variable bias). Thus, we 
conduct several statistical tests to verify the permissibility of the statistical models, which consider the 
socio-economic yield impacts. The statistical tests are described by Croissant and Millo (2008) and 
Baltagi (2005). No statistical test exists for the problem of omitted variable bias; however, the regres-
sion equation specification error test (RESET) investigates whether quadratic variables are omitted in 
the model. The RESET shows that quadratic variables are not neglected. Only in 4% of the models, 
quadratic terms would be beneficial for the model goodness of fit. We also tested several other varia-
ble transformations. The chosen log 𝑦𝑦𝑖𝑖-transformation achieves the highest goodness of fit. The first 
differences and fixed-effects transformation as well as the untransformed terms achieve lower good-
ness of fit. The Breusch–Godfrey and the Breusch–Pagan test are applied to test against autocorrela-
tion and heteroscedasticity. In some cases the model residuals are autocorrelated (29%), but mostly 
they are not (Breusch–Godfrey test). However, autocorrelation can be a problem in macro panels with 
𝑇𝑇 ≥ 60 and 𝑁𝑁 > 𝑇𝑇, but is rather unproblematic in micro panels (Baltagi, 2005, p. 102-103). Since our 
panel has only a time series length of 8 years and more spatial than the temporal observations, autocor-
relation (Breusch–Godfrey test) seems not relevant for our case. Heteroscedasticity appears in 0% 
(Breusch–Pagan test) of the models. The normal distribution of residuals is tested using the Shapiro–
Wilk test. In 4% (Shapiro–Wilk test) of the models, the residuals are not normal distributed. The 
weather-driven statistical model is not tested, because the results are not further used. 
 
If both weather and management-related factors are estimated in one statistical model, there might be 
an overlap of these factors due to multi-collinear and/or not clearly assignable processes. These are for 
instance, temperature and pests & diseases (Rosenzweig et al., 2001) or precipitation and fertilizer ef-
ficiency (Alem et al., 2010). In particular, pests & diseases are (at least partly) manageable, but also 
depend on weather conditions. If such factors are included in a statistical model, this model might not 
be able to disentangle these collinear processes without a certain uncertainty. Due to the design of our 
approach, the weather-related part is assessed in the first step (by the process-based model) and only 
the remaining yield variability is further used for the statistical model assessment. Since process-based 
models do not face the problem of statistical multicollinearity and its outputs are calculated inde-
pendently from statistical model outputs, the fraction of overlap should be relatively small in our anal-
ysis. For the claim calculation, our approach solely relies on the process-based model, while the statis-
tical model is used to justify the usability of the process-based component. Thus, a limited robustness 





11.5.2.3.3 Functional form and variable transformation 
The limited degrees of freedom do not allow separating the non-weather and weather-related yield var-
iability within one statistical model. However, we can separately estimate models for both parts. 
Therefore, we apply the Cobb–Douglas function as a further functional form. The Cobb–Douglas 
function has been well tested for agronomic and economic applications. To linearize the Cobb–
Douglas function, all variables are used as a logarithm. We apply the function to capture either the 
(first-order) weather (which are assessed by the process-based model in the main approach) or non-
weather-related yield impacts. The different variable transformations have been tested previously. The 
fixed-effects transformation �log ?̈?𝑦𝑖𝑖 = log �𝑦𝑦𝑡𝑡𝑦𝑦� �� works best, followed by logarithmic transformation 
(log 𝑦𝑦𝑖𝑖), followed by first differences �Δ log 𝑦𝑦𝑖𝑖 = log � 𝑦𝑦𝑡𝑡𝑦𝑦𝑡𝑡−1 ��, followed by untransformed values (𝑦𝑦𝑖𝑖).  
 
log ?̈?𝑦𝑖𝑖𝑖𝑖 = log𝛽𝛽0𝑖𝑖 +�𝛽𝛽𝑗𝑗𝑖𝑖  log ?̈?𝑥𝑗𝑗𝑖𝑖𝑖𝑖𝐽𝐽
𝑗𝑗=1
+ log ?̈?𝐵𝑖𝑖𝑖𝑖 , with ?̈?𝑦 =  𝑦𝑦𝑖𝑖𝑖𝑖𝑦𝑦�𝑖𝑖  ,   (S.4) 
𝑦𝑦� as arithmetic average of 𝑦𝑦𝑖𝑖, and respectively for ?̈?𝑥, ?̅?𝑥, ?̈?𝐵, and 𝐵𝐵�. 
 
The utilization of the Cobb–Douglas function with the fixed-effects transformation (Eq. S.4) leads to 
significantly (p < 0.01, Fisher z-transformation) lower goodness of fit in comparison to our used mod-
eling approach (Tab. S.1 row i). The weather-driven statistical model (SMwe) attains a correlation of 
0.77 (0.10) for the STSMs estimation (validation), 0.64 (0.27) for the PDMs, and 0.72 (0.22) for the 
RCMs. Fig. S.8 (left) shows that the weather-driven STSM attains a lower goodness of fit than the 
main (PMwe-SMnw) approach. The average deviation from the observed yields (root mean square error) 
is for the solely weather-driven statistical model 0.53 t ha–1 and for the main approach 0.41 t ha–1.  
 
The non-weather-driven statistical model (SMnw) attains a correlation of 0.83 (0.29) for the STSMs, 
0.71 (0.50) for the PDMs, and 0.79 (0.49) for the RCMs. Fig. S.8 (right) shows that this modeled 
yields (STSM, r = 0.83) scatter slightly more around the observed yields than the yields of the main 
approach (r = 0.86). The root mean square error is 0.46 t ha–1 for the solely non-weather-driven statis-
tical model and 0.41 t ha–1 for the main approach. The small differences between the non-weather--
driven statistical model and the main approach can be explained by the dominate yield impacts of non-
weather effects (see also Fig. 3 of the main article: share of weather-related yield losses). The high 
correlation of non-weather and weather-driven statistical models illustrates a statistical overlap be-
tween weather- and non-weather-determined yield variability. This can only be resolved by using a 
process-based model to capture beforehand the weather-related yield variability, notably under these 
low degrees of freedom.  
 
 




    
Fig. S.8. Goodness of fit due to the combined application of a process based and a statistical model (PM-SM, 
red points). Left: the green points show the sole weather-driven statistical model (SMwe, Eq. S.4). Right: the 
yellow points show the sole application of the non-weather-drive statistical model (SMnw, Eq. S.4) and the blue 
points show the solely applied process-based model (PM). 
 
We also apply our main approach (PMwe-SMnw) with the Cobb–Douglas function instead of the loga-
rithmic function as the functional form. The process-based model is used to capture the (first-order) 
weather-attributable yield impacts and a consecutive statistical model to capture non-weather and indi-
rect weather-triggered influences as in the PMwe-SMnw-SMwe2 approach. The exogenous variables 
(right side of Eq. S.5) are similarly transformed as in the approach of Eq. S.4. As the endogenous vari-
able, we take the difference of the transformed observed and process-based modeled yields. As trans-
formation, we use the logarithmic fixed-effects. However, this approach achieves the lowest goodness 
of fit. The correlation of the non-weather-driven statistical models achieve an r of 0.33 (0.18) for the 
STSMs, of 0.42 (0.33) for the PDMs, and of 0.31 (0.18) for the RCMs (validation results in parenthe-
ses). The models for indirect weather-triggered impacts achieve as correlations 0.30 (0.03) for STSMs, 
0.34 (0.21) for PDMs, and 0.28 (0.19) for RCMs. Thus, we conclude that the Cobb–Douglas function 
is less suitable for the cropping conditions in Tanzania. 
 
log ?̈?𝑦𝑖𝑖𝑖𝑖 − log ?̈?𝑦𝑖𝑖𝑖𝑖𝑃𝑃𝑀𝑀 = log𝛽𝛽0𝑖𝑖 +�𝛽𝛽𝑗𝑗𝑖𝑖  log ?̈?𝑥𝑗𝑗𝑖𝑖𝑖𝑖𝐽𝐽
𝑗𝑗=1




11.5.3 Implementation of the insurance scheme 
11.5.3.1 Implementation scheme and innovative products 
A successful and sustainable insurance implementation scheme should include as main components i) 
a framework and structural aspects, ii) operational aspects and iii) should be innovative (Herbold, 
2014). (i) The framework and structural aspects contain a network of different stakeholders. The major 
three stakeholder groups are the farmers, the insurance companies and the government. Moreover, in-
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termediaries and financial institutions as well as a loss assessment entity should be integrated in the 
network. Within the network, the stakeholders have different roles: the government will be responsible 
for the legal framework. Since crop yield insurances will be unaffordable for (smallholder) farmers, a 
co-financing from the government or international funds like the Green Climate Fund will be helpful 
to make the premiums affordable. The insurance company (actual risk taker) and the government 
should bear the risk together in a public–private partnership. In particular in developing countries, the 
lack of risk transfer tools and risk takers often prevent the establishment of an insurance solution. The 
risk taker should spread the risk by indemnifying other perils across more countries due to a joint mar-
ket penetration. The (local) risk taker could also transfer the systemic part of the risk to re-insurance 
companies, because it is likely that a local insurance company cannot bear the entire systemic risk (of 
e.g., severe droughts across an entire country). The loss assessment service, which would potentially 
use the suggested modeling scheme, has to be independent from the risk taker and political interest to 
avoid tampering or conflicts of interests (similar to the claim adjuster of classical indemnity insuranc-
es). It should bundle the technical expertise and maintain the necessary database. The intermediary and 
financial institutions should have access to the individual smallholder farmers and should facilitate a 
cost-efficient distribution of the insurances. The intermediary and financial institutions are, for in-
stance, local banks, extension officers or input retailer, but also new mobile money transfer services 
are thinkable. However, it is also possible that the local insurer will have direct link to the individual 
farmers. In Fig. S.9, we have visualized the main elements of the structural framework for crop insur-
ance implementation.  
 
 
Fig. S.9: Structural framework for crop insurance implementation in developing countries. The loss assessment 
service (dashed yellow circle) could potentially be our modeling scheme. 
 




ii) The second requirement addresses the operational aspects. Here, it is important that once the struc-
tural framework is put in place, loss determination is carried out consistently. For the loss determina-
tion, it is essential to have local and modeling expertise to conduct the loss assessments. This could be 
a challenge in SSA where crop modeling is slowly and sparsely represented within higher education 
resulting in little qualified staff. Thus, the engagement with local universities and recruitment of 
trained experts could be helpful. As a co-benefit this would also facilitate capacity building for data 
surveys, statistical analysis and crop modeling. For the operation, the premium calculation will be 
conducted before planting, while the actual loss assessment and the claim determination will be con-
ducted after the harvest or a yield failure. The premium policies are calculated on basis of the average 
yield loss within a historical period (Leblois and Quirion, 2013) and adjusted whenever new (histori-
cal) data are available. For the claim calculation, our approach should assess yield losses and calculate 
the indemnities immediately after the harvest by the process-based model. 
 
Finally, iii) the innovativeness is important for the implementation success of the insurance scheme 
(Herbold, 2014). In particular in connecting smallholder farmers with the insurer and for the loss as-
sessment without claim adjusters, innovative solutions are needed. For connecting farmers, making 
use of mobile money transfer services to ensure direct claims payouts without temporal delay can 
strengthen the acceptance of smallholder farmers in insurances. For the loss assessment, the literature 
provides several potential loss determination triggers for weather index insurances, which are dis-
cussed in the next section. 
 
11.5.3.2 Weather index insurance solutions  
Weather index insurances are designed to indemnify crop yields of smallholder farmer groups within 
similar agro-ecological conditions. Within these groups, farmers achieve the same claims per unit land 
in case of yield loss independently from the actual yield loss on their field (Sarris, 2013). The claims 
are determined by indexes, because of (otherwise too) high transaction costs for the claim determina-
tion carried out by claim adjusters as it is usually done for indemnity-based insurances (Meze-Hausken 
et al., 2009). The trigger for claim determination and payoffs is often based on a cumulated precipita-
tion index or a related parameter. The advantage of such indexes is that they are easy to understand 
(e.g., in case of no rainfall, insurance claims will be disbursed). This is helpful for the implementation 
of the insurance and the acceptance by smallholder farmers in SSA (Patt et al., 2010). However, the 
relationship between weather indexes and actual crop yields is often not linear (Lobell et al., 2011; 
Rowhani et al., 2011). Thus, precipitation indexes are only partly suitable as trigger for yield losses 
assessments (Herbold, 2014). Besides the basic precipitation indexes, more sophisticated indexes, like 
water stress or drought indexes, are also applied. Moreover, there are also approaches, which utilize 
more parameters in addition to precipitation (e.g., GDD, frost indexes) within statistical crop models 
(Okhrin et al., 2013; Xu et al., 2010) and have a clear focus to capture the extreme downside yield 
anomalies (Conradt et al., 2015). Finally, satellite imagery data or process-based models are also ap-
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plied in some cases as index for yield anomalies (Leblois and Quirion, 2013). Regardless of whether a 
yield or a precipitation index will be applied, the yield loss index should be highly correlated with the 
actual yield losses. The basis risk is defined as the risk that index measurements will not match actual 
farm-individual losses. In general, there are three main types of basis risk (Norton et al., 2012): the 
spatial basis risk results from the bias to capture the local conditions (e.g., distance to the next weather 
station). The temporal basis risk originates from a temporal mismatch between the considered time 
period and actual growing period at the farm level (Dalhaus and Finger, 2016). The design basis risk 
originates from the insurance contract design and thus from the loss model itself (Elabed et al., 2013). 
At district level, our approach achieves a good coverage of the actual yield variability. This indicates a 
low basis risk at this level. Nevertheless, we are aware that the basis risk will be higher at the farm 
level. 
 
11.5.3.3 Comparison between a precipitation index and MAYIS 
To address the design basis risk, we conduct a comparison of our modeled yield index and a precipita-
tion index as it is frequently used for weather index insurances. Fig. S.10 shows the correlation of our 
suggested approach with the observed yields on district level (right). In comparison, the application of 
a precipitation index leads to a much lower coverage of the observed yields (left). This corroborates 
the hypotheses that the relationship between yield and precipitation is too complex to be captured by a 
simple index using a single weather variable. For the comparison in Fig. S.10, we use the correlation 
coefficient (r), because the correlation coefficient also gives information about negative correlations in 
comparison to the R². The modeled MAYIS yield index has an overall performance of r = 0.86 and no 
negative correlation values. In contrast, the correlation of the cumulated precipitation index (aggregat-
ed over the growing season) explains the observed yield variability only by r = 0.10. The range of the 
individual districts is in the latter case is between r = 0.94 and r = –0.80 (95, 75, 25, and 5% percentile: 
r = 0.79, 0.34, –0.25, –0.54). This shows that in most cases precipitation is not a good proxy for the 
actual yield variability in Tanzania. In case of high negative correlations, the precipitation index would 
lead to a claim payoff in case of above-average yields and no payoffs in case of severe yield losses. 
Such a mechanism would immediately erode the trust of the farmers in crop insurances and reduce the 
farmers’ willingness to pay of farmers (Hill et al., 2013; Patt et al., 2009). However, the correlation of 
precipitation and yield might be higher in more water-scarce regions (in other countries) and thus, 
such precipitation indexes are relevant as trigger of yield loss determination (Berg et al., 2009; Carter 
et al., 2016).  





Fig. S.10: Correlation (Pearson’s r) of observed maize yields and a precipitation index (left) or modeled yields 
from the MAYIS approach (right) at district scale. The precipitation index is the cumulated precipitation over 
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