In this paper we derive conditions for geometric ergodicity of the random walk-based Metropolis algorithm on R k . We show that at least exponentially light tails of the target density is a necessity. This extends the one-dimensional result of (Mengersen and Tweedie, 1996) . For sub-exponential target densities we characterize the geometrically ergodic algorithms and we derive a practical su cient condition which is stable under addition and multiplication. This condition is especially satis ed for the class of densities considered in (Roberts and Tweedie, 1996) .
Introduction
In recent years Markov chain Monte Carlo (MCMC) methods have received considerable attention as tools for investigating complex probability distributions as those arising in Bayesian statistics, image analysis and spatial statistics, see e.g. (Besag and Green, 1993) , (Besag et al., 1995) , (Gilks et al., 1996) , (Polson, 1996) , (Smith and Roberts, 1993) and (Tierney, 1994) . Especially the algorithms due to (Metropolis et al., 1953) and (Hastings, 1970) have received new interest as general and easy to implement methods for simulating from a probability density (x) known only up to scale.
In this paper we nd conditions that ensure geometric ergodicity of Metropolis algorithms for target densities on R k . Geometric ergodicity is a desirable property of an MCMC algorithm as it guarantees central limit theorems to hold thus allowing the use of, for instance, batch mean estimation to assess the accuracy of estimates obtained from ergodic averages. In the case k = 1 (Mengersen and Tweedie, 1996) showed that exponential or lighter tails of is essentially a necessary and su cient condition for geometric ergodicity of the Metropolis algorithm. We extend the necessity part of this result to higher dimensions. For sub-exponential densities on R k we give a characterization of geometrically ergodic Metropolis algorithms in terms of the contour manifolds of and we use this to derive a simple su cient condition on which is stable under translation, addition and multiplication. These results extend the work of (Roberts and Tweedie, 1996) who demonstrated geometric ergodicity for a class of target densities on R k with tails at least as light as multivariate Gaussian.
The results in this paper establish geometric rates of convergence of the algorithm, but they provide no bounds on this rate. However, much work has been devoted to deriving general quantitative bounds on the rate of convergence of Markov chains. For recent results with relevance to the situation considered here we refer to (Roberts and Tweedie, 1998) , (Rosenthal, 1995) and (Meyn and Tweedie, 1994) .
The paper is organized as follows: in section 2 the Metropolis-Hastings algorithm is introduced and connected to general Markov chain theory and in section 3 the necessary condition of exponential tails in higher dimensions is shown. Our main results concerning sub-exponential target densities are found in section 4 and illustrated by examples in section 5.
The Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm is a method to construct a discrete time Markov chain X = (X 0 ; X 1 ; : : : ) with prescribed invariant distribution . In this paper we assume that is a distribution on the Euclidean space R k equipped with the Borel -algebra B k with density, also denoted by , w.r.t. Lebesgue measure Leb .
The (Hastings, 1970) algorithm is based on a Markov transition kernel Q on (R k ; B k )
proposing moves for the Markov chain X. We assume that the distributions Q(x; ) are absolutely continuous w.r.t. Leb with densities q(x; ), Q(x; dy) = q(x; y) Leb (dy) (x 2 R k ):
A proposed move from state x to state y is, however, only accepted with probability (x; y) = min (y)q(y; x) (x)q(x; y) ; 1 ; when (x)q(x; y) > 0; 1; when (x)q(x; y) = 0; (2) and if the move is not accepted the Markov chain remains at its current position. That is, X evolves according to the Markov transition kernel P given by P(x; dy) = p(x; y) Leb (dy) + r(x) x (dy); (3) where p(x; y) = (x; y)q(x; y) for x 6 = y and 0 otherwise, x is the point mass at x and r(x) = Z (1 ? (x; y))q(x; y) Leb (dy) (4) is the probability of remaining at x. The Markov transition kernel P is reversible w.r.t. to , i.e. (dx)P (x; dy) = (dy)P (y; dx) as measures on R k R k , and from this it follows that is the invariant distribution, cf. (Tierney, 1994) . If further P is '-irreducible and aperiodic it follows from chapter 13 of (Meyn and Tweedie, 1993 ) that kP n (x; ) ? k ! 0; n ! 1; (5) for -almost all x, where P n (x; ) is the distribution of X n when the Markov chain is started at X 0 x, and k k is the total variation norm de ned for a signed measure by k k = 2 sup A2B k j (A)j. This paper focuses on the special case of the Hastings algorithm known as the random walk-based Metropolis algorithm, (Metropolis et al., 1953) , in which q in (1) has the form q(x; y) = q(jx ? yj) (x; y 2 R k ); (6) i.e. the (proposed) increment distributions are identical and symmetric. As in (Roberts and Tweedie, 1996) we assume that q is bounded away from zero in some region around zero, that is there exist q > 0 and q > 0 such that q(x) q for jxj q ; (7) and we further assume that the target density is positive and continuous. Under these assumptions the acceptance probability simpli es to (x; y) = min (y) (x) ; 1 : (8) For later use we de ne for each x in R k the acceptance region A(x) = fy 2 R k j (y) (x)g; and the region of potential rejection R(x) = fy 2 R k j (y) < (x)g:
The aim of the paper is to derive conditions on under which the convergence in (5) is geometrically fast. We shall, as in (Tierney, 1994) , (Mengersen and Tweedie, 1996) and (Roberts and Tweedie, 1996) , base our analysis on the theory of '-irreducible Markov chains on general state spaces as described in (Meyn and Tweedie, 1993) . A Markov chain X with Markov transition kernel P is '-irreducible, where ' is a nontrivial measure, if for every set A with '(A) > 0 and every starting state x there exists n 1 such that P n (x; A) > 0. To use the results from (Meyn and Tweedie, 1993) we need the notion of small sets and aperiodicity. A set C is called small if there exists n > 0, > 0 and a probability measure such that P n (x; ) ( ) (x 2 C):
The Markov chain is called aperiodic if for some small set C with positive '-measure the greatest common divisor of the n for which (9) holds is 1. From Theorem 2.2 of (Roberts and Tweedie, 1996) we get the following basic result Theorem 2.1 Suppose the target density is bounded away from 0 and 1 on bounded sets. The random walk-based Metropolis algorithm on (R k ; B k ) with q satisfying (7) is Leb -irreducible, aperiodic and every non-empty bounded set is small.
We say that a Markov transition kernel P on (R k ; B k ) has uniformly tight incre- Proof Let C be a small set. For any pair of points x, y in C it follows from (9) that kP n (x; )?P n (y; )k 2(1? ), but since P has uniformly tight increment distributions kP n (x; ) ? P n (y; )k tends to 2 as jx ? yj tends to in nity, and therefore C cannot be unbounded. 2
3 Geometric ergodicity
For any Markov transition kernel P and any function V we write PV (x) and V (x) respectively for the functions R V (y)P (x; dy) and R V (y)P (x; dy) ? V (x), and for any signed measure we write (f) for R f(y) (dy). A '-irreducible, aperiodic Markov transition kernel P with invariant distribution is -a.e. geometrically ergodic if there exists a function V 1, nite -a.e., and constants < 1 and R < 1 such that kP n (x; ) ? ( )k V RV (x) n (n 1);
where the V -norm is de ned for a signed measure as k k V = sup f:jfj V j (f)j. We call P geometrically ergodic if (10) holds with a nite function V . The main interest in geometric ergodicity in MCMC applications lies in the fact that geometric ergodicity implies the central limit theorem (CLT) to hold for the ergodic averages as n ! 1 (where N(0; 0) denotes the point mass at 0). This allows the derivation of con dence intervals for S n (g) as an estimate of (g). If P is geometrically ergodic and reversible w.r.t. then Corollary 2.1 of (Roberts and Rosenthal, 1997) states that the CLT holds for every function g with (g 2 ) < 1. CLTs for geometrically ergodic, but not necessarily reversible, Markov chains can be found in, e.g. (Chan and Geyer, 1994) and chapter 17 of (Meyn and Tweedie, 1993) .
To establish geometric ergodicity in concrete situations the use of Foster-Lyapunov drift conditions has proven successful. P is said to have geometric drift towards the set C if there exists a function V 1, nite for at least one x, and constants < 1 and b < 1 such that (13) where 1 C is the indicator function of C.
From Theorem 14.0.1 and Theorem 15.0.1 of (Meyn and Tweedie, 1993) we have:
Theorem 3.1 Suppose P is a '-irreducible, aperiodic Markov transition kernel with invariant distribution . It then holds (i) If P has geometric drift towards a small set C with drift function V satisfying (13), then (V ) < 1 and V satis es (10) for some constants < 1 and R < 1,
i.e. P is -a.e. geometrically ergodic.
(ii) Conversely, if P is -a.e. geometrically ergodic, then P has geometric drift towards some small set C. Note that if (13) is satis ed with a small set C and a nite function V 1, then P is geometrically ergodic, since (i) of Theorem 3.1 says that V satis es (10).
Our rst result is a generalization of Theorem 3.3 of (Mengersen and Tweedie, 1996) to higher dimensions showing that geometric ergodicity of the random walkbased Metropolis algorithm only occurs when the tails of are exponentially light.
For any set A we de ne the random variable A = minfn 1 j X n 2 Ag, which is the rst return time of the Markov chain X to the set A.
Lemma 3.2 Let P be a Markov transition kernel on (R k ; B k ) with uniformly tight increment distributions. If P satis es the geometric drift condition (13) for a small set C, then there exist > 0 and R > 0 such that V (x) exp( E x B(0;R) ) (jxj R); (14) where E x denotes expectation conditional on X 0 x. Proof Using Jensen's inequality on (13) we get for x not in C (P log V )(x) log(P V (x)) log( V (x)) = log V (x) + log ;
and for x in C
Combined these equations give log V (x) log + b 1 C (x), or, divided by = ? log , Ṽ (x) ?1 + b 1 C (x); whereṼ (x) = log V (x)= . From the last drift equation and Theorem 11.3.4 of (Meyn and Tweedie, 1993) we get the bound (15) Lemma 2.2 gives that C is bounded and, therefore, we can choose R > 0 such that C is contained in the ball B(0; R). Using this and (15) we get the bound (14). 2 Theorem 3.3 Let P be the Markov transition kernel of a random walk-based Metropolis algorithm, and suppose that R R k jxjq(jxj)dx < 1.
If P satis es the geometric drift condition (13) for a small set C, then there exist s > 0 and c > 0 such that V (x) c exp(sjxj).
Proof The idea is to bound E x B(0;R) and then use (14) of Lemma 3.2, which is valid because the random walk-structure of the proposal kernel Q implies that P has uniformly tight increment distributions.
Choose R according to Lemma 3.2 and let x 2 R k with jxj R be xed, but arbitrary. Let (X i ) denote the Metropolis Markov chain started at x, and let (I i ) denote the i.i.d. sequence of proposed increments. Finally, let J i = n(X i?1 ) I i 1 n(X i?1 ) I i <0 (i 1); (16) where n(y) denotes the unit vector y=jyj (for y = 0 any unit vector will do).
The cumulative distribution function of J i conditional on X i?1 = y is given by P(J i vjX i?1 = y) = P(n(y) I i 1 n(y) I i <0 v) = P(n(y) I i v); for v < 0; 1; for v 0:
But since the distribution of I i is symmetric the distribution of n(y) I i does not depend on y, and we conclude that J i is independent of X i?1 . Using this and that the I i 's are i.i.d. random variables we nd that the J i 's are i. and since jxj R was arbitrary this gives us the desired bound on V in view of (18) and (14) by choosing s and c appropriately. 2
The necessary conditon of at least exponentially light tails of for the random walkbased Metropolis algorithm to be geometrically ergodic is far from being a su cient condition. However, in the sub-exponential case it is possible to give simple su cient conditions for geometric ergodicity. For use in our main result in the next section we need the following paraphrase of the drift condition (13) for geometric ergodicity:
Lemma 3.4 The random walk-based Metropolis algorithm P on (R k ; B k ) with q satisfying (7) and continuous, positive target density is geometrically ergodic with the geometric drift condition (13) V (x) < 1:
We then have for x in B(0; R) that PV (x) b and we are nished.
For the converse, assume that V 1 is nite and satis es PV (x) V (x) + b1 C (x); (22) where < 1, b < 1 and C is a small set. The random walk-structure of Q implies that P has uniformly tight increment distributions and it then follows from Lemma 2.2 that C is bounded. This shows that (19) is satis ed, whereas (20) follows from the bound
The continuity condition on in the lemma can be relaxed to being bounded away from zero and in nity on bounded sets. Similarly, V need not be continuous but merely bounded on bounded sets. These slightly weaker conditions are, however, not relevant for our use.
Sub-exponential target densities
We call a target density on R k sub-exponential if it is positive and has continuous rst derivatives such that lim jxj!1 n(x) r log (x) = ?1;
where n(x) denotes the unit vector x=jxj. The condition implies that for any H > 0 there exists R > 0 such that (x + an(x)) (x) exp(?aH) (jxj R; a 0); (24) that is, (x) is at least exponentially decaying along any ray with the rate H tending to in nity as x goes to in nity. It also implies that for small enough the contour manifold C de ned by C = fx 2 R k j (x) = g can be parameterized by the unit sphere S k?1 , that is C = fr( ) j 2 S k?1 g; (25) where r is a (positive) continuous function on S k?1 , and that the set enclosed by the contour manifold C (x) through a point x is the acceptance region A(x) when x is su ciently large. (Roberts and Tweedie, 1996) showed geometric ergodicity of the random walk-based Metropolis algorithm with q satisfying (7) for a speci c class of sub-exponential target densities. They considered densities of the form (x) = h(x)e ?p(x) ; (26) where h and p are polynomials on R k , such that h is positive everywhere and p is of even order d 2 satisfying p d (x) ! 1; jxj ! 1; (27) where p d is the dth order terms of p. The technique employed by (Roberts and Tweedie, 1996) is based on the curvature of the contour manifolds C (x) tending to zero. Note, however, a slip in their arguments: densities of the form (26) do not necessarily have low curvature of the contour manifolds, unless restrictions, e.g. positive de niteness, are placed on h. This is illustrated in example 5.3 below.
Our approach focuses on properties of the contour manifolds on a larger scale than the curvature. For sub-exponential target densities we show in Theorem 4.1 below that the Metropolis algorithm is geometrically ergodic if and only if the contour manifolds are non-degenerate. In Theorem 4.3 we give a su cient condition for this to hold, and in Theorem 4.4 and Theorem 4.6 we use this to show geometric ergodicity for a larger class of target densities than the one considered in (Roberts and Tweedie, 1996) . Our class includes target densities with contour manifolds with curvature tending to in nity in some regions as will be illustrated in section 5.
Our main result is the following characterization:
Theorem 4.1 If is sub-exponential, then the random walk-based Metropolis algorithm P on (R k ; B k ) with q satisfying (7) Proof In the following we shall consider only x so large that C (x) is parameterized by S k?1 and encloses A(x).
In order to utilize (24) we introduce for any > 0 the radial -zone C (x) ( ) around C (x) by C (x) ( ) = fy + sn(y) j y 2 C (x) ; ? s g:
We next bound the measure of the -zone's intersection with the ball B(x; K) for any K > 0. For use in the polar integration below we de ne the subset T(x) of the unit sphere S k?1 by T(x) = f 2 S k?1 j r 2 B(x; K) for some r 0g; and the sector S(x) by S(x) = fr j 2 T(x); jxj ? K r jxj + Kg:
The situation is depicted on Figure 1 .
Figure 1: The contour manifold C (x) (the curved solid line), the radial -zone C (x) ( ) (the area between the two curved dashed lines) and the sector S(x).
We have the inclusions
B(x; K) S(x) B(x; 3K):
The rst inclusion is used to bound the Lebesgue-measure of the -zone's intersection with B(x; K) as follows Leb 
where ! k denotes the surface measure on S k?1 . The second inclusion is used to bound the surface measure of T (x) Leb (B(x; 3K)) Leb 
Combined these calculations show
where the x-dependent term tends to 1 as jxj tends to in nity. From this it follows, using that Q is absolutely continuous w.r.t. Leb (30) such that P is not geometrically ergodic from Theorem 5.1 of (Roberts and Tweedie, 1996) . Finally note from (24) that for y in R(x) with a radial distance of at least to C (x) the acceptance probability satis es (y) (x) for jxj su ciently large. Together with the assumption (29) (1 ? )(1 ? 2 );
and since was arbitrary we are nished. For the converse implication assume that (28) is satis ed and verify the conditions (19) and (20) Although condition (28) gives an easy-understandable criterion for geometric ergodicity Theorem 4.3 below is of more relevance for practical purposes. We de ne the normed gradient m(x) = r (x)=jr (x)j. Observe that m(x) will typically point towards the origin, while n(x) points away from the origin. Proof Assume by way of contradiction that z belongs to C (x) , and consider the function f(t) = (x ? t ) for 0 t jx ? zj. Since f(0) = f(1) (= (x)) there exists 0 < s < jx ? zj such that f 0 (s) = r (x + s ) = 0 contradicting ( This shows that condition (31) of Lemma 4.2 is satis ed for any z in W(x) and we conclude that (36), and hence (35) holds when x is su ciently large. Since Q is symmetric the Q(x; )-measure of W(x) does not depend on x, and since q satis es (7) Recall that a function f : R k ! R is said to be homogenous of
We will mainly use the equivalent functional formulation
Lemma 4 On the other hand, if we take y = x in (39) the latter term vanishes, and we obtain
In particular this establishes the lower bound in (38) for suitable constants C 1 ; : : : ; C d?1 . In particular we obtain that jrp(x)j ! 1; jxj ! 1:
We also see that (42) with p 2 P and h 2 P + , then satis es the conditions of Theorem 4.3. Together with the stability result Theorem 4.4 this gives a large class of target densities, including the class e ectively considered in (Roberts and Tweedie, 1996) , cf. the remark about h on p. 9, for which the random walk-based Metropolis algorithm is geometrically ergodic.
Examples
In the following we illustrate by examples di erent kinds of target densities that do and do not give geometrically ergodic random walk-based Metropolis algorithms. The contour curves for with a 2 = 4 are illustrated on Figure 4 . Perhaps surprisingly, we see that the contour curves have some sharp bends that do not seem to disappear in the limit even though the contour curves for f and g are smooth ellipses. To illustrate this behaviour we calculate the curvature of the contour curves at the diagonal (x; y) = (z; z). )e ?(x 2 +y 2 ) : (48) This is a density of the form (42), but with a non-positive de nite h.
The contour curves for are illustrated on Figure 5 . They are almost elliptic except from some small wedges by the x-axis. Due to the wedges the curvature tends to in nity along the x-axis. Using implicit di erentiation we nd that the curvature of the contour manifold at (x; 0) is (x; 0) = x 6 ? 1 x ! 1; x ! 1:
In the previous example we also had high curvature, but there we could use condition (32) to show geometric ergodicity. In this case, however, (32) is not satis ed. Because along the sequence (x i ; y i ) = (i; i ?4 ) we have that the normal vector n(x i ; y i ) tends to (1; 0), while the normed gradient m(x i ; y i ) tends to (0; 1), such that lim sup i!1 n(x i ; y i ) m(x i ; y i ) = 0:
Nevertheless, Theorem 4.1 can be utilized, through some ad hoc constructions, to prove that this algorithm is indeed geometrically ergodic. Example 5.4
The last example is an illustration of what happens if has the form (42), but with non-positive de nite p. The example is from (Roberts and Tweedie, 1996) . Consider the sub-exponential density on R 2 given by (x; y) e ?(x 2 +x 2 y 2 +y 2 ) : (49) The contour curves of are illustrated on Figure 6 . We see that by the axes the contour curves degenerate to spikes. This can be used to prove that condition (28) of Theorem 4.1 is not satis ed and we conclude that the random walk-based Metropolis algorithm is not geometrically ergodic for this target density.
Remarks
The situation with respect to geometric ergodicity of the random walk-based Metropolis algorithm can be summarized as follows. If has tails that are heavier than exponential, then we can never have geometric ergodicity. If the tails of are sub-exponential we have a necessary and su cient condition for geometric ergodicity in terms of Q and the contour manifolds of , and we have a practical and relatively weak su cient condition for this to hold. However, even this su cient condition can be violated without losing geometric ergodicity. If the tails of are decaying at an exponential rate, a case not considered in this paper, it will sometimes via ad hoc methods be possible to demonstrate geometric ergodicity for some Q's, but we have no general characterization of geometric ergodicity in this situation.
The last issue in combination with target densities de ned only on subsets of R k is the topic of current research.
