Extremal Properties of Principal Embeddings  by Martínez-Morales, José L.
J. Math. Pures Appl.,
78, 1999, p. 913-923
EXTREMAL PROPERTIES OF PRINCIPAL EMBEDDINGS
José L. MARTÍNEZ-MORALES 1
Instituto de Matemáticas, UNAM, Apartado Postal, 273-3, Administración de Correos 3,
62251, Cuernavaca, Morelos, México
Manuscript received 15 November 1998
ABSTRACT. – Given a dense set of points lying on or near an embedded submanifold M0 ⊂ Rn of
Euclidean space, the manifold fitting problem is to find an embedding F :M→ Rn that approximates M0
in the sense of least squares. When the dataset is modeled by a probability distribution, the fitting problem
reduces to that of finding an embedding that minimizes Ed [F ], the expected square of the distance from a
point in Rn to F(M).
In this article it is shown that this approach to the fitting problem is guaranteed to fail because the
functional Ed has no local minima. This explains why cross-validation does not appear to be a viable
method for choosing the complexity of principal manifold estimates. Ó Elsevier, Paris
RÉSUMÉ. – Etant donné un ensemble dense de points sur ou au voisinage d’une sous-variété M0 plongée
dans l’espace euclidien Rn, le problème de l’extrapolation de variété est celui de trouver un plongement
F :M → Rn qui approxime M0 par les moindres carrés. Quand la base de données est modelisée par
une distribution de probabilité, le problème d’extrapolation se réduit a celui de trouver un plongement qui
minimiseEd [F ], le carré recherché de la distance d’un point de Rn à F(M). Dans cet article nous montrons
que cette approche du problème d’extrapolation est vouée a l’échec parce que la fonctionnelle Ed n’a pas
de minimum local. Ceci explique pourquoi la “cross-validation” n’apparait pas être une méthode pratique
pour choisir la complexité des estimés de variété principale. Ó Elsevier, Paris
1. Introduction
In this article we are concerned with the following problem. Let M0 be the image of a smooth
embedding F0 :M → Rn, where M is a smooth, compact m-dimensional manifold without
boundary, and let Y= {y1, . . . ,yq} ⊂Rn be a collection of points that we assume to be contained
in a smooth tubular neighborhood Ω of M0. The manifold fitting problem is the problem of
finding an embedding F :M→Rn such that F(M) is a good approximation to M0 in the sense
of least-squares.
This situation occurs in a variety of contexts such as medical imaging [2], geography [1],
computer graphics and vision [4,5], and mechanical engineering [7]. In this setting, a scanning
device is used to collect a set of points on or near the surface of an object, and the goal is to
reconstruct the surface of the object from that point set. Viewing the surface as an embedding
of a 2-dimensional manifold into R3 reduces the reconstruction problem to a special case of the
manifold fitting problem.
1 E-mail: martinez@matcuer.unam.mx.
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Our approach to the manifold fitting problem is to replace the dataset Y by a smooth
probability density p, which we assume has support in Ω . We measure the goodness of fit of
the embedding F by the expected square of the distance to F(M):
Ed [F ] = 12
∫
Rn
∣∣y− F (λF (y))∣∣2p(y) dy,(1)
where the projection index λF : Rn→M is the map that assigns to each point y ∈ Rn a point in
M such that F(λF (y)) realizes the distance from y to F(M). This reduces the fitting problem to
the problem of finding local minima of this functional.
The critical points of Ed are called principal embeddings. The motivation for this name comes
from the work by Hastie and Stuetzle [6] where the term of principal curve was coined to
formalize the notion of “a curve passing through the middle of a data set”. Principal curves
generalize the concept of linear principal components of a probability distribution; i.e., straight
lines that fit the distribution by least squares.
Duchamp and Stuetzle [3] showed that every critical curve of Ed is a saddle point. In this
paper, we generalize this result to arbitrary manifolds.
THEOREM 2. – All principal embeddings are saddle points of Ed .
Therefore, any method which seeks to minimize Ed is guaranteed to fail. Because principal
manifolds are not local minima of the distance functional, there is no justification for choosing
a complexity that minimizes an estimate of the distance, and indeed cross-validation has been
observed to fail in practice.
Our assumption that the support of p lies in a tubular neighborhood of M0, permits to limit
the class of embeddings F :M→Rn, to the class of Ω-regular embeddings. We say that y ∈Rn
is a point of ambiguity if its distance to F(M) is realized by more than one point in F(M).
DEFINITION 3. – Let Ω ⊂ Rn be a closed, smoothly bounded region. We say that an
embedding F is Ω-regular or regular with respect to Ω if it satisfies the following conditions:
(i) F(M) is contained in the interior of Ω ,
(ii) Ω does not contain any point of ambiguity of F(M),
(iii) The projection index λF :Ω→M is a smooth (n−m)-disk bundle, and its restriction to
the boundary λF : ∂Ω→M is a smooth (n−m− 1)-sphere bundle,
(iv) For all x ∈ M , the disk λ−1F (x) and ∂Ω have transverse intersection; i.e., for all
y ∈ λ−1F (x)∩Ω , we have:
Tyλ
−1
F (x)+ Ty∂Ω = TyRn.
We denote the class of Ω-regular embeddings by EΩ . We shall henceforth assume that Ω is a
fixed region that supports at least one Ω-regular embedding, and we consider only probability
densities whose support is contained in Ω .
In Section 2 we discuss isometric embeddings into Rn and normal coordinates of an embedded
manifoldM F↪→Rn. Finally, in Section 3 we show that the distance functional does not have local
minima within the class of Ω-regular embeddings. This generalizes the results of Duchamp and
Stuetzle on critical curves [3].
Notation. – Einstein’s summation convention is enforced throughout this paper. We use the
first letters of the alphabet a, b, c, to denote indices varying between m+ 1 and n; the indices i ,
j , k vary between 1 and m. Finally, Greek letters vary between 1 and n.
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2. The geometry of regular embeddings
In this section we introduce some background material that will be needed in the following
section such as isometric embeddings into Rn and normal coordinates of an embedded manifold
M
F
↪→Rn.
2.1. Embeddings into Rn
In the next section we deal with embedded manifolds in Rn. In this subsection we introduce
the basic definitions and notation we will use throughout.
Let F :M→Rn be anΩ-regular embedding. We denote byNF(x) the orthogonal complement
of F∗(TxM) in TF(x)Rn, and define the bundle NF whose fiber at x ∈M is NF(x). We call NF
the normal bundle of F .
By parallel translation with respect to the Euclidean metric, we may identify the tangent space
TF(x)Rn with Rn itself. This gives rise to a bundle map:
NF M ×Rn
M = M
.
Recall that the projection index λF : Rn→M is the map that assigns to each point y ∈ Rn a
point λF (y) ∈M such that F(λF (y)) realizes the distance between y and F(M). We consider
the region Ω as an (n−m)-disk bundle with fiber at x ∈M given by ΩF(x) = λ−1F (x). Since Ω
does not contain any point of ambiguity of F(M), we can identifyΩ with a subset of NF via the
commutative diagram:
Ω
λF
i
NF
pi
M = M
,
where i is the map defined by
i :Ω 3 y 7→ (λF (y),y− λF (y)) ∈NF ⊂M ×Rn
and pi :NF →M is the canonical projection.
Let h be the pullback along F of the Euclidean metric on Rn. Recall the definition of the
second fundamental form B :TM × TM→NF , which in local coordinates is given by:
〈
B
(
∂
∂xi
,
∂
∂xj
)
, v
〉
=
〈
∂2F
∂xi∂xj
, v
〉
, v ∈NF .(4)
We consider the linear self-adjoint operator S :NF × TM→ TM defined by:〈
S(v,X),Y
〉= 〈B(X,Y ), v〉; X,Y ∈ TM, v ∈NF .(5)
This is called the shape operator of F . For convenience, we denote S(v,X) by SvX. Let ∇
denote the covariant differentiation operator in Rn. It is not hard to see from the definition of
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second fundamental form B that Sv satisfies
〈SvX,Y 〉 = −〈∇Xv,Y 〉.(6)
We close this subsection with the definition of normal connection ∇⊥ :TM × NF → NF ,
given by:
(X,v) 7→ ∇⊥Xv ≡∇Xv + SvX.(7)
It is easy to verify that ∇⊥ has all of the usual properties of a connection, that is, it is linear in
X, additive in v, and satisfies the Leibnitz rule,
∇⊥Xf v = f∇⊥Xv +X(f )v, f ∈ C∞(M).
2.2. Normal coordinates of an embedded manifold M
In the following section we shall be concerned with the geometry of tubular neighborhoods of
a submanifold M of Euclidean space. In this setting, the most convenient coordinates to use in
computations are normal coordinates.
DEFINITION 8. – The normal coordinate map of F is the map νF :NF → Rn defined by the
formula:
νF (x, v)= F(x)+ v.
This is a diffeomorphism of a neighborhood of the zero section of NF .
For future reference we calculate the Jacobian determinant of the normal coordinate map. Let
{eα} be a locally defined adapted frame relative to F(M) in Rn; i.e., the first m vector elements
{e1, . . . , em} form an orthonormal frame along F(M), and the remaining em+1, . . . , en constitute
the completion to an orthonormal basis in Rn. Let {θα} denote the dual basis to {eα}. We define
a system of local coordinates (x, v) in NF by writing v ∈ NF(x) as v = vaea(x). Consider the
local frame {fβ} ⊂ T NF defined by:
fi = ei, 16 i 6m; and fa = ∂
∂va
, m+ 16 a 6 n.(9)
We compute the matrix representation of the differential νF ∗ relative to the frames {eα}, {fβ};
i.e., we compute the numbers θα(dνF (fβ)), 16 α,β 6 n, where dνF :T ∗NF →Rn denotes the
derivative of νF . For 16 i, j 6m, we get:
θ i
(
dνF (fj )
)= θ i(dνF (ej ))= θ i(ej (F + v)).
Since ej (F )= F∗ej is identified with ej , and since ej (v)=−Svej +∇⊥ej v, we get:
θ i
(
dνF (fj )
)= θ i(ej − Svej +∇⊥ej v).
Since θ i(∇⊥ej )= 0, we get:
θ i
(
dνF (fj )
)= θ i((I − Sv)ej ).(10)
We now compute θ i(dνF (fa)), 16 i 6m, m+ 16 a 6 n. We get:
θ i
(
dνF (fa)
)= θ i( ∂
∂va
(F + v)
)
.
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Since v = vbeb ,
θ i
(
dνF (fa)
)= θ i(ea)= 0.(11)
Finally, we compute θa(dνF (fb)) for m+ 16 a, b6 n.
θa
(
dνF (fb)
)= θa( ∂
∂vb
(F + v)
)
.
After computing the derivative and simplifying, we get:
θa
(
dνF (fb)
)= δab .(12)
Using (10), (11) and (12), we see that the matrix representation of νF ∗ relative to the frames
{eα}, {fβ }, is of the form:
[νF ∗] =
 θ i((I − Sv)ej ) θa(dνF (ej ))
0 δab
 ,
whose determinant is computed as det(I − Sv). Therefore, the Cartesian volume element dy in
Rn becomes det(I − Sv) dv d volh, where dv denotes the induced Euclidean volume element
on NF .
3. Extremal properties of the distance functional
For an m-dimensional compact manifold M without boundary and an Ω-regular embedding
F :M→ Rn, the distance functional is one half of the expected value of the square of distance
to F(M),
Ed [F ] = 12
∫
Ω
∣∣y− F (λF (y))∣∣2p(y) dy,
where λF is the projection index and p is the probability density. As we mentioned in the
introduction, this functional does not have local minima within the class of smooth Ω-regular
embeddings. In this section we prove this fact by studying the extremal properties of Ed .
3.1. First variation of Ed
In this subsection we characterize the critical embeddings of the distance functional Ed by
computing its first variational derivative at an Ω-regular embedding F . Consider a smooth
variation of F , that is, a smooth function:
Φ :M × (−ε,+ε)→Rn,
such that Φ(·,0)= F . Differentiating Φ with respect to t at t = 0 gives a vector field V defined
along F(M). We call V a variational vector field. Let Φt = Φ(·, t) and let λ(·, t) :Ω→M be
the projection index associated with Φt .
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THEOREM 13. – Let F be an Ω-regular embedding and let Φ be a smooth variation of F .
Then, we have:
dEd [Φ(·, t)]
dt
∣∣∣∣∣
t=0
=
∫
M
〈τF ,V 〉d volh,(14)
where τF :M→Rn is the normal vector field along F defined by:
τF (x)=−
∫
ΩF(x)
p
(
F(x)+ v) det(I − Sv)v dv(15)
and V is the variational vector field generated by Φ . Moreover, the embedding F is critical if
and only if it satisfies the equation
τF = 0.
Proof. – This is a direct calculation. Set Ed(t)=Ed [Φ(·, t)]. Then,
E′d(t)=
d
dt
1
2
∫
Ω
∣∣y−Φ(λ(y, t), t)∣∣2p(y) dy
=−
∫
Ω
〈
y−Φ(λ(y, t), t), ∂Φ(λ(y, t), t)
∂xi
∂λi(y, t)
∂t
+ ∂Φ(λ(y, t), t)
∂t
〉
p(y) dy.
Note that for y ∈ Ω , the vector ∂Φt/∂xi is tangential to Φt(M) at Φ(λ(y, t), t). Since
Φ(λ(y, t), t) is the point on Φt(M) nearest to y it follows that y − Φ(λ(y, t), t) is orthogonal
to ∂Φ(λ(y, t), t)/∂xi . Thus,
E′d(t)=−
∫
Ω
〈
y−Φ(λ(y, t), t), ∂Φ(λ(y, t), t)
∂t
〉
p(y) dy.(16)
By switching to normal coordinates, we obtain:
E′d(0)=−
∫
Ω
〈
y−F (λ(y,0)),V (λ(y,0))〉p(y) dy
=−
∫
M
∫
ΩF(x)
〈v,V 〉p(F + v)det(I − Sv) dv d volh.
Writing the integral over the normal disksΩF(x) inside the scalar product 〈v,V 〉 and writing the
result in terms of τF , gives (14). 2
3.2. Second variation of Ed
We now show that the distance functional does not have local minima within the class of
Ω-regular embeddings. As a preparation for the statement of our main result, we introduce the
following notation.
For X ∈ C∞(M,Rn), we define the vector valued one-form dX ∈ Rn ⊗ T ∗M given by the
differentials dXα, α = 1, . . . , n; of the components of X relative to the canonical basis of Rn.
For a normal vector v ∈NF , we define the one-form 〈dX,v〉 ∈ T ∗M by
〈dX,v〉(Y )= 〈dX(Y ), v〉, Y ∈ TM.
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We denote by 〈dX,v〉# ∈ TM the contravariant representative of 〈dX,v〉.
Our formulation of the second variation of Ed involves two additional quantities, the function
PF :M→R defined by:
PF (x)=
∫
ΩF(x)
p
(
F(x)+ v) det(I − Sv) dv(17)
and the map QF :C∞(M,Rn)×C∞(M,Rn)→ C∞(M) given by:
QF (X,Y )=
∫
ΩF
〈
piFX− 〈dX,v〉#, (I − Sv)−1
(
piFY − 〈dY, v〉#
)〉
(18)
× p(F + v)det(I − Sv) dv,
where
piF(x) :TF(x)Rn→ TxM,
denotes the orthogonal projection of TF(x)Rn onto TxM .
Consider a smooth variation Φ :M × (−ε,+ε)× (−ε,+ε)→Rn such that Φ(·,0)= F . Let
Φst =Φ(·, s, t) and let λ(·, s, t) :Ω→M be the projection index associated with Φst .
THEOREM 19. – Let F be a critical embedding of the distance functional and let Φ be a
smooth variation of F . Then the second variation of Ed is given by the formula:
∂2Ed [Φ(·, s, t)]
∂s∂t
∣∣∣∣
(s,t)=0
=
∫
M
(
PF 〈V,W 〉 −QF (V,W)
)
d volh,(20)
where V and W are the variational vector fields generated by Φ . Moreover, all critical
embeddings are saddle points of Ed .
Before proving Theorem 19, we discuss the meaning of the quantities PF andQF . We assume
that for almost every x ∈M the set supp(p)∩ΩF(x) has positive measure as a subset of the disk
ΩF(x). Then, the function PF is positive almost everywhere since the determinant det(I − Sv) is
nonvanishing in Ω . Moreover, integration of PF over M gives:∫
M
PF d volh =
∫
M
∫
ΩF(x)
p
(
F(x)+ v)det(I − Sv) dv d volh = ∫
Ω
p(x) dx= 1,
where we switched back from normal coordinates to Cartesian coordinates. Consequently, the
function PF is a probability density on M .
PROPOSITION 21. – The map QF satisfies the properties:
(i) QF (X,Y )=QF (Y,X); X,Y ∈C∞(M,Rn).
(ii) QF (X,X)> 0, and QF (X,X)= 0 if and only if X ∈NF and ∇⊥X = 0.
Proof. – Property (i) follows from the fact that the shape operator Sv :TxM → TxM is
selfadjoint. To derive property (ii), observe that the operator I − Sv is positive definite for an
Ω-regular embedding F ∈ EΩ since the Jacobian det(I −Sv) of the normal coordinate map does
not vanish in Ω . This implies that QF (X,X)> 0. If QF (X,X)= 0, then:〈
piFX− 〈dX,v〉#, (I − Sv)−1
(
piFX− 〈dX,v〉#
)〉= 0,
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for all v ∈ ΩF(x). Since I − Sv is positive definite, we have piFX − 〈dX,v〉# = 0 for all
v ∈ NF(x). Set v = 0, then piFX = 0 which implies that X ∈ NF . On the other hand, all
(Y, v) ∈ TxM ×ΩF(x) is such that:
0= 〈〈dX,v〉#, Y 〉= 〈dX(Y ), v〉= 〈v,∇YX〉,
which implies ∇⊥Y X = 0 for all Y ∈ TxM . Therefore, ∇⊥X = 0. 2
We conclude this subsection with the proof of Theorem 19. By (16), we have:
∂2Ed(s, t)
∂s∂t
=− ∂
∂s
∫
Ω
〈
y−Φ(λ(y, s, t), s, t), ∂Φ(λ(y, s, t), s, t)
∂t
〉
p(y) dy.
Let
g(y, s, t)=− ∂
∂s
〈
y−Φ(λ(y, s, t), s, t), ∂Φ(λ(y, s, t), s, t)
∂t
〉
.
Differentiation and an application of the chain rule gives
g(y, s, t)=
〈
∂Φ(λ(y, s, t), s, t)
∂xi
∂λi(y, s, t)
∂s
,
∂Φ(λ(y, s, t), s, t)
∂t
〉
+
〈
∂Φ(λ(y, s, t), s, t)
∂s
,
∂Φ(λ(y, s, t), s, t)
∂t
〉
−
〈
y−Φ(λ(y, s, t), s, t), ∂2Φ(λ(y, s, t), s, t)
∂xi∂t
∂λi(y, s, t)
∂s
〉
−
〈
y−Φ(λ(y, s, t), s, t), ∂2Φ(λ(y, s, t), s, t)
∂s∂t
〉
.(22)
We compute g(y,0). Let Z = ∂2Φ(·,0)/∂s∂t . Substituting the identities:
∂Φ(λ(y,0),0)
∂xi
= ∂F
∂xi
(
λ(y,0)
)
,(23)
∂Φ(λ(y,0),0)
∂s
= V (λ(y,0)),(24)
∂Φ(λ(y,0),0)
∂t
=W(λ(y,0)),(25)
∂Φ(λ(y,0),0)
∂xi
∂λi(y,0)
∂s
= ∂λ
∂s
(y,0),(26)
∂2Φ(λ(y,0),0)
∂xi∂t
∂λi(y,0)
∂s
= dW(λ(y,0))(∂λ
∂s
(y,0)
)
,(27)
into (22) at s, t = 0 gives
g(y,0)=
〈
∂λ
∂s
(y,0)+ V (λ(y,0)),W(λ(y,0))〉
−
〈
y−F (λ(y,0)), dW(λ(y,0))(∂λ
∂s
(y,0)
)
+Z(λ(y,0))〉.(28)
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Since ∂λ(y,0)/∂s is tangent to M , we can write:〈
∂λ
∂s
(y,0),W
(
λ(y,0)
)〉= 〈∂λ
∂s
(y,0),piF(λ(y,0))W
(
λ(y,0)
)〉
.(29)
Substituting (29) into (28), and collecting the factors of ∂λ(y,0)/∂s gives:
g(y,0)= 〈V (λ(y,0)),W(λ(y,0))〉
+
〈
piF(λ(y,0))W
(
λ(y,0)
)− 〈dW(λ(y,0)),y− F (λ(y,0))〉#, ∂λ
∂s
(y,0)
〉
− 〈y− F (λ(y,0)),Z(λ(y,0))〉.(30)
We need a formula for ∂λ(y,0)/∂s. Observe that〈
y−Φ(λ(y, s, t), s, t), ∂Φ(λ(y, s, t), s, t)
∂xi
〉
= 0, i = 1, . . . ,m;
identically in s and t since y−Φ(λ(y, s, t), s, t) is normal to Φst (M) and ∂Φst/∂xi is tangential
to Φst (M). Differentiating with respect to s at s = 0 gives:
−
〈
∂Φ(λ(y,0),0)
∂xj
∂λj (y,0)
∂s
+ ∂Φ(λ(y,0),0)
∂s
,
∂Φ(λ(y,0),0)
∂xi
〉
+
〈
y−Φ(λ(y,0),0), ∂2Φ(λ(y,0),0)
∂xi∂xj
∂λj (y,0)
∂s
+ ∂
2Φ(λ(y,0),0)
∂xi∂s
〉
= 0.
Using the identities (23) through (27) gives:
−
〈
∂λ
∂s
(y,0)+ V (λ(y,0)), ∂F
∂xi
(
λ(y,0)
)〉
+
〈
y− F (λ(y,0)),∇ ∂λ
∂s (y,0)
∂F
∂xi
(
λ(y,0)
)+ dV (λ(y,0))( ∂F
∂xi
(
λ(y,0)
))〉= 0.(31)
We use (5) to write〈
y− F (λ(y,0)),∇ ∂λ
∂s
(y,0)
∂F
∂xi
(
λ(y,0)
)〉= 〈Sy−F(λ(y,0)) ∂λ
∂s
(y,0),
∂F
∂xi
(
λ(y,0)
)〉
.(32)
Substituting (32) into (31), and collecting the factors of ∂λ(y,0)/∂s and ∂F (λ(y,0))/∂xi gives:〈
(Sy−F(λ(y,0))− I)∂λ
∂s
(y,0)+ 〈dV (λ(y,0)),y− F (λ(y,0))〉#
−piF(λ(y,0))V
(
λ(y,0)
)
,
∂F
∂xi
(
λ(y,0)
)〉= 0.
This holds for every basis element ∂F (λ(y,0))/∂xi in the local coordinate frame. Therefore, we
must have:
(Sy−F(λ(y,0))−I)∂λ
∂s
(y,0)+ 〈dV (λ(y,0)),y−F (λ(y,0))〉#−piF(λ(y,0))V (λ(y,0))= 0.(33)
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Since F ∈ EΩ , the operator Sy−F(λ(y,0))− I :Tλ(y,0)M→ Tλ(y,0)M is nonsingular for all y ∈Ω .
Solving for ∂λ(y,0)/∂s in (33) gives:
∂λ
∂s
(y,0)= (I − Sy−F(λ(y,0)))−1
(〈
dV
(
λ(y,0)
)
,y− F (λ(y,0))〉# − piF(λ(y,0))V (λ(y,0))).
Substituting into (30) gives:
g(y,0)= 〈V (λ(y,0)),W(λ(y,0))〉− 〈piF(λ(y,0))V (λ(y,0))− 〈dV (λ(y,0)),y− F (λ(y,0))〉#,(
I − Sy−F(λ(y,0))
)−1(
piF(λ(y,0))W
(
λ(y,0)
)− 〈dW(λ(y,0)),y− F (λ(y,0))〉#〉
− 〈y− F (λ(y,0)),Z(λ(y,0))〉.
Multiplying by the probability distribution p(y), integrating over Ω and reverting to normal
coordinates gives:
∂2Ed
∂s∂t
∣∣∣∣
(s,t)=0
=
∫
Ω
g(y,0)p(y) dy
=
∫
M
∫
ΩF
{〈V,W 〉 − 〈piFV − 〈dV,v〉#, (I − Sv)−1(piFW − 〈dW,v〉#)〉
− 〈v,Z〉}p(F + v)det(I − Sv) dv d volh.
Distributing the factor p(F + v)det(I − Sv) and writing the result in terms of PF ,QF and τF
gives:
∂2Ed
∂s∂t
∣∣∣∣
(s,t)=0
=
∫
M
{
PF 〈V,W 〉 −QF (V,W)+ 〈τF ,Z〉
}
d volh.(34)
If F is a critical embedding of Ed , then τF = 0 and the formula (20) follows.
To prove that critical embeddings are saddle points of Ed , set W = V with V ∈NF in (20). If
∇⊥V = 0, by Proposition 21, we have QF (V,V )= 0. This gives a positive second derivative.
On the other hand, since V ∈NF , then piFV = 0. Hence,
QF (V,V )=
∫
ΩF
〈〈dV,v〉#, (I − Sv)−1〈dV,v〉#〉p(F + v)det(I − Sv) dv.
For an operator A :TxM→ TxM , let |A| denote its operator norm. We can estimate QF (V,V )
as
QF (V,V )6
∫
ΩF
∣∣(I − Sv)−1∣∣∣∣〈dV,v〉#∣∣2p(F + v)det(I − Sv) dv.(35)
Now we give an estimate of the squared norm of the vector 〈dV,v〉# ∈ TM . Consider an
orthonormal frame {ei} along F(M). We have:
∣∣〈dV,v〉#∣∣2 = m∑
i=1
〈
ei, 〈dV,v〉#
〉2
.
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Since by definition 〈ei , 〈dV,v〉#〉 = 〈∇ei V , v〉, and since v ∈NF(x) is a normal vector to F(M),
we have: ∣∣〈dV,v〉#∣∣2 = m∑
i=1
〈∇⊥ei V , v〉2 6 m∑
i=1
∣∣∇⊥ei V ∣∣2|v|2,
by the Schwarz inequality. Substituting into (35) and factoring out the squared norm |∇⊥V |2 ≡∑m
i=1 |∇⊥ei V |2, gives
QF (V,V )6
∣∣∇⊥V ∣∣2 ∫
ΩF
∣∣(I − Sv)−1∣∣|v|2p(F + v)det(I − Sv) dv.
Therefore, choosing a variation with large |∇⊥V | and small |V | (in the L2 sense) in (20) leads
to a negative second derivative.
4. Conclusions
Principal curves were invented to formalize the concept of “a curve passing through the middle
of a data set”. In this paper we defined principal manifolds as the critical points of the distance
functional and proved that they are never local minima. Thus there is no justification for the
use of cross-validation to determine the complexity of principal manifold estimates, and indeed
cross-validation has been observed to fail in practice.
To the author knowledge, nobody has as yet suggested a reasonably motivated automatic
method for the choice of model complexity in the context of manifold estimation or nonpara-
metric orthogonal distance regression. This remains an important open problem.
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