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Abstrak 
Equal Cost Multipath Routing (ECMP) adalah proses routing yang memanfaatkan seluruh pilihan jalur yang 
tersedia antara satu node dengan node lainnya dalam jaringan dengan memetakan setiap jalur dengan seluruh 
kemungkinan trafik (pasangan source-destination) secara statis. Konfigurasi tersebut memungkinkan adanya 
pengiriman dua atau lebih trafik melalui rute-rute dengan komponen link yang beririsan, meskipun ada rure 
alternatif yang sedang tidak digunakan. Software Defined networking (SDN) memiliki kemampuan untuk 
membuat ECMP lebih dinamis dengan cara mengukur bandwidth yang tersisa dari setiap link dalam jaringan 
secara real-time oleh controller. Hasil pengukuran bandwidth yang dilakukan kemudian dijadikan dasar oleh 
controller untuk melakukan penentuan jalur yang dilewati sebuah trafik. Dalam tugas akhir ini, penulis 
membangun sebuah sistem penerapan ECMP berbasis SDN yang dapat mencegah terjadinya kongesti dengan 
melakukan pengukuran bandwidth setiap pilihan rute sebelum pengiriman setiap trafik, sehingga trafik-trafik 
yang ada sebisa mungkin tidak dilewatkan melalui rute-rute dengan komponen link yang sama (overlap).  Skema 
yang diajukan terbukti menghasilkan nilai throughput 14.21% lebih tinggi dan delay 99% lebih rendah dibanding 
ECMP standar ketika terjadi kongesti serta memiliki nilai standar deviasi load 75.2 % lebih rendah dibanding 
load balancer round robin. 
 
 Kata kunci : ECMP, Overlapping, SDN, load balancing 
 
Abstract 
 
Equal Cost Multipath Routing (ECMP) is a routing application where all available paths between two nodes is 
utilized by statically mapping each path to possible traffics between source and destination hosts in a network. 
This configuration can lead to congestion if there are two or more traffics being transmitted into paths with 
overlapping links, despite the availability of less busy paths.Software Defined Networking (SDN) has the ability 
to increase the dynamicity of ECMP by allowing controller to monitor available bandwidths of all links in the 
network in real-time. The measured bandwidth is then implemented as the basis of the calculation to determine 
which path a traffic will take.  In this final project, a SDN-based ECMP application that can prevent network 
congestion is made by measuring available bandwidth of each available paths beforehand, thus making different 
traffics transmitted on non-overlapped paths as much as possible. The proposed increased the throughput by 
14.21% and decreased the delay by 99% in comparison to standard ECMP when congestion occured and has 
75.2% lower load standard deviation in comparison to round robin load balancer.  
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1. Pendahuluan 
Equal Cost Multipath Routing (ECMP) adalah proses routing yang memanfaatkan seluruh pilihan jalur 
yang tersedia antara satu node dengan node lainnya dalam jaringan. Pada jaringan konvensional, jalur-jalur yang 
tersedia masing-masing akan dipasangkan dengan kemungkinan trafik yang ada (dengan hash function), dan 
tidak akan mengalami perubahan kecuali terjadi perubahan arsitektur (statis) [1] .  Terbatasnya pilihan jalur akan 
menyebabkan beberapa trafik dipasangkan dengan jalur-jalur yang memiliki sebagian link yang beririsan 
(overlapping). Ketika setidaknya dua pasangan source-destination dengan jalur terpilih yang beririsan 
mengirimkan data secara bersamaan, maka kongesti akan terjadi, meskipun ada pilihan jalur lain yang dapat 
digunakan [2][3].         
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 Pada Software Defined Networking (SDN), setiap switch terhubung dengan controller dan isi dari routing 
table pada switch-swtich tersebut akan ditentukan oleh controller [4]. Dengan kemampuan mengukur bandwidth 
dari setiap link yang ada dalam jaringan, controller dapat memilih jalur yang paling tidak sibuk untuk masing-
masing trafik yang akan dikirimkan pada saat itu, sedemikian rupa sehingga kongesti dapat diminimalisasi.   
  Penelitian [2] dan [3] telah berhasil membuat sistem ECMP yang lebih dinamis dibandingkan penerapan 
ECMP pada jaringan konvensional. Penelitian [2] menggunakan controller floodlight yang berbasis Java, 
penelitian [3] melakukan pemrograman OpenFlow pada FPGA, sementara pada tugas akhir penulis 
menggunakan controller Ryu berbasis Bahasa pemrograman python. 
 Pada penelitian [2], setiap link diberikan sebuah threshold. Ketika trafik pada suatu link melebihi threshold, 
maka beberapa trafik akan dialihkan ke jalur lain. Pada penelitian [3], seluruh trafik pada jaringan akan diukur. 
Ketika sebuah trafik memiliki ukuran yang lebih dari 10% dari kapasitas link, trafik tersebut dialihkan ke jalur 
lain. Sementara pada tugas akhir ini penulis akan mengusulkan skema alternatif yaitu dengan pemilihan jalur 
yang paling tidak sibuk terlebih dahulu  oleh controller sebelum proses pengiriman data dilakukan. 
Analisis yang dilakukan adalah pengukuran parameter-parameter Quality of Service (QoS) seperti delay, 
throughput, dan packet loss antara spanning tree protocol (STP), ECMP, dan ECMP berbasis SDN dengan skema 
yang diajukan pada saat pengiriman trafik-trafik yang dapat memicu terjadinya kongesti. Kemampuan load 
balancing dari sistem yang dibuat juga akan diukur dengan cara menghitung nilai standar deviasi load, 
throughput, dan packet loss saat pengiriman beberapa layanan VoIP.   
 
2. Dasar Teori 
2.1 Equal Cost Multipath Routing 
Equal Cost Multipath Routing (ECMP) ialah salah satu teknik routing yang digunakan untuk memastikan 
seluruh jalur yang tersedia dengan cost sepadan antara satu node dengan node lainnya digunakan. [5] 
 
 
 
 
   
 
 
 
 
 
   Pada penerapan ECMP,  setiap router akan menggunakan menggunakan hash function kepada 
setiap header trafik seperti IP pengirim dan IP tujuan untuk memetakan setiap trafik ke beberapa jalur yang 
tersedia.[1]. ECMP ditambahkan sebagai proses load balancing dari algoritma routing Open Shortest Path First 
(OSPF) pada jaringan konvensional. Implementasi ini didasarkan pada penggunaan algoritma Dijkstra dalam 
OSPF yang dapat dimodifikasi untuk menyimpan seluruh pilihan jalur antara satu node ke node lainnya. [10]. 
Proses load balancing yang terjadi bersifat statis terhadap kondisi jaringan karena isi tabel routing tidak akan 
berubah kecuali terjadi perubahan topologi. 
 
 
Gambar 2. Kongesti pada Penerapan ECMP [3] 
  
Dikarenakan jumlah jalur yang terbatas dalam sebuah topologi, sangat memungkinkan dua atau lebih 
topologi dipasangkan dengan jalur-jalur yang memiliki link beririsan. Ketika trafik-trafik dikirimkan pada saat 
yang bersamaan, maka kongesti akan terjadi.  Jalur-jalur lain yang seharusnya bisa digunakan untuk menghindari 
kongesti, tidak dipilih karena sudah dipasangkan dengan kemungkinan trafik lain oleh hash function.   
 
2.2 Software Defined Networking [4] 
SDN merupakan sebuah paradigma baru dalam dunia jaringan yang memisahkan control plane dan data 
plane, baik secara logical ataupun secara physical. Control plane merupakan bagian yang berfungsi sebagai 
Gambar 1. Ilustrasi ECMP[5] 
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 Gambar 3. Arsitektur SDN [5] 
“otak” dari sebuah jaringan, melakukan proses kalkulasi untuk fungsi seperti routing, load balancer, intrusion 
detection system, topology learning, dan lain sebagainya.  
 
 
 
 
 
 
 
 Setelah melakukan kalkulasi, hasil dari kalkulasi tersebut dikirimkan ke switch untuk mengisi sebuah 
trafik table. Switch  yang berada di bawah controller meneruskan paket berdasarkan isi dari trafik table yang 
umumnya  terdiri dari source, destination, action. Action dapat berisi drop, flood, atau out ke nomor port yang 
telah ditentukan oleh controller. Jika ada paket dengan tujuan yang tidak ada dalam trafik table, maka switch 
akan mengirimkan packet_in ke controller. Setelah controller melakukan kalkulasi, controller akan melakukan 
pembaharuan  trafik table. Dikarenakan fungsinya yang hanya meneruskan data tanpa melakukan kalkulasi, 
swith-switch yang terhubung dengan controller disebut dengan data plane.  
 
2.3 Ryu Controller dan OpenFlow [8][9] 
Ryu controller merupakan salah satu jenis controller SDN yang menggunakan bahasa pemrograman 
python sebagai dasar pengembangannya. Ryu dapat berkomunikasi dengan switch-switch yang terhubung 
dengan menggunakan protokol NETCONF, OF-Config, OpenFlow 1.0,1.1,1.3, 1.4, dan 1.5. 
Jika menggunakan protokol OpenFlow, controller Ryu memiliki beberapa fungsi utama seperti:  
- Packet-In Handler : Digunakan untuk menerima packet-in dari setiap switch, untuk kemudian di ekstraksi 
datanya (contoh: ip address asal dan ip address tujuan) dan dilakukan kalkulasi yang dibutuhkan.  
- Datapath.send_msg: Digunakan untuk mengirimkan instruksi terhadap switch melalui protokol OpenFlow. 2 
instruksi yang sering digunakan pada tugas akhir ini adalah OFPTrafikMod untuk memperbaharui trafik table 
pada switch, dan OFPTrafikStatsRequest untuk meminta kondisi jaringan dari setiap switch. 
- EventSwitchEnter dan EventLinkAdd: Digunakan untuk mengetahui identitas switch dan pemetaan link antar 
switch pada saat switch pertama kali terhubung dengan controller. 
- TrafikStatsReply Handler: Digunakan untuk menampung laporan kondisi jaringan setelah mengirim 
TrafikStatsRequest.   
 
 
Gambar 4. Arsitektur OpenFlow [6] 
 
Trafik table yang dimiliki oleh setiap switch juga didasarkan pada protokol OpenFlow. Pada protokol 
OpenFlow 1.3 yang digunakan pada penelitian ini, format untuk setiap trafik dalam trafik table terdiri dari 6 
komponen utama, yaitu: 
- Header fields – digunakan untuk mencocokan paket sesuai dengan hasil ekstraksi header paket seperti : 
port_in, alamat Ethernet pengirim, alamat Ethernet penerima, alamat IP, protokol IP, TCP/UDP. 
- Counters – statistik dari setiap trafik setiap jumlah paket yang telah cocok (match) dengan kriteria trafik 
tersebut, durasi trafik, dan lain sebagainya. 
- Actions – aksi yang diterapkan ketika proses pencocokan berhasil. Jenis aksi yang tersedia antara lain adalah 
out untuk meneruskan paket ke sebuah port tertentu, flood untuk broadcast paket, drop untuk membuang paket, 
serta controller untuk mengirimkan packet-in menuju controller. 
- Priority – untuk memberikan nilai prioritas untuk setiap trafik yang ada dalam trafik table 
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 - Timeout – Idle timeout digunakan untuk menentukan berapa lama aturan trafik akan dihapus setelah tidak 
terjadi pencocokan, dan hard timeout digunakan untuk menentukan waktu yang diizinkan sebelum sebuah trafik 
dihapus dari trafik table, terlepas dari adanya pencocokan atau tidak.   
 
3. Pembahasan 
 
3.1 Desain Model Sistem 
Dalam tugas akhir ini akan dibuat pemodelan sistem ECMP berbasis SDN yang dapat melakukan pencarian 
jalur dengan bandwidth tersisa maksimum dari seluruh pilihan jalur dari satu node menuju node lainnya untuk 
menghindari terjadinya kongesti. Secara umum tugas akhir ini memiliki skema sebagai berikut : 
 
 
 
 
 
Dapat dilihat pada gambar 5 bahwa sistem yang dibuat terdiri dari 3 komponen program dalam controller 
yang terdiri dari (sesuai urutan eksekusi):  
a. Komponen topologi learning yang bertugas untuk memetakan topologi dari switch-switch dalam jaringan 
yang terhubung dengan controller pada saat mininet (perangkat lunak untuk emulasi jaringan) pertama kali 
dihidupkan. 
b. Komponen network monitoring yang bertugas untuk mendapatkan informasi trafik dari setiap link dalam 
jaringan 
c. Komponen program utama yang bertugas menerima dan memproses permintaan pencarian jalur dari switch 
berdasarkan informasi dari komponen topologi learning dan network monitoring. 
 
 
 
 
Gambar 5. Diagram alir sistem ADT 
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 CONTROLLER 
 
 
3.2. Topologi Jaringan 
Topologi jaringan yang digunakan adalah topologi umum pada data centre yaitu topologi fattree dengan 
ilustrasi sebagai berikut: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 6. Hasil Pengukuran QoS Pengujian Pemilihan Jalur 
 
 
3.3. Skenario Evaluasi 
Pengujian sistem yang dibuat dilakukan dengan 2 skenario evaluasi yaitu pengujian pemilihan jalur dan 
pengukuran nilai standar deviasi load. Penjelasan kedua skenario tersebut adalah sebagai berikut:  
 
a. Pengujian Pemilihan Jalur 
Pengujian pertama dilakukan dengan cara mengirimkan 3 buah trafik data berukuran 4.5 Mbit/s pada link-link 
8 Mbit/s  pada saat penerapan STP, ECMP dan ECMP SDN untuk mengetahui seberapa besar nilai QoS membaik 
ketika kongesti akibat pemilihan jalur berhasil/tidak berhasil dihindari. Parameter yang diukur adalah throughput, 
delay, dan packet loss. 
 
b. Pengukuran Nilai Standar Deviasi Load 
Pengujian kedua dilakukan dengan cara mengirimkan 4 buah layanan VoIP antara 2 buah client dan diukur 
nilai throughput, packet loss, dan standar deviasi loadnya untuk mengetahui seberapa baik beban didistribusikan 
dalam jaringan dibandingkan dengan algoritma load balancing round robin. Pengukuran nilai standar deviasi 
load diukur dengan rumus berikut:  
 
  
𝐿𝑆𝐷 =  ඨ
∑ (𝑙𝑜𝑎𝑑௜ − 𝑙𝑜𝑎𝑑തതതതതത)ଶ௡௜ୀଵ
𝑛
 
 
(1) 
Dimana load menyatakan nilai throughput dari setiap koneksi VoIP dan n menyatakan banyaknya koneksi 
VoIP yang ditransmisikan. 
 
3.4. Hasil Sistem 
Hasil yang didapat dari skenario pengujian pemilihan jalur dan pengukuran standar deviasi load adalah 
sebagai berikut: 
 
a. Pengujian Pemilihan Jalur  
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Gambar 8. Hasil Pengukuran Standar Deviasi Load 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 7. Hasil Pengukuran QoS Pengujian Pemilihan Jalur 
Pada Gambar 7 merupakan hasil pengukuran throughput, delay, dan packet loss saat mengirimkan 3 buah 
trafik data 4.5 Mbps melalui link 8 Mbps. Dengan keberhasilannya mencegah terjadinya kongesti, nilai 
throughput dari ECMP SDN untuk seluruh trafik stabil mendekati 4.5 Mbit/s (dengan packet loss 0 dan delay 
~0.013 sekon), lebih baik dari STP dengan throughput terendah bernilai 1.9 Mbit/s (dengan packet loss mencapai 
41.5% dan delay 0.73 sekon) dan ECMP dengan throughput terendah 3.9 Mbit/s (dengan packet loss mencapai 
8.7% dan delay 0.49 sekon). Selisih nilai delay ECMP SDN dengan nilai ECMP biasa ketika tidak terjadi 
kongesti hanya mencapai 0.006 sekon, sehingga dapat ditarik kesimpulan penambah proses sebelum pemilihan 
jalur tidak mempengaruhi delay dari trafik yang dikirimkan secara signifikan. 
 
c. Pengukuran Nilai Standar Deviasi Load 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 0 0 0
0.0
50.0
H4-H14 H5-H13 H10-H15%
 p
ak
et
Packet Loss
STP ECMP ECMP SDN
0.7300 0.7302 0.6913
0.013
0.4910 0.4938
0.0136 0.0134 0.0135
0.0000
1.0000
H4-H14 H5-H13 H10-H15
Se
ko
n
Delay
STP ECMP ECMP SDN
1961.9 1945.5 2221.3
4476.6 3942.0 3914.14467.7 4474.4 4470.5
0.0
2000.0
4000.0
6000.0
H4-H14 H5-H13 H10-H15
Throughput
STP ECMP ECMP SDN
ISSN : 2355-9365 e-Proceeding of Engineering : Vol.5, No.2 Agustus 2018 | Page 2151
 Pada Gambar 8 merupakan hasil pengukuran standar deviasi load dari 4 layanan VoIP saat penerapan 
ECMP SDN dan round robin.  Sebuah sistem dinyatakan dapat mendistribusikan beban dengan baik jika nilai 
standar deviasi loadnya baik jika dan hanya jika nilai  throughput dan packet lossnya juga baik [7]. Program 
ECMP SDN yang dibuat terbukti lebih baik dari round robin, dibuktikan dengan nilai standar deviasi load yang 
lebih kecil 75.2% (dengan throughput 71% lebih besar dan packet loss 26.36% lebih rendah) saat background 
trafik 8 Mbit dan 72.13% (dengan throughput 80.5% lebih besar dan packet loss 24.35% lebih rendah) saat saat 
background trafik 10 Mbit/s.   
 
4. Kesimpulan 
Setelah sistem dibuat dan dilakukan analisis pada sistem berdasarkan skenario ditentukan, maka dapat 
diambil beberapa kesimpulan sebagai berikut: 
 
 Skema yang diajukan berhasil menghindari kongesti dengan melakukan pengukuran bandwidth dari setiap 
link dalam jaringan sebelum trafik dikirimkan 
 Pengujian pertama dilakukan dengan mengirimkan 3 trafik data 4.5 Mbit/s pada link-link 8 Mbit/s dengan 
hasil sebagai berikut: 
 Ketika terjadi kongesti, ECMP SDN memiliki nilai throughput 14.21% lebih tinggi dan delay 99% 
lebih rendah dibanding ECMP standar 
 Ketika tidak terjadi kongesti, ECMP SDN sedikit kurang efektif dibandingkan ECMP standar 
(penurunan throughput sebesar 0.19% dan peningkatan sebesar 3.46% pada delay) akibat adanya 
proses kalkulasi tambahan sebelum pengiriman 
 Pengujian kedua dilakukan dengan cara mengirimkan 4 layanan VoIP antara 2 client bersamaan dengan 
background traffic untuk mengukur standar deviasi load. ECMP SDN terbukti memiliki nilai LSD 75.2% 
lebih kecil dibanding load balancer round robin. 
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