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Abstract
On this work we prove the presence of chaotic dynamics for the classical two-body
Kepler problem with a time-periodic variable gravitational coefficient using two different
methods, the stretching along the path (SAP) technique and the Melnikov method.
For the SAP method, a piecewise periodic constant function is taken as the time-periodic
coefficient, and the chaotic dynamics are obtained for small values of angular momentum
or large periods.
For the Melnikov method, a sinusoidal perturbation function is taken as the time-periodic
coefficient. To guarantee chaotic dynamics big values of angular momentum or small
periods of the function are necessary.
The classical Melnikov method could not be applied, as the critical point of the system was
parabolic, not hyperbolic. Hence, some modifications to the method have been necessary.

Chapter 1
Introduction
The motivation of this work is to study the some aspects of the system
u¨ = −h(t) u|u|3 , (1.1)
where h(t) is a T -periodic function. This model can be regarded as the classical two-body
Kepler problem with a time-periodic oscillating gravitational coefficient. A physical inter-
pretation of this equation could be a system composed of a small body orbiting around
a star and getting affected not just by the attractive gravitational force, but also by the
repulsive force due to the solar radiation pressure exerted by the star. This is the case, for
example, of a spacecraft or an artificial satellite with a solar sail. On this case, function
h(t) will be modulated by manoeuvring this solar sail.
Originally, system (1.1) was proposed by Glyde´n to explain the secular acceleration ob-
served in the Moon’s longitude, but nowadays it is mainly used to study the photogravi-
tational effect described above.
Our aim will be to prove the presence of chaotic dynamics on system (1.1).
Firstly, on Chapter 2, we will proceed by assuming that the oscillating parameter is a
piecewise constant T -periodic function of the form
h(t) =
{
h1 if t ∈ [iT, iT + T1],
h2 if t ∈ (iT + T1, (i+ 1)T ),
with i ∈ Z. Then, we will continue by proving the presence of chaotic dynamics by means
of a method named the Stretching Along the Path (SAP) method, explained in detail in
this chapter, and by restricting the problem to large period times or to small angular mo-
mentum. This chapter will reproduce the results of the article by A. Margheri and P.J.
Torres on [1].
On Chapter 3 and 4, we will proceed by assuming that the oscillating parameter is a
sinusoidal perturbation function of the form
h(t) = 1 + ε sin(t),
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with ε ≥ 0, the perturbation parameter, small enough. Then, instead of using the SAP
method, the Melnikov method will be applied to prove the presence of chaotic dynamics
on system (1.1). To apply this procedure, it will be necessary to restrict the problem to
large values of angular momentum.
To find chaotic dynamics using the standard Melnikov two steps are necessary. The
first consists in proving that for the perturbed system (when ε > 0) the stable and unstable
manifold intersect transversally. The second, in using λ-lemma and other standard results,
to prove that the system exhibits chaotic dynamics.
Nevertheless, this results only works when the fixed point of the stable and unstable man-
ifolds is an hyperbolic saddle point, and on System (1.1) this point is not hyperbolic but
parabolic. However, it exhibits some characteristics of saddle connections, consequently it
has been possible to adapt the method to this circumstances.
On Chapter 3 the first step of the method is performed, that is the proof that the
stable and unstable manifold intersect transversally. In order to accomplish it, some minor
adaptations have been implemented to the Melnikov method as it is found on [3] and [4].
The rest of the chapter is mainly an original work, with some inspiration being drawn
from [5] to compute the Melnikov function.
On Chapter 4 the second step is performed, that is to prove that from the transver-
sal intersection of the manifolds chaotic dynamics emerge. This has been accomplished by
adapting the work done by J. Moser on [8] for a system with similar characteristics to (1.1).
Finally, on Chapter 5 a summary of the main results and implications of the project
have been assembled.
Chapter 2
Stretching along the path method
The aim of this chapter is to first describe the problem in question, the classical two-body
Kepler problem with a time-periodic oscillating gravitational coefficient. For this section,
this parameter is going to be considered oscillating between two fixed values.
The second purpose of the chapter will be to prove the presence of chaotic dynamics
by means of the Stretching Along the Path (SAP) method. The chaotic dynamics will be
obtained for large periods. Additionally, it could also be proved that this results still are
valid taking small angular momentums instead of large period times.
This chapter will reproduce the results of the article by A. Margheri and P.J. Torres
on [1].
2.1 Statement of the problem
The aim of this project is to study some aspects of the dynamics of the system of a small
body orbiting around a star that gets affected both by the attractive gravitational force
and the repulsive force due to the solar radiation pressure exerted by the star. The impulse
created by the star is
Impulse =
L
c
,
where L concerns the luminosity of the star in J/s and c is the light velocity. The pressure
exerted is the impulse divided by the surface of influence, in this case a sphere, hence
Pressure =
Impulse
4piR2
=
L
4picR2
,
where R is the distance from the star to the impacted object. Finally, the force exerted to
this object by the solar radiation is
Force =
Ls
4picR2
, (2.1)
where s is the hit surface. In our system, it is going to be assumed that a small body of
mass m1 is orbiting a star of luminosity L(t) of mass m2 such that m2 >> m1. The cross-
section to mass ratio (surface divided by mass) is called sailing capacity and is denoted by
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σ(t). Hence, taking Newton’s law of gravitation and the solar radiation force expression
on (2.1) the following system is obtained
m1u¨1 = −G m1m2|u1 − u2|3 (u1 − u2) +
L(t)σ(t)m1
4pic|u1 − u2|3 (u1 − u2),
m2u¨2 = −G m1m2|u1 − u2|3 (u1 − u2),
where u1 is the position of the small body of mass m1 and u2 the position of the star of
mass m2 and G the gravitational constant. Defining u = u2 − u1, the system becomes
u¨ = −h(t) u|u|3 , (2.2)
where
h(t) = GM − L(t)σ(t)
4pic
,
with M = m1 +m2. Eventually, the effect of the solar radiation pressure may be stronger
than the gravitational force, leading to negative values of h(t). Additionally, for this prob-
lem it will be assumed that h(t) is a T -periodic function. This system can be regarded as
Kepler’s problem with fluctuating gravitational parameter.
Every solution u(t) lies in a plane through the origin and perpendicular to the angular
momentum
u(t) ∧ u˙(t) = u(0) ∧ u˙(0),
which is a conserved quantity. Introducing it in polar coordinates
u(t) = x(t)(cos(θ(t)), sin(θ(t))), (2.3)
with polar radius x(t) = |u(t)| > 0 and angle θ(t) ∈ [0, 2pi] for every t. Then, system (2.2)
is equivalent to 
x¨ =
µ2
x3
− h(t)
x2
,
θ˙ =
µ
x2
,
where µ = |u(0) ∧ u˙(0)| is the angular momentum. Notice that because the radius of the
orbits has no dependence on the angle, the study of the system can be reduced to the first
equation, that is
x¨ =
µ2
x3
− h(t)
x2
, (2.4)
as a solution of x(t) determines uniquely, modulo the initial angle θ(0), a solution of (2.2).
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The aim of this chapter will be to prove that under sufficient conditions system (2.2)
has chaotic dynamics, with periodic orbits of any period. On this part, function h(t) will
be restricted to a piecewise constant function of the form
h(t) =
{
h1 if t ∈ [0, T1],
h2 if t ∈ (T1, T := T1 + T2],
(2.5)
on the interval [0, T ].
2.2 Definition of chaos and SAP method
On this section the definitions and results to prove that our system, the Kepler’s problem
with fluctuating gravitational parameter defined on equation (2.2), has chaotic dynamics
will be established.
Firstly, some basic definitions necessary for the results in this sections will be laid out, then
a proper definition for chaotic dynamics will be established and finally the ”Stretching
Along the Path” (SAP) method to detect chaotic dynamics according to the previous
definition will be introduced. All the results can be found on [1]. Proceeding with the
introductory definitions:
Definition 2.1. Two functions, f : X → X and g : Y → Y , are said to be topologically
conjugated from one into the other if there exists an homeomorphism h : Y → X such that
f ◦ h = h ◦ g.
This two same functions are said to be topologically semiconjugated if h is an exhaustive
but not an injective function.
Next, the Bernoulli shift is defined, which is a function widely used to represent the
model of a chaotic map.
Definition 2.2. Let Sp be the group of sequences of p symbols of size Z, that is
Sp := {s = (· · · , s−2, s−1, s0, s1, s2, · · · ) | si = 1, · · · , p}.
Then, a Bernoulli shift on p symbols is a function such that
σ :Sp −−−−→ Sp
(si)i∈Z 7→ (si+1)i∈Z
Now, a definition for chaotic dynamics is established. The complex dynamics of a map φ
may be defined in terms of the form in which many of its orbits {xn = φn(x) | n ∈ Z} move
between convenient subsets, say K0, · · · ,Kp, of its domain. This behaviour is described by
encoding the orbits with a sequence of symbols (· · · , s−1, s0, s1, · · · ) where sk ∈ {1, · · · , p}
and means that φk(x) ∈ Ksk . Then, chaos will occur for map φ when for any encoding
sequence (si)i∈Z there exists an associate orbit {φk(x)}k∈Z that reproduce it. The formal
definition is as follows.
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Definition 2.3. Let φ : Dφ ⊆ R2 → R2 a map and let D ⊆ Dφ be a non empty set. We
say that φ induces chaotic dynamics on p ≥ 2 symbols in the set D if there exist p non
empty pairwise disjoint compact sets
K1, · · · ,Kp ⊆ D,
such that, for each two-sided sequence of p symbols
(si)i∈Z ∈ Σp := {1, · · · , p}Z,
there exists a corresponding sequence (wi)i∈Z ∈ DZ such that
• wi ∈ Ksi ,
• wi+1 = φ(wi), ∀i ∈ Z.
(2.6)
As well, they must satisfy that whenever (si)i∈Z is a k-periodic sequence (that is, si+k = si,
∀i ∈ Z) for some k ≥ 1, then there exists a k-periodic sequence (wi)i∈Z ∈ DZ that satisfies
(2.6).
As a consequence of the previous definition the following lemma results, which ties the
prior statement with the Bernoulli shift:
Lemma 2.1. Let φ be a continuous and injective map (as in the case of Poincare´ maps).
If φ induces chaotic dynamics on p symbols then there exists a compact set Λ such that
Λ ⊂
p⋃
i=1
Ki,
is φ invariant (that is φ(Λ) = Λ) and such that φ|Λ is semi-conjugated with the Bernoulli
shift on two symbols.
Loosely speaking, the semi-conjugation between φ and the Bernoulli shift implies chaotic
dynamics and provides a lower bound for the complexity of dynamics of φ|Λ.
Proceeding now to recall the technique that will be used to detect chaotic dynamics,
the SAP method. The set on which it applies are oriented topological rectangles.
Definition 2.4. An oriented topological rectangle Rˆ can be denoted as
Rˆ := (R,R−), R− := R−l ∪R−r ,
where R is a subset of R2 homeomorphic to the unit square [0, 1]2 oriented by choosing
two compact disjoint arcs in its boundary R−l and R−r , where the letters l and r stand for
”left” and ”right” but their use is merely conventional.
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Figure 2.1: Illustration of the SAP property.
The SAP property provides a notion of topological crossing between a topological ori-
ented rectangle and its image through a map φ. Its precise definition is presented below
in a slightly simplified form.
Definition 2.5. Suppose that φ : Dφ ⊆ R2 → R2 is a continuous map defined on set Dφ.
Let Pˆ := (P ,P−) and Qˆ := (Q,Q−) be oriented rectangles in Dφ and H ⊆ P be a compact
set.
We say that (H, φ) stretches Pˆ to Qˆ along the paths and write
(H, φ) : Pˆ m−→ Qˆ,
if the following condition hold:
• For every path γ : [t0, t1]→ P such that
γ(t0) ∈ P−l and γ(t1) ∈ P−r ,
(or vice-versa), there exists a subinterval [t′, t′′] ⊂ [t0, t1] such that,
γ(t) ∈ H, φ(γ(t)) ∈ Q, ∀t ∈ [t′, t′′],
and, moreover, φ(γ(t′)) and φ(γ(t′′)) belong to different components of Q−.
A representation of this description can be seen on Figure 2.1. Broadly speaking,
(H, φ) : Pˆ m−→ Qˆ means that there is a subset H of P such that any path in P connecting
the two sides of P− has a sub-path which is contained in H and is stretched by φ across
Q from Q−l to Q−r .
8 Chapter 2. Stretching along the path method
By Definition 2.3 of chaotic dynamics it follows that when there exists (Hi, φ) : Pˆ m−→ Pˆ
for at least p ≥ 2 non-empty pairwise disjoint sets H1, · · · ,Hp, then φ induces chaotic
dynamics on p symbols. On the following theorem, a most general statement for chaotic
dynamics using the SAP method is presented for when the map φ naturally factors as the
composition of two maps, φ1 and φ2.
Theorem 2.1. Let φ1 : Dφ1 ⊆ R2 → R2 and φ2 : Dφ2 ⊆ R2 → R2 be continuous maps
and let Pˆ := (P ,P−) and Qˆ := (Q,Q−) be oriented topological rectangles in Dφ1 and Dφ2,
respectively. Suppose that the following conditions are satisfied:
• There exists m ≥ 1 pairwise disjoint compact sets H1, · · · ,Hm ⊆ P such that
(Hi, φ1) : Pˆ m−→ Qˆ, for i = 1, · · · ,m,
• There exists l ≥ 1 pairwise disjoint compact sets K1, · · · ,Kl ⊆ Qˆ such that
(Ki, φ2) : Qˆ m−→ Pˆ , for i = 1, · · · , l.
If at least one between m and l is greater or equal than 2, then the map φ := φ2 ◦ φ1
induces chaotic dynamics on m× l symbols in the set
H∗ :=
⋃
i=1,··· ,m
j=1,··· ,l
H∗i,j with H∗i,j := Hi ∩ φ−11 (Kj).
In the framework of the previous results, this theorem can be interpreted as the orbits
(ωn)n∈Z of map φ = φ2 ◦ φ1 being coded by a sequence of pairs of positive integers
s = (sn)n∈Z = (s1n, s
2
n) ∈ {1, · · · ,m}Z × {1, · · · , l}Z,
according to the rule that ωn ∈ H∗s1n,s2n . This rules will mean that
ωn ∈ Hs1n , φ(ωn) ∈ Ks2n .
If either m = 1 or l = 1 then essentially, the theorem reproduces the results of Defini-
tion 2.3. In fact if, for example, l = 1 then the sequences which encode trajectories are
of the form (sn)n = (s
1
n, 1)n. The second component encodes some dynamical information,
but as it is the same for all the orbits does not contribute to the chaotic behaviour of the
map, which is determined only by (s1n)n. Hence, in this case it will be equivalent to state
that φ induces chaotic dynamics on m× 1 symbols or on m symbols.
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2.3 Analysis of phase portraits
Before applying the SAP method to our problem, first it will be convenient to perform
an analysis of the phase planes associated to the equation (2.4) when h(t) is a piecewise
function and takes two values in each period as defined in (2.5). Then the main equation
takes the form
x¨ =

µ2
x3
− h1
x2
if [iT, iT + T1],
µ2
x3
− h2
x2
if (iT + T1, (i+ 1)T ),
(2.7)
with i ∈ Z and T = T1 + T2. Then, the solutions of this equation are a chain of segments
of solutions of two periodically alternating autonomous equations of the form
x¨ =
µ2
x3
− h
x2
.
On this chapter will we considering that at least h1 > 0. The analysis of the phase portrait
of the planar system will be equivalent to analyse
x˙ = y,
y˙ =
µ2
x3
− h
x2
,
(2.8)
for the different cases of when h > 0 and h < 0. Firstly, by defining the following potential
energy
Fh(x) := − µ
2
2x2
+
h
x
,
the trajectories of system (2.8) can be defined by the level curves of the following energy
function
Vh(x, y) :=
y2
2
− Fh(x),
because the system is autonomous and Hamiltonian. This implies as well that all the orbits
are defined for all t ∈ R. Now let us proceed analysing individually the both cases: h > 0
and h < 0.
Firstly, we analyse the case h > 0. With a slight abuse of notations, the solutions
of (2.8) will be called parabolic, elliptic or hyperbolic orbits, even though the solution
describes the behaviour of the radial component of, respectively, parabolic, elliptic or
hyperbolic orbits of the corresponding Kepler problem. Then, for this problem, there
exists a parabolic orbit with implicit equation
Vh(x, y) = 0,
that separates hyperbolic orbits from elliptic ones, as represented in Figure 2.2. Elliptic
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Figure 2.2: Phase plane of system (2.8) with h > 0.
orbits rotates around the only fixed point (µ
2
h
, 0) (which correspond to a circular orbit of
the Kepler problem) and can be written as
Vh(x, y) = Vh(d, 0) = −Fh(d) with µ
2
2h
< d <
µ2
h
,
where (d, 0) correspond to the crossing of the orbit of the y-axis on its most left point,
as can be seen in Figure 2.2. One of the limits of d, the limit d = µ
2
h
, correspond to the
fixed point, and because elliptic orbits are limited by the parabolic orbit, the second limit,
d = µ
2
2h
correspond to the value taken at y = 0 by the parabolic orbit, that can be found
by computing
0 = Vh(x, y) = Vh(d, 0) = −Fh(d) = − µ
2
2x2
+
h
x
=⇒ d = µ
2
2h
.
The other crossing point on the y-axis for an elliptic orbit define by parameter d is given
by the equation
Vh(x, 0) = − µ
2
2x2
+
h
x
= Fh(d) =⇒ x = h
2Fh(d)
± hd− µ
2
2dFh(d)
,
hence, the minimum x value (called pericenter) and the maximum x value (called apocen-
ter) of the elliptic orbits are given respectively on terms of the parameter d by
xmin(d) = d, xmax(d) =
h
Fh(d)
− d.
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Figure 2.3: Phase plane of system (2.8) with h < 0.
Moreover, because our system (2.8) is a Kepler’s problem, by Kepler’s third law, the period
of the corresponding elliptic orbits is given by
Th(d) =
pih√
2
(Fh(d))
−3/2 . (2.9)
Now, we can proceed to analyse the case h < 0. The phase curves are given by
Vh(x, y) = Vh(xC , 0) = C > 0.
Then, for a given C > 0 the solution crosses the y-axis on xC , that is defined by
C = −Fh(xC) = µ
2
2x2C
− h
xC
=⇒ xC = −h±
√
h2 + 2Cµ2
2C
> 0,
and because x > 0, then only one of the solution is worth considering. Then, as represented
in Figure 2.3, the orbit is defined for every
x ≥ xC = −h+
√
h2 + 2Cµ2
2C
,
and it can also be seen that xC is a decreasing function of C and has limits
lim
C→+∞
xC = 0, lim
C→0+
xC = +∞.
To continue with the analysis it will be convenient to rewrite the system (2.4) as
x˙ = y,
y˙ =
µ2
x3
− h(t)
x2
.
(2.10)
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The Poincare´ map of this system is well defined as a homeomorphism of the half-plane
R+ × R = {(x, y) | x > 0} onto itself by
φ : R+ × R→ R+ × R φ(z0) = (x(T ; z0), y(T ; z0)),
where (x(·, z0), y(·, z0)) is the solution of system (2.10) with initial condition (x(0; z0), y(0; z0)) =
z0 = (x0, y0) and T is the period of the piecewise function h(t). Then the map φ can be
decomposed as
φ = φ2 ◦ φ1,
where φi(z), i = 1, 2 is the following Poincare´ map at time Ti, that is
φi : R+ × R→ R+ × R φi(z0) = (xi(Ti; z0), yi(Ti; z0)),
where (xi(·, z0), yi(·, z0)) is the solution of the autonomous systems
(Eqi) :=

x˙ = y,
y˙ =
µ2
x3
− hi
x2
.
(2.11)
In what follows, to tackle the complex behaviour of the solutions of (2.2) we will consider
the two cases h1 > 0, h2 < 0 and h1 > 0, h2 > 0.
2.4 The case h1 > 0, h2 < 0
In this section, the case h1 > 0 and h2 < 0 for function h(t) in (2.5) it is considered. In the
solar sail model referred in Section 2.1 the constant h2 < 0 will correspond to a situation
where the solar radiation pressure exceeds the gravitational attraction force during some
interval of time.
The aim of the section will be to prove the presence of chaotic dynamics for large period
times. Equivalently, as stated in [1], the same results will hold for small values of the
angular momentum, µ.
The main result is as follow.
Theorem 2.2. For any choice of the positive integer m ≥ 2 and of the time T2 > 0 there ex-
ists T ∗1 > 0 such that if T1 > T
∗
1 the equation (2.7) exhibits chaotic dynamics on m symbols.
In terms of the dynamical properties of the solutions of (2.2) the results reads as follow:
Let s := (si)i∈Z be an arbitrary two-sided sequence of integers, with si ∈ {0, · · · ,m− 1} for
each i ∈ Z. Then, there exists a solution u˜(·) which satisfies the following properties:
• When t ∈ [iT, iT + T1], then u˜(t) describes an elliptic orbit (which depends on i)
passing si + 1 times from the apocenter and si times from the pericenter.
• When t ∈ (iT + T1, (i + 1)T ), then the function x(t) = |u˜(t)| is strictly convex and
has exactly one minimum.
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Moreover, if the sequence si is k-periodic (for some k ≥ 1), namely si+k = si for all i ∈ Z,
then there exists at least one solution u˜(t) with the properties described above and such that
u˜(t+ kT ) = u˜(t), for each t ∈ R.
Now we can proceed to prove the theorem. The chaotic dynamics will be obtained in a
topological rectangle P of the phase plane, but first we will need to link the phase planes
for the piecewise system on (2.7) by using the results obtained in Section 2.3.
2.4.1 Linking of phase portraits
Consider first the phase plane for the case h1 > 0. By the results on Section 2.3 the
parabolic orbit the phase plane of the autonomous system (Eq1) on (2.11) is given by
Vh1(x, y) = 0. (2.12)
To link the phase portraits we will be interested in the intersection of this orbit with the
orbits of the autonomous system (Eq2) on (2.11), which are given by
ΓC := {(x, y) | Vh2 = C}, with C > 0, (2.13)
As represented in Figure 2.4 it is easy to check that curves (2.12) and (2.13) have two
points of intersection, P1(C) = (xint, y
+
int) and P2(C) = (xint, y
−
int), that can be found as
follows 
Vh1(xint, yint) = 0 =⇒
y2int
2
+
µ2
2x2int
− h1
xint
= 0,
Vh2(xint, yint) = C =⇒
y2int
2
+
µ2
2x2int
− h2
xint
= C,
that is
xint =
h1 − h2
C
, y±int = ±
√
2h1(h1 − h2)C − µ2C2
h1 − h2 ,
if and only 0 < C < 2h1(h1−h2)
µ2
. The time of travel between the points (xC , 0), that is the
intersection of curve ΓC with y = 0, and P1(C) along the trajectory of ΓC can be explicitly
computed. Taking (x(t0), y(t0)) a solution of (Eq2), and t(x0) = x
−1(x0), then by the
inverse function theorem
dt
dx
(x0) =
1
x˙(t(x0))
,
and the time of travel between (xC , 0) and P1(C) = (xint, y
+
int) along x(t) becomes
τ(C) =
∫ t(xint)
t(xC)
dt =
∫ xint
xC
du
x˙(t(u))
=
∫ xint
xC
du
y(u)
,
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Figure 2.4: Intersection of the parabolic orbit of (Eq1) with ΓC .
and applying that Vh2(x, y) = C, an expression of y(x) can be obtained, then
τ(C) =
∫ xint
xC
u√
2Cu2 + 2h2u− µ2
du. (2.14)
By symmetry, it is easy to see that τ(C) is also the time of travel between P2(C) = (xint, y
−
int)
and (xc, 0). Using this expression it can be proved that τ(C) is a strictly decreasing function
of C such that
lim
C→0+
τ(C) = +∞, lim
C→ 2h1(h1−h2)
µ2
τ(C) = 0. (2.15)
2.4.2 Construction of the oriented topological rectangles
Once defined the intersection of the phase planes in this subsection we will proceed by
defining the oriented topological rectangles necessary to prove the existence of chaotic
dynamics by means of the SAP method. This is done through several steps:
Step 1. By using (2.15), it exists a unique C1 > 0 on the interval 0 < C1 <
2h1(h1−h2)
µ2
such
that the second period T2 of function h(t) is T2 = 2τ(C1).
Step 2. Choose C2 < C1. Then, for the corresponding orbits of (Eq2), ΓC1 and ΓC2 , it
follows τ(C1) < τ(C2).
Step 3. Let z(·, z0) be the solution of (Eq2) as defined in (2.11) with initial point z0 ∈
R+×R such that z(0, z0) = z0. Define the point P3 := z(τ(C1), (xC2 , 0)). This will be the
point on ΓC2 where (xC2 , 0) ends after time τ(C1). This is represented in Figure 2.5. More
explicitly, if P3 := (x3, y3), then by using the inverse function theorem as used in (2.14),
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Figure 2.5: Intersection of the parabolic orbit of (Eq1) with ΓC1 and ΓC2 .
x3 can be found by solving
τ(C1) =
∫ x3
xC2
u√
2Cu2 + 2h2u− µ2
du,
and then, by applying that Vh2(x3, y3) = C2, y3 > 0 can be found to be
y3 =
√
2C2 +
2h2
x3
− µ
2
x23
.
It is worth noticing that since τ(C1) < τ(C2), P3 is located on the segment of the orbit
ΓC2 determined by (xC2 , 0) and P1(C2).
Step 4. Select one of the periodic orbits of the autonomous system (Eq1) of the form
C = {(x, y) | Vh1(x, y) = −Fh1(d)} with
µ2
2h1
< d <
µ2
h1
,
choosing d close enough to µ
2
2h1
as to guarantee that C crosses the x axis to the left of xC1
and has only two intersections with ΓC1 . As well it will be necessary that C intersects Γ2
on the segment of orbit between P1(C2) and P3. See Figure 2.6. Now, we can proceed to
construct the topological rectangles as follows:
P = {(x, y) | y > 0, − Fh1(d) ≤ Vh1(x, y) ≤ 0, C2 ≤ Vh2(x, y) ≤ C1},
Q = {(x,−y) | (x, y) ∈ P}.
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Figure 2.6: Construction of topological rectangles P , Q.
A representation of this topological rectangles can be found on Figure 2.6. The suitable
orientation for this rectangles is obtained by choosing the sides up and down as represented
in the figure. More formally, Pˆ = (P ,P−) where P− = ∂Pu ∪ ∂Pd and
∂Pu = {(x, y) | Vh1(x, y) = 0},
∂Pd = {(x, y) | Vh1(x, y) = −Fh1(d)}.
The proper orientation on Q is obtained selecting its left and right sides, namely Qˆ =
(Q,Q−) where Q− = ∂Ql ∪Qr and
∂Ql = {(x, y) | Vh2(x, y) = C1},
∂Qr = {(x, y) | Vh2(x, y) = C2}.
2.4.3 Proof of Theorem 2.2
Defining
T ∗1 = mT (C),
where T (C) is the period of the elliptic orbit C of autonomous system (Eq1), that by (2.9)
it is found to be
T (C) = pih1√
2
[Fh1(d)]
−3/2 .
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Figure 2.7: Image of curve γ on P under φ1 when m = 2.
and set T1 > T
∗
1 . Now, fixing a curve γ in P joining ∂Pd and ∂Pu. Following the evolution
of γ under the flow given by system (Eq1) on the time interval [0, T1] at time T1 we obtain
the curve φ1(γ) which, because it is defined in the region of the elliptic orbits of (Eq1)
winds around the equilibrium (µ
2
h1
, 0).
It will wind around this point at least m − 1 times as represented in Figure 2.7. This is
because the image of the point on ∂Pd will wind around the equilibrium at least m times,
because it lies in the cycle C, and the period of the mapping φ1 is at least m times the
period of the cycle (T1 > T
∗
1 = mT (C)). On the other hand the image of the point on ∂Pu,
because it is on the parabolic orbit, when the map is applied φ1 will remain on the branch
such that y > 0.
It can be noted too, that intersection within orbit φ1(γ) and Q contains m arcs joining
Qr and Ql. These curves correspond to subarcs of γ made of initial conditions z = (x, y)
of solutions (x(t), y(t)) of (Eq1) which at time T1 have crossed the x-axis 1, 3, · · · , 2m− 1
times. As a consequence, denoting n(z) the number of zeros of the y-component of the
solution (Eq1) associated to the initial condition z, then te sets
Hi = {z ∈ P | φ1 ∈ P , and n = 2i+ 1},
for i = 0, · · · ,m−1 are non-empty disjoint compact subsets of P . Moreover (Hi, φ1) : P m−→ Q,
for i = 0, · · · ,m− 1 and it satisfies the first assumption of Theorem 2.1.
Consider now a curve γ in Q joining ∂Qr and ∂Ql. Its image at time T2 under the flow of
system (Eq2) on the time interval (T1, T ) gives a curve φ2(γ), that crosses P and contains
a subarc which joins ∂Pd and ∂Pu, as represented in Figure 2.8. This happens because
the travelling time between P2(C1) and P2(C1) is T2, hence a point on ∂Ql after applying
φ2 will end on ΓC1 past P1(C1). On the other hand, a point on ∂Qr after applying φ2 will
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Figure 2.8: Image of curve γ on Q under φ2.
end before P3, as the time of travelling between P3 and its symmetric by ΓC2 is T2. As a
consequence, the set
K1 = Q∩ φ−12 (P),
is a non-empty compact subset of Q and (K1, φ2) : Q m−→ P . Then, also the second
assumption of Theorem 2.1 is satisfied with l = 1.
Therefore, φ = φ2 ◦ φ1 induced chaotic dynamics on m = m× 1 symbols in
m−1⋃
i=0
H∗i,1 ⊂ P ,
where H∗i,1 = Hi ∩ φ−11 (K1), as it was needed to prove Theorem 2.2.
2.5 Case h1 > 0, h2 > 0
In this section, it is considered the case h1 > 0 and h2 > 0. In the solar sail model referred
in Section 2.1, the constants h > 0 corresponds to a situation where the solar radiation does
not exerts enough pressure to exceed the gravitational attraction force, just diminishes it.
As on the previous case the aim of the section will be to prove the presence of chaotic
dynamics for large period times. Equivalently, as stated in [1], the same results will hold
for small values of the angular momentum, µ.
On this case, equation (2.4) oscillates between the two Kepler equations
x¨ =
µ2
x3
− h1
x2
, t ∈ [iT, iT + T1], (2.16)
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and
x¨ =
µ2
x3
− h2
x2
, t ∈ (iT + T1, (i+ 1)T ), (2.17)
with T := T1+T2. From now on, without loss of generality, it will be assumed that h1 > h2.
We will distinguish two cases: h1 < 2h2 and h1 ≤ 2h2. The proof that chaotic dynamics
occur will only be sketched for the first case, the proof for the second one may be easily
obtained from the ideas presented before and the corresponding phase portrait.
Recalling that as stated on Section 2.3 systems (Eqk) found on (2.11) with hk > 0 have
closed trajectories of the form
y2
2
− Fk(x) = −Fk(d), k = 1, 2,
that go through (d, 0) and where
Fk(x) =
hk
x
− µ
2
2x2
, k = 1, 2,
for µ
2
hk
< d < µ
2
hk
. The value d = µ
2
2hk
corresponds to the parabolic orbit. Moreover, by (2.9),
the period of the closed or elliptic orbits is given by
Tk(d) =
pihk√
2
Fk(d)
−3/2 =
pihk√
2
Fk(xk(d))
−3/2,
recalling that the point (d, 0) is the point where x achieves the minimum value (called peri-
center) and (xk(d), 0) is the point where x achieves its maximum value (called apocenter)
that can be expressed as
xk(d) =
h
Fk(d)
− d.
Moreover, function Fk(d) can be found to be increasing on (
µ2
2hk
, µ
2
hk
) and the limits
lim
d→ µ2
2hk
Tk(d) = +∞, lim
d→µ2
hk
Tk(d) =
pih3k
2
√
2µ2
,
hold for k = 1, 2. Now, we can proceed to state the result for the first case.
Theorem 2.3. Let us suppose that h1 < 2h2. Let m and l be two positive integers one of
which greater or equal than 2. For a fixed d ∈ (µ2
h1
, µ
2
h2
), let us assume that
• T1 > T ∗1 = (m+ 2)
T1(x2(d))T1(d)
T1(x2(d))− T1(d) ,
• T2 > T ∗2 = (l + 2)
T2
(
µ2
h1
)
T2(d)
T2
(
µ2
h1
)
− T2(d)
.
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Figure 2.9: Geometry of the linking considered in Theorem 2.3.
Then, system (2.7) exhibits chaotic dynamics on m× l symbols.
In terms of the dynamical properties of the solutions of (2.2) the results read as follows.
Let k1 =
⌊
T1
T1(x2(d))
⌋
and k2 =
⌊
T2
T2(µ2/h1)
⌋
. Let s := (si)i∈Z = (s1i , s
2
i )i∈Z be an arbitrary
two-sided sequence with 0 ≤ pi ≤ m − 1 and 0 ≤ qi ≤ l − 1 for each i ∈ Z. Then there
exists a solution u˜(·) which satisfies the following properties:
• When t ∈ [iT, iT + T1], then u˜(t) describes an elliptic orbit (which depends on i)
passing k1 +s
1
i +2 times from the apocenter and k1 +s
1
i +1 times from the pericenter.
• When t ∈ (iT + T1, (i + 1)T ), then u˜(t) describes an elliptic orbit (which depends
on i) passing k2 + s
2
i + 1 times from the apocenter and k2 + s
2
i + 2 times from the
pericenter.
Moreover, if the sequence si is k-periodic (for some k ≥ 1), namely si+k = si for all i ∈ Z,
then there exists at least one solution u˜ with the properties described above and such that
u˜(t+ kT ) = u˜, for each t ∈ R.
Proof. The proof is similar to the proof for Theorem 2.2 and therefore it will just be out-
lined, pointing out the main differences.
Fixed d ∈ (µ2
h1
, µ
2
h2
), we construct an annulus A1 with inner boundary given by the cycle
of (2.16) passing through (d, 0) and outer boundary given by the cycle of (2.16) passing
through (x2(d), 0). A second annulus A2 is constructed by taking cycles of (2.17) passing
trough (d, 0) and
(
µ2
h1
)
. This configuration is represented in Figure 2.9.
By construction such annuli are linked and the intersection is composed by two topological
rectangle, P in the upper half plane and Q in the lower half plane. The orientation consid-
ered on these rectangles is the same than the one considered in Theorem 2.2. Namely, P
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is oriented choosing the “up” and “down” sides and Q is oriented choosing its “left” and
“right” sides.
Considering now polar coordinates with center in (µ
2
h1
, 0) with angular coordinate θ increas-
ing in the clockwise sense and such that θ ∈ [0, pi] for the points in P . The first condition
regarding T1 and Theorem 4.1 of [2] guarantee that the gap between the angular coordi-
nates of the image through φ1 of the endpoints of any curve γ in P joining its “up” and
“down” side is greater than 2pim. As a consequence, φ1(γ) contains m distinct sub-arcs
included in Q and joining its “left” and “right” sides.
Actually, the angular coordinate of the image of the endpoint of γ on the “up” side lies
in [2pik1, 2pik1 + 2pi) whereas the angular coordinate of the image of the endpoint of γ on
the “down” side is greater or equal than 2pik1 + 2(m + 1)pi. Hence, denoting as n1(z)
the number of zeros of the y component of the solution of (2.16) associated to the initial
condition z, then the sets
Hi = {z ∈ P | φ1(z) ∈ P and n1(z) = 2k1 + 2i+ 3}, i = 0, · · · ,m− 1,
are non empty disjoint compact subsets of P . Moreover (H, φ1) : Pˆ m−→ Qˆ, for i =
0, · · · ,m − 1 and the first assumption of Theorem 2.1 is satisfied. Similarly, if we denote
by n2(z) the number of zeros of the y component of the solution of (2.17), then the sets
Kj = {z ∈ Q | φ2(z) ∈ Q and n2(z) = 2k2 + 2j + 3}, j = 0, · · · , l − 1,
are non empty disjoint compact subsets of Q. Moreover (Kj, φ2) : Q m−→ P , for j =
0, · · · , l−1 and the second assumption of Theorem 2.2 is satisfied. Then, we conclude that
φ = φ2 ◦ φ1 induces chaotic dynamics on m× l symbols in
H∗ :=
⋃
i=1,··· ,m
j=1,··· ,l
H′i,j with H′i,j := Hi ∩ φ−11 (Kj).
Now we will proceed to present the main result of the second case, namely 2h2 ≥ h1.
In this setting, for a fixed d ∈
(
µ2
h1
, µ
2
h2
)
, a first annulus B1 is constructed with the cycles
of (2.16) passing through (d, 0) and (x2(d), 0) which are, respectively, its inner and outer
boundary. A second set B2 is limited by the cycle of (2.17) through (d, 0) which is its
inner boundary and by the parabolic orbit of (2.17) which is its outer boundary. This
configuration is represented in Figure 2.10
Theorem 2.4. Let us suppose that h1 ≥ 2h2. Let m and l be two positive integers one of
which greater or equal than 2. For a fixed d ∈ (µ2
h1
, µ
2
h2
), let us assume that
• T1 > T ∗1 = (m+ 2)
T1(x2(d))T1(d)
T1(x2(d))− T1(d) ,
• T2 > lT2(d).
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Figure 2.10: Geometry of the linking considered in Theorem 2.4.
Then, system (2.7) exhibits chaotic dynamics on m × l symbols. The dynamic properties
of the chaotic solutions are as the ones described in Theorem 2.3 choosing k2 = 0.
Chapter 3
Melnikov method
The aim of this chapter is to found chaotic dynamics for the Kepler problem with a fluctu-
ating gravitational parameter by using Melnikov method instead of the SAP method used
in previous chapter. Moreover, for this proof a sinusoidal perturbation function h(t) will
be used, instead of the piecewise function used on the past chapter, for the gravitational
fluctuation. Further information on the Melnikov method can be found on [3] and [4].
On the process of the demonstration, it will be necessary to restrict the problem to big
enough values of the angular momentum µ, as opposed to the previous method where the
angular moment was assumed to be small.
Additionally, to apply Melnikov method we need an homoclinic orbit in a hyperbolic
fixed point. In our system this point will happen to be parabolic and Melnikov theory will
need to be expanded to include this setting. This results will be developed on Chapter 4.
3.1 Statement of the problem
Recalling that Kepler’s problem with fluctuating gravitational parameter, as defined in
(2.2) can be written as
u¨ = −h(t) u|u|3 ,
where h(t) is a T -periodic function. In this case, the following sinusoidal function with
period 2pi is chosen
h(t) = 1 + εg(t) where g(t) = sin(t). (3.1)
Remark 3.1.1. The same results of this chapter will hold taking a perturbation with small
period, such that
h(t) = sin
(
t
δ
)
,
with 0 < δ  1.
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As stated in previous section 2.1, introducing polar coordinates u(t) = x(t)(cos θ(t), sin θ(t))
with polar radius x(t) = |u(t)| > 0 and angle θ(t) ∈ [0, 2pi] for every t, as in (2.3) the system
is equivalent to 
x¨ =
µ2
x3
− h(t)
x2
,
θ˙ =
µ
x2
,
where µ = |u(0)∧ u˙(0)| is the angular momentum. The system can be reduced to the first
equation, as a solution of x(t) determines uniquely, modulo the initial angle θ0, a solution
for θ(t). Hence, we will focus in the study of
x¨ =
µ2
x3
− h(t)
x2
, (3.2)
that can be rewritten as 
x˙ = y,
y˙ =
µ2
x3
− h(t)
x2
.
Now, it is possible to apply the McGehee’s change of coordinates, as described on [5], which
consist on
x =
2
q2
, y = −p.
The resulting system is 
q˙ =
1
4
q3p,
p˙ =
h(t)
4
q4 − µ
2
8
q6.
(3.3)
Taking the non perturbed system, with ε = 0, the system becomes
q˙ =
1
4
q3p,
p˙ =
1
4
q4 − µ
2
8
q6.
(3.4)
Lemma 3.1. The autonomous system on (3.4) has the first integral
H0(q, p) =
p2
2
− q
2
2
+
µ2
8
q4. (3.5)
Proposition 3.1. The unperturbed system (3.4) has a parabolic equilibrium point of saddle
type at (0, 0) and a homoclinic connection Γ0 given by
q0(t) =
2
µ
sech(s(t)),
p0(t) = − 2
µ
sech(s(t)) tanh(s(t)),
(3.6)
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with Γ0 := {(q0(t), p0(t)) | t ∈ R}∪{(0, 0)} and where s(t) and its inverse, t(s), are defined
as follow
t(s) =
µ3
3
(6 sinh(s) + 2 sinh3(s)),
s(t) = arcsinh
(
1
A(t)
− A(t)
)
where A(t) :=
3
√√
9t2 + 16µ6 − 3t
4µ3
.
(3.7)
Moreover, the orbit crosses the horizontal axis at (q0(0), p0(0)) = (2/µ, 0).
Proof. Applying the following change of time to the unperturbed system
dt
ds
(s) =
4
q3(s)
, (3.8)
and defining q˜(s) := q(t(s)) we obtain a Duffing oscillatory system
dq˜
ds
= p˜,
dp˜
ds
= q˜ − µ
2
2
q˜3,
(3.9)
with Hamiltonian
H(q˜, p˜) =
p˜2
2
− q˜
2
2
+
µ2
8
q˜4.
which by Lemma 3.1 it is also a first integral of the original unperturbed system on Equa-
tion (3.4). The Duffing equation has an a hyperbolic saddle equilibrium point on (0, 0)
with an homoclinic orbit of expression
q˜0(s) =
2
µ
sech(s),
p˜0(s) = − 2
µ
sech(s) tanh(s).
that intersects the horizontal axis on (q˜0(0), p˜0(0)) = (2/µ, 0). The fixed point, the point
where it intersects the horizontal axis and the homoclinic orbit are conserved for the
unperturbed system, as just a scaling on time has been performed. However, the fixed
point is not hyperbolic any more but parabolic, as can be seen computing the Jacobian of
the system
J(0, 0) =
( 3
4
q2p 1
4
q3
q3 − 3µ2
4
q5 0
)
(q0,p0)=(0,0)
=
(
0 0
0 0
)
.
Hence, it can not be said that (0, 0) is a saddle point, as it is not hyperbolic. However,
as the stable and unstable manifold remain after performing the scaling in time it can be
said that is of saddle type.
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Now, to find an expression of the homoclinic orbit, it is necessary to find an expression for
the change of time in (3.8). Having
dt =
4
q30(s)
ds =⇒
∫
dt =
∫
4
q30(s)
ds =⇒
t =
∫
2µ3 cosh3(s)ds = 2µ3
∫
cosh(s)(1 + sinh2(s))ds =⇒
t = 2µ3 sinh(s) +
2
3
µ3 sinh3(s),
then
t(s) =
µ3
3
(6 sinh(s) + 2 sinh3(s)).
To find the inverse function, s(t), it is easy to see that taking u = sinh(s) a third degree
equation is obtained
t = 2µ3u+
2
3
µ3u =⇒ u3 + 3u− 3
2µ3
t = 0.
This equation has three roots, one real and two complex. Applying the formulas for solving
a third degree equation, the real solution is found to be
u =
1
A(t)
− A(t), with A(t) := 3
√√
9t2 + 16µ6 − 3t
4µ3
.
Hence the change of time s(t) is
s(t) = arcsinh
(
1
A(t)
− A(t)
)
.
The unperturbed system (ε = 0), that is (3.4), besides the equilibrium homoclinic
point on (0, 0) has an equilibrium center point on (
√
2/µ, 0). A basic sketch of the system
is represented in Figure 3.1.
3.2 Melnikov method
To find chaotic dynamics using the standard Melnikov method for a system of the form
z˙ = f0(z) + εf1(z, t),
is to prove that for the perturbed system (when ε > 0) the stable and unstable manifold
intersect transversally. Then, in a classical setting, i.e. for an hyperbolic saddle fixed point,
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Figure 3.1: Representation of the unperturbed system of (3.4).
using λ-lemma and other standard results it could be proved that system (3.3) exhibits
chaotic dynamics, as explained in [3] and [4].
Nonetheless, previously on Proposition 3.1, it was proved that system (3.3) has a
parabolic, non hyperbolic, fixed point. Hence, in this case, after finding that the sta-
ble and unstable manifold intersect transversally using the Melnikov method, additional
results will be needed to prove that there exists chaotic dynamics. These results are de-
veloped in detail in Chapter 4.
Hence, we proceed to prove that the stable and unstable manifold of the parabolic
saddle fixed point (q, p) = (0, 0) of the System (3.3) intersect transversally when ε 6= 0.
The system on Equation (3.3) can be represented as
z˙ = (q˙, p˙) = f0(q, p) + εf1(q, p, t) = f0(z) + εf1(z, t).
with f0(q, p) = (q
3p/4, q4/4− µ2q6/8) and f1(q, p) = (0, εg(t)q4/4). Considering the prod-
uct flow in R2 × S1 for the unperturbed system defined by{
z˙ = f0(z),
τ˙ = 1,
the fixed point of saddle type at 0 ∈ R2 becomes a periodic orbit
γ0 = {(z, τ) ∈ R2 × S1 | z = 0 ∈ R2, τ ∈ S1},
of parabolic saddle type. Additionally, since the unperturbed system is independent of
time, the homoclinic orbit defined on (3.6) becomes the cylinder Γ0 := Γ0 × S1. This
configuration is represented on the left plot in Figure 3.2.
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Figure 3.2: Representation of system (3.10) for the unperturbed case (ε = 0) on the left
and the perturbed case (ε > 0) on the right.
It can be seen that when ε > 0, the point 0 ∈ R2 continues being a parabolic fixed
point of the system (3.3), and therefore γ0 is also a periodic orbit of the perturbed system{
z˙ = f0(z) + εf1(z, τ),
τ˙ = 1.
(3.10)
Nonetheless, it can not be assumed that the fixed point 0 ∈ R2 of this system with ε > 0
has an stable and unstable manifold as was the case for the unperturbed system as seen
in Proposition 3.1. This is due to the parabolicity of the fixed point, however because
with a simple scaling of time the fixed point becomes an hyperbolic saddle fixed point the
following lemma can be stated.
Lemma 3.2. Let ε > 0, then the parabolic fixed point 0 ∈ R2 of System (3.3) has an stable
and unstable manifold.
Proof. As in the proof of Proposition 3.1 the change of time in (3.8) can also be applied
to System (3.3), that is
dt
ds
(s) =
4
q3(t(s))
,
where the expression of t(s) is given in (3.7). Defining q˜(s) := q(t(s)) we obtain the system
dq˜
ds
= p˜,
dp˜
ds
= h˜(s)q˜ − µ
2
2
q˜3,
3.2. Melnikov method 29
where h˜(s) = h(t(s)). For ε > 0 small enough this system has a hyperbolic fixed point on
0 ∈ R2. Hence, the parabolic fixed point 0 ∈ R2 of the original system (3.3) becomes an
hyperbolic saddle fixed point applying a scaling on time.
This structure of the system allows us to apply the results on [6] and state that 0 ∈ R2 is
a fixed point of saddle type and consequently it has an stable and unstable manifold.
The cylindrical surface Γ0 on the unperturbed system usually do not persist when the
perturbation is added. Hence, the stable manifold of γ0, W
s
ε (γ0), does not need to coincide
with the correspondent unstable manifold, W uε (γ0), as represented in the right plot on
Figure 3.2.
Focusing on a given τ0 ∈ S1, the objective is to found that the stable and unstable
manifold intersect transversally. Therefore, the problem will be equivalent to studying the
Poincare´ map of (3.10) on Στ0 = {(q, p, τ0) | (q, p) ∈ R2}.
Hence, focusing on Στ0 , the stable and unstable manifold on this region can be defined
as
W sε (τ0) := W
s
ε (γ0) ∩ Στ0 , W uε (τ0) := W uε (γ0) ∩ Στ0 ,
Now, instead of proving the result on Στ0 , a subsection L ⊂ R2 can be selected to simplify
computations. Hence, taking a section L perpendicular to the homoclinic orbit of the
unperturbed system. In this case, the section used can be the one found on the point
z0(0) = (q0(0), p0(0)) = (2/µ, 0) ∈ Γ0, which is contained in the horizontal axis
L := {p = 0} ⊂ Στ0 ≡ R2.
We proceed by checking that for τ0 ∈ S1 the stable and unstable manifold on Στ0 ∩ L
intersect transversally.
Lemma 3.3. Let τ0 ∈ S1, the stable and unstable manifolds W sε (τ0), W uε (τ0), of the per-
turbed system (3.10) can be expressed as follows
W s,uε (τ0) = {zs,uε (t, τ0) | t ∈ R, τ0 ∈ S1},
where zs,uε (t, τ0) := (q
s,u
ε (t, τ0), p
s,u
ε (t, τ0)), and such that
zs,uε (τ0, τ0) = (q
s,u
ε (τ0, τ0), 0) ∈ L.
where L := {p = 0}. Moreover, on the indicated time intervals they are ε-close to the
homoclinic orbit Γ0, that is
zs,uε (t, τ0) = z0(t− τ0) + εzs,u1 (t, τ0) +O(ε2), t ∈ [τ0,+∞),
zuε (t, τ0) = z0(t− τ0) + εzu1 (t, τ0) +O(ε2), t ∈ (−∞, τ0],
with τ0 ∈ S1 and where z0(t) := (q0(t), p0(t)) ∈ Γ0 corresponds to the homoclinic orbit for
ε = 0 as defined in (3.6).
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Figure 3.3: Diagram of the system (3.10) on the section Στ0 , for the perturbed and unper-
turbed case.
Proof. First, for ε ≥ 0, let us define the first crossing of the stable and unstable manifold
with the section L∩Στ0 as the points xsε and xuε . Taking a general solution of system (3.10),
φε(t;x0, t0), then the orbits that define the manifold can be defined as
zs,uε (t, τ0) := φε(t; τ0,x
s,u
ε ),
as
zs,uε (τ0, τ0) := φε(τ0; τ0,x
s,u
ε ) = x
s,u
ε ∈ L ∩ Στ0 .
And applying Taylor’s series on ε to the orbits for the stable and unstable manifold can
be expressed as
zs,uε (t, τ0) = z
s,u
ε (t, τ0)|ε=0 +
∂zs,uε
∂ε
(t, τ0)
∣∣∣∣
ε=0
ε+O(ε2)
= z0(t− τ0) + εzs,u1 (t, τ0) +O(ε2).
On Lemma 4.5.2 of [4] it can be seen that this expansion on ε is convergent for the given
time intervals.
Hence, from Lemma 3.3, to find that the manifolds intersect it is just necessary to find
that the distance between quε (τ0, τ0) and q
s
ε(τ0, τ0) is zero for all τ0 ∈ S1, as represented
on Figure 3.3. Nonetheless, by the following Lemma, if the result is proven to for a fixed
τ0 ∈ S1 it will be proved by all τ0 ∈ S1.
Lemma 3.4. The stable and unstable manifolds of system (3.10) intersect transversally
when ε 6= 0 for all τ ∈ S1 if they intersect transversally for a given τ ∈ S1.
Proof. Assume that the stable and unstable manifold of an equilibrium point z0 intersect
on z1 for τ1 ∈ S1. Let us prove that the manifolds also intersect for any τ2 ∈ S1. First,
lets consider the Poincare´ maps of the system for both time points
Pτ1 : Στ1 → Στ1 , Pτ2 : Στ2 → Στ2 ,
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where Στ1 := {(q, p, τ1) | q, p ∈ R} and Στ2 := {(q, p, τ2) | q, p ∈ R}. Because, all Poincare´
maps are conjugated there exists a function
h : Στ1 → Στ2 ,
such that P nτ2 ◦ h = h ◦ P nτ1 . Then, defining z2 := h(z1), it can be checked that it belongs
to the stable manifold
P nτ2(z2) = P
n
τ2
(h(z1)) = h(P
n
τ1
(z1)) −−−→
n→∞
h(z0) = z0,
and the unstable manifold
P−nτ2 (z2) = P
−n
τ2
(h(z1)) = h(P
−n
τ1
(z1)) −−−→
n→∞
h(z0) = z0.
Consequently, the following distance function can be defined as
d(τ0) := q
u
ε (τ0, τ0)− qsε(τ0, τ0). (3.11)
Next proposition will focus on the computation of this distance.
Proposition 3.2. The function distance d(τ0) for τ0 ∈ S1 defined on (3.11) for sys-
tem (3.3) can be expressed as
d(τ0) = εM(τ0) +O(ε
2),
where M(τ0) is called the Melnikov function, and is
M(τ0) =
µ
8
∫ ∞
−∞
g(t)q0(t− τ0)p0(t− τ0)dt, (3.12)
where (q0(t), p0(t)) corresponds to the homoclinic orbit of the unperturbed system as defined
in (3.6).
Proof. Alternatively, instead to computing directly this distance, the first integral of the
autonomous system, H0, defined on (3.5) can be used to simplify computations. Firstly,
using Lemma 3.3 and that z0(0) = (q0(0), 0) = (2/µ, 0), the following expressions is ob-
tained
H0(z
s,u
ε (τ0, τ0)) = H0(z0(0)) +DH0(z0(0))(z
s,u
ε (τ0, τ0)− z0(0)) +O(ε2)
= H0(z0(0)) +
(
∂H0
∂q
(q0(0), 0),
∂H0
∂p
(q0(0), 0)
)
(qu,sε (τ0, τ0)− q0(0), 0) +O(ε2)
= H0(z0(0)) +
∂H0
∂q
(q0(0), 0) (q
u,s
ε (τ0, τ0)− q0(0)) +O(ε2)
= H0(z0(0)) +
2
µ
(qu,sε (τ0, τ0)− q0(0)) +O(ε2).
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Hence a new expression for the distance is obtained
d(τ0) =
H0(z
u
ε (τ0, τ0))−H0(zsε(τ0, τ0))
2/µ
+O(ε2). (3.13)
Therefore, it is just necessary to find the value for H0(z
u
ε (τ0, τ0)) − H0(zsε(τ0, τ0)). First,
defining
fu(t) := H0(z
u
ε (t, τ0)), f
s(t) := H0(z
s
ε(t, τ0)),
and applying the fundamental theorem of calculus
fu(−T )− fu(τ0) =
∫ τ0
−T
dfu
dt
(t)dt,
f s(τ0)− f s(T ) =
∫ T
τ0
df s
dt
(t)dt.
Because zuε (t, τ0) and z
s
ε(t, τ0), as defined on Lemma 3.3, are the orbits of the unstable and
stable manifold it implies that
lim
T→∞
fu(−T ) = H0(0) = 0, lim
T→∞
f s(T ) = H0(0) = 0,
hence
f s(τ0)− fu(τ0) =
∫ τ0
−∞
dfu
dt
(t)dt+
∫ +∞
τ0
df s
dt
(t)dt.
Recalling that zu,sε (t, τ0) = (q
u,s
ε (t, τ0), p
u,s
ε (t, τ0)) and using the definition of the first integral
H0 in (3.5) and the expression of the main system (3.3), then the derivatives of f
u,s are
dfu,s
dt
=
∂H0
∂q
(qu,sε , p
u,s
ε )
dqu,sε
dt
+
∂H0
∂p
(qu,sε , p
u,s
ε )
dpu,sε
dt
=
=
(
−qu,sε +
µ2
2
(qu,sε )
3
)(
1
4
(qu,sε )
3pu,sε
)
+ pu,sε
(
h(t)
4
(qu,sε )
4 − µ
2
8
(qu,sε )
6
)
=
= −1
4
(qu,sε )
4pu,sε +
µ2
8
(qu,sε )
6pu,sε +
1 + εg(t)
4
(qu,sε )
4pu,sε −
µ2
8
(qu,sε )
6pu,sε
= ε
g(t)
4
(qu,sε )
4pu,sε .
Then
f s(τ0)− fu(τ0) = ε
∫ τ0
−∞
g(t)
4
(quε (t, τ0))
4puε (t, τ0)dt+ ε
∫ +∞
τ0
g(t)
4
(qsε(t, τ0))
4psε(t, τ0)dt,
and because by Lemma 3.3 the stable and unstable manifolds can be expressed as
qsε(t, τ0) = q0(t− τ0) +O(ε), psε(t, τ0) = p0(t− τ0) +O(ε), t ∈ [τ0,+∞),
quε (t, τ0) = q0(t− τ0) +O(ε), puε (t, τ0) = p0(t− τ0) +O(ε), t ∈ (−∞, τ0],
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then
f s(τ0)− fu(τ0) = ε
∫ ∞
−∞
g(t)
4
(q0(t− τ0))4p(t− τ0)dt+O(ε2).
and by the expression of distance in (4.6), then
d(τ0) =
f s(τ0)− fu(τ0)
2/µ
+O(ε2) = ε
µ
2
∫ ∞
−∞
g(t)
4
(q0(t− τ0))4p(t− τ0)dt+O(ε2).
Hence, the final expression for the distance function is
d(τ0) = εM(τ0) +O(ε
2),
where M(τ0) is called Melnikov function, and in this case is
M(τ0) =
µ
8
∫ ∞
−∞
g(t)q40(t− τ0)p0(t− τ0)dt.
Now, we can proceed to compute Melnikov function M(τ0) to check that the stable and
unstable manifolds intersect transversally.
Proposition 3.3. Let τ0 ∈ S1. Then
M(τ0) =
2i
µ
cos(τ0)I(µ) where I(µ) =
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ. (3.14)
Proof. Recalling first that the perturbation function was defined on (3.1) as g(t) = sin(t)
and taking the Melnikov function expression in (3.12) and applying the expressions of the
homoclinic orbit (q0, p0) in (3.6), then
M(τ0) =
µ
8
∫ ∞
−∞
sin(t)q40(t− τ0)p0(t− τ0)dt =
=
µ
8
∫ ∞
−∞
sin(t+ τ0)q
4
0(t)p0(t)dt =
=
µ
8
∫ ∞
−∞
sin(t+ τ0)
(
2
µ
sech(s(t))
)4(
− 2
µ
sech(s(t)) tanh(s(t))
)
dt =
= − 4
µ4
∫ ∞
−∞
sin(t+ τ0) sech
5(s(t)) tanh(s(t))dt,
and applying the change of variables t = t(s) defined in (3.7) with differential specified in
(3.8) as
dt =
4
q30(s)
ds =
µ3
2 sech3(s)
ds,
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we obtain
M(τ0) = − 2
µ
∫ ∞
−∞
sin(t(s) + τ0) sech
2(s) tanh(s)ds,
expanding the expression of the sine as follows
sin(t(s) + τ0) =
1
2i
(
ei(t(s)+τ0) − e−(t(s)+τ0)) = ie−iτ0
2
e−it(s) − ie
iτ0
2
eit(s),
and applying it to the Melnikov function jointly with the definition of t(s) in (3.7)
M(τ0) =
ieiτ0
µ
∫ ∞
−∞
eit(s) sech(s) tanh(s)ds− ie
−iτ0
µ
∫ ∞
−∞
e−it(s) sech(s) tanh(s)ds
=
ieiτ0
µ
∫ ∞
−∞
eiµ
3(2 sinh(s)+ 2
3
sinh3(s)) sinh(s)
cosh3(s)
ds
− ie
−iτ0
µ
∫ ∞
−∞
e−iµ
3(2 sinh(s)+ 2
3
sinh3(s)) sinh(s)
cosh3(s)
ds,
and applying the change of variables τ = sinh(s) with differential
dτ = cosh(s)ds =⇒ ds = 1√
1 + τ 2
dτ,
we obtain
M(τ0) =
ieiτ0
µ
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ − ie
−iτ0
µ
∫ ∞
−∞
e−2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ
=
ieiτ0
µ
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ +
ie−iτ0
µ
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ
=
2i
µ
cos(τ0)
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ =
2i
µ
cos(τ0)I(µ).
where
I(µ) =
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ.
And hence, the Melnikov function will get reduced to computing the integral I(µ). This
will be done on the next sections, but the final result is presented here.
Theorem 3.1. Let µ > 0, then
I(µ) =
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ = µ3e−
4
3
µ3
(
i
√
pi
2µ3
+O(µ−9/2)
)
.
Moreover, there exists µ0 > 0 such that for µ > µ0 then I(µ) 6= 0.
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Now, the main theorem of the chapter is stated.
Theorem 3.2. There exists µ0 > 0 and ε0 = ε0(µ) > 0 such that for a fixed µ > µ0 and
for all 0 < ε < ε0 the stable and unstable manifold of system (3.10), W
s
ε (γ0) and W
u
ε (γ0),
intersect transversally.
Proof. By Lemma 3.4 it is enough to check that the manifolds intersect for a specific
τ0 ∈ S1. Then, by Lemma 3.3, if the distance function
d(τ0) = q
u
ε (τ0, τ0)− quε (τ0, τ0), (3.15)
is zero for a certain τ0 ∈ S1, it will imply that the manifolds intersect. By Proposition 3.2
and Proposition 3.3 the distance function is
d(τ0) = ε
2i
µ
cos(τ0)I(µ) +O(ε
2).
Taking µ > µ0 and applying Theorem 3.1, we obtain that I(µ) 6= 0. Now, we can proceed
to find a value of τ0 ∈ S1 such that d(τ0) = 0. To do so, the Implicit Function Theorem
can be applied to function
λ(τ0, ε) =
2i
µ
cos(τ0)I(µ) +O(ε),
on the points τ0 = pi/2 and ε = 0 as
λ
(pi
2
, 0
)
= 0,
∂λ
∂τ0
(pi
2
, 0
)
=
2i
µ
I(µ) 6= 0,
then, exists ε0 > 0 depending on µ and a function τ
∗ : U → S1, with U = {0 ≤ ε < ε0(µ)}
such that
λ(τ ∗(ε), ε) = 0 ∀ε ∈ U.
Hence, for 0 < ε < ε0(µ) there exists τ0 = τ
∗(ε) such that d(τ0) = 0, as we wanted to
prove.
Remark 3.2.1. An inconvenient of this theorem is that ε0(µ) depends on µ, then from
d(τ0) = 0 and (3.15) the following expression arises
| cos(τ0)| =
∣∣∣∣ O(ε)2I(µ)µ
∣∣∣∣ ≤ 1.
Taking into account that by Theorem 3.1 the integral I(µ) is of exponential order
I(µ) = µ3e−
4
3
µ3A(µ), where A(µ) =
(
i
√
pi
2µ3
+O(µ−9/2)
)
,
then ∣∣∣∣ O(ε)
2µ2e−
4
3
µ3A(µ)
∣∣∣∣ ≤ 1 =⇒ O(ε) ≤ |2µ2e− 43µ3A(µ)| −−−−→µ→+∞ 0.
Recalling that µ > µ0 has to be big enough, then the right part of the inequality becomes a
term exponentially small in µ. Consequently, it will require to ε being exponentially small
to being able to apply Theorem 3.2.This is not an optimal situation and future work could
be done to remove the dependence of ε from µ.
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3.3 Computation of Melnikov integral
This section will be focused on providing an expression for the integral I defined on (3.14),
as to provide the results missing to prove Theorem 3.2. The work on this section have been
inspired by the resolution of a similar integral in [7]. Firstly, a complex path of integration
will be delimited to compute this integral, defined as
I =
∫ ∞
−∞
e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
dτ.
First, a function m(τ) is defined to work around the exponential term of the integral
m(τ) = i
(
τ +
τ
3
)
, (3.16)
separating by its real and imaginary components this function becomes
m(τ) = m(x+ iy) = (−y − x2y + y
3
3
) + i(x− xy2 + x
3
3
) = <(m(τ)) + i=(m(τ)).
The solution for <(m(τ)) = 0, is the hyperbola y2
3
− x2 = 1 and the line y = 0. The
solution for =(m(τ)) = 0 is also an hyperbola, the curve y2 − x2
3
= 1 and the line x = 0.
As represented in Figure 3.4, it can be seen that the hyperbola with positive imaginary
part of =(m(τ)) = 0 satisfies <(m(τ)) < 0.
Figure 3.4: Representation of the paths =(m(τ)) = 0 and <(m(τ)) = 0.
Hence, the complex path of integration Γ =
⋃6
i=1 Γi represented in Figure 3.5 can
be created to help compute the integral I(µ) defined on equation (3.14). This path it
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Figure 3.5: Representation of the complex path Γ.
is selected so that for τ ∈ Γ \ Γ1 then <(m(τ)) < 0. And more specifically so that if
τ ∈ Γ3 ∪ Γ5 then =(m(τ)) = 0. Therefore, defining the following points
DR = {|τ | = R} ∩ {τ = x+ iy | y2 − x
2
3
= 1, x > 0, y > 0},
Cδ = {|τ − i| = δ} ∩ {τ = x+ iy | y2 − x
2
3
= 1, x > 0, y > 0},
(3.17)
and θδ = arg(Cδ − i), the integration paths Γi can be defined as follows
Γ1 = {τ ∈ C | <(τ) ∈ [−R,R], =(τ) = 0},
Γ2 = {τ ∈ C | |τ | = R, <(τ) ≥ <(DR)},
Γ3 = {τ ∈ C | =(h(τ)) = 0, <(Cδ) ≤ <(τ) ≤ <(DR), =(τ) > 0},
Γ4 = {τ ∈ C | |τ − i| = δeiθ, θ ∈ [pi − θδ, θδ]},
Γ5 = {τ ∈ C | =(h(τ)) = 0, <(−Cδ) ≥ <(τ) ≥ <(−DR), =(τ) > 0},
Γ6 = {τ ∈ C | |τ | = R, <(τ) ≤ <(−DR)}.
(3.18)
Consequently, integral I(µ) needed to compute Melnikov’s function M(τ0) can be rewritten
as
I(µ) = lim
R→∞
∫
Γ1
e2µ
3m(τ) τ
(1 + τ 2)2
dτ.
By means of Cauchy-Goursat theorem integral and because the function integrated on I(µ)
has no poles inside Γ, the integral can be reformulated as
I(µ) = − lim
R→∞
∫
Γ\Γ1
e2µ
3m(τ) τ
(1 + τ 2)2
dτ. (3.19)
for all δ > 0. It is worth noticing that this integral is independent of the path Γ\Γ1 taken.
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Lemma 3.5. From the definitions in equations (3.17) it can be inferred that if Cδ =
ξ + (η + 1)i = i+ δeiθδ then
ξ :=
√
3
8
(√
4δ2 + 9 + 2δ2 − 3
)
, η := −3
4
+
1
4
√
4δ2 + 9.
Also
m(Cδ) = −2
3
− 1
2
δ2 − 1
6
δ2
√
4δ2 + 9,
and for δ > 0 small enough
θδ =
1
6
δ − 23
64
δ3 +O(δ5).
Proof. The point Cδ belongs to Γ4, then it can be expressed as Cδ = i+ δe
iθ = a+ ib with
a > 0, b ≤ 1. Then by the definition of Cδ on (3.17), then
b2 − a
2
3
= 1 =⇒ a2 = 3(b2 − 1),
also
δ2 = |Cδ − i|2 = |a+ (b− 1)i| = 3(b2 − 1) + (b− 1)2 = 4b2 − 2b− 2.
Applying the formula for quadratic equations
a :=
√
3
8
(√
4δ2 + 9 + 2δ2 − 3
)
, b :=
1
4
(
1 +
√
4δ2 + 9
)
.
and finally, is just necessary to take ξ := a and η := b− 1. Now, because Cδ ∈ Γ3, function
m in this point has only real part
h(Cδ) = <(m(Cδ)) =
(
−b− a2b+ b
3
3
)
= −1
4
(1 +
√
4δ2 + 9)− 3
32
(√
4δ2 + 9 + 2δ2 − 3
)(
1 +
√
4δ2 + 9
)
+
1
43
(
1 +
√
4δ2 + 9
)3
= −2
3
− 1
2
δ2 − 1
6
δ2
√
4δ2 + 9.
Lastly, using the series
√
1 + x = 1 + 1
2
x − 1
8
x2 + O(x3) that is convergent for |x| < 1, η
can be expressed as
η = −3
4
+
3
4
√
1 +
4
9
δ2 = −3
4
+
3
4
(
1 +
2
9
δ2 − 2
81
δ4 +O(δ6)
)
=
1
6
δ2 − 1
54
δ4 +O(δ6),
because Cδ = ξ + (η + 1)i = i+ δe
iθδ , then
sin(θδ) =
η
δ
=
1
6
δ − 1
54
δ3 +O(δ5)
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and applying the series arcsin(x) = x+ x
3
6
+O(x5), convergent for |x| ≤ 1, then
θδ = arcsin(sin(θδ)) =
(
1
6
δ − 1
54
δ3 +O(δ5)
)
+
1
6
(
1
6
δ − 1
54
δ3 +O(δ5)
)3
+O(δ5)
=
1
6
δ +
(
1
64
− 1
54
)
δ3 +O(δ5) =
1
6
δ − 23
64
δ3 +O(δ5).
Now, following formula (3.19), we can proceed to compute the integrals on the paths
Γi with i = 2, · · · , 6, to compute integral I(µ). Because the integral I(µ) is independent
on the path taken we are just interested in the terms independent of the path Γ \ Γ1.
3.3.1 Integral in Γ2 and Γ6
Proposition 3.4. Let Γ2 and Γ6 be the paths defined in (3.18), then
lim
R→∞
∫
Γ2
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = lim
R→∞
∫
Γ6
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = 0.
Proof. We define
I2 :=
∫
Γ2
e2µ
3m(τ) τ
(1 + τ 2)2
dτ, I6 :=
∫
Γ6
e2µ
3m(τ) τ
(1 + τ 2)2
dτ.
and then we proceed to analyse first the integral I2, as I6 would be analogous. Taking
DR = Re
iθR , θR ∈
(
0,
pi
2
)
,
the path Γ2 defined in (3.18) can be expressed as Γ2 = {Reiθ | θ ∈ [0, θr]}, and applying
the change of variables
τ = Reiθ, dτ = Rieiθdθ,
the integral becomes
I2 =
∫ θR
0
e
2µ3i
(
Reiθ+R3 e
i3θ
3
)
Reiθ
(1 +R2ei2θ)2
Rieiθdθ.
Taking the norm of this expression
|I2| ≤
∫ θR
0
e−2µ
3(R sin(θ)+R3 sin(3θ)3 ) R
2
(R2 cos(2θ) + 1)2 +R4 sin2(2θ)
dθ
= R2
∫ θR
0
e−2µ
3(R sin(θ)+R3 sin(3θ)3 )
R4 + 2R2 cos(2θ) + 1
dθ ≤ R
2
R4 − 2R2 + 1
∫ θR
0
dθ
≤ pi
2
R2
R4 − 2R2 + 1 −−−−→R→+∞ 0.
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Analogously, for I6, defining
−DR = ReiθR , θR ∈
(pi
2
, pi
)
the path Γ6 defined in (3.18) can be expressed as Γ6 = {Reiθ | θ ∈ [θr, pi]}, and applying
the change of variables
τ = Reiθ, dτ = Rieiθdθ,
and with an identical procedure as with integral I2, integral I6 is bounded by
|I6| ≤ R
2
R4 − 2R2 + 1
∫ pi
θR
dθ ≤ pi R
2
R4 − 2R2 + 1 −−−−→R→+∞ 0,
as it was necessary to prove.
3.3.2 Integral in Γ4
Proposition 3.5. Let Γ4 be the path defined in (3.18). The terms independent of Γ4 of
integral ∫
Γ4
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = 0,
are zero.
Proof. Defining,
I4 =
∫
Γ4
e2µ
3m(τ) τ
(1 + τ 2)2
dτ,
and recalling Γ4 = {τ = i+ δeiθ | θ ∈ [θδ,−pi − θδ]}, the following change of variables
τ = i+ δeiθ, dτ = iδeiθ,
such that
m(i+ δeiθ) = i
(
(i+ δeiθ) +
(i+ δeiθ)3
3
)
= −2
3
− δ2e2iθ
(
1− i
3
δeiθ
)
,
can be applied to integral I4 as follows
I4 =
∫ −pi−θδ
θδ
e−
4
3
µ3e−2µ
3δ2e2iθ(1− i3 δeiθ) i+ δe
iθ
δ2e2iθ(2i+ δeiθ)2
δieiθdθ
= −ie
− 4
3
µ3
4δ
∫ −pi−θδ
θδ
e−2µ
3δ2e2iθ(1− i3 δeiθ) i+ δe
iθ
eiθ(1 + δ
2i
eiθ)2
dθ.
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Applying the Taylor series ex = 1 + x + x
2
2
+ O(x3) convergent for all x and 1
(1+x2)2
=
1− 2x+ 3x2 +O(x3) convergent for |x| < 1, the integral becomes
I4 = −ie
− 4
3
µ3
4δ
∫ −pi−θδ
θδ
(
1− 2µ3δ2e2iθ +O(δ3))(1− δ
i
eiθ +
3δ2
4
e2iθ +O(δ3)
)
i+ δeiθ
eiθ
dθ
= −ie
− 4
3
µ3
4δ
∫ −pi−θδ
θδ
e−iθ
(
1 + δieiθ − δ2e2iθ
(
2µ3 +
3
4
)
+O(δ3)
)
(i+ δeiθ)dθ
= −ie
− 4
3
µ3
4δ
∫ −pi−θδ
θδ
(
ie−iθ + δ2ieiθ
(
1
4
+ 2µ3
)
+O(δ3)
)
dθ
= −ie
− 4
3
µ3
4δ
(
− e−iθ∣∣−pi−θδ
θδ
+ δ2
(
1
4
+ 2µ3
)
eiθ
∣∣−pi−θδ
θδ
+O(δ3)
)
= −ie
− 4
3
µ3
4δ
(
cos(θδ)− δ2
(
1
4
+ 2µ3
)
cos(θδ) +O(δ
3)
)
.
for δ > 0 small enough. Recalling the expression of θδ found on Lemma 3.5, and applying
the series cos(x) = 1− x2
2
+O(x4) convergent for all x, then
cos(θδ) = cos
(
1
6
δ − 23
64
δ3 +O(δ5)
)
= 1− 1
2
(
1
6
δ − 23
64
δ3 +O(δ5)
)2
+
1
24
(
1
6
δ − 23
64
δ3 +O(δ5)
)4
+O(δ6)
= 1− 1
72
δ2 +
31
27 · 39 δ
4 + (δ6),
and applying this result to the integral
I4 = −ie
− 4
3
µ3
4
1
δ
(
1− 1
72
δ2 +O(δ4)
)(
1− δ2
(
1
4
+ 2µ3
)
+O(δ3)
)
= −ie
− 4
3
µ3
4
(
1
δ
− δ
(
2µ3 +
19
72
)
+O(δ2)
)
.
Hence the terms independent of δ, and therefore the path, for this integral are zero as we
wanted to prove.
3.3.3 Integral in Γ3 and Γ5
Firstly, we define the new function u to center the function h into the positives
u(τ) = m(i)−m(τ) = −2
3
− i
(
τ +
τ 3
3
)
= (τ − i)2 − i
3
(τ − i)3 (3.20)
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hence it is easy to see that
u(Γ3), u(Γ5) ∈ R+0 .
Moreover, if τ+ ∈ Γ3 and τ− ∈ Γ5, then τ+ = −τ− and
u(τ+) = u(τ−). (3.21)
On the other hand one can see that u is an increasing function while moving along Γ1 or
Γ3 in the direction of the imaginary part. Therefore u has two inverses in R+0 : τ+ and τ−.
Additionally, from the results of Lemma 3.5, the point Cδ has the following expression in
the coordinates u previously defined on (3.20)
u(Cδ) = m(i)−m(Cδ) = δ2
(
1
2
+
1
6
√
4δ2 + 9
)
.
Now, we can write the inverse of the function u as
τ+ : [u(Cδ),+∞) −→ Γ3 τ− : [u(Cδ),+∞) −→ Γ5 (3.22)
u 7−→ ξ(u) + iη(u), u 7−→ −ξ(u) + iη(u).
Applying this change of variables and integration by parts a new expression for the integral
in Γ3 ∪ Γ5 will be obtained, as made clear in the following Lemma.
Lemma 3.6. Let Γ3 and Γ5 be the paths defined in (3.18) when R→∞. The integral I(µ)
over Γ3 ∪ Γ5 can be reformulated as∫
Γ3∪Γ5
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = µ3e−
4
3
µ3
∫ ∞
u(Cδ)
e−2µ
3u
(
1
τ+(u)2 + 1
− 1
τ−(u)2 + 1
)
du.
Proof. Applying the change of variables τ = τ+(u) found in (3.22) the integral in Γ3
becomes ∫
Γ3
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = e−
4
3
µ3
∫
Γ3
e−2µ
3u(τ) τ
(τ + i)2(τ − i)2dτ
= e−
4
3
µ3
∫ u(Cδ)
+∞
e−2µ
3u τ
+(u)
(τ+(u) + i)2(τ+(u)− i)2
du
(−i)(τ+(u))(τ+(u)− i)
= −ie− 43µ3
∫ +∞
u(Cδ)
e−2µ
3u τ
+(u)
(τ+(u) + i)3(τ+(u)− i)3du,
and analogously, the integral in Γ5 becomes∫
Γ5
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = ie−
4
3
µ3
∫ +∞
u(Cδ)
e−2µ
3u τ
−(u)
(τ−(u) + i)3(τ−(u)− i)3du
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taking into account that u(−Cδ) = u(Cδ) by equation (3.21). Now, integrating by parts
the previous expressions∫
Γ3∪Γ5
e2µ
3m(τ) τ
(1 + τ 2)2
dτ = −ie− 43µ3
(
e−2µ
3u i
2
1
τ+(u)2 + 1
) ∣∣∣∣+∞
u(Cδ)
+ ie−
4
3
µ3
∫ +∞
u(Cδ)
i
2
(−2µ3)e−2µ3u du
τ+(u)2 + 1
+ ie−
4
3
µ3
(
e−2µ
3u i
2
1
τ−(u)2 + 1
) ∣∣∣∣+∞
u(Cδ)
− ie− 43µ3
∫ +∞
u(Cδ)
i
2
(−2µ3)e−2µ3u 1
τ−(u)2 + 1
= µ3e−
4
3
µ3
∫ ∞
u(Cδ)
e−2µ
3u
(
1
τ+(u)2 + 1
− 1
τ−(u)2 + 1
)
du.
Hence, the effort of the computation will be focused on the functions
F±(u) :=
1
τ±(u)2 + 1
=
1
(τ±(u)− i)(τ±(u) + i) . (3.23)
Next lemma will give information about these functions.
Lemma 3.7. The functions F±(u) defined in (3.23) have the expansion
F±(u) = ± 1√
u
+∞∑
j=0
d±j (±
√
u)j.
with d+j = d
−
j . Additionally
F+(u)− F−(u) = i√
u
+∞∑
k=0
Dku
k, (3.24)
where the coefficients are Dk = −2id+2k = −2id−2k and satisfy
Dk :=
(−1)k+1
62k
(6k − 1)!!
(2k)!(2k − 1)!! ≤
√
3
(
3
4
)k
.
Consequently, the series (3.24) is convergent for |u| ≤ 4/3. Furthermore, the first terms
of the series are
F+(u)− F−(u) = − i√
u
+ i
5
24
√
u− i 385
3456
u
√
u+O(u2
√
u).
Proof. Defining u = x2 the two branches of τ±(u) can be uniquely defined by this change of
variables as x has the two inverses x = ±√u that can be identified with τ±. Considering
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the definition of u in equation (3.20), the change of variables for the positive and the
negative branch can be expressed as
x = ±(τ±(x2)− i) 1√
3
√
2− iτ±(x2). (3.25)
Accounting that in the definition of F±(u) there is a term (τ − i) dividing, the following
function can be introduced
T±(x) := (±)xF±(x2) =
+∞∑
j=0
d±j (±x)j,
and to find the coefficients d±j , Cauchy’s formula can be used,
(±1)jd±j =
1
j!
∂T±
∂xj
(0) =
1
2pii
∫
|x|=ε
T±(x)
xj+1
dx =
±1
2pii
∫
|x|=ε
F±(x2)
xj
dx.
Then for the positive branch coefficients, applying the positive change of variables on
equation (3.25) we obtain
d+j =
1
2pii
∫
|x|=ε
dx
xj(τ±(x2)2 + 1)
=
1
2pii
∫
|τ−i|=ρ
(
√
3)j
(τ − i)j(2− iτ)j/2
1
(τ 2 + 1)
−i√3(τ + i)√
2− iτ dτ
= −(
√
3)j+1
4pi
∫
|τ−i|=ρ
dτ
(τ − i)n+1(2− iτ)n+12 .
Analogously, applying the negative change of variables, we obtain
(−1)jd−j = (−1)j+1
(
√
3)j+1
4pi
∫
|τ−i|=ρ
dτ
(τ − i)n+1(2− iτ)n+12 .
Hence, d+j = d
−
j , as we wanted to prove. Moreover, applying this result, we obtain
F+(u) + F−(u) =
1√
u
+∞∑
j=0
(d+j + (−1)jd−j )(
√
u)j =
i√
u
∞∑
k=0
Dku
k,
where
Dk =
2d+2k
i
= −3
k
√
3
2pii
∫
|τ−i|=ρ
dτ
(τ − i)2k+1(2− iτ)k+ 12 . (3.26)
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Using the residues theorem, the coefficient becomes
Dk = −3k
√
3 Res
(
1
(τ − i)2k+1(2− iτ)k+ 12 , i
)
,
then the coefficient for k = 0 can be computed
D0 = −
√
3 lim
τ→i
1√
2− iτ = −1,
as well as the rest of coefficients
Dk = −3
k
√
3
(2k)!
lim
τ→i
d(2k)
dτ (2k)
(
1
(2− iτ)k+ 12
)
= −3
k
√
3
(2k)!
lim
τ→i
(
(6k − 1)!!
(2k − 1)!!
i2k
22k
1
(2− iτ) 6k+12
)
=
= −(−1)
k+1
36k
(6k − 1)!!
(2k)!(2k − 1)!! .
Moreover, taking ρ = 2 on the expression (3.26), and using that 1 ≤ |τ + 2i| ≤ 5 an easy
bound for the coefficients arise
|Dk| ≤ 3
k
√
3
2pi
∫
|τ−i|=2
|dτ |
|τ − i|2k+1|τ + 2i|k+ 12 =
√
3
(
3
4
)k
.
Hence the Dk series is convergent for |u| ≤ 4/3.
Next proposition gives a bound for the integral in Γ3 ∪ Γ5.
Proposition 3.6. Let Γ3 and Γ5 be the complex paths defined in (3.18). For µ > 0, the
terms independent of the path Γ3 ∪ Γ5 of integral∫
Γ3∪Γ5
e2µ
3m(τ) τ
(1 + τ 2)2
dτ (3.27)
are of the form
µ3e−
4
3
µ3
(
−i
√
pi
2µ3
+O(µ−9/2)
)
.
Proof. As the focus is only in the terms non-dependent on the path Γ3 ∪ Γ5, it will be
equivalent to compute the integral with R → ∞. Lets fix a point τ ∗ ∈ Γ3 such that
|τ ∗| < 4/3. Then, applying the results on Lemma 3.6, the integral (3.27) becomes
µ3e−
4
3
µ3
∫ u∗
u(Cδ)
e−2µ
3u
(
F+(u)− F−(u)) du+ µ3e− 43µ3 ∫ ∞
u∗
e−2µ
3u
(
1
τ+(u)2 + 1
− 1
τ−(u)2 + 1
)
du
= µ3e−
4
3
µ3(IA + IB)
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where u∗ = u(τ ∗) and F±(u) is as defined on equation (3.23). Integral IB can be found to
be of exponential order in µ
|IB| ≤
∫ +∞
u∗
e−2µ
3u|F+(u)− F−(u)|du ≤ CB(u∗)
∫ +∞
u∗
e−2µ
3
du =
CB(u
∗)
2µ3
e−2µ
3u∗
where
CB(u
∗) =
1
|τ+(u∗)2 + 1| +
1
|τ−(u∗)2 + 1| .
From Lemma 3.7 and taking δ → 0, integral IA can be expressed as
IA = −
∫ u∗
0
ie−2µ
3u
√
u
du+
∫ u∗
0
e−2µ
3u
√
ug(u)du = IA1 + IA2 ,
where
g(u) := i
+∞∑
k=0
Dk+1u
k.
The second integral, can be found to be of order O(µ−9/2), as
|IA2| ≤
∫ u∗
0
e2µ
3u|g(u)|du ≤ CA2(u∗)
∫ u∗
0
√
ue2µ
3udu
< CA2(u
∗)
∫ +∞
0
√
ue2µ
3udu = CA2(u
∗)
√
pi
32
µ−
9
2 ,
where
|g(u)| ≤ |g(u∗)| ≤
+∞∑
k=0
|Dk+1|(u∗)k ≤ 3
√
3
4
+∞∑
k=0
(
3
4
u∗
)k
=
3
√
3
4− 3u∗ := CA2(u
∗).
The first integral, IA1 then carries the weight of the result
IA1 =
∫ +∞
0
ie−2µ
3u
√
u
du−
∫ +∞
u∗
ie−2µ
3u
√
u
du = −i
√
pi
2µ3
+ IC ,
where
|IC | ≤
∫ +∞
u∗
e−2µ
3u
√
u
≤ 1√
u∗
∫ +∞
u∗
e−2µ
3udu =
e−2µ
3u∗
2µ3
√
u∗
.
Now, with all the results stated, we can proceed to prove Theorem 3.1 were an expres-
sion for the integral I(µ) is expressed.
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Proof of Theorem 3.1. Defining
f(τ) := e2iµ
3(τ+ τ
3
3
) τ
(1 + τ 2)2
.
and taking the complex path Γ =
⋃6
i=1 Γi defined in 3.18, the integral I(µ) becomes
I = lim
R→∞
∫
Γ1
f(τ) = lim
R→∞
(∫
Γ
f(τ)dτ −
6∑
i=2
∫
Γi
f(τ)dτ
)
.
Because there is no pole of function f(τ) inside the closed curve Γ, the value of the integral
is 0. And applying Propositions 3.4, 3.5, 3.6, the value of the integral becomes
I(µ) = µ3e−
4
3
µ3
(
i
√
pi
2µ3
+O(µ−9/2)
)
for mu > 0. Moreover, it exists µ0 > 0 such that I(µ) 6= 0 for all µ > µ0.

Chapter 4
Chaotic dynamics
The aim of the previous chapter was to found chaotic dynamics for the Kepler problem
with a fluctuating gravitational parameter by using Melnikov distance method. However,
as the homoclinic fixed point of the system was not hyperbolic but parabolic, the classical
results of Melnikov theory could not be applied.
Consequently, the aim of this chapter will be to develop an adequate structure to find
chaotic dynamics on the system while taking into account the parabolicity of the critical
point. The following work will be adapted from the results find by Ju¨rgen Moser on [8] on
a problem with similar characteristics.
4.1 Reduction to a mapping
Recalling that the system, after applying McGehee’s change of variables, on (3.3) had the
following expression 
q˙ =
1
4
q3p,
p˙ =
h(t)
4
q4 − µ
2
8
q6,
(4.1)
with h(t) = 1 + ε sin(t) and q > 0 as it is defined as the inverse of the radius x(t) on (2.3).
For all solutions (q, p) of (4.1) there exists certain t such that p(t) = 0. This result it
is easily visualized for the unperturbed case ε = 0 on Figure 4.1.
To formulate the result, a solution (q(t), p(t)) with infinitely many zeros on the variable
p(t) on times tk (k = 0,±1,±2, · · · ) is considered. These zeroes are ordered according to
size such that tk < tk+1 and such that p(tk) = 0 and p˙(tk) ≤ 0. (The negative derivative
is considered, to count only each revolution once, as can be seen in Figure 4.1 for the
unperturbed case).
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Figure 4.1: Representation of the orbits of the unperturbed (when ε = 0) system (4.1) and
the values of p˙ when q = 0.
Then, the following integers can be introduced
sk =
[
tk+1 − tk
2pi
]
, (4.2)
which measure the number of oscillations of the perturbation h(t) between two zeroes of
the solution. Now, the main theorem, which implies chaotic dynamic on infinite symbols,
following Definition 2.3 can be stated.
Theorem 4.1 (Main theorem). Given a sufficiently small ε > 0, there exists an integer
m = m(ε) such that any sequence s = (sk)k∈Z with sk ≥ m for all k corresponds to a
solution of the system (4.1).
It is worth noticing that Definition 2.3 only accounts for chaotic dynamics on a finite
number of symbols. Nevertheless, the definition can be extended intuitively for an infinite
number of symbols.
The full proof of the theorem for a problem with similar characteristics can be found in [8].
In the following, the main structure of the proof is going to be reproduced making the
corresponding adaptations to adjust the reasoning to our system and indicating where the
proof of the results just left indicated can be found.
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First, any solution such that (q(t), p(t)) 6≡ (0, 0) can be described by giving q0 > 0 and
time t0 such that
(q(t0), p(t0)) = (q0, 0).
As noted before, such a zero of p(t) must always exist. Thus, because on (4.1) the pertur-
bation of the autonomous system h(t) is 2pi-periodic, any arbitrary orbit can be described
by giving t0 (mod 2pi) and q(t0).
Since by definition q0 > 0 and the differential equation is 2pi-periodic in t, the values
(q0, t0) can be interpreted as polar coordinates in a plane, with q0 being the radius and t0
being the angle variable.
Now, a mapping φ can be defined on this plane by following a solution with initial
conditions
q(t0) = q0, p(t0) = 0, p˙(t0) ≤ 0,
to its next zero, say t1 > t0 such that
q(t1) = q1, p(t1) = 0, p˙(t1) ≤ 0.
Then, the mapping φ takes (q0, t0) to (q1, t1). The behaviour of this map is similar to a
Poincare´ map but taking variable p(t) = 0 as a fixed variable instead of time. Now, the
question translates to finding the domain in which φ is defined.
4.1.1 Domain and image of the mapping
For the unperturbed system (with ε = 0), because it is an autonomous system and therefore
independent on time, we observe that{
q1 = q0,
t1 = t0 + T (q0).
Hence, it is easy to see that the domain of the mapping φ is an annulus of dimensions
D0 :=
{
(q, t)
∣∣ q ∈ (√2/µ, 2/µ) , t ∈ [0, 2pi)} ,
where the point (q, p) = (
√
2/µ, 0) is a fixed point and (q, p) = (2/µ, 0) corresponds to the
point where the homoclinic orbit crosses the horizontal axis, as represented in Figure 4.1.
Because of the independence of the system on time, the domain D0 is invariant under the
mapping
D1 := φ(D0) = D0.
On the contrary, on the unperturbed case (for ε > 0) the sets D0 and D1 do not coincide.
This difference between the domains D0 and D1 will be critical for the reasoning on this
chapter. This results for the general case, ε 6= 0 are presented in the following lemma and
in Figure 4.2.
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Figure 4.2: Representation of the domain, D0, and the image, D1, of map φ.
Lemma 4.1. For ε ≥ 0 small enough, the region D0 where the mapping φ is defined is
an open set and is limited by two real analytical simple closed curves, ∂Di0 and ∂D
e
0, one
inside the other, in R2.
As well, the image D1 := φ(D0) of the map φ is defined in an open set and limited by two
real analytical simple closed curves, ∂Di1 and ∂D
e
1, one inside the other.
For ε > 0 small enough, if φ maps D0 into a domain D1 then D0 6= D1 and the exterior
boundary curves ∂De0 and ∂D
e
1 intersect transversally at a point R.
Proof. The domain of the map φ, D0, consists on the points (q0, t0) such that they define
orbits that cross again the p = 0 axis in the same direction, on points (q1, t1). Hence, the
exterior limit of this domain will be the point such that the orbit takes infinite time to
come back, which corresponds to the stable manifold. Recalling that by Lemma 3.3 the
stable manifold for a certain time point t0 ∈ S1 can be represented as
W sε (t0) = {(qsε(t, t0), psε(t, t0)) | t ∈ R},
and that it cross the section L = {p = 0} for the first time on (qse(t0, t0), 0). Then, the
exterior boundary of D0 can be expressed as
∂De0 := {(qsε(t0, t0), t0) | t0 ∈ S1}, (4.3)
which is an analytical simple closed curve. In a similar manner, the interior boundary ∂Di0
can be defined by the orbit resulting of perturbing the fixed point (
√
2/µ, 0).
Now, the image of the map, D1 := φ(D0), will consist on the points of the domain D0
after one revolution. Hence, the limit of the region will be the points corresponding to the
stable manifold after one revolution even though it will take infinite time to complete it.
The stable manifold takes infinite time to get to the fixed point (0, 0), and then it exits
trough the unstable manifold, hence the exterior limit of D1 will be determined by the
unstable manifold. By Lemma 3.3 the unstable manifold for a certain time point t1 ∈ S1
is represented as
W uε (t1) = {(quε (t, t1), puε (t, t1)) | t ∈ R},
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and it crosses the section L = {p = 0} for the first time on (quε (t1, t1), 0). Then, the exterior
boundary of D1 can be expressed as
∂De1 := {(quε (t1, t1), t1) | t1 ∈ S1}, (4.4)
which is again an analytical simple closed curve.
To prove that D0 6= D1 it will be enough to see that there exist a point where the
exterior boundaries intersect transversally, because in a neighbourhood of this point the
boundaries will not be equal. First, lets proceed finding the points where the exterior
boundaries intersect. Remembering that a distance function between the manifolds on
section L was defined on the previous chapter on equation (3.11) as
d(τ) := qsε(τ, τ)− quε (τ, τ) where τ ∈ S1, (4.5)
for a certain τ ∈ S1, then by Propositions 3.2 and 3.3 the distance function d(τ) is
d(τ) = ε
2i
µ
cos(τ)I(µ) +O(ε2), (4.6)
where I(µ) 6= 0 by Theorem 3.1 when µ > µ0. Hence, for ε > 0 small, d(τ) will equal zero
only for two point nearby τ = pi/2 and τ = 3pi/2. This can be proved by taking function
λ(τ, ε) :=
2i
µ
cos(τ)I(µ) +O(ε),
that on the points τ = pi/2 and ε = 0 take values
λ
(pi
2
, 0
)
= 0,
∂λ
∂τ
(pi
2
, 0
)
=
2i
µ
I(µ) 6= 0,
and applying the Implicit Function Theorem, there exists ε0 > 0, δ0 > 0 and a function
τ1 : U → V with U := {0 ≤ ε ≤ ε0} ⊂ R and V := {|τ − pi2 | ≤ δ0} ⊂ S1 such that
λ(τ1(ε), ε) = 0 ∀ε ∈ U.
Therefore for ε > 0 small enough there exists a point, τ1(ε), nearby τ = pi/2 such that
d(τ1(ε)) = 0. Analogously, there also exists a point, τ2(ε), nearby τ = 3pi/2 such that
d(τ2(ε)) = 0. This implies, by definition of distance on (4.5), that
qsε(τ1(ε), τ1(ε)) = q
u
ε (τ1(ε), τ1(ε)),
qsε(τ2(ε), τ2(ε)) = q
u
ε (τ2(ε), τ2(ε)).
Hence, the exterior boundaries of D0 and D1, as defined on (4.3) and (4.4), intersect on
R1 := (q
s
ε(τ1(ε), τ1(ε)), τ1(ε)) = (q
u
ε (τ1(ε), τ1(ε)), τ1(ε)) ∈ ∂De0 ∩ ∂De1,
R2 := (q
s
ε(τ2(ε), τ2(ε)), τ2(ε)) = (q
u
ε (τ2(ε), τ2(ε)), τ2(ε)) ∈ ∂De0 ∩ ∂De1.
(4.7)
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Now it is just necessary to check that on one of these points, R1 for example, the exterior
boundaries intersect transversally. Defining the following functions
Rs(t) := (rs(t), t) ∈ ∂De0, where rs(t) := qsε(t, t),
Ru(t) := (ru(t), t) ∈ ∂De1, where ru(t) := qsε(t, t),
(4.8)
that for all t ∈ S1 define the boundaries ∂De0 and ∂De1 as stated in (4.3) and (4.4). Now,
translating them from polar to cartesian coordinates
Rs(t) = rs(t)(cos(t), sin(t)), Ru(t) = ru(t)(cos(t), sin(t)),
and then, the tangential vectors are
R˙s(t) = r˙s(t)(cos(t), sin(t)) + rs(t)(− sin(t), cos(t)),
R˙u(t) = r˙u(t)(cos(t), sin(t)) + ru(t)(− sin(t), cos(t)),
for t ∈ S1. The cosine of the angle θ(t) := ∠(R˙s(t), R˙u(t)) between this two vectors can be
found to be
cos2 θ =
(
R˙s(t) · R˙u(t)
)2
‖R˙s(t)‖2‖R˙u(t)‖2 =
(r˙sr˙u + rsru)2
((r˙s)2 + (rs)2) ((r˙u)2 + (ru)2)
.
Recalling that exterior boundaries intersect on point R1 := R
s(τ1(ε)) = R
u(τ1(ε)) as
defined on (4.7). Then, the exterior boundaries will intersect transversally if the angle
between the tangential vectors is not 0 or pi, which is equivalent to
cos2
(
θ(τ1(ε))
)
6= 1,
which implies(
r˙s(τ1)r˙
u(τ1) + r(τ1)
2
)2 6= (r˙s(τ1)2 + r(τ1)2) (r˙u(τ1)2 + r(τ1)2) ,
where r(τ1) := r
s(τ1) = r
u(τ1). This implies
r˙s(τ1(ε))− r˙u(τ1(ε)) 6= 0,
by the definition of rs and ru on (4.8) and recalling the definition of the distance function
d(τ) on (4.5) this translates to
d˙(τ1(ε)) =
∂
∂t
∣∣∣∣
t=τ1(ε)
(
qsε(t, t)− qsε(t, t)
) 6= 0.
Then, taking the expression of the distance function on equation (4.6), it resolves to
d˙(τ1(ε)) = −ε2i
µ
sin(τ1(ε))I(µ) +O(ε
2) 6= 0,
which it holds, as I(µ) 6= 0 when µ > µ0 and τ1(ε) ∈ V := {|τ − pi2 | ≤ δ0} ⊂ S1 which
implies sin(τ1(ε)) 6= 0. Hence, it is been proof that exists a point R := R1 where the
exterior boundaries intersect transversally.
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4.1.2 Description of the mapping
Now, we can proceed to analyse the behaviour of map φ : D0 → D1. First, we will focus
on the case ε = 0. Because the region D0 is an open annulus, the boundary of the set can
be represented as
∂D0 = ∂D
e
0 ∪ ∂Di0 = {(
√
2/µ, t) | t ∈ [0, 2pi)} ∪ {(2/µ, t) | t ∈ [0, 2pi)},
where ∂De0 is the exterior circle, and ∂D
i
0 the interior one.
The image of a point (q0, t0) close to the exterior circle, will be near the homoclinic
orbit and hence the period T (q0) will tend to infinity. On the other hand, when the point
is nearby the interior circle, then it is near a fixed point and hence the period T (q0) will
tend to zero. This behaviour result on the image of any radius of the annulus spiralling
infinitely about the interior boundary, ∂Di0 as it approaches the exterior boundary, ∂D
e
0,
as represented in Figure 4.3.
Figure 4.3: Representation of the behaviour of map φ : D0 → D0 for the unperturbed case
(ε = 0).
A similar property holds for ε > 0, as stated in the following lemma and represented
in Figure 4.4.
Lemma 4.2. Let γ := {q0 = q0(λ), t0 = t0(λ) | 0 < λ ≤ 1} ⊂ D0 be a C1-arc, such that γ
meets ∂De0 in the point corresponding to λ = 0 transversally, while γ(1) lies in D0. Then
the image curve
φ(γ) := {q1 = q1(λ), t1 = t1(λ) | 0 ≤ λ ≤ 1},
approaches the boundary ∂De1, that is
lim
λ→0
t1(λ) =∞.
Proof. A complete proof of this Lemma can be found on [8], chapter IV, section 5 on [8].
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Figure 4.4: Representation of the behaviour of map φ : D0 → D1 for the perturbed case
(ε > 0).
Before relating this problem to the sequence of integers (sk)k∈Z on Theorem 4.1 a tech-
nical Lemma is needed on the existence of a bundle of sectors near the exterior boundary
∂De0. For δ > 0, sufficiently small, the section D0(δ) can be defined as
D0(δ) := {P ∈ D0 | ∃Q ∈ ∂De0 such that ‖P −Q‖ ≤ δ}.
and since ∂De0 is continuously differentiable by Lemma 4.1 then any P ∈ D0(δ) can be
associated by a unique closest point Q ∈ ∂De0, provided δ is small enough.
In D0(δ) two bundles of sectors can be defined. First, the bundle Σ0 = Σ0(δ
1/3) that
assigns to every point P ∈ D0(δ) the set of lines which form an angle ≤ δ1/3 with the line
through P parallel to the tangent of ∂De0 at Q, the closest point on the exterior boundary
to P . This configuration is represented in the left plot on Figure 4.5.
Figure 4.5: Illustration of the bundles of sectors Σ0 on the left, and Σ
′
0 on the right.
Analogously, Σ′0 assigns to every point the set of lines complementary to that of Σ0,
as represented in the right plot in Figure 4.5. Similarly, Σ1 and Σ
′
1 are the corresponding
bundles sectors over D1, obtained by applying the map φ from Σ0 and Σ
′
0.
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Figure 4.6: Representation of Lemma 4.3.
Lemma 4.3. There exists β in 0 < β < 1, such that for sufficiently small δ the mapping
φ takes D0(δ) into D1(δ
β). As well, the Jacobian mapping dφ of φ takes the bundle Σ′0 =
Σ′0(δ
1/3) into Σ1 = Σ1(δ
β/3).
Moreover, if η0 ∈ Σ′0, η1 = dφ(η0) and ξ0 the orthogonal projection of η0 into the center
line of Σ′0 and ξ1 that of η1 into the center line of Σ1 then
|ξ1| ≤ δ−1/3|ξ0|.
Proof. A proof of this lemma can be found on [8] on Chapter IV, section 6.
To illustrate the force of this lemma, the image of a curve γ in D0 abutting on ∂D
e
0 like
in Lemma 4.2 and Figure 4.4 is considered. Since γ is differentiable up to the boundary
its tangent will lie in Σ′0 for sufficiently small δ. Hence dφ(γ) will lie in Σ1, that is the
direction of dφ deviates from the nearest tangent by at most δβ/3. This shows that the
image curve φ(γ) approaches ∂D0 also with its tangent direction. The situation is depicted
in Figure 4.6.
4.2 Symbolic formulation
On this section, all the main theoretical results to prove Theorem 4.1 will be introduced. As
before, all the results are adapted from [8]. This section can be regarded as an adaptation
of the Smale-Birkhoff Homoclinic Theorem found on [4], with one of the adaptations being
the remove of the need of an hyperbolic critical point. Firstly, we proceed introducing a
definition for shift.
Definition 4.1. Let A denote a finite or denumerable set, called an alphabet. Let us
define the space S as the space of double infinite sequences of elements of A as follows
S := {s = (· · · , s−2, s−1, s0, s1, s2, · · · ) | sk ∈ A}.
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A topology can be introduced in S by taking as neighbourhood basis of s∗ = (· · · , s∗−1, s∗0, s∗1, · · · )
the sets
Uj(s
∗) = {s ∈ S | sk = s∗k ∀|k| < j},
this makes S a topological space. Then, the shift homeomorphism σ is defined on S by
σ :S −→ S
s −→ σ(s) such that
(
σ(s)
)
k
= sk−1 ∀k ∈ Z.
This shift, an extension to the Bernoulli shift on Definition 2.2 and can be used to
represent a model of chaotic map on a finite or infinite symbols. Hence, the objective will
be to relate this shift, considering it as a topological mapping, to a geometrical mapping
on the square Q := [0, 1]2, to later relating it to system (4.1), to prove the presence of
chaotic dynamics.
Theorem 4.2. If φ : Q→ Q is a homeomorphism continuously differentiable satisfying:
1. Let A := {1, 2, · · · } the set of positive integers and assume that Ua, Va for a ∈ A
are given as disjoint horizontal and vertical strips in Q, respectively. The mapping φ
takes Va homeomorphically into Ua, that is
φ(Va) = Ua ∀a ∈ A.
2. For some µ ∈ (0, 1
2
) the bundle of sectors
S+ := {(ξ, ν) | |ν| ≤ µ|ξ|},
defined over
⋃
a∈A Va, is mapped into itself by dφ, that is dφ(S
+) ⊂ S+. Moreover, if
(ξ0, ν0) ∈ S+ and (ξ1, ν1) its image point, then
|ξ0| ≤ µ|ξ1|.
Similarly, the bundle
S− := {(ξ, ν) | |ξ| ≤ µ|ν|},
defined over
⋃
a∈A Ua, is mapped into itself under dφ
−1, that is dφ−1(S−) ⊂ S−1.
Moreover, if (ξ1, ν1) ∈ S− and (ξ0, ν0) is its pre-image, then
|ν1| ≤ µ|ν0|.
Then it possesses the shift σ on the sequences of elements of A as a subsystem, that is,
there exists an homeomorphism τ : S → Q such that
φ ◦ τ = τ ◦ σ.
Proof. A complete proof of this result can be found on [8] as Theorem 3.1 and Theorem
3.2.
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Figure 4.7: Representation of the domains D0(δ) and D1(δ), and its intersection T .
Now, to relate our system (4.1) to the shift using this results the following theorem is
stated.
Theorem 4.3. The mapping φ in D0 defined for the system (4.1) posses the shift σ on S
as a subsystem.
Proof. Let us consider T one of the two symmetric components of the domain D0(δ)∩D1(δ)
containing in its closure the point R as represented in Figure 4.7. For sufficiently small δ,
T is a domain bounded by 4 differentiable curves, that will be referred as sides. In fact, T
will play the role of the square Q on Theorem 4.2, and hence to prove the needed results
it will be just necessary to verify conditions 1 and 2 of the previous theorem. Lets proceed
with condition 1.
For this purpose, we observe that two of the sides of T are curves abutting on ∂D0
non-tangentially. Therefore, by Lemma 4.2, the image curves, and hence the image of T
under φ spirals towards ∂D1. Thus φ(T ) and T intersect in infinitely many components,
as is shown in Figure 4.8.
Figure 4.8: Representation of φ(T ).
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Aside from possibly finitely many of these components, they will connect opposite sides
of T . Dropping finitely many of the components of φ(T )∩T , the other ones can be denoted
in order by U1, U2, U3, · · · . That is
φ(T ) ∩ T =
+∞⋃
i=−κ
Ui,
where {U−κ, · · · , U0} are the discarded subsets. Similarly, V1, V2, V3, · · · can be defined by
the pre-image of the mapping of T , that is
φ−1(T ) ∩ T =
+∞⋃
i=−κ
Vi,
where the order taken to arrange the subsets is given by
φ(Vi) = Ui with i = −κ, · · · ,+∞,
which is a coherent order as
φ
(
+∞⋃
i=−κ
Vi
)
= φ(φ−1(T ) ∩ T ) = T ∩ φ(T ) =
+∞⋃
i=−κ
Ui.
By construction, it is clear that Ui (i = 1, 2, · · · ) are disjoints closed sets, as are the Vi, as
represented in Figure 4.9.
Figure 4.9: Representations of the subsets Ui and Vi of T .
To verify that Ui and Vi satisfy the properties of horizontal and vertical strips for con-
dition 1, the domain T can be mapped into the square Q := [0, 1]2. Since the sides of T
are of length ≤ δ this mapping can be found to be differing from a linear mapping by O(δ)
in C1-norm.
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Figure 4.10: Representation of the behaviour of the bundle of sectors Σ′0 and Σ1 on T .
Then to show that Vi correspond to the vertical stripes on Q it sufficed to verify that the
boundaries of Vi interior to T have tangents whose direction is close to that of the tangent
of ∂D1 at R. This is direct consequence of Lemma 4.3, which implies that the angle be-
tween this directions is less than δ1/3 +O(δ) ≤ 2δ1/3. Similarly, Ui sets can be mapped to
the horizontal stripes on Q.
Finally, we can proceed to verify condition 2 of Theorem 4.2. For this purpose the
bundles Σ0, Σ
′
0, Σ1 and Σ
′
1 of Lemma 4.3 are considered.
It can be noted that over T ⊂ D0(δ) ∩ D1(δ), the sectors in Σ1(δ1/3) are contained in
Σ′0(δ
1/3), if δ > 0 is small enough. This is because, by Lemma 4.1, the boundaries ∂De0 and
∂De1 intersect transversally at R, and since the sectors in Σ
′
0 contain all the lines except
those forming an angle ≤ δ1/3 +O(δ) with the tangent of ∂De0 at R, they certainly contain
the sectors of Σ1, all of whose lines form an angle ≤ δ1/3 + O(δ) with the tangent of ∂De1
at R. Thus dφ, restricted to T ∩ φ−1(T ), maps Σ′0 into Σ1 ⊂ Σ′0.
By the same process, we can conclude that dφ maps S+ = Σ1(δ
1/3) into itself. Indeed,
for a point P ∈ φ−1(T ) ∩ T by Lemma 4.3 then
φ−1(P ) ∈ φ−1(T ) ⊂ φ−1(D1(δ)) ⊂ D0(δβ),
and so Σ′0(δ
β/3) is mapped into Σ1(δ
1/3), and in T , Σ1(δ
1/3) ⊂ Σ′0(δβ/3), by the previous
argument. This can be seen represented in Figure 4.10.
Hence, applying dφ again, we observe that dφ maps S+ = Σ1(δ
1/3) (considered over
φ−1(T ) ∩ T ) into itself, as we wanted to show. Thus, S+ restricted to
+∞⋃
i=1
Vi ⊂ φ−1(T ) ∩ T,
satisfies condition 2. Similarly
S− = Σ0(δ1/3),
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restricted to
⋃∞
i=1 Ui is mapped into itself by dφ
−1.
The remaining assertions on the stretching of the projections on the center lines of
condition 2 it is satisfied with µ = cδ1/3, where c > 0 depends on the angle under which
∂De0 and ∂D
e
1 intersect at R.
Now, the only thing remaining to prove is that the main Theorem 4.1 is a consequence
of Theorem 4.3. To prove this, it is just necessarily to observe that the sets Vi describe
initial positions and times for the orbits. That is, (q0, t0) ∈ Vk describe an orbit such that
at initial time t0 the orbit is at point (q0, 0). Because φ(Vk) = Uk, then the return time to
point (q1, 0) will be t1 and (q1, t1) ∈ Uk. This will imply that
t1 − t0 = 2pi(k + c+ θ),
as the map will make k revolutions, plus the c = κ+ 1 discarded initial revolutions and a
factor θ that lies in 0 ≤ θ < 1. Thus, it can be seen that a sequence s ∈ S corresponds to
an orbit for which the integral part [(tk − tk−1)/2pi] is prescribed as an arbitrary sequence
of the form
s = (· · · , s−2, s−1, s0, s1, s2, · · · ),
such that sk is defined on (4.2), and with [c] corresponding to the integer m = m(ε) in
such that sk ≥ m as stated in Theorem 4.1.
Chapter 5
Conclusions
On this chapter a summary of the main results and implications of the project will be
stated.
On Chapter 2 we have first introduced our system, the Kepler problem with variable
gravitational coefficient, and its physical meaning. Next, we have presented definitions
for a system with chaotic dynamics on m symbols, and for the Stretching Along the Path
(SAP) technique that will be the first method used to prove the presence of chaos on our
system.
Afterwards, we have proceed with the main result, proving the presence of chaotic dynam-
ics for the Kepler problem with a time-periodic gravitational coefficient oscillating between
two fixed values: h1 and h2.
The problem has been separated in two cases: case h1 > 0, h2 < 0 and case h1, h2 > 0. The
main result will be to prove the presence of chaotic dynamics for large period of times on
these different cases.The proof for the first case is fully stated, while due to its similarities
the proof for the second case is only sketched.
Additionally, it is not proved on this work but it can be found in [1], that all the results
of the chapter will remain restricting the system to small values of angular momentum
instead of large period of times.
On Chapter 3 and 4 we have proceed by assuming that the oscillating gravitational
coefficient is a sinusoidal perturbation depending on a small parameter ε > 0. The aim
will be to confirm the presence of chaotic dynamics using Melnikov method.
This method is based on proving that the stable and unstable manifold intersect for a fixed
point to later use this result to prove that a system presents chaotic dynamics.
However, the standard Melnikov method is formulated for when the fixed point of the
stable and unstable manifolds is an hyperbolic saddle point, and on our system this point
is parabolic. Hence, some adaptations have been necessary.
Moreover, to apply this method, the system had to be restricted to big values of angular
momentum.
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On Chapter 3 first we focus on adapting Melnikov method to our system, to then pro-
ceed to prove that the stable and unstable manifolds of infinity of our system intersect
transversally. This is done by means of the Melnikov function, that is computed on the
last section of the chapter.
A problem on this part was the dependence of the perturbation parameter ε with the angu-
lar momentum. This lead to having to restrict the system to exponentially small values of
ε on relation to the angular momentum to prove the result. This situation is not optimal,
and future work could be focused on proving that this dependency does not hold.
On Chapter 4 we proceed by using all the results of the previous chapter to prove the
presence of chaotic dynamics for the system with all the previously stated characteristics.
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