In this paper, we are mainly concerned with oscillatory behaviour of solutions for a class of second order nonlinear neutral difference equations with continuous variable. Using an integral transformation, the Riccati transformation and iteration, some oscillation criteria are obtained.
Introduction
Recently, there has been an increasing interest in the study of oscillation of difference equations. Regarding the oscillatory behaviour of solutions, first order difference equations with continuous variable were studied in [1] [2] [3] [4] [5] and second order nonlinear difference equations, including neutral and advanced, were investigated in [6] [7] [8] [9] [10] . In this paper, we are mainly concerned with the second order nonlinear neutral difference equation where p 0, τ and r are positive constants, ∆ τ x(t) = x(t + τ ) − x(t), 0 < g(t) < t, g ∈ C 1 ([t 0 , ∞), R + ) and g (t) > 0, and f ∈ C([t 0 , ∞) × R, R). Throughout this paper we assume that g(t + τ ) g(t) + τ for t t 0 (1.2) and f (t, u)/u q(t) > 0 for u = 0 and some q ∈ C(R, R + ). Let t 0 = min{g(t 0 ), t 0 − r} and I 0 = [t 0 , t 0 ]. A function x is called the solution of (1.1) with x(t) = ϕ(t) for t ∈ I 0 and ϕ ∈ C(I 0 , R) if it satisfies (1.1) for t t 0 .
A solution x is said to be oscillatory if it is neither eventually positive nor eventually negative; it is called nonoscillatory if it is not oscillatory.
We shall give our criteria in Section 2 and leave the proofs to Section 3.
Oscillation criteria
The assumptions given in Section 1 guarantee the existence and differentiability of the inverse g −1 of g. Let
where 0 < α < 1. We shall see below that oscillatory behaviour of the solutions of (1.1) can be determined by conditions involving the functionq. Let
where x denotes any solution of (1.1). Then z (t) = ∆ 2 τ x(t).
Theorem 1. Assume that
for some t t 0 . Then every solution of (1.1) either is oscillatory or eventually satisfies |z(t)| < p|z(t − r)|.
Remark.
A special non-neutral case included in (1.1) is when p = 0. In this case, the condition (2.2) implies that every solution is oscillatory. In [8] , the authors obtained oscillation criteria for a class of equations of the form
We can see that even the special case of our Theorem 1 can be applied to a larger class of equations than the above. 
for t 0, where p 0 and β 0, r, τ and σ are positive constants. Viewing (2.3) as (1.1), we have q(t) = 1/t and g(t) = t − σ/(1 + βt). Then, by (2.1),q(t) = α/(t + 2τ ) for β = 0 andq
for β > 0. Sinceq(t) α /(t + 2τ ) for some α > 0 and all t 0,q satisfied (2.2) with t = 0. By Theorem 1, every solution of (2.3) either is oscillatory or eventually satisfies |z(t)| < p|z(t − r)|. In particular, when p = 0, every solution of (2.3) is oscillatory. It was shown in [8] that every solution of the equation ∆ τ x(t) + t −1 x(t − σ ) = 0 is oscillatory. Clearly, this equation is a special case of (2.3) when p = β = 0.
Throughout this paper, we use the symbol a to denote the smallest integer not less than a.
Theorem 2.
In addition to (2.2), we assume that 0 < p < 1 and that there is a positive integer k 0 and a
for large enough n. Then every solution x of (1.1) is oscillatory.
Theorem 3. In addition to (2.2), we assume that p = 1 and that there is a positive integer
Theorem 4. Under the conditions of Theorem 2 with the replacement of
Example 2. Consider the difference equation
where σ 0 is a constant. Regarding (2.6) as (1.1), we have τ = π , r = π , g(t) = t − π and q(t) = 8. Then, for any α ∈ (0, 1),q = 8α by (2.1) so (2.2) is satisfied. For p = 1, k 0 = 1 and t 1 = t, we have m n = n and , 8) and α > p/8. By Theorems 1-4 every solution of (2.6) is oscillatory if 0 p 1 and every bounded solution of (2.6) is oscillatory if 1 < p < 8. If p > 8, then (2.6) with σ = 0 has a bounded positive solution x(t) = λ t , where y = λ π is a root of (y − p)(y − 1) 2 + 8 in (0, 1) . Also, for p 1 + 3 3 √ 2 and σ = 0, (2.6) has an unbounded positive solution x(t) = λ t for some λ > 1.
Proofs of the criteria
To prove the results given in Section 2, we need the following lemmas.
Lemma 1.
Assume that x is an eventually positive solution of
for t large enough.
Proof. From the assumption and (1.1) we have x(g(t)) > 0 and (3.1) for large enough t.
So there is a T t 0 such that u (t) < 0 for t T . We claim that u (t) > 0 for t T . Indeed, if not so, there is a t 1 T such that u (t 1 ) 0. Since u (t) < 0 for t T , we have u (t) u (t 1 + 1) < u (t 1 ) 0 for t t 1 + 1. This implies u(t) → −∞ as t → ∞, which
contradicts the assumption. Therefore, u (t) > 0 for t T so that u is increasing. ✷
Lemma 2. Suppose x is an eventually positive solution of (1.1) not satisfying z(t) − pz(t − r) → −∞ as t → ∞. Then ∆ 2 τ u(t) < 0, ∆ τ u(t) > 0, u is increasing and, for every integer k 0, satisfies
for sufficiently large t.
Proof. From Lemma 1 and the assumption, we have ∆ 2 τ u(t) < 0, ∆ τ u(t) > 0, x(g(t)
) > 0 and (3.1) for some T t 0 and all t T . Then, for t T , the assumptions on g and q give 
Hence, integrating (3.1), we have 
) not eventually satisfying z(t) < pz(t − r). By Lemmas 1 and 2, there is a T t 0 such that u (t) < 0, u (t) > 0 and, for any positive integer k, (3.2) holds for t T . As u(t) < 0 is not eventually satisfied and u is increasing, we may assume u(t) > 0 for t T . Take T 1 > T such that g(t) − kr T for t T 1 . Note that (∆ τ u(t))
we have v(t) > 0 and
for t T 1 . There is an integer N > 0 such that t + Nτ T 1 . Now replacing t by t + j τ and summing up both sides of (3.5) for j from N to n, we have
Therefore, for all n > N,
This contradicts (2.2) and, hence, shows the theorem. ✷ Proof of Theorem 2. Suppose the conclusion does not hold. Without loss of generality, let x be an eventually positive solution of (1.1). If lim t →∞ u(t) = −∞, then u(t) = z(t) − pz(t − r) 0 for large enough t. Using this repeatedly and by the condition 0 < p < 1, we obtain lim t →∞ z(t) = 0 and lim t →∞ u(t) = 0. This contradiction shows that u(t) → −∞ as t → ∞. Thus, the conclusions of Lemmas 1 and 2 hold. From (3.3), we have
Using the same technique as that used in the proof of Lemma 2, we obtain
As u is increasing and
Replacing k by k 0 and t by t 1 + iτ in (3.7) and summing up both sides for i from s to n, we have
Then, summing up the above inequality for s from m n to n, we obtain
Combining this with u(g(t
This inequality holds for large enough n as (3.7) holds for large enough t. By Theorem 1 and Lemma 2, u(t) < 0 and ∆ τ u(t) > 0 for large enough t. Hence, from the above inequality, we have
for sufficiently large n. This contradiction to (2.4) shows that every solution of (1.1) is oscillatory. ✷ Proof of Theorem 3. The proof of Theorem 1 up to (3.7) is still valid when z(t) → 0 and u(t) → 0 as t → ∞ is replaced by the boundedness of z and u due to p = 1. With p = 1, (3.6) and (3.7) now become Replacing t by t 1 + iτ in (3.9) and using the same technique as that in the proof of Theorem 2, we obtain 
