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ABSTRACT 
Numerious missing data have been found in Shat in and Taipo po l lu tant data 
sets provided by Envi ronmenta l Pol lu t ion Depar tment (EPD) . Since an impor tan t 
po l lu tant has no measurement in Taipo, i t is d i f f icul t to per form data analysis 
w i t h this k ind of incompleteness. General impu ta t ion method can be used but 
does not work very well. Therefore, we need to create a model to interpret the 
relationship between the pol lutants in different distr icts. 
I n this model, we introduce a latent variable which is assumed to fol low 
VAR(1) process to describe the dependence among the data w i t h their own mean 
levels in different distr icts. We develop the noises which fol low the commonly 
used VAR(1) structure w i t h the same parameters for bo th distr icts. We consider 
the logar i thmic values of the pol lu tant value as our variable prevent impu t ing neg-
ative values. We avoid the problem of zero measurement in this t ransformat ion. 
Moreover, constraint has been made to ensure stat ionary noises. 
Under this model, we perform imputa t ion by using posterior d is t r ibu t ion of 
the parameters and predict ive d is t r ibut ion of the unobserved data by Gibbs sam-
pler and Metropolis-Hastings algor i thm. We estimate and analyze the parameters 
of the model. Some complete imputed data sets have been created. Also, model 
selection has been carried out. Final ly, suggestions, l imi tat ions and the possibi l i ty 
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A i r po l lu t ion is never a problem to the wor ld w i thou t human activit ies. Unfor-
tunately, as our economy grows, level of air po l lu t ion increases as well. I t exerts 
an adverse effect on us now and in the future. I n Hong Kong, the Envi ronmenta l 
Pol lu t ion Department (EPD) collects hour ly data of most impor tan t pol lutants 
in moni tor ing stations. However, the data are not as complete as they should 
be. Some pol lutants measurements are completely absent in some stations. The 
existence of these unobserved impor tant variables cause great diff icult ies in data 
analysis. Furthermore, there are many missing values in the observable variables. 
The aim of this thesis is to introduce a general model for this k ind of data and to 
suggest stat ist ical methods for the proposed model. We choose Shatin and Taipo 
as test-bed for our method. These two distr icts are chosen for the fol lowing rea-
sons: 
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a) They b o t h are plan-developed new towns w i t h signif icant impor tance in the 
development of Hong Kong. 
b) They are located in the New Terr i tor ies and adjacent t o each other (see Figure 
l.l.r) w i t h s imi lar characterist ics in the development. 
c) The da ta collected in these two d is t r ic ts have r ich f o rm of missing pa t te rn . 
d) There were studies about the re la t ionship between po l l u t i on and hea l th in 
Hong K o n g inc lud ing these two d is t r ic ts (eg. M o 1999). Our m e t h o d can provide 
new insights to the studies. 
F igure 1.1.1: Locat ion o f the mon i to r i ng stat ions in Hong Kong. 
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1.2 The observed data 
Based on EPD's hour ly records, we compute dai ly values. The reasons for using 
dai ly data rather than hour ly data are: 
a) Hour ly data is too detailed. Other data, such as hospital records, tha t are 
commonly used together w i t h po l lu t ion data are collected on dai ly base. 
b) Dai ly data remove the periodic pat tern of the po l lu tant measurements w i t h i n 
a day. Therefore, data analysis can be easily performed. 
c) The comput ing t ime used in impu ta t ion for the hour ly data is about 24 t imes 
of the dai ly data for the same study period. 
We choose the study period to be f rom 1^^ January 1994 to 31^^ October 
1996, which has N 二 1035 days to examine our model because there is another 
study on the elderly people in the same period. 
A pol lu tant is any substance brought about by human activi t ies or source of 
energy. A t an unacceptable level, a po l lu tant causes damages to the environment 
or harm to l iv ing systems. I n general, h igh levels of pol lutants can cause a vari-
ety of symptoms including headaches, i r r i ta t ion of eye, nose and throat , nausea 
and general i l l feelings. I n this thesis, we focus on the chemical pol lutants l isted 
below. The brief explanations of them are extracted f rom EPD's C D - R O M on 
air qual i ty in Hong Kong 1986-1995. 
(a) Sulphur Dioxide(SO2) 
Sulphur dioxide is a colorless, reactive gas tha t is odorless at low concentra-
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t ions but has a pungent smell at very high concentrations. I t is emi t ted p r imar i l y 
dur ing the combustion of fossil fuels and the processing of sulphur-containing 
ores. The major sources of sulphur dioxide are fossil fuel-burning power plants 
(generating electr ici ty) and industr ia l boilers. Another source of sulphur dioxide 
is vehicular exhaust emissions. 
Heal th effects 
Sulphur dioxide affects respiratory funct ion and the ab i l i ty of the lungs to 
clear foreign particles. Indiv iduals w i t h exist ing respiratory diseases, such as 
bronchit is, are subjected to an aggravation of their symptoms. Sulphur diox-
ide can increase morta l i ty , especially i f accompanied by h igh concentrations of 
particulates. Asthmat ic and other individuals w i t h hyperactive airways, chronic 
obstruct ive lung or cardiovascular diseases appear to be most sensitive to the 
effects of this gas, as well as the young and elderly. 
(b) Nitrogen Oxides (NO^) 
Many chemical species of the oxides of ni t rogen are collectively termed as 
nitrogen oxides (NO^；). Th is group of gases usually enters the air as a result of 
combustion processes which involve high temperatures, such as those produced 
by power plants and vehicular engines. 
Heal th effects 
Nitrogen oxides give rise to the photochemical smog. Moreover, i t is a poi-
sonous gas which can damage lung tissue and blood vessels when present in high 
concentration. Furthermore, i t causes the format ion of acid rain. 
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(c) Nitric Oxide (NO) 
Ni t r i c oxide is the main NO^； emi t ted dur ing combust ion and i t can be con-
verted"into ni t rogen dioxide. 
Heal th effects 
The health effects of n i t r ic oxide are unconf irmed at present. There is some 
evidence of cellular in f lammat ion at very high concentrations. 
(d) Nitrogen Dioxide(NO2) 
Nitrogen dioxide is a corrosive and highly oxidizing l ight brown gas which has 
a characteristic pungent smell at high concentration. I t is the reaction ni t rogen 
dioxide w i t h reactive organic substances, such as Volat i le Organic Compounds 
(VOCS), in the presence of sunlight tha t produces ozone. Ni t rogen dioxide is, 
therefore, an impor tan t part of urban haze or photochemical smog. 
Heal th effects 
Nitrogen dioxide affects the respiratory system in humans. Heal thy ind iv idu-
als encounter problems when exposed to high concentrations of ni t rogen dioxide 
for periods up to 3 hours. Asthmat ic are par t icu lar ly sensitive to ni t rogen dioxide 
exposure as i t affects airway responsiveness. There also seems to be a correlat ion 
between nitrogen dioxide exposure and respiratory illness in young children. 
The uni t of SO2, NO, N O x and NO2 is microgram (a mi l l ion th of a gram) 
per cubic meter {jj,g/m?'). Apar t f rom the chemical pol lutants, we also consider 
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Tapered Element Osci l lat ing Mic ro-ba lance(TEOM) and tempera tu re (TEMP) in 
our study in the in i t ia l izat ion step of our impu ta t i on procedure. The un i t of 
T E O M is the same as the chemical po l lu tant and T E M P is 0.1 degree Celsius 
( o . r c ) . 
Missing data problem is qui te serious among the data. I n Taipo, SO2 and 
T E O M are not measured. Other variables also suffer f rom i tem incompleteness. 
I n Shatin, 10.28% of the chemical po l lu tant data are missing in the s tudy period; 
in Taipo, the incomplete rate is 26.52%. The proport ions of missing values for 
each chemical po l lu tant measurement in Taipo and Shat in respectively are l isted 
in Table 1.2.1. 
Table 1.2.1: Incomplete rates for the Shat in and Taipo chemical po l lu tant data 
Pollutant Shatin Taipo 
SO2 0.86% 100.00% 
N O 13.43% 2.03% 
N 0 ^ 13.43% 2.03% 
NO2 13.43% 2.03% 
The causes for the serious incompleteness of data in Taipo is the lack of equipment 
to measure SO2 in Taipo. The values of the above pol lutants in Shat in and Taipo 
are measured in Shatin moni tor ing stat ion (Figure 1.2.1) and Taipo moni tor ing 
stat ion (Figure 1.2.2) respectively. 
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Figure 1.2.1: V iew of Shat in moni tor ing stat ion 
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Figure 1.2.2: V iew of Taipo moni tor ing stat ion 
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1.3 Outline of the thesis 
In Chapter 2, a new model is presented and a latent variable approach is dis-
cussed in detail. In Chapter 3, imputation is introduced as a genera] method 
to handle incomplete data. The specific sampling methods including Metropolis-
Hastings (M-H) algorithm and Gibbs sampler, that are to be used in this thesis 
are discussed. Also, details of the imputation procedure will be presented. In 
Chapter 4, data analysis of the pollutant data are carried out. Finally, sugges-




Modeling using Latent Variables 
I n this chapter, latent variables are introduced to model the dependence among 
observable variables. For convenience, we choose the two data sets mentioned 
in Chapter 1 to demonstrate the process of model bui lding. The basic idea can 
obviously be generalized to more than two data sets. 
We have two data sets, one is for Shat in and the other is for Taipo where 
m 二 4 pol lutants are of interest. They are SO2, NO^ ；, N O and NO2. Let Xij be 
an m x 1 vector of the pol lu tant measurements at day i in jth d istr ic t where j is 
defined to be 
‘ 1 Shat in 
j = < . 
、2 Taipo 
Before model ing starts, we plot graphs of NO^； and N O and t r y to find out 
the characteristics of the pol lutants. 
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Figure 2.1 The plot of NO in Shatin 
• R I U H00 ； 
30t> ； I 
e。。： I I I [ 
' . . : _ _ _ _ _ 
0 -
1 1 1 1 1 1 r 
01JftN9H OlJUL9H 01JRN95 01JUL95 01JRN96 01JUL96 01JRN97 
Date 
Figure 2.2 The plot of N O in Taipo 
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Figure 2.3 The plot of N0^ in Shatin 
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Figure 2.4 The plot of N 0 ^ in Taipo 
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From Figure 2.1-2.4, we find tha t the Shat in data of N O and NOx in the first 
four months are missing. However, N O and NOo： s t i l l show s imi lar pa t te rn in 
different distr icts. The plots of NO2 have the same conclusion. Therefore, we 
assume tha t the s t ructure found in Shat in can be used to impu te missing value 
in Taipo, and vice versa. However, i t is d i f f icu l t to test the s imi lar i t ies of the 
two t ime series of po l lu tan t in Shat in and Taipo. There are two reasons. F i rs t ly , 
there are many missing data in the po l lu tan t values. Secondly, there are direct 
and indirect relat ions among the pol lutants. 
The po l lu tan t values should be posit ive numbers. Also, we assume tha t al l 
effects on X^] are mul t ip l icat ive. Therefore, i t is preferable to assume tha t al l 
variables X , / s in our model fol low a mul t ivar ia te log-normal d is t r ibu t ion . T h a t 
means 
K ^ l o g ( A ) (2.1) 
f o l l o w s a i n i i l l i v a r i a t e m ) r i r m l c l i s t r i b i i t i o i i . O u r m o d e l is b u i l t 011 K / s . K j c a i i 
t a k e a n y r o a l v a l u e s a n d we c a n e a s i l y o b t a i n t h e p o l l u t a n t v a l u e X,] f r o r i i V , j 
l)y t a k i n g tl i(�（、xp()i i(�ntial f u n c t i o n . I I o w e v c r . w c ( lo not h a v e o v i c i e i i c e t h a t t.lic 
n K � a i i of SO.2 i n S h a t h i is t h ( � s a i n ( � a s in T a i p o sinc:e w c h a v e n o n i e a s u r o r n e i i l s 
f()r S ( ) . j in T a i ] ) o . T h ( � r ( � f ( > n、，w ( � s u s g o s t t h a  t h e p o l l u t a n t s iri S h a t i n a n d Ta i])() 
i i i a y h a v ( � d i i r c M c i i t i n e a i i s i i i o u r m o d e l . 
T() l ) i i i l ( l u p a r r l a t i o n ])cWvvcu {\;丨} ancl { V ; 2 } . 肝 i i i 1 r o d i i c o a l a t o i i 1 t i rr i (� 
s ( � r i ( � s { ) ] } w h i c h r e f l e c t s t l i ( � o v e r a l l p o l l u t a n t s ' l ( � v d in t h e S h a t i n anc l T a i p o 
a r ( � a . B o t h { l ' , i } a n d { ! ' , 2 } a r o i n d i r e c t o h s e r v a t i o n s of {}'；} a f t c r ])ossibl(^ m o a n 
s h i f t a n d n o i s e . T h o u g h wo n i a v f i n d soir io s e a s o n a l efforts i n t h e ] ) o l l u t a i i t d a t a . 
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for simplici ty, we assume tha t Yi follows a VAR(1) model, which is the most 
common t ime series model, 
Y i \Y i _ i = A Y i _ i ^ W i , (2.2) 
i id 
where the error te rm Wi 〜 N (0, E y ) , A is an m x m ma t r i x of regression coeffi-
cients and E y is an m x m covariance mat r ix . The observable pol lutants values 
Vij is modeled as 
Vij = ^v, + K + 〜， (2.3) 
where //y^. is the shif t of mean and £ij is an m x 1 vector of noise. Assume tha t 
{ s i j } is a stat ionary t ime series of noises and follows a VAR(1) model 
^ij ^i-l,j = T£i—I,j + d i j , (2.4) 
i id 
where the error te rm (¾ 〜 N (0, S^*), T is an m x m ma t r i x of regression coeffi-
cients and Ee* is an m x m covariance mat r ix . The stat ionar i ty of ( ¾ } implies 
tha t al l eigenvalues of T must be between -1.0 and 1.0. Our model is presented 
graphical ly in Figure 2.5. 
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Figure 2.5: Model w i t h the £ij,s 
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The arrows shows direct ion of the causal relationship. For example, V u is inter-
preted as the direct effect of Y i and ^ n but the reverse is not true. I n order to 
complete the model specification, we need to define distr ibut ions of the variables 
Yi , £11 and 如.We assume that they are al l mul t ivar ia te normal ly d is t r ibuted 
w i t h mean zero. The distr ibut ions are 
Fi-7V(0, SyJ (2.5) 
and 
^,^i2-A^(0 ,E, ) . (2.6) 
As shown in Figure 2.5, all V^'s are explained by three components, ^y . , 
Yi and ^ - , where Yi and £i j are VAR(1) processes. To s impl i fy the model by 
suppressing the noise s^/s, we can reexpress our model in Figure 2.6. 
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Figure 2.6: Model without £ij,s 
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Equations (2.2),(2.3) and (2.4) pu t { V n } and { ^ } in exactly symmetr ic po-
sitions w i t h the only exception tha t they may have their own mean levels. There-
fore, i f pol lutants values have the same pat tern, the po l lu tant values collected 
anywhere can be applied in this model. Abou t the VAR(1) model for latent vari-
able and noises, elements in day i are explained by al l elements in day i — 1. 






Impu ta t ion is a process of filling in missing values by evaluating their expected 
values based on observed data. I t has many advantages (see Wan (1986) and 
Rub in (1987)) when compared w i t h the general stat ist ical method for incomplete 
data. First ly, once the missing values are 'f i l led', standard stat ist ical methods can 
be used. Secondly, we can deal w i t h the imputa t ion procedure and the stat ist ical 
analysis separately. Th i rd ly , suppose we want to find some statistics of a variable 
D which has missing values. We need to consider other variables which may 
contain informat ion of D. However, i f the missing values are imputed, we can 
consider D only. Fourthly, i t only needs to be carried out once and imputa t ion 
can retain data collector's knowledge. 
There are a variety of imputa t ion procedures for incomplete data. Commonly 
used methods include mean imputat ion, random imputat ion, predicted and ran-
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dom regression impu ta t ion . R u b i n (1978) recommended the predict ive d is t r i -
bu t i on impu ta t i on wh ich uses a Bayesian approach. He also proposed mu l t i p le 
impu ta t i on which is adopted in th is thesis. I t is a technique wh ich replaces each 
missing value w i t h more t han one acceptable values representing a d i s t r i bu t i on 
of probabi l i ty . As there is a cont inu ing avai labi l i ty of inexpensive and high-speed 
comput ing machine, M - H a lgor i thm and a special case of i t , Gibbs sampler, are 
used frequent ly i n mu l t ip le impu ta t i on (L i 1988, Tanner 1993). 
One of our aims in th is thesis is to impu te the missing values v ia Gibbs Sampler 
and M - H a lgor i thm. Before conduct ing the impu ta t ion , we need to in i t ia l ize al l 
the missing values and unknown parameters. I n Section 3.2，M-H a lgor i thm 
is presented. I n Section 3.3, we int roduce the Gibbs sampler. I n Section 3.4, 
impu ta t i on step is stated. I n Section 3.5, we describe an in i t ia l i za t ion method for 
the missing data in V^/s. I n Section 3.6, we explain the way to in i t ia l ize //y^,'s, Yi's 
and £i/s. The in i t ia l iza t ion of the parameters ( E y , A, E ^ ” T) is also presented in 
th is section. I n Section 3.7, the procedure to simulate Yi's is explained. I n Section 
3.8, we state the s imulat ion of the parameters. I n Section 3.9, we in t roduce the 
s imulat ion method of T. F ina l ly in Sections 3.10 and 3.11, the d is t r ibu t ion of 
K j ' s and the s imulat ion results are presented. 
3.2 Introduction to M-H Algorithm 
M - H a lgor i thm was developed by Metropol is et al. (1953) and was subsequently 
generalized by Hastings (1970). Suppose we want to generate samples f rom a 
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continuous density 7r (x) t h rough a real izat ion of a Markov chain. T h e t rans i t ion 
density of the Markov chain is denoted by q (x, y) wh ich is in terpreted as the 
density funct ion of the next state y when the current state is x. We define 
a (x, y) as the acceptance probabi l i ty . 
M - H a lgor i thm chooses 
‘ 
m i n [ S M , l ] i f 7 r ( x ) g ( x , ^ ) > O 
^ / ^ \ .7T(a;)g(x,?/)' _ ^ ‘ ^ ^ 、u, /Q 0 1 \ 
a (x, y) = (o.z. lJ 
1 otherwise. 
\ 
The fo l lowing is the i terat ive procedure of the M - H a lgo r i thm given an in i t i a l 
value a:(o). 
1. Generate y f rom q (a:(》，.)and u f rom a U (0,1) where y is i n the domain 
of 7T (.). > 
2. I f u < a (^；⑴，y), set a;("^+” = y, else, set rr(> .^+” 二 x^^\ ‘ 
Repeat steps 1 and 2 for j = 0，1,. . . , L. For s impl ic i ty, we set L to be a preas-
signed value. Gelman and Rub in (1992) had discussed the determinat ion of the 
number of i terat ions L and the number of the in i t i a l sample size s discarded. We 
treat 工([)^s a sample of n (x) where the effect of the in i t i a l value becomes smal l 
and the chain has passed the transient stage. Ch ib et al.(1995) showed tha t the 
simulated values converge to the stat ionary d is t r ibu t ion under regular i ty condi-
t ions such as i r reducib i l i ty and aperiodicity. 
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3.3 Introduction to Gibbs Sampler 
Gibbs sampler, named by Geman and Geman (1984), is a special case of single-
component M - H algor i thm (Gilks et aL, 1996). Gibbs sampling consists of a 
sequence of sampling f rom fu l l condit ional distr ibut ion. Thomas and Gauderman 
(1996) showed that w i t h i r reducibi l i ty and aperiodicity, the Gibbs sampler is 
assured of convergence to the stat ionary distr ibut ion. 
rji 
For a Bayesian problem, we may simulate the parameters 6 = (¾, O2,..., 0d) 
by a Gibbs sampler. W i t h observed data X and a given arb i t rary star t ing point 
(0f^), 6 ^ \ . . . , 0$) ) , this a lgor i thm iterates the fol lowing steps 
1. Sample 冲 ) f r o m p (叫 0 t ' \ ...，时一”,^) 
2. Sample # from p (^| 冲),^-”，. •., O t ' \ x ) 
d. Sample Of f rom p ( 6 ^ 冲), . . • , O^jl^, X ) . 
where 6>(') is a realization of a Markov chain, w i t h the fol lowing t ransi t ion prob-
abi l i ty f rom Q' to 0. 
K{o',e) = p ( ^ i | ^ , . . . , ^ , x ) p ( ^ | ^ i , ^ ^ , . . . , ^ , x ) 
x p ( ^ | ^ i , ^ , ^ , . . . , ^ , X ) p ( ^ | ^ i , . . . , ^ _ i , X ) . 
Then, repeat the process again and again unt i l a large number L of i terations 
are performed. We discard the first s realizations and use the remaining L - s 
realizations to estimate the posterior mean and standard deviation. Geman and 
Geman (1984) showed that only i f we continue to sample O f ' s , the jo int distr i-
but ion of the above random sample converges to the jo int posterior d ist r ibut ion 
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(6>i, 6>2, • • •, Od). Raftery and Lewis (1992) and Gelman and Rub in (1992) sug-
gested some popular methods to monitor the d is t r ibut ion of the output in order 
to determine the burn- in period s. Cowles and Car l in (1996) summarized the 
convergence issue including the burn- in period. When the run is long enough, 
Geyer (1992) suggested sett ing the burn- in period to be the leading 1% to 2% of 
the to ta l number of iterations, L. 
For the missing data problem, L i (1988) applied the Gibbs sampler in mul t ip le 
imputat ion. L i suggested that the complete data can be part i t ioned into d + 1 
parts, Xo, X i , . . . , Xd, where the observed data is Xo and X i , . . . , Xd is a par t i t ion 
of the missing data. First of all, J i^(。)，..., X ^ are init ial ized. Then, 
1。Samp le x [ ' ^ f rom p [Xi\Xo,叉广”,...,义乂―”) 
2. Sample _Xp') f rom p (¾! Xo, xi'\x^s'~^\ .. •, Xj^.—”) 
d. Sample X^) f rom p (¾! ^ , Xp'\ ..., X ^ . 
The i terat ion continues unt i l the algor i thm converges. Gelman and Rubin(1992) 
suggested that mult ip le paths can help checking for convergence. McCul loch 
and Tsay(1994) suggested that i t is not necessary to consider the pat tern of the 
missing data. 
In this thesis, as the model presented in Chapter 2 is complicated and there are 
large number of missing values, the data are analyzed using imputat ion method. 
We uti l ize Gibbs sampler to generate variates from the posterior distr ibut ions of 
the parameters and from the predictive distr ibutions of the missing data derived 
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by L i (1988). Given al l fu l l condi t ional d is t r ibut ions, Gelfand et al. (1990) 
reported convergence of the Gibbs sampler. 
3.4 Imputation steps 
The first step 
1. Simulate Yi f rom its condi t ional d is t r ibu t ion given Y i - i , K+ i，Vn, Vi2 and 
the parameters. Impu ta t i on starts f rom Yi to Yj^. 
2. The noises Sij is updated according to the equal i ty (2.3) for every change 
o f y , . 
The second step 
Simulate the parameters S y , A, Eg* and T f rom the fol lowing condi t ional dis-
t r ibu t ions 
S y | y , ^ | S y , y (3.4.1) 
and 
Ee* £i，£2, T | K * , 〜 £ 2 , (3.4.2) 
where 
/Y,^\ 
Y = : (3.4.3) 
\Y^I 
and 
/ ^ \ 
^ = : . (3.4.4) 
^^L^ 
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The t h i r d step 
Simulate the parameters ^y.，s f rom the posterior d is t r ibu t ion 
Mv, V " l , K , y , E e * , 
where _ 
( y L \ 
Vj = : • 
w 
Update £ij,s after the change of iJLy.. 
The four th step 
Simulate & * and T by (3.4.2) since the values of 〜，s are changed. 
The fifth step 
Impute Vij's by finding their condi t ional d istr ibut ions given Y and al l param-
eters. 
The s ix th step 
Perform the t h i r d step and the four th step because of the change in ^ - ' s and 
^，s. 
For convenience purpose, we iterate i t for 25000 times because we believe tha t 
i t is large enough for the convergence of our data. We w i l l examine i t later in 
this thesis. 
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3.5 Initialization of the missing values by re-
gression 
We encounter a problem associated w i t h the assumption tha t we need to find the 
logar i thmic value of the pol lutants according to (2.1). T h a t is, al l the values in the 
data sets are integers and even worse some of the X i j values are zero. We believe 
tha t this is due to the t runcat ion of the or iginal data set values. I f the value of 
X i j is zero, the equal i ty (2.1) fails. We generate random numbers which fol low 
un i form d is t r ibu t ion on (0,1) and add them to the non-missing values JQ/s before 
we take the logar i thmic t ransformat ion. The revised JQ/s w i l l be re- imputed in 
every i terat ion. 
The in i t ia l values of the missing data are imputed th rough linear regression. 
We need to decide the explanatory variable(s) i n the regression m o d e l Suppose 
we have q variables in each distr ic t for in i t ia l izat ion use and define Vij^k as the 
value of the pol lu tant k of d ist r ic t j in day i, we fol low the procedures below to 
ini t ial ize the missing values. 
1. For pol lu tant k, i f the data in Shatin and Taipo are not missing on the same 
day, we w i l l use the remaining data to perform a simple l inear regression 
E (T/z,i,fc) = Po + A X y,,2,/c (3.5.2) 
or 
^ ( K 2 , f c ) - A + / ^ 3 x K i , , , (3.5.3) 
where f3o, A , /¾ and /¾ are regression coefficients. 
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2. Otherwise, i f there is at least a variable whose missing values Jiave b(x;ri 
estimated already, we w i l l regress the variables w i t h est imated missing val-
ues. For example, i f the Vij,2 and Vij^3 have been estimated, we w i l l regress 
Vij^i on Vij^2 and Vij^s. The regression line is 
E {Vi,j,i) = /¾ + /¾ X y,,,,2 + Pe X V ^ 3 , (3.5.4) 
where ^¾, /¾ and /¾ are regression coefficients. 
3. For those have no values in the whole variable, we need to make use of a 
regression line in another distr ict . For example, Vi^ 2,1 has no measurement. 
We use the coefficient in the regression line for d ist r ic t 1 
E ( K i , i ) = P i + A X y.,i,2 + /¾ X y.,i,3 (3.5.5) 
to estimate Vi^ 1^ 2 by 
E ( K 2 , 1 ) = Pi + Ps X y.,2,2 + A X K2,3, (3.5.6) 
where |3j, /¾ and /¾ are regression coefficients. 
For simplicity, we do not check the equality of the two slopes parameters since 
convergence does not depend on the in i t ia l value. However, i f we have a better 
in i t ia l value, the convergence rate w i l l be faster. 
By using the above procedures, we init ial ize the missing data as follows. We 
consider the temperature ( T E M P ) and 5 pol lutants namely SO2, NO, NO^ ：, NO2 
and T E O M in our in i t ia l izat ion step. However, since our aim is to study chemical 
pol lutants, T E M P and T E O M wi l l not be included in our study. Define V^,j,k as 
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the value of the kth variable in the 2th day at the j t h d i s t r i c t，wi th the meaning 
of each k given in Table 3.5.1, 
Table 3.5.1 
, 
k 1 2 3 4 5 6 
variable S〇2 N O NO^ NO2 T E M P T E O M 
we begin the in i t ia l izat ion w i t h those variables of which no missing values in bo th 
Shat in and Taipo on the same day. 
& 
We regress Vi^ 2,5 on ^,1,5 and get the est imated regression l ine as we have 
described in (3.5.2) and (3.5.3), 
y,,2,5 = 0.013832 + 1.001710 x V^^5 
w i t h adjusted R^ 二 0.9799. We impute the missing data by this est imated re-
gression line. 
K,j,2, K j ,3 and V。，4 for j = 1, 2 
For NO, NOx and NO2, there are no missing values in bo th Shat in and Taipo 
on the same day. Therefore, we find the fol lowing estimated linear regression 
lines. 
Vu,2 二 -0.634412 + 1.130998 x V,,2,2 
V;,2,2 二 1.743715 + 0.612273 x V；.，】，？ Ad justed R^ 二 0.7606 
K-,i,3 = -0 .462761 + 1.116556 x ^\2,3 
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y ,^2,3 二 1.411194 + 0.568710 x V^,i,3 Adjusted R^ 二 0.6921 
y^,i,4 = -0.258002 + 1.048513 x y ,^2,4 
V^,4 二 1.085583 + 0.725691 x V",，i，4 Adjusted i ? = 0.6346 
Using the same approach of V^，2,5, we estimate the missing values of V ,^1,2, Vi，2，2, 
K i ’ 3 , ^,2,3? ^, i ,4 and l^,2,4 by the above estimated regression lines. 
^ i 
Since y^^2,i has no measurement, we make use of (3.5.4) to regress i^, i , i on the 
variables whose missing values have been filled already in Shatin. They include 
NO, N 0 ^ , NO2 and T E M P . 
V^i,i,i = -7.297474 + 0.292046 x y^,i,2 + 0.174219 x y ,^1,3 + 0.854135 x 乂认4 
+ 0.833454 X F,,i,5 Adjusted R】=0.4670 
^ i ^ 
Using the above method, we regress VJ,i,6 on all other relevant variables in 
Shatin. The estimated regression line is: 
K i ,6 = -0.958878 - 0.019386 x \/认1 + 0.521536 x ^^，口 - 0.344164 x V^i,3 
+ 0.822088 X V;,1,4 + 0.079644 x ^ ,^1,5 Adjusted R^ = 0.5909 
Vj,2,i a n d K，2’6 
We have no measurement of SO2 and T E O M in Taipo. We choose to estimate 
T E O M first and later SO2. We follow the way explained in (3.5.5) and (3.5.6) by 
using the estimated regression line in Shatin to estimate the missing variable in 
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Taipo. Here is the estimated regression l ine for T E O M . 
Vij^e = -0.817408 + 0.515875 x Vij^2 — 0.347541 x ^ ,^1,3 + 0.805529 x ^,).,4 
+ 0.063486 X y^j,5, for j 二 1 
where Adjusted E? = 0.6292. We use this estimated regression line by sett ing 
j 二 2 to estimate the variable V^ 2^,6-
Final ly, we accomplish the in i t ia l izat ion step of Vij by est imat ing the missing 
values of the last variable. We have the estimated regression l ine 
Vij^i = -7.373795 + 0.340213 x Vij^2 + 0.141769 x ^,,-3 + 0.929347 x V^,^4 
+ 0.839382 X V^j^s - 0.093370 x V ^ 6 , for j 二 1 
where Adjusted R^ = 0.4689. Similar to VJ’2’6, we use this estimated regression 
line by sett ing j = 2 to estimate the missing values in Vi^2,i- Then, al l the missing 
values in our pol lutants are init ial ized. 
3.6 Initialization of the parameters and Creat-
ing the Latent Variable and Noises 
After al l the missing values for the pol lutants are ini t ia l ized by regression, the 
fol lowing variables namely SO2, NO^ ；, NO and NO2 are chosen in our model since 
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we are interested only in the chemical variables. We define 
^y^,J,l\ 
y^,,2 
Vij = . 
- Kj，3 
\^i,jA) 
We use the in i t ia l values of V^'s to ini t ia l ize the parameter [jLy. and then impute 
the values of the latent variable Yi's and noise ^ - ' s . F i rs t of all, we estimate fj,y. 
by 
" 7 广 紅 ％ (3.6.1) 
i—l 
because fj.y. 's represent the mean of V i / s in our model. The values of jj^y. 's can 
be estimated by (3.6.1) and the values are 
/2.1871X 
4.3708 






^V2 = . 
3.1723 
V3.7654/ 
We ini t ial ize y^'s to be 
K = ( 乂 〜 1 广 ~ 2 ) ’ (3.6.2) 
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and the parameters (^4, E y , T, & * ) by least squares method. The values are 
/0.2831850 0.1840930 0.2807200 0.1147220、 
0.1776720 0.2902590 0.091990 
/S 
E y 二 , 
_ 0.5388170 0.1186780 
V 0.0751460/ 
/ 0.5683680 0.1977390 -0.0771940 —0.1370920、 
-0.1075780 0.8553990 -0.1121920 -0.0233310 
/S 
乂二 ， 
-0.1140140 0.6589050 0.2932250 -0.3518580 
V-0.0933200 0.2834640 -0.1228160 0.6278100 / 
/0.0923690 0.0218100 0.0376330 0.0131250、 





(0.6133970 0.0127700 -0.0714890 -0.1443350、 
-0.0140030 0.6255170 -0.1204620 -0.1471250 
A 
T= • 
-0.0338600 0.7038820 0.0359070 -0.3858510 
V 0.0133380 0.0406600 -0.0360980 0.3644060 / 
Since there is not enough in format ion for the parameters Z)y^ and S^ for bo th 
in i t ia l izat ion and simulation, we assign 
/ 0 . 5 0.0 0.0 0 . 0 、 
0.0 0.5 0.0 0.0 
Eyi = 
0.0 0.0 0.5 0.0 
V0.0 0.0 0.0 0 .5 / 
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and 
/0 .1 0.0 0.0 0.0\ 
0.0 0.1 0.0 0.0 
S . -
0.0 0.0 0.1 0.0 
V0.0 0.0 0.0 0 .1 / 
which are large comparing w i t h the in i t ia l values of (Yi)^ and (e^i)^ respectively 
in order to reflect great uncertainty of the prior. 
3.7 Simulate y,'s 
We first simulate the latent variable y^'s f rom day 1 to day N. Define Yi \ Yi-
to be the fu l l condit ional d is t r ibut ion of Y^ given Y i - which represents al l other 
related variable values. 
For Day 1 
From Figure 2.6, i t is obvious that Yi— = (¾, Vu , V12, V21, ^22)- ^ i | Y i - follows 
mult ivar iate normal d ist r ibut ion w i t h mean fj^ A and variance E^ . Since 
/(7狀—)=爪说7〜-丨70， (3.7.1) 
n | n - CC f ( n ) / ( ^ , i l n ) / (v^1,2| n ) f {Y2\Fi) f (^2,11^1, Fi , i , y2) / ( V ^ 2 , 2 | Kl , W，2, r2) 
(X exp { ― 去 [ y ^ ^ i y i + ( F u — fiv, - Y , f R - i (W’ i — /xi — F i ) 
+ (^,2 - /iR — Yif 仏一1 (W’2 - Mv. - n) 
+ ( 7 2 - 必 ) 卞 1 ( ¾ - ^ ^ i ) 
+ (¾! - m - l2 - T 04,1 - fiy^ — Y,)f 
4:1 (½,! - ^V, - ^2 - T (½,! — "Vi — Yl)) 
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+ (^,2 — [JiV, — 2^ 一 T (K,2 - ^ ½ - Yl)Y 
^e"/ (巧，2 —…—Y2 - T ( V b - /iy. 一 n ) ) ] } 
(X e x p { - ^ [ ( y i - M ^ f S ^ i ( y ^ _ ^ ^ ) ] | , 
where 
巧1 = ^vl + 2&-i + A^^y^A + 2T^E-^T 
and 
f^A 二 5 ]求 1 (巧’1 - ~ 1 ) + & - 1 0 4， 2 - "化 ) +乂％ ^ 
- 7 ¾ (½,! — "V】-^2 - T (¼,! - "vJ) 
—T〜 - *1 (^2,2 - /iV. - ^ - T (Vl,2 - " % ) ) } 
= ^ A { ^ “ ‘ (¼,! + V|,2 — fM - W2) + ^^Sy^F2 
-T^K.' (^,1 + 巧’2 — " h - m — 2 ¾ — T(½,! + ^1,2 — ^ ¼ — ^ ½ ) ) } 
For Day 2 to Day N - 1 
We observe again f rom Figure 2.6 tha t F,_ = ( y , _ i , K.+i, K - u , V^-i,2, K , i , %,2). 
Therefore, Y \^ V^_ follows a mul t ivar ia te normal d is t r ibu t ion w i t h mean ^,3 and 
variance E ^ . By (3.7.1), 
y;:|>^_ (X /(K:|>;-i)/(Ki|v,_i,,y,_i,y,)/(i^^,2|i^.-i,2,y.-i,>;) 
f (>^M I 幻 f (K+1,11 K,1 , L , Yd f ( K.+1 ’2 I V ^ >Wl，Yi) 
^ exp { - ^ [(K- - - 4 > ^ _ 0 ^ ^ y ' (1^ - - ^ X - i ) 
+ (Ki - "v ' i - y ; - r ( K - u — A“/� - K — i ) r 
C (Ki — "V�->^ _m—i’i - "1,�-K,_o) 
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+ (¾ — m - K - T (y,_i,2 - / i y , - Y,_i)f 
^-} {V,2 — M ^ - Yi — T (y,_i,2 - MV2 - K - i ) ) 
+ ( y , + i - A y , f E ^ i (y ,+ i - ^ y , ) 
+ (K+1,1 - f^v^ — ^ z+i - T (Ki - ^½ - Yi)f 
E,-*1 (K+u - / i y , — K+1 - T (Ki — fiv, — y.)) 
+ (%+i,2 - m - Yi+1 - T (¾ - ^JiVi - Yi)f 
4_*1 (Vi+i,2 - m - K+1 - T (¾ — m — ^ ) ] } 
oc exp | - ^ [(y, - fiB^ ^B^ {Yi - fJ^s)] I , 
where 
^B^ = ^Y^ + 2E7/ + A ^ E y ^ A + 2 T ^ E ; / T 
and 
^B = ^B {^y'AY,_i + S:1 (y,i — ^ 1 — T (y,_i,i - fiv, — y,_i)) 
+ S : 1 (Vi2 - m - T {Vi- i ,2 - fJ^V2 - 7 i -2 ) ) 
+A^Syiy,+i — T^E-1 (y,+i,i - f l y , — y,+i — T (T/,1 - / i v j ) 
-T^^：} (^+1,2 — liv, - y^+i — T (¾ — t^v,))} 
= S f i {^Y'Ay^-l + R : 1 ( ^ L + % - MVi - m 
- T (y^_i , i + y^-1,2 — f M — A^ v2 — 2^^-1)) 
+A^^Y^Y,+i — T^E~} {Vi+i^i + Vi+1,2 — fJ^Vi — fJ^V2 — 2Y^+l 
—T {Vii + Vi2 - ^Vi - ^½))} 
where i = 2,...，N. 
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For Day N 
Again, f r om Figure 2.6, we observe t ha t Y^- 二（^ r—i，VN-i , i , ^^^-1,2, ^N,!, VN,2)-
Therefore, Y ^ | Y ^ - follows a mul t i var ia te norma l d i s t r i bu t ion w i t h mean fj^c and 
variance E ^ . B y (3.7.1), 
YNlYN- CC / (y^vl Y^_,) f ( y ^ , i | V W - U , y i V - l , l W ) f{VN,2l VN-l,2, >^iV-l, ^ iv) 
oc exp {―臺 [ ( ¾ - AYM-if S ; 1 ( ¾ - AYM-i) 
+ {VN,1 - ^½ - YN — T (Viv-1,1 — fM - 7iv-i)f 
^7^ {yN,l - fJ^Vi - YN - T (V;v-l,i - jlVi - ^V-l)) 
+ {VN,2 - m — YN - T (V7v-i,2 - fJ^V2 - yN-l)V 
[e : l {VN,2 — / iy, - YN — T (y;v- l ,2 — ^ ½ " ^ i V - l ) ) ] } , 
where 
巧1 = S p + 2S-i 
and 
MC = $]c {^y'^yN-l + ^"/ {VN,l - fiv, - T {VM-l,l - ^ " ^iV-l)) 
+ S:1 (^2 - "R - T {VN-l,2 - f^V, - YN-l))} 
= S c {Sy^^YAT-l + E:1 (VAT,1 + VN,2 - fJ^Vi - MV2 
—T (VAT_1,1 + Vn-ia - fM - I^V2 — 2yiv-1))}. 
3.8 Simulation of the parameters 
Original ly, we have to ta l l y eight parameters; however, the values of Sy^ and 
Se have been assigned in Section 3.6. Therefore, we have only six parameters 
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(A,Ey^,T,Zle*,yLn^i,/iV2) tha t need to be simulated. Since bo th £i j \ £ i - i j and 
Yi \ Y i - i are mul t ivar ia te normal, Box and T iao (1973) had derived the way to find 
their posterior d ist r ibut ions (See also Gelman et al. (1995) and Gilks (1996)). 
3 . 8 . 1 P r i o r D i s t r i b u t i o n o f {A, S y ) 
Recall ing (2.2), 
Yi = AYi_i + Wi, 
where 
H|^7V(0 ,Ey) . 
For the pr ior d is t r ibu t ion of the parameters {A, E y ) , we assume tha t A and 
Z)y are independent so tha t 
p{A, j :Y)=p{A)p{Ey) . (3.8.1.1) 
We choose the commonly used noninformat ive pr ior d is t r ibut ion, mul t ivar ia te 
Jeffreys pr ior density, for A and S y because i t is not necessary to state our pr ior 
state of m ind about the parameters. Gelman et al.(1993) explained i t as le t t ing 
the data speak for themselves. The noninformat ive priors are 




3.8.2 Pos te r i o r d i s t r i b u t i o n o f (A, E y ) 




w = (3.8.2.1) 
\wJjJ 
is 
p{w]^Y,A) = np(WilEy,A) 
口 / \ (3.8.2.2) 
m(JV-l) N-1 [ 1 N-1 \ \ , 
二 (27T)- 2 | S y | - - exp - \ E w J ^ ; 、 • 
V i=i ) 
Box and T iao (1973) proved t ha t 
m(iV-l) iV-i 「 1 / _> 、-
p ( i ^ | S y , A ) = (27T) -~~— | S Y 「 T e x p - - t r ( j ^ y S ( ^ ) ) (3.8.2.3), 
- ^ -
where 
s ⑷ = ( a — GA^f ( a — GA^)， （3.8.2.4) 
/ Y,^ \ 
G 二 ： (3.8.2.5) 
W^ _J 
fY^\ 
G , = ： . (3.8.2.6) 
W 
Given the observations, the l ike l ihood func t ion can be w r i t t e n as 
1 {A, S y | y ) oc p {w\Ey, A ) (X | I ] y r ^ 6xp - ^ t r ( E y i 5 ( A ) ) , (3.8.2.7) 
where trL is the trace of the m a t r i x L. 
35 
Using (3.8.1.2), (3.8.1.3) and (3.8.2.7), we find tha t the jo in t posterior d ist r i -
bu t ion of {A, I ] y ) is 
p i A l ^ v l Y ) cx l { A , E Y l Y ) p { A , J : Y ) 
oc lEy l—*("+— exp [ - i t r ( E # 5 ^ (y l ) ) ] , - o o < A < oo, E y > 0 
(3.8.2.8) 
where the nota t ion —oo < A < oo means tha t each element of A can vary f rom 
—oo to oo, and the nota t ion S y > 0 means tha t the random m a t r i x S y is posit ive 
definite. We then have 
<9y 
p ( A ^ y ' | > ^ ) = p ( A 5 ] y | ^ ) ^ (3.8.2.9) 
since i t can be shown (Box and T iao (1973, p.426)) t ha t 
f^y 
錄 = l ^ r + i . (3.8.2.10) 
The posterior d is t r ibu t ion of (A, Ey^) is 
p [ A , ^ y ^ \ Y ) oc _ p ( i " - 2 ) e x p f — J t r ^ ^ ( v 4 ) l • (3.8.2.11) 
L 丄 _ 
3.8.3 T h e W i s h a r t D i s t r i b u t i o n 
Suppose Si，s are p x 1 vectors which are independently d is t r ibuted as N (0, B) 
77« 
where B is a p x p covariance mat r ix . Then, for n — p > 0 and Z 二 ^ SiSj 
i=l ^ 
p{Z) cx | Z | > i - i ) e x p ( — ^ t r Z B )， f o r Z > 0 (3.8.3.1) 
is called a Wishar t d is t r ibut ion, denoted by W{B~^,n), where n denotes the 
degrees of freedom. The simulat ion procedure of this d is t r ibu t ion can be found 
in Johnson(1987). 
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3.8.4 T h e Pos te r io r D i s t r i b u t i o n of A 
Consider the m x m m a t r i x S {A). We can easily prove t h a t 
S {A) 二 ( a - GA^f ( a - GA^) + {A" 一 A^f G^G {A^ — A^)，（3.8.4.1) 
A 
where A is the m x m m a t r i x w i t h least squares estimates 
A ^ = ( G ^ G y ' G ^ G . . (3.8.4.2) 
Using (3.8.4.1), (3.8.2.11) can be w r i t t e n as 
p{AEy\Y) OC | E ^ | - i ( A ^ + - 2 ) 
exp { - | t r E ^ i [ ( a - C A ^ f (G* — G A ^ ) ’ (3.8.4.3) 
+ { A ^ - A ^ f c ^ G [A^ - i ^ ) j } , 
where —oo < A < oo and S y > 0. Since 
p ( A S y | y ) = p{A\ S y , y ) p ( E y | F ) ’ (3.8.4.4) 
the poster ior d i s t r i bu t ion of A given E y is 
p{A\Ey,y) oc exp [ - * t r S ^ ; i ( # — A ^ f G ^ G ( ^ F — i ^ ) ] , (3.8.4.5) 
where - o o < A ^ < oo. Box and T iao (1973) showed t ha t i t is an mm-d imens iona l 
normal d is t r ibu t ion , 
v4^| S y , y 〜Nrnm [ i ^ , E y 0 ( C ^ C ) " ' ] • (3.8.4.6) 
3.8.5 T h e Poster io r D i s t r i b u t i o n of S p 
B y (3.8.4.3), (3.8.4.4) and (3.8.4.5), the posterior d i s t r ibu t ion o f E y can be proved 
to be 
p ( E y ^ y ) ( x | s ^ ; i | , e x p - ^ t r E y ^ 5 ( i ) , S y > 0 . (3.8.5.1) 
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Similar to (3.8.2.9), 
p ( ^ y ) = p o v m _ , 
and thus 
p ( E y ^ | y ) oc | 5 ] p | - ( " — 2 " - 2 ) e x p ( — | t r E p 5 ^ ( i ) ) , Ey^ > 0. (3.8.5.2) 
By comparing (3.8.5.2) w i t h (3.8.3.1), i t is recognized as a Wishar t d is t r ibu t ion 
W (A-\N — m — 1), provided tha t N — 2m - 1 > 0. 
3.8.6 Pos te r io r d i s t r i b u t i o n of T g i ven S^* 
Since ^i, i | ^ i - i , i and ^ | £ “ 1，2 share the same parameters T and E^*, when we 
estimate these two parameters, the sample size is doubled. Therefore, using the 
same method as tha t for the parameters A, T follows an mm-dimensional normal 
d is t r ibut ion 
T ^ | E , . , £ i , £ 2 - A ^ m m [ r ^ , E , , 0 ( i J ^ ) " ' ] , (3.8.6.1) 
where / pT \ i，i 
pT 
^N-l,l 
H = • (3.8.6.2) 
pT l^,2 
T 
V i^V-l,2 / 
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3.8.7 D i s t r i b u t i o n o f 2 " ^ 
Similar to Section 3.8.5, we can wr i te down the posterior d is t r ibut ion of Yj~} 
E - ^ I y - W (R-\ 2N - m - 2) , (3.8.7.1) 
provided that N — m — 1 > 0, where R is an m x m mat r i x 
R = {H. - HfT)T (丑* — Hf^) , (3.8.7.2) 
/ 4 i \ 
pT 
^N,1 




t ^ = { H ^ H y ' H ^ H ^ . (3.8.7.4) 
3.8.8 Pos te r i o r d i s t r i b u t i o n of jj>Vj 
The values of pollutants % / s are correlated, so are the means jj^ Vi and fj^y^. We 
need some extra procedures to simulate the parameters fj.y. 's. We eliminate the 
correlation between them through the latent variable y^'s. Recalling (2.3), 
Vij = t^y. + Yi + Sij. 
Therefore, 
T { V , , - Y ^ = T f i y ^ + T 8 , , . (3.8.8.1) 
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Subtract ing (3.8.8.1) f rom (2.3) gives 
Vxj — Yi 一 T {Vi-ij - y^-i) = fiVj + £ij — TfiVj — ^ - i j 
(3.8.8.2) 
= ( / - T) fiv, + a,-, 
where Qy = £i j — T S i - i j 〜 N (0, Se*). Define 
% = v^ - K — T (y,_i,,- — y,_i) (3.8.8.3) 
and 
/^zj = ( I - T ) j u v , . (3.8.8.4) 
We rewri te the equation (3.6.8.2) as 
^ij 二 MZj + Cij, (3.8.8.5) 
i.e. 
Z , / ^ N [ f i z , , ^ e . ) - (3.8.8.6) 
For convenience, we choose noninformat ive pr ior 
p{f^z,.^e.) OC |[,*|—(學）. (3.8.8.7) 
Then, the posterior d is t r ibut ion of jjLy. given Zj,s and E^^ is 
[•% Z u ^2, Se* 〜 N h z , , 7 ^ 1 , (3.8.8.8) 
L iV —丄」 
where 
f Z l A 




A^, = ^ ^ E ^ - (3.8.8.10) 
i=2 
After imput ing fj^z” we can make use of (3.8.8.4) to compute fj^v,-
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3.9 Simulation of T by use of the M-H Algo-
rithm 
3.9.1 I n t r o d u c t i o n 
I f an eigenvalue of T approaches 1 tha t is an eigenvalue of ( / — T) approaches 
0, ( / — T) is nearly singular or singular. jjLy. 's may not be accurately simulated 
because the calculation of /iy^.'s in (3.8.8.4) involves ( / — T)~^. Moreover, i f any 
eigenvalue of T is larger than 1 or less than -1, £ij \ £ i - i j does not have a stat ionary 
d is t r ibut ion which violates our model assumption. Therefore, i f we can control 
the largest absolute value of eigenvalue of T to a l i t t le b i t less than 1, and larger 
than -1, the problem w i l l be solved. We may consider repeatedly s imulat ing T 
unt i l the absolute values of al l eigenvalues are less than a = 0.99. M - H a lgor i thm 
is used to simulate this restricted T . 
3.9.2 Procedures abou t eigenvalues 
Since T is not symmetric, we consider the eigenvalue of TT^ instead. We ident i fy 
the zth largest eigenvalue of T as \ (T) . As TT^ is a real symmetr ic mat r ix , al l 
eigenvalues of T are real. 
(mpc|A“T)|)2 = Ai ( 7 T ” . (3.9.2.1) 
We may use the acceptance-rejection method to accept only the T such tha t 
\ i ( ^ ) l < a by (3.9.2.1). However, this sampling method is found very inefficient. 
We need an efficient method to simulate an m x m mat r i x w i t h elements fol lowing 
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a mult ivar iate normal d is t r ibut ion w i t h 
Xi{T)\ < a. (3.9.2.2) 
A necessary condit ion for (3.9.2.2) is 
m 
[ 7 ¾ < a\ for al l i. (3.9.2.3) 
i=i 
I t is because by Horn's(1953) theorem, we have 
m 
max V 7¾ = max ( T T ^ ) < max Ai ( T T ^ ) < a \ (3.9.2.4) 
i ^^ J i V ) ii X V ) 
J=^ 
3.9.3 P r o c e d u r e t o s i m u l a t e T 
Equat ion (3.9.2.3) shows only a restr ict ion for ( T a , . . . ,TU)，which implies that 
- a < Tij < a. (3.9.3.1) 
By rat io-of-uniform method (Gi lk, 1996), we simulate candidate T ma t r i x w i t h 
the following procedure. 
Step 1 Repeat ( la ) and ( l b ) for i = 1 , . . . , m 
( la ) Simulate 7¾ ^ ^ U {—a, a). 
m 
(lb) Accept {Tiu . . . , Tim) if E Tfj < 1. Otherwise, return to step (la). 
i=i 
Step 2 Accept T i f Ai ( T T ^ ) < o^ = 0.98; otherwise, return to step 1. 
We repeat the process unt i l T meets the condit ion. 
Our problem is to simulate T f rom its posterior d is t r ibut ion in (3.8.6.1) 
7T ( T ) 〜 N m m [ f ^ , Se* 0 ( i 7 ^ ) " ' | , 
w i t h the constraint |A^ (T) | < a. By M - H Algor i thm, our procedure is as follows: 
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1. Star t f rom T(。）for i = 0 where r(。）is the i n i t i a l value of T wh ich is 
generated in Section 3.6. 
2. Generate T by the above procedure and u f r om a un i f o rm d i s t r i bu t i on 
t/(0,1). 
3. Accept T as T ( ^ ) w i t h p robab i l i t y 
• 、 T ) 二 m m ( ^ ， l ) 
= = m i n | e x p - • (T* t f E；/ 0 ( ^ ¾ ) (7； — t ) 
+臺(7?) - t f E - ^ 0 {H^H) ( j f ) - t ) ] ， l } , 
where 
/ T i ? \ / f i i \ 
nn(i) rfi 
J-21 J-2l 
/ T i ? … 7 f 、 ： ; 
T ^ : '•• ... ； ， T f 、 = T^ andf；= tni . 
VT4?…T!:)J T« fu 
• • 
• • 
V m^2 / \ Tm2 ) 
T h a t means i f u < a {T^\T), we accept T and set T ( ^ i ) : T. Otherwise, 
we reject i t and set T ( # i ) 二 T ( l 
To simulate the required T, we repeat Step 2 to Step 3 for r = 16 t imes. T h a t 
means, we choose T(i6) as our s imulated T. 
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3.10 Distribution of V^/s given all other values 
We simulate the V^/s condit ional on V^_ i j , V i + i j , Yi and Yi+i. Therefore, we 
need to find the condit ional d is t r ibut ion from day 1 to day N. 
For Day 1 
Vi^j \ Vi^j- follows a mult ivar iate normal d is t r ibut ion w i t h mean ^D and vari-
ance T>D. 
ViAVi,j- cc f { V M ) f { V , , l V , , , Y u Y 2 ) 
f 1 _ T 
^ e x p | - - [Vij - /iy, — yi) S7i (V"ij - fiv] — Yi) 
+ {V2j - fiV3 - Y2 - T (¼,,—柳]-Y,)f 
4:1 (½,,- - /iv, - 72 - T {V,j — fiVj - 7 i ) ) ] } 
0^  exp|-^ [{Vij — fiof ^ 1 {Vi,j - M ] I , 
where 
巧 1 - 4 - 1 + TTYrjT 
and 
阳=^D {^7' {f^V, + Y,) + T^E-/ [V2, - fiv, - ¥2 + T {fly^ + n ) ) } • 
For Day 2 to Day N - 1 
Vij I V i j - follows a multivariate normal distribution with mean jj^ E and vari-
ance TiE' Note that S ^ is the same from Day 2 to Day N — 1. 
^ I K . - oc /(1)|乂卜1，力7”7卜1)/(1/叫).|〜’7糾，均 
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f 1 “ T 
oc e x p | - - {Vij - jj^Vj - Yi - T [Vi-ij - Mv,- - ^ i - i ) ) 
Se—*1 {y^,J — MV, - y^ — T {V,-l,j — flV, — Yi-l)) 
+ (y,+i,, - /iv, - F.+1 — T (y,,, - fiv^ — Y i ) f 
K' {Vi+i,j - ^v, - y^+l - T {Vi, - fiv^ — y.))]} 
oc exp | - ^ [{Vij — fisf ^E^ {Vi,j - fJ^s)] I， 
where 
巧 1 二 R : i + T^^7'T 
and 
i^E = ^E 1¾^ [fJ^Vj + Yi + T (^i-l,j — jJiVj - ^i-l) 
+ T ^ ^ ： } [y.+i,, - My, - K+i + T {fivj + Y i ) ] } . 
Day N 
Viv,j I VN,j- follows a multivariate normal distribution with mean fj^ p and vari-
ance T^p. 
^N,j\ VN,j- oc exp 卜 臺 （ ¾ - {f^V, + YN + T [VN-1,J — Mv,- — > A r - l ) ) ) ^ 
&-*i {yN, — (it/y, + YN + T (F;v-i,, - A^y, - F;v-i)))} 
Therefore, 
^F 二 ^e* 
and 
f^F = fJ^Vj + YN + T [VN-l,j - |JiVj — YN-l). 
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3.11 Simulation procedure of K / s 
I f there are missing values V^/s, we need to impute them using the procedure 
below. No mat ter how many missing values there are in the vectors V^/s, we 
impute them one by one. Suppose Vijyj is missing, we impute V^^ using the 
condit ional d is t r ibut ion of Vi j^ f rom V^| y ^ _ i j _ . The procedures finish after we 
impute al l missing Vij f rom day 1 to N. 
I f Vijw is nonmissing, we st i l l need to impute i t since the or ig inal value of 
Xi jw has t runcat ion problem that al l record of X i j ^ s are integer. For example, 
i f the observed Xij^ is g, the t rue value of Xij^ should lie in the range [g, g + 1). 
We simulate them using the same condit ional d is t r ibut ion but the range of the 
simulated value of Vi j^ should be [ logp, log(^ + 1)) by (2.1). To a t ta in this, we 
need to t runcate the dist r ibut ion. Let fji be the mean and cr^  be the variance. 
The density funct ion is 
K « ； � N {fI, 0"2)， log ⑷ < y . .^ < log {g + 1) . (3.11.1) 
By inverse transformation, we have 
$ (^ij^-^) _ ^ fMMzii) 
y = V ^ ) V ^ ) (0 1 1 cy\ 
一 $ ( l o g ( ^ - ” — ^ (log(d-”， [6.il.Z) 
where u 〜U (0,1) and $ is the standard normal d is t r ibut ion funct ion. 
y , . 二 / . + . ¢ - ( [ ^ ( i o g ( " ) i ) + , L ( i o g ( ” i ) i ) — ^  Z b g ^ x i i i 
lL V ^ y L V ^ J V ^ / j j j 
(3.11.3) 
I f bo th g and g + 1 are not too far away f rom //, we can simulate Vij^ d irect ly 
by (3.11.3). Otherwise, there may be computat ional problem because of the 
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round-off error in computer. To solve i t , we use the procedure below. 
1. Compute $ ( M £ ^ ) . 
2. I f g 二 0, 
• set Q 二 ^  ( i og ( , i ) i ) . 
• I f Q < 0.0001, set Vij^ 二 0. 
Otherwise, Vij^ = 厂 + a x $ _ i {Q). 
Else 
• Compute $ ( M ^ ) 
• Set Q = u X { $ ( i ^ ^ ^ ) + u [$ ( 1 0气1 ) - " ) — $ ( M | H ^ ) ] } 
- I f 0.0001 < Q < 0.9999, V,j^ = log (g) + u x [log {g + 1) - log {g)] 
Else, Vijy, = ^ + ¢7 X $ - 1 {Q) 
For the completely missing variable Vi^ 2,1, we should assign at least a value to 
this variable. Otherwise, no informat ion is provided to fj^y^. We assign X1^2,1 = 10 
which is the integer part of the in i t ia l value exp (K,2， i ) 二 10.57. We treat i t as a 
nonmissing value in this thesis. 
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Chapter 4 
Data Analysis of the pollution 
data 
4.1 Convergence of the process 
Af te r in i t ia l iz ing the variables and parameters, we fol low the i m p u t a t i o n proce-
dures in Section 3.4. We have performed 25,000 i terat ions and recorded 10 sets 
of complete data which are impu ted in every 2,500th i terat ion. Also, we record 
al l the imputed parameters values in each i terat ion. Therefore, we can est imate 
the posterior mean and posterior variance of al l the parameters. Before doing 
this, we present the plots of the impu ted parameter values. Since there are many, 
to ta l l y 60, parameters i n the model, we only show some plots of the parameters 
in al l the 25,000 i terat ions. 
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Figure 4.1.1: Plot of {fiVi)i 
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Figure 4.1.6: P lo t of (Sy)34 
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From Figure 4.1.1-4.1.8, there are larger var iat ion dur ing the i terat ion in Fig-
ure 4.1.2 than the others. Also, we observe significant serial correlat ion of indicat-
ing slow convergence rate. The reason is tha t there are too many missing values 
in {fJ^ V2)1 where the corresponding observable variable is missing. The other seven 
plots show that the parameters converge in the very beginning since our in i t ia l 
estimate is accurate. The eight plots show no apparent evidence of the existence 
of a burn- in period. The plots for other parameters are similar to Figures 4.1.1, 
4.1.3 to 4.1.8. For simplicity, we follow Geyers (1992)'s idea to t reat the first 2%, 
that is 500, as our burn- in per iod and we analyze the remaining data. 
4.2 Data analysis 
Since these samples are correlated, we estimate the posterior mean and standard 
deviat ion of a parameter 6 using the fol lowing equation. 
1 25000 
_ 丨 叫 = 涵 . 5 & (4-2.1) 
2=5U1 
where 6i is the imputed 0 value in the zth i terat ion. 
yVar(6>| Data) = Sample standard deviat ion of {6'ioor)^=6 250 (4.2.2) 
Also, we find the standard error of the posterior mean estimate by method 
of batch mean. We divide the remaining data into 10 groups which was sug-
gested by Lavenberg (1983) w i th the group size equals 2450. The zth batch mean 
{i = 1 , . . . , 10) is 
1 500+2450i 
^^ = ^ E 氏. (4.2.3) 
i=501+2450(i-l) 
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The grand mean is 
1 10 
" = 5 ¾ (4.2.4) 
iu j=l 
/s 
which is the same as E {6 \ Data) in (4.2.1). The sample standard error of the 
posterior mean estimate is 
10 2 
9 E (Aj 一 A) 
SE (A.) = ^ ^ ^ — — . （4.2.5) 
The results are given as follows. 
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The estimated posterior mean, posterior standard deviat ion(shown in paren-
theses) and standard error of the posterior mean estimate (shown in [ ]) of A 
are 
0.6016 -0 .0374* 0.0634* -0 .0677* 
(0.1744) (0.3943) (0.2640) (0.2523) 
[0.00618] [0.00914] [0.00627] [0.00611] 
-0 .0640* 0.4121* 0.0574* 0.1807* 
(0.2395) (0.2559) (0.2672) (0.1892) 
[0.00951] [0.00 5 4 4 ] [0.008 7 8 ] [0.00648] 
. (4.2.6) 
-0 .0672* 0.0941* 0.5167 -0 .1190* 
(0.1980) (0.3576) (0.2051) (0.2220) 
[0.00424] [0.01284] [0.00604] [0.00695] 
-0.0544* 0.1891* -0 .0861* 0.6552 
(0.1887) (0.2974) (0.2133) (0.1938) 
[0.00599j [0.00987] [0.00602] [0.00643] 
*: Est imated posterior mean is w i th in two times of the posterior standard devi-
ation. 
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The estimated posterior mean, posterior standard deviat ion(shown in paren-
theses) and standard error of the posterior mean estimate (shown in [ ]) of E y 
are 
0.2248* 0.0662* 0.0834* 0.0549* 
(0.1272) (0.0625) (0.1024) (0.0421) 
[0.00254] [0.00177] [0.00306] [0.00080] 
0.0825* 0.1255* 0.0442* 
(0.0529) (0.0813) (0.0278) 





0 . 0 5 0 r 
(0.0241) 
[0.00107] 
*: Est imated posterior mean is w i th in two times of the posterior standard devi-
ation. 
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The estimated posterior mean, posterior standard deviat ion(shown in paren-
theses) and standard error of the posterior mean estimate (shown in [ ]) of T 
are 
0.0776* 0.0269* 0.0006* 0.0307* 
(0.3168) (0.2936) (0.2936) (0.2945) 
[0.00931] [0.00946] [0.00712] [0.00741] 
-0 .0005* 0.2435* -0 .0529* -0 .0430* 
(0.3444) (0.2877) (0.2942) (0.2864) 
[0.00823] [0.00469] [0.00807] 0.00967] 
. (4.2.8) 
-0 .0230* 0.0420* 0.0925* 0.0079* 
(0.3143) (0.2825) (0.3240) (0.2639) 
[0.00511] [0.00659] [0.00510] [0.00711] 
-0.0060* -0 .0074* -0 .0053* 0.1604* 
(0.3237) (0.3175) (0.3479) (0.2874) 
[0.00824] [0.00940] [0.00807j [0.00455] 
*: Est imated posterior mean is w i t h in two times of the posterior standard devi-
ation. 
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The estimated posterior mean, posterior standard deviat ion(shown in paren-
theses) and standard error of the posterior mean estimate (shown in [ j) of Se* 
are 
0.1713* 0.0482* 0.0737* 0.0281* 
(0.1179) (0.0509) (0.0791) (0.0390) 
[0.00267] [0.00091] [0.00153] [0.00081] 
0.0890 0.1134 0.0318* 
(0.0363) (0.0533) (0.0284) 









*: Est imated posterior mean is w i th in two times of the posterior standard devi-
ation. 
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The estimated posterior mean, posterior standard deviat ion(shown in paren-
theses) and standard error of the posterior mean estimate (shown in [ ]) of /iv] 
and (jLy^  are 
f^Vi 
/2.2085 (0.0350) [0.00151]X 
4.3631 (0.0348) [0.00100] 
, (4.2.10) 
3.0892 (0.0463) [0.00934] 
V3.6857 (0.0383) [0.00190] / 
and 
^V2 
/2 .1767 (0.6177) [0.17683]X 
4.4212 (0.0283) [0.00099] 
. (4.2.11) 
3.1752 (0.0396) [0.00092] 
V3.7619 (0.0380) [0.00173]/ 
From (4.2.6) to (4.2.11), nearly al l standard errors of the posterior means are 
quite small indicat ing tha t the loss due to impu ta t ion is small. Our estimates 
of the posterior means are good and the number of i terat ions proposed is large 
enough. The largest one is for (yt^vOi as expected because we have only 1 out of 
1035 nonmissing value. 
I n (4.2.6)，only An ,A33 and A44 of A are signif icantly different f rom zero at 
5 % level. For simplicity, we consider A to be a diagonal mat r ix , and estimates 
the diagonal elements ^ u , A22, ^33 and A44 using simple linear regression. The 
estimates f rom our ten imputed data sets are l isted in Table 4.2.3. 
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Table 4.2.3: The parameters estimates and thei r s tandard error(shown in 
parentheses) of A n , ^22, ^33 and ^44. 
I te ra t ion A n A22 ^33 A44 
_ 2500 0.3358(0.0293) 0.5328(0.0264) 0.5591(0.0258) 0.6683(0.0231) 
5000 0.6335(0.0241) 0.7309(0.0212) 0.4222(0.0282) 0.7007(0.0222) 
7500 0.7247(0.0214) 0.6481(0.0237) 0.5354(0.0263) 0.6986(0.0223) 
10000 0.6084(0.0247) 0.3566(0.0291) 0.6926(0.0224) 0.7537(0.0204) 
12500 0.5673(0.0256) 0.4602(0.0276) 0.5623(0.0257) 0.8654(0.0156) 
15000 0.4435(0.0279) 0.4475(0.0278) 0.5646(0.0257) 0.8014(0.0186) 
17500 0.6157(0.0245) 0.1522(0.0308) 0.6143(0.0245) 0.8350(0.0171) 
20000 0.5489(0.0260) 0.7214(0.0216) 0.5452(0.0261) 0.7590(0.0202) 
22500 0.5358(0.0263) 0.4537(0.0277) 0.5834(0.0253) 0.7814(0.0194) 
25000 0.5145(0.0267) 0.2119(0.0304) 0.6656(0.0232) 0.8243(0.0176) 
We estimate the posterior mean by calculat ing the mean of the parameters, 
as 
E (^ | Data) = E [E{e\ impu ted D a t a ) | D a t a ] . (4.2.12) 
Rubin(1987) suggested tha t the posterior variance of the parameter are est imated 
using the fol lowing equal i ty 
Var(6>|Data) = Var {9\ imputed data) 
(4.2.13) 
+ (^ + 1^) ^ ( 0 | i m p u t e d d a t a )， 
where S l stands for the sample variance of variable x. The posterior mean es-
t imates of the parameter A and their posterior standard deviat ion (shown in 
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parentheses) are as follows. 
/0.5528(0.1106) 0 0 0 \ 
0.4715(0.1985) 0 0 
(4.2.14) 
_ 0.5745(0.0787) 0 
V 0.7688(0.0679) / 
From (4.2.10) and (4.2.11), the difference between the posterior mean of fiy^ and 
j2v2 is quite small and we want to test i f fiVi and J^iy^  have no difference. We use 
the simulated data for the 10 sets of imputed values f rom every 2,500th i terat ion 
as independent samples. 
Table 4.2.4 The values of 州 and jjLy^  in ten imputed data sets 
I terat ion ( / / y J i (MV1)2 (/^vJ3 OM)4 (f^V2)1 ( " w ) 2 (f^V2)3 (MV2)4 
2500 2.1691 4.3742 3.074 3.7221 1.791 4.4167 3.1419 3.7803 
5000 2.22 4.3662 3.0965 3.6964 1.5607 4.4144 3.1532 3.7673 
7500 2.1986 4.3553 3.062 3.7039 2.443 4.4574 3.1738 3.8152 
10000 2.1737 4.2893 3.1236 3.6479 2.3034 4.3975 3.2085 3.7315 
12500 2.2006 4.3921 3.0966 3.7081 1.6615 4.4371 3.1834 3.7922 
15000 2.186 4.3287 3.111 3.5881 1.5404 4.4447 3.2717 3.7994 
17500 2.2252 4.3573 3.1062 3.7286 2.1551 4.4292 3.1508 3.7807 
20000 2.2217 4.3669 3.107 3.7018 3.0248 4.4369 3.1806 3.7563 
22500 2.2078 4.3123 3.0481 3.6557 3.0453 4.3844 3.1494 3.7569 
25000 2.1657 4.2944 3.108 3.6457 2.5668 4.3838 3.2059 3.7059 
Since fj.v, and / / ^ are correlated, we calculate the paired difference for each 
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pol lu tant by 
Di] = —)rQf^V2~h] (4-2.15) 
where (/iy^).^. is the zth component of fiy^ f rom the j t h imputed data set. The 
sample mean of the difference is 
- 1 10 
A = ^ E A , - (4.2.16) 
iu j=l 
The sample variance of difference is 
1 10 _ 2 
^ - 0 E ( A , - A ) (4.2.17) 
i=i 
The results are as follows: 





The sample mean of the difference when i = 1 or 4 is w i t h i n two times of the 
sample standard deviat ion of difference. Tha t means, (yL^yJ. and ( / i yJ . are not 
significantly different at 5 % level when i = 1 or 4. However, to be convenient, 
we keep the characteristic that they may have different mean in our model. 
From (4.2.8), the rat io of the estimated posterior mean and posterior standard 
62 
deviat ion is calculated as shown in (4.2.19). 
— • 
0.2449 0.0916 0.0020 0.1042 
-0 .0015 0.8464 -0 .1798 0.1501 
(4.2.19) 
— 0.0732 0.1487 0.2855 0.0299 
0.0185 -0 .0233 -0 .0152 0.5581 
I n (4.2.19), we observe tha t the rat io of diagonal elements of T is compara-
t ively larger than the off-diagonal elements. Therefore, same as A, we remove 
the off-diagonal elements of T f rom our model. We then reestimate the posterior 
mean and standard deviat ion f rom the 10 imputed data sets. 
Table 4.2.5 The parameter estimate and the standard error of the posterior 
mean estimate (shown in parentheses) of / i^ i 
I terat ion Tu T22 T33 T44 
2500 0.7075(0.0155) 0.1452(0.0218) 0.3673(0.0212) 0.3518(0.0205) 
5000 -0.0117(0.0220) 0.5398(0.0185) 0.5420(0.0185) 0.5772(0.0179) 
7500 0.4041(0.0201) 0.4038(0.0201) 0.2008(0.0216) 0.5481(0.0184) 
10000 0.6118(0.0174) 0.6633(0.0165) 0.1182(0.0219) 0.4104(0.0201) 
12500 0.4317(0.0199) 0.5864(0.0178) 0.5126(0.0189) 0.7462(0.0146) 
15000 0.5116(0.0189) 0.5755(0.0180) 0.3771(0.0204) 0.4795(0.0193) 
17500 0.4370(0.0198) 0.7302(0.0151) 0.4039(0.0201) 0.3607(0.0205) 
20000 0.4665(0.0194) 0.3630(0.0205) 0.3144(0.0209) 0.4857(0.0192) 
22500 0.3288(0.0207) 0.6648(0.0164) 0.1544(0.0217) 0.5661(0.0181) 
25000 0.3439(0.0207) 0.6962(0.0158) 0.3368(0.0207) 0.3033(0.0210) 
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The reestimated T has posterior mean and standard deviat ion (shown in 
parentheses), 
/0.4231(0.1929) 0 0 0 \ 




A l l diagonal elements of the estimated posterior mean of T are greater than 
two times the corresponding posterior standard deviation. We conclude tha t they 
are signif icantly different f rom zero. This is our final model which has VAR(1 ) 
process in bo th Yi and Sij. The regression coefficients of parameters A and T 
have been modif ied f rom 4 x 4 fu l l ma t r i x to the diagonal mat r ix . Some of the 
( / /yJ^s have been proved to be different f rom /iv^- I t provides support to our 
in i t ia l suggestion to allow different mean in each distr ict . Below, we plot some 
graphs of the imputed data sets in the 12500 i terat ion. The circle signs locate 
the missing values in Figure 4.2.1-4.2.4. 
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By comparing Figures 4.2.3-4.2.4’ the patterns in Taipo and Shat in are nearly 
the same except tha t there are some extreme points. For Figures 4.2.1-4.2.2, the 
simulated values of the missing variable SO2 have the same st ructure in Taipo 
comparing w i t h in Shatin. I n Figure 4.2.6, the exp ( ¾ ) shows the same st ructure 
as the X i i and Xi2 in Figures 4.2.2 and 4.2.4. T h a t means the latent variables as 




I t is common that we observe more than one mul t ip le t ime series of same di-
mension. For example, we may have measurements of same variables in different 
regions, schools, hospitals or po l lu t ion moni tor ing stations. This k ind of data has 
features tha t (1) the roles of different t ime series are highly symmetr ic, and (2) 
the observations are similar among different t ime series. To model th is structure, 
we assume that there is a latent t ime series such tha t al l observed t ime series are 
indirect observation of the latent one. I n this thesis, we fur ther allow tha t the 
t ime series are suffering f rom different k ind of incompleteness. Chemical pol lu-
t ion data in Shatin and Taipo are used to demonstrate the proposed model and 
imputa t ion approach for data analysis. 
To model the data sets in different districts, we construct a latent variable 
to explain the common characteristics of the pol lu tant data as well as the data 
dependence. Each distr ict is allowed to have its own mean level. We have made 
some assumptions in the model. For example, the latent variables and noise are 
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the VAR(1) t ime series. Since the plots of the po l lu tant values show simi lar 
pat tern in bo th distr icts, we assume tha t the noises have the same parameters in 
their distr ibut ions. To ensure tha t the noise has stat ionary d is t r ibut ion, we set 
al l eigenvalues of the regression coefficient ma t r i x of noises, T, to be less than 
0.99 and greater than -0.99. Di f f icu l ty is encountered when sampling parameters 
w i t h this restr ict ion and we solve i t using M - H algor i thm. Th is constraint also 
resolves a computat ional problem in the simulat ion of the parameters of mean, 
/iy^.'s. Another di f f icul ty is created by the fact tha t our po l lu tant values cannot be 
negative. Therefore, we consider the logar i thmic value instead. However, some 
zero measurements cannot fit in to the transformation. Apa r t f rom that , the data 
collected are integer which clearly suffer f rom certain cut-off error. Therefore, 
we simulate the unobserved t rue values by using inverse transformat ion. We 
have not performed any diagnostic checking such as comparing the simulated 
and the observed one for bo th distr icts Shatin and Taipo. I t is because the 
complicated relations among variables and the missing data problem make such 
checking dif f icult to be bui l t on a solid ground. 
Though the real data example involves four pol lutants each in two distr icts, 
our model can easily be extended to any number of pol lutants and distr icts. Also, 
any type of missing data is allowed even when there are missing variables. We 
may use more pol lutants and distr icts to improve convergence t ime and accuracy. 
However, i f the number of missing values increases, convergence t ime w i l l increase 
and accuracy w i l l decrease. I n order to achieve fast convergence, we may consider 
to collect pr ior in format ion of the pol lutants f rom EPD. 
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One may discover tha t our model is quite complicated since there are too 
many parameters; so, we have performed model selection. The s imulat ion results 
provide in format ion tha t for the VAR(1) model of the latent variable and noise, 
only the diagonal elements of the regression coefficient matrices, A and T, are 
signif icantly different f rom zero. Tha t means we can assume tha t a po l lu tant is 
related to the same pol lu tant one day before but not the other pol lutants included 
in our imputa t ion procedure. Then, the number of the parameters decreases up 
to 40.0%. Though some means of the pol lutants are not signif icantly different in 
Shatin and Taipo, we retain the characteristic tha t there may be a different mean 
in different distr icts because of convenience. 
We have mentioned tha t we can use data f rom more distr icts to improve 
accuracy. However, we should check i f the patterns of the po l lu tant data are 
similar in different distr icts to prevent the v io lat ion of the model assumption. 
Furthermore, we can perform the similar analysis and estimate the parameters 
of the latent variable in different places. W i t h in format ion of the latent variables 
in the world, we may analyze the relationship between them in order to create a 
global model. Then, we can impute the missing values using al l available data al l 
over the world. Moreover, even if we do not have measurements of some pol lutants 
in a country, we can perform analysis w i t h tha t pol lutants by imputa t ion through 
our model. 
Lastly, we suggest E P D to provide complete data set for researchers who 
want to perform data analysis w i t h pol lutants. However, we remind the users 
of the imputed data that they should analyze more imputed data sets because 
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