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Abstrak 
 
Prakiraan tingkat pemasaran yang tepat dapat dijadikan rujukan untuk menentukan 
keberlangsungan usaha dan tingkat keuntungan yang ingin dicapai. Penelitian ini untuk 
mengembangkan model prediksi rentet waktu dalam memprediksi penjualan barang 
elektronik yang dalam hal ini adalah alat cetak yaitu printer. Pada penelitian ini digunakan 
metode Neural Network untuk memprediksi pemasaran printer Canon yang kemudian 
dibandingkan dengan metode K-Nearest Neighbor. Data yang digunakan adalah data rentet 
waktu penjualan dari bulan Januari 2012 sampai Desember 2014 sebanyak 1096 record 
dengan 2 variabel yaitu tanggal dan jumlah barang yang terjual. Algoritma akan 
diimplementasikan dengan menggunakan RapidMiner. Dalam perkembangan penelitian, 
data rentet waktu merupakan objek penelitian dari data mining karena banyak berhubungan 
dengan berbagai bidang salah satunya pada pemasaran printer Canon. Dari hasil penelitian 
ini algoritma K-NN lebih baik dari Neural Network dengan hasil Root Mean Squered Error 
(RMSE) untuk NN adalah 92.118 dan K-NN adalah 94.236. 
Kata Kunci : Prediksi, Rentet Waktu, Neural Network, K-Nearest Neighbor 
 
I. PENDAHULUAN 
1.1 Latar Belakang 
Penjualan merupakan sebuah proses 
dimana kebutuhan pembeli dan penjual 
dipenuhi, melalui pertukaran informasi dan 
kepentingan. Jadi konsep penjualan adalah 
cara untuk mempengaruhi konsumen untuk 
membeli produk yang ditawarkan [1]. 
Menurut Swasta dan Irawan, di dalam 
penjualan dipengaruhi oleh beberapa hal 
diantaranya kondisi dan kemampuan 
penjual (tingkat produksi), jenis dan 
karakteristik barang yang ditawarkan, serta 
frekuensi pembelian [2]. 
Penjualan merupakan salah satu tolak ukur 
keberhasilan dalam suatu usaha 
perdagangan. Banyak faktor yang 
mempengaruhi tinggi rendahnya tingkat 
penjualan diantaranya produk itu sendiri, 
harga, distribusi, promosi, dan layanan 
purna jual. Prakiraan tingkat penjualan yang 
tepat dapat dijadikan rujukan guna 
menentukan keberlangsungan usaha dan 
tingkat keuntungan yang ingin dicapai [3]. 
Dalam perkembangan penelitian, data 
rentet waktu merupakan objek penelitian 
dari data mining karena banyak 
berhubungan dengan banyak bidang seperti 
keuangan, kesehatan, kimia, biologi, 
asrtronomi, robotik, jaringan komputer dan 
industri. Keunikan dari data rentet waktu 
sendiri karena jumlah data yang besar atau 
keragaman datanya berurut dan tidak 
terstruktur [4]. 
Dalam penelitian ini penjualan barang 
elektronik yang ingin diprediksi adalah 
penjualan printer Canon, karena kebutuhan 
konsumen terhadap printer saat ini sudah 
semakin luas mulai dari pelajar, mahasiswa, 
dosen, instansi pemerintah, usaha 
percetakan, perusahaan kecil sampai 
perusahaan besar sangat memerlukan 
printer untuk mencetak berkas-berkas atau 
arsip yang mereka perlukan. 
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Perangkat keras tambahan ini telah 
memberikan manfaat cukup besar bagi 
aktivitas manusia modern. Kita tentu tahu 
bahwa perkembangan teknologi semakin 
pesat. dan dalam perkembangan tersebut 
tidak lepas dari aktivitas mencetak berkas 
untuk keperluan tertentu, semisal dokumen 
kantor dan lain-lain. Disitulah perangkat 
printer digunakan untuk memudahkan 
pekerjaan manusia. 
Perangkat mesin ketik yang sejak ratusan 
tahun lalu hadir telah tersisih karena 
kecanggihan perangkat printer yang 
memiliki fungsi sebagaimana manusia-
manusia dunia saat ini inginkan, adalah 
mencetak suatu dokumen untuk 
kepentingan pribadi maupun banyak orang, 
mulai dari teks, gambar, serta gabungan 
teks dan gambar. 
Penelitian ini sangat diperlukan bagi 
perusahaan-perusahaan yang mensuplai dan 
mendistribusikan printer Canon ke seluruh 
wilayah di Indonesia, sehingga mereka bisa 
memprediksi kapan harus menyiapkan 
persediaan stok yang lebih banyak agar 
permintaan konsumen dapat selalu 
terpenuhi. Disisi lain perusahaan juga 
sangat memerlukan dalam mengambil 
keputusan dan menentukan strategi 
pemasaran yang tepat untuk lebih 
meningkatkan penjualan terhadap 
kebutuhan printer. 
Salah satu penelitian dari Daniel Hartono 
dan Romi Satrio Wahono [5] meneliti 
dengan menggunakan metode neural 
network untuk prediksi penjualan minuman 
kesehatan. Setelah dijalankan ditemukan 
bahwa hasil dengan nilai RMSE (Root 
Mean Square Error) = 0.152. 
Nanik Susanti [6] melakukan penelitian 
dengan metode neural network 
backpropagation untuk memprediksi harga 
ayam dipasaran. Data yang digunakan 
adalah data rentet waktu dari bulan Agustus 
2010 - bulan Mei 2013, sebanyak 1015. 
Hasil dari penelitian tersebut didapatkan 
nilai RMSE sebesar 0.0113. 
Pada penelitian ini akan diterapkan 
model Neural Network untuk memprediksi 
penjualan barang elektronik, dimana model 
Neural Network telah menjadi objek 
penelitian yang menarik dan banyak 
digunakan untuk menyelesaikan masalah 
pada beberapa bidang kehidupan, salah satu 
diantaranya adalah untuk analisis data time 
series pada masalah Forecasting [6]. 
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang di atas maka 
bagaimana menentukan model prediksi 
rentet waktu berbasis Neural Network dan 
K-Nearest Neighbor yang akurat untuk 
memprediksi pemesaran printer Canon. 
 
1.3 Tujuan Penelitian 
Tujuan dari penelitian ini adalah untuk 
mengembangkan model prediksi rentet 
waktu Neural Network dan K-Nearest 
Neighbor dalam memprediksi pemasaran 
printer Canon yang akurat. 
 
1.4 Manfaat Penelitian 
Penelitian ini dilakukan dengan harapan 
agar bisa memberikan manfaat tertentu baik 
bagi pribadi, serta bagi pihak lain yang 
membutuhkan. Adapun manfaat dari 
penelitian ini adalah sebagai berikut : 
• Manfaat Praktis 
Manfaat praktis dari penelitian ini 
diharapkan dapat digunakan oleh 
pengusaha untuk menerapkan metode 
rentet waktu dengan algoritma Neural 
Network untuk memprediksi pemasaran 
printer Canon. 
• Manfaat Akademis 
Hasil penelitian ini diharapkan dapat 
memberikan sumbangsih ilmu pengetahuan 
bagi pengembangan teori dan metode yang 
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berkaitan dengan prediksi pemasaran printer 
Canon. 
• Manfaat bagi Kebijakan Institusi  
Sebagai bahan masukan dalam mengambil 
keputusan dan menentukan strategi 
pemasaran untuk lebih meningkatkan 
penjualan terhadap kebutuhan printer Canon 
II. METODOLOGI 
Metode penelitian yang dilakukan adalah 
metode penelitian eksperimen, dengan 
tahapan penelitian seperti berikut: 
2.1 Metode Pengumpulan data 
Penelitian ini mengunakan data 
penjualan printer Canon yang bersumber 
dari perusahaan Multi Prima yaitu salah 
satu dealer penjualan produk IT di 
Banjarmasin. Data yang dibutuhkan dalam 
penelitian ini adalah :  
Data Sekunder   
Data yang digunakan untuk keperluan 
penelitian ini adalah data laporan penjualan 
printer selama 3 tahun dari bulan Januari 
2012 sampai Desember 2014. 
Data Primer 
Data primer adalah data yang diperoleh 
dari penelitian Data primer yang digunakan 
merupakan data hasil komputasi masing-
masing algoritma prediksi. 
 
2.2 Metode Pengolahan Data Awal 
 Data yang didapatkan dari instasi 
terkait masih berupa data laporan, sehingga 
harus diolah terlebih dahulu. Data yang 
digunakan adalah data rentet waktu 
penjualan printer dari Januari 2012 sampai 
Desember 2014 sebanyak 1096 record 
dengan 2 variabel yaitu tanggal dan jumlah 
barang yang terjual. 
2.3 Metode Yang Diusulkan 
Ada beberapa algotrima yang dapat 
dipakai untuk memprediksi penjualan 
printer Canon namun belum diketahui 
algoritma manakah yang memiliki kinerja 
lebih akurat. Sehingga perlu masing-masing 
algoritma diuji untuk mengetahuinya. 
Metode yang diusulkan adalah metode 
perbandingan tingkat akurasi dari algoritma 
yang bisa digunakan untuk prediksi data 
rentet waktu. Algoritma yang telah diuji 
adalah metode NN, dari hasil yang telah di 
uji kemudian dibandingkan dengan metode 
KNN yang digunakan untuk memprediksi 
data penjualan printer Canon. Algoritma 
akan diimplementasikan dengan 
menggunakan RapidMiner 5.3 
 
2.4 Eksperimen dan Pengujian 
Model/Metode 
Algoritma yang telah dikembangkan 
dalam penelitian ini akan diterapkan pada 
data penjualan printer melalui suatu model 
simulasi. Data 2012-2003 akan 
dipergunakan sebagai data training dan data 
2014 akan digunakan sebagai data testing. 
Evaluasi dilakukan dengan mengamati hasil 
prediksi penjualan printer dari penerapan  
NN dan KNN. Pengukuran kinerja 
dilakukan dengan menghitung rata-rata 
error yang terjadi melalui besaran Root 
Mean Square Error (RMSE). Semakin kecil 
nilai dari masing-masing parameter kinerja 
ini menyatakan semakin dekat nilai prediksi 
dengan nilai sebenarnya. Dengan demikian 
dapat diketahui algoritma yang lebih akurat. 
Dalam menentukan arsitektur neural 
network yang tepat, agar menghasilkan root 
mean square error (RMSE) yang terkecil, 
diperlukan pengaturan (adjustment) untuk 
parameter-parameter neural network. 
Berikut ini adalah parameter-parameter 
yang membutuhkan pengaturan :  
 
1. Training cycle  
Training cycle adalah jumlah perulangan 
training yang perlu dilakukan untuk 
mendapatkan error yang terkecil. Nilai 
training cycle bervariasi mulai dari 1 
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sampai dengan tak terhingga. Dalam 
eksperimen ini dimasukkan nilai trainning 
cycle dari nilai 100 hingga 1000.  
 
2. Learning rate  
Learning rate adalah variabel yang 
digunakan oleh algoritma pembelajaran 
untuk menentukan bobot dari neuron. Nilai 
yang besar menyebabkan pembelajaran 
lebih cepat tetapi ada osilasi bobot, 
sedangkan nilai yang kecil menyebabkan 
pembelajaran lebih lambat. Nilai learning 
rate harus berupa angka positif kurang dari 
1. Learning rate yang dimasukkan untuk 
eksperimen ini dimulai dari 0,1 sampai 0,9.  
 
3. Momentum  
Momentum digunakan untuk 
meningkatkan convergence, mempercepat 
waktu pembelajaran dan mengurangi 
osilasi. Nilai momentum bervariasi dari 0 ke 
1. Proses untuk mendapatkan momentum 
pada eksperimen ini dimulai dari nilai 100 
hingga 900.  
 
 
4. Hidden layer  
Ada 2 ragam dalam pengaturan hidden 
layer, yaitu penentuan jumlah hidden layer 
dan penentuan size atau jumlah neuron dari 
hidden layer. Jumlah optimal dari hidden 
layer ditentukan dengan menghitung jumlah 
input dan output layer. Jumlah hidden layer 
tidak lebih dari 1 (satu) untuk prediksi 
penjualan ini. Sedangkan untuk jumlah 
neuron untuk eksperimen ini dimulai dari 1 
hingga 50, sampai nilai RMSE sekecil 
mungkin. 
 
2.5 Evaluasi dan Validasi Hasil 
Evaluasi dilakukan dengan menganalisis 
dan membandingkan hasil prediksi 
penjualan printer dari penerapan KNN. 
Pengukuran kinerja dilakukan dengan 
menghitung rata-rata error yang terjadi 
melalui besaran Root Mean Square Error 
(RMSE). Semakin kecil nilai dari masing-
masing parameter kinerja ini menyatakan 
semakin dekat nilai prediksi dengan nilai 
sebenarnya. 
III. HASIL DAN PEMBAHASAN 
 
3.1. Eksperimen dan Pengujian 
Model/Metod 
Data 2012-2013 akan dipergunakan 
sebagai data training dan validasi, data 2014 
akan digunakan sebagai data testing. 
Evaluasi dilakukan dengan mengamati hasil 
prediksi dibandingkan dengan data awal 
yang diolah.   
Pengukuran kinerja dilakukan dengan 
menghitung rata-rata error yang terjadi 
melalui besaran Root Mean Square Error 
(RMSE). Semakin kecil nilai RMSE 
menyatakan semakin dekat nilai prediksi 
dengan nilai sebenarnya. Dengan demikian 
dapat diketahui tingkat akurasi dari metode 
yang digunakan. 
 
3.2 Hasil Eksperimen 
 Hasil penelitian ini untuk 
membandingkan Root Mean Squered Error 
(RMSE) dari algoritma NN dan K-NN 
adalah sebagai berikut : 
 
Tabel 0.1 Nilai RMSE 
 
Algoritma Root Mean 
Squered Error 
(RMSE) 
Neural Network 92.118 
K-Nearest Neighbor 94.236 
 
3.3 Hasil Grafik 
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Grafik 0.1 Perbandingan RMSE Model 
Neural Network 
Grafik di atas merupakan hasil 
perbandingan prediksi dari proses dengan 
algoritma Neural Network. Hasil yang 
terbaik didapat pada percobaan dengan 
parameter sebagai berikut :  
a)    training cycles: 300  
b) learning rate: 0.1  
c) momentum: 0.1  
d) jumlah hidden layer: 1  
e) input training: 7 
 
 
Grafik 0.2 Perbandingan RMSE Model K-
NN 
 
Grafik berikut ini merupakan hasil prediksi 
dari proses dengan algoritma K-NN. 
 
Dapat disimpulkan hasil yang di peroleh 
dari algoritma Neural Network ternyata 
lebih baik dari pada K-NN. 
 
3.3 Implikasi Penelitian 
 Berdasarkan hasil penelitian dan 
pengukuran, penerapan algoritma Neural 
Network adalah algoritma yang 
memprediksi penjualan printer Canon 
dengan lebih akurat. Dengan demikian, 
adanya penerapan algoritma Neural 
Network mampu memberikan solusi yang 
lebih baik dibandingkan K-Nearest 
Neighbor bagi perusahaan selaku distributor 
maupun instansi terkait. 
IV.  KESIMPULAN 
Dari hasil penelitan dapat disimpulkan 
bahwa algoritma neural network adalah 
algoritma yang bisa digunakan untuk 
predisksi rentet waktu. Dari hasil penelitian, 
algoritma neural network dengan nilai 
RMSE sebesar 92.118 sedangkan K-NN 
sebesar 94.236. 
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