Universally achievable error exponents pertaining to certain families of channels (most notably, discrete memoryless channels (DMCs)), and various ensembles of random codes, are studied by combining the competitive minimax approach, proposed by Feder and Merhav, and Gallager's techniques for the analysis of error exponents. In particular, we derive a singleletter expression for a lower bound to the largest, universally achievable fraction ( of the optimum error exponent pertaining to the optimum ML decoding. To demonstrate the tightness of this lower bound, we show that ( = 1, for the binary symmetric channel (BSC), when the random coding distribution is uniform over: (i) all codes (of a given rate), and (ii) all linear codes, in agreement with well-known results. We also show that = 1 for the uniform ensemble of systematic linear codes, and for that of time-varying convolutional codes in the bit-error-rate sense. For the latter case, we also show how the corresponding universal decoder can be efficiently implemented using a slightly modified version of the Viterbi algorithm which employs two trellises.
I. INTRODUCTION
In many real-life situations, encountered in digital coded communication systems, channel variability and uncertainty prohibit the use of the optimum maximum likelihood (ML) decoder, and so, universal decoders, independent of the unknown channel parameters, are sought.
The topic of universal coding and decoding for unknown channels has received considerable attention in the last three decades. In [5] , Goppa offered the maximum mutual information (MMI) decoder, which decides in favor of the code vector with maximum empirical mutual information with the channel output. Goppa showed that for DMCs, MMI decoding achieves capacity. Csiszair and Korner [2] explored the universal decoding problem for DMCs with finite input and output alphabet. They showed that for a given DMC, there exists a code governed by a uniform random coding distribution over a type, such that when decoded by MMI decoder, the channel ML error exponent is asymptotically achievable. Ziv [10] explored the universal decoding problem for finite state channels with finite input and output alphabet, for which the next channel state is a deterministic (but unknown) function of the channel's current state and current inputs and outputs. For codes governed by a uniform random coding over a given type, he proved that a decoder based on Lempel-Ziv algorithm, asymptotically achieves the ML random coding error exponent. In [6] Ziv and Lapidoth proved that the latter decoder is universal for all finite-state channels. In [3] , Feder and Lapidoth found sufficient conditions for families of channels, that ensure the existence of universal decoders, such that the ML error exponent is asymptotically achievable.
Universal coding and decoding were explored also with regard to the generalized likelihood ratio test (GLRT). In this approach, each message is scored according to the maximum likelihood (over the parameter space) of the channel output given the message, and a decision is made in favor of the message that attains the highest maximum likelihood. Although provably optimum in certain asymptotic situations [9], [2, p. 165, Theorem 5.2], there are cases where the GLRT is strictly sub optimum [6, Sect. III, pp. 1754-1755], [4, Appendix] .
The competitive minimax criterion, first presented in [4] , is an attempt for a general methodological approach to the problem of universal decoding. The criterion is the minimum (over all decision rules) of the maximum (over all channels in the family) of the ratio between the error probability associated with a given channel and given decision rule, and the error probability of the ML decoder for that channel, raised to some power ( C [0,1] (cf. eq. (1) below). The largest power ( = (* such that the value of this minimax ratio does not grow exponentially with the block length, is the maximum universally achievable fraction of the ML error exponent.
The main contribution of this paper is in deriving a singleletter lower bound to (* for fairly general families of channels and ensembles of random codes. The tightness of this lower bound is demonstrated for the case of the BSC. For this model, we show that * = 1, when the random coding distribution is uniform over all codes and over all linear codes, in agreement with well-known results. We also show that C = 1 for the uniform ensemble of systematic linear codes, and for that of time-varying convolutional codes in the biterror-rate sense. Using the fact that in the case of the BSC, the minimax decoding metric degenerates to a simpler metric, we propose an efficient implementation based on a slightly modified version of the Viterbi algorithm.
The outline of the paper is as follows. In Section II, we provide a formal definition of the universal decoding problem and the notation that will be used throughout the paper. In Section III, the main results are stated and discussed. In Section IV, the proof outline of the main result will be drawn. probability when 0 is known, and ( is a number between 0 and 1. The parameter ( is interpreted as the fraction of the optimal error exponent to which the universal decoder error exponent is compared. In [4] , the following decision rule has been shown to be asymptotically optimal in the minimax sense for a given (:
with ties broken arbitrarily, where
and E* (0) stands for the asymptotic exponent associated with
PE (0)
A natural question that may arise, at this point, is with regard to the choice of the free parameter (. The main guideline proposed in [4] is to seek the maximum value (* of ( such that KN would still grow sub-exponentially with N.
In the random coding regime, the error probabilities at the numerator and the denominator of (1) are replaced by the corresponding average error probabilities, i.e., (5) and the decoder presented in (2) is used, with Er* (0) standing for the asymptotic exponent associated with PE (0)
The purpose of this paper is to translate the abovementioned guideline for the choice of ( into a concrete singleletter formula, for the random coding regime.
To conclude this section, we introduce some more notation that will be used hereafter. The number of occurrences of a letter a C X in a vector x will be denoted by Nx (a). Px = {Px(a) = Nx(a) /N, a C X} will denote the empirical distribution of x, Tx {x' PxR = Px} will stand for the type class of x, and Hx(X) Z-EaCX Px (a) In Px (a) will be used to denote the entropy of a random variable (RV) X, with distribution derived from Rx.
The number of occurrences of a letter-pair (a, b) C X x Y in the vector-pair x, y will be denoted by Nx,y(a b), PX,y= {Px,y (a, b) =Nxy(aX b)/N, (a, b) C X x y} will denote the joint empirical distribution of x, y, = {x, y: Px,y = Px,y will stand for the joint type class of x,y, and HX,y(X, Y) Za,beXxY Px,y (a, b) In Px,y (a, b)
will be used to denote the joint entropy of RV's X,Y with joint distribution derived from Px,y
We will use TXI y {x': PX/Y = R,Xy} to denote the conditional type class of x y, Pxly (a b)
denote the conditional entropy of RV's X given Y, with joint distribution derived from Px,y
The empirical mutual information between RV's X and Y with joint distribution derived from Px,y will be denoted by Ilx,y (X; Y) = Hx (X) -Hx, y (X Y) .
For a given PyR, (Px) will denote the set of PxIy which are consistent with Px, i.e., EbeY Py(b)Pxly(a b) = Px(a), Va C X.
Ek,y(F(X, Y)) = aCX EbEY Px,y(a: b)F(a, b) will denote the expectation of a function F(., .), with X and Y stand for RV's distributed according to the empirical distribution of x and y.
The Hamming distance between two vectors x and y, normalized by N, will be denoted by 6(X, y). For a finite set A, A 4 will stand for its cardinality. D (p q) E p ((u) In P(u) will denote the divergence between two probability measures p and q over an alphabet U, when O In O and 0 In 0 are defined as 0, and p In P for p > 0 is defined as 0 0 00.
The binary entropy function will be denoted by
The average mutual information between the input and the output of the channel {po (y x) , x C X, y C Y}, when the input is governed by q, will be denoted by
Ec 3~q(X)Po (yx) and the capacity of the above channel will be denoted by
For two positive sequences {AN}N>1 and {BN}N>1, the notation AN BN will express the fact that {AN}N>1 and {BN}N>1 are of the same exponential order, i.e., limNo k In AN/BN = 0.
III. STATEMENT OF RESULTS
We first present an upper bound to KN, from which we derive a lower bound to (*, the largest value of ( for which KN is sub-exponential in N.
Given an empirical distribution PY, a real a, a single-letter probability measure q and a value of 0 C 9, let min {Ix,y(X; Y) + D (Px q) -oE,,y [In po(Y X)] } (6) Next, for a single-letter probability measure q, a value of 0 C 9, and for a real 0 < p < 1, define: The proof outline of Theorem 1 appears in Section IV. The theorem suggests a conceptually simple strategy: Given R, q, first compute 4 (R, q) using eq. (8). This may require some non-trivial optimization procedures, but it has to be done only once, and since this is a single-letter expression, it can be carried out at least numerically, if closed-form analytic expressions are not apparent to be available. Once 4 (R, q) has been computed, apply the minimax decoding rule with ( (R, q) and the theorem guarantees that the resulting random coding error exponent associated with the decoder is as specified in the second item of that theorem.
For the case of which C is governed by uniform random coding distribution over a type Px, analogous results can be derived with the following variations: Given two empirical distributions PY and Px, a real a, and a value of 0 C 9, The theorem is interesting, of course, only when 4 (R, q) > 0, which is the case in many situations, at least as long as R is not too large. It should be pointed out that the exponential rate 4i (R, q) Er (0), guaranteed by Theorem 1, is only a lower bound to the real exponential rate (as the minimax criterion is aimed to consider all 0 C 9), and that true exponential rate, at some points in 9, might be larger. We introduced a single-letter expression for 4 (R, q), lower bounding the universally achievable fraction of the optimum error exponent pertaining to the optimum ML decoding, and provided guidelines for the optimal choice of (. This lower bound is true for all families of DMCs and for each singleletter probability distribution q, of the random coding regime. We should note that the results can be broadened to wider families of channels as well.
The single-letter expression derivation for 4 (R, q) is carried out (see Section IV) using Gallager's techniques, which are tight in the random coding sense. We, therefore, believe that the achievable lower bounds to the real exponential rates are tight as well.
To demonstrate the tightness of the lower bound suggested in Theorem 1, we claim that for the special case of a BSC with an unknown crossover probability, 0, by setting q(x) {~, 2 2}, ( = 1 is achieved. This claim is proved in [1] .
We now move on and broaden the results of Theorem 1 for ensembles of linear codes and systematic linear codes. Prior to that, we first define these ensembles. A linear code is defined as one built by translating each of M = 2K binary information vectors urn n, < m < M -1, of length K, into corresponding code vector vr of length N, by multiplication with a binary generator matrix G[K X N], i.e Vm = O..M -1, vn = UmG A systematic linear code is defined in the same manner, with the restriction that the left K x K block of G (the systematic part of G) forms the identity matrix (thus, the first K bits of each code vector vUn form the corresponding information vector, urn).
We now consider a block code C, governed by a random coding i.i.d. over the ensemble of linear codes (or systematic linear codes), built in the following way:
where the elements of G (or the non-systematic part of G in the case of systematic linear codes) and v0 (additive vector of length N) are drawn using a uniform single-letter distribution
We claim that when C is restricted to be governed by a random coding i.i.d. over ensembles of linear codes or systematic linear codes, and transmitted via an input-binary, output-symmetric channel, Theorem 1 still holds, with the limitation of q(x) to be { 1, 1 }. This claim is proved in [1] .
For the special case of BSC, we now introduce the following result related to ensembles of time-varying convolutional 8 Al (0. a. Py . q) .* (R, q) = min max 1 0<0<1 O<P<l A2(0. a. Py. Px) codes, when the minimax metric is used by the decoder. Prior to that, we first define this ensemble and the bit error exponent related to it.
A convolutional code of rate b/n and constraint length Kb is defined as one for which in each time instant t > 0, the code vector of length n, vt, is obtained by The bit error probability, Pb(Q), associated with a decoder Q and averaged over the ensemble of time-varying convolutional codes, is defined as the expected number of bit errors in the decoded information sequence divided by its length. The bit error exponent associated with Pb(Q) is defined as Eb(Q) lim K ln Pb(Q)
when the limit exists. Theorem 2 Let C be a code governed by a random coding i.i.d. over the ensemble of time-varying convolutional codes of rate b/n and constraint length Kb, and transmitted via BSC parametrized by the crossover probability 0. The achievable bit error exponent (as defined in (14)) using the minimax decoder is equal to the one associated with the ML decoder, used when 0 is known. This claim is true for all rates up to Io ({ 1, } Co 1 -X(O).
The proof of Theorem 2 is given in [1] . For the special case of BSC, we also introduce an efficient implementation of minimax decoding, based on a slightly modified version of the Viterbi algorithm. Prior to the algorithm introduction, we provide the following observation: Under a BSC model with an unknown crossover probability, 0, the minimax decision rule as defined in (2) This equivalence is proved in [1] . We should note that for this case the minimax decoder coincides with the MMI decoder as well.
The following algorithm, based on the minimax decoding metric, is suggested for efficient decoding of time-varying convolutional code of rate b/n and constraint length Kb, when fed into a BSC. Considering the last observation, our goal is to finally select the survivor with the minimal p value. To this end, we simply implement the Viterbi algorithm twice: first for minimum Hamming distance, and then for maximum Hamming distance. This process results in two survivors and the selection between them is done in favor of the one whose normalized Hamming metric is more distant from (the one with the minimal p).
IV. PROOF OF THEOREM 1
In this section, we give the proof outline of Theorem 1 for the case of block codes governed by random coding i.i.d. The detailed proof and its variations for ensembles of random codes with uniform distribution over a type, ensembles of linear codes and systematic linear codes are given in [1] .
We first observe that for a DMC, {po (y ), 0) (17) We, therefore, conclude that the value of 0 maximizing f (x, y) also depends on x and y only via their joint empirical distribution. Let ON denote a subset of 9 with values of 0 that achieve maxo {fo(x, y)} (or f(x, y)) for all of the code vectors x.m, 0 < m < M 1, in the code book and all possible vectors y C yN. In the decoding process, maximization over 0 can be achieved only by points in ON. Since the number of joint empirical distributions of (x, y) is lower bounded by (N + 1)1X11Y1 then 9ONI < (N + 1)1X11Y1 as well.
Using Gallager's techniques, we can upper bound the decoding error probability given that the m'th message was sent for a given 0 in the following way: In (a) we used the fact that the maximum of an expectation is no greater than an expectation of maxima and changed the maximization of 0 to be over ON. (b) is true since 0 and 0" maximize two identical expressions, and therefore can be united. In (c) we bounded the optimization space to 1-Ap > 0 (#> A < 1). In (d) we switched the minimization over A and p with the maximization over 0. This interchange is justified in [1] .
Using similar techniques (see [1] ), it The detailed proof for this upper bound appears in [1] . By using the method of types, it is also proved in [1] that for a real a, In (a) we used the fact that the dominant type in the summation is the one for which the exponent is maximized, and also upper bounded I
TY by eN-Hy(Y)
We seek the maximal (, such that KN grows subexponentially with N. In other words, a maximal ( is sought, such that (using (7) Therefore, the maximum achievable ( is 4i (R, q).
