This paper describes an adaptive space-time receiver with joint channel-data estimation (JCDE) to combat time-varying multipath channels in the presence of undesired co-channel interference (CCI). The receiver uses a colored Gaussian metric for sequence detection in order to suppress the CCI. The proposed scheme also uses the knowledge of the transmit lter for improved channel estimation to enhance performance. The algorithm is derived as a quasi-Newton scheme on a chosen cost criterion and is also locally convergent. The performance of this class of interference cancellers is examined through the pairwise error probability (PEP). Through these expressions we gain insight into the properties of the canceller. The e ect of channel dynamics and identi cation mismatch on the PEP is also examined. To reduce implementational complexity, a hybrid delayed-decision feedback and JCDE scheme is also proposed. The performance is illustrated using numerical results in realistic transmission environments.
I Introduction
The frequency spectrum is a valuable resource in wireless communications. In order to use it e ciently, current systems have adopted a cellular structure in which the frequency spectrum is re-used by cells that are geographically separated. Frequency re-use causes co-channel interference (CCI) between cells sharing the same frequencies. If this problem is the limiting factor in performance then the system is said to be interference limited. Mobility of the users and the ambient environment causes dynamics in the channel characteristics. In addition delay-spread, which is a result of multiple scatterers in the radio-wave propagation environment, translates to inter-symbol interference (ISI) in a digital communication system. Hence, channel time-variation, inter-symbol interference and co-channel interference constitute the three major sources of impairment in wireless channels. Of a more practical concern is receiver complexity, and this issue also has to be addressed for system designers of mobile communication receivers.
There has been extensive work on the problem of detection in the presence of ISI and channel time-variations over the past two decades. In the presence of additive white Gaussian noise and perfect channel information, the optimal minimum sequence error probability receiver is the maximumlikelihood sequence estimation (MLSE) receiver using the Viterbi algorithm 1]. When the channel is time-varying (TV), adaptive equalization techniques have been proposed to track channel variations 2]. In an e ort to obtain near optimal performance, an adaptive MLSE receiver has also been proposed for slow time-varying frequency-selective channels 3]. This receiver however may not perform well in fast TV channels because data are only detected after some decoding delay inherent in the Viterbi algorithm and hence the estimated channel using these detected data can be very di erent from the current channel. Recently, a new class of adaptive MLSE receivers has been proposed for fast TV channels which avoids the channel estimation delay problem 4, 5] . The principle of per-survivor processing (PSP) introduced in 4] provides an attractive approach to deal with joint channel and data estimation (JCDE) under unknown TV channel conditions. The PSP principle has been proposed earlier for time-invariant channels in 6] where no training preamble is required, and for maximum a-posteriori (MAP) symbol detection in 7] .
Co-channel interference (CCI) presents a di erent and challenging problem for the mobile receiver. Interference rejection techniques have long been used by the military to suppress hostile jammers. With the possible exception of spread spectrum systems, most of these techniques rely on the use of a spatially distributed array of antenna elements at the receiver for rejecting unwanted interference. The basis of these techniques is that the interferences typically have di erent spatial signatures from the desired user (e.g. the angles of arrival). This motivates the need for an antenna array at the receiver for CCI mitigation in the mobile communications environment. Since the CCI may also have multipath components, temporal processing (such as equalization) may be required in addition to spatial processing. An adaptive MLSE with an MMSE space-time (ST) lter pre-processor has been proposed in 8] for slow fading channels with spatially distributed CCI. An adaptive spatial MMSE beamformer was also proposed in 9] for the IS-54 TV fading channel. A decision directed linear equalization approach based on the maximum signal-to-interference ratio was proposed in 10]. This scheme uses tentative decisions at the output of the linear equalizer and therefore could have severe error propagation. A two-stage interference cancellation approach has been proposed in 11]. The rst stage is a linear equalizer suppressing interference followed by a sequence detection scheme to handle ISI. As in 8], this approach uses a decision-directed approach suitable for time-invariant channels.
More recently, interference suppression schemes based on sequence detection have been proposed 12, 13, 14, 15, 16, 17, 18] . Maximum a-posteriori (MAP) based sequence detection scheme, where both the desired signal and the interference are jointly decoded, is examined in 12, 13] . Joint detection of the desired user with the interference has also been proposed in 14, 15] where a maximumlikelihood based sequence detection scheme suitable for time-invariant channels is proposed. In this paper we do not attempt to decode the undesired users and therefore do not need to know the number of interferers or their modulation schemes. In 17, 18] , adaptive algorithms are used to track the channel and the interference covariance matrix. The interference covariance matrix is used in the metric calculation for sequence detection, thus suppressing CCI. In 17], a decision-directed scheme is proposed where the detected symbols are fed back after some decoding delay. A prediction scheme is then used to adapt the estimated channel impulse response (CIR). This approach could have severe error-propagation in dynamic environments. The latter approach of 18] is based on maintaining parallel adaptive estimates conditioned on candidate data sequences. As the number of possible sequences grow exponentially, only a xed number of data sequences are retained. This Joint Channel-Data estimation with Interference Suppression (JCD-IS) scheme mitigates the e ects of error propagation caused by tentative decisions and the decision delay.
In this paper we focus on the approach we proposed in 18]. We de ne a cost-criterion to jointly identify the channel and the interference covariance matrix. We develop a locally convergent quasi-Newton algorithm based on this cost criterion. Since the overall CIR comprises the transmit and receiver lters, it turns out that by exploiting these known lters, the total channel can be well described compactly by a structured linear model with fewer unknown parameters. Structured channel models have been proposed for time-invariant channels in 19, 20, 21] and for time-varying channels in 22] . In this paper we use this model to improve the joint estimation of the channel and the noise covariance matrices. After deriving the identi cation algorithm and describing the PSP-based detection scheme, we analyze its performance by using the pairwise error probability (PEP). We derive the Cherno upper bound when we have perfect channel state information (CSI) and noise covariance. This expression shows us that the performance of the interference canceller is similar to that of a space-time MLSE detector in a reduced dimensional space. We also give expressions for the PEP under channel mismatch and the impact of channel dynamics on performance is examined. To reduce complexity of the receiver, we incorporate a delayed-decision feedback sequence estimation (DDFSE) 23] scheme into the JCD-IS receiver. This e ectively reduces the number of states in the trellis. Each state in this reduced trellis has an associated partial state which together gives the full state information. The impact of non-synchronous CCI on the performance is examined through numerical simulations.
This paper is organized as follows. In Section II, we introduce the notation and the data model used. In Section III, we describe the receiver structure and the proposed detection scheme. The PEP expressions are derived in Section IV. Some practical issues such as complexity and abrupt CCI variations are addressed in Section V. Numerical results are presented in Section VI, illustrating performance of these schemes in realistic channel environments. We conclude with a short discussion in Section VII.
II A Discrete Data Model
Consider a base station with M antenna elements. Let c i (t; ) be the impulse response of the propagation channel from the output of the transmit lter of the mobile to the ith antenna at time t due to an input unit impulse applied at time t . Then the impulse response is
The signal received at the ith antenna can be written as
where g(t) is the transmit lter, s n is the user data, T is the symbol period and z i (t) is the e ect of CCI and the receiver noise. The receiver consists of an anti-aliasing lter and a sampler of rate Q=T. Let us assume that the input is bandlimited to W I and the channel time-variation bandwidth (also called the system bandwidth W s 24]) is nite. Then we have Nyquist sampling for rate larger than 2(W I +W s ). Thus after collecting su cient statistics by Nyquist sampling we have an equivalent discrete-time model. Furthermore, we can approximate the equivalent discrete-time in nite impulse response channel by a nite impulse response (FIR) lter with an error that can be made arbitrarily small by choosing an appropriate length (L) equivalent FIR channel. Suppose . 
III Interference suppression scheme
The goal of an interference suppression scheme is to identify the desired user's channel and data while suppressing the undesired interference. In general this is a hard proposition and we present one possible approach. We begin the discussion by assuming that we know the desired signal's data sequence. Using this knowledge we propose an adaptive algorithm to jointly estimate the CIR of the desired signal and the noise covariance matrix. In subsection A we start with a heuristic argument justifying the algorithm. In subsection B we derive the algorithm as a locally convergent quasi-Newton scheme for a chosen cost criterion. Using the proposed identi cation scheme for known data sequences, we propose a tracking mode algorithm based on the per-survivor principle (PSP). This scheme along with an improved channel estimation procedure is described in subsection C.
A Heuristic Argument
Given the model in (6) , and the noise covariance matrix R < z , the natural criterion for channel identi cation is: c opt = arg min c
This is easily implemented recursively by a weighted RLS algorithm (WRLS) 25], which could potentially be used in non-stationary environments. However, the noise covariance matrix is typically unknown. Therefore a reasonable choice of R z in implementing the WRLS algorithm would be to choose,
However, the overall algorithm would not be recursive as (8) cannot be computed recursively. In order to develop a recursive algorithm a further approximation could be made by replacingĉ k in (8) byĉ i . Hereĉ k andĉ i respectively are the estimates of the channel after k and i samples of data have been collected, with i k. This would be a good approximation if the parameter estimatesĉ i are close toĉ k (i.e. close to convergence). A weighted mean where more weight is put on the recent estimates,
where w is a forgetting factor, is desirable in a time-varying environment. As R 1=2
z;k , is needed for the WRLS algorithm, we can use a recursive square-root algorithm 25] to update (9) . This allows us to construct the identi cation algorithm using decoupled recursions forĉ k and R z;k . The former is a weighted RLS recursion and the latter can be computed using a recursive square-root algorithm 25]. Therefore the identi cation algorithm could be summarized Table 1 . Here we have denoted ( 25] , Chapter 13) the gain matrix by K k , the inverse of the correlation matrix by P k , and the inverse square root of the noise covariance (weighting) matrix by Q k = R 1=2 z;k . The steps 1{4 are just the weighted least squares algorithm with the weighting matrix given by R 1 z;k . The steps 5{9 is the update step for Q k using a square-root algorithm. In step 5 the computation of H k is done by using the estimateĉ k 1 in (4).
There are two things that are quite unclear in the foregoing discussion. First, by introducing the approximation in (9), it is not evident what the criterion the algorithm in Table 1 is minimizing. Second, it is not obvious that such a scheme would converge even locally. These two issues are studied in the next subsection.
B The Cost Criterion
Consider the problem,
Note that this criterion is equivalent to the maximum likelihood criterion if the noise z i CN(0; R) is i.i.d. Let us
Claim III. Proof: It can easily be veri ed that:
For the stationary points, @Jk(c;R) @c = 0 and @Jk(c;R) @R = 0, and hence we obtain (12) This result indicates that we might be optimizing the criterion (10) in the algorithm described in Table 1 . The algorithm described in subsection III.A belongs to the general class of recursive algorithms studied extensively in literature 26]. The identi cation algorithm described here is a special case of the recursive prediction error method (RPEM) studied in 26]. Hence the question about convergence of this algorithm can be answered by using Theorem 4.4 of 26] where it is shown that a general class of recursive identi cation schemes are convergent. The algorithm described in Table 1 belongs to this class and hence is convergent. Note that the criterion described in (10) is the ML criterion for identi cation in temporally white Gaussian noise with spatial covariance matrix R. This criterion has also been applied to spatial regressor estimation in colored noise in 27]. There the noise covariance was parametrized and jointly identi ed with the regressors. Our identi cation scheme does not assume any structure for the noise covariance matrix. Given the criterion in (10) it is natural to expect that we can explicitly derive the identi cation algorithm as a quasi-Newton scheme. To the best of our knowledge, this has not been reported in literature, and it is instructive to make this connection. We will present the derivation for the real case and the extension to the complex case is not di cult.
Let us de ne the vector of unknown parameters as = c T ; vec(R) T ] T . By using (13) we can easily write, @J k (c; R)
To derive the quasi-Newton algorithm we use:
We can write, 
For the case when we are close to the optimal solution, V 12 = @ @vec(R) T (Ê k B T R 1 (Bc x)]) 0. This can be proved more formally by explicit calculation and using the assumption that we are close to the optimal solution.
Hence we nd that V is a block diagonal matrix. (14) we obtain decoupled< recursions forĉ k and R k . For notational convenience we interchangably use R k and R z;k . The recursion forĉ k is,
This is obtained by noticing that close to convergence we haveÊ k 1 B T R 1 (x Bc)] 0. This is identical to the steps in 26] (Chapter 3) to derive the WRLS algorithm. To get a recursive form for calculating V 11 we need to approximate R k 1 in (19) by R i 1 , which is a good approximation close to convergence. Here R k 1 and R i 1 are respectively the estimates of R z after k 1 and i 1 samples of data have been collected with i k. Using this modi cation the recursion in (19) is exactly the update step used in Table 1 . To update R k we have,
We use the fact thatÊ k (x Bc)( 
To obtain the last term we used (D.1) and (D.2). This is the desired recursion for R k as described in (9). Thus from the above analysis we have derived the algorithm described in Table 1 as a quasi-Newton recursive algorithm for criterion (10) .
C The Detection Scheme
In the discussions above we had assumed that we had access to the correct data sequence. However, this is not true except during the training period. Therefore, in the tracking mode, this problem is typically handled by decisiondirected adaptation. However, as this could lead to severe error propagation, the principle of per-survivor processing 7, 6, 4] could be used to mitigate the problem. Given the CIR and the noise covariance matrix, the optimal detection scheme is a maximum likelihood (ML) scheme. In the presence of undesired CCI, it is impractical to estimate the probability distribution of the noise and hence ML detection is di cult. Recent information-theoretic results in mismatched detection 28], have shown that a Gaussian capacity can be achieved by using a Gaussian codebook and a Gaussian decoding scheme. Thus even though the detection is not ML (and hence mismatched), with powerful enough Gaussian coding schemes, we can still achieve Gaussian rates. This result motivates us to use a Gaussian decoding metric based on the noise-covariance for detection. The information theoretic results 28] indicate that we could asymptotically achieve performance of the equivalent Gaussian channel. If we use a Gaussian decoding scheme for a noise which is assumed to be white with spatial covariance matrix R z , we have a branch metric,
If the noise is temporally colored (as would typically be the case with CCI) one would ideally require a discrete-time noise whitening lter for ML decoding. In practical terms, this increases the number of parameters to be estimated and tracked and also the e ective channel length. Since the main structure is typically in the spatial covariance, we adopt the above decoding metric that does not take the time-correlation of the CCI into account. Hence we only track the MQ MQ coloring matrix. However, the temporal correlation of the CCI could easily be incorporated at the cost of higher complexity. As we only have access to estimatesR z;k of the noise covariance matrix and the channel estimateĤ k we propose the following decoding branch metric
incorrect one s (1) when we have perfect CSI is:
where (a) follows from the Cherno bound, is the interference symbol sequence, E k = e Here we have assumed that the CIR and the noise covariance matrix are known. Also c (the physical channel) and the noise covariance (R z ) do not vary over the error event. Moreover as we have conditioned on the interference symbols, the noise is Gaussian. Note that if we assume that the U interferers are narrowband then z k = P U u=1 h (u) (u) k +z k , wherez k is the AWGN and h (u) is the ( at) fading vector channel of the u th interferer.
Hence we have,
Here we have de ned R (u) h = E h (u) h (u)H . If we assume that the interferers have a constant modulus modulation, the noise covariance matrix conditioned on the interference symbols is the same as the unconditioned one. Using this assumption, we can now write the PEP as, PEP(s (0) ! s (1) ) E c e (1 ) 
B Pairwise Error Probability
In this section, we derive the PEP for the JCD-IS receiver when we have channel estimation errors. The PEP for fading channels with perfect channel side-information has been examined in 32]. The performance of coding schemes in ISI-free scalar fading channels for particular channel estimation schemes has been studied in 33, 34] . We rst derive the PEP for an adaptive channel estimation algorithm and PSP in the presence of CCI. We later derive an approximation for this case which is less computationally intensive to evaluate. 
Note that this expression is fairly general and is applicable to any adaptive linear estimation scheme. It is clear that the computation of the PEP given in (32) and (31) is prohibitive. To obtain a computationally feasible approximate expression for the PEP, several simplifying assumptions have to be made:
1. The channel estimates are based on correct decision feedback (CDFB).
2. The channel of the desired signal is quasi-static over the length of dominant error events.
3. The true R z is known and the CCI is uncorrelated temporally beyond a symbol duration.
The channel estimation error is small compared to the colored noise.
The rst assumption assures that the channel estimates are based only on the transmitted sequence. This can be justi ed since it is highly probable that the true transmitted sequence will be among the jAj L 1 survivor paths in the JCD-IS receiver where each state maintains its own survivor and channel estimates. The second assumption is satis ed when considering channel dynamics over the lengths of typical error events. The requirement that R z be known can be justi ed from the fact that under CDFB, the sample covarianceR z of the residual error x i H i s i forms a good approximation to R z when the receiver is in the tracking mode; in fact,R z = R z + O(1= p N). The assumption of weak temporal correlation of the colored noise can be justi ed if the CCI has relatively small delay spread. The nal assumption holds approximately under conditions of high SIR and a su ciently long training sequence.
Under assumption 1, we haveĤ (0) i =Ĥ (1) i =Ĥ i . The approximate PEP conditioned on the true channel, the channel estimates and the CCI data can be written as PEP(s (0) ! s (1) The conditional probability density ofĥ i is f(ĥ i jh i ) CN (h i ; R hi ) where R hi is the covariance of the channel estimation error vector h i =ĥ i h i . By assumption of a Rayleigh fading channel, the density of h i is also Gaussian, that is, f(h i ) CN (0; R h ) It is useful to observe that R h is completely characterized by the true channel with its associated dynamics while R hi depends on the type of channel estimator 3 . Under assumption 2 and 4, it can be shown (see Appendix C) that the channel estimation error vector h i is approximately independent of h i and independent and identically distributed. It then follows that the probability density of the channel estimator is f(ĥ i ) CN (0; R h + R h ) (34) Sinceĥ i = h i + h i , the vector ĥT k1 ; ;ĥ T k1+Le 1 ] T has covariance = 1 Le Technically speaking, it is unrealistic to assume complete knowledge of the conditional covariance (conditioned on the interference data). Knowledge of the averaged covariance is less restrictive and we use a narrowband CCI assumption (see equation (24)) to ensure the conditional covariance is within a scalar multiple of the averaged covariance. 3 This includes the type of adaptive algorithm as well as the channel model.
We are interested in the average bit error rate rather than just the PEP. The form of the PEP does not allow us to use the transfer function approach 36] and hence we need to write out the average error rate in terms of the sum of all the pairwise errors. In practice one restricts interest to a small number of error events rather than evaluating the in nite sum. Such a bound called the truncated union bound (TUB) 33] can be written as,
where n is the number of input bits and e ij is the number of bit errors in the error event.
V Practical Issues A Complexity of the JCD-IS Receiver
The JCD-IS receiver proposed in section III has a computational complexity that is exponential in the number of states in the trellis, that is jAj L 1 where jAj denotes the alphabet size. Thus channels with long impulse responses lead to an impractical receiver. The total computational complexity for the update algorithm in Table 1 Let's illustrate this computational complexity with an example. We assume the following parameters : =4-DQPSK modulation (jAj = 4), M = 2; Q = 2; = 4; L = 4. The slot length excluding guard and power ramp up time is N = 156 symbols. Then the complexity for the receiver per time index is 149:25 MFlops. To further get an idea of the computing power required at a base station to process sequentially each user in a TDMA frame, we take the example of an IS-54/136 air interface. The base station receiver can use the guard and power ramp up time of 6 symbols duration of the next user's time slot to detect the previous user's data. The total slot time is 6:67 ms. Based on this, the required computing power is 22:4 GFlops=s which is beyond the computing power of most major digital signal processing chips. On the other hand, because the algorithm has an inherent parallel processing structure, the computing power can be reduced by using multiple processors simultaneously. For example, if we assume each state in the trellis has its own processor, then the computing power required per DSP chip is 350 MFlops=s. Table  2 shows the total computational complexity of the JCD-IS receiver as a function of both the channel length L and the alphabet size jAj. The number shown here are those of a WRLS scheme not optimized for complexity. Fast algorithms described 25] could be used to reduce complexity. Further reductions in complexity could be obtained by using so-called stochastic gradient algorithms 26] where the algorithm resembles a weighted LMS algorithm. In summary several schemes can be envisaged to make this receiver more practical.
B A Reduced Complexity JCD-IS Receiver
To alleviate the complexity of the receiver, a trellis with a smaller number of states is used instead. Speci cally, a reduced trellis could be constructed whose states are formed from the rst (0 < L) elements of the CIR. The Table 2 : Computational complexity of the JCD-IS receiver in GFlops=s.
rest of the state information is estimated as part of the unknown parameters associated with that particular state. Such an approach was rst advocated in the DDFSE algorithm 23] for known time-invariant channels. Its natural extension to complement the PSP receiver in a TV unknown channel environment is straightforward. The parameter is user-de ned and its extreme values denote speci c receiver structures. When = 0, the receiver reduces to an adaptive zero-forcing decision feedback equalizer (ZF-DFE) while for = L 1, the receiver becomes an adaptive MLSE receiver and is identical to the receiver proposed in section III. For intermediate values of , the receiver can be viewed as a receiver with feedback of decisions delayed by L 1 for each of the survivor paths in the reduced trellis. It has performance that lies between the full complexity adaptive MLSE and the adaptive ZF-DFE.
In our case, we observe that
The reduced trellis with jAj states is based on s while the partial state (to be estimated) is e s. The new algorithm is similar to that described in Section III with the addition of an extra step which involves the estimation of the partial state information. The partial state for the ith state can be updated as follows:
where s Ji denotes the data vector from the Jth state to the ith state in the reduced trellis and e i is the unit vector with one in the ith position and zero elsewhere. The computational complexity of the reduced complexity receiver can be readily determined from that of the full complexity JCD-IS receiver. A factor of jAj L 1 reduction in computational complexity is attained. As with the full complexity JCD-IS receiver, the reduced complexity JCD-IS receiver is clearly suitable for parallel computers.
C Abrupt Changes in CCI Statistics
One of the most challenging problems facing reliable channel estimation and data detection is when the CCI statistics undergo a sudden change during the tracking mode. This could be due to the appearance of another CCI coming out of a deep fade or the misalignment of the time slots of interfering co-channel mobiles in a neighbouring cell with that of the desired user. While the proposed JCD-IS receiver is not designed speci cally to deal with abrupt changes in the CCI, it is inherently more robust to such changes than conventional adaptive MLSE receivers based on tentative past decisions. This is because the use of zero-delay hypothetical decisions based on the best survivors to each state and the adaptive nature of the residual error covariance could potentially mitigate the e ects of sudden change in CCI statistics. A detailed analysis of the e ect of this phenomenon on the JCD-IS receiver is di cult. However, we provide some simulation results in section VI to show the robustness of the JCD-IS and JCD-MEDD (JCDE with MEDD decoding) receivers.
VI Numerical Results
To investigate the performance of the proposed receivers, we consider the case of a two element antenna array and BPSK data. The time slot length used is 300 symbols, and a symbol period of T = 40 sec was used and a training preamble of 20 symbols is assumed. The transmit lter frequency response is assumed to be a raised cosine pulse with 35% roll-o factor where the impulse response is truncated to 4 symbols duration and the carrier frequency is 1 GHz. In the numerical results, ideal time and frequency synchronization were assumed. However, the e ect of time and frequency o sets have been studied in 37]. In this it was observed that the structured channel estimator was robust to timing o sets of the order 0:25T and frequency o sets of 200Hz. Note that in a time-varying channel the e ect of the frequency o set combines with the e ects of fading. In particular, for a frequency o set of f, the channel impulse response h(t; ) has a multiplicative factor of exp(j2 ft) contributing to the time-variation. The TV channel used in the simulations is based on a discrete multipath channel model, that is the propagation channel for the ith antenna is
where P is the number of paths, i (t) is the complex fading associated with the ith path, a i ( p ) is the complex antenna response of the ith antenna to a signal from direction p .
For the simulation, we use a two ray model with a delay spread of one symbol period for both the desired user and the CCI. The angles of the user are 1 = 20 o ; 2 = 25 o while the angles of the CCI are i 1 = 50 o ; i 2 = 70 o . The fading coe cients for both user and CCI are uncorrelated complex zero mean Gaussian random variables each with a covariance given by p l J 0 (! c vjt sj=c). Here ! c is the carrier frequency in rad/s. We set the average path strengths to be equal (p 1 = p 2 ) for both user and interference and x the average channel power of each path of the multipath to be unity. Taking into account the transmit lter and the channel delay spread, the total channel length is L = 5. We also set = 4 and use an oversampling factor Q = 2. The mobile speed is 100 kmh which corresponds to f D T = 3:6 10 3 , the forgetting factor is set to 0.95 and w = 0:99. We shall investigate the receiver performance against CCI at a SNR of 20 dB. These results are averaged over 4800 realizations of the fading and noise processes (60 fade runs 80 noise runs). The signal to interference ratio (SIR) plotted in the gures refer to average values. As the channel is time-varying (both for the desired signal and the interferer) this could very well mean that in a particular packet (or even part of the packet) the interferer could much stronger than the desired signal, depending on the fading realizations. The tracking performance of the structured channel estimator compared to the unstructured channel estimator has been studied for white noise environments in 22] . It has been demonstrated that mean-squared error gain of about 4dB can be achieved in such environments 22] . Figure 1 shows that the error rate performance of the JCD-IS receivers can be improved if a colored Gaussian (Mahalanobis distance) metric with a structured channel estimator is used instead of a minimum euclidean distance decoding (MEDD) metric and unstructured channel estimator. At a target BER of 1%, using a Mahalanobis distance metric with a structured channel estimator leads to a SIR improvement of about 8 dB over the the unstructured TV channel estimator. This gure demonstrates the advantage of incorporating transmit pulse shape knowledge into the channel description. In the CSI case examined in these gures, only the channel state of the desired user is known and the noise covariance matrix of the interferer (which is time-varying) is estimated. Hence it serves as the lower bound of performance for any estimator. For a given estimator, the lower bound of performance could be obtained when we adapt the estimators with the correct decisions. Figure 2 shows the BER of the JCD-IS receivers using correct decision feedback (CDFB). We observe that the JCD-IS receiver using a structured channel model can achieve error rates that are slightly better that the CDFB receiver using an unstructured channel model. The performance of the JCD-IS algorithm is similar to the adaptive interference suppression algorithm in 17], but the results presented are at a slightly higher f D T , (i.e., time-variation) and a frequency selective interferer. Figure 3 shows the analytically computed probability of error using the the approximate PEP expression in section IV. This is done by truncating the length of error events to about 50 symbols and error sequences with Hamming weight not more than 7. This is compared with both the JCD-IS receiver and the CDFB based receiver using structured channel estimators. Note that in section IV, the approximation was based on CDFB and narrowband interference assumptions. The expressions were therefore an approximation to the probability of error and not an upper bound to the JCD-IS performance. However, as it is based on CDFB assumption, one would expect it to be between the CDFB curve and the JCD-IS curve as observed in Figure 3 .
Next, we investigate the BER performance of the proposed reduced complexity DDFSE JCD-IS receiver. From Figure 4 , we observe that the BER performance for both the reduced complexity receiver and the full complexity receiver are quite close. For high SIR values, the full complexity receiver has a slightly lower BER than the reduced complexity receiver as expected.
We end this section with a simulation scenario where the JCD-IS receiver operates in an environment when the CCI and the user are slot-misaligned by half a time slot. This corresponds to a change in the CCI statistics in the middle of the slot where the receiver is in the tracking mode. The rst CCI has the original parameters as in the rst example. The second independent CCI which appears in the middle of the slot at which the rst CCI disappears has the following parameters : i 1 = 45 ; i 2 = 65 . Figure 5 shows the BER of the JCD-IS (structured) and JCD-IS (unstructured) receivers. Both receivers have similar performances for low SIR but the JCD-IS (structured) receiver marginally better than the JCD-IS (unstructured) receiver at high SIR. The performance of the receiver is quite good, if we take into account the fact that we have an abrupt change in the interference statistics. However, as expected, both receivers do not perform as well as when there is only one and the same CCI throughout the slot. 
VII Concluding Remarks
By identifying the noise covariance matrix and incorporating it into the decoding metric we e ectively perform detection after suppressing the interference subspace. The results obtained in this paper show that this is a promising approach. There are several problems that still need to be addressed. Firstly, new cost criteria for the identi cation algorithm can be developed. Local minima would be eliminated if a convex cost criterion is chosen. Secondly, a better analysis for the mismatched PEP could be developed without the assumption 4 in Section IV. Next, reduced complexity schemes need to be investigated. Better schemes to detect and handle abrupt changes in the CCI statistics (due to asynchronous interference) need to be developed. Finally, extensions of this idea to CDMA could be investigated. Proof: From (13) we get,
Clearly the second term of (A.6) is given by Lemma A. Appendix B Covariance matrix of parametric vector channel
In this appendix, we shall derive the covariance matrix of the vector channel based on the parametric channel model where the propagation channel is composed of discrete multipaths arriving at the receiver array with di erent angles of arrival and delays. We start by writing the multichannel receiver output as Appendix C Covariance matrix of channel estimation error
In this appendix, we shall investigate the channel estimation error vector for the RLS channel updates. Our objective is to obtain an (asymptotic) expression for the covariance matrix of the channel estimation error vector for the purpose of computing the PEP. We shall also show that the channel estimation error vector is approximately independent of the true channel vector under quasi-static channel conditions over the length of typical error events. where = lim k!1 k . By the continuity of the matrix inverse mapping and provided the limit exist, Using (C.9), the cross-covariance matrix of g h can be readily calculated as where R h and R g h are given by (C.6) and (C.12) respectively. This completes the derivation of the channel estimation error covariance matrix. Equation (C.7) indicates that the total channel estimation error vector h k is not temporally independent. However assumption 4 in Section IVB implies that h dominates g h and thus we can approximate h k as an IID process.
Appendix D Results on Kronecker products
The results summarized here can be found in 39], Table II (T2.4 
