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Abstract
In this paper, we consider time-varying real analytic vector fields as curves on
the space of real analytic vector fields. Using a suitable topology on the space of real
analytic vector fields, we study and characterize different properties of time-varying real
analytic vector fields. We study holomorphic extensions of time-varying real analytic
vector fields and show that under suitable integrability conditions, a time-varying real
analytic vector field on a manifold can be extended to a time-varying holomorphic
vector field on a neighbourhood of that manifold. Moreover, we develop an operator
setting, where the nonlinear differential equation governing the flow of a time-varying
real analytic vector field can be considered as a linear differential equation on an infinite
dimensional locally convex vector space. Using the holomorphic extension results, we
show that the integrability of the time-varying vector field ensures the convergence of
the sequence of Picard iterations for this linear differential equation. This gives us a
series representation for the flow of an integrable time-varying real analytic vector field.
We also define the exponential map between integrable time-varying real analytic vector
fields and their flows. Using the holomorphic extensions of time-varying real analytic
vector fields, we show that the exponential map is sequentially continuous.
Keywords. Space of real analytic vector fields, Time-varying vector field, Holo-
morphic extension, Linear differential equations on locally convex spaces.
1 Introduction
The early development of the notion of real analyticity in mathematics has a closed con-
nection with the development of the notion of function. Prior to the nineteenth century,
most of the functions used in mathematical analysis were constructed either by applying
algebraic operators on elementary functions or by a power series except possibly at some
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singular points [5]. Therefore, mathematicians had difficulty understanding functions which
are not real analytic. It is surprising to know that Lagrange and Hankel believed that the
existence of all derivatives of a function implies the convergence of its Taylor series [5]. It
was only in the late nineteenth century that mathematicians started to think more carefully
about the natural question of which functions can be expanded in a Taylor series around a
point. In 1823, Cauchy came up with a function which was C∞ everywhere not real analytic
at x = 0 [7], [5]. In the modern terminology, this function can be expressed as
f(x) =
e
−1
x2 x 6= 0,
0 x = 0.
(1.1)
Starting from early twentieth century, with the advent of the more precise notion of function,
mathematicians came up with other examples of smooth but not real-analytic functions
whose singular points have completely different natures [5].
Roughly speaking, a map f is real analytic on a domain D if the Taylor series of f
around every point x0 ∈ D converges to f in a neighbourhood of x0. By definition, for the
Taylor series of f on D to exist, derivatives of f of any order should exist and be continuous
at every point x0 ∈ D. This means that all real analytic maps are of class C
∞. As is shown
by the function (1.1), the converse implication is not true. In fact, given an open connected
set Ω ⊆ Rn, one can construct a family of nonzero smooth functions on Rn which are zero
on the set Ω. However, by the identity theorem, every real analytic function which is zero
on the set Ω should be zero everywhere. This shows that the gap between real analytic
functions and smooth functions is huge [18].
Real analytic vector fields on Rn have a close connection with the holomorphic vector
fields defined on neighbourhoods of Rn in Cn. It is well-known that every real analytic
vector field f on Rn can be extended to a holomorphic vector field defined on an appropriate
domain in Cn. However, it may not be possible to extend the real analytic vector field f
to a holomorphic vector field on the whole domain Cn. This observation suggests that one
should consider a real analytic vector field as a germ of a holomorphic vector field. This
perspective for real analytic vector fields motivates the definition of a natural topology on
the space of real analytic vector fields. Unfortunately, there does not exist a single domain
such that every real analytic vector field on Rn can be extended to a holomorphic vector
field on that domain. The following example shows this fact.
Example 1.1. For every n ∈ N, consider the function fn : R→ R defined as
fn(x) =
1
1 + n2x2
, ∀x ∈ R.
It is easy to see that, for every n ∈ N, the function fn is real analytic on R. We show
that there does not exist a neighbourhood Ω of R in C such that, for every n ∈ N, the real
analytic function fn can be extended to a holomorphic function on Ω. Suppose that such
an Ω exists. Then there exists r > 0 such that
{x ∈ C | ‖x‖ ≤ r} ⊆ Ω.
Now let N ∈ N be such that 1
N
< r and suppose that fN be the holomorphic extension of
fN to Ω. Then, by the identity theorem, we have
fN (z) =
1
1 +N2z2
, ∀z ∈ Ω.
By our choice of N , we have i
N
∈ Ω, but fN is not defined at z =
i
N
. This is a contradiction
and shows that such an Ω does not exist.
Thus, the space of real analytic vector fields on Rn, which we denote by Γω(Rn), can be
considered as the union of the spaces of holomorphic vector fields defined on neighbourhoods
of Rn in Cn. This process of taking union can be made precise using the mathematical notion
of inductive limit. The space of holomorphic vector fields on an open set Ω ⊆ Cn has been
studied in detail in the literature [19], [24]. One can show that the so-called “compact-open”
topology on the space of holomorphic vector fields on Ω is generated by a family of seminorms
and thus is a locally convex topological vector space [19]. Therefore, we can represent the
space of real analytic vector fields on R as an inductive limit of a family of locally convex
spaces. The locally convex inductive limit topology on Γω(Rn) is defined as the finest locally
convex topology which makes all the inclusions from the spaces of holomorphic vector fields
to the space of real analytic vector fields continuous.
Inductive limits of locally convex spaces arise in many fields, including partial differen-
tial equations, Fourier analysis, distribution theory, and holomorphic calculus. Historically,
locally convex inductive limits of locally convex spaces first appeared when mathematicians
tried to define a suitable topology on the space of distributions. While there is little litera-
ture for inductive limit of arbitrary families of locally convex spaces, the countable inductive
limit of locally convex spaces is rich in both theory and applications. The importance of
the connecting maps in inductive limits of locally convex spaces was first realized by Jose´
Sebastia˜o e Silva [30]. Motivated by studying the space of germs of holomorphic functions,
Sebastia˜o e Silva investigated inductive limit of locally convex spaces with compact con-
necting maps. Inductive limits with weakly compact connecting maps were studied later by
Komatsu in [17], where he showed that weakly compact inductive limits share many nice
properties with the compact inductive limits.
Unfortunately, the space of real analytic vector fields on Rn is not the inductive limit
of a countable family of locally convex spaces. However, it is possible to represent the
space of germs of holomorphic vector fields around a compact set as the inductive limit of a
countable family of locally convex spaces with compact connecting maps [19, Theorem 8.4].
Let {Ki}i∈N be a family of compact sets on Rn such that
⋃∞
i=1Ki = R
n and
cl(Ki) ⊆ Ki+1, ∀i ∈ N.
It is interesting to note that the space of real analytic vector fields on Rn can also be obtained
by gluing together the vector spaces of germs of holomorphic vector fields on compact sets
{Ki}i∈I . The concept of gluing together mentioned above can be made precise using the
notion of projective limit of vector spaces. The coarsest locally convex topology on Γω(R)
which makes all the gluing maps continuous is called the projective limit topology on Γω(Rn).
Having defined the inductive limit topology and projective limit topology on the space of real
analytic vector fields on Rn, it would be interesting to study the relation between these two
topologies. As to our knowledge, the first paper that studied the relation between these
two topologies on the space of real analytic vector fields is [22], where it is shown that
these two topologies are identical. There has been a recent interest in this topology and its
applications in the theory of partial differential equations [6], [20].
Time-varying vector fields and their flows arise naturally in studying physical problems.
In particular, in some branches of applied sciences such as control theory, it is essential to
work with time-varying vector fields whose dependence on time is only measurable. Exis-
tence and uniqueness of flows of time-varying vector field has been deeply studied in the
literature [8, Chapter 2]. However, theory of time-varying vector fields with measurable
dependence on time and their flows is not as well-developed as theory of time-invariant
vector fields. In this paper, we study time-varying real analytic vector fields on a manifold
M by considering them as curves on the vector space Γω(TM). Using the Cω-topology on
the space of real analytic vector fields, different properties of this curve can be studied and
characterized. In particular, we can use the framework in [3] to define and characterize the
Bochner integrability of curves on Γω(TM).
It is well-known that every real analytic vector fields can be extended to a holomorphic
vector field on a complex manifold. Consider a time-varying real analytic vector field on
M with some regularity in time. It is interesting to study whether this time-varying real
analytic vector field can be extended to a time-varying holomorphic vector field on a complex
manifold containing M . Unfortunately this holomorphic extension is not generally possible.
As the following example shows, a measurable time-varying real analytic vector field may
not even have a local holomorphic extension to a complex manifold.
Example 1.2. Let X : R× R→ TR be a time-varying vector field defined as
X(t, x) =
 t
2
t2+x2
∂
∂x
x 6= 0 or t 6= 0,
0 x, t = 0.
ThenX is a time-varying vector field on R which is locally integrally bounded with respect to
t and real analytic with respect to x. However, there does not exist connected neighbourhood
U of x = 0 in C on which X can be extended to a holomorphic vector field. To see this,
let U ⊆ C be a connected neighbourhood of x = 0 and let T ⊆ R be a neighbourhood of
t = 0. Let X : T× U → TC be a time-varying vector field which is measurable in time and
holomorphic in state such that
X(t, x) = X(t, x) ∀x ∈ R ∩ U, ∀t ∈ T.
Since 0 ∈ T, there exists t ∈ T such that cl(D(0, t)) ⊆ U . Let us fix this t and define the
real analytic vector field Xt : R→ TR as
Xt(x) =
t2
t2 + x2
∂
∂x
, ∀x ∈ R,
and the holomorphic vector field Xt : U → TC as
Xt(z) = X(t, z) ∀z ∈ U,
Then it is clear that Xt is a holomorphic extension of Xt. However, one can define another
holomorphic vector field Y : D(0, t)→ TC by
Y (z) =
t2
t2 + z2
∂
∂z
, ∀z ∈ D(0, t),
It is easy to observe that Y is also a holomorphic extension of Xt. Thus, by the identity
theorem, we should have Y (z) = Xt(z), for all z ∈ D(0, t). Moreover, we should have
U ⊆ D(0, t). However, this is a contradiction with the fact that cl(D(0, t)) ⊆ U .
As the above example suggests, without any joint condition on time and space, it is
impossible to prove any holomorphic extension of a time-varying real analytic vector field
to a time-varying holomorphic vector field. It turns out that local Bochner integrability is
the right joint condition for a time-varying real analytic vector field to ensure the existence
of a holomorphic extension. Using the inductive limit characterization of the space of real
analytic vector fields, we show that the global extension of locally Bochner integrable time-
varying real analytic vector fields is possible. More specifically, we show that, for a locally
Bochner integrable time-varying real analytic vector field X on M , there exists a locally
Bochner integrable time-varying holomorphic vector field defined on a neighbourhood of
M which agrees with X on M . We call this result a global extension since it proves the
existence of the holomorphic extension of a time-varying vector field to a neighbourhood of
its whole state domain.
In order to study the holomorphic extension of a single locally Bochner integrable time-
varying real analytic vector field, the global extension result is a useful tool. However, this
extension theorem is indecisive when it comes to questions about holomorphic extension
of all elements of a family of locally Bochner integrable time-varying real analytic vector
fields to a single domain. Using the projective limit characterization of space of real analytic
vector fields, we show that one can locally extend every element of a bounded family of locally
Bochner integrable time-varying real analytic vector fields to a locally Bochner integrable
time-varying holomorphic vector field defined on a single domain.
The connection between time-varying vector fields and their flows is of fundamental
importance in the theory of differential equations and mathematical control theory. The
operator approach for studying time-varying vector fields and their flows in control theory
started with the work of Agrachev and Gamkrelidze [1]. One can also find traces of this
approach in the nilpotent Lie approximations for studying controllability of systems [31],
[32]. In [1] a framework is proposed for studying complete time-varying vector fields and
their flows. The cornerstone of this approach is the space C∞(M), which is both an R-
algebra and a locally convex vector space. In this framework, a smooth vector field on M
is considered as a derivation of C∞(M) and a smooth diffeomorphism on M is considered
as a unital R-algebra isomorphism of C∞(M). Using a family of seminorms on C∞(M),
weak topologies on the space of derivations of C∞(M) and on the space of unital R-algebra
isomorphisms of C∞(M) are defined [1]. Then a time-varying vector field is considered
as a curve on the space of derivations of C∞(M) and its flow is considered as a curve
on the space of R-algebra isomorphisms of C∞(M). While this framework seems to be
designed for smooth vector fields and their flows, in [1] and [2] the same framework is
used for studying time-varying real analytic vector fields and their flows. In [1], using the
characterizations of vector fields as derivations and their flows as unital algebra isomorphism,
the nonlinear differential equation on Rn for flows of a complete time-varying vector field
is transformed into a linear differential equation on the infinite-dimensional locally convex
space L(C∞(Rn);C∞(Rn)). While working with linear differential equations seems to be
more desirable than working with their nonlinear counterparts, the fact that the underlying
space of this linear differential equation is an infinite-dimensional locally convex spaces
makes this study complicated. In fact, the theory of linear ordinary differential equations on
a locally convex spaces is completely different from the classical theory of linear differential
equations on Rn or Banach spaces [21]. In [1] it has been shown that, if the vector field
is integrable in time, real analytic in state, and has a bounded holomorphic extension to a
neighbourhood of Rn, the sequence of Picard iterations for the linear infinite-dimensional
differential equation converges in L(C∞(Rn);C∞(Rn)). In this case, one can represent flows
of a time-varying real analytic system as a series of iterated composition of the time-varying
vector field.
In this paper, in order to study real analytic vector fields and their flows in a con-
sistent way, we can extend the operator approach of [1] by replacing the locally convex
space C∞(M) with Cω(M). In particular, using the result of [12], we show that there is
a one-to-one correspondence between real analytic vector fields on M and derivations of
Cω(M). Moreover, using the results of [23], we show that Cω-maps are in one-to-one cor-
respondence with unital R-algebra homomorphisms on Cω(M). Thus, using the fact that
time-varying real analytic vector fields and their flows are curves on L(Cω(M);Cω(M)), we
translate the nonlinear differential equation governing the flow a time-varying real analytic
vector field into a linear differential equation on L(Cω(M);Cω(M)). In the real analytic
case, we show that a solution for the linear differential equation of a locally integrally
bounded time-varying real analytic vector field exists and is unique. In particular, using a
family of generating seminorms on the space of real analytic functions, we show that the
sequence of Picard iterations for our linear differential equation on the locally convex space
L(Cω(M);Cω(M)) converges. This will generalize the result of [1, Proposition 2.1] to the
case of locally Bochner integrable time-varying real analytic vector fields.
Finally, we define the exponential map between locally integrally bounded time-varying
real analytic vector fields and their flows. Using the sequence of Picard iteration for flows
of time-varying vector fields, we show that the exponential map is sequentially continuous.
2 Mathematical Notations
In this section, we introduce the mathematical notations that we use in this paper.
Let r ∈ R>0 and x0 ∈ Rn, we denote the disk of radius r with center x0 by D(x0, r). A
multi-index of order m is an element (r) = (r1, r2, . . . , rm) ∈ (Z≥0)m. For all multindices
(r) and (s) of order m, every x = (x1, x2, . . . , xm) ∈ Rm, and every f : Rm → Rn, we define
|(r)| = r1 + r2 + . . .+ rm,
(r) + (s) = (r1 + s1, r2 + s2, . . . , rm + sm),
(r)! = r1!r2! . . . rm!,
x(r) = xr11 x
r2
2 . . . x
rm
m ,
D(r)f(x) =
∂|r|f
∂xr11 ∂x
r2
2 . . . ∂x
rm
m
,(
(r)
(s)
)
=
(
r1
s1
)(
r2
s2
)
. . .
(
rm
sm
)
.
We denote the multi-index (0, 0, . . . , 1, . . . , 0) ∈ (Z≥0)m, where 1 is in the i-th place, by
(̂i). One can compare multindices (r), (s) ∈ (Z≥0)m. We say that (s) ≤ (r) if, for every
i ∈ {1, 2, . . . ,m}, we have si ≤ ri.
The space of all decreasing sequences {ai}i∈N such that ai ∈ R>0 and limn→∞ an = 0 is
denoted by c↓0(Z≥0;R>0).
For the space Rn, we define the Euclidean norm ‖.‖Rn : Rn → R as
‖v‖Rn =
(
v21 + v
2
2 + . . .+ v
2
n
) 1
2 , ∀v ∈ Rn.
For the space Cn, we define the norm ‖.‖Cn : Cn → R as
‖v‖Cn = (v1v1 + v2v2 + . . .+ vnvn)
1
2 , ∀v ∈ Cn.
Let M be an n-dimensional Cν -manifold, where ν ∈ {ω, hol} and let (U, φ) be a coordi-
nate chart on M . Then we define ‖.‖(U,φ) : U → R as
‖x‖(U,φ) = ‖φ(x)‖Fn , ∀x ∈ U.
Let M be an n-dimensional Cν-manifold , where ν ∈ {ω, hol}, (U, φ) be a coordinate
chart on M , and f be a Cν -function on M . Then, for every multi-index (r), we define
‖D(r)f(x)‖(U,φ) as
‖D(r)f(x)‖(U,φ) = ‖D
(r) (f ◦φ) (φ−1(x))‖F, ∀x ∈ U.
When the coordinate chart on M is understood from the context, we usually omit the
subscript (U, φ) in the norm.
For every Cν-vector field X and every multi-index (r), we define ‖D(r)X(x)‖(U,φ) as
‖D(r)X(x)‖(U,φ) = ‖D
(r)
(
Tφ ◦X ◦φ−1
)
(φ(x))‖F, ∀x ∈ U.
When the coordinate chart on M is understood from the context, we usually omit the
subscript (U, φ) in the norm.
In this paper, we only study holomorphic and real analytic regularity classes. We usually
denote Chol for the holomorphic regularity and Cω for the real analytic regularity. Let M
be a real analytic manifold, we denote the space of real analytic functions on M by Cω(M)
and the space of real analytic vector fields on M by Γω(TM). Similarly, for a complex
manifold M , we denote the space of holomorphic functions on M by Chol(M) and the space
of holomorphic vector fields on M by Γhol(TM).
We denote the Lebesgue measure on R by m. Let T ⊆ R be an interval. Then we denote
the space of integrable functions on T by L1(T).
L1(T) =
{
f : T→ R
∣∣∣∣ ∫
T
|f |dm <∞
}
.
The space of continuous functions on T is denoted by C0(T).
Let V be a locally convex space on the field F. Then the space of all linear continuous
functionals from V to F is the topological dual of V and is denoted by V ′. We usually
denote the space V ′ endowed with the weak topology by V ′σ and the space V
′ endowed with
the strong topology by V ′β .
Let V and W be two locally convex spaces on the field F. Then we denote their tensor
product by V ⊗W . The projective tensor product of V and W is denoted by V ⊗π W and
the injective tensor product of V and W is denoted by V ⊗ǫ W . The completion of vector
spaces V ⊗π W and V ⊗ǫ W are denoted by V ⊗̂πW and V ⊗̂ǫW , respectively.
Let Λ be a set. A binary relation  directs Λ if
1. for every i, j, k ∈ Λ, i  j and j  k implies i  k,
2. for every i ∈ Λ, we have i  i,
3. for every i, j ∈ Λ, there exists m ∈ Λ such that m  i and m  j.
A directed set is a pair (Λ,) such that  directs Λ.
Let Λ be a directed set and {Vα}α∈Λ be a family of objects indexed by the elements in
the set Λ and, for every α, β ∈ Λ such that α  β, there exists a morphism fα,β : Vα → Vβ
such that
1. fα,α = id, for every α ∈ Λ, and
2. fα,γ = fβ,γ ◦fα,β, for every α  β  γ.
Then, the pair (Vα, {fα,β}) is called an inductive family of objects.
Let (Vα, {fα,β}) be an inductive family of objects. Then we denote the inductive limit
of (Vα, {fα,β}) by
lim
−→
Vα
Let Λ be a directed set and {Vα}α∈Λ be a family of objects indexed by the elements in
the set Λ and, for every α, β ∈ Λ such that α  β, there exists a morphism fα,β : Vβ → Vα
such that
1. fα,α = id, for every α ∈ Λ, and
2. fα,γ = fα,β ◦fβ,γ, for every α  β  γ.
Then, the pair (Vα, {fα,β}) is called a projective family of objects.
Let (Vα, {fα,β}) be a projective family of objects. Then we denote the projective limit
of (Vα, {fα,β}) by
lim
←−
Vα
3 Holomorphic extension of real analytic mappings
In this section, we review some of the well-known results about extension of “time-invariant”
real analytic functions and vector fields. Since every real analytic mapping is defined on a
real analytic manifold, the first step for studying holomorphic extensions of such mappings
is to extend the underlying real analytic manifold to a complex manifold. We start with
definition of totally real submanifolds of complex manifolds.
Definition 3.1. Let M be a complex manifold with an almost complex structure J . A
submanifold N of M is called a totally real submanifold if, for every p ∈ N , we have
J(TpN)
⋂
TpN = {0}.
It can be shown that, for every real analytic manifoldM , there exists a complex manifold
MC which contains M as a totally real submanifold [34].
Theorem 3.2. Let M be a real analytic manifold. There exists a complex manifold MC
such that dimCM
C = dimRM and M is a totally real submanifold of M
C.
The complex manifold MC is called a complexification of the real analytic manifold
M .
Now that we can extended the real analytic manifolds to a complex manifold, it is time
to study holomorphic extensions of real analytic mappings on the complexification of their
domains. One can show that every real analytic function (vector field) onM can be extended
to a holomorphic function (vector field) on some complexification of M .
Theorem 3.3. LetM be a real analytic manifold and X :M → TM be a real analytic vector
field on M . Then there exists a complexification of M denoted by MC and a holomorphic
vector field X :MC → TMC such that
X(x) = X(x), ∀x ∈M.
The vector field X is called a holomorphic extension of the vector field X .
4 Real analytic vector fields as derivations on Cω(M)
In this section, we characterize real analytic vector fields as derivations on the R-algebra
Cω(M). We will see that this characterization plays an important role in studying flows of
time-varying vector fields.
Let M be a real analytic manifold and let X : M → TM be a real analytic vector field
on M . Then we define the corresponding linear map X̂ : Cω(M)→ Cω(M) as
X̂(f) = df(X), ∀f ∈ Cω(M).
Using the Leibniz rule, this linear map can be shown to be a derivation on the R-algebra
Cω(M).
More interestingly, one can show there is a one-to one correspondence between Cω-vector
fields on M and derivations on the R-algebra Cω(M).
Theorem 4.1. Let M be a real analytic manifold. If X is a real analytic vector field, then
X̂ is a derivation on the R-algebra Cω(M). Moreover, for every derivation D : Cω(M) →
Cω(M), there exists a Cω-vector field X such that X̂ = D.
Proof. The sketch of proof is given in [12, Theorem 4.1]
5 Real analytic maps as unital R-algebra homomor-
phism on Cω(M)
In this section, we characterize real analytic mappings as unital R-algebra homomorphisms
on Cω(M).
Let φ : M → N be a real analytic map. Then we can define the associated map
φ̂ : Cω(N)→ Cω(M) as
φ̂(f) = f ◦φ.
It is easy to see that φ̂ is an R-algebra homomorphism. For every x ∈ M , one can define
the unital R-algebra homomorphism evx : C
ω(M)→ R as
evx(f) = f(x).
The map evx is called the evaluation map at x ∈M . The evaluation map plays an essential
role in characterizing unital F-algebra homomorphisms. The following result is of significant
importance.
Theorem 5.1. Let M be a real analytic manifold. Let φ : Cω(M) → R be a nonzero and
unital R-algebra homomorphism. Then there exists x ∈M such that φ = evx.
Proof. For the case when M and N are open subsets of an Euclidean space, the proof
for this theorem is given in [10, Theorem 2.1]. However, it seems that this proof cannot
be generalized to include the general real analytic manifolds. Using the techniques and
ideas in [23, Proposition 12.5], we present a proof of this theorem for the general case. Let
φ : Cω(M) → R be a unital R-algebra homomorphism. It is easy to see that Ker(φ) is a
maximal ideal in Cω(M). For every f ∈ Cω(M), we define
Z(f) = {x ∈M | f(x) = 0}.
Lemma. Let n ∈ N and f1, f2, . . . , fn ∈ Ker(φ). Then we have
n⋂
i=1
Z(fi) 6= ∅.
Proof. Suppose that we have
n⋂
i=1
Z(fi) = ∅.
Then we can define a function g ∈ Cω(M) as
g(x) =
1
(
∑n
i=1(fi(x))
2)
, ∀x ∈M.
Then it is clear that we have (
n∑
i=1
(fi)
2
)
(g) = 1,
where 1 : Cν(M)→ F is a unital F-algebra homomorphism defined as
1(f) = 1.
Since Ker(φ) is an ideal in Cω(M), we have 1 ∈ Ker(φ). This implies that φ = 0, which is
a contradiction of φ being unital.
Since M is a real analytic manifold, there exists a Cω-embedding of M into some RN
(one can use Grauert’s embedding theorem with N = 4n + 2). Let x1, x2, . . . , xN be the
standard coordinate functions on RN and x̂1, x̂2, . . . , x̂N be their restrictions to M . Now,
for every i ∈ {1, 2, . . . , N}, consider the functions x̂i − φ(x̂i)1 ∈ Cω(M). It is easy to see
that
φ(x̂i − φ(x̂i)1) = φ(x̂i)− φ(x̂i)φ(1) = 0, ∀i ∈ {1, 2, . . . , N}.
This implies that, for every i ∈ {1, 2, . . . , N}, we have x̂i − φ(x̂i)1 ∈ Ker(φ). So, by the
above Lemma, we get
N⋂
i=1
Z(x̂i − φ(x̂i)1) 6= ∅.
Since x1, x2, . . . , xN are coordinate functions, it is easy to see that
⋂N
i=1 Z(x̂i − φ(x̂i)1) is
just a one-point set. So we set
⋂N
i=1 Z(x̂i − φ(x̂i)1) = {x}.
Now we proceed to prove the theorem. Note that, for every f ∈ Ker(φ), we have
Z(f) ∩ {x} = Z(f)
⋂(
∩Ni=1Z(x̂i − φ(x̂i)1)
)
.
So, by the above Lemma, we have
Z(f) ∩ {x} 6= ∅, ∀f ∈ Ker(φ).
This implies that
{x} ⊆ Z(f), ∀f ∈ Ker(φ).
This means that
{x} ⊆
⋂
f∈Ker(φ)
Z(f).
This implies that Ker(φ) ⊆ Ker(evx). Since Ker(evx) and Ker(φ) are both maximal ideals,
we have
Ker(evx) = Ker(φ).
Now let f ∈ Cω(M), so we have f − f(x)1 ∈ Ker(φ). This implies that
0 = φ(f − f(x)1) = φ(f)− f(x).
So, for every f ∈ Cω(M),
φ(f) = f(x).
Therefore, we have φ = evx.
Theorem 5.2. Let M and N be real analytic manifolds. Then, for every R-algebra map
A : Cω(M)→ Cω(N), there exists a real analytic map φ : N →M such that
φ̂ = A.
Proof. For every x ∈ N , consider the unital R-algebra homomorphism evx ◦A : Cω(M)→ R.
By Theorem 5.1, there exists yx ∈M such that evx ◦A = evyx . We define φ : N →M as
φ(x) = yx, ∀x ∈ N.
Let (U, η = (x1, x2, . . . , xm)) be a coordinate neighbourhood on M around yx. Then, by
using the Grauert’s embedding theorems, there exist functions x˜1, x˜2, . . . , x˜m such that, for
every i ∈ {1, 2 . . . ,m}, we have
x˜i ∈ Cω(N),
x˜i|U = x
i.
Thus, for every x ∈ U , we have
yix = evx ◦A(x˜
i) = A(x˜i)(x), ∀i ∈ {1, 2, . . . ,m}.
However, for every i ∈ {1, 2, . . . ,m}, we have A(x˜i) ∈ Cω(N). This implies that, for every
i ∈ {1, 2, . . . ,m}, the function yix is real analytic with respect to x on the neighbourhood
U . Therefore, the map φ is real analytic. One can easily check that φ̂ = A.
6 Inductive limit of topological vector spaces
In this section, we introduce two important classes of inductive limits of locally convex
spaces. It turns out that these classes play an essential role in our analysis of extensions of
time-varying real analytic vector fields
Definition 6.1. Let {Vi, fi}i∈N be an inductive family of locally convex spaces and the
pair (V, {gi}i∈N) be the locally convex inductive limit of {Vi, fi}i∈N. The inductive family
{Vi, fi}i∈N is regular if, for every bounded set B ⊂ V , there exists m ∈ N and a bounded
set Bm ⊂ Vm such that the restriction map gm |Bm : Bm → V is a bijection onto B.
The inductive family {Vi, fi}i∈N is boundedly retractive if, for every bounded set
B ⊂ V , there exists m ∈ N and a bounded set Bm ⊂ Vm such that the restriction map
gm |Bm : Bm → V is a homeomorphism onto B.
While most of the well-known inductive family of locally convex spaces in mathematics
are regular and/or boundedly retractive, checking whether an inductive family is regular or
boundedly retractive using the definitions is very difficult. However, some properties of the
connecting maps of the inductive family can ensure that the inductive limit is regular or
boundedly retractive.
Definition 6.2. Let {Vi}i∈N be a family of locally convex topological vector spaces and let
{fi}i∈N be a family of continuous linear maps such that fi : Vi → Vi+1.
1. The inductive family {Vi, fi}i∈N is compact if, for every i ∈ N, the map fi : Vi → Vi+1
is compact.
2. The inductive family {Vi, fi}i∈N is weakly compact if, for every i ∈ N, the map
fi : Vi → Vi+1 is weakly compact.
In order to study the compactness (weak compactness) of an inductive family of locally
convex spaces {Vi, fi}i∈N, it is essential that one can characterize the compact (weakly
compact) subsets of locally convex vector spaces Vi for every i ∈ N. For a metrizable
topological vector space V , it is well-known that a set K ⊆ X is compact if and only if every
sequence in K has a convergent subsequence. However, it is possible that the weak topology
on V is not metrizable. Thus it would be interesting to see if the same characterization
holds for weakly compact subsets of V . Eberlein–Smulian Theorem answers this question
affirmatively for Banach spaces [29, Chapter IV, Corollary 2].
Theorem 6.3. Let V be a Banach space and A ⊆ V . Then the following statements are
equivalent:
(i) The weak closure of A is weakly compact,
(ii) each sequence of elements of A has a subsequence that is weakly convergent.
One can get a partial generalization of the Eberlein–Smulian Theorem for complete
locally convex spaces [29, Chapter IV, Theorem 11.2].
Theorem 6.4. Let V be a complete locally convex space and A ⊆ V . If every sequence of
elements of A has a subsequence that is weakly convergent, then the weak closure of A is
weakly compact.
The next theorem shows that an inductive family of locally convex spaces with compact
(weakly compact) connecting maps is boundedly retractive (regular).
Theorem 6.5. Let {Vi}i∈N be a family of locally convex topological vector spaces and let
{fi}i∈N be a family of linear continuous maps such that fi : Vi → Vi+1. Then
1. if the inductive family {Vi, fi}i∈N is weakly compact, then it is regular, and
2. if the inductive family {Vi, fi}i∈N is compact, then it is boundedly retractive.
Proof. The first part of this theorem has been proved in [17, Theorem 6] and the second
part in [17, Theorem 6’]
However, one can find boundedly retractive inductive families which are not compact
[4]. In [26], Retakh studied an important condition on inductive families of locally convex
spaces called condition (M).
Definition 6.6. Let {Vi}i∈N be a family of locally convex topological vector spaces and
let {fi}i∈N be a family of linear continuous maps such that fi : Vi → Vi+1. The inductive
family {Vi, fi}i∈N satisfies condition (M) if there exists a sequence of absolutely convex
neighbourhoods {Ui}i∈N of 0 such that, for every i ∈ N, we have Ui ⊆ Vi and,
1. for every i ∈ N, we have Ui ⊆ f
−1
i (Ui+1), and
2. for every i ∈ N, there exists Mi > 0 such that, for every j > Mi, the topologies
induced from Vj on Ui are all the same.
It can be shown that condition (M) has close connection with regularity of inductive
families of locally convex spaces [4].
Theorem 6.7. Let {Vi}i∈N be a family of normed vector spaces and let {fi}i∈N be a family
of continuous linear maps such that fi : Vi → Vi+1. Suppose that the inductive family
{Vi, fi}i∈N is regular. Then inductive family {Vi, fi}i∈N is boundedly retractive if and only
if it satisfies condition (M).
Proof. This theorem is proved in [4, Proposition 9(d)].
7 Time-varying vector fields and their flows
In this section, we define and study time-varying Cν-vector field.
Definition 7.1. Let M be a Cν -manifold and T ⊆ R be an interval. Then a map X : T×
M → TM is a time-varying Cν-vector field if, for every t ∈ T, the map Xt : M → TM
defined as
Xt(x) = X(t, x), ∀x ∈M,
is a Cν-vector field.
Associated to every time-varying Cν -vector field X : T ×M → TM , one can define a
curve X̂ : T→ Γν(TM) such that
X̂(t)(x) = X(t, x), ∀t ∈ T, ∀x ∈M.
It is clear that this correspondence between time-varying Cν -vector fields and curves on the
space Γν(TM) is one-to-one.
In order to study properties of time-varying Cν -vector fields, we need to define a topology
on the space Γν(TM). In the holomorphic case, the natural topology on the space Γhol(TM)
is the so-called “compact-open” topology, which has been throughly studied in the literature
[19, §8].
Definition 7.2. Let K ⊆ M be a compact set. Then we define the seminorm pholK on
Γhol(TM) by
pholK (X) = {‖X(x)‖ | x ∈ K}
The family of seminorms {pholK } define a locally convex topology on Γ
hol(TM) called the
Chol-topology.
Properties of Chol-topology on Γhol(TM) has been investigated in [19, §]. The following
theorem has been proved in [19, §8.4].
Theorem 7.3. The vector space Γhol(TM) equipped with the Chol-topology is a Hausdorff,
separable, complete, metrizable, and nuclear locally convex space.
In the real analytic case, it is natural to equip Γω(TM) with the subspace topology
from Γ∞(TM). However, it can be shown that this topology on Γω(TM) is not complete
[15, Chapter 5]. Another topology on Γω(TM) can be defined using the fact that, every
real analytic vector field is the germ of a holomorphic vector field, defined on a suitable
domain. We will see that this topology on Γω(TM) makes it into a complete, separable,
and nuclear space. Each of these properties is essential for validity of our extension results.
In [22], using the so-called compact-open topology on space of holomorphic functions, two
characterization for a topology on the space of real analytic functions has been developed.
This topology on the space Cω(M) has been further studied in [9]. In this section, using
the same setting as in [22], we define a topology on the space of real analytic functions.
While Two different characterization of this topology has been studied in.
Let M be a real analytic manifold and MC be a complexification of M . We denote the
set of all holomorphic vector fields on U by Γhol(TU). We define Γhol,R(TU) ⊆ Γhol(TU) as
Γhol,R(TU) =
{
X ∈ Γhol(TU)
∣∣ X(x) ∈ TxM, ∀x ∈M}
Then, for every neighbourhood U ⊆ MC containing M , we define the map iR
U
:
Γhol,R(TU)→ Γω(TM) as
iR
U
(X) = X |M .
If we denote the set of all the neighbourhoods U ∈ MC of M by NM . Then we can
define the inductive limit topology on Γω(TM).
Definition 7.4. The inductive topology on Γω(TM) is defined as the finest locally convex
topology which makes all the maps {iR
U
}U∈NM continuous.
Although the definition of inductive topology on Γω(TM) is natural, characterization of
properties of Γω(TM) using this topology is not easy. The main reason is that, for non-
compact M , the inductive limit lim
−→U∈NM
Γhol,R(TU) = Γω(TM) is not countable [9, Fact
14]. However, one can define another topology on the space of real analytic sections which
is representable by countable inductive and projective limits [22].
Let K ⊆ M be a compact set and NK be the set of all neighbourhoods of K in MC.
Then we denote the space of germs of holomorphic vector fields around K by G holK . In other
words, we have
lim
−→
Γhol(TU) = G holK ,
where the inductive limit is on the directed set NK . One can equip the space G
hol
K with the
locally convex topology defined using the above inductive limit.
It turns out that G holK can also be expressed as a inductive limit of a countable family of
Banach spaces [9]. Note that, for every compact set K ⊆M , one can choose a sequence of
open sets {Un}n∈N in MC such that, for every n ∈ N, we have
cl(Un+1) ⊆ Un,
and
⋂∞
i=1 U i = K. Then we have lim−→n→∞
Γhol(TUn) = G
hol
K .
Definition 7.5. Let U be an open set in MC. We define the map pU : Γ
hol(TU)→ [0,∞]
by
pU (X) = sup{‖X(x)‖ | x ∈ U}, ∀X ∈ Γ
hol(U).
Then Γholbdd(TU) is a subspace of Γ
hol(TU) defined as
Γholbdd(TU) = {X ∈ Γ
hol(TU) | pU (X) <∞}.
We equip Γholbdd(TU) with the norm pU and define the inclusion ρU : Γ
hol
bdd(TU)→ Γ
hol(TU)
as
ρU (X) = X, ∀X ∈ Γ
hol
bdd(TU).
Theorem 7.6. The space (Γholbdd(TU), pU ) is a Banach space and the map ρU : Γ
hol
bdd(TU)→
Γhol(TU) is a compact continuous map.
Proof. Let K be a compact subset of M ∩ U . Then, for every X ∈ Γholbdd(TU), we have
pholK (ρU (X)) = p
hol
K (X) ≤ pU (X), which implies that ρU is continuous. Now consider the
open set p−1
U
([0, 1)) in Γholbdd(TU). The set p
−1
U
([0, 1)) is bounded and ρU is continuous. So
ρU
(
p−1
U
([0, 1))
)
,
is bounded in Γhol(TU). Since Γhol(TU) is nuclear, it satisfies the Heine–Borel property
[29, Chapter III, §7]. Thus, the bounded the set ρU
(
p−1
U
([0, 1))
)
is relatively compact in
Γhol(TU). So ρU is compact.
Now we show that (Γholbdd(TU), pU ) is a Banach space. Let {Xn}n∈N be a Cauchy sequence
in Γholbdd(TU). It suffices to show that there exists X ∈ Γ
hol
bdd(TU) such that limn→∞Xn = X
in the topology induced by pU on Γ
hol
bdd(TU). Since ρU is continuous, the sequence {Xn}n∈N
is Cauchy in Γhol(TU). Since Γhol(TU) is complete, there exists X ∈ Γhol(TU) such that
limn→∞Xn = X in the C
hol-topology. Now we show that limn→∞Xn = X in the topology
of (Γholbdd(TU), pU ) and X ∈ Γ
hol
bdd(TU). Let ǫ > 0. Then there exists N ∈ N such that, for
every n,m > N , we have
pU (Xn −Xm) <
ǫ
2
.
This implies that, for every z ∈ U and every n,m > N , we have
‖Xn(z)−Xm(z)‖ <
ǫ
2
.
So, for every z ∈ U and every n > N , we choose mz > N such that
‖Xm(z)−X(z)‖ <
ǫ
2
, ∀m ≥ mz.
This implies that, for every z ∈ U , we have
‖X(z)−Xn(z)‖ < ‖Xn(z)−Xmz (z)‖+ ‖Xmz(z)−X(z)‖ < ǫ.
So, for every n > N , we have
pU (Xn −X) < ǫ.
This completes the proof.
Theorem 7.7. Let K be a compact set and {Un}n∈N be a sequence of open, relatively
compact neighbourhoods of K in MC such that
cl(Un+1) ⊆ Un, ∀n ∈ N,
and
⋂
n∈N Un = K. Then we have lim−→n→∞
Γholbdd(TUn) = G
hol
K . Moreover, the inductive
limit is compact.
Proof. For every n ∈ N, we define rn : Γhol(TUn)→ Γholbdd(TUn+1) as
rn(X) = X |Un+1, ∀X ∈ Γ
hol(TUn).
For every compact set C with Un+1 ⊆ C ⊆ Un, we have pUn+1(X) ≤ p
hol
C (X). This implies
that the map rn is continuous and we have the following diagram:
Γholbdd(TUn)
ρUn
// Γhol(TUn)
rn
// Γholbdd(TUn+1)
ρUn+1
// Γhol(TUn+1) .
Since all maps in the above diagram are linear and continuous, by the universal property of
the inductive limit of locally convex spaces, we have
lim
−→
n→∞
Γholbdd(TUn) = lim−→
n→∞
Γhol(TUn) = G
hol
K .
Moreover, for every n ∈ N, the map ρUn is compact and rn is continuous. So the composition
rn ◦ρUn is also compact [16, §17.1, Proposition 1]. This implies that the direct limit
lim
−→
n→∞
Γholbdd(TUn) = G
hol
K
is compact.
One can define the subspace G hol,RK ⊆ G
hol
K as
G
hol,R
K =
{
[X ]K
∣∣ ∃U ∈ NK , X ∈ Γhol,R(TU)}
Let {Kn}n∈N be a compact exhaustion for M . Then we have
lim
←−
G
hol,R
Kn
= Γω(TM).
Using this projective limit, one can define another topology on space of real analytic vector
fields.
Definition 7.8. Let {Kn}n∈N be a compact exhaustion for M . Then we define the pro-
jective limit topology on Γω(TM) as the projective limit topology defined using the
following projective family of locally convex spaces:
lim
←−
G
hol,R
Kn
= Γω(TM).
It is easy to show that the projective limit topology on Γω(TM) does not depend on a
specific choice of the compact exhaustion {Kn}n∈N for M .
It is a deep theorem of Martineau that the projective limit topology and inductive limit
topology on Γω(TM) coincide [22]. We denote this topology on Γω(TM) by the Cω-topology.
One can show that this topology has nice properties [15, §5.3]
Theorem 7.9. The vector space Γω(TM) equipped with the Cω-topology is a Hausdorff,
separable, complete, and nuclear locally convex space.
As is shown in Theorem 4.1 the real analytic vector fields are exactly the derivations
of the R-algebra Cω(M). Since derivations of Cω(M) are linear mappings from Cω(M) to
Cω(M), it would be interesting to study the more general space of linear mapping from
Cω(N) to Cω(M).
Definition 7.10. Let M and N be real analytic manifolds. The space of linear mapping
from Cω(N) to Cω(M) is denoted by L(Cω(N);Cω(M)).
One can define different topologies on L(Cω(N);Cω(M)), using the Cω-topologies on
the spaces Cω(M) and Cω(N). In this section, we focus on the topology of pointwise
convergence on L(Cω(N);Cω(M)). We will see that this topology is consistent with the
Cω-topology on Γω(TM).
Definition 7.11. For f ∈ Cω(M), we define the map Lf : L(Cω(M);Cω(N)) → Cω(N)
as
Lf(X) = X(f).
The topology of pointwise convergence on L(Cω(M);Cω(N)) is the projective topology
with respect to the family {Cω(N),Lf}f∈Cω(M).
It can be shown that L(Cω(N);Cω(M)) equipped with the topology of pointwise con-
vergence has many nice properties.
Theorem 7.12. The vector space L(Cω(N);Cω(M)) with the topology of pointwise conver-
gence is a Hausdorff, separable, complete, and nuclear locally convex space.
Proof. We show that L(Cω(M);Cω(N)) is a closed subspace of Cω(N)C
ω(M), if we equip
the latter space with its natural topology of pointwise convergence. Let {Xα}α∈Λ be a
converging net in L(Cω(M);Cω(N)) with the limit X ∈ Cω(N)C
ω(M). We show that X is
linear. Let f, g ∈ Cω(M) and c ∈ F. Then we have
Xα(f + cg) = Xα(f) + cXα(g), ∀α ∈ Λ.
By taking limit on α, we get
X(f + cg) = X(f) + cX(g).
This implies that X is linear and therefore L(Cω(N);Cω(M)) is a closed subspace of
Cω(N)C
ω(M).
Since Cω(N) is Hausdorff, it is clear that Cω(N)C
ω(M) is Hausdorff. This implies that
L(Cω(M);Cω(N)) ⊆ Cω(N)C
ω(M) is Hausdorff. Let c be the cardinality of the continuum.
Note that Cω(M) ⊆ C0(M) and M is second countable and hence separable. This implies
that the cardinality of C0(M) is c [13, Chapter 5, Theorem 2.6(a)]. Therefore, the cardi-
nality of Cω(M) is at most c. The product of c separable spaces is separable [35, Theorem
16.4(c)]. This implies that Cω(N)C
ω(M) is separable. Since L(Cω(M);Cω(N)) is a closed
subspace of Cω(N)C
ω(M), it is separable [35, Theorem 16.4]. Note that Cω(N) is complete.
This implies that Cω(N)C
ω(M) is complete [29, Chapter II, §5.3]. Since L(Cω(M);Cω(N))
is a closed subspace of Cω(N)C
ω(M), it is complete. The product of any arbitrary family
of nuclear locally convex vector spaces is nuclear [29, Chapter III, §7.4]. This implies that
Cω(N)C
ω(M) is nuclear. Since every closed subspace of nuclear space is nuclear [29, Chapter
III, §7.4], L(Cω(M);Cω(N)) is also nuclear.
We have already mentioned that real analytic vector fields on M are exactly derivations
on Γω(TM). Thus, we have
Γω(TM) ⊆ L(Cω(N);Cω(M)).
Therefore, the topology of pointwise convergence on L(Cω(N);Cω(M)) will induce a sub-
space topology on Γω(TM). It is interesting to note that this subspace topology on Γω(TM)
and the Cω-topology on Γω(TM) are the same [15, Theorem 5.8].
Theorem 7.13. The Cω-topology on Γω(TM) coincides with the subspace topology form
L(Cω(N);Cω(M)).
Thus, it is reasonable to denote the topology of pointwise convergence on
L(Cω(N);Cω(M)) by the Cω-topology.
It is well-known every locally convex topology can be characterized using a family of
seminorms [28, Theorem 1.37]. Since the vector space Γω(TM) equipped with the Cω-
topology is a locally convex space, it would be interesting to provide an explicit family of
seminorm for the locally convex space Γω(TM). As to our knowledge, the first character-
ization of the space of germs of holomorphic functions on compact subsets of Cn using an
explicit family of seminorms has been developed in [25]. In the notes [9], a family of semi-
norm on Γω(TM) has been introduced and it has been mentioned that the Cω-topology on
Cω(M) is generated by this family of seminorms. For the case M = R, the complete proof
of the fact that this family of seminorms generates the Cω-topology on Cω(R) has been
given in [33]. Using the idea of the proof in [33], a complete characterization of the locally
convex space Γω(TM) using a family of seminorm has been given in [15]. In this section, we
provide a family of seminorms for the Cω-topology on the space L(Cω(M);Cω(N)). Since
Γω(TM) can be considered as a subspace of L(Cω(M);Cω(M)), this family of seminorms
also gives a family of generating seminorms for the Cω-topology on Γω(TM).
Definition 7.14. Let c↓0(Z≥0,R>0, d) denote the set of all decreasing sequences {an}n∈Z≥0
such that, for every n ∈ Z≥0, we have 0 < an ≤ d and
lim
n→∞
an = 0.
Definition 7.15. Let U be a coordinate chart on N , K ⊆ U be a compact set, a ∈
c↓0(Z≥0,R>0, d), and f ∈ C
ω(M). Then, for every X ∈ L(Cω(M);Cω(N)), we define
pωK,a,f(X) =
{
a0a1 . . . a|r|
|(r)|!
∥∥∥D(r)Xf(x)∥∥∥ ∣∣∣∣ |(r)| ∈ Z≥0, x ∈ K}
Using [15, Theorem 5.5], we have
Theorem 7.16. The family of seminorms {pωK,a,f} generates the C
ω-topology on
L(Cω(M);Cω(N))
Now, we prove a specific approximation for the seminorms on Γω(M). In section 10,
we will see that this approximation is useful in studying flows of time-varying real analytic
vector fields. Let d > 0 be a positive real number and a ∈ c↓0(Z≥0,R>0, d). For every n ∈ N,
we define the sequence an = (an,0, an,1, . . . , an,m, . . .) as
an,m =

(
m+1
m
)n
am, m > n,(
m+1
m
)m
am, m ≤ n.
Associated to every a ∈ c↓0(Z≥0,R>0, d), we define the sequence bn ∈ c
↓
0(Z≥0,R>0) as
bn,m =
an,m, m = 0,m = 1,( (m+1)(m+2)
(m−1)(m)
)
an,m, m > 1.
Lemma 7.17. Let a ∈ c↓0(Z≥0,R>0, d). Then, for every n ∈ Z≥0, we have an ∈
c↓0(Z≥0,R>0, ed) and, for every m,n ∈ Z≥0, we have
an,m ≤ eam,
(m+ 1)
(n+ 1)
≤
(an+1,0)(an+1,1) . . . (an+1,m+1)
(an,0)(an,1) . . . (an,m+1)
,
where e is the Euler constant. Moreover, for every n ∈ Z≥0 we have bn ∈ c
↓
0(Z≥0,R>0, 6ed)
and, for every m > 1, we have
bn,m ≤ 6eam,
(an,0)(an,1) . . . (an,m)
(m− 2)!
=
(bn,0)(bn,1) . . . (bn,m)
m!
.
Proof. Let a ∈ c↓0(Z≥0,R>0, d). Then by definition of an, for n < m, we have
an,m =
(
m+ 1
m
)n
am ≤
(
m+ 1
m
)m
am ≤ eam
For n ≥ m, we have
an,m =
(
m+ 1
m
)m
am ≤ eam.
This implies that limm→∞ an,m = 0. Moreover, for every m,n ∈ Z≥0, we have
an,m ≤ eam ≤ ed.
So we have an ∈ c
↓
0(Z≥0,R>0, ed). Let m,n ∈ Z≥0 be such that n + 1 > m + 1. Then we
have
an+1,m+1
an,m+1
= 1.
So we get
(an+1,0)(an+1,1) . . . (an+1,m+1)
(an,0)(an,1) . . . (an,m+1)
≥ 1.
Since we have an ∈ c
↓
0(Z≥0,R>0, ed), we get
(an+1,0)(an+1,1) . . . (an+1,m+1)
(an,0)(an,1) . . . (an,m+1)
≥ 1 ≥
m+ 1
n+ 1
.
Now suppose that m,n ∈ Z≥0 are such that n+ 1 ≤ m+ 1. Then we have
an+1,m+1
an,m+1
=
(
m+ 1
m
)
.
Therefore, we get
(an+1,0)(an+1,1) . . . (an+1,m+1)
(an,0)(an,1) . . . (an,m+1)
=
(
n+ 2
n+ 1
)(
n+ 3
n+ 2
)
. . .
(
m+ 2
m+ 1
)
=
m+ 2
n+ 1
>
m+ 1
n+ 1
.
Since we have an ∈ c
↓
0(Z≥0,R>0, ed), we get
(an+1,0)(an+1,1) . . . (an+1,m+1)
(an,0)(an,1) . . . (an,m)
≥
m+ 1
n+ 1
.
So, for all m,n ∈ Z≥0, we have
(an+1,0)(an+1,1) . . . (an+1,m+1)
(an,0)(an,1) . . . (an,m+1)
≥
m+ 1
n+ 1
.
Finally, since an ∈ c
↓
0(Z≥0,R>0, ed) and we have
(m+2)(m+1)
m(m−1) ≤ 6, for all m > 1, we get
bn,m =
(m+ 2)(m+ 1)
m(m− 1)
an,m ≤ 6an,m.
So we have limm→∞ bn,m = 6 limm→∞ an,m = 0. Moreover, we have
bn,m ≤ 6an,m ≤ 6eam ≤ 6ed.
Thus we get bn ∈ c
↓
0(Z≥0,R>0, 6ed). This completes the proof of the lemma.
Theorem 7.18. Let M be a real analytic manifold of dimension N , X ∈ Γω(TM), and
f ∈ Cω(M). Let U be a coordinate neighbourhood in M and K ⊆ U be compact. For every
d > 0, every a ∈ c↓0(Z≥0;R>0, d), and every n ∈ Z≥0, we have
pωK,an(X(f)) ≤ 4N(n+ 1)maxi
{pωK,bn(X
i)}pωK,an+1(f). (7.1)
Proof. Let (U, φ = (x1, x2, . . . , xN )) be a coordinate chart on M . We first prove that, for
every f, g ∈ Cω(M), every multi-index (r) and every x ∈ U , we have∥∥∥D(r)(fg)(x)∥∥∥ ≤
|r|∑
j=0
(
|r|
j
)
sup
{∥∥∥(D(l)f(x))∥∥∥ | |l| = j} sup{∥∥∥(D(l)g(x))∥∥∥ | |l| = |r| − j} .
We prove this by induction on |r|. If |r| = 1, then it is clear that, for every x ∈ U , we have∥∥∥∥ ∂∂xi (fg)(x)
∥∥∥∥ = ∥∥∥∥ ∂f∂xi (x)g(x) + ∂g∂xi (x)f(x)
∥∥∥∥ ≤ ∥∥∥∥ ∂f∂xi (x)g(x)
∥∥∥∥ + ∥∥∥∥ ∂g∂xi (x)f(x)
∥∥∥∥ .
Now suppose that, for every x ∈ U and for every (r) such that |r| ∈ {1, 2, . . . , k}, we have∥∥∥D(r)(fg)(x)∥∥∥ ≤
|r|∑
j=0
(
|r|
j
)
sup
{∥∥∥(D(l)f(x))∥∥∥ | |l| = j} sup{∥∥∥(D(l)g(x))∥∥∥ | |l| = |r| − j} .
Let (l) be a multi-index with |l| = k + 1. Then there exists i ∈ {1, 2, . . . , N} and (r) with
|r| = k such that (l) = (r) + (̂i). So, for every x ∈ U , we have∥∥∥D(l)(fg)(x)∥∥∥ = ∥∥∥∥D(r)( ∂∂xi (fg)
)
(x)
∥∥∥∥
≤
∥∥∥∥D(r)( ∂f∂xi g
)
(x)
∥∥∥∥ + ∥∥∥∥D(r)( ∂g∂xi f
)
(x)
∥∥∥∥
≤
|r|∑
j=0
(
|r|
j
)
sup
{∥∥∥∥(D(l) ∂f∂xi (x))
∥∥∥∥ | |l| = j} sup{∥∥∥(D(l)g(x))∥∥∥ | |l| = |r| − j}+(
|r|
j
)
sup
{∥∥∥(D(l)f(x))∥∥∥ | |l| = j} sup{∥∥∥∥(D(l) ∂g∂xi (x))
∥∥∥∥ | |l| = |r| − j}
=
|r|∑
j=0
((
|r|
j − 1
)
+
(
|r|
j
))
sup
{∥∥∥(D(l)f(x))∥∥∥ | |l| = j}×
sup
{∥∥∥(D(l)g(x))∥∥∥ | |l| = |r| − j + 1}
=
|r|∑
j=0
(
|r|+ 1
j
)
sup
{∥∥∥(D(l)f(x))∥∥∥ | |l| = j} sup{∥∥∥(D(l)g(x))∥∥∥ | |l| = |r| − j + 1} .
This completes the induction. Note that in the coordinate neighbourhood U , we have
X(f) =
N∑
i=1
X(xi)
∂f
∂xi
.
Thus, for every x ∈ U , we get∥∥∥D(r)(X(f))(x)∥∥∥ ≤
|r|∑
j=0
N∑
i=1
(
|r|
j
)
sup
{∥∥∥(D(l)X i(x))∥∥∥ | |l| = |r| − j} sup{∥∥∥∥D(l) ∂f∂xi (x)
∥∥∥∥ | |l| = j} . (7.2)
Now let d > 0 and a ∈ c↓0(Z≥0,R>0, d). Multiplying both sides of equation (7.2) by
(an,0)(an,1)...(an,|r|)
|r|! , we get
(an,0)(an,1) . . . (an,|r|)
|r|!
∥∥∥D(r)(X(f))(x)∥∥∥ ≤
N∑
i=1
|r|∑
l=0
(
(an,0)(an,1) . . . (an,l+1)
l!
sup
{∥∥∥∥D(s) ∂f∂xi (x)
∥∥∥∥ | |s| = l})
×
(
(an,l+2)(an,l+3) . . . (an,|r|)
(|r| − l)!
sup
{∥∥∥D(s)X i(x)∥∥∥ | |s| = |r| − l}) , ∀x ∈ U.
Since the sequence an is decreasing, we have
(an,0)(an,1) . . . (an,|r|)
|r|!
∥∥∥D(r)(X(f))(x)∥∥∥
≤
N∑
i=1
|r|∑
l=0
(
(an,0)(an,1) . . . (an,l+1)
l!
sup
{∥∥∥∥D(s) ∂f∂xi (x)
∥∥∥∥ | |s| = l})
×
(
(an,0)(an,1) . . . (an,|r|−l−2)
(|r| − l)!
sup
{∥∥∥D(s)X i(x)∥∥∥ | |s| = |r| − l}) , ∀x ∈ U.
Using the above lemma, we have
(an,0)(an,1) . . . (an,l+1)
(l)!
≤ (n+ 1)
(an+1,0)(an+1,1 . . . (an+1,l+1)
(l + 1)!
,
(an,0)(an,1) . . . (an,|r|−l−2)
(|r| − l − 2)!
=
(bn+1,0)(bn+1,1) . . . (bn+1,|r|−l)
(|r| − l)!
Therefore, we get
(an,0)(an,1) . . . (an,|r|)
|r|!
∥∥∥D(r)(X(f))(x)∥∥∥
≤
N∑
i=1
|r|∑
l=0
(n+ 1)
(|r| − l)(|r| − l − 1)
(
(an+1,0)(an+1,1) . . . (an+1,l+1)
(l + 1)!
sup
{∥∥∥D(s)f(x)∥∥∥ | |s| = l + 1})(
(bn,0)(bn,1) . . . (bn,|r|−l)
(|r| − l)!
sup
{∥∥∥D(s)X i(x)∥∥∥ | |s| = |r| − l}) , ∀x ∈ U.
Thus, by taking the supremum over l ∈ Z≥0 and x ∈ K of the two term in the right hand
side of the above inequality, we get
(an,0)(an,1) . . . (an,|r|)
|r|!
∥∥∥D(r)(X(f))(x)∥∥∥
≤ N(n+ 1)pωK,an+1(f)p
ω
K,bn
(X i)
|r|∑
l=0
1
(|r| − l)(|r| − l − 1)
≤ 4N(n+ 1)pωK,an+1(f)p
ω
K,bn
(X i), ∀x ∈ U.
By taking the supremum of the left hand side of the above inequality over |r| ∈ N and
x ∈ K, for every a ∈ c↓0(Z≥0;R>0, d), we get
pωK,an(X(f)) ≤ 4N(n+ 1)maxi
{pωK,bn(X
i)}pωK,an+1(f).
Using the Cω-topology on the space Γω(TM), one can study different properties of
time-varying real analytic vector fields as curves on Γω(TM). In this part, we introduce the
notions of integrability and absolute continuity for curves on locally convex spaces.
Definition 7.19. Let V be a locally convex space with a family of generating seminorms
{pi}i∈Λ and let T ⊆ R be an interval. A curve f : T → V is integrally bounded if, for
every i ∈ N, we have ∫
T
pi(f(τ))dτ <∞.
A function s : T → V is a simple function if there exist n ∈ N, measurable sets
A1, A2 . . . , An ⊆ T, and v1, v2, . . . , vn ∈ V such that m(Ai) < ∞ for every i ∈ {1, 2, . . . , n}
and
s =
n∑
i=1
χAivi.
The set of all simple functions from the interval T to the vector space V is denoted by
S(T;V ).
One can define Bochner integral of a simple function s =
∑n
i=1 χAivi as∫
T
s(τ)dτ =
n∑
i=1
m(Ai)vi.
It is easy to show that the above expression does not depend on choice of A1, A2, . . . , An ⊆ T.
A curve f : T → V is Bochner approximable if there exists a net {fα}α∈Λ of simple
functions on V such that, for every seminorm pi, we have
lim
α
∫
T
pi(fα(τ) − f(τ))dτ = 0.
The net of simple functions {fα}α∈Λ is an approximating net for the mapping f .
Theorem 7.20 ([3]). Let {fα}α∈Λ be an approximating net for the mapping f : T → V .
Then {
∫
T
fα(τ)dτ}α∈Λ is a Cauchy net.
Let f : T → V be a mapping and let {fα}α∈Λ be an approximating net of simple
functions for f . If the net {
∫
T
fα(τ)dτ}α∈Λ converges, then we say that f is Bochner
integrable. One can show that the limit of {
∫
T
fα(τ)dτ}α∈Λ doesn’t depend on the choice
of approximating net and is calledBochner integral of f . The set of all Bochner integrable
curves from T to V is denoted by L1(T;V ).
A curve f : T→ V is locally Bochner integrable if for every compact set J ⊆ T, the
map f |J is Bochner integrable. The set of all locally Bochner integrable curves from T to
V is denoted by L1loc(T;V ).
Theorem 7.21. Let V be a complete, separable locally convex space, T ⊆ R be an interval,
and f : T → V be a curve on V . Then f is locally integrally bounded if and only if it is
locally Bochner integrable.
Using the Cν-topology on the space Γν(TM), one can apply the Theorem 7.9 and The-
orem 7.21 to get the following result.
Theorem 7.22. Let X : T → Γν(TM) be a time-varying Cν-vector fields. Then X is
locally integrally bounded if and only if it is locally Bochner integrable.
We denoted the space of Bochner integrable curves from a compact interval T ⊆ R to a
locally convex vector space V by L1(T;V ). One can show that L1(T;V ) is a vector space.
Let {pi}i∈Λ be a family of generating seminorms for V . Then, for every i ∈ Λ, one can
define a seminorm pi,T on L
1(T;V ) by
pi,T(f) =
∫
T
pi (f(τ)) dτ.
Therefore, one can consider L1(T;V ) as a locally convex space with the generating family
of seminorms {pi,T}i∈Λ.
It would be interesting to investigate whether this locally convex space can be charac-
terized using the locally convex space space V and the Banach space L1(T).
Theorem 7.23 ([16]). Let T ⊆ R and V be a complete locally convex space. Then there
exists a linear homeomorphism between L1(T;V ) and L1(T)⊗̂πV .
One can find the similar characterizations for the space of continuous mappings from T
to the locally convex space V .
Theorem 7.24 ([16]). Let T ⊆ R be a compact interval and V be a complete locally convex
space. Then there exists a linear homeomorphism between C0(T;V ) and C0(T)⊗̂ǫV .
It is possible to define different notions of absolute continuity for a curve on a locally
convex space V . In this paper, we choose to use the following notion which turns out to be
the most applicable one in our study of flows of time-varying vector fields.
Definition 7.25. A curve f : T→ V is absolutely continuous if there exists a Bochner
integrable curve g : T→ V such that, for every t0 ∈ T, we have
f(t) = f(t0) +
∫ t
t0
g(τ)dτ, ∀t ∈ T.
The set of all absolutely continuous curves on V on the interval T is denoted by AC(T;V ).
Theorem 7.26. Let ξ : T→ L(Cν(M);Cν(N)) be a locally absolutely continuous curve on
L(Cν(M);Cν(N)). Then ξ is differentiable for almost every t ∈ T.
Proof. Without loss of generality, we assume that T is compact. Then there exists η ∈
L1(T; L(Cν(M);Cν(N))) such that
ξ(t) = ξ(t0) +
∫ t
t0
η(τ)dτ, ∀t ∈ T.
Therefore, it suffice to show that, for almost every t0 ∈ T, we have
lim sup
t→t0
1
t− t0
∫ t
t0
(η(τ) − η(t0)) dτ = 0.
Since C0(T) is dense in L1(T), the set C0(T)⊗̂πL(Cν(M);Cν(N)) is dense in
L1(T)⊗̂πL(Cν(M);Cν(N)) [16, §15.2, Proposition 3(a)]. Since the locally convex space
L(Cν(M);Cν(N)) is complete, by Theorem 7.23 and Theorem 7.24, we have
C0(T)⊗̂πL(C
ν(M);Cν(N))) = C0(T; L(Cν(M);Cν(N))),
L1(T)⊗̂πL(C
ν(M);Cν(N))) = L1(T; L(Cν(M);Cν(N))).
This implies that C0(T; L(Cν(M);Cν(N))) is dense in L1(T; L(Cν (M);Cν(N))). Let
{pi}i∈I be a generating family of seminorms for L(Cν(M);Cν(N)). For ǫ > 0 and i ∈ I,
there exists g ∈ C0(T; L(Cν(M);Cν(N))) such that∫
T
pi(g(τ) − η(τ))dτ < ǫ.
So we assume that t > t0 and we can write
1
t− t0
∫ t
t0
pi (η(τ) − η(t0)) dτ ≤
1
t− t0
∫ t
t0
pi(η(τ) − g(τ))dτ
+
1
t− t0
∫ t
t0
pi (g(τ) − g(t0)) dτ + pi(g(t0)− η(t0)). (7.3)
Since g is continuous, we get
lim sup
t→t0
1
t− t0
∫ t
t0
pi (g(τ)− g(t0)) dτ = 0.
If we take limit supremum of both side of (7.3), we have
lim sup
t→t0
(
1
t− t0
∫ t
t0
pi (η(τ) − η(t0)) dτ
)
≤ lim sup
t→t0
(
1
t− t0
∫ t
t0
pi(η(τ) − g(τ))dτ
)
+ pi(g(t0)− η(t0)).
Now suppose that there exists a set A such that m(A) 6= 0 and we have
lim sup
t→t0
(
1
t− t0
∫ t
t0
pi (η(τ) − η(t0)) dτ
)
6= 0, ∀t0 ∈ A.
This implies that, there exists α > 0 such that the set B defined as
B =
{
t0 ∈ T | lim sup
t→t0
(
1
t− t0
∫ t
t0
pi (η(τ)− η(t0)) dτ
)
> α
}
.
has positive Lebesgue measure. However, we have∫
T
pi (g(τ)− η(τ)) dτ =
∫
C
pi (g(τ) − η(τ)) dτ +
∫
D
pi (g(τ) − η(τ)) dτ.
Where C,D ⊆ T are defined as
C = {t0 ∈ T | pi(g(t0)− η(t0)) >
α
2
},
D = {t0 ∈ T | pi(g(t0)− η(t0)) ≤
α
2
}.
This implies that ∫
C
pi (g(τ) − η(τ)) dτ ≥ m{C}
α
2
.
Therefore we have∫
T
pi (g(τ)− η(τ)) dτ ≥
∫
C
pi (g(τ)− η(τ)) dτ ≥ m{C}
α
2
.
This means that
m
{
t0 ∈ T | pi(g(t0)− η(t0)) >
α
2
}
≤
2
α
∫
T
pi (g(τ) − η(τ)) dτ <
2ǫ
α
.
Also, by [11, Chapter 1, Theorem 4.3(a)], we have
m
{
t0 ∈ T | lim sup
t→t0
(
1
t− t0
∫ t
t0
pi(η(τ) − g(τ))dτ
)
>
α
2
}
≤
4
α
∫
T
pi (g(τ)− ξ(τ)dτ) <
4ǫ
α
.
So this implies that
m(B) ≤ m
{
t0 ∈ T | pi(g(t0)− η(t0)) >
α
2
}
+m
{
t0 ∈ T | lim sup
t→t0
(
1
t− t0
∫ t
t0
pi(η(τ) − g(τ))dτ
)
>
α
2
}
≤
6ǫ
α
.
Since ǫ can be chosen arbitrary small, this is a contradiction.
It is easy to see that the space AC(T; L(Cω(M);Cω(N))) is a vector space. Let {pωK,a,f}
be the family of generating seminorms for the Cω-topology on L(Cω(M);Cω(N)) and let
T ⊆ R be an interval. For every compact subinterval I ⊆ T, we define the seminorm qωK,a,f,I
as
qωK,a,f,I(X) =
∫
I
pωK,a,f
(
dX
dτ
(τ)(f)
)
dτ.
The family of seminorms {pωK,a,f,I, q
ω
K,a,f,I} generates a locally convex topology on the space
AC(T; L(Cω(M);Cω(N))).
8 Global extension of real analytic vector fields
As mentioned in the introduction, not every time-varying real analytic vector field can be
extended to a holomorphic one on a neighbourhood of its domain. However, by imposing
some appropriate joint condition on time and state, one can show that such an extension
exists. In this section, we show that every “locally integrally bounded” time-varying real
analytic vector field on a real analytic manifold M , can be extended to a locally Bochner
integrable, time-varying holomorphic vector field on a complex neighbourhood of M . More-
over, we show that if X is a continuous time-varying real analytic vector field, then its
extension X is a continuous time-varying holomorphic vector field.
We state the following lemma which turns out to be useful in studying extension of real
analytic vector fields. The proof of the first lemma is given in [14, Corollary 1].
Lemma 8.1. Let Λ be a directed set and (Eα, {iαβ})βα be an inductive family of locally
convex spaces with locally convex inductive limit (E, {iα}α∈Λ). Let F be a subspace of E
such that, for every α ∈ Λ, we have
Eα = clEα
(
i−1α (F )
)
.
Then F is a dense subset of E.
Having a directed set Λ and an inductive family of locally convex spaces (Eα, {iαβ})βα,
for every β  α, one can define i˜αβ : L1(T;Eα)→ L1(T;Eβ) as
i˜αβ(f)(t) = iαβ(f(t)), ∀t ∈ T.
We can also define the map i˜α : L
1(T;Eα)→ L1(T;E) as
i˜α(f)(t) = iα(f(t)).
Then it is clear that (L1(T;Eα), {i˜αβ})βα is an inductive family of locally convex spaces.
Lemma 8.2. Let T ⊆ R be a compact interval, Λ be a directed set, and (Eα, {iαβ})β,α∈Λ be
an inductive family of locally convex spaces with locally convex inductive limit (E, {iα}α∈Λ).
Then (L1(T;Eα), {i˜αβ})β,α∈Λ is an inductive family of locally convex spaces with locally
convex inductive limit (L1(T;E), {i˜α}α∈Λ).
Proof. Since L1(T) is a normable space, by [16, Corollary 4, §15.5], we have lim
−→α
L1(T)⊗π
Eα = L
1(T) ⊗π E. Let F = L
1(T) ⊗π E. Then, for every α ∈ Λ, we have
L1(T)⊗π Eα ⊆ i˜
−1
α (F ).
This implies that
L1(T;Eα) = cl
(˜
i−1α (F )
)
.
Then by using Lemma 8.1, we have that F is a dense subset of lim
−→α
L1(T;Eα). This means
that lim
−→α
L1(T;Eα) = L
1(T;E).
Using Lemmata 8.1 and 8.2, one can deduce the following result which we refer to as the
global extension of real analytic vector fields.
Theorem 8.3. Let M be a real analytic manifold and let NM be the family of all neigh-
bourhoods of M . Then we have
lim
−→
UM∈NM
L1(T; Γhol,R(UM )) = L
1(T; Γω(TM)).
Corollary 8.4. Let X ∈ L1(T; Γω(TM)). There exists a neighbourhood UM of M and a
locally Bochner integrable time-varying holomorphic vector field X ∈ L1(T; Γhol(UM )) such
that X(t, x) = X(t, x), for every t ∈ T and every x ∈M .
Similarly, one can study the extension of continuous time-varying real analytic vector
fields. While a continuous time-varying real analytic vector fields is locally Bochner in-
tegrable, it has a holomorphic extension to a suitable domain. However, this raises the
question of whether the holomorphic extension of a “continuous” time-varying real ana-
lytic vector field is a “continuous” time-varying holomorphic vector field or not. Using the
following lemma, we show that the answer to the above question is positive.
Lemma 8.5. Let K be a compact topological space, Λ be a directed set, and (Eα, {iαβ})βα
be an inductive family of nuclear locally convex spaces with locally convex inductive limit
(E, {iα})α∈Λ. Suppose that E is also a nuclear space. Then (C0(K;Eα), {iˆαβ})βα is an
inductive family of locally convex spaces with inductive limit (C0(K;E), {iˆα}α∈Λ).
Proof. Since C0(K) is a normable space, by [16, Corollary 4, §15.5], we have lim
−→α
C0(K)⊗π
Eα = C
0(K) ⊗π E. For every α ∈ Λ, the space Eα is nuclear. Therefore, by [16, §21.3,
Theorem 1], we have
C0(K)⊗π Eα = C
0(K)⊗ǫ Eα, ∀α ∈ Λ.
Moreover, the space E is nuclear. So, again using [16, §21.3, Theorem 1], we have
C0(K)⊗π E = C
0(K)⊗ǫ E.
This implies that
lim−→
α
C0(K)⊗ǫ Eα = C
0(K)⊗ǫ E.
We set F = C0(K)⊗ǫ E. Then, for every α ∈ Λ, we have
C0(K)⊗ǫ Eα ⊆ iˆ
−1
α (F ).
This implies that
C0(K;Eα) ⊆ cl
(
iˆ−1α F
)
.
Then, by using Lemma 8.1, we have that F is a dense subset of lim
−→α
C0(K;Eα). This means
that we have lim
−→α
C0(K;Eα) = C
0(K;E).
Theorem 8.6. Let K be a compact topological space, M be a real analytic vector field and
NM be the family of all neighbourhoods of M , which is a directed set under inclusion. Then
we have
lim
−→
UM∈NM
C0(K; Γhol(UM )) = C
0(K; Γω(TM)).
Proof. Let Λ be a directed set and (Eα, {iαβ})βα be a directed system of locally convex
spaces. Then, for every β  α, one can define iˆαβ : C0(K;Eα)→ C0(K;Eβ) as
iˆαβ(f)(u) = iαβ(f(u)), ∀u ∈ K.
For every α ∈ Λ, we can also define the map iˆα : C
0(K;Eα)→ C
0(K;E) as
iˆα(f)(u) = iα(f(u)), ∀u ∈ K.
Then it is clear that (C0(K;Eα), {iˆαβ})βα is an inductive family of locally convex spaces.
The result follows from the above lemma.
9 Local extension of real analytic vector fields
In the previous section, we proved that every locally Bochner integrable real analytic vector
field on M has a holomorphic extension on a neighbourhood of M . However, this result is
true for extending one vector field. It is natural to ask that, if we have a family of locally
integrally bounded real analytic vector fields on M , can we extend every member of the
family to holomorphic vector fields on one neighbourhood of M? In order to answer this
question, we need a finer result for the extension of real analytic vector fields. We will see
that the projective limit representation of the space of real analytic vector fields helps us to
get this extension result.
Theorem 9.1. Let K ⊆M be a compact set and {Un}n∈N be a sequence of neighbourhoods
of M such that
cl(Un+1) ⊆ Un, ∀n ∈ N.
and
⋂
n∈N Un = K. Then we have lim−→n→∞
L1(T; Γholbdd(Un)) = L
1(T;G hol,RK ). Moreover the
direct limit is weakly compact and boundedly retractive.
Proof. We know that, by Theorem 7.6, for every n ∈ N, the map ρR
Un
: Γhol,Rbdd (Un) →
Γhol,R(Un) is a compact continuous map. Note that every n ∈ N, the map id ⊗ ρ
R
Un
:
L1(T) ⊗π Γ
hol,R
bdd (Un)→ L
1(T)⊗π Γhol,R(Un) is defined by
id⊗ ρR
Un
(ξ(t)⊗ η) = ξ(t)⊗ ρR
Un
(η).
Since L1(T) ⊗π Γ
hol,R
bdd (Un) is a dense subset of L
1(T; Γhol,Rbdd (Un)), one can extend the map
id ⊗ ρR
Un
into the map id⊗̂ρR
Un
: L1(T; Γhol,Rbdd (Un)) → L
1(T; Γhol,R(Un)). We show that
id⊗̂ρR
Un
is weakly compact.
In order to show that id⊗̂ρR
Un
is weakly compact, it suffices to show that for a bounded set
B ⊂ L1(T; Γhol,Rbdd (Un)), the set id⊗̂ρ
R
Un
(B) is relatively weakly compact in L1(T; Γhol,R(Un)).
Since L1(T; Γhol,R(Un)) is a complete locally convex space, by Theorem 6.4, the set
cl
(
id⊗̂ρR
Un
(B)
)
is weakly compact if it is weakly sequentially compact. Therefore, it suffices to show that
cl
(
id⊗̂ρR
Un
(B)
)
is weakly sequentially compact. Let {fn}∞n=1 in cl
(
id⊗̂ρR
Un
(B)
)
. Since
cl
(
id⊗̂ρR
Un
(B)
)
is bounded, for every seminorm p on Γhol,R(Un), there exists M > 0 such
that
p(
∫
T
fn(τ)dτ) ≤
∫
T
p(fn(τ))dτ ≤M.
This implies that the sequence
{∫
T
fn(τ)dτ
}∞
n=1
is bounded in Γhol,R(Un). Since Γ
hol,R(Un)
is a nuclear locally convex space, the sequence
{∫
T
fn(τ)dτ
}∞
n=1
is relatively compact in
Γhol,R(Un). Therefore, there is a subsequence {fnr}
∞
r=1 of {fn}
∞
n=1 such that{∫
T
fnr(τ)dτ
}∞
r=1
is Cauchy in Γhol,R(Un).
Note that the strong dual of L1(T) is L∞(T) [27, Chapter 8]. We also know that
Γhol,R(Un is a nuclear complete metrizable space and L
1(T) is a Banach space. There-
fore, using [29, Chapter IV, Theorem 9.9], the strong dual of L1(T; Γhol,R(Un) is exactly
L∞(T)⊗̂π
(
Γhol,R(Un)
)′
β
. We first show that, for every ξ ⊗ η ∈ L∞(T) ⊗
(
Γhol,R(Un)
)′
, the
sequence
{ξ ⊗ η(fnr )}
∞
r=1
is Cauchy in R. Note that we have
ξ ⊗ η(fnr − fns) =
∫
T
ξ(t)η(fns(t)− fnr(t))dt
≤M
∫
T
η(fns(t)− fnr(t))dt = Mη
(∫
T
(fns(t)− fnr(t))dt
)
.
Since the sequence
{∫
T
fnr(τ)dτ
}∞
r=1
is Cauchy in Γhol,R(Un), this implies that the sequence
{ξ ⊗ η(fnr )}
∞
r=1 is Cauchy in R. Now we show that, for every λ ∈ L
∞(T)⊗̂
(
Γhol,R(Un)
)′
,
the sequence
{λ(fnr )}
∞
r=1
is Cauchy in R. Note that L∞(T) ⊗π
(
Γhol,R(Un)
)′
is a dense subset of
L∞(T)⊗̂π
(
Γhol,R(Un)
)′
β
. So there exist a net {ξα}α∈Λ in L
∞(T) and a net {ηα}α∈Λ in(
Γhol,R(Un)
)′
such that
lim
α
ξα ⊗ ηα = λ.
Thus, for every ǫ > 0, there exists θ ∈ Λ such that
‖ξθ ⊗ ηθ(v)− λ(v)‖ ≤
ǫ
3
, ∀v ∈ cl
(
id⊗̂ρR
Un
(B)
)
.
Since the sequence {ξθ ⊗ ηθ(fnr)}
∞
r=1 is Cauchy in F, for every ǫ > 0, there exists N˜ > 0
such that
‖ξN ⊗ ηN (fns − fnr)‖ <
ǫ
3
, ∀r, s > N˜.
Thus, for every ǫ > 0, there exists N˜ > 0 such that
‖λ(fns − fnr )‖ ≤ ‖λ(fns − fnr)− ξθ ⊗ ηθ(fns − fnr )‖+ ‖ξθ ⊗ ηθ(fns − fnr)‖
≤ ‖λ(fns)− ξθ ⊗ ηθ(fns)‖+ ‖λ(fnr )− ξθ ⊗ ηθ(fnr )‖+ ‖ξθ ⊗ ηθ(fns − fnr )‖ < ǫ.
Therefore, the sequence {fnr}
∞
r=1 is weakly Cauchy in L
1(T; Γhol,R(Un)). This completes
the proof of weak compactness of the map id⊗̂ρR
Un
: L1(T; Γhol,Rbdd (Un))→ L
1(T; Γhol,R(Un)).
Recall that in the proof of Theorem 7.7, for every n ∈ N, we defined the continuous linear
map rRn : Γ
hol,R(Un)→ Γ
hol,R
bdd (Un+1) by
rRn(X) = X |Un+1.
Then we have the following diagram:
Γhol,Rbdd (Un)
ρRUn
// Γhol,R(Un)
rRn
// Γhol,Rbdd (Un+1).
Therefore, we have the following diagram:
L1(T; Γhol,Rbdd (Un))
id⊗̂ρRUn
// L1(T; Γhol(Un))
id⊗̂rRn
// L1(T; Γholbdd(Un+1)).
Since, id⊗̂ρR
Un
is weakly compact, by [16, §17.2, Proposition 1], the composition
id⊗̂ρR
Un
◦ id⊗̂rR
Un
is weakly compact. Therefore, the connecting maps in the inductive limit
lim
−→n→∞
L1(T; Γholbdd(Un)) = L
1(T;G hol,RK ) are weakly compact.
Using Theorem 6.7, if we can show that the direct limit satisfies condition (M), then
it would be boundedly retractive. Since the inductive limit lim
−→n→∞
Γholbdd(Un) = G
hol,R
K
is compact, by Theorem 6.5, it satisfies condition (M). This means that there exists a
sequence {Vn}n∈N such that, for every n ∈ N, Vn is an absolutely convex neighbourhood
of 0 in Γholbdd(Un) and there exists Mn > 0 such that, for every m > Mn, the topologies
induced from Γholbdd(Um) on Vn are all the same. Now consider the sequence {L
1(T;Vn)}n∈N.
It is clear that, for every n ∈ N, L1(T;Vn) is an absolutely convex neighbourhood of 0 in
L1(T; Γholbdd(Un)). For every seminorm p on Γ
hol
bdd(Un) and every m > Mn, there exists a
seminorm qm on Γ
hol
bdd(Um) such that
p(v) ≤ qm(v), ∀v ∈ Vn.
This implies that, for every X ∈ L1(T;Vn), we have∫
T
p(X(τ))dτ ≤
∫
T
qm(X(τ))dτ.
So, for every m > Mn, the topology induced on L
1(T;Vn) from L
1(T; Γholbdd(Um)) is the same
as its original topology. Therefore, the inductive limit
lim
−→
n→∞
L1(T; Γholbdd(Un)) = L
1(T;G hol,RK )
satisfies condition (M) and it is boundedly retractive.
Using the local extension theorem developed here, we can state the following result,
which can be considered as generalization of Corollary 8.4.
Corollary 9.2. Let B ⊆ L1(T; Γω(TM)) be a bounded set. Then, for every compact set
K ⊆ M , there exists a neighbourhood UK of K and a bounded set B ∈ L1(T; Γholbdd(Un))
such that, for every X ∈ B, there exists a X ∈ B such that
X(t, x) = X(t, x) ∀t ∈ T, ∀x ∈ K.
Let M be a real analytic manifold and let U ⊆M be a relatively compact subset of M .
Then, by the local extension theorem, for every f ∈ Cω(M), there exists a neighbourhood
V ⊆MC of U such that f can be extended to a bounded holomorphic function f ∈ Cholbdd(V ).
It is useful to study the relationship between the seminorms of f and the seminorms of its
holomorphic extension f .
Theorem 9.3. Let M be a real analytic manifold and U be a relatively compact subset of
M . Then, for every neighbourhood V ⊆MC of cl(U), there exists d > 0 such that, for every
f ∈ Cω(M) with a holomorphic extension f ∈ Cholbdd(V ), we have
pωK,a(f) ≤ pV (f), ∀a ∈ c
↓
0(Z≥0,R>0, d), ∀ compact K ⊆ U.
Proof. Since f is a holomorphic extension of f , we have
f(x) = f(x), ∀x ∈ cl(U).
Since cl(U) is compact, one can choose d > 0 such that, for every x ∈ cl(U), we have
D(d)(x) ⊆ V , where (d) = (d, d, . . . , d). We set D =
⋃
x∈U D(d)(x). Then we have D ⊆ V .
Using Cauchy’s estimate, for every multi-index (r) and for every a ∈ c↓0(Z≥0,R>0, d), we
have
a0a1 . . . a|r|
(r)!
‖D(r)f(x)‖ ≤
a0
d
a1
d
. . .
a|r|
d
sup
{
‖f(x)‖ | x ∈ D
}
≤ pV (f), ∀x ∈ U.
This implies that, for every compact set K ⊆ U and every a ∈ c↓0(Z≥0,R>0, d), we have
pωK,a(f) ≤ pV (f).
10 Series representation of flows of time-varying real
analytic vector fields
In this section, using the holomorphic extension theorems, we study flows of time-varying
real analytic vector fields. The operator framework that we use for this analysis (as to
our knowledge) has been first introduced in [1]. As mentioned in the previous sections,
a time-varying Cω-vector field can be considered as a curve on the locally convex space
L(Cω(M);Cω(M)). Let X : T ×M → TM be a time-varying real analytic vector field.
Then we define X̂ : T→ L(Cω(M);Cω(M)) as
X̂(t)(f) = df(X(t)), ∀t ∈ T, ∀f ∈ Cω(M)
Following the analysis in [1], the flow of a time-varying Cω-vector field X can be considered
as a curve ζ : T → L(Cω(M);Cω(U)) which satisfies the following initial value problem on
the locally convex space L(Cω(M);Cω(U)):
dζ
dt
(t) = ζ(t) ◦ X̂(t), a.e. t ∈ T
ζ(0) = id.
(10.1)
Therefore, one can reduce the problem of studying the flow of a time-varying vector field to
the problem of studying solutions of a linear differential equation on a locally convex vector
space. The theory of ordinary differential equations on locally convex spaces is different
in nature from the classical theory of ordinary differential equations on Banach spaces. In
the theory of differential equations on Banach spaces, there are many general results about
existence, uniqueness and properties of the flows of vector fields, which hold independently
of the underlying Banach space. However, the theory of ordinary differential equations
on locally convex spaces heavily depends on the nature of their underlying space. Many
methods in the classical theory of ordinary differential equations in Banach spaces have no
counterpart in the theory of ordinary differential equations on locally convex spaces [21].
For instance, one can easily find counterexamples for Peano’s existence theorem for linear
differential equations on locally convex spaces [21].
In [1], the initial value problem (10.1) for both time-varying smooth vector fields and
time-varying real analytic vector fields has been studied on L(C∞(Rn);C∞(Rn)). In the
real analytic case, X is assumed to be a locally integrally bounded time-varying Cω-vector
field on Rn such that it can be extended to a bounded holomorphic vector field on a neigh-
bourhood Ω ⊆ Cn of Rn. Using the Chol-topology on the space of holomorphic vector fields,
it has been shown that the well-known sequence of Picard iterations for the initial value
problem (10.1) converges and gives us the unique solution of (10.1) [1, §2, Proposition 2.1].
In the smooth case, the existence and uniqueness of solutions of (10.1) has been shown.
However, for smooth but not real analytic vector fields, the sequence of Picard iterations
associated to the initial value problem (10.1) does not converge [2, §2.4.4].
In this section, we study the initial value problem (10.1) for the real analytic cases on
the locally convex space L(Cω(M);Cω(M)). Using the local extension theorem (8.4) and
estimates for seminorms on the space of real analytic functions, we provide a direct method
for proving and studying the convergence of sequence of Picard iterations. This method
helps us to generalize the result of [1, §2, Proposition 2.1] to arbitrary locally integrally
bounded time-varying real analytic vector fields.
Theorem 10.1. Let X : T → Γω(TM) be a locally integrally bounded time-varying vector
field. Then, for every t0 ∈ T and every x0 ∈ M , there exists an interval T′ ⊆ T containing
t0 and an open set U ⊆ M containing x0 such that there exists a unique locally absolutely
continuous curve ζ : T′ → L(Cω(M);Cω(U)) which satisfies the following initial value
problem:
dζ
dt
(t) = ζ(t) ◦ X̂(t), a.e. t ∈ T′,
ζ(t0) = id,
(10.2)
and, for every t ∈ T′, we have
ζ(t)(fg) = ζ(t)(f)ζ(t)(g), ∀f, g ∈ Cω(M). (10.3)
Proof. Let N = dim(M) and (V, (x1, x2, . . . , xN )) be a coordinate chart around x0. Without
loss of generality, we can assume that T is a compact interval containing t0. Let U be a
relatively compact set such that cl(U) ⊆ V , K ⊆ U be a compact set. For every k ∈ N, we
define φk : T→ L(Cω(M);Cω(U)) inductively as
φ0(t)(f) = f |U , ∀t ∈ [t0, T ],
φk(t)(f) = f |U +
∫ t
t0
φk−1(τ) ◦ X̂(τ)(f)dτ, ∀t ∈ T.
Let K ⊆ M be a compact set and a ∈ c↓0(Z≥0,R>0, 6ed). Then, we have the following
lemma.
Lemma. There exist a locally integrally bounded function m ∈ L1loc(T) such that, for every
f ∈ Cω(M), there exist constants Mf , M˜f ∈ R
≥0
pωK,a,f(φn(t)− φn−1(t)) ≤ (M(t))
nMf , ∀t ∈ T, ∀n ∈ N.
pωK,a,f
(
(φn(t)− φn−1(t)) ◦ X̂(t)
)
≤ m(t)(M(t))nM˜f , ∀t ∈ T, ∀n ∈ N.
where M : T→ R is defined as
M(t) =
∣∣∣∣∫ t
t0
m(τ)dτ
∣∣∣∣ , ∀t ∈ T.
Proof. Since X is locally Bochner integrable, by Corollary 9.2, there exist a neighbourhood
V of U , a locally Bochner integrable vector field X ∈ L1(T; Γhol,Rbdd (V )), and a function
f ∈ Chol,Rbdd (V ) such that Xt and f are the holomorphic extension of X and f over V ,
respectively. Then, by Theorem 9.3, there exists d > 0 such that, for every compact set
K ⊆ U and every a ∈ c↓0(Z≥0,R>0, 6ed), we have
pωK,a(f) ≤ pV (f),
max
i
{
pωK,a(X
i(t))
}
≤ max
i
{
pV (X(t))
}
, ∀t ∈ T,
Since X is locally Bochner integrable, there exists m ∈ L1(T) such that
4N max
i
{
pV (X
i
(t))
}
≤ m(t), ∀t ∈ T,
Then we define M : T→ R as
M(t) =
∫ t
t0
m(τ)dτ.
Let K ⊆ U be a compact set and let a ∈ c↓0(Z≥0,R>0, d). We show by induction
that, for every n ∈ N , the function φn ◦X is locally Bochner integrable and φn+1 ∈
AC(T,L(Cω(M);Cω(U))). Moreover, we have
pωK,a,f(φn+1(t)− φn(t)) ≤ (M(t))
n+1pωK,an+1(f), ∀t ∈ T,
where, for every n ∈ N, the sequence an ∈ c
↓
0(Z≥0,R>0) is defined as in Lemma 7.17:
an,m =

(
m+1
m
)n
am n < m,(
m+1
m
)m
am n ≥ m.
First note that for n = 0, we have
φ0 ◦ X̂(f) = X̂(f) |U , ∀f ∈ C
ω(M),
Since X is locally Bochner integrable, φ0 ◦X is locally Bochner integrable. Therefore, φ1 ∈
AC([t0, T ],L(C
ω(M);Cω(U))). Moreover, we have
φ1(t)− φ0(t) =
∫ t
t0
X̂(τ)dτ, ∀t ∈ T.
This implies that
pωK,a,f(φ1(t)− φ0(t)) ≤
∫ t
t0
pωK,a(X̂(τ)f)dτ, ∀t ∈ T.
By inequality (7.1), we have
pωK,a(X(t)f) ≤ 4N max
i
{pωK,b1(X
i(t))}pωK,a1(f), ∀t ∈ T.
Therefore we have
pωK,a,f(φ1(t)− φ0(t)) ≤
∫ t
t0
4N max
i
{pωK,b1(X
i(τ))}pωK,a1(f)dτ
≤M(t)pωK,a1(f).
Now suppose that, for every k ∈ {1, 2, . . . , n− 1}, φk ◦X is locally Bochner integrable and
we have
pωK,a,f(φk+1(t)− φk(t)) ≤ (M(t))
k+1pωK,ak+1(f), ∀t ∈ T.
Now consider the following inequality:
pωK,a,f(φn−1(t) ◦ X̂(t)) ≤ p
ω
K,a,f(X̂(t)) +
n−1∑
i=1
pωK,a,f ((φi(t)− φi−1(t)) ◦ X̂(t))
≤ pωK,a,f(X̂(t)) +
n−1∑
i=1
m(t)(M(t))i+1M˜f ≤ m(t)
(
n−1∑
i=0
(M(t))i
)
M˜f , ∀t ∈ T.
The function gn : [t0, T ]→ R defined as
gn(t) = m(t)
(
n−1∑
i=0
M i(t)
)
, ∀t ∈ T,
is locally integrable. Thus, by Theorem 7.22, φn−1 ◦ X̂ is locally Bochner integrable. So, by
Definition 7.25, φn is absolutely continuous.
On the other hand, we have
φn+1(t)− φn(t) =
∫ t
t0
(
φn(τ) ◦ X̂(τ) − φn−1(τ) ◦ X̂(τ)
)
dτ, ∀t ∈ T.
Taking pωK,a,f of both side of the above equality, we have
pωK,a,f(φn+1(t)− φn(t))
≤
∫ t
t0
pωK,a,f
(
(φn(τ)− φn−1(τ)) ◦ X̂(τ)
)
dτ, ∀t ∈ T.
However, we know that by the induction hypothesis
pωK,a,f
(
(φn(t)− φn−1(t)) ◦ X̂(t)
)
≤ (M(t))npωK,an(X̂(t)f), ∀t ∈ T.
Moreover, by the inequality (7.1), we have
pωK,an(X̂(t)f) ≤ 4N(n+ 1)maxi
{
pωK,bn(X
i(t))
}
pωK,an+1(f), ∀t ∈ T.
By Lemma 7.17, for every n ∈ N, we have bn ∈ c
↓
0(Z≥0,R>0, 6ed). This implies that, for
every n ∈ N, we have
max
i
{
pωK,bn(X
i(t))
}
≤ max
i
{
pV (X
i
(t))
}
<
1
4N
m(t), ∀t ∈ T.
Therefore, for every n ∈ N, we have
pωK,a,f
(
(φn(t)− φn−1(t)) ◦ X̂(t)
)
≤ (n+ 1)m(t)Mn(t)pωK,an+1(f).
Thus we get
pωK,a,f(φn+1(t)− φn(t))
≤
∫ t
t0
(n+ 1)(M(τ))nm(τ)pωK,an+1(f)dτ
= (M(t))n+1pωK,an+1(f), ∀t ∈ T.
This completes the induction. Note that by Lemma 7.17, for every m,n ∈ Z≥0, we have
an,m ≤ eam ≤ 6ed
This implies that, for every n ∈ N, we have
pωK,an(f) ≤ pV (f).
If we set Mf = pV (f) then, for every n ∈ N, we have
pωK,a,f(φn+1(t)− φn(t)) ≤ (M(t))
n+1Mf , ∀t ∈ T.
Moreover, for every n ∈ N, we have
pωK,a,f
(
(φn(t)− φn−1(t)) ◦ X̂(t)
)
≤ (M(t))npωK,an(X̂(t)f), ∀t ∈ T.
However, by inequality (7.1), we have
pωK,an(X̂(t)f) ≤ 4N max
i
{
pωK,bn
}
pωK,an+1(f), ∀t ∈ T.
Noting that we have
max
i
{
pωK,bn(X
i(t))
}
≤ max
i
{
pV (X
i
(t))
}
<
1
4N
m(t), ∀t ∈ T,
and
pωK,an+1(f) ≤ pV (f), ∀t ∈ T.
Therefore, if we set M˜f = pV (f), we have
pωK,a,f
(
(φn(t)− φn−1(t)) ◦ X̂(t)
)
≤ m(t)(M(t))nM˜f , ∀t ∈ T.
This completes the proof of the lemma.
Therefore, for every n ∈ N, we have
pωK,a,f(φn(t)− φn−1(t)) ≤ (M(T ))
nMf , ∀t ∈ [t0, T ].
Since M is continuous, there exists T ∈ T such that
M(t) < 1, ∀t ∈ [t0, T ].
Since M(T ) < 1, one can deduce that the sequence {φn}n∈N converges uniformly on [t0, T ]
in L(Cω(M);Cω(U)). Since uniform convergence implies L1-convergence and the space
L1([t0, T ]; L(C
ω(M);Cω(U))) is complete, there exists φ ∈ L1([t0, T ]; L(Cω(M);Cω(U)))
such that
lim
n→∞
φn = φ,
where the limit is in L1-topology on L1([t0, T ]; L(C
ω(M);Cω(U))). We first show that φ ◦X
is locally Bochner integrable on [t0, T ]. Note that, by the above Lemma, for every n ∈ N,
we have
pωK,a,f (φ(t) − φn(t)) ≤
∞∑
k=n+1
(M(t))kMf . (10.4)
This implies that, for every n ∈ N,∫ t
t0
pωK,a,f
(
(φ(τ) − φn(τ)) ◦ X̂(τ)
)
dτ ≤
∫ t
t0
∞∑
k=n+1
m(τ)(M(τ))kM˜f
≤ N(T − t0)
∞∑
i=n+1
(M(T ))nM˜f , ∀t ∈ [t0, T ].
Therefore, we get∫ t
t0
pωK,a,f
(
φ(τ) ◦ X̂(τ)
)
dτ
≤
∫ t
t0
pωK,a,f
(
φn(τ) ◦ X̂(τ)
)
dτ +
M˜fN(T − t0)(M(T ))
n+1
1−M(T )
, ∀t ∈ [t0, T ].
However, from the proof of the above Lemma, we know that∫ t
t0
pωK,a,f
(
φn(τ) ◦ X̂(τ)
)
dτ ≤ gn(t)M˜f , ∀n ∈ N, ∀t ∈ [t0, T ],
where gn : [t0, T ]→ R is locally integrable. Therefore, we define the function hn : [t0, T ]→ R
as
hn(t) = gn(t)M˜f +
M˜fN(T − t0)(M(T ))n+1
1−M(T )
, ∀t ∈ [t0, T ].
It is clear that hn is locally integrable and∫ t
t0
pωK,a,f
(
φ(τ) ◦ X̂(τ)
)
dτ ≤ hn(t).
This implies that φ ◦ X̂ is locally Bochner integrable. Moreover, using equation (10.4), we
get
lim
n→∞
∫ t
t0
φn(τ) ◦ X̂(τ)dτ =
∫ t
t0
φ(τ) ◦ X̂(τ)dτ, ∀t ∈ [t0, T ].
Therefore, we have
φ(t) = lim
n→∞
φn(t) = lim
n→∞
∫ t
t0
φn−1(τ) ◦ X̂(τ)dτ =
∫ t
t0
φ(τ) ◦ X̂(τ)dτ.
This shows that φ satisfies the initial value problem (10.2).
One can also show that the sequence {φn}n∈N converges to φ in
AC([t0, T ]; L(C
ω(M);Cω(U))). In order to show this, it suffices to show that, for
every compact set K ⊆ U and every f ∈ Cω(M), we have
lim
n→∞
∫ t
t0
pωK,a,f
(
dφn+1
dt
−
dφn
dt
)
= 0, ∀t ∈ [t0, T ].
Note that, for every n ∈ N, we have
dφn+1
dt
= φn(t) ◦ X̂(t), a.e., t ∈ [t0, T ].
Therefore, it suffices to show that
lim
n→∞
∫ t
t0
pωK,a,f(φn(t) ◦ X̂(t)− φn−1(t) ◦ X̂(t)) = 0, ∀t ∈ [t0, T ].
But we know that, for every n ∈ N, we have
pωK,a,f(φn(t) ◦ X̂(t)− φn−1(t) ◦ X̂(t)) ≤
m(t)(M(t))nM˜f ≤ m(t)(M(t))
nM˜f , ∀t ∈ [t0, T ].
So we have∫ t
t0
pωK,a,f(φn(t) ◦ X̂(t)− φn−1(t) ◦ X̂(t)) ≤
d
(n+ 1)N
(M(T ))n+1M˜f
≤
d
(n+ 1)N
(M(T ))n+1M˜f .
This complete the proof of convergence of {φn}n∈N in AC([t0, T ]; L(Cω(M);Cω(U))).
Using Theorem 5.2 and the multiplicative property (10.3) of the solution of the initial
value problem (10.2), one can show that the solution φ constructed in Theorem 10.1 is the
flow of the time-varying real analytic vector field X .
Corollary 10.2. Let X : T×M → TM be a locally integrally bounded real analytic vector
field. Let t0 ∈ T, x0 ∈M , and φX : T′×U →M be the flow of X defined on a time interval
T′ ⊆ T containing t0 and a state neighbourhood U ⊆ M containing x0. We know that φX
satisfies the following initial value problem for every x ∈ U .
φ˙X(t, x) = X(t, φX(t, x)), a.e. t ∈ T′,
φX(t0, x) = x.
(10.5)
Then there exists a positive real number T ∈ T′ such that T > t0 and a neighbourhood V of
x0 such that, for every t ∈ [t0, T ] and every x ∈ V , we have
f(φX(t, x)) = f(x)
+
∞∑
i=1
∫ t
t0
∫ t1
t0
. . .
∫ ti−1
t0
X̂(ti) ◦ X̂(ti−1) ◦ . . . ◦ X̂(t1)(f)(x)dtidti−1 . . . dt1.
Proof. By Theorem 10.1, there exist T > 0, a neighbourhood V ⊆ U of x0, and a locally
absolutely continuous curve ξ : [t0, T ]→ L(Cω(M);Cω(U)) such that
ξ(t)(fg) = ξ(t)(f)ξ(t)(g), a.e. t ∈ [t0, T ]. (10.6)
and, for every t ∈ [t0, T ] and every x ∈ V , we have
ξ(t)(f)(x) = f(x)
+
∞∑
i=1
∫ t
t0
∫ t1
t0
. . .
∫ ti−1
t0
X̂(ti) ◦ X̂(ti−1) ◦ . . . ◦ X̂(t1)(f)(x)dtidti−1 . . . dt1.
Since ξ satisfies equation (10.6), by Theorem 5.2, there exists a map φ : [t0, T ] × V → M
such that
φ̂(t) = ξ(t), a.e. t ∈ [t0, T ].
This implies that, for almost every t ∈ [t0, T ] and every x ∈ V , we have
f(φ(t, x)) = ξ(t)(f)(x)
= f(x) +
∞∑
i=1
∫ t
t0
∫ t1
t0
. . .
∫ ti−1
t0
X̂(ti) ◦ X̂(ti−1) ◦ . . . ◦ X̂(t1)(f)(x)dtidti−1 . . . dt1.
Therefore, by the uniqueness of the solution of the differential equation 10.5, it suffice to
show that φ satisfies differential equations (10.5). Note that, for every t ∈ [t0, T ], we have
dφ̂(t)
dt
= lim
h→∞
φ̂(t+ h)− φ̂(t)
h
.
By applying f ∈ Cω(M) and noting that the topology on L(Cω(M);Cω(V )) is topology of
pointwise convergence, for almost every t ∈ [t0, T ] and every x ∈ V , we have
dφ̂(t)
dt
(f)(x) = lim
h→∞
φ̂(t+ h)(f)− φ̂(t)(f)
h
(x)
= lim
h→∞
f(φ(t+ h, x))− f(φ(t, x))
h
=
d(f(φ(t, x)))
dt
, ∀f ∈ Cω(M).
On the other hand, for almost every t ∈ [t0, T ] and every x ∈ V , we have
dφ̂(t)
dt
(f)(x) = φ̂(t) ◦ X̂(t)(f)(x) = X(t, φ(t, x))(f), ∀f ∈ Cω(M).
Therefore, we have
d(f(φ(t, x)))
dt
= X(t, φ(t, x))(f), ∀f ∈ Cω(M), a.e. t ∈ [t0, T ], ∀x ∈ V.
This implies that
φ˙(t, x) = X(t, φ(t, x)), a.e. t ∈ [t0, T ], ∀x ∈ V.
11 The exponential map
In this section, we study the relationship between locally integrally bounded time-varying
real analytic vector fields and their flows. In order to define such a map connecting time-
varying vector fields and their flows, one should note that there may not exist a fixed interval
T ⊆ R containing t0 and a fixed open neighbourhood U ⊆ M of x0, such that the flow of
“every” locally integrally bounded time-varying vector field X ∈ L1(R,Γω(TM)) is defined
on time interval T and on neighbourhood U . The following example shows this for a family
of real analytic vector fields.
Example 11.1. Consider the family of vector fields {Xn}n∈N, whereXn : R×R→ TR ≃ R
2
is defined as
Xn(t, x) = (x, nx
2), ∀t ∈ T, ∀x ∈ R.
Let T = [−1, 1]. Then, for every n ∈ N, the flow of Xn is defined as
φXn(t, x) =
x
1− nxt
.
This implies that φXn is only defined for x ∈ [− 1
n
, 1
n
]. Therefore, there does not exist an
open neighbourhood U of 0 such that, for every n ∈ N, φXn is defined on U .
The above example suggest that it is natural to define the connection between vector
fields and their flows on their germs around t0 and x0. Let T ⊆ R be a compact interval
containing t0 ∈ R and U ⊆M be an open set containing x0 ∈M . We define
L1,ω(t0,x0) = lim−→
L1(T; Γω(TM)),
and
ACω(t0,x0) = lim−→
AC(T; L(Cω(M);Cω(U))).
These direct limits are in the category of topological spaces. We define the exponential map
exp : L1,ω(t0,x0) → AC
ω
(t0,x0) as
exp([X ](t0,x0)) = [φ
X ](t0,x0), ∀[X ](t0,x0) ∈ L
1,ω
(t0,x0)
.
Theorem 11.2. The exponential map is sequentially continuous.
Proof. To show that exp : L1,ω(t0,x0) → AC
ω
(t0,x0) is a sequentially continuous map, it suffices
to prove that, for every sequence {Xn}n∈N in L1(T; Γω(TM)) which converges to X ∈
L1(T; Γω(TM)), the sequence {[φXn ](t0,x0)} converges to [φ
X ](t0,x0) in AC
ω
(t0,x0). Since the
sequence {Xn}n∈N is converging, it is bounded in L1(T; Γω(TM)). So, by Theorem 10.1,
there exists T > t0 and a relatively compact coordinate neighbourhood U of x0 such that
[t0, T ] ⊆ T and, for every n ∈ N, we have φXn ∈ AC([t0, T ]; L(Cω(M);Cω(U))). Therefore,
it suffices to show that, for the sequence {Xn}n∈N in L1(T; Γω(TM)) converging to X ∈
L1(T; Γω(TM)), the sequence {φXn} converges to φX in AC([t0, T ]; L(Cω(M);Cω(U))).
Let f ∈ Cω(M) be a real analytic function and suppose that we have
lim
m→∞
Xm = X
in L1(T; Γω(U)). By Theorems 8.3 and 9.1, there exists a neighbourhood V ⊆ MC of U
such that the bounded sequence of locally integrally bounded real analytic vector fields
{Xm}m∈N, the real analytic vector field X , and the real analytic function f can be extended
to a converging sequence of locally integrally bounded holomorphic vector fields {Xm}m∈N,
a locally integrally bounded holomorphic vector field X , and a holomorphic function f
respectively. Moreover, by Theorem 9.1, the inductive limit
lim
−→
L1(T; Γhol,Rbdd (Un)) = L
1(T; Γω(TM))
is boundedly retractive. Therefore, we have
lim
m→∞
Xm = X
in L1(T; Γhol,Rbdd (V )). Now, according to Theorem 9.3, there exists d > 0, such that for every
compact set K ⊆ U , every a ∈ c↓0(Z≥0,R>0, d), and every t ∈ T, we have
pωK,a(f) ≤ pV (f),
max
i
{
pωK,a(X
i(t))
}
≤ max
i
{
pV (X
i
(t))
}
,
max
i
{
pωK,a(X
i(t)−X im(t))
}
≤ max
i
{
pV (X
i
(t)−X
i
m(t))
}
.
Since X is locally integrally bounded, there exists g ∈ L1(T) such that
max
i
{
pV (X
i
(t))
}
< g(t), ∀t ∈ T.
This implies that, for every compact set K ⊆ U and every a ∈ c↓0(Z≥0,R>0, d), we have
max
i
{
pωK,a(X
i(t))
}
≤ max
i
{
pV (X
i
(t))
}
< g(t), ∀t ∈ T.
This means that, for every ǫ > 0, there exists C ∈ N such that∫ t
t0
max
i
{
pV (X
i
m(τ) −X
i
(τ))
}
dτ < ǫ, ∀m > C, t ∈ T.
Therefore, if m > C, we have
max
i
{
pV (X
i
m(t))
}
≤ max
i
{
pV (X
i
(t))
}
+ ǫ ≤ g(t) + ǫ, ∀t ∈ T, ∀m > C.
We define m ∈ L1(T) as
m(t) = g(t) + ǫ, ∀t ∈ T.
We also define m˜ ∈ C(T) as
m˜(t) =
∫ t
t0
(4N)m(τ)dτ, ∀t ∈ T.
We choose T > t0 such that |m˜(T )| <
1
2 .
Lemma. Let K ⊆ U be a compact set and a ∈ c↓0(Z≥0,R>0, d). Then, for every n ∈ N, we
have
pωK,a,f(φ
X
n (t)− φ
Xm
n (t)) ≤
(
n−1∑
r=0
(r + 1)(m˜(t))rpωK,ar+1(f)
)
×∫ t
t0
max
i
{
pV (X
i
(τ) −X
i
m(τ))
}
dτ, ∀t ∈ [t0, T ], ∀m > C,
where ak is as defined in Lemma 7.17.
Proof. We prove this lemma using induction on n ∈ N. We first check the case n = 1. For
n = 1, using Theorem 7.18, we have
pωK,a,f(φ
X
1 (t)− φ
Xm
1 (t)) = p
ω
K,a,f
(∫ t
t0
X̂(τ) − X̂m(τ)dτ
)
≤
∫ t
t0
pωK,a,f
(
X̂(τ) − X̂m(τ)
)
dτ
≤ pωK,a1(f)
∫ t
t0
max
i
{
pV (X
i
(τ) −X
i
m(τ))
}
dτ, ∀t ∈ [t0, T ], ∀m > C,
Now assume that, for j ∈ {1, 2, . . . , n}, we have
pωK,a,f(φ
X
j (t)− φ
Xm
j (t)) ≤
j−1∑
r=0
(
(r + 1)(m˜(t))rpωK,ar+1(f)
)
×∫ t
t0
max
i
{
pV (X
i
(τ) −X
i
m(τ))
}
dτ, ∀t ∈ [t0, T ], ∀m > C.
We want to show that
pωK,a,f(φ
X
n+1(t)− φ
Xm
n+1(t)) ≤
n∑
r=0
(
(r + 1)(m˜(t))rpωK,ar+1(f)
)
×∫ t
t0
max
i
{
pV (X
i
(τ) −X
i
m(τ))
}
dτ, ∀t ∈ [t0, T ], ∀m > C.
Note that one can write
φXn+1(t)− φ
Xm
n+1(t) =
∫ t
t0
(φXn (τ) ◦ X̂(τ)− φ
Xm
n
◦ X̂m(τ))dτ
=
∫ t
t0
(
φXn (τ) − φ
Xm
n (τ)
)
◦ X̂(τ)dτ
+
∫ t
t0
φXmn (τ) ◦
(
X̂(τ) − X̂m(τ)
)
dτ ∀t ∈ [t0, T ], ∀m > C.
Therefore, for every compact set K ⊆ U and every a ∈ c↓0(Z≥0,R>0, d), we have
pK,a,f(φ
X
n (t)− φ
Xm
n (t)) ≤
∫ t
t0
pωK,a,f
((
φXn (τ) − φ
Xm
n (τ)
)
◦ X̂(τ)
)
dτ
+
∫ t
t0
pωK,a,f
(
φXmn (τ) ◦
(
X̂(τ) − X̂m(τ)
))
dτ, ∀t ∈ [t0, T ], ∀m > C.
Note that, for every X̂, Ŷ ∈ L1([t0, T ]; Γω(TM)), we have
pωK,a,f
(
φXn (t) ◦ Ŷ (t)
)
= pωK,a,f(Ŷ (t)) +
n∑
r=1
pωK,a,f
(
(φXr (t)− φ
X
r−1(t)) ◦ Ŷ (t)
)
Since, for every r ∈ N, we have
pωK,a,f
(
φXr (t)− φ
X
r−1(t)
)
≤ (m˜(t))rpωK,ar(f), ∀t ∈ [t0, T ]
for every X̂, Ŷ ∈ L1([t0, T ]; Γω(TM)), we have
pωK,a,f
(
φXn (t) ◦ Ŷ (t)
)
≤
n∑
r=0
(m˜(t))rpωK,ar,f
(
Ŷ (t)
)
, ∀t ∈ [t0, T ].
This implies that, for every t ∈ [t0, T ] and every m > C, we have
pωK,a,f
(
φXmn (t) ◦
(
X̂(t)− X̂m(t)
))
≤
n∑
r=0
(m˜(t))rpωK,ar,f
(
X̂(t)− X̂m(t)
)
≤
n∑
r=0
(
(r + 1)(m˜(t))rpωK,ar+1(f)
)
max
i
{
pV
(
X
i
(t)−X
i
m(t)
)}
.
Therefore, for every t ∈ [t0, T ] and every m > C, we get
pωK,a,f(φ
X
n+1(t)− φ
Xm
n+1(t))
≤
∫ t
t0
n−1∑
r=0
(
(r + 1)(r + 2)(m˜(t))rm(t)pωK,ar+2(f)
)∫ t
t0
max
i
{
pV (X
i
(τ)−X
i
m(τ))
}
dτ
+
∫ t
t0
n∑
r=0
(
(r + 1)(m˜(τ))rpωK,ar+1(f)
)
max
i
{
pV
(
X
i
(t)−X
i
m(t)
)}
dτ.
Using integration by parts, we have
pωK,a,f(φ
X
n+1(t)− φ
Xm
n+1(t)) ≤
n∑
r=0
(r + 1)(m˜(t))rpωK,ar+1(f)×∫ t
t0
pV (X
i
(τ) −X
i
m(τ))dτ, ∀t ∈ [t0, T ], ∀m > C.
This completes the proof of the lemma
Thus, for every n ∈ N, we have
pωK,a,f(φ
X
n (t)− φ
Xm
n (t))
≤
n−1∑
r=0
(r + 1)(m˜(t))rpωK,ar+1(f)
(∫ t
t0
pV (X
i
(τ)−X
i
m(τ))dτ
)
, ∀t ∈ [t0, T ], ∀m > C.
Since, for every t ∈ [t0, T ], we have
|m˜(t)| <
1
2
,
the series
∞∑
r=0
(r + 1)(m˜(t))rpωK,ar+1(f)
converges to a function h(t), for every t ∈ [t0, T ]. By Lebesgue’s monotone convergence
theorem, h is integrable. This implies that, for every n ∈ N and every a ∈ c↓0(Z≥0,R>0, d),
pωK,a,f
(
φXn (t)− φ
Xm
n (t)
)
≤ h(t)
∫ t
t0
pV (X
i
(τ)−X
i
m(τ))dτ, ∀t ∈ [t0, T ], ∀m > C.
Therefore, by taking the limit as n goes to infinity of the left hand side of the inequality, we
have
pωK,a,f
(
φX(t)− φXm(t)
)
≤ h(t)
∫ t
t0
pV (X
i
(τ)−X
i
m(τ))dτ, ∀t ∈ [t0, T ], ∀m > C.
This completes the proof of sequential continuity of exp.
References
[1] Andrei A. Agrachev and Revaz V. Gamkrelidze. The exponential representation of flows
and the chronological calculus. Matematicheski˘ı Sbornik. Novaya Seriya, 149(4):467–
532, 1978.
[2] Andrei A. Agrachev and Yuri Sachkov. Control Theory from the Geometric Viewpoint.
Number 78 in Encyclopaedia of Mathematical Sciences. Springer-Verlag, Berlin, 2004.
Control Theory and Optimization II.
[3] Ralf Beckmann and Anton Deitmar. Strong vector valued integrals. ArXiv e-prints,
Feb 2011.
[4] Klaus D. Bierstedt. An introduction to locally convex inductive limits. ICPAM Lecture
Notes, pages 35–133. World Sci. Publishing, Singapore, 1988.
[5] Gerald G. Bilodeau. The origin and early development of non-analytic infinitely differ-
entiable functions. Archive for History of Exact Sciences, 27(2):115–135, 1982.
[6] Jose´ Bonet and Pawe l Doman´ski. Parameter dependence of solutions of partial dif-
ferential equations in spaces of real analytic functions. Proceedings of the American
Mathematical Society, 129(2):495–503 (electronic), 2001.
[7] Augustine L. Cauchy. Re´sume´ des lec¸ons sur le calcul infinite´simal, volume 10 of Les
Cours de l’E´cole polytechnique. Edition Marketing, 1823.
[8] Earl A. Coddington and Norman Levinson. Theory of Ordinary Differential Equations.
International Series in Pure and Applied Mathematics. McGraw-Hill, 1955.
[9] Pawe l Domanski. Notes on real analytic functions and classical operators. In Topics in
Complex Analysis and Operator Theory: Third Winter School in Complex Analysis and
Operator Theory, February 2-5, 2010, Universidad Polite´cnica de Valencia, Valencia,
Spain, volume 561. American Mathematical Society, 2012.
[10] Pawe l Doman´ski and Michael Langenbruch. Composition operators on spaces of real
analytic functions. Mathematische Nachrichten, 254-255:68–86, June 2003.
[11] John B. Garnett. Bounded Analytic Functions, volume 236 of Graduate Texts in Math-
ematics. Springer New York, 2007.
[12] Janusz Grabowski. Derivations of the Lie algebras of analytic vector fields. Compositio
Mathematica, 43(2):239–252, 1981.
[13] Karel Hrbacek and Thomas Jech. Introduction to Set Theory. Monographs and Text-
books in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, third edition
edition, 1999.
[14] Otte Hustad. A note on inductive limits of linear spaces. Mathematica Scandinavica,
12:163–166, 1963.
[15] Saber Jafarpour and Andrew D. Lewis. Time-varying Vector Fields and Their Flows.
Springer Briefs in Mathematics. Springer, Cham, 2014.
[16] Hans Jarchow. Locally Convex Spaces. Mathematische Leitfa¨den. [Mathematical Text-
books]. B. G. Teubner, Stuttgart, 1981.
[17] Hikosaburo Komatsu. Projective and injective limits of weakly compact sequences of
locally convex spaces. Journal of the Mathematical Society of Japan, 19:366–383, 1967.
[18] Steven G. Krantz and Harold R. Parks. A Primer of Real Analytic Functions.
Birkha¨user Advanced Texts: Basler Lehrbu¨cher. [Birkha¨user Advanced Texts: Basel
Textbooks]. Birkha¨user Boston, 2002.
[19] Andreas Kriegl and Peter W. Michor. The Convenient Setting of Global Analysis,
volume 53 of Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 1997.
[20] Michael Langenbruch. Localizations of partial differential operators and surjectivity on
real analytic functions. Studia Mathematica, 140(1):15–40, 2000.
[21] Sergei G. Lobanov and Oleg G. Smolyanov. Ordinary differential equations in locally
convex spaces. Rossi˘ıskaya Akademiya Nauk. Moskovskoe Matematicheskoe Obshch-
estvo. Uspekhi Matematicheskikh Nauk, 49(3):93–168, 1994.
[22] Andre´ Martineau. Sur la topologie des espaces de fonctions holomorphes. Mathematis-
che Annalen, 163(1):62–88, 1966.
[23] Ernest A. Michael. Locally Multiplicatively-Convex Topological Algebras, volume 11 of
American Mathematical Society Memoirs. American Mathematical Society, 1952.
[24] Peter W. Michor. Manifolds of Differentiable Mappings, volume 3 of Shiva Mathematics
Series. Shiva Publishing Ltd., Nantwich, 1980.
[25] Jorge Mujica. A Banach-Dieudonne´ theorem for germs of holomorphic functions. Jour-
nal of Functional Analysis, 57(1):31–48, 1984.
[26] Vladimir S. Retakh. The subspaces of a countable inductive limit. Doklady Akademii
Nauk SSSR, 194:1277–1279, 1970.
[27] Halsey L. Royden and Patrick M. Fitzpatrick. Real Analysis. Pearson Education Inc.,
fourth edition, 2010.
[28] Walter Rudin. Functional analysis. International Series in Pure and Applied Mathe-
matics. McGraw-Hill, Inc., New York, second edition edition, 1991.
[29] Helmut H. Schaefer. Topological Vector Spaces, volume 3 of Graduate Texts in Mathe-
matics. Springer-Verlag, New York-Berlin, 1971.
[30] Jose´ Sebastia˜o e Silva. Su certe classi di spazi localmente convessi importanti per le
applicazioni. Rendiconti Di Matematica e Delle Sue Applicazioni (5), 14:388–410, 1955.
[31] Hector J. Sussmann. Lie brackets and local controllability: A sufficient condition for
scalar-input systems. SIAM Journal on Control and Optimization, 21(5):686–713, 1983.
[32] Hector J. Sussmann. A general theorem on local controllability. SIAM Journal on
Control and Optimization, 25(1):158–194, 1987.
[33] Dietmar Vogt. A fundamental system of seminorms for A(k). ArXiv e-prints, Sep 2013.
[34] Hassler Whitney and Franc¸ois Bruhat. Quelques proprie´te´s fondamentales des ensem-
bles analytiques-re´els. Commentarii Mathematici Helvetici, 33(1):132–160, 1959.
[35] Stephan Willard. General Topology. Addison-Wesley Series in Mathematics. Dover
Publications, Inc., Mineola, NY, 2004.
