Abstract. Subsurface flows are commonly modeled by advection-diffusion equations. Insufficient measurements or uncertain material procurement may be accounted for by random coefficients. To represent, for example, transitions in heterogeneous media, the parameters of the equation are spatially discontinuous. Specifically, a scenario with dependent advection and diffusion coefficients that are modeled as sums of continuous random fields and discontinuous jump components are considered. For the numerical approximation of the solution, an adaptive, pathwise discretization scheme based on a Finite Element approach is introduced. To stabilize the numerical approximation and accelerate convergence, the discrete space-time grid is chosen with respect to the varying discontinuities in each sample of the coefficients, leading to a stochastic formulation of the Galerkin projection and the Finite Element basis.
1. Introduction. In this paper we are concerned with the well-posedness of a solution to a time-dependent advection-diffusion equation with discontinuous random coefficients and its numerical discretization. The random coefficient function is modeled by a continuous part and a discontinuous part, inspired by the unique characterization of the Lévy-Khinchine formula for Lévy processes. We adopt this idea to spacial domains, meaning we propose jumps occurring on lower-dimensional submanifolds. The numerical discretization method has to account for these discontinuities of the coefficient functions, as otherwise (spatial) convergence rates decline.
This work is a generalization to the elliptic setting which has drawn attention over the last decades. While many publications focus on numerical methods for continuous stochastic coefficients (see, e.g., [1, 3, 4, 5, 6, 9, 16, 17, 21, 28, 31, 32, 33, 37, 39, 41] ), the literature on stochastic discontinuous coefficients or stochastic interface problems is sparse (see, e.g., [27, 30, 42] ). The reasons are twofold: On one hand a Gaussian random field is a well defined mathematical object and its properties are well studied, on the other hand there is no general definition and approximation method for a (discontinuous) Lévy field. A (centered) Gaussian random field is fully characterized by its covariance operator. Discretization methods range from spectral approximations to Fourier methods (see, e.g., [23, 29, 38] ). While we also need an approximation for the continuous (Gaussian) part of the coefficient function, convergence of the approximation has to be guaranteed in a different norm than used in the literature, accounting for the overall regularity of the coefficient function. Furthermore, drawing samples from different jump distributions may also introduce a bias. Our main contribution is therefore, to provide a well-posedness result for a parabolic equation with general jump-diffusion and jump-advection coefficient and provide analysis of a numerical approximation. Besides the approximation of the coefficient itself, we prove convergence of a pathwise adaptive space-time approximation. Naturally, for pathwise adaptive schemes, convergence rates are also random. However, in our setting an upper bound on the mean-squared error can be derived but sampling has to be adopted accordingly.
The paper is structured as follows: In Section 2 we state the problem and show a general existence result for pathwise solutions under mild assumptions on the data. In the following section we define the random coefficient functions and show convergence of approximations in appropriate norms. These approximations are used to develop in Section 4 pathwise adaptive discretization schemes for the solution. Our main contribution is a convergence result for this approximation. We close with one-and two-dimensional numerical experiments, that confirm our theoretical findings.
2.
Parabolic initial boundary value problems and existence of solutions. Let (Ω, A, P) be a complete probability space, T ∶= [0, T ] a time interval for some T > 0 and D ⊂ R d , d ∈ N, be a bounded and convex Lipschitz domain. In this paper we consider the linear, random initialboundary value problem ∂ t u(ω, x, t) + [Lu](ω, x, t) = f (ω, x, t) in Ω × D × T, u(ω, x, 0) = u 0 (ω, x) in Ω × D × {0}, u(ω, x, t) = 0 on Ω × ∂D × T, (2.1) where f ∶ Ω × D × T → R is a random source function and u 0 ∶ Ω × D denotes the random initial condition of the partial differential equation (PDE) . Furthermore, L is the second order partial differential operator given by
[Lu](ω, x, t) = −∇ ⋅ (a(ω, x)∇u(ω, x, t)) + b(ω, x)∇ ⋅ u(ω, x, t) (2. 2) for (ω, x, t) ∈ Ω × D × T with
• a stochastic jump-diffusion coefficient a ∶ Ω × D → R and • a discontinuous random convection term b ∶ Ω × D → R.
We could extend the above model problem by including time-dependent diffusion and/or advection coefficients. If a and b are sufficiently smooth with respect to t, i.e. continuously differentiable in T, the temporal convergence rates in Section 4 are not affected. The focus of this article, however, is on the numerical analysis of Problem (2.1) with coefficients that involve random spatial discontinuities, hence we assume for the sake of simplicity that a and b are time-independent. We base the analysis of Problem (2.1) on the standard Sobolev space H is the the Gagliardo seminorm, see [18] , and ⌊⋅⌋ ∶ R → Z, s ↦ max(k ∈ Z, k ≤ s) is the floor operator. Further, we denote by C a generic positive constant which may change from one line to another. Whenever necessary, the dependence of C on certain parameters is made explicit.
On the domain D, the existence of a bounded, linear operator γ ∶ H for s ∈ (1 2, 3 2), v ∈ H s (D) is ensured by the trace theorem, see for example [19] . The constant 
, where V ′ denotes the topological dual of any vector space V. As the coefficients a and b are given by random functions, any solution u to Problem (2.1) is in general a time-dependent V -valued random variable. To investigate the integrability of u with respect to T and the underlying probability measure P on (Ω, A), we need to introduce the space of Bochner integrable functions.
Definition 2.1. Let (Y, Σ, µ) be a σ-finite and complete measure space, (X , ⋅ X ) a Banach space and define the norm
The corresponding space of Bochner-integrable random variables is then given by
Furthermore, the space of all continuous functions is defined as
We are interested in the two particular cases that
, where B(T) is the Borel σ-algebra over T and µ T is the Lebesgue-
The space L p (Ω; X ) is commonly referred to as the space of Bochner integrable random variables.
holds, where ∂ t ξ is the classical (in a strong sense) time derivative of ξ. Above, the set C ∞ 0 (T; R) contains all infinitely differentiable functions ξ ∶ T → R with compact support in (0, T ). We record following useful Lemma for the calculus in L 2 (T; H).
and it holds for C = C(T ) > 0 that
Remark 2.3. We may as well work with non-homogeneous boundary conditions, i.e. u(ω, x, t) = g 1 (ω, x, t) for g 1 ∶ Ω × ∂D × T → R. The corresponding trace operator γ is still well defined provided that g 1 (ω, ⋅, ⋅) can be extended almost surely to a functiong 1 
(T; V ) may be regarded as a solution to the modified problem
But this is in fact a version of Problem (2.1) with modified source term and initial value (see also [20, Chapter 6.1 
]).
We introduce the bilinear form associated to L in order to derive a weak formulation of the initial-boundary value Problem (2.1). For fixed ω ∈ Ω and t ∈ T, multiplying Eq. (2.1) with a test function v ∈ V and integrating by parts yields the variational equation
The bilinear form B ω ∶ V × V → R is given by
The source term is transformed into the right hand side functional
and the integrals with respect to ∂ t u and f are understood as the duality pairings
and u(ω, ⋅, 0) = u 0 (ω, ⋅).
The following set of assumptions allows us to show existence and uniqueness of a pathwise weak solution to Eq. (2.1).
Assumption 2.5.
• For almost all ω ∈ Ω it holds that
and almost everywhere on D.
In the following, we relax notation and use the divergence operator in the weak sense as
. Theorem 2.6. Under Assumption 2.5 there exists almost surely a unique pathwise weak so-
], with C = C(b 1 , b 2 , T, q) > 0 and the pathwise energy norm defined by
holds for any r ∈ [1, (1 p + (1 (2q))
].
Proof. For fixed ω ∈ Ω, existence and uniqueness of a pathwise weak solution u(ω, ⋅, ⋅) ∈ L 2 (T; V ) ∩ C(T; H) to Problem (2.1) is proved identically as for deterministic parabolic problems, see for instance [20, Chapter 7.1] or [35, Chapter 11] . To show the energy estimate (2.6), we fix ω ∈ Ω, t ∈ T, test against v = u(ω, ⋅, t) ∈ V (in the variational Problem (2.4)) and obtain [20, Chapter 5.9] . Rearranging the terms yields
The first term is bounded with Young's inequality, Assumption 2.5 and Ineq. (2.5) via
By the Poincaré inequality it holds that u H ≤ C u H 1 (D) and we estimate
We now use Grönwall's inequality to bound
where we emphasize that the last estimate is independent of t. If a − (ω) ≤ 1 holds for fixed ω, we obtain the pathwise energy estimate
On the other hand, if a − (ω) > 1, it follows that
With the inequalities
, and by taking expectations this yields
for any r ∈ [1, (1 p + 1 q)
], where we have used Assumption 2.5 and Hölder's inequality for the
and proceed as for the first term, using Grönwall's inequality, to obtain
Finally, with Hölder's inequality it follows that
To incorporate discontinuities at random submanifolds of D, we introduce the jump-diffusion coefficient a and jump-advection coefficient b in the following section. The introduced coefficients allow us to apply Theorem 2.6 and derive existence, uniqueness and regularity results on the corresponding solution to the parabolic problem with discontinuous coefficients.
3. Random parabolic problems with discontinuous coefficients. To obtain a stochastic jump-diffusion coefficient representing the permeability in a subsurface flow model, we use the random coefficient a from the elliptic diffusion problem in [11] consisting of a (spatial) Gaussian random field with additive discontinuities on random submanifolds of D. The specific structure of a may be utilized to model the hydraulic conductivity within heterogeneous and/or fractured media and is thus considered time-independent (see also Remark 2.3). The advection term in this model should then be driven by the same random field and inherit the same discontinuous structure as the diffusion term. Thus, we consider the coefficient b as a linear mapping of a. Since the coefficients usually involve infinite series expansions in the Gaussian field and/or sampling errors in the jump measure, we also describe how to obtain tractable approximations of a and b. Subsequently, existence and stability results for weak solutions of the unapproximated resp. approximated parabolic problems based on Theorem 2.6 are proved. We conclude this section by showing that the approximated solution converges to the solution u of the (unapproximated) advection-diffusion problem in a suitable norm.
Jump-diffusion coefficients and their approximations.
Definition 3.1. The jump-diffusion coefficient a is defined as
where • a ∈ C 1 (D; R ≥0 ) is non-negative, continuous and bounded.
(Ω; H) is a (zero-mean) Gaussian random field associated to a non-negative, symmetric trace class operator Q ∶ H → H.
) that controls the position of the random elements T i .
• (P i , i ∈ N) is a sequence of non-negative random variables on (Ω, A, P) and
The sequence (P i , i ∈ N) is independent of τ (but not necessarily i.i.d.). Based on a, and for constants
In general, the structure of a as in Def. 3.1 does not allow us to draw samples from the exact distribution of this random function. We remark that λ may be used to concentrate the submanifolds that generate T on certain areas in D, see Section 5 for examples. For an approximation of the Gaussian field, one usually uses truncated Karhunen-Loève expansions: Let ((η i , e i ), i ∈ N) denote the sequence of eigenpairs of Q, where the eigenvalues are given in decaying order η 1 ≥ η 2 ≥ ⋅ ⋅ ⋅ ≥ 0. Since Q is trace class, the Gaussian random field W admits the representation
is a sequence of independent and standard normally distributed random variables. The series above converges in L 2 (Ω; H) and almost surely (see e.g. [8] ). The truncated KarhunenLoève expansion W N of W is then given by
where we call N ∈ N the cut-off index of W N . In addition, it may be possible that the sequence of jumps (P i , i ∈ N) cannot be sampled exactly but only with an intrinsic bias (see [11, Remark 3.4] ). The biased samples are denoted by (P i , i ∈ N) and the error which is induced by this approximation is represented by the parameter ε > 0 as in Assumption 3.2. To approximate P using the biased sequence (P i , i ∈ N) instead of (P i , i ∈ N) we define the jump part approximation
The approximated jump-diffusion coefficient a N,ε is then given by
and the approximated jump-advection coefficient
Substituting the approximated jump coefficients into the parabolic model Problem (2.1) yields
where the approximated second order differential operator L N,ε is given by
The pathwise variational formulation of Eq. (3.4) is then analogous to Eq. (2.4) given by: For almost all ω ∈ Ω with given f (ω, ⋅),
where the approximated bilinear form is given by
The following assumptions guarantee that we can apply Theorem 2.6 also in the jump-diffusion setting and that therefore pathwise solutions u and u N,ε exist.
The eigenfunctions e i of Q are continuously differentiable on D and there exist constants
(ii) Furthermore, the mapping Φ as in Definition 3.1 and its derivative are bounded by
where φ 1 , . . . , φ 4 > 0 are arbitrary constants.
consists of nonnegative and bounded random variables P i ∈ [0, P ] for some P > 0. In addition, for s > 1 such that 1 p + 1 s < 1 there exists a sequence of approximations
N so that the sampling error is bounded, for some ε > 0, by
Remark 3.3. The exponential bounds on Φ and its derivative imply that
for any r ∈ [1, p). That is, the integrability of u with respect to Ω only depends on the stochastic regularity of f and u 0 . In fact, Theorem 2.6 shows that far weaker assumptions on a (resp. Φ) are possible to achieve u ∈ L r (Ω; L 2 (T; V )), at the cost that r then also depends on the integrability of a − . At this point we refer to [11] , where the regularity of an elliptic diffusion problem with a as in Definition 3.1, but less restricted functions Φ and P is investigated. However, Assumption 3.2 includes the most important case that Φ(W ) is a log-Gaussian random field and the bounds on Φ are merely imposed for a clear and simplified presentation of the results. On a further note, the assumptions on the eigenpairs (η i , e i , i ∈ N) are natural and include the case that Q is a Matérn-type or Brownian-motion-type covariance function.
Lemma 3.4. Let Assumption 3.2 hold and define
Proof. Let the parameters N ∈ N and ε > 0 be fixed. From [11, Lemma 3.5], we have that W and W N are centered, almost surely bounded Gaussian random fields on D which implies E ∶= E(sup x∈D W (x)) < +∞ as well as
for all c > 0 and σ
by the symmetry of W . With Assumption 3.2 (ii), and since exp(
we then obtain for arbitrary q ∈ [1, ∞)
By Fubini's Theorem, integration by parts and Ineqs. (3.7),(3.6) this yields
The last estimate on the right hand side is finite for each q ∈ R which proves the claim for a − . To bound the expectation of a + , we may proceed in the same way by noting that
by Assumption 3.2 (ii). Analogously, the claim follows for a N,ε,− , a N,ε,+ with the same bounds from above as for a − , a + respectively, because σ
Under Assumption 3.2 there exists almost surely a unique weak solution u to Problem (2.1) and a unique weak solution u N,ε to Problem (3.4) for each N ∈ N and ε > 0. For r ∈ [1, p), the weak solutions satisfy the energy estimate
where C = C(r, a, b, T ) > 0 is independent of N and ε.
Proof. To apply Theorem 2.6, we need Assumption 2.5 to hold. By Definition 3.1 and Eq. (3.2)
holds almost surely. The corresponding advection coefficients are bounded by
respectively. We further obtain from Lemma 3.
is bounded uniformly with respect to N and ε. For given r ∈ [1, p), we then choose q = (1 r − 1 p) −1 < +∞ and the claim follows by Theorem 2.6.
Having shown the existence and uniqueness of the weak solutions u and u N,ε , we may bound the difference between both solutions in the (expected) energy norm with respect to the approximation parameters N and ε. For this, we record the following estimate on the approximation error a − a N,ε .
Theorem 3.6. [11, Theorem 3.12] Under Assumption 3.2, it holds that
where Ξ N ∶= ∑ i>N η i and C > 0 is independent of N ∈ N and ε > 0.
The final result of this section shows
), the approximation error of u is bounded in the energy norm by
Proof. By Theorem 3.5, existence of solutions u and u N,ε to the variational Problems (2.4),(3.5) is guaranteed almost surely, hence for almost all ω ∈ Ω
This identity may be reformulated to the variational problem to find
with the right hand side
and initial value (u − u N,ε )(ω, ⋅, 0) ≡ 0 holds almost surely. Definition 3.1 implies that
and by Ineq. (2.5) and Theorem 3.5 we know that for r ∈ [1, p)
We may now choose p ∈ [1, (1 s + 1 r)
] and obtain by Hölder's inequality and Theorem 3.6
for C > 0 independent of N and ε. The claim now follows with Lemma 3.4 and by applying Theorem 2.
To draw samples of u N,ε , we need to employ further numerical techniques since u N,ε (ω, ⋅, ⋅) is almost surely an element of the infinite-dimensional Hilbert space L 2 (T; V ). Hence, we need to find pathwise approximations of u N,ε in finite-dimensional subspaces of L 2 (T; V ) by discretizing the spatial and temporal domain. Next, we construct suitable approximation spaces of V , combine them with a time stepping method and control for the discretization error.
Pathwise discretization schemes.
In the previous section we demonstrated that u may be approximated by u N,ε for sufficiently big N ∈ N resp. small ε > 0. Nevertheless, even u N,ε (ω, ⋅, ⋅) will in general not be accessible analytically for fixed ω, N and ε, thus we need to find pathwise finite-dimensional approximations of u N,ε (ω, ⋅, ⋅). In the first part of this section we explain how a semi-discrete solution may be obtained by approximating V with a sequence of adaptive Finite Element (FE) spaces. By adaptivity we mean that the FE mesh is aligned with the discontinuities of P in each sample, i.e. the grid changes with each ω ∈ Ω. We analyze the discretization error for the pathwise adaptive strategy and further emphasize its advantages compared to a standard, sample-independent FE basis. In the second part we combine the spatial discretization with a backward time stepping scheme in T, with the time step chosen accordingly to the sampledependent FE basis. Finally, we derive the mean-squared error between the unbiased solution u and the fully discrete approximation of u N,ε .
Adaptive spatial discretization.
To find suitable approximations of u N,ε (ω, ⋅, t) ∈ V for fixed ω ∈ Ω and t ∈ T, we use a standard Galerkin approach based on a sequence
where u 0,ℓ (ω, ⋅) ∈ V ℓ (ω) is a suitable approximation of u 0 (ω, ⋅) (see also Remark 4.4). The function u N,ε,ℓ (ω, ⋅, t) may be expanded with respect to the basis {v 1 , .
where the coefficients c 1 (ω, t), . . . , c d ℓ (ω, t) ∈ R depend on (ω, t) ∈ Ω × T and the respective coefficient (column-)vector is c(ω, t) ∶= (c 1 (ω, t), . . . , c d ℓ (ω, t)) T . With this, the semi-discrete variational problem in the finite-dimensional space V ℓ (ω) is equivalent to solving the system of ordinary differential equations
To derive error bounds of the numerical approximation of u in a mean-square sense, we need to modify Assumption 3.2. 
and f are stochastically independent of T . The sequence (P i , i ∈ N) consists of nonnegative and bounded random variables P i ∈ [0, P ] for some P > 0. In addition, for s > 2 such that 1 p + 1 s < 1 2 there exists a sequence of approximations (P i , i ∈ N) ⊂ [0, P ] N so that the sampling error is bounded, for some ε > 0, by
(iv) The partition elements T i are almost surely convex polygons with piecewise linear boundary and E(τ q ) < +∞ for all q ∈ [1, ∞).
Remark 4.2. Note that by Assumption 4.1(i)
. Essentially, this means that 2α ≤ β ensures mean-square differentiability (or pathwise Lipschitz-continuity) of the Gaussian field W . This piecewise regularity assumption, together with Assumption 4.1(iv) on the convexity of the T i , becomes important when we introduce a specific choice of Finite Element subspaces V ℓ later in this section (see also Remark 4.9). Assumption 4.1(iii) essentially ensures that we are able to find a suitable initial data approximation u 0,ℓ and also control the error of a temporal discretization scheme. The nodal basis functions v j (ω, ⋅) are solely determined by T (ω) and since f, u 0 are stochastically independent of T , we may expand the adaptive semi-discrete solution via Eq. (4.2), i.e. obtain a separation of spatial and temporal variables. Finally, 1 p+1 s < 1 2 enables us to derive all errors in a mean-squared sense.
As our first result, we bound the mean-squared error of the semi-discrete solution u N,ε,ℓ in terms of the best approximation error for an arbitrary finite-dimensional subspace V ℓ . Theorem 4.3. Let Assumption 4.1 hold and let u N,ε,ℓ be the semi-discrete approximation of u N,ε in V ℓ (ω) as in Eq. (4.1). Then, for r ∈ (2, p), the approximation error is bounded by
Proof. For fixed ω ∈ Ω the discrete variational Problem (4.1) together with Eq. (3.5) yields
To bound the first term, we observe that
where we have used the Cauchy-Schwarz inequality and L(V ) denotes the set of all linear operators O ∶ V → V . Since we may bound 1 − P ℓ L(V ) ≤ C P < 1 with C P > 0 independent of ℓ and ω, this yields with
Hence, I may be estimated with Young's inequality via
where C > 0 is a deterministic constant. We then use the Cauchy-Schwarz inequality, Ineq. (2.5) and Young's inequality to bound the second term via
Similarly, we obtain for the last term
Plugging the estimates of I − III into Eq. (4.3) yields
Thus, using Grnwall's inequality and proceeding for a N,ε,− as in Theorem 2.6, we arrive at An obvious choice for V ℓ is the space of piecewise linear Finite Elements (FE) with respect to some triangulation of D. As discussed in [11, Section 4], we have to adjust our spatial discretization to the discontinuities of a and b. Otherwise, we cannot expect a better pathwise error than
Thus, we follow the same approach as in [11] and utilize path-dependent meshes to match the interfaces generated by the jump-diffusion and -advection coefficients: For a given random partition
Above, (h ℓ , ℓ ∈ N 0 ) is a positive sequence of deterministic refinement thresholds, decreasing monotonically to zero. This guarantees that h ℓ (ω) → 0 almost surely, although the absolute speed of convergence may vary for each ω. It is possible to find a triangulation K ℓ with T (ω) ⊂ K ℓ (ω) almost surely, since T consists of piecewise linear polygons by Assumption 4.1. Denoting by ϑ ℓ (ω) the minimal interior angle within K ℓ (ω), we assume for technical reasons that there exists a ϑ > 0 such that almost surely inf ℓ∈N0 ϑ ℓ (ω) ≥ ϑ > 0. The sample-adaptive subspace V ℓ (ω) of piecewise linear polynomials is then given by
where P 1 (K) denotes the space of all linear polynomials on the triangle K, and we denote by {v 1 , . . . , v d ℓ (ω) } the nodal basis corresponding to V ℓ (ω). As we will show in the following, the convergence rate of this approximation is higher compared to the non-adaptive FE approximation with deterministic triangulations.
(Ω; V ) and hence u 0 (ω, ⋅) ∈ V almost surely. One possibility to approximate the initial data is via u 0,ℓ ∶= ∑
On the other hand, if the paths of u 0 are almost surely continuous, we might as well define u 0,ℓ as the nodal interpolation with respect to the FE basis, i.e. 
We note that this error bound with respect to the H-norm also remains valid for a non-adaptive standard FE discretization of V .
Our main result provides an error bound of the semi-discrete adaptive FE approximation. 
To prove Theorem 4.5, we treat the pathwise triangulation as a special case of the Mortar Finite Element method, where the basis functions of the approximation spaces V ℓ (ω) are continuous across the interface of two adjacent partition elements T i and T j . In general, Mortar FE methods for deterministic elliptic and parabolic problems only enforce a "weak continuity condition" on the interfaces, which allows to mesh each partition element of the domain independently but introduces an additional consistency error (see e.g. [12] , [13] , [40] ). The key result for our analysis of the discretization error in the adaptive FE spaces V ℓ (ω) is the following Lemma. There is a C = C(ϑ, D) > 0, independent of h ℓ , such that or any v ∈ V with v Ti ∈ H 2 (T i ) for i = 1, . . . , τ (ω) it holds almost surely
In order to proof Theorem 4.5, we need two more technical lemmas to ensure sufficient (piecewise) regularity of a N,ε , b N,ε and ∂ t u N,ε . 
for any measurable mapping v ∶ Θ → R. Under Assumption 4.1, for any q ∈ [1, ∞)
where C = C(q) > 0 is independent of N and ε.
Proof. As a N,ε is almost surely continuously differentiable on each partition element T i by Assumption 4.1, we have that
with ∂ xi a L ∞ (D) < +∞ for all i = 1, . . . , d. Moreover, Lemma 3.4 states that a N,ε,+ L q (Ω;R) < +∞ for any q ∈ [1, ∞) and the norm is bounded uniformly with respect to N and ε, thus we only need to estimate the last term on the right hand side. We use Hölder's inequality and Assumption 4.1 to obtain for any q ≥ 1
The random field W N is centered Gaussian with sup x∈D E(W N (x)
and we proceed as in Lemma 3.4 to conclude that 
Using again the symmetry of
).
We need to make sure that
) is bounded uniformly in i and N . By Fubini's 5) where the last integral is finite for any q ∈ [1, ∞) and independent of N and i. Therefore, it remains to show that E N,i is bounded uniformly in N . To this end, we consider the case q = 1 and assume without loss of generality that 
Theorem and Ineq. (4.4) it holds that
which proves the assertion. 
Proof. We use the first part of the proof from [20, Chapter 7.1,Theorem 5] to obtain the pathwise estimate
In the last step, we have used that b N,ε ≤ b 2 (see Definition 3.1) as well as Ineq. (2.5). On the other hand, we have the lower bound
Since the norms ⋅ H 1 (D) and ⋅ H 1 (D) = ⋅ V are equivalent by the Poincaré inequality, we treat a N,ε,− once more in the fashion of Theorem 2.6 to arrive at the estimate
The claim now follows with a N,ε,− , a N,ε,+ ∈ L q (Ω; R) for arbitrary large q ∈ [1, ∞), Hölder's inequality and Theorem 2.6.
We conclude this subsection with the proof of our main result.
Proof of Theorem 4.5. We start by showing the piecewise H 2 -regularity of u N,ε on each partition element. For fixed t ∈ T and ω ∈ Ω, u N,ε (ω, ⋅, t) ∈ V is almost surely the pathwise weak solution to the elliptic problem
with homogeneous Dirichlet boundary conditions. That is, for all v ∈ V it holds that 
Now we fix some arbitrary partition element T i . Since the T i are convex polygons by Assumption 4.1, ∂T i consists of M i ∈ N line segments denoted by ∂T i,k . With Green's formula
for all v ∈ V , where γ i ∶ T i → ∂T i is the trace operator on T i and #» n i,k is the (constant) unit outward normal vector on each line segment ∂T i,k . Taking the sum over all T i implies with Eq. (4.6)
Now assume that two different partition elements T i and T l share a common line segment ∂T i,k . Then, the corresponding normal vectors #» n i,k , #» n l,k at ∂T i,k satisfy #» n i,k = − #» n l,k which yields the transition condition
As the T i are convex, it is possible to find for any ǫ > 0 a convex set 
where #» n i,ǫ denotes the unit outward normal vector on ∂T i,ǫ and the inequality holds due to the fact that T i,ǫ is convex with C 2 -boundary. As w i is sufficiently smooth on T i , we may take the limit ǫ → 0 on both sides to obtain
We consider again two adjacent partition elements T i and T l as above with outward normal vectors #» n i,k = − #» n l,k . Eq. (4.7) further implies w i = w l on T i,k and summing over all partition elements then yields cancellation of the boundary terms on the right hand side, i.e.
and thus (4.8)
Using w i = a N,ε (ω, ⋅)∇u N,ε (ω, ⋅, t), the left hand side of Eq. (4.8) may be written as
and we obtain the estimate
Now, we integrate with respect to T and Ω, and use Hölder's inequality to obtain
for arbitrary r 1 ∈ [1, p), with r 2 such that r 1 < r 2 < p and q ∶= (1 r 1 − 1 r 2 ) −1 < +∞. By Lemma 4.7, Theorem 3.5, the definition off and the estimate from Lemma 4.8
Finally, to bound the best approximation error from Theorem 4.3, we use Lemma 4.6 to estimate for each r ∈ [1, p)
, where we have used the Cauchy-Schwarz inequality in the third line and Hölder's inequality with r < r 1 < p and q ∶= (1 r − 1 r 1 ) −1 < +∞ in the last step. By Assumption 4.1, E(τ q1 ) < +∞ for
and we obtain with Ineq. (4.10)
The proof is concluded by substituting Ineq. even when using an adaptive FE method. In addition, the assumption that T is a partition consisting of convex elements is necessary to ensure that u N,ε is piecewise in H 2 (T i ) and derive the bound in Ineq. (4.9). Otherwise, for instance subdomains T i with reentrant corners may occur and convergence rates deteriorate, for which we also give an example in Section 5. It is well known that in this case (piecewise) H 2 -regularity of u N,ε cannot be achieved, see [26, Chapter 9 .1], [34] and the references therein.
Temporal discretization.
In the remainder of this section, we introduce a stable temporal discretization for the semi-discrete Problem (4.1) and derive the corresponding meansquare error. To this end, we fix ω ∈ Ω and let u N,ε,ℓ (ω, ⋅, ⋅) again denote the adaptive semi-discrete approximation of u N,ε (ω, ⋅, ⋅) from Eq. (4.1). For a fully discrete formulation of Problem (4.1), we consider a time grid 0 = t 0 < t 1 < ⋅ ⋅ ⋅ < t n = T in T for some n ∈ N. The temporal derivative at t i is approximated by the backward difference
This yields the fully discrete problem to find (u For convenience, we assume the temporal grid is equidistant with fixed time step ∆t ∶= t i − t i−1 > 0. The fully discrete solution is now given by
where the coefficient vector c i (ω) = (c i,1 (ω), . . . , c i,d ℓ (ω))) solves the linear system of equations
in every discrete point t i . The mass matrix consists of the entries (M(ω)) jk ∶= (v j (ω, ⋅), v k (ω, ⋅)), stiffness matrix resp. load vector are given by 
and are, therefore, able to estimate the resulting error with respect to the energy norm. N,ε,ℓ , i = 0, . . . , n) be the fully discrete adaptive approximation of u N,ε as in Eq. (4.12) and let u N,ε,ℓ be the linear interpolation in T. Then,
To conclude this section, we record a bound on the overall approximation error, which is an immediate consequence of Theorems 3.7, 4.5 and 4.10.
Corollary 4.11. Let Assumption 4.1 hold, let u N,ε,ℓ be the linear interpolation of the fully discrete approximation of (u
5. Numerical experiments. In all of our numerical experiments we measure the root meansquared error
For each given FE discretization parameter h ℓ , we align the error contributions of N, ε and ∆t such that Ξ 1 2
Hence, no error source is dominant and Corollary 4.11 yields RM SE ≤ Ch ℓ . While the choices of ∆t and ε are usually straightforward for given h ℓ , we refer to [11, Remark 5.3] where we describe how to achieve Ξ
2
N ≃ h ℓ for common examples of covariance operators Q. To emphasize the advantage of the adaptive FE algorithm introduced in Section 4, we also repeat all experiments with a standard FE approach and compare the resulting errors. For the non-adaptive FE algorithm, we use for a given triangulation diameter h ℓ the same approximation parameters ∆t, N and ε as for the corresponding adaptive method. This ensures that the weaker performance of this non-adaptive method is due to the mismatch between FE triangulation and the discontinuities of a and b. We approximate the entries of the stiffness matrix for both FE approaches by the midpoint rule on each triangle. If the triangulation is aligned to the discontinuities in a and b, this adds an additional term of order h ℓ to the error estimate in Corollary 4.11, see for instance [15, Prop. 3.13] . Thus, the bias stemming from the midpoint rule does not dominate the overall order of convergence in the adaptive algorithm. In the other case, we cannot quantify the quadrature error due to the discontinuities on certain triangles but suggest based on our experimental observations an error of order h 1 2 ℓ .
Numerical examples in 1D.
For all test scenarios in this subsection, we consider the the advection-diffusion Problem (2.1) in the domain D = (0, 1), with T = 1, u 0 (x) = sin(πx) 10 and source term f ≡ 1. The continuous part of the diffusion coefficient a is given by a ≡ 0 and Φ(w) = exp(w), where the Gaussian field W is characterized by the Matérn covariance operator
with smoothness parameter ν > 0, variance σ spectral basis of Q M may be efficiently approximated by Nyström's method, see for instance [38] .
In our experiments, we use the covariance parameters ν = 5 2, σ 2 = 1 and ρ = 0.05. The number of partition elements is given by τ = P + 2, where P is Poisson-distributed with intensity parameter 5. On average, this splits the domain in 7 disjoint intervals and the diffusion coefficient has almost surely at least one discontinuity. The position of each jump is sampled according to the measure λ, which we set as the Lebesgue measure λ L on (D, B(D) ). This generates the random partition T = {(0, x 1 ), (x 1 , x 2 ), . . . , (x τ −1 , 1)} for each realization of τ with the uniformly distributed jump positions x 1 , . . . , x τ −1 in D. In the subsequent examples we vary the distribution of the jump heights P i and use the advection coefficient given by b ∶= min(2a, 20) .
To obtain pathwise approximations of the samples u N,ε (ω, ⋅, ⋅), we use non-adaptive and adaptive piecewise linear elements and compare both approaches. The FE discretization parameter is given by h ℓ = 2 −ℓ 4 and we consider the range ℓ = 0, . . . , 6. We approximate the In our first numerical example, we use i.i.d uniformly distributed jump heights P i ∼ U([0, 5]), hence the sampling error ε is equal to zero and may be omitted for this scenario. A sample of the corresponding PDE coefficients with illustrated adaptive\non-adaptive FE basis and of the corresponding solution is given in Fig. 1 . As expected by the theoretical results in Section 4, Fig. 1 shows that the adaptive FE approximation converges with rate one whereas the non-adaptive FE method only has rate ≈ 0.6. In Remark 4.2, we stated the condition 2α ≤ β on the decay of the eigenvalues of Q entails mean square differentiability of W and thus a convergence rate of order one in the adaptive method. We suggested that this rate will deteriorate if the paths of W are only Hölder continuous with exponent ̺ < 1. To illustrate this, we repeat the first experiment with a changed covariance operator. We now consider the Brownian motion covariance operator
with eigenbasis given by η i = (8 ((2i + 1)π))
2 and e i (x) = sin((2i + 1)πx 2) for i ∈ N 0 . The paths of W generated with Q BM are Hölder continuous with ̺ = 1 2 − ǫ for any ǫ > 0 because β = 1 − ǫ and α = 1. A sample of the coefficients and the approximated solution is given in Fig. 2 . The adaptive RMSE is smaller than the non-adaptive curve, but both errors now decay at rate 1 2 due to the lack of (piecewise) spatial regularity of a and b. In general, given that ̺ ≤ 1 2, it is of course highly problem-dependent if the adaptive resp. non-adaptive FE algorithm is favorable.
For the last one-dimensional example, we use again the Matérn covariance function Q M and consider a more involved distribution of jump heights which entails a positive sampling bias ε > 0. The jump heights P i now follow a generalized inverse Gaussian (GIG) distribution with density
and parameters χ, ψ > 0, λ ∈ R, see [7] . Unbiased sampling from this distribution may be rather expensive, hence we generate approximationsP i of P i by a Fourier inversion technique which guarantees that E( P i − P i 2 ) ≤ ε for any desired ε > 0. This allows us to adjust the sampling bias ε > 0 with h ℓ (and the corresponding ∆t and Ξ N ) for any ℓ ∈ N 0 . Details on the Fourier inversion algorithm, the sampling of GIG distributions and the corresponding L
2
(Ω; R)-error may be found in [10] . The GIG parameters are set as ψ = 0.25, χ = 9 and λ = −1, the resulting density f GIG and a sample of the coefficients are given in Fig. 3 . As wee see in Fig. 3 , the RMSE curves behave similarly as in the first example in this section. The adaptive algorithm converges again with rate one, meaning the sampling error of the GIG jump heights aligned to the remaining error contributions. Not surprisingly, the non-adaptive method again converges with a lower rate of 0.6. 
Numerical examples in 2D.
In two spatial dimensions, we work on D = (0, 1) 2 with T = 1, initial data u 0 (x 1 , x 2 ) = 1 100 sin(πx 1 ) sin(πx 2 ), source term f ≡ 1 and assume again that a ≡ 0. The Gaussian part of a is given by the Karhunen-Loève expansion
∼ N (0, 1), with spectral basis given by η i ∶= σ 2 exp(−π 2 i 2 ρ
2
) and e i (x) ∶= sin(πix 1 ) sin(πix 2 ) for i ∈ N. Again, the parameters ρ, σ 2 > 0 denote the correlation length and total variance of W respectively. It can be shown that the above eigenpairs solve the integral equation
2 )e i (y)dy = η i e i (x), i ∈ N, with e i = 0 on ∂D, see [24] . Compared with a Gaussian field generated by a squared exponential covariance operator, this field shows a very similar behavior, except that it is zero on the boundary. It, further, has the advantage, that all expressions are available in closed form and we forgo the numerical approximation of the eigenbasis. The eigenvalues decay exponentially fast with respect to i, hence Assumption 4.1 is fulfilled and we use the parameters σ 2 = 0.25 and ρ = 0.02 for all experiments in this section. As before, we consider a log-Gaussian random field, meaning Φ(w) = exp(w). To illustrate the flexibility of a jump-diffusion coefficient a as in Def. 3.1, we vary the random partitioning of D for each example and give a detailed description below. We set the spatial discretization parameter to h ℓ = h ℓ = In our first 2D example, we aim to imitate the structure of a heterogeneous medium. For this, we divide the domain by two horizontal and vertical lines. We assume that the horizontal resp. vertical lines do not intersect each other and thus obtain τ ≡ 9. The remaining four intersection points of the lines in D are uniformly distributed in (0.2, 0.8)
2 . This is realized by setting λ as the two-dimensional Lebesgue-measure restricted to (0.2, 0.8) 2 ⊂ D. Finally, we assign i.i.d. jump heights P i ∼ U(0, 10) to each partition element T i . Fig. 4 shows a sample of the diffusion coefficient for the heterogeneous medium together with the associated (adaptive) FE approximation of u. As before, the adaptive method is advantageous and converges with rate one, which confirms our theoretical results from Section 4. If we use non-adaptive FE, we may still recover a convergence rate of 0.66, which is actually slightly better than the expected rate of 0.5. In Remark 4.9, we suggest that Assumption 4.1 cannot be relaxed if one desires a convergence rate of one for the adaptive FE approach. As seen in the numerical experiments from the previous subsection, this is true when assuming that the coefficients are not piecewise Lipschitz, but have lower regularity. We show in the next example that it is also impossible to relax the assumption that D and the T i are convex without loosing speed of convergence. To this end, we sample one U([0.4, 0.6] 2 that controls for the position of the center point. This results in a cross-shaped polygon with four reentrant corners and random center in D (see Fig. 5 ), hence this partition element is not convex. Within the cross we assign a jump height of P i = 0, in the remaining four quadrangles we set P i = 20. A sample of the jump-diffusion coefficient with corresponding adaptive FE solution is shown in Fig. 5 .
The convergence rate of the adaptive FE method now deteriorates and we obtain a rate of only 0.8. This is due to the fact that we can only expect piecewise H 5 3 -regularity of u in the cross-shaped partition element, see [26, Chapter 9.1] . Thus, we see that the assumption of convex partition elements is actually necessary to obtain the full rate of convergence when we consider a polygonal geometry. We suggest that a better rate of convergence may be achieved by h-Finite Element methods (see [36] ), i.e. by refining the adaptive mesh in the reentrant corners. A thorough analysis of this approach for general random geometries is, however, rather involved and subject to further research. To conclude, we remark that the RMSE-curve of the non-adaptive FE discretization in Fig. 5 shows a decay rate of only 0.5, hence the adaptive approach might also be beneficial in cases where we cannot ensure piecewise H 2 -regularity.
