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The paper considers the solution of the boundary value problem (BVP) consisting of the
Helmholtz equation in the region D with a rigid boundary condition on ∂D and its
reformulation as a boundary integral equation (BIE), over an inﬁnite cylindrical surface
of arbitrary smooth cross-section. A boundary integral equation, which models three-
dimensional acoustic scattering from an inﬁnite rigid cylinder, illustrates the application
of the above results to prove existence of solution of the integral equation and the
corresponding boundary value problem.
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1. Introduction
We will discuss the solution of the boundary value problem (BVP) consisting of the Helmholtz equation in the region
D with a rigid boundary condition on ∂D and its reformulation as a boundary integral equation (BIE). Our assumptions,
results, and methods of proof are similar to the work by Chandler-Wilde [1], who considers the approximate solution of
integral equations on the real line also some results are given in detail in Peplow [2] and Peplow et al. [3].
In particular, we suppose that the acoustic scatterer is the inﬁnite object S
S = {(x1, x2, x3): (x1, x2) ∈ Γ, x3 ∈ R}
where the cross-section Γ ⊂ R2 is a Jordan curve of class C2 so that the cylinder is uniform along its entire length.
When solving problems deﬁned over inﬁnite domains such as S it is convenient and usually necessary, as a preliminary
stage, to truncate the inﬁnite surface S . In the following semi-inﬁnite and ﬁnite length cylinders, resulting from a simple
truncation, are denoted by overscore-tildes ˜. Furthermore it is necessary to deﬁne new objects, resulting from a combination
of truncation and the addition of smooth caps at either end of the truncated object. First a cap is deﬁned followed by some
notation and deﬁnitions for the geometry of the scattering objects. Hence we let a cap E− be the surface
E− :=
{
(x1, x2, x3): (x1, x2) ∈ Ω¯, x3 = f (x1, x2)
}
(1)
where Ω is the interior of Γ , and f is any given continuous function on Ω¯ satisfying
f (x1, x2)
{
> 0, (x1, x2) ∈ Ω,
= 0, (x1, x2) ∈ Γ.
Fig. 1 shows a typical cap geometry.
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Fig. 2. Cross-section through the surface Sa .
Further we let S˜+ and S˜− denote the half cylinders deﬁned by
S˜± :=
{
(x1, x2, x3) ∈ S: x3 ≷ 0
}
and, for a 2, ﬁnite length cylinders are deﬁned by S˜a := {(x1, x2, x3) ∈ S: |x3| a}.
S− := S˜− ∪ E_ is a smooth surface of class C2 (see Fig. 1) and is the result of terminating S˜− by a smooth surface. Let
E+ := {(x1, x2, x3): (x1, x2) ∈ Ω¯, x3 = − f (x1, x2)} and S+ := S˜+ ∪ E+ .
Finally we need some notation for translation of sets. For V ⊂ R3 and x ∈ R3, let V + x denote the translation of the
set V by the vector x, and let e3 ∈ R3 be the unit vector in the x3 direction. Then, for a 2, deﬁne
Sa := S˜a ∪ (E− + ae3)∪ (E+ − ae3) = S˜a ∪
{
(x1, x2, x3): (x1, x2) ∈ Ω¯, x3 = ±
(
a + f (x1, x2)
)}
,
see Fig. 2 and let Σ := {S, S+, S−} ∪ {Sa + be3: a 2,b ∈ R}. Note that Sa is a smooth closed surface of class C2 and hence
Greens theorem for acoustic scattering problems may be applied to these surfaces, see Colton and Kress [5].
For convenience and without loss of generality, assume that the origin (0,0) in the (x1, x2) plane lies in the interior of
the Jordan curve Γ . For T ∈ Σ , let n(x) denote the normal to T at x, directed into the exterior of T , and let DT denote
either the interior or the exterior of T and B(x0) := {x ∈ R3: |x− x0| < }. Also, let BC(D¯T ) denote the space of bounded
and continuous functions on D¯T . Adopting a similar notation to that of [5], let R(DT ) denote the linear space of all complex
functions Ψ ∈ C2(DT )∩ BC(D¯T ) such that
(i) the normal derivative on the boundary exists in the sense that the limit
∂u(x)
∂ν
= lim
h→0
h>0
∇u(x+ hν(x)).ν(x), x ∈ T , (2)
exists uniformly on compact subsets of T , where ν(x) = n(x) if DT is the exterior domain, ν(x) = −n(x) if DT is the
interior domain;
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sup
x∈T
0<h<
∣∣∇u(x+ hν(x)).ν(x)∣∣< ∞ (3)
for some  > 0.
Consider the scattering of an incident acoustic wave by an inﬁnite rigid cylinder, S , and of angular frequency ω (e−iωt time
dependence). This gives rise to the following boundary value problem (Helmholtz equation) for the space dependent part of
the scattered ﬁeld.
BVP1. Find u ∈R(D) such that

u + κ2u = 0 in D, (4)
∂u
∂n
= F on S. (5)
In Eq. (5), F ∈ BC(S) is given (F = − ∂ui
∂n , where u
i is the incident ﬁeld) as is κ ∈ C. We will assume throughout that
Imκ > 0, so that the medium of propagation is lossy. The reason to include losses is mainly for the ensuing analysis, this
will become clear in the deﬁnitions of potentials in Section 3. Moreover any dissipative losses in the media have arbitrary
magnitude in this model. Besides, the lossy media model is realisable physically; and thus the objectives of this work will
also contribute to many forms of engineering including wave scattering in acoustics or in electromagnetics. The main results
we obtain apply only to the case Imκ > 0 but real wavenumber results are discussed in the ﬁnal section.
Main result. If Imκ > 0 and F ∈ BC(S) is such that U (x) given by U (x) := −∫S F (y)Φ(κ)(x, y)ds(y), x ∈ D¯ exists for all x ∈ R3
and U ∈R(D), U ∈R(R3\D¯), then BVP1 and its integral equation formulation have precisely one solution, where Φ(κ)(x, y) is the
free-ﬁeld fundamental (Green’s) solution.
Throughout results which are also valid for real wavenumber problems, so that Imκ  0, are clearly stated. These do
not affect the main results but have additional important for general applications and are discussed later in the paper. The
integral formulation and the subsequent theory applied to problems on unbounded domains is novel. Previous applications
have focussed on acoustic scattering by bounded domains [5].
Section 2 contains preliminary results and decay rates for the Greens functions and Section 3 shows regularity results for
associated single and double layer potentials. We apply results from Sections 2 and 3 to the case in which S is the surface
of an acoustically rigid inﬁnite cylinder embedded in a homogeneous ﬂuid occupying D , the exterior of S , in Section 4. We
will show that the problem (4) and (5) has a unique solution and derive the main result of the paper, a rigorous version
of the result above. This provides existence and uniqueness results and decay rates for an integral reformulation for BVP1.
Section 5 contains examples illustrating decay rates for volume sources located away from the obstacle. Some possible
applications and results for zero dissipation problems are discussed in the ﬁnal section.
2. Preliminary results
In this section we consider potentials for wavenumbers that may be real or complex-valued. Let κ be a complex number
such that Imκ  0, Reκ  0 and deﬁne
Φ(κ)(x, y) := e
iκ |x−y|
4π |x− y| , x, y ∈ R
3, x 
= y, (6)
so that Φ(κ) is a fundamental solution to the Helmholtz equation, 
u+κ2u = 0. Also layer potentials are deﬁned as follows.
Given a function φ ∈ BC(T ), T ∈ Σ , the function
u(x) = Sφ(x) =
∫
T
Φ(κ)(x, y)φ(y)ds(y), x ∈ R3\T , (7)
is called the acoustic single-layer potential, and, given ψ ∈ BC(T ),
v(x) = Kφ(x) =
∫
T
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y), x ∈ R3\T , (8)
is called the acoustic double-layer potential. The theory begins with a modiﬁcation of Theorem 3.26 in [5].
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a solution to the Helmholtz equation in G with u = 0 on ∂G and |κ |d< 2. Then u ≡ 0.
Proof. Without loss of generality assume that a = 0. We ﬁrst show that for any real-valued function w ∈ C2(G)∩ C(G¯) with

w ∈ C(G¯) and w = 0 on ∂G we have
‖w‖∞,G  d
2
8
‖
w‖∞,G . (9)
To show this we consider the function
v(x) := x3
2
(d − x3)‖
w‖∞, x ∈ G. (10)
Then −
v(x) = ‖
w‖∞ , x ∈ G , and hence
−
v 
w 
v.
If we deﬁne v± := −v ± w , then 
v±  0 in G . From the maximum principle, we can conclude that v±  0 in G since,
on the boundary ∂G , v± = −v  0. Hence −v  w  v and so ‖w‖∞  ‖v‖∞ from which, with (10), (9) follows. We now
write u and κ2 in terms of their real and imaginary parts, u = u1 + iu2, κ2 = κ1 + iκ2. Since 
u1 = −κ1u1 + κ2u2 and

u2 = −κ2u1 − κ1u2 we can apply (9) to u1 and u2 to obtain
‖u1‖∞  d
2
8
‖−κ1u1 + κ2u2‖∞, ‖u2‖∞  d
2
8
‖−κ2u1 − κ1u2‖∞.
Now, |κ1|, |κ2| |κ |2. Thus
‖u1‖∞ + ‖u2‖∞  (|κ |d)
2
4
(‖u1‖∞ + ‖u2‖∞). (11)
Therefore, if |κ |d< 2 then u ≡ 0 in G . 
Lemmas 2 and 3 are general results on solutions of the Helmholtz equation necessary for the subsequent results on
single and double layer potentials. For subsets S1, S2 ⊂ R3 let dist(S1, S2) := infx∈S1, y∈S2 |x− y|.
Lemma 2. Suppose that, for some bounded domain E ⊂ R3 , u ∈ C2(E)∩ BC(E¯) satisﬁes the Helmholtz equation in E. Then u ∈ C∞(E)
and, for every subset G of E for which δ := dist(G, ∂E) > 0 and for every l,m,n ∈ N ∪ {0},
sup
x∈G
∣∣∣∣∂
l+m+nu(x)
∂xl1∂x
m
2 ∂x
n
3
∣∣∣∣< c(δ, l +m+ n)‖u‖∞,E¯ .
Proof. Choose  in the range 0<   δ small enough so that, by Lemma 1, for all x0 ∈ G the only solution to the homoge-
neous Dirichlet problem in B(x0) is the trivial solution. Then, given x0 ∈ G , we may write u as the double-layer potential
(see [5] Theorems 3.15, 3.22)
u(x) =
∫
∂B (x0)
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y), x ∈ B(x0), (12)
where ψ is the unique solution in C(∂B(x0)) of the integral equation
−1
2
ψ(x)+ u(x) =
∫
∂B (x0)
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y), x ∈ ∂B(x0). (13)
In operator notation this is
−1
2
ψ + u|∂B (x0) =
1
2
Kψ (14)
and, by the Fredholm alternative, (I + K )−1 is bounded on C(∂B(x0)), so that
‖ψ‖∞  C1‖u‖∞,∂B(x0)  C1‖u‖∞,E¯ where C1 :=
∥∥(I + K )−1∥∥∞. (15)
Clearly, from (12), u ∈ C∞(B(x0)) and
∂ l+m+nu(x)
∂xl1∂x
m
2 ∂x
n
3
=
∫
∂ l+m+n
∂xl1∂x
m
2 ∂x
n
3
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y), x ∈ B(x0).∂B (x0)
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l+m+nu(x)
∂xl1∂x
m
2 ∂x
n
3
∣∣∣∣
x=x0
∣∣∣∣ C2‖ψ‖∞ (16)
where
C2 : = 4π2 sup
y∈∂B (x0)
∣∣∣∣ ∂
l+m+n
∂xl1∂x
m
2 ∂x
n
3
∂Φ(κ)(x, y)
∂n(y)
∣∣∣∣
x=x0
∣∣∣∣= 4π2 sup
y∈∂B (0)
∣∣∣∣ ∂
l+m+n
∂xl1∂x
m
2 ∂x
n
3
∂Φ(κ)(x, y)
∂n(y)
∣∣∣∣
x=0
∣∣∣∣.
Since x0 is chosen arbitrarily in G it follows that u ∈ C∞(G) and we may make the following bound for the derivatives of u
via (15) and (16):
sup
x∈G
∣∣∣∣∂
l+m+nu(x)
∂xl1∂x
m
2 ∂x
n
3
∣∣∣∣ C1C2‖u‖∞,E¯ .  (17)
Lemma 3. Let E ⊂ R3 be open, and suppose that, for n ∈ N, un ∈ C2(E) and satisﬁes the Helmholtz equation in E, and ‖un −u‖∞,G →
0 as n → ∞ for every compact subset G of E. Then u ∈ C2(E) and satisﬁes the Helmholtz equation in E.
Proof. Given x0 ∈ E , for all  > 0 suﬃciently small we see from the previous proof that we may write un as:
un(x) =
∫
∂B (x0)
∂Φ(κ)(x, y)
∂n(y)
ψn(y)ds(y), x ∈ B(x0),
where, from (15), the density ψn depends continuously in the uniform norm on un|∂B (x0) . Letting n → ∞ it follows that
u(x) =
∫
∂B (x0)
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y), x ∈ B(x0), (18)
where ψ = limn→∞ ψn . Since x0 was chosen arbitrarily in G , it is easy to see that u ∈ C2(E) and also that u satisﬁes the
Helmholtz equation in E . 
Remark 4. It follows from Lemma 2 that if T ∈ Σ and Ψ ∈ C2(DT )∩ BC(D¯T ) and 
Ψ + κ2Ψ = 0 in DT , then
sup
x∈DT
dist(x,T )
∣∣∇u(x)∣∣< ∞ for all  > 0. (19)
Lemma 5. For x ∈ R3 , y ∈ S, |x− y| 1,∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ R(1+ |κ |)2π |x− y|−2 (20)
where R :=max{
√
x21 + x22, supy∈S
√
y21 + y22}.
Proof. Let r = |x− y|. Then
∂Φ(κ)(x, y)
∂n(y)
= 1
4πr3
(iκr − 1)eiκrn(y).(x− y). (21)
Now |n(y).(x− y)| = |n1(y)(x1 − y1)+n2(y)(x2 − y2)| 2R . Thus | ∂Φ(κ)(x,y)∂n(y) | 12πr3 |iκr − 1|R. But it is clear that for r  1,
|iκr − 1| |κ |r + 1 r(1+ |κ |) (22)
and the result follows. 
The proof of the next lemma follows easily from (21) and (22).
Lemma 6. For x, y ∈ R3 , |x− y| 1,
∣∣∇yΦ(κ)(x, y)∣∣ (1+ |κ |)
4π
|x− y|−1. (23)
Now we turn to important properties of the single and double-layer potentials.
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Most of the following results hold for arbitrary DT with T ∈ Σ but we will only prove those for T = S as the proofs for
T ∈ Σ bounded are given in [5] and for T = S± are almost identical to those for T = S . For T ∈ Σ , within this section, DT
denotes the exterior of T . Also, let Ca(x) be deﬁned by Ca(x) := {y ∈ R3: |x3 − y3| < a}.
Lemma 7. For T ∈ Σ the double-layer potential v ∈ C2(R3\T ) and satisﬁes the Helmholtz equation in R3\T .
Proof. If T is unbounded, T = S, S− or S+ the result follows from Lemma 3 with un :=
∫
Tn
∂Φ(κ)(x,y)
∂n(y) ψn(y)ds(y), where
Tn = T ∩ Cn(0) for n ∈ N. Uniform convergence, un → v , follows on applying Lemma 5. For T bounded the result follows
from [5]. 
Lemma 8. For Imκ  0 and T ∈ Σ , the double-layer potential v with density ψ ∈ BC(T ) is bounded in R3\D¯T and in DT and can
be continuously extended from R3\D¯T to R3\DT and from DT to D¯T with limiting values
v±(x) =
∫
T
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y)± 1
2
ψ(x), x ∈ T , (24)
where the indices ± distinguish limits obtained by approaching the boundary T from inside DT and R3\D¯T , respectively.
Proof. Noting the above remarks, suppose that T = S and split the double-layer potential into two parts:
v(x) =
{ ∫
S∩C1(x)
+
∫
S\C1(x)
}
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y) = v˜(x)+ vˆ(x). (25)
Now
∣∣v˜(x)∣∣ ‖ψ‖∞
∫
S∩C1(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) = ‖ψ‖∞
∫
S∩C1(0)
∣∣∣∣∂Φ
(κ)(x− x3e3, y)
∂n(y)
∣∣∣∣ds(y)
 ‖ψ‖∞ sup
x1,x2∈R
∫
S∩C1(0)
∣∣∣∣∂Φ
(κ)((x1, x2,0), y)
∂n(y)
∣∣∣∣ds(y) < ∞ (26)
by [5] Theorem 2.13.
Utilising the bound (20), letting |Γ | := ∫
Γ
ds denote the length of Γ and d := dist(x, S),
∣∣vˆ(x)∣∣ ‖ψ‖∞
∫
S\C1(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) (1+ |κ |)π ‖ψ‖∞|Γ |
∞∫
x3+1
d + |Γ |
d2 + (y3 − x3)2 dy3. (27)
Hence, for d 1,
∣∣vˆ(x)∣∣ (1+ |κ |)
π
|Γ |
∞∫
0
d + d|Γ |
d2 + t2 dt ‖ψ‖∞ =
(1+ |κ |)
π2
|Γ |(1+ |Γ |)‖ψ‖∞. (28)
Clearly, from (27), for 0 d < 1
∣∣vˆ(x)∣∣ (1+ |κ |)
π
|Γ |(1+ |Γ |)
∞∫
1
s−2 ds ‖ψ‖∞ = (1+ |κ |)
π
|Γ |(1+ |Γ |)‖ψ‖∞. (29)
By [5] Theorem 2.13 v˜(x) can be continuously extended from DT to D¯T and from R3\D¯T to R3\DT with limiting values
v˜±(x) =
∫
S∩C1(x)
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y)± 1
2
ψ(x), x ∈ S. (30)
The remaining term, vˆ is continuous in R3 since the kernel is continuous and bounded by Lemma 5. 
The proof of Lemma 9 will be omitted. It is almost identical to that of Lemmas 7 and 8 and more straightforward since
the kernel decays exponentially if Imκ > 0.
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and satisﬁes the Helmholtz equation in R3\T .
Lemma 10. For Imκ  0 the normal derivatives of the double-layer potential v with density ψ ∈ BC(T ) satisfy
∂v+
∂n
= ∂v−
∂n
on T (31)
in the sense that
lim
h→0
h>0
(
∂v
∂n(x)
(
x+ hn(x))− ∂v
∂n(x)
(
x− hn(x))
)
= 0, x ∈ T , (32)
uniformly on compact subsets of T . Further, for some  > 0,
sup
x∈T
0<h<
∣∣∣∣ ∂v∂n(x)
(
x+ hn(x))− ∂v
∂n(x)
(
x− hn(x))
∣∣∣∣< ∞. (33)
Proof. Noting the remarks before Lemma 8, suppose that T = S . Choose an arbitrary point x∗ ∈ S . For x ∈ S , |x3 − x∗3| 1,
split the double-layer potential into two parts:
v(x) =
{ ∫
S∩C3
(
x∗
)
+
∫
S\C3
(
x∗
)
}
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y) = v˜(x)+ vˆ(x). (34)
Then, setting x± = x± hn(x), we can write
∇ v˜(x±) =
∫
S∩C2(0)
∇x ∂Φ
(κ)
∂n(y)
(x, y)
∣∣∣
x=x±−e3x∗3
ψ
(
y + x∗3e3
)
ds(y) (35)
so that (32) is satisﬁed for v˜ and |x3 − x∗3| 1. Uniform convergence of (32) and (33) follows from [5, Theorem 2.21].
Now, where c2 denotes the constant c(1,2) in Lemma 2,
∣∣∇ vˆ(x+)− ∇ vˆ(x−)∣∣ 2|x+ − x−| sup
z=x+θn(x)
|θ |h
∑
l+m+n=2
l,m,n∈N∪{0}
∣∣∣∣ ∂
2 vˆ(z)
∂zl1∂z
m
2 ∂z
n
3
∣∣∣∣ 2|x+ − x−|c2 sup
z∈C2(x∗)
∣∣vˆ(z)∣∣ C |x+ − x−| (36)
where C is a constant independent of x∗ , x, and ψ , from the bounds in (27)–(29).
Since x∗ was chosen arbitrarily, the result (36) is valid for x ∈ R3. Hence, we see that
lim
h→0
h>0
(
∂v
∂n(x)
(
x+ hn(x))− ∂v
∂n(x)
(
x− hn(x))
)
= 0, x ∈ T ,
uniformly on compact subsets of T and for some  > 0,
sup
x∈T
0<h<
∣∣∣∣ ∂v∂n(x)
(
x+ hn(x))− ∂v
∂n(x)
(
x− hn(x))
∣∣∣∣< ∞. 
The proof of Lemma 11 will be omitted. It is similar to that of Lemma 10 and more straightforward since the kernel
decays exponentially.
Lemma 11. For Imκ > 0, the single-layer potential u with density φ ∈ BC(T ), deﬁned by
∂u±(x)
∂n
:= lim
h→0,h>0
∂u
∂n(x)
(
x± hn(x)) (37)
exists at every point x ∈ T . Moreover the convergence in (37) is uniform on compact subsets of T and
∂u±(x)
∂n
=
∫
T
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y)∓ 1
2
φ(x), x ∈ T . (38)
Further, supx∈T 0<h< | ∂u∂n(x) (x± hn(x))| < ∞ for some  > 0.
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.4. The integral equation formulation
The boundary value problem (5) can be reformulated as a boundary integral equation. For R > 0 let BR := {x ∈ R3: |x| < R}
For h > 0 suﬃciently small, let Sh := {x + hn(x): x ∈ S}, so that Sh is parallel to and distance h from S and of class C1
[5, p. 37], and let Dh be the region exterior to Sh . Applying Green’s representation theorem [5, p. 68] in Dh ∩ BR , letting
R → ∞, noting that Φ(κ)(x, y) decays exponentially as |x− y| → ∞, and that u and (see Remark 4) ∇u are bounded in D¯h ,
we obtain
u(x) =
∫
Sh
{
u(y)
∂Φ(κ)(x, y)
∂n(y)
− ∂u(y)
∂n
Φ(κ)(x, y)
}
ds(y), x ∈ Dh.
Letting h → 0, and utilising Eqs. (2), (3), and (5), we see that
u(x) = U (x)+
∫
S
∂Φ(κ)(x, y)
∂n(y)
u(y)ds(y), x ∈ D, (39)
where
U (x) := −
∫
S
F (y)Φ(κ)(x, y)ds(y), x ∈ D¯. (40)
Eqs. (39) and (40) represent u in D as the combination of a single- and a double-layer acoustic surface potential. From the
properties of these potentials in the previous section it follows that U ∈ BC(D¯) (in fact U ∈R(D), see Lemmas 9 and 10)
and that the double-layer in (39) is continuous up to the boundary S , its limiting value given by Lemma 8. Thus, letting x
in (39) approach S , we ﬁnd that φ := u|S ∈ BC(S) satisﬁes the following boundary integral equation:
IEP1. Find φ ∈ BC(S) such that
φ(x) = g(x)+ 2
∫
S
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y), x ∈ S, (41)
which may be abbreviated as
φ = g + Kφ where g := 2U |S ∈ BC(S). (42)
In order to apply results of the previous sections and forthcoming section we need also to consider the same integral
equation but with S replaced by S+ , S− or Sa , for some a> 0. We will show uniqueness of solution of Eq. (41), and of the
same equation with S replaced by S+ or S− , by using the following uniqueness result for corresponding boundary value
problems. Note that this result, in particular, shows that BVP1 has at most one solution.
Theorem 12. Suppose that T ∈ Σ , DT is either the interior or exterior of T , and v ∈R(DT ) satisﬁes

v + κ2v = 0 in DT (43)
and either
v = 0 or ∂v
∂n
= 0 on T . (44)
Then v ≡ 0.
Proof. For h > 0, deﬁne T h = {x+ν(x)h: x ∈ T }. Then T h is the parallel surface distance h from T lying in DT . Let DhT be the
region exterior (interior) to T h if DT is exterior (interior) to T . For  > 0, deﬁne F ∈ C∞(R3) by F (x) = exp(−Imκ
√
1+ |x|2).
Applying Green’s ﬁrst theorem to v¯ and v F in the region BR ∩ DhT , noting that v and (from Remark 4) ∇v are bounded,
utilising Eq. (43), then letting R → ∞, we obtain
∫
DhT
F
{−κ¯2|v|2 + |∇v|2}dx+
∫
∂DhT
F v
∂ v¯
∂ν
ds = −
∫
DhT
v∇ F .∇ v¯ dx. (45)
Multiplying this equation by κ , noting that |∇ F |  Imκ F and taking the imaginary part, we obtain on using the Cauchy–
Schwarz inequality that
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Imκ
(
p2h + q2h
)
 Imκ phqh + |κ |
∫
∂DhT
F |v|
∣∣∣∣∂v∂ν
∣∣∣∣ds (46)
where ph := {
∫
DhT
F |κ |2|v|2 dx} 12 , qh := {
∫
DhT
F |∇v|2 dx} 12 . From (46) it follows that
3
4
Imκ p2h 
∫
∂DhT
|κ |F |v|
∣∣∣∣∂v∂ν
∣∣∣∣ds since p2h + q2h − phqh =
(
qh − ph2
)2
+ 3
4
p2h. (47)
It is easy to see, since v ∈R(DT ) and utilising (44), that the right hand term in (47) tends to zero as h → 0. Thus ph → 0
as h → 0 and so v ≡ 0. 
Remark 13. It is possible to prove Theorem 12 for exterior regions in the case of real wavenumbers κ , i.e. Imκ = 0. This is
done by deﬁning the function F (x) = exp(−κ√1+ |x|2 ) and modifying the proof accordingly. It is important to point out
here that non-trivial plane-wave solutions can be constructed in the interior of the cylinder for all acoustic wavelengths for
homogeneous Neumann boundary conditions (or zero particle velocities) and wavelengths shorter than a certain length for
Dirichlet conditions (zero pressure). Hence after a little analysis it turns out that uniqueness of solutions and equivalence
of solutions for (41) and BVP1 for real wavenumbers cannot be guaranteed. Hence the following uniqueness and existence
results apply for complex valued wavenumbers only, but the case for real wavenumbers is discussed in Section 6.
Now we return to some regularity properties.
Lemma 14. Let T ∈ Σ and suppose that u ∈ BC(R3\DT ) ∩ C2(R3\D¯T ) satisﬁes a Dirichlet problem in the interior R3\D¯T with
boundary values f ∈ C1,α(T ). Then u ∈ C1,α(R3\DT ).
Proof. Noting the remarks before Lemma 7, we prove the result only for T = S . Suppose that m > 0 is chosen so that
4|κ |m < 2 and, for the duration of this proof, choose E− (see Fig. 1) so that maxx∈E− |x3|m. Given a ∈ R, deﬁne G to be
the interior of ∂G := Sm + ae3, so that G ⊂ R3\D¯ , and let Γi = S˜m/i + ae3, i = 1, . . . ,6, see Fig. 3.
Throughout this proof C and c will denote positive constants dependent only on the dimensions of G , not necessarily
the same at each occurrence. Similarly to the proofs of Lemmas 2 and 3 we seek to represent u in G in the form
u(x) =
∫
∂Φ(κ)(x, y)
∂n(y)
ψ(y)ds(y), x ∈ G (48)∂G
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boundary ∂G , the integral equation
2u(x) = Kψ(x)−ψ(x), x ∈ ∂G, (49)
where the integral operator K : C(∂G) → C(∂G) is deﬁned by
Kφ(x) := 2
∫
∂G
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y). (50)
Since, by Lemma 1, the homogeneous Dirichlet problem in G has no non-trivial solution, by [5, Theorem 3.21] Theorem 3.21
and the Fredholm alternative, (I − K )−1 exists and is bounded. Thus
‖ψ‖∂G  2
∥∥(I − K )−1∥∥
∂G‖u|∂G‖∂G  c‖u‖R3\D . (51)
Hence, from the mapping properties of the double-layer potential [5, Theorem 2.15] ‖Kψ‖C0,α(∂G)  c‖ψ‖∂G  c‖u‖R3\D .
Thus, and from (49), ψ |Γ1 = −2 f |Γ1 + Kψ |Γ1 ∈ C0,α(Γ1) and
‖ψ |Γ1‖C0,α(Γ1)  c‖u‖R3\D + ‖ f ‖C0,α(S). (52)
Let χ1 ∈ C∞(∂G) be such that ‖χ1‖∞ = 1, and
χ1(x) =
{
1, x ∈ Γ3,
0, x ∈ ∂G\Γ2. (53)
Then χ1ψ ∈ C0,α(∂G) and χ1 can be chosen so that
‖χ1ψ‖C0,α(∂G)  c‖ψ‖C0,α(Γ1). (54)
By [5, Theorem 2.15] it follows that K (χ1ψ) ∈ C1,α(∂G) with ‖K (χ1ψ)‖C1,α(∂G)  c‖χ1ψ‖C0,α(∂G). Also, K (1 − χ1)ψ ∈
C∞(Γ4), with ‖K (1 − χ1)|Γ4‖BC2(Γ4)  c‖ψ‖∂G , since (1 − χ1) = 0 on Γ3. Thus we have ψ |Γ4 = −2 f |Γ4 + K (χ1ψ +
(1− χ1)ψ)|Γ4 ∈ C1,α(Γ4) with
‖ψ |Γ4‖C1,α(Γ4)  c‖u‖R3\D + 2‖ f ‖C1,α(S). (55)
Now deﬁne χ2 ∈ C∞(∂G) such that ‖χ2‖∞ = 1, by
χ2 :=
{
1, x ∈ Γ6,
0, x ∈ ∂G\Γ5. (56)
Then, it is clear from (55), that χ2ψ ∈ C1,α(∂G) and χ2 can be chosen so that ‖χ2ψ‖C1,α(∂G)  c‖u‖R3\D + ‖ f ‖C1,α(S) . From
[5, Theorem 2.23] it follows that u˜ ∈ C1,α(G¯) with
‖u˜‖C1,α(G¯)  c‖χ2ψ‖C1,α(∂G), (57)
where
u˜(x) :=
∫
∂G
∂Φ(κ)(x, y)
∂n(y)
χ2(y)ψ(y)ds(y). (58)
Since (1− χ2) = 0 on Γ6 we have also that u − u˜ ∈ C∞(W¯a) where
Wa :=
(
R
3\D¯)∩ Cm/7(e3a),
with ‖u − u˜‖BC2(W¯a)  c‖ψ‖∂G . Thus, u ∈ C1,α(W¯a) with
‖u‖C1,α(W¯a)  c‖u‖R3\D + c‖ f ‖C1,α(S). (59)
Since a was chosen arbitrarily, the theorem is proved. 
Using the above result, the following theorem shows that the boundary value problem and the integral equation problem
are equivalent.
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u(x) = U (x)+
∫
S
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y), x ∈ D, (60)
satisﬁes BVP1, where the inhomogeneous term U (x) is deﬁned in Eq. (40).
Proof. Suppose that φ satisﬁes IEP1. Deﬁne
u(x) := U (x)+
∫
T
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y), x ∈ D,
w(x) := U (x)+
∫
T
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y), x ∈ R3\D¯.
Clearly, from Lemmas 7, 8 and 9 u ∈ BC(D¯T )∩ C2(DT ), w ∈ BC(R3\DT )∩ C2(R3\D¯T ) and

w + κ2w = 0 in R3\D¯T ,

u + κ2u = 0 in DT ,
Applying Lemmas 8 and 9 and the integral equation (41)
w = 0 on T and u|T = φ. (61)
Lemma 14 implies that w ∈ C1,α(R3\DT ) so that w ∈R(R3\D¯T ). Theorem 12 implies that w = 0 in R3\D¯T whence from
Lemmas 10 and 11, u ∈R(DT ) and
∂u
∂n
= F on T . (62)
Hence u satisﬁes BVP1. 
Theorem 16. Suppose that T ∈ Σ (note that {S, S+, S−} ⊂ Σ ), φ ∈ BC(T ) and
φ(x) = 2
∫
T
∂Φ(κ)(x, y)
∂n(y)
φ(y)ds(y), x ∈ T . (63)
Then φ ≡ 0 and hence for all T ∈ Σ , I − K is injective on BC(T ).
Proof. Let DT denote the exterior of T and deﬁne u(x) =
∫
T
∂Φ(κ)(x,y)
∂n(y) φ(y)ds(y), x ∈ DT . Then, arguing as in the proof of
Theorem 15, u ∈R(DT ), 
u + κ2u = 0 in DT , ∂u∂n = 0 on T , and u|T = φ. By Theorem 12 u ≡ 0 so φ ≡ 0. 
4.1. Existence of solutions
In this section we examine conditions for which (I− K )−1 exists using results from Peplow et al. [3]. We use the notation
k(x, y) = ∂Φ(κ)(x,y)
∂n(y) , (x, y) ∈ I := {(x, y) ∈ T 2: T ∈ Σ}. The following lemma shows that k(x, y) satisﬁes four properties which
leads to the existence result. It has been shown in [3] that if the assumptions (i)–(iii) are satisﬁed, then K is a bounded
operator from L∞(T ) to BC(T ) for each T ∈ Σ .
Lemma 17.
(i) For all x, y ∈ S, k(x+ te3, y + te3) = k(x, y), t ∈ R.
(ii) c := sup
a2
x∈Sa
∫
Sa
∣∣k(x, y)∣∣ds(y) < ∞.
(iii) 
(h) := sup
a2, x,x′∈Sa
|x−x′ |h
∫
Sa
∣∣k(x, y)− k(x′, y)∣∣ds(y) → 0 as h → 0.
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E±
∣∣k(x, y)∣∣ds(y) → 0 as x3 → ±∞.
Proof. (i) Straightforward since ∇xΦ(κ)(x, y) is a function of x− y and n(x+ te3) = n(x) for x ∈ S , t ∈ R.
(ii) To bound the integral in (ii) we consider the cases x ∈ S˜a−1 and x ∈ Sa\ S˜a−1 separately.
(a) Suppose that x = (x1, x2, x3) ∈ S˜a−1 so that x ∈ Sa and |x3|  a − 1. Then, since S˜a ∩ C1(x) is a translate of S˜1, by
Lemma 17(i), deﬁning Γ˜ := {(x1, x2,0): (x1, x2) ∈ Γ },∫
S˜a∩C1(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) sup
x∈S
∫
S˜1
∣∣∣∣∂Φ
(κ)
∂n(y)
(x− x3e3, y)
∣∣∣∣ds(y) = sup
x∈Γ˜
∫
S˜1
∣∣∣∣∂Φ
(κ)
∂n(y)
(x, y)
∣∣∣∣ds(y)
< sup
x∈S2
∫
S2
∣∣∣∣∂Φ
(κ)
∂n(y)
(x, y)
∣∣∣∣ds(y) < ∞ (64)
by [5, Theorem 2.15].
Also, by Lemma 5, for |x− y| 1∫
S˜a\C1(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) R(1+ |κ |)2π
∫
S\C1(x)
|x− y|−2 ds(y) R(1+ |κ |)|Γ |
2π
∫
R\[x3−1,x3+1]
(x3 − y3)−2 dy3
 R(1+ |κ |)|Γ |
π
∞∫
1
t−2 dt = R(1+ |κ |)|Γ |
π
. (65)
By Lemma 6,∫
Sa\ S˜a
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) (1+ |κ |)4π
∫
Sa\ S˜a
ds(y) = (1+ |κ |)
2π
∫
E+
ds(y) < ∞. (66)
(b) Now suppose that x ∈ Sa\ S˜a−1 so that x ∈ Sa and |x3| > a − 1. Then, by the translation invariance property of the
kernel, where T±a := {x ∈ Sa\ S˜a−2: x3 ≷ 0},
sup
x∈T+a \ S˜a−1
∫
T+a
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) sup
x∈S2
∫
S2
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) < ∞ (67)
by [5, Theorem 2.15]. Also by [5, Theorem 2.15],
sup
x∈T+a \ S˜a−1
∫
T−a
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) < ∞. (68)
Thus,
sup
x∈T+a \ S˜a−1
∫
Sa\ S˜a−2
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) < ∞. (69)
By Lemma 5,
∫
S˜a−2
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) |Γ | (1+ |κ |)2π
a−2∫
2−a
|Γ |(y3 − x3)−2 dy3 < |Γ |
2(1+ |κ |)
2π
2a−3∫
1
s−2 ds < |Γ |
2(1+ |κ |)
2π
. (70)
We have shown in (64)–(70) that∫
Sa
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y)
is bounded independently of a and x for a 2, x ∈ Sa .
(iii) From [5, Theorem 2.2], for all T ∈ Σ there exists a positive constant L > 0 such that
∣∣n(y).(x− y)∣∣ L|x− y|2, x, y ∈ T . (71)
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we observe that, from [5, Theorem 2.6], there exists an  > 0 such that n(x).n(y)  12 , for all T ∈ Σ and x, y ∈ T with|x− y|  . From Lemma 6 and Eq. (71) it is easy to see that, for some constant M > 0,∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ M|x− y|−1, x, y ∈ T , (72)
for all T ∈ Σ . Using these inequalities and the argument in the proof of Theorem 2.6 [5], for all a 2 and η ∈ (0, ],
∫
Sa∩Bη(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) 4πMη, x ∈ Sa.
Thus, for 0 η 2 and h = |x− x′| η∫
Sa∩Bη(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
− ∂Φ
(κ)(x′, y)
∂n(y)
∣∣∣∣ds(y) 12πMη. (73)
Also for h = |x− x′| η/2 and y ∈ Sa\Bη(x)∣∣∣∣∂Φ
(κ)
∂n(y)
(x, y)− ∂Φ
(κ)
∂n(y)
(x′, y)
∣∣∣∣ h sup
z∈Bη/2(x)
∣∣∣∣∇x ∂Φ
(κ)
∂n(y)
(z, y)
∣∣∣∣ c2h sup
z∈B3η/4
(x)
∣∣∣∣∂Φ
(κ)
∂n(y)
(z, y)
∣∣∣∣
< c2h
(|Γ | + 3η4 )(1+ |κ |)
2π
(
|x− y| − 3η
4
)−2
, (74)
where c2 is the constant c(η/4,1) in the statement of Lemma 2. Hence, ﬁxing η > 0∫
Sa\Bη(x)
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
− ∂Φ
(κ)(x′, y)
∂n(y)
∣∣∣∣ds(y) → 0 as h → 0. (75)
From (73) and (75) we see that

(h) := sup
a2, x,x′∈Sa
|x−x′ |h
∫
Sa
∣∣k(x, y)− k(x′, y)∣∣ds(y) → 0 as h → 0. (76)
(iv) Suppose that x ∈ S± and |x3| >m := supy∈E− y3. Then, using Lemma 6
∫
E±
∣∣∣∣∂Φ
(κ)(x, y)
∂n(y)
∣∣∣∣ds(y) (1+ |κ |)4π
∫
E±
|x− y|−1 ds(y) (1+ |κ |)
∫
E± ds(y)
4π |x3 −m| → 0 as x3 → ±∞.  (77)
Assume k(x, y) satisﬁes Lemma 17 is true then it follows Theorems 2.6 and 2.7 from [3].
Theorem 18. (See [3, Theorem 2.6].) Suppose that I − K is injective and that, for some A > 0 and all a  A, (I − Ka)−1 exists
and is a bounded operator on BC(Sa), with C := supaA ‖(I − Ka)−1‖ < ∞. Then (I − K )−1 exists as an operator on BC(S) with
‖(I − K )−1‖ C. Moreover, if g ∈ BC(S), {an} ⊂ R+ and an → ∞, then (I − Kan )−1Ean g → (I − K )−1g.
Theorem 19. (See [3, Theorem 2.8].) If I − K , I − K+ , and I − K− are injective, then (I − Ka)−1 exists and is a bounded operator on
BC(Sa) for all suﬃciently large a A and C := supaA ‖(I − Ka)−1‖ < ∞.
Having shown that the homogeneous version of (41) has no non-trivial solution for all T ∈ Σ , we can now obtain
existence of solutions to Eq. (41) with S replaced by T ∈ Σ giving Corollaries 20 and 21.
Corollary 20. For Imκ > 0 (I − K )−1 exists as a bounded operator on BC(S) so that the integral equation IEP1 and BVP1 have
precisely one solution and |u(x)| C‖φ‖∞ , x ∈ D.
And one of the main results follows:
Corollary 21. If Imκ > 0 and F ∈ BC(S) is such that U (x) given by (40) exists for all x ∈ R3 and U ∈R(D), U ∈R(R3\D¯), then
(I − K )−1 exists as a bounded operator on BC(S) so that IEP1 and BVP1 have precisely one solution.
The following section discusses solutions of IEP1 in weighted spaces.
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In this section we map the inﬁnite cylinder S ⊂ R3 onto an inﬁnite strip Ω ⊂ R2 and prove certain decay rates for
a mapped integral equation problem. The following assumptions impose bounds on the rate of decay of the kernel as
|s − t| → ∞: see [4] for details.
(A) |k(s, t)|  |κ(s − t)|, s, t ∈ Ω¯ , where κ is an arbitrary function locally integrable on Rn and, for some q > q∗ , κ(s) =
O (|s|−q) as |s| → ∞, uniformly in s.
(B) For all s ∈ Ω¯ , ∫
Ω
|k(s, t)− k(s′, t)|dt → 0 as s′ → s with s′ ∈ Ω¯.
In parametric form the C2 Jordan curve Γ = {( f1(s1), f2(s1)): 0  s1  L}, where f1, f2 ∈ C2(R) are periodic with
period L, and the Jacobian, J (s1) =
√
f ′1(s1)2 + f ′2(s1)2 
= 0, s1 ∈ R. The cylindrical surface S = { f (s): s ∈ Ω¯} where
Ω = {s = (s1, s2): 0 < s1 < L, s2 ∈ R} and f : Ω¯ → R3 is deﬁned by f (s) = ( f1(s1), f2(s1), s2), s ∈ Ω¯ . Where φ, g,k are
as in IEP1 deﬁne φ˜, g˜ ∈ BC(Ω¯) by
φ˜(s) := φ( f (s)), g˜(s) := g( f (s)), s ∈ Ω¯,
and
k˜(s, t) := k( f (s), f (t))∣∣ J (t1)∣∣, s, t = (t1, t2) ∈ Ω¯.
Then, in parametric form the integral equation IEP1 can be written equivalently as
IEP2. Find φ˜ ∈ BC(Ω¯) such that
φ˜(s) = g˜(s)+
∫
Ω
k˜(s, t)φ˜(t)dt, s ∈ Ω¯, (78)
which may be abbreviated as
φ˜ = g˜ + K˜ φ˜ where g˜ ∈ BC(Ω¯). (79)
From the equivalence of IEP1 and (78) it is easy to see that
(I − K )−1 ∈ B(X) ⇔ (I − K˜ )−1 ∈ B( X˜), (80)
where X = BC(S) and B(X) is the set of bounded linear operators on X and B( X˜) is the set of bounded linear operators on
X˜ = BC(Ω¯) and Ωa and K˜a are ﬁnite section versions of Ω and K˜ , respectively. Finally, for p  0, Xp denotes the weighted
space Xp := {x ∈ X: ‖x‖p∞ := ‖wpx‖∞ < ∞} where wp(s) = (1+ |s|)p .
Notice that, where x = f (s), y = f (t), for s, t ∈ Ω¯ , r := |x − y| = |s − t| + O (1) as |s2 − t2| → ∞ and r = O (|s − t|) as
|s − t| → 0. The following shows that k˜ satisﬁes assumption (B).
Lemma 22. For all s ∈ Ω¯ ∫
Ω
|k˜(s, t)− k˜(s′, t)|dt → 0 as s′ → s with s′ ∈ Ω¯ .
Proof. For s ∈ Ω¯ , where 
 is as deﬁned in Lemma 17∫
Ω
∣∣k˜(s, t)− k˜(s′, t)∣∣dt =
∫
S
∣∣k(x, y)− k(x′, y)∣∣ds(y) = lim
a→∞
∫
S˜a
∣∣k(x, y)− k(x′, y)∣∣ds(y) lim
a→∞
∫
Sa
∣∣k(x, y)− k(x′, y)∣∣ds(y)


(|x− x′|)→ 0
as |s − s′| → 0 from Lemma 17(iii). 
First we deﬁne a set, Q , for convenience:
Q (Ω) :=
{
q ∈ [0,∞): Gq := sup
s∈Ω¯
∫
Ω
(
1+ |s − t|)−q dt < ∞
}
(81)
and let q∗ = q∗(Ω) := inf Q (Ω). Then 0 q∗  n: for example, q∗ = n if Ω = Rn , q∗ = 1 if Ω = {t = (t1, t2, . . . , tn): t1 ∈ R,
|t2|, . . . , |tn| < 1}.
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∫
Ω\B|s|1/2 (s)
(
1+ |s − t|)−q dt → 0 as |s| → ∞,
with s ∈ Ω¯ , uniformly in s.
By the deﬁnition of Q (Ω) in (81), we have q∗ = 1 and from Lemma 5 and (72), |k˜(s, t)|  |h(s − t)|, s, t ∈ Ω¯ where
h(s) = |h¯(x(s))| and for x ∈ S ,
h¯(x) :=
⎧⎨
⎩
L(1+|h|)
2π |x|2 ‖ J‖∞, |x| 1,
M
|x| ‖ J‖∞, |x| < 1.
(82)
Hence it is clear that k˜ satisﬁes assumptions (A) and (B). Thus k˜ satisﬁes the conditions of [4, Theorem 3.3], with q = 2
which can be written in the following lemma:
Lemma 24. For 0 p  2, K˜ ∈ B(Xp).
Note that, where r = |x− y|
|x− y|2k(x, y) = e
ikr
4π
n(y).(x− y)+ O (1)
as |x− y| → ∞, uniformly in x and y. Clearly then, using Corollaries 20 and 21, k˜(s, t) satisﬁes the conditions of Lemma 23,
and this leads to the following results.
Lemma 25. (See [4, Theorem 3.10].) Suppose that k satisﬁes (A) and (B) and that, for every a > 0, wq(s − t)k(s, t) = k∗(s, t) + o(1)
as |s| → ∞ with s ∈ Ω¯ , uniformly in s and t for t ∈ Ωa, and that k∗ is continuous and bounded on Ω¯ × Ω¯ . Then K¯a is compact for all
a> 0 so that K¯ is compact.
Theorem 26. If Imκ > 0, then (I − K˜ )−1 ∈ B(Xp), 0 p  2.
And one of the main results of the paper:
Corollary 27. If Imκ > 0 and the source term decays like g(x) = O (|x|−p) as |x| → ∞ for some p in the range 0 p  2, then the
integral equation problem IEP1 has a unique solution φ ∈ Xp and, moreover,
∣∣φ(x)∣∣ Cp sup
x∈S
∣∣g(x)(1+ |x|)p∣∣(1+ |x|)−p, x ∈ S. (83)
We now combine the results above to examples of acoustic scattering over inﬁnite cylinders of arbitrary uniform cross-
section within media such that Imκ > 0.
5. Examples in acoustic scattering
We apply the results of the previous section to the total ﬁeld deﬁned by ut := ui + u where ui is an incident ﬁeld. The
incident ﬁeld ui is assumed to satisfy ui ∈R(R3\D¯) and 
ui + κ2ui = 0 in R3\D¯ . Applying Green’s representation theorem
to ui in R3\D¯ as in Section 3 we see that
ui(x) =
∫
S
{
−∂Φ
(κ)(x, y)
∂n(y)
ui(y)+Φ(κ)(x, y) ∂u
i(y)
∂n
}
ds(y), x ∈ R3\D¯,
= U (x)−
∫
S
∂Φ(κ)(x, y)
∂n(y)
ui(y)ds(y), x ∈ R3\D¯, (84)
where U is deﬁned by (40) with F = − ∂ui
∂n . Eq. (84) represents u
i in R3\D¯ as the combination of single and double-layer
acoustic surface potentials. Thus, using the properties of the layer potentials we ﬁnd that φ i := ui |S ∈ BC(S) satisﬁes the
following boundary integral equation:
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∫
S
∂Φ(κ)(x, y)
∂n(y)
φi(y)ds(y), x ∈ S, (85)
where g := 2U |S ∈ BC(S) is deﬁned as in IEP1. Adding the approximations for φ, deﬁned in IEP1, and φ i , deﬁned in (85),
we obtain an integral equation for the total ﬁeld φt := φi + φ.
IEP3. Find φt ∈ BC(S) such that
φt(x) = 2φi(x)+ 2
∫
S
∂Φ(κ)(x, y)
∂n(y)
φt(y)ds(y), x ∈ S, (86)
which may be abbreviated, where gi := 2φi ∈ BC(S), as
φt = gi + Kφt . (87)
The boundary value problem (5) models acoustic scattering from a source region over an inﬁnite rigid cylinder. In this
context |u| is the amplitude of the pressure ﬂuctuation due to the sound wave in dissipative media modelled through
a complex valued wavenumber Imκ > 0.
Using the results of the previous section we shall show that, for an observer position on the cylinder surface, as expected,
the decay of the total ﬁeld with distance will be O (|x|−1) from a monopole source and O (|x|−2) from a dipole source.
5.1. Example 1: Monopole source
Let x0 ∈ D and ui(x) = Φ(κ)(x, x0), so that the incident ﬁeld is due to a monopole source located at x0. Clearly
Φ(κ)(x, x0) = O (r−1) as r = |x0 − x| → ∞. Thus by Corollary 27∣∣φt(x)∣∣ C sup
x∈S
∣∣g(x)(1+ |x|)∣∣(1+ |x|)−1, x ∈ S. (88)
5.2. Example 2: Dipole source
Let x0 ∈ D and ui(x) = ∇x0Φ(κ)(x, x0).uˆ, where uˆ is a unit vector perpendicular to the axis of the cylinder, i.e. uˆ = (a,b,0),
a2 + b2 = 1, so that the incident ﬁeld is due to a dipole source located at x0. Then |ui(x)| = O (r−2) as r = |x0 − x| → ∞.
Thus by Corollary 27 for a dipole source
∣∣φt(x)∣∣ C sup
x∈S
∣∣g(x)(1+ |x|)2∣∣(1+ |x|)−2, x ∈ S. (89)
Other scattering problems may be studied using the tools provided here, for example time-harmonic acoustic scattering
from a rigid inﬁnite obstacle sitting on an absorbing half-plane, here the Green’s function should be modiﬁed to the admit-
tance Greens function [6] and the corresponding analysis investigated. For scattering from absorbing cylinders, however, the
analysis may require a different approach.
6. Discussion
This work gives existence and uniqueness results and decay rates of the integral equation formulation and the original
Helmholtz equation boundary value problem. Results are provided only for complex valued wavenumbers describing lossy
media. However, it seems likely that some of the results may be applicable to the problem without dissipative losses, i.e.
Imκ = 0. In Remark 13 it was stated that the original homogeneous boundary value problem deﬁned in the exterior of the
object has a trivial solution for all κ > 0 and that the interior Dirichlet problem has no non-trivial solutions for suﬃciently
small real wavenumbers. Then Theorem 16 and Corollary 20 will follow for κ > 0 suﬃciently small and on this basis we
make the following criterion:
Conjecture 28. For Imκ = 0 Theorem 16 holds for κ > 0 suﬃciently small.
Corollary 29. If Conjecture 28 is true, κ > 0 is suﬃciently small and F ∈ BC(S) is such that U (x) given by (40) exists for all x ∈ R3 and
U ∈R(D), U ∈R(R3\D¯), then (I − K )−1 exists as a bounded operator on BC(S) so that IEP1 and BVP1 have precisely one solution.
Corollary 30. If κ > 0 is suﬃciently small and the source term decays like g(x) = O (|x|−p) as |x| → ∞ for some p in the range
0 p  2, then the integral equation problem IEP1 has a unique solution φ ∈ Xp and, moreover,∣∣φ(x)∣∣ Cp sup
x∈S
∣∣g(x)(1+ |x|)p∣∣(1+ |x|)−p, x ∈ S. (90)
A.T. Peplow, S.N. Chandler-Wilde / J. Math. Anal. Appl. 345 (2008) 305–321 321We ﬁnish the discussion with two points regarding the wave scattering problem without dissipative losses.
1. From Corollary 30 and results in Section 4.2 the two examples giving decay rates for wave scattering from point sources
are valid for suﬃciently small real wavenumbers, κ > 0. Hence the decay rates provided in examples 1 and 2 will also
apply for real wavenumbers suﬃciently small.
2. Consider the boundary value problem BVP1 for plane-wave sources parallel to the x3 axis. These may be typically
given by ui(x) = g(x1, x2)exp(ikx3x3). This results in a two-dimensional problem in the exterior of cross-section Γ with
wavenumber
√
κ2 − k2x3 . Classic uniqueness and existence results for scattering from bounded two-dimensional domains
by Colton and Kress [5] apply.
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