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UNIQUENESS OF ASYMPTOTICALLY CONICAL HIGHER
CODIMENSION SELF-SHRINKERS AND SELF-EXPANDERS
ILYAS KHAN
Abstract. Let C be an m-dimensional cone immersed in Rn+m. In this pa-
per, we show that if F : Mm → Rn+m is a properly immersed mean curvature
flow self-shrinker which is smoothly asymptotic to C, then it is unique and con-
verges to C with unit multiplicity. Furthermore, if F1 and F2 are self-expanders
that both converge to C smoothly asymptotically, satisfy a topological condi-
tion, and their separation decreases faster than ρ−m−1e−ρ
2/4 in the Hausdorff
metric, then the images of F1 and F2 coincide.
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1. Introduction
A proper m-dimensional immersion F : Mm → Rn+m is called a self-shrinker of
the mean curvature flow if it satisfies the following non-linear elliptic equation for
every p ∈M :
H(p) = −F (p)
⊥
2
,
whereH is the mean curvature vector of the immersion and F (p)⊥ is the component
of the position vector perpendicular to the tangent plane TF (p)F (M) ∼= F∗(TpM).
If F satisfies this equation, then the family of rescalings
Ft : M
m → Rn+m, t ∈ (0, 1]
Ft(p) =
√
tF (p)
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is a solution to the backwards mean curvature flow equation,
−(∂tFt(p))⊥ = H(p, t),
where H(p, t) denotes the mean curvature of the immersion Ft at the point p ∈
M . In this paper, we will define the rescaled immersion λF : Mm → Rn+m by
(λF )(p) = λF (p) ∈ Rn+m for each p ∈Mm and for any λ > 0.
Let γ : Γm−1 → Sn+m−1 ⊂ Rn+m be a closed (m − 1)-dimensional properly
immersed submanifold of Sn+m−1. The cone over Γ is the following immersion into
Rn+m:
C : Γ× (0,∞)→ Rn+m
C(q, ℓ) = ℓγ(q)
In this paper, we extend the results of Lu Wang in [WA] and prove the unique-
ness of higher codimension self-shrinkers which are properly immersed and locally
smoothly asymptotic to a given immersed cone. More precisely, we prove the fol-
lowing theorem:
Theorem 1.1. Let C : Γm−1 × (0,∞)→ Rn+m be a regular cone of dimension m
and R0 a positive constant. Suppose that F : M
m → Rn+m and F˜ : M˜m → Rn+m
are smooth, connected and proper self-shrinking immersions into Rn+m \BR0 with
boundary contained in ∂BR0 . If F and F˜ are smoothly asymptotic to the same cone
C, then F and F˜ are the same shrinker up to reparametrization.
The method of proof runs along similar lines to the proof for embedded hy-
persurfaces in [BE] and [WA], but numerous complications arise when considering
immersions in high codimension. In particular, the major difficulties in the case of
immersed shrinkers are the possibility of convergence with multiplicity and the ex-
istence of self-intersection points. These considerations motivate a new definition,
Definition 2.3, of local smooth convergence for immersed shrinkers converging with
multiplicity to a cone. One can check that in the case of embedded hypersurfaces
(which must converge with multiplicity one), Definition 2.3 reduces to the definition
of local smooth convergence given on page 4 of [WA].
The first property of Definition 2.3 tells us that for every compact annular region
B¯ρ2 \Bρ1 ⊂ Rn+m, the rescaled immersions λF must eventually be caught in some
ǫ-band around the truncated cone Cρ1,ρ2 . The second and third properties assume
a choice of pullback Gλ of λF to the normal bundle NCρ1,ρ2 of Cρ1,ρ2 and describe
the convergence of λF in NCρ1,ρ2 as a multi-section with constant multiplicity of
convergence. Notice that this definition is equivalent to local Euclidean graphical
convergence with arbitrary multiplicity over small embedded neighborhoods of F :
Mm → Rn+m. This is a very modest and natural generalization of the notion
of convergence used in [WA]. Additionally, Definition 2.3 is consistent with the
definition of asymptotic conicality given in [BW] if we consider transversal sections
S of the Grassmannian and multi-graphs defined over S.
After establishing definitions, we obtain estimates analogous to those found in
Lemma 2.1 and 2.2 in [WA] by considering graphs of vector-valued multifunctions
and utilizing the mean curvature flow system in lieu of the mean curvature flow
equation. We then attempt to write one self-shrinker as a normal section of the
other. There is not an obvious way to do this–for example, the two shrinkers may
converge to C with different multiplicities. However, outside some large radius R0,
the annular subsets F−1(Rn+m \ BR) ⊂ M are homotopic for all R > R0 and
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evenly cover the cone. As a result, we may appeal to the theory of covering spaces
and utilize the smooth lifting property to allow us to “unwrap” the covering and
construct a normal projection to other shrinkers realizing the same covering space.
One particularly significant consequence of this argument is Corollary 3.8, which
implies that a shrinker with multiplicity may be written as a normal graph over
itself.
When one shrinker can be represented as a section V of the normal bundle of
the other, we generalize the approach of Jacob Bernstein in [BE] to show that
they coincide, instead of the parabolic backwards uniqueness used in [WA]. We
show that (3.19) holds–that is, this normal section V is an “almost” eigensection
of the drift Laplacian ∆⊥ + 12∇⊥FT on the normal bundle of a shrinker F . In
Section 4, we modify the results of [BE] so that they hold for sections of vector
bundles with metric connections. In Section 5, we obtain that the normal section
V representing the separation between the shrinkers is actually the zero section.
In particular, Corollary 3.8 and the fact that V ≡ 0 imply that every shrinker
asymptotic to a cone may be reparametrized to converge with multiplicity one,
significantly simplifying the immersed picture. This implies that any two shrinkers
asymptotic to a cone C in the sense of Defintion 2.3 must cover C equivalently, may
be written as normal graphs over one another, and thus coincide. In particular,
increasing the multiplicity of the cone in the sense of geometric measure theory
does not give rise to new shrinkers.
A proper m-dimensional immersion F : Mm → Rn+m is called a self-expander
of the mean curvature flow if it satisfies the following non-linear elliptic equation
for every p ∈M :
H(p) =
F (p)⊥
2
.
By a small modification of our arguments for shrinkers, we can also prove a similar
theorem for self-expanders with a certain decay rate as in [BE].
Theorem 1.2. Let C : Γm−1 × (0,∞)→ Rn+m be a regular cone of dimension m
and R0 a positive constant. Suppose that F : M
m → Rn+m and F˜ : M˜m → Rn+m
are smooth, connected, proper self-expanding immersions into Rn+m \ BR0 with
boundary contained in ∂BR0 that are smoothly asymptotic to C. Let R0 > R3, as
defined in Lemma 3.3, so that normal projection p and p˜ from M and M˜ respectively
to C are defined and M and M˜ have consistent “topology at infinity” with respect to
F and F˜ . Let x ∈M , x˜ ∈ M˜ such that p(x) = p˜(x˜) = x0 ∈ C and suppose that there
exists a subgroup G ≤ π1(C, x0) such that G ≤ p∗(π1(M,x)), G ≤ p˜∗(π1(M˜, x˜))
and the indices are finite, i.e.
[p∗(π1(M,x)) : G], [p˜∗(π1(M˜, x˜)) : G] <∞.
Then, if F and F˜ satisfy
(1.3) lim
ρ→∞ ρ
m+1e
ρ2
4 distH(F (M) ∩ ∂Bρ)), F˜ (M) ∩ ∂Bρ)) = 0,
then F and F˜ are the same expander up to reparametrization. Here distH is Haus-
dorff distance.
Roughly, one may observe that estimates given in Sections 2 and 3 depend only on
the relations |H | ≃ |F⊥|, and |(∂tF )⊥| = |H |, which hold both for shrinkers flowing
backwards in unit time and expanders flowing forwards in unit time. Using these
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estimates, we obtain a differential inequality for the linearization of the expander
equation in Corollary 3.25, which allows us to apply the theory of Bernstein.
Our results have a number of interesting consequences. A major class of examples
of high codimension self-similar mean curvature flow solutions are minimal cones.
One application of Theorem 1.1 is the following corollary:
Corollary 1.4. In any dimension and codimension, the only smooth, complete,
properly immersed self-shrinkers asymptotic to a minimal cone are linear subspaces.
We similarly obtain a weaker statement for self-expanders from Theorem 1.2.
Corollary 1.5. In any dimension and codimension, if C is a minimal cone, any
non-trivial self-expander asymptotic to C may, outside some ball BR, be written as
a normal multi-section over C which decays of order Ω(r−m−1e−r
2/4). That is, the
separation is not asymptotically dominated by r−m−1e−r
2/4.
Another application of our results is to Lagrangian mean curvature flow, which
has seen many recent articles on the properties of self-shrinkers and self-expanders.
Self-expanding Lagrangians, and especially those asymptotic to cones, have been a
recent object of interest due to the proposed program of Joyce in [JO] to resolve
the singularities of the almost-calibrated Lagrangian mean curvature flow by gluing
in Lagrangian expanders. Indeed, Neves proves in [NE] that a singularity of an
almost-calibrated Lagrangian mean curvature flow must be asymptotic to a union
of special Lagrangian cones, so Corollary 1.5 provides non-trivial information about
expanders that may be used to resolve these singularities.
Additionally, an example from Lagrangian mean curvature flow gives a bound
on how much the decay condition in Theorem 1.2 can be weakened. Anciaux
[AN] and Joyce-Lee-Tsui [JLT] discovered a family of Lagrangian self-expanders
asymptotic to transversally intersecting Lagrangian planes, and the uniqueness of
these expanders was later proved by Lotay-Neves in [LN] and by Imagi-Joyce-dos
Santos in [IJO]. In particular, it was found that in the immersed case, the only
two expanders asymptotic to the two transversal Lagrangian planes were the Joyce-
Lee-Tsui expander and the planes themselves. This is consistent with our findings,
as the decay of the Joyce-Lee-Tsui expander is O(e−r
2/4).
While they do not occur in the almost-calibrated case, Lagrangian self-shrinkers
are an important class of singularity models for the general Lagrangian mean curva-
ture flow. A number of recent articles have been written about compact shrinkers in
this setting (see [CMA1], [CMA2], [LSE]). Moreover, in [LW1] and [LW2], Lee and
Wang construct explicit examples of Hamilton stationary self-shrinkers asymptotic
to Hamilton stationary Lagrangian cones. By Theorem 1.1, these are unique.
Corollary 1.6. Assume that λj > 0 for 1 ≤ j ≤ k < n and λj < 0 for k < j ≤ n
are integers satisfying
∑n
j=1 λj > 0. Let
VC = {(x1eiλ1s, . . . , xneiλns) : 0 ≤ s < π,
n∑
j=1
λjx
2
j = C, (x1, . . . , xn) ∈ Rn},
be the family of Hamilton stationary Lagrangians in Cn constructed by Lee and
Wang. The embedded shrinker V−2∑nj=1 λj is the only self-shrinker asymptotic to
the cone V0.
This article also adds to the existing literature on general mean curvature flow
in arbitrary codimension. The properties of higher codimension self-shrinkers have
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been studied from the perspective of the F -functional, studied in [CM] for hyper-
surfaces, in the papers [AS], [ALW], and [LL]. Higher codimension solitons with the
property that the principal normal is parallel have also been studied by Smoczyk
[SM] for self-shrinkers and by Kunikawa [KU] for translating solitons.
2. Preliminaries and Basic Estimates
When working with immersed sumbanifolds, it will often be convenient to con-
sider Langer charts, which can be roughly thought of as disk-like neighborhoods on
the source manifold M of a proper immersion F : Mm → Rn+m. If p ∈ M , let Ap
be an arbitrary affine isometry of Rn+m that takes F (p) to the origin and takes
the tangent plane F∗(TpM) = TF (p)F (M) to the subspace Rm × {0} ⊂ Rn+m. Let
π : Rn+m → Rn+m be the projection to Rm×{0} ⊂ Rn+m, given in coordinates by
(x1, . . . , xm, xm+1, . . . , xn+m) 7→ (x1, . . . , xm, 0, . . . , 0).
Let Dmr denote the m-dimensional disk in R
m × 0 centered at the origin.
Definition 2.1. The Langer chart Up,r ⊂ M centered at p of radius r, is the
component of (π ◦Ap ◦F )−1(Dmr ) containing p. An immersion F :Mm → Rn+m is
called an (r, α)-immersion if for every q in M , there exists a function fq : D
m
r → Rn
with Dfq(0) = 0 and |Dfq| ≤ α so that the image (Aq ◦ F )(Uq,r) is equal to the
graph of fq over D
m
r . In particular, the restriction F |Uq,r is an embedding.
The next proposition gives a quantitative bound on the maximum radius of
graphical Langer charts with derivative bounded by α. This bound is dependent
only on the given α and the magnitude of the second fundamental form A of the
immersion F .
Proposition 2.2. Let α > 0. Then for any C2-immersed submanifold F :Mm →
Rn+m and any r satisfying
r ≤ α
(1 + α2)
3
2
1
supM |A|
,
F is an (r, α)-immersion.
Proof. See [CO, Lemma 2.1.4]. 
We wish to study the self-shrinkers that are smoothly asymptotic to a given cone
C, so it is necessary to define an appropriate notion of local smooth convergence
to make this notion rigorous.
Definition 2.3. We say that an immersion F : Mm → Rn+m is smoothly asymp-
totic to an immersed cone C : Γ × [0,∞) → Rm+n with multiplicity k (which we
will henceforth denote by kC) if the following properties hold.
(1) For any compact subset K ⊂ Rn+m \ {0}, as λ → 0, the image λF (M)
converges to the cone C(Γ× [0,∞)) inside of K in the Hausdorff metric.
(2) Let 0 < ρ1 < ρ2. Let Cρ1,ρ2 denote the annular region C(Γ × [ρ1, ρ2]),
and let N(Γ× [ρ1, ρ2]) be the normal bundle with fiber metric equal to the
pullback metric C∗gRm+n . Let D⊥(Γ× [ρ1, ρ2]) be the unit disk subbundle
of N(Γ × [ρ1, ρ2]). Consider the intersection of λF (M) with Tǫ(Cρ1,ρ2),
an ǫ-tubular neighborhood of Cρ1,ρ2 in R
n+m. For sufficiently small λ,
this intersection can be pulled back to a smooth family of immersions Gλ
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from the set Σ := (λF )−1(Tǫ(Cρ1,ρ2)) ⊂ M into the unit disk subbundle
D⊥(Γ× [ρ1, ρ2]).
(3) For every point p ∈ Γ × [ρ1, ρ2], there exists some r > 0 and a Langer
chart Up,r of the cone C such that the intersection Gλ(Σ)∩D⊥Up,r can be
parametrized as the image of k sections {σ1λ, . . . , σkλ} of the unit disk bundle,
such that σiλ : Up,r → D⊥Up,r converges to the zero section smoothly with
respect to λ.
Remarks 2.4. Notice that by condition (2) and the homogeneity of the cone, there
exists an R > 0 and a compact set K, such that F (M) \ K is an immersed sub-
manifold G : Σ , F−1(F (M) \K) → N(Γ × (R,∞)) of the normal bundle of the
truncated cone.
Also note that in property (3), it is not necessary to insist that each neighborhood
is covered by exactly k sections. If Up1,r and Up2,r have nonempty intersection and
are covered by k and k′ local sections respectively, then k = k′. Furthermore, the
finiteness of the cover, i.e. the condition that k <∞, is necessary since we require
the immersion to be proper.
Notation 2.5. Given an immersion F : Mm → Rn+m and a compact set K
containing the origin, we often consider the annular regions F−1(Rn+m \ K) =
M \F−1(K). For ease of reading, we introduce the notationMK := F−1(Rn+m\K).
For immersions indexed by i or by t, we denote this set by
Mi,K := F
−1
i (R
n+m \K), Mt,K := F−1t (Rn+m \K).
We will often consider K = BR, the ball of radius R containing the origin. For
notational simplicity, we set
MR :=MBR , Mi,R :=Mi,BR , Mt,R :=Mt,BR .
We will also denote the sets C−1(Rn+m \K) and C−1(Rn+m \BR) by CK and CR,
respectively.
Lemma 2.6. Let F :Mm → Rn+m be a shrinker smoothly asymptotic to the cone
C : Γm−1 × (0,∞) → Rn+m, and Ft a solution to the backwards mean curvature
flow. There exist C1 > 0 and R1 > 0 such that for p ∈ Mt,R1 , t ∈ (0, 1] and
0 ≤ i ≤ 2,
|∇iA(p)| ≤ C1|F (p)|−i−1,
where A is the second fundamental form of the immersion Ft.
Proof. The second fundamental form and its covariant derivatives |∇iAC(Γ)| of
the restricted cone C : Γ × [1/2, 2] → Rn+m are bounded, since the link Γ is
a closed, properly immersed submanifold. For any ǫ > 0, for sufficiently small
λ > 0, the intersection of λF (M) with the tubular neighborhood Tǫ(C1/2.2) can be
pulled back to a submanifold Sλ of the normal unit disk subbundle D
⊥(Γ× [1/2, 2])
with boundary contained in D⊥(Γ× {1/2}) ∪D⊥(Γ× {2}). By Definition 2.3, for
sufficiently small λ, the submanifold Sλ can be covered by finitely many images of
local sections of D⊥(Γ× [1/2, 2]) converging smoothly to the zero section as λ→ 0.
Hence, the second fundamental form ASλ of Sλ converges locally smoothly to the
second fundamental form AC(Γ) on C1/2,2 with a uniform rate of convergence and
there exists a constant λ1 > 0 so that there is a δ1 > 0 such that if λ ∈ (0, δ1), then
|∇iAλF (p)| ≤ λ1
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for p ∈ (λF )−1(Sλ) (by an abuse of notation). Set R1 = 2δ1 , and choose p ∈ M
such that |F (p)| > R1. Set λ = 1|F (p)| < δ12 . By scaling, we have
|∇iAF (p)| = λi+1|∇iAλF (p)| ≤ λ1|F (p)|−i−1,
since λF (p) ∈ ∂B1(0) ⊂ Rn+m. If p ∈Mt,R1 for t ∈ (0, 1], then |F (p)| > R1√t ≥ R1.
By the same scaling argument, setting λ =
√
t
|F (p)| < δ1, we obtain
|∇iAFt(p)| ≤ t
−i−1
2 |∇iAF (p)| ≤ t
−i−1
2 t
i+1
2 |F (p)|−i−1|∇iAλF (p)| ≤ λ1|F (p)|−i−1,
which completes the proof of the statement. 
Remark 2.7. Given a point p¯ = (p, 1) in the Riemannian manifold Γ× (0,∞) with
metric C∗gRn+m , we briefly describe local graphical convergence of the family of
rescaled shrinkers {Ft} to a neighborhood of p¯. By Definition 2.3 there exists a time
t0 > 0, an r0 > 0, and a Langer neighborhood Up¯,r0 of p¯ in the cone such that for
t < t0, the intersection of the rescaled shrinker Ft with the unit disk bundle DUp¯,r0
is represented by k sections {σ1λ, . . . , σkλ}, where λ =
√
t. To simplify notation, we
denote these sections by σjt throughout the rest of the paper. As t approaches 0,
the sections σjt approach the zero section smoothly uniformly. In particular, the
second fundamental forms Aσjt
(q, σjt (q)) of graph(σ
j
t |Up¯,r0 ) will converge uniformly
to AUp¯,r0 (q).
Thus, by Proposition 2.2, given α > 0 we can choose r ∈ (0, r0) so that C1/2,2
is an (r, α)-immersion and each Up¯,r is the graph of a function f : D
m
r → Rn. For
t < t0, we may write the images σ
j
t (Up¯,r) ∩ (π ◦ Ap¯)−1(Dmr/2) as the graphs of a
smoothly varying family of time dependent functions gjt : D
m
r/2 → Rn converging
to f : Dmr/2 → Rn. In particular, we may assume that each of the gjt ’s has spatial
gradient bounded by |Dgjt | ≤ 2α for all t < t0.
Lemma 2.8. Let α > 0 be given and let the k functions git be defined for p ∈ Γ
as in Remark 2.7. There exists a large radius R2 > R1, and numbers 0 < ǫ0 < 1
and C2 > 0 depending on α, so that if p¯ = (p, ρ) ∈ Γ× [R2,∞), then the associated
functions
ui(·, t) , ρgiρ−2t(ρ−1·) : Dmǫ0ρ → Rn
are well defined for t ∈ [0, 1] and satisfy that,
|Dj+1ui| ≤ C2|ρ|−j and |Dj∂tui| ≤ C2|ρ|−1−j ,
for j = 0, 1, 2. Here, D and D2 are the Euclidean gradient and Hessian on Rm
respectively, and ∂t denotes the partial derivative with respect to t fixing points in
Rm.
Proof. Given p ∈ Γ and α > 0, let U(p,1),r be a Langer chart in Γ×(1/2, 2) satisfying
the conditions given in Remark 2.7, where r is chosen such that C1/2,2 is an (r, α)-
immersion. Cover the link Γ × {1} by the collection of smaller neighborhoods
{U(p,1),r/2}p∈Γ. The (m − 1)-manifold Γ is closed, so we may reduce this cover to
a finite subcovering U = {Up¯1,r/2, . . . , Up¯M ,r/2}. There exists an ǫ0 > 0 such that
for every p ∈ Γ, the Langer chart U(p,1),ǫ0 is contained in an element Up¯ℓ,r/2 of U .
The functions {git} associated to U(p,1),ǫ0 can be considered to be restrictions of the
functions {git} associated to Up¯ℓ,r/2. Thus, we may find a uniform t0 > 0 such that
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for all p ∈ Γ the functions {git} associated to the chart U(p,1),ǫ0 exist for t < t0 and
are defined over Dmǫ0 .
Set R2 = max{R1, 4/
√
t0}, and let ρ > R2. Consider a point (p, ρ) ∈ Γ×(R2,∞).
Observe that ρ−2 < t0/16 < t0, so the functions git : D
m
ǫ0 → Rn associated to
U(p,1),ǫ0 are defined for times t ≤ ρ−2. By scaling and the self-similarity of Ft(x) =√
t · F (x), setting λ = √t = ρ−1, we take a rescaling of the immersion Gλ into the
normal unit disk sub-bundle from Definition 2.3,
ρGρ−1 : (ρ
−1F )−1(Tǫ(C1−δ,1+δ))→ N(Γ× [ρ(1 − δ), ρ(1 + δ)]).
We obtain this immersion into the ρ-disc subbundle of the normal bundle by simply
composing Gρ−1 with a rescaling of the unit disc bundle by ρ. Then, we can
see that the intersection of the image of ρGρ−1 with the cylinder over the disk
Dmρǫ0((p, ρ)) ⊂ T(p,ρ)C in the tangent plane to the cone C at p¯ = (p, ρ), can be
represented as the k graphs of the functions
ui(·, t) := ρgiρ−2t(ρ−1·) : Dmǫ0ρ → Rn.
Note that the shrinker F can be covered by the images of such graphs by (3) in
Definition 2.3 and Remark 2.7. We now establish the derivative bounds on the ui’s.
We first take the spatial gradient for fixed t ∈ [0, 1].
Dui(x, t) = Dρgiρ−2t(ρ
−1x) = ρD(giρ−2t)(ρ
−1x) ◦ ρ−1I = D(giρ−2t)(ρ−1x).
However, we know that for t < t0, |Dgit| ≤ 2α and thus |Dui| ≤ 2α. By Lemma 2.6,
Lemma A.1, and Lemma A.3 we know that |D2ui| ≤ C2ρ−1 and |D3ui| ≤ C2ρ−2,
where C2 is a constant depending on C1, α, the dimension m, and codimension n.
Next, we establish the bounds on ∂tu
i and its derivatives. For clarity of pre-
sentation, we do our calculations for a generic function ui which we simply denote
by u. We have the following system for the backwards mean curvature flow of
the graph of u(·, t) over Dmǫ0ρ
2
. Consider the graph of u given by the embedding
X(w) = (w, u(w, t)), where w ∈ Dmǫ0ρ
2
. Then, the embedding satisfies backwards
mean curvature flow if
(2.9) −Xt = ∆X + ak∂kX,
where ak∂kX is a vector field generating the appropriate tangential diffeomor-
phisms. The equation (2.9) yields the following system:
0 = −∂twj = 1√
g
∂
∂wi
(
gij
√
g
)
+ aj , j = 1, . . . ,m
−∂tuα = 1√
g
∂
∂wi
(
gij
√
g
∂uα
∂wj
)
+ aj
∂uα
∂wj
, α = 1, . . . , n
By substituting the first system into the second, we obtain the backwards mean
curvature flow system for graphs:
−∂tuα = gij ∂
2uα
∂wi∂wj
, α = 1, . . . , n
The metric gij can be expressed as follows:
gij = δij + ∂iu · ∂ju.
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Since |Du| is uniformly bounded, gij and gij are uniformly bounded. Since |D2u| ≤
C2ρ
−1, we can see immediately that |∂tu| ≤ Cρ−1. Next, we differentiate,
−∂k∂tuα = (∂kgij)∂2ijuα + gij∂3kijuα
= ghiglj∂kghl∂
2
iju
α + gij∂3kiju
α
The derivatives Dkgij can be expressed as polynomials in Dkgij and lower order
derivatives of gij . From this fact and our previous arguments, we deduce that that
|ghiglj∂kghl∂2ijuα + gij∂3kijuα| ≤ C(ρ−1ρ−1 + ρ−2)
and thus |∂k∂tu| ≤ Cρ−2. A similar calculation yields |∂2lk∂tu| ≤ Cρ−3. This
completes the proof of the lemma. 
Corollary 2.10. Let p ∈ M such that F (p) is contained in the image of a graph
ui(·, 1) : Dmǫ0ρ → Rn associated to a point (q, ρ) ∈ Γ× [R2,∞). Then, the distance
between F (p) and the image of the cone C : Γ× [R2,∞) is bounded by C2ρ−1
Proof. We know that for any y ∈ Dmǫ0ρ, the vector ui(y, 0) is associated to a point on
the image of the cone C, and ui(y, 1) is associated to a nearby point on the shrinker
F , and the displacement between them is given by the vector ui(y, 1) − ui(y, 0).
Using Lemma 2.7, we estimate the magnitude of this displacement.
|ui(y, 1)− ui(y, 0)| =
∣∣∣∣
∫ 1
0
∂tu
i(y, t)dt
∣∣∣∣ ≤
∫ 1
0
|∂tui(y, t)|dt ≤ C2|ρ|−1.
By assumption, there is some y ∈ Dmǫ0ρ associated to F (p), which completes the
proof. 
3. Self-Shrinking Ends as Normal Exponential Graphs
In this section, we will prove that if two shrinkers F1 : M1 → Rn+m and F2 :
M2 → Rn+m are asymptotic to the same cone C and satisfy a topological condition,
then one can be written as a normal graph over the other. More precisely, there
exists a radius R4 > R2 so that there is a compact K ⊂ Rn+m such that the end
M2,K ⊂ M2 can be isometrically pulled back to a section of the normal bundle of
the end M1,R4 (see Notation 2.5 for the definition of these submanifolds). We will
use a covering space argument to obtain this isometry. First, we will recall some
well-known results about smooth covering spaces.
Proposition 3.1 (Smooth Lifting Criterion). Let X˜,X, and Y be path-connected
smooth manifolds. Suppose p : (X˜, x˜0) → (X, x0) is a smooth covering space and
f : (Y, y0)→ (X, x0) is a smooth map. Then a smooth lift f˜ : (Y, y0)→ (X˜, x˜0) of
f exists if and only if f∗(π1(Y, y0)) ⊂ p∗(π1(X˜0, x˜0)).
An immediate consequence of this the uniqueness of smooth covering spaces.
Proposition 3.2. Let X, X˜1, X˜2 be path-connected smooth manifolds. If p1 : X˜1 →
X and p2 : X˜2 → X are two smooth covering maps, then there exists a diffeomor-
phism f : X˜1 → X˜2 taking a basepoint x˜1 ∈ p−11 (x0) to a basepoint x˜2 ∈ p−12 (x0) if
and only if p1∗(π1(X˜1, x˜1)) = p2∗(π1(X˜2, x˜2)).
Note that given the condition p1∗(π1(X˜1, x˜1)) = p2∗(π1(X˜2, x˜2)), the map f :
X˜1 → X˜2 is the smooth lift p˜1 and its inverse is the lift p˜2. We will use the
convergence of F1 and F2 to C to find appropriate covering maps p1 : M1,R3 → CK′
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and p2 : M2,K → CK′ . Then, if p1∗(π1(M1,R3 , x˜1)) = p2∗(π1(M2,K , x˜2)), the lift
p˜1 :M1.R3 →M2,K will yield a section of the pullback bundle. We then show using
our estimates that this section is close by to a normal section.
We first need to show that given a shrinker F : M → Rm+n asymptotic to the
cone C, there is a consistent notion of a “topology at infinity.” More precisely,
Lemma 3.3. Let F : M → Rm+n be asymptotic to the cone C. Then there exists
a large radius R3 > R2, such that for any compact sets K1,K2 ⊃ BR3 which are
radial with respect to the origin,
π1(MK1 , x0)
∼= π1(MK2 , x0),
where x0 ∈MK1∪K2 .
Proof. Let r : Rm+n → R be the distance function r(x) = |x| on Rn+m. If we
consider the restriction of this function to the cone C, we see that the tangential
gradient ∇Cr = (Dr)T = Dr (where Dr indicates the Euclidean derivative), and in
particular |∇Cr| = |Dr| = 1. Since the tangent planes of the shrinker F approach
those of the cone C, there is a radius R3 > 0 such that ||∇F r| − |∇Cr|| < 14 . In
particular |∇F r| is non-vanishing and uniformly bounded away from zero. Every
point in MR3 is contained in a unique flow line of the negative gradient flow x˙ =
−∇F r(x) which has velocity bounded above and below. If we consider a compact
set K ⊃ BR3 that is radial with respect to the origin, we can move along the
flow lines to homotope MK to MR3 . Observing that the fundamental group is a
homotopy invariant concludes the proof of the lemma. 
Lemma 3.4. For R3 > 0 as in Lemma 3.3, and compact, radial K ⊃ BR3 , the
manifold MK is a k-fold covering space of the cone CK˜ where K˜ is a compact, radial
subset of Rn+m containing the origin. Furthermore, this covering map is realized
in Rn+m as projection along the normal fibers of the cone.
Proof. This follows immediately from property (3) in Definition 2.3. 
Lemma 3.5. Let F1 : M1 → Rn+m and F2 : M2 → Rn+m be two self-shrinkers
and let R3 = R3(F1, F2) be the maximum of the radii R3 > 0 given by Lemma 3.3
applied to F1 and F2. Let p1 and p2 be the projections of M1,R3 and M2,R3 in the
normal bundles of CK1 and CK2 , respectively, where K1,K2 are compact, radial
sets containing the origin as in Lemma 3.4. If x0 ∈ CK1∪K2 , p1(x1) = p2(x2) = x0,
and
p1∗(π1(M1,R3 , x1)) = p2∗(π1(M2,R3 , x2)),
then p1 can be lifted to diffeomorphism from M1,2R3 to M2,K¯, where K¯ is some com-
pact, radial set containing BR3 . Furthermore, this diffeomorphism can be realized
as a section of the pullback vector bundle p−11 NC over M1,2R3 .
Proof. The first claim is an immediate consequence of the fact thatM1,R3 andM2,R3
are covering spaces and the uniqueness of smooth covering spaces, Proposition
3.2. To see that this diffeomorphism is a section of the pullback bundle π−11 NC,
with base M1,2R3 and fibers Np1(x)C for x ∈ M1,2R3 , we realize the lifted map
p˜1 : M1,2R3 → M2,K¯ locally in Euclidean space. Around each point, there is a
coordinate patch of the shrinker F1 which by definition can be written as a local
section of the normal bundle of the cone. Over this patch of the cone lie k sections
representing the intersection of the shrinker F2 with the normal fibers above that
patch of the cone. The lift of p1 chooses one of these sections, and thus the map
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p˜1 can be represented at a point x ∈ M1 as p˜1(x) = x + v, where v is a vector in
Np1(x)C such that
v = (p1(x) − x) + (p−12 ◦ p1(x) − p1(x)) = p−12 ◦ p1(x) − x.
Note that when restricted to the section determined by the lift, p2 is injective. 
Remark 3.6. We will see in Section 5 that Corollary 3.8 ensures that the lifting cri-
terion is always met in the case of self-shrinkers, possibly after a reparametrization.
In the case of self-expanders, if the lifting condition in Lemma 3.5 is not satisfied,
i.e. p1∗(π1(M1,R3 , x1)) 6= p2∗(π1(M2,R3 , x2)), we can still consider the case that
there exists a subgroup G ≤ π1(C, x0) such that
G ≤ p1∗(π1(M1,R3 , x1)), G ≤ p2∗(π1(M2,R3 , x2))
and
[p1∗(π1(M1,R3 , x1)) : G], [p2∗(π1(M2,R3 , x2)) : G] <∞.
We may instead consider the locally isometric covering manifolds M˜1,R3 and M˜2,R3
of M1,R3 and M2,R3 respectively corresponding to subgroup G. Let M˜i,R3 be an
ℓ-fold cover of Mi,R3 with projection Pi : M˜i,R3 → Mi,R3 , a local isometry. We
representMi,R3 locally as a collection of k local sections {σj}k1 of the normal bundle
over topological disks U contained CKi , as in the proof of Lemma 3.5. Given a
section σj , the inverse image P−1i (graph(σ
j)) consists of ℓ disjoint isometric copies
of graph(σj) in M˜i,R3 . Thus, the local geometry on all relevant scales is unchanged
when lifting to the covers M˜1,R3 and M˜2,R3 , so in the rest of the paper, we may
replace our expanders by these covers and the isometric immersions F˜i = Fi ◦Pi
whenever appropriate. Note that M˜i,R3 is a kℓ-fold cover, where ℓ is equal to the
index [p1∗(π1(M1,R3 , x1)) : G], for i = 1, 2. The requirement that this index be finite
is necessary since F˜i must also satisfy Definition 2.3, item (3), which requires that
F˜i cover C finitely. After this “reparametrization” by a locally isometric cover, all
arguments in the paper may be applied without complication to the self-expanders
F˜1 and F˜2.
Proposition 3.7. Let F1 and F2 satisfy the hypotheses of Lemma 3.5 and let
ǫ ≃ R−13 , where the implicit constant depends only on n, m, and C2 = C2(F1, F2),
the maximum of the constants given by Lemma 2.8. Consider the ǫ-tubular neigh-
borhood Tǫ(M1,4R3) of the zero section inside the total space p−11 NC with the Eu-
clidean pullback metric inherited from Rn+m. There exists a compact set K con-
taining BR3 such that the section σ : M1,4R3 → p−11 NC corresponding to M2,K is
contained in Tǫ(M1,2R3), and normal projection from M2,K to M1,2R3 with respect
to pullback metric on p−11 NC is well-defined and injective.
Proof. By Corollary 2.10, for a sufficiently large R3 and some K, the section σ rep-
resenting M2,K is ǫ-close to the zero section of the normal bundle NM1,R3. Thus,
around a point p ∈ M1,4R3 and for some ǫ1 < ǫ0, we can realize the ǫ1|F1(p)|-
neighborhood of p in p−11 NC as a subset of an ǫ1|F1(p)|-tubular neighborhood
which is itself realized in Euclidean space Rn+m under the exponential map. One
may choose ǫ is sufficiently small that the ǫ1F1(p)-tubular neighborhood contains a
connected, embedded neighborhood U1 of F1(p) and a connected, embedded neigh-
borhood U2 of F2(σ(p)). Additionally, by Lemma 2.8 we may represent these em-
bedded pieces as graphs u1 and u2 with bounded gradient over the same m-disk of
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radius ǫ1|F1(p)|/2. Lemma 2.8 further tells us that these
ui : D
n
ǫ1
2 |F1(p)| → R
n+m i = 1, 2,
are such that
|D2ui| ≤ C|F1(p)|−1.
Then, since distTǫ(M1,4R3 )(σ(p),M1,4R3) < C|F1(p)|−1, we may take a minimizer
of distance, q ∈ M1,4R3 ⊂ Tǫ(M1,4R3). By integrating along paths out of q, for
sufficiently large R3, we see that the the condition |D2u1| ≤ C2|F1(p)|−1 < C2R−13
ensures thatM1,4R3 only intersects B¯
n+m
dist(σ(p),q)(σ(p)) at q. This proves that nearest
point projection is well-defined.
Now we prove the injectivity of the nearest point projection fromM2,K toM1,4R3
in the total space of the fiber bundle p−11 NC. Suppose that there exist two points
q1 and q2 in the disk D
m
ǫ1
2 |F1(p)|
such that F1(p) is the nearest point in U1 to both
q¯1 = (q1, u2(q1)) and q¯2 = (q2, u2(q2)). This implies that the vector q¯2 − q¯1 lies in
the normal space NF1(p)U1. The gradient bound |Du1| ≤ 2α implies that the inner
product of the unit n-blades in Λn(Rn+m) representing NF1(p)U1 and the normal
space {0} × Rn is bounded below.
|〈NF1(p)U1, {0} × Rn〉| ≥ 1− 2α.
Consequently, the projection of the vector q¯2 − q¯1 to the normal space {0} × Rn,
which we denote (q¯2 − q¯1)⊥, has magnitude bounded below
|(q¯2 − q¯1)⊥| ≥ (1− 2α)|q¯2 − q¯1|.
Similarly, we can bound the magnitude of the tangential component, (q¯2 − q¯1)T =
q2 − q1 above.
|(q¯2 − q¯1)T | ≤ 2
√
α|q¯2 − q¯1|.
Because (q¯2 − q¯1)⊥ = u2(q2)− u2(q1), we can estimate the difference quotient
|u2(q2)− u2(q1)|
|q2 − q1| ≥
1− 2α
2
√
α
.
Let µ = (q2 − q1)/|q2 − q1| be the unit vector pointing in the same direction as
q2 − q1. The mean value inequality for vector valued functions tells us that there
is a t0 ∈ (0, 1) such that at q3 = (1 − t0)q1 + t0q2 ∈ Dmǫ1
2 |F1(p)|
, the directional
derivative Dµu2 has magnitude bounded below:
|Dµu2(q3)| ≥ |u2(q2)− u2(q1)|
q2 − q1
Thus, |Du2(q3)| ≥ (1−2α)/2
√
α > 2α, for α sufficiently small. This is a contradiction–
therefore, normal projection from M2,K to M1,2R3 with respect to pullback metric
on p−11 NC is well-defined and injective inside the tubular neighborhood Tǫ(M1,2R3) ⊂
p−11 NC. 
This implies that, perhaps with a slightly modified compact set K, M2,K can be
written as a section V of the normal bundle of M1,R4 , where R4 > 2R3.
Corollary 3.8. Let F : M → Rn+m be a self-shrinker and let p be the projection
of MR3 in the normal bundle of CK . Let γ ∈ π1(CK , x0) be a non-trivial deck
transformation of the covering space MR3 . Let F1 = F , and define the shrinker
F2 : MR3 → Rn+m by x ∈ MR3 7→ F (γ(x)). Let p1 and p2 be the standard normal
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projections restricted to the images of F1 and F2 respectively. The previous two
lemmas allow us to write MR4 as a non-trivial section of its own normal bundle.
Proof. The deck transformation permutes the sheets of the k-fold covering space
without fixed points, so the lift in Lemma 3.5 of the projection map is realized
as projection along the normal fibers of C from a sheet U to the sheet γU . The
statement is immediate from this remark and the previous lemmas. 
Let V be a section of the normal bundle NM1,R representing the shrinker F2 in
the sense of Lemma 3.7. We now obtain estimates on V and its derivatives.
Lemma 3.9. For R4 > 8R3, there exists C3 > 0 such that, for the section V :
M1,R4 → NM1,R4 representing M2,K, a point x ∈M1,R4 , and 0 ≤ i ≤ 2,
(3.10) |(∇F1)iV (x)| ≤ C3|F1(x)|−1−i.
Proof. Let x ∈M1,R4 . Note that the case i = 0 is immediate since |V (x)| represents
the distance from x to M2,K in the normal bundle NM1,R4 and Corollary 2.10
implies that this distance is bounded proportional to |F1(x)|−1.
Let {n1, . . . ,nn} be a local orthonormal frame of NM1,R4 in a neighborhood of
x such that ∇NM1nβ(x) = 0 for all β from 1 to n. Equivalently, if X ∈ TxM1, then
the total directional derivative DXnβ in R
n+m lies entirely in the tangent space
TxM1. We denote the realization of V (x) in R
n+m by y and write it in the form
y = F1(x) + nβ(x)V
β(x).
Let z be the nearest point projection of x in Rn+m from an embedded neigh-
borhood of F1(x) to the cone C under the projection p1. Let ζ be the realization
of p˜1(x), where the lift p˜1 is the one defined in Lemma 3.5. Applications of Corol-
lary 2.10 give the bounds |F1(x) − ζ|, |F1(x) − y| ≤ C|F1(x)|−1, we know that
|y − ζ| ≤ C|F1(x)|−1. By Lemma 2.8, embedded neighborhoods of F1(x) and y
may be written as the respective graphs of Rn-valued functions u1(·) = u(·, 1)
and u˜1(·) = u˜(·, 1) over the m-dimensional disk Dmǫ0|F1(x)|(z) contained inside the
tangent space TzC. We may assume without loss of generality that TzC coin-
cides with Rm × {0} parametrized by coordinates (p1, . . . , pm) so that z coincides
with (0, . . . , 0). Let {e1, . . . , en+m} be an orthonormal frame for Rn+m, so that
if p ∈ TzC, then p = piei, where i runs from 1 to m. Let q be the point in
Dmǫ0|F1(x)|(z) ⊂ TzC such that u˜1(q) = y. Observe that if u1(p) = F1(x), then q− p
will simply be the tangential component of V (x) with respect to TzC. Similarly,
u˜1(q)−u1(p) will be the normal component with respect to TzC. Consequently, we
have the system of m+ n equations
qh = ph + eh · nβV β h = 1, . . .m
u˜α1 (q) = u
α
1 (p) + eα · nβV β α = 1, . . . , n
We differentiate these equations with respect the coordinates p on the tangent plane
TzC = R
m × {0}.
(3.11) ∂iqh = δhi + (∂inβ · eh)V β + nβ · eh∂iV β
(3.12) ∂ku˜
α
1 ∂iqk = ∂iu
α
1 + (∂inβ · eα)V β + (nβ · eα)∂iV β .
Note that k ranges from 1 to m. Substituting the first m equations in (3.11) into
the subsequent n equations in (3.12), we obtain
∂iu˜
α
1+∂ku˜
α
1 (∂inβ ·ek)V β+∂ku˜α1 (nβ ·ek)∂iV β = ∂iuα1+(∂inβ ·eα)V β+(nβ ·eα)∂iV β.
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(3.13) (∂iu˜
α
1 − ∂iuα1 ) + ∂ku˜α1 (∂inβ · ek)V β − (∂inβ · eα)V β
= (nβ · eα − ∂ku˜α1 (nβ · ek))∂iV β
We estimate the first summand on the left-hand side as follows. By Lemma 2.8,
Corollary 2.10, and Ho¨lder’s inequality
|∂iu˜α1 (q(0))− ∂iuα1 (0)| ≤ |∂iu˜α1 (q(0))− ∂iu˜α1 (0)|+ |∂iu˜α1 (0)− ∂iu˜α0 (0)|
+ |∂iu˜α0 (0)− ∂iuα1 (0)|
≤ sup
Dǫ0|z|
|D2u˜1||q(0)|+ sup
Dǫ0 |z|
|∂tDu˜t|+ sup
Dǫ0 |z|
|∂tDut|(3.14)
≤ C|F1(x)|−2
Note that to obtain the second inequality, we use that Du˜α0 (0) = Du
α
0 (0) = 0.
To estimate the other two summands, we want to compare ∂inβ(x) to the sec-
ond fundamental form AF1(x). We represent the embedded graph u1 locally by
F (p) = (p, u1(p)). Note that derivative ∂inβ(x) is the Euclidean total derivative
D∂iFnβ(F (p)). We know that the covariant derivative of nβ with respect to the
normal bundle vanishes at x, and thus ∂inβ is tangential. Thus, at the point x,
∂inβ = g
kj(∂inβ · ∂jF )∂kF.
Note that the components of the second fundamental form Aβij are equal to the com-
ponents −∂inβ · ∂jF , and that gij , gij = δij +O(1). Since |A|2 = δαβgijgklAαijAβjk,
we can bound |∂inβ(x)| above by the second fundamental form, and use Lemma
2.5 to conclude that
|∂inβ(x)| ≤ |AF1(x)| ≤ C|F1(x)|−1.
Recalling that |V (x)| ≤ C|F1(x)|−1, we can see that the entire left hand side of
(3.13) is bounded by C|F1(x)|−2 for some C > 0. It is a direct consequence of
smooth convergence that that given some small δ > 0, we can choose R4 > 0
sufficiently large such that for every pair x and z, the sums
∑
α nβ(x) · eα > 1− δ
and
∑
k nβ(x) · ek < δ. Lemma 2.8 tells us that |∂ku˜α1 | is uniformly bounded by
a constant. Thus, the matrix (nβ · eα − ∂ku˜α1 (nβ · ek))αβ given by the coefficients
of ∂iV
β in (3.13) is nonsingular and has bounded operator norm. Multiply the
system (3.13) by the inverse of this matrix to obtain that |∂iV β(x)| ≤ C|F1(x)|−1
for all β = 1, . . . , n. Since the (pi)
m
i=1 are a local coordinate system on the graph of
u1, a coordinate patch of F1 around F1(x), and the derivatives of u1 are uniformly
bounded, |∂iV β | is locally comparable to |∇F1V β|, which means that |∇F1V β(x)| ≤
C|F1(x)|−1.
It remains to prove that second derivatives are bounded. Differentiate the sys-
tems of equations (3.11) and (3.12).
∂2ijqh = ∂i((∂jnβ · eh)V β) + ∂i(nβ · eh∂jV β)
(3.15)
= (∂2ijnβ · eh)V β + (∂jnβ · eh)∂iV β + (∂inβ · eh)∂jV β + (nβ · eh)∂2ijV β
∂j(∂ku˜
α
1 ∂iqk) = ∂j∂iu
α
1 + ∂j((∂inβ · eα)V β) + ∂j((nβ · eα)∂iV β)
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∂2klu˜
α
1 ∂jql∂iqk + ∂ku˜
α
1 ∂
2
ijqk = ∂
2
iju
α
1 + (∂
2
ijnβ · eα)V β + (∂inβ · eα)∂jV β(3.16)
+ (∂jnβ · eα)∂iV β + (nβ · eα)∂2ijV β
We now substitute the systems of equations (3.11) and (3.15) into the system (3.16).
Preliminary to this, We make some asymptotic estimates. We show that |∂2ijnβ | ≤
C|F1(x)|−2. We check its length in both tangential and normal directions. First,
we know that
∂kA
β
ij = −∂2kinβ · ∂jF − ∂inβ · ∂2kjF.
By Lemmas 2.6 and 2.8, we see that
|∂2kinβ · ∂jF | ≤ |∂kAβij |+ |∂in||∂2kju1| ≤ C|F1(x)|−2.
The normal components are bounded as follows. Observe that
0 = ∂i(∂jnβ · nα) = ∂2ijnβ · nα + ∂jnβ · ∂inα
=⇒ |∂2ijnβ · nα| ≤ |∂jnβ ||∂inα| ≤ C|F1(x)|−2
by our previous estimates and Cauchy-Schwartz. Then, recalling that |V (Xx| ≤
C|F1(x)|−1, the term |(∂2ijnβ ·eα)V β | is bounded by C|F1(x)|−3. Next, we estimate
|∂ku˜α1 (∂2ijqk − (nβ · eh)∂2ijV β)| ≤ C(|∂2ijnβ ||V β |+ |∂inβ ||∂jV β |+ |∂inβ ||∂jV β |)
≤ C(|∇F1AF1 ||V β|+ C|AF1 ||∇F1V β |)
≤ C|F1(x)|−3,
by Lemma 2.6 and the previous estimates on V β and ∇V β . Apply similar estimates
to the right hand side of (3.16) to show that
|(∂inβ · eα)∂jV β + (∂jnβ · eα)∂iV β | ≤ C|F1(x)|−3.
After substituting (3.11) into (3.16), the first summand on the right hand side
becomes the following:
(3.17)
∂2klu˜
α
1 (δjl + (∂jnβ · el)V β +nβ · el∂jV β)(δki + (∂inβ · ek)V β +nβ · ek∂iV β)− ∂2ij u˜α1
After subtracting the term ∂2klu˜
α
1 δjlδki = ∂
2
ij u˜
α
1 , our previous estimates and Lemma
2.8 can be applied to show that the remaining terms in (3.17) are bounded above
by
≤ |D2u˜α1 (q(0))|(C|AF1 ||V |+ C|∇F1V |) ≤ C|F1(x)|−3.
In order to bound the remaining terms that do not contain ∂2ijV
β, all that remains
to show is that
|∂2ij u˜α1 (q(0))− ∂2ijuα1 (0)| ≤ C|F1(x)|−1
Since |q(0)| ≤ λ|F1(x)|−1, we can apply the argument from (3.14).
|∂2ij u˜α1 (q(0))− ∂2ijuα1 (0)| ≤ |∂2ij u˜α1 (q(0))− ∂2ij u˜α1 (0)|+ |∂2ij u˜α1 (0)− ∂2ijuα1 (0)|
≤ C|F1(x)|−3.
Substituting (3.11) and (3.15) into equation (3.16) and applying the above estimates
yields the inequality
|(∂ku˜α1 (nβ · ek) + (nβ · eα))∂2ijV β(x)| ≤ C|F1(x)|−3
Which, after multiplying by the inverse of the matrix of coefficients as before,
implies that
|(∇F1)2V | ≤ C|F1(x)|−3
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This concludes the proof of the Lemma. 
Lemma 3.18. Let σ be a section of the normal bundle NM1,R4 . Define a linear
operator acting on such sections σ at a point x ∈M1,R4
L0σ = ∆⊥σ − 1
2
∇⊥F1(x)T σ,
where ∆⊥ and ∇⊥ are the Laplacian and covariant derivative on the normal bundle
respectively. Let V be the section of NM1,R4 given in Lemma 3.7. There exists
C4 > 0 such that at any x0 ∈M1,R4 , the following equation is satisfied.
(3.19) (L0+1
2
)V +Q(x0, V,∇⊥V ) = ∆⊥V − 1
2
∇⊥F1(x0)T V +
V
2
+Q(x0, V,∇⊥V ) = 0
where F1(·)T is a vector field of TM1,R4 and the function Q satisfies the inequality
(3.20) |Q(x, V,∇⊥V ))| ≤ C4|x|−2(|V |+ |x|−1|∇⊥V |).
Proof. Fix a point x0 ∈ M1,R4 . As in Lemma 3.9, choose an orthonormal frame
{nβ}nβ=1 in a neighborhood of x0 such that ∇⊥nβ(x0) = 0 for all β. Choose a
normal coordinate system around x0, F : Ω → F−11 (Rn+m \ BR4), such that Ω
is an open set in Rm containing the origin, F (0) = x0, 〈∂iF (0), ∂jF (0)〉 = δij ,
and ∂2ijF (0) = A
β
ij(0)n
β . Since the shrinker F2 can be written as a graph over
F1 outside of BR4 ⊂ Rn+m, we have a parametrization of F2 near the point y0 =
x0 + V
β(x0)nβ(x0) given by
F˜ : Ω→ U ⊂ F−12 (Rm+n \K), y0 ∈ U
F˜ (p) = F (p) + V β(p)nβ(p), p ∈ Ω
We differentiate in the coordinates (xk)
m
k=1 on Ω ⊂ Rm to find the tangent vectors
to the shrinker F2.
∂iF˜ = ∂iF + ∂iV
βnβ + V
β∂inβ
= ∂iF + ∂iV
βnβ − V βAβik∂kF,(3.21)
where β = 1, . . . , n and k = 1, . . . , n. The second fundamental form of F˜ at 0 is the
normal component of ∂2ijF˜ . We first determine the values of ∂
2
ijF˜ and 〈∂2ij F˜ , ∂lF˜ 〉.
∂2ijF˜ = ∂
2
ijF + ∂
2
ijV
βnβ + ∂jV
β∂inβ
− ∂iV βAβjk∂kF − V β∂iAβjk∂kF − V βAβikAαjknα
= Aαijnα + ∂
2
ijV
βnβ − ∂jV βAβik∂kF
− ∂iV βAβjk∂kF − V β∂iAβjk∂kF − V βAβikAαjknα
= Aβijnβ + ∂
2
ijV
βnβ − (∂jV βAβik + ∂iV βAβjk)∂kF +Q(x0, V,DV ),
such that |Q(x0, V,DV )| ≤ C4|F1(x0)|−2(|V | + |F1(x0)|−1|DV |). In the last line,
we used the asymptotics from Lemmas 3.9 and 2.6 to collect the higher order terms
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in Q. We now calculate the metric tensor with respect to the coordinate chart F˜ .
g˜ij = ∂iF˜ · ∂jF˜
= (∂iF + ∂iV
βnβ − V βAβik∂kF ) · (∂jF + ∂jV βnβ − V αAαjl∂lF )
= δij − V βAβjlδil − V βAβikδjk + V βV αAαikAβjlδkl
= δij − 2〈V,Aij〉+Qij(x0, V,DV ),
where |Qij(x0, V,DV )| ≤ C4|F1(x0)|−3(|V |+ |DV |). We now calculate the inverse
(g˜ij) up to quadratic error. This reduces to inverting I − (2〈V,Aij〉)ij , where
S = (2〈V,Aij〉)ij is a symmetric matrix by the symmetry of the second fundamental
form. Let
p(x) =
m∑
k=0
akx
k = xm + tr(S)xm−1 + · · ·+ det(S)
be the characteristic polynomial of S. The inverse (I+S)−1 has the following form:
(I + S)−1 =
( m∑
j=0
(−1)jaj
)−1(
−
m−1∑
k=0
[m−1−k∑
j=0
(−1)jaj+k+1
]
Sk
)
We use the fact that Sk = (Qij(x0, V,DV ))ij for k ≥ 2 and aj = Q(x0, V,DV ) for
j ≤ m− 2, to obtain
(I + S)−1 =
(
((−1)m + (−1)m−1 tr(S))I + ((−1)m−1 + (−1)m−2 tr(S))S)(
(−1)m + (−1)m−1 tr(S))
+ (Qij(x0, V,DV ))ij
= I − S + (Qij(x0, V,DV ))ij
Thus, we obtain g˜ij = δij + 2〈V,Aij〉 +Qij(x0, V,DV ). Now we can calculate the
tangential components of ∂2ij F˜ .
(∂2ij F˜ )
T = g˜lm(∂2ij F˜ · ∂lF˜ )∂mF˜
= g˜lm(((Aβij + ∂
2
ijV
β)nβ − (∂jV βAβik + ∂iV βAβjk)∂kF ) · ∂lF˜ )∂mF˜
+Q(x0, V,DV )
= g˜lm
(
(Aβij + ∂
2
ijV
β)∂lV
β − ∂jV βAβil − ∂iV βAβjl
)
∂mF˜ +Q(x0, V,DV )
=
(
Aβij∂lV
β − ∂jV βAβil − ∂iV βAβjl
)
∂lF˜ +Q(x0, V,DV )
=
(
Aβij∂lV
β − ∂jV βAβil − ∂iV βAβjl
)
∂lF +Q(x0, V,DV )
The last three equalities come from substitution with (3.21) and absorbing higher
order terms into Q. Putting everything together, we find the normal component of
∂2ijF˜ :
(∂2ij F˜ )
N = ∂2ijF˜ − (∂2ij F˜ )T
= Aβijnβ + ∂
2
ijV
βnβ − (∂jV βAβik + ∂iV βAβjk)∂kF
− (Aβij∂lV β − ∂jV βAβil − ∂iV βAβjl)∂lF +Q(x0, V,DV )
= Aβijnβ + ∂
2
ijV
βnβ −Aβij∂lV β∂lF +Q(x0, V,DV )(3.22)
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Next we calculate the normal component of the position vector F˜ . First find the
tangential component
F˜T = g˜kl(F˜ · ∂kF˜ )∂lF˜ = g˜kl
(
(F + V βnβ) · (∂kF + ∂kV αnα − V αAαkm∂mF )
)
∂lF˜
= g˜kl
(
F k + ∂kV
αFα + V β∂kV
αδαβ − V αAαkmFm
)
∂lF˜
=
(
F l + ∂lV
αFα + V α∂lV
α − V αAαlmFm
)
∂lF˜
+ 2V βAβkl(F
k + ∂kV
αFα + V β∂kV
β − V αAαkmFm
)
∂lF˜
+Q(x0, V,DV )
= F l∂lF + F
l∂lV
βnβ − V βAβlmF l∂mF + ∂lV βF β∂lF
− V βAβlmFm∂lF + 2V βAβklF k∂lF +Q(x0, V,DV )
= (F l + ∂lV
βF β)∂lF + F
l∂lV
βnβ +Q(x0, V,DV )
Note that in the fourth equality, the fact that |FN | = 2|H | is used to absorb
∂ℓV
αFα∂ℓV
βnβ into Q(x0, V,DV ). Thus,
F˜N = F˜ − F˜T
= FN + V βnβ − ∂lV βF β∂lF − F l∂lV βnβ +Q(x0, V,DV )(3.23)
Since F˜ is a self-shrinker, we can substitute (3.22) and (3.23) into the self-shrinker
equation.
HF˜ = g˜
ij(∂2ij F˜ )
N = −1
2
F˜N(3.24)
g˜ij(Aβijnβ + ∂
2
ijV
βnβ −Aβij∂lV β∂lF )
= −1
2
(
FN + V βnβ − ∂lV βF β∂lF − F l∂lV βnβ
)
+Q(x0, V,DV )
HβFnβ + ∂
2
iiV
βnβ −HβF∂lV β∂lF
= −1
2
FN − 1
2
V βnβ − ∂lV βHβF∂lF +
1
2
F l∂lV nβ +Q(x0, V,DV )
∂2iiV
βnβ = −1
2
V βnβ +
1
2
F l∂lV
βnβ +Q(x0, V,DV )
Note that ∇⊥∂knβ(x0) = 0 and that gkl(x0) = ∂kF (0) · ∂lF (0) = δkl. We can
rewrite the final equality at the point x0 as
∆⊥V − 1
2
∇⊥FT V +
V
2
+Q(x0, V,∇⊥V ) = 0
This concludes the proof of the lemma. 
We now prove that the analogous equation holds for self-expanders.
Corollary 3.25. Suppose that F1 and F2 are self-expanders asymptotic to the
same asymptotic cone C. All the previous conclusions of Sections 2 and 3 for self-
shrinkers up to but not including Lemma 3.18 apply to expanders F1 and F2. Let σ
be a section of the normal bundle NM1,R4. Define a linear operator acting on such
sections σ at a point x ∈M1,R4
L+0 σ = ∆⊥σ +
1
2
∇⊥F1(x)T σ,
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where ∆⊥ and ∇⊥ are the Laplacian and covariant derivative on the normal bundle
respectively. Let V be the section of NM1,R4 given in Lemma 3.7. There exists
C4 > 0 such that at any x0 ∈M1,R4 , the following equation is satisfied.
(3.26) (L+0 −
1
2
)V +Q(x0, V,∇⊥V ) = ∆⊥V −1
2
∇⊥F1(x0)T V +
V
2
+Q(x0, V,∇⊥V ) = 0
where F1(·)T is a vector field of TM1,R4 and the function Q satisfies the inequality
(3.27) |Q(x, V,∇⊥V ))| ≤ C4|x|−2(|V |+ |x|−1|∇⊥V |).
Proof. To see that the properties for shrinkers proved in Sections 2 and 3 apply also
to expanders, notice that all the estimates in Section 2 depend only on the relations
|H | ≃ |F⊥| and |(∂tF )⊥| = |H |, which apply equally to shrinkers and expanders.
To prove the rest of the corollary, we follow the proof of Lemma 3.18 until (3.24)
which is the first time the self-shrinker equation is explicitly used. At this step, we
instead plug in the self-expander equation:
HF˜ = g˜
ij(∂2ij F˜ )
N =
1
2
F˜N
g˜ij(Aβijnβ + ∂
2
ijV
βnβ −Aβij∂lV β∂lF )
=
1
2
(
FN + V βnβ − ∂lV βF β∂lF − F l∂lV βnβ
)
+Q(x0, V,DV )
HβFnβ + ∂
2
iiV
βnβ −HβF∂lV β∂lF
=
1
2
FN +
1
2
V βnβ − ∂lV βHβF∂lF −
1
2
F l∂lV nβ +Q(x0, V,DV )
∂2iiV
βnβ =
1
2
V βnβ − 1
2
F l∂lV
βnβ +Q(x0, V,DV )
Arguing as before, we obtain
∆⊥V +
1
2
∇⊥FT V −
V
2
+Q(x0, V,∇⊥V ) = 0,
proving the corollary. 
4. Unique Continuation on Weakly Conical Ends
In the second half of the paper, we prove a unique continuation result for higher
codimension self-shrinking ends asymptotic to a cone. We do this by extending to
the vector-valued case a recent result [BE] of Jacob Bernstein on the asymptotic
structure of almost eigenfunctions of drift Laplacians on conical ends.
A weakly conical end is a triple (Σ, g, r) consisting of a smooth m-dimensional
manifold, Σ, with m ≥ 2, a C1-Riemannian metric, g and a proper unbounded C2
function r : Σ → (RΣ,∞) where RΣ ≥ 1, and such that there is a constant Λ ≥ 0
with the property that
(4.1) ||∇gr| − 1| ≤ Λ
r4
≤ 1
2
and |∇2gr2 − 2g| ≤
Λ
r2
≤ 1
2
.
We consider the tuple (B, p,Σ, h,∇), which represents a vector bundle B over Σ
with metric h, compatible metric connection ∇, and projection p. We can define
the drift Laplacian with respect to ∇ by
L0 = ∆− r
2
∇∇gr.
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A section V ∈ C2(Σ;B) is an almost eigensection if it satisfies
|(L0 + λ)V | ≤Mr−2(|V |+ |∇V |)
Our generalization of [BE, Theorem 1.2] to almost eigensections of vector bundles
over weakly conical ends is the following:
Theorem 4.2. If (Σm, g, r) is a weakly conical end, (B, p,Σ, h,∇) is a vector
bundle over Σ with a metric connection ∇, and V ∈ C2(Σ;B) is a section that
satisfies
|(L0 + λ)V | ≤Mr−2(|V |+ |∇V |) and
∫
Σ
(|∇V |2 + |V |2)r2−4λe− r
2
4 <∞,
then there are constants R0 and K0, depending on V , so that for any R ≥ R0∫
{r≥R}
(
|V |2 + r2|∇V |2 + r4
∣∣∣∣∇∂rV − 2λr V
∣∣∣∣
2)
r−1−m−4λ ≤ K0
Rm+4λ
∫
r=R
|V |2
Moreover, V is asymptotically homogeneous of degree 2λ and tr2λ∞ V = a for some
section a ∈ H1(L(Σ);B|L(Σ)) that satisfies α2 = limρ→∞ ρ1−m−4λ
∫
{r=ρ} |V |2 =∫
L(Σ) |a|2 and,∫
{r≥R}
(
|V |2 + r2(|V −A|2 + |∇V |2) + r4
∣∣∣∣∇∂rV − 2λr V
∣∣∣∣
2)
r−2−m−4λ ≤ K0α
2
R2
.
Here A ∈ H1loc(Σ;B) is the leading term of V and L(Σ) is the link of the asymptotic
cone.
The proof of Theorem 4.2 is almost identical to the proof of Theorem 1.2 in
[BE]. However, it is necessary to prove several preliminary estimates and lemmas
in the vector-valued case before Bernstein’s arguments can be directly applied. We
introduce some of the basic notation and terminology from [BE], prove the missing
results, and indicate their scalar-valued analogues in the original paper. After
substituting these modified results, one can follow Bernstein’s proofs directly. Note
that if a proposition or proof is not included in the sequel, we implicitly assume
that it can be extended to the vector-valued case essentially without modification.
4.1. Basic Definitions and Estimates. We now introduce some notation and
facts about weakly conical ends from [BE]. The first condition in (4.1) ensures that
r has no critical points for sufficiently large ρ ∈ (RΣ,∞) and r is proper. Thus
the level sets Sρ = r
−1(ρ) are compact C2-regular hypersurfaces foliating Σ. Let
L(Σ) = SRL = SRΣ+1 be the link of Σ. Notice that the bound on ∇gr guarantees
that L(Σ) has the same topological type as any other Sρ.
For any R ≥ RΣ, let
ER = {p : r(p) > R}
and for R2 > R1 ≥ RΣ define the annuli
AR2,R1 = ER1 \ E¯R2 .
Define three important C1 vector fields on Σ:
∂r = ∇gr , N = ∇gr|∇gr| , and X = r
∇gr
|∇gr|2 .
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We state the following identities without proof. Derivations can be found in Section
2 of [BE]. The divergences of these three vector fields are
(4.3) divg ∂r = divgN =
m− 1
r
+O(r−3) and divgX = m+O(r−2).
The asymptotics of the Hessian are
(4.4) ∇2gr =
g − dr ⊗ dr
r
+O(r−3).
For any C1 vector fields Y,Z ∈ Γ(TΣ)
(4.5) Y|∇gr|2 = O(|Y|r−3)
(4.6) g(∇YX,Z) = g(Y,Z) +O(|Y||Z|r−2)
If ASρ and HSρ are the second fundamental form and mean curvature of Sρ, then
(4.7) ASρ = ρ
−1gSρ +O(ρ
−3), HSρ =
m− 1
ρ
+O(ρ−3).
For any τ ≥ 1 let
Πτ : Σ→ EτRΣ
be the time ln τ flow of X on Σ. As X · r = r, Πτ (Sρ) = Sτρ and Πτ (Eρ) = Eτρ.
The restriction Πτ to the link L(Σ) is a diffeomorphism πτ : L(Σ) → SτRL . Let
g(τ) be the C1-Riemannian metric induced by g on Sτ . Take the limit C
0-metric
on L(Σ),
gL = lim
τ→∞
π∗τ (r
−2g(τ)).
This limit metric on the link extends to a C0 cone metric on Σ. Let gτ = τ
−2Π∗τg:
gC = lim
τ→∞
gτ = dr
2 + r2gL.
The C0-Riemannian cone (Σ, gC) with link (L(Σ), gL) is the asymptotic cone of
(Σ, g, r). Let dµC , dµgτ , dµg be the densities associated to the metrics gC , gτ , g
respectively. For any compact set K ⊂ Σ there is a τ0 = τ0(K) so that for any
W ∈ C1(K;B) and any τ ≥ τ0,
(4.8)
1
2
∫
K
|W |2dµC ≤
∫
K
|W |2dµgτ ≤
∫
K
|W |2Π∗τ (r−mdµg) ≤ 2
∫
K
|W |2dµC
and
(4.9)
1
2
∫
K
|∇CW |2dµC ≤
∫
K
|∇CW |2dµgτ ≤ 2
∫
K
|∇CW |2dµC
We define the pullback of a section of a vector bundle as follows. Let G ∈
L2loc(Σ;B; dµg) be a section, and also denote by G a choice of pointwise a.e. rep-
resentative of the equivalence class [G]. Then, we define the pullback of G at the
point p by the flow Πτ as follows:
Π∗τG(p) = PΠt(p),τ (G(Πτ (p))) ∈ Bp,
where Pc,t is defined as the parallel transport from the fiber of B above c(t) to the
fiber above c(0) along the path c : (a, b) → Σ. Since Πt(p) is a regular path for
fixed p, this operation is well defined.
A section F ∈ L2loc(Σ;B; dµC) is homogeneous of degree d if, for all τ ≥ 1, r−dF
is preserved by the pullback–that is, Π∗τ (r
−dF ) = r−dF . If F is homogeneous of
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degree d, the restriction r−dF to L(Σ) is a well-defined L2 section of the bundle B
restricted to the link L(Σ). We call this restriction the degree d trace of F .
f = trd(F )
A section G ∈ L2loc(Σ;B; dµg) is called asymptotically homogeneous of degree d if
lim
τ→∞
Π∗τ (r
−dG) = r−dF in L2loc(Σ;B; dµC)
where F is a homogeneous section of degree d. The section F on the limit cone is
called the leading term of G. The trace at infinity of G is defined to be the degree
d trace of the leading term F .
trd∞(G) = tr
d(F ).
4.2. Extension to the Case of Almost Lµ-harmonic Sections. Let (Σm, g, r)
be a weakly conical end of dimension m, and let (B, p,Σ, h,∇) be a vector bundle
of rank n over Σ with projection map p, bundle metric h, and metric connection
∇. Define the weight function
Φµ : R
+ → R+, Φµ(t) = tµe− t
2
4
As in [BE], we will write Φµ(p) instead of Φµ(r(p)). The associated drift Laplacian
on sections V ∈ Γ(B) will be
LµV = ∆V − r
2
∇∂rV +
µ
r
∇∂rV,
where ∆ is the trace with respect to g of the double covariant derivative ∇2 on the
vector bundle B. Almost Lµ-harmonic sections are sections that satisfy
(4.10) |LµV |h ≤Mr−2(|V |h + |∇V |h),
where V and ∇V are contracted with respect to the tensors hαβ and hαβgij , re-
spectively. As is standard, coordinates on the base Σ will be given by Latin indices,
and coordinates in the fibers Bx will be given by Greek indices. In the rest of the
paper, we suppress the mention of specific metric tensors unless ambiguity arises.
As a preliminary, we must define appropriate function spaces for our analysis.
For any R > RΣ, let C
l(E¯R;B) be the space of l-times differentiable sections of B
defined on ER. Consider the weighted L
2 norms on sections in Cl(E¯R;B):
||V ||2µ = ||V ||2µ,0 =
∫
E¯R
|V |2Φµ
and
||V ||2µ,1 = ||V ||2µ + ||∇V ||2µ =
∫
E¯R
(|V |2 + |∇V |2)Φµ.
Let Clµ(E¯R;B) and C
l
µ,1(E¯R;B) be the space of l-times differentiable sections such
that ||V ||µ <∞ and ||V ||µ,1 <∞ respectively.
Fix R > RΣ and a section V ∈ C2(E¯R;B). For each ρ > R, define the boundary
L2 norm
B(ρ) =
∫
Sρ
|V |2|∇gr| and Bˆµ(ρ) = Φµ(ρ)B(ρ),
and define the flux
F (ρ) =
∫
∂Eρ
〈V,∇−NV 〉 = −
∫
Sρ
〈V,∇∂rV 〉
|∇gr| and Fˆµ(ρ) = Φµ(ρ)F (ρ).
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The following quotient is the associated frequency function.
N(ρ) =
ρF (ρ)
B(ρ)
=
ρFˆµ(ρ)
Bˆµ(ρ)
If u ∈ C2µ,1(E¯R;B), then define the weighted Dirichlet energy
Dˆµ(ρ) =
∫
E¯ρ
|∇V |2Φµ and Dµ(ρ) = Φµ(ρ)−1Dˆµ(ρ).
The corresponding frequency function is
Nˆµ(ρ) =
ρDˆµ(ρ)
Bˆµ(ρ)
=
ρDµ(ρ)
B(ρ)
.
Set
Lˆµ(ρ) =
∫
Eρ
〈V,LµV 〉Φµ and Lµ(ρ) = Φµ(ρ)−1Lˆµ(ρ)
If LµV ∈ C0µ(E¯R;B), as it is when V ∈ C2µ,1(E¯R;B) is almost Lµ-harmonic, we can
apply integration by parts for tensor fields and obtain
Lˆµ(ρ) =
∫
Eρ
〈V,LµV 〉Φµ
=
∫
Eρ
〈ΦµV,∆V 〉+
∫
Eρ
〈V,− r
2
∇∂rV +
µ
2
∇∂rV 〉Φµ
= −
∫
Eρ
〈∇(ΦµV ),∇V 〉 −
∫
Sρ
〈V ⊗N∗,∇V 〉Φµ
+
∫
Eρ
〈V,− r
2
∇∂rV +
µ
r
∇∂rV 〉Φµ
= −
∫
Eρ
〈dΦµ ⊗ V,∇V 〉 −
∫
Eρ
〈∇V,∇V 〉Φµ
+Φµ(ρ)
∫
Sρ
〈V,∇−NV 〉+
∫
Eρ
〈V,− r
2
∇∂rV +
µ
r
∇∂rV 〉Φµ
= −
∫
Eρ
(
µ
r
− r
2
)
〈V,∇∂rV 〉Φµ − Dˆµ(ρ) + Fˆµ(ρ)
+
∫
Eρ
〈V,− r
2
∇∂rV +
µ
r
∇∂rV 〉Φµ
= −Dˆµ(ρ) + Fˆµ(ρ)
This yields the useful identities
(4.11) Fˆµ(ρ) = Dˆµ(ρ) + Lˆµ(ρ) and F (ρ) = Dµ(ρ) + Lµ(ρ).
We prove a Poincare´ inequality analogous to [BE, Proposition 3.1].
Proposition 4.12. There is an RP = RP (Λ, µ,m) so that if R ≥ RP and V ∈
C2µ,1(E¯R;B), then ∫
E¯R
|V |2Φµ ≤ 32
R2
Dˆµ(R) +
16
R
Bˆµ(R)
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Proof. Define a tangential vector field W(p) = r(p)|V (p)|2Φµ(p)N(p). Take its
divergence:
divgW = r|V |2Φµ divg(N) + 〈∇g(r|V |2Φµ),N〉
By identity (4.3) the first summand can be rewritten as
r|V |2Φµ divg(N) = r|V |2Φµ
(
m− 1
r
+O(r−3)
)
= (m− 1)|V |2Φµ + |V |2ΦµO(r−2)
Expand the second summand
〈∇(r|V |2Φµ),N〉 = 〈∇gr,N〉|V |2Φµ + 〈∇gr,N〉r
(
µ
r
− r
2
)
Φµ|V |2 + rΦµ2h(∇NV, V )
= |∇gr||V |2Φµ + |∇gr|
(
µ− r
2
2
)
Φµ|V |2 + rΦµ2h(∇NV, V )
= (1 +O(r−4))
(
1 + µ− r
2
2
)
|V |2Φµ + rΦµ2h(∇NV, V )
=
(
1 + µ− r
2
2
)
|V |2Φµ + |V |2ΦµO(r−2;µ) + rΦµ2h(∇NV, V )
Combining the two summands, we obtain
divgW = (m−1)|V |2Φµ+
(
1+µ− r
2
2
)
|V |2Φµ+rΦµ2h(∇NV, V )+|V |2ΦµO(r−2;µ)
We use Cauchy-Schwartz for h and the absorbing inequality to estimate
rΦµ2h(∇NV, V ) ≤ rΦµ2|∇NV |h|V |h
≤ r
2|V |2Φµ
4
+ 4|∇NV |2Φµ
≤ r
2|V |2Φµ
4
+ 4|∇V |2Φµ,
Combining terms, we obtain
divgW ≤ (m+ µ)|V |2Φµ − r
2
4
|V |2Φµ + 4|∇V |2Φµ + |V |2ΦµO(r−2;µ)
For R > RP sufficiently large, the r
2 term will dominate, and the following inequal-
ity holds
divgW ≤ 4|∇V |2Φµ − r
2
8
|V |2Φµ.
As V ∈ C2µ,1(E¯R), the proposition follows immediately from the divergence theorem.

Next, we derive the formula for the derivative of the boundary L2 norm B(ρ),
which should be compared to [BE, Lemma 3.2].
Lemma 4.13. We have
B′(ρ) =
m− 1
ρ
B(ρ)− 2F (ρ) + B(ρ)O(ρ−3)
and
Bˆ′µ(ρ) =
m+ µ− 1
ρ
Bˆµ(ρ)− ρ
2
Bˆµ(ρ)− 2Fˆµ(ρ) + Bˆµ(ρ)O(ρ−3)
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Proof. Calculate the first variation with respect to the vector field r−1X. Let
ν(s) = (det g(x+ sr−1X))1/2(det g(x))−1/2.
d
ds
B(ρ+ s)
∣∣∣∣
s=0
=
d
ds
∣∣∣∣
s=0
∫
Sρ
|V (x+ sr−1X)|2|∇gr|(x + sr−1X)ν(s)dV olSρ
=
∫
Sρ
2〈V,∇r−1XV 〉|∇gr|dV olSρ +
∫
Sρ
|V |2g(∇|∇gr|, r−1X)dV olSρ
+
∫
Sρ
|V |2|∇gr|g(r−1X,N)HSρdV olSρ
=
∫
Sρ
2〈V,∇NV 〉dV olSρ +
∫
Sρ
|V |2
2|∇gr|g(∇|∇gr|
2, r−1X)dV olSρ
+
∫
Sρ
|V |2|∇gr|g(r−1X,N)HSρdV olSρ
= −2F (ρ) + m− 1
ρ
B(ρ) +O(ρ−3)B(ρ)
+
1
2
∫
Sρ
|V |2g(∇|∇gr|2, r−1X)|∇gr|−1dV olSρ
= −2F (ρ) + m− 1
ρ
B(ρ) +O(ρ−3)B(ρ)
We use (4.7) in the fourth equality and (4.5) in the final equality. This completes
the proof. The second identity follows immediately. 
Now we compute the rate of change of the weighted Dirichlet energy Dˆµ(ρ),
analogous to [BE, Proposition 4.2].
Proposition 4.14. If V ∈ C2µ,1(E¯R;B), LµV ∈ C0µ(E¯R;B) and ρ ≥ R, then
Dˆ′µ(ρ) = −
2
ρ
∫
E¯ρ
〈∇XV,LµV 〉Φµ − 2
∫
Sρ
|∇NV |2
|∇gr| Φµ +
(
m+ µ− 2
ρ
− ρ
2
)
Dˆµ(ρ)
− 1
ρ
∫ ∞
ρ
tDˆµ(t)dt+O(ρ
−3)Dˆµ(ρ)
Proof. By the coarea formula,
Dˆµ(ρ) =
∫ ∞
ρ
Φµ(σ)
∫
Sσ
|∇V |2
|∇gr| dVSσdσ.
Differentiating once and applying (4.3) yields
Dˆ′µ(ρ) = −Φµ(ρ)
∫
Sρ
|∇V |2
|∇gr| dVSρ = ρ
−1
∫
Sρ
|∇V |2Φµ(r)g(X,−N)
=
1
ρ
∫
Eρ
divg(|∇V |2Φµ(r)X)
=
1
ρ
∫
Eρ
(
m+ µ− r
2
2
+O(r−2)
)
|∇V |2Φµ +∇X|∇V |2Φµ
We analyze the last summand. By metric compatibility with covariant differentia-
tion,
∇X〈∇V,∇V 〉 = 2〈∇X(∇V ),∇V 〉 = 2〈∇2V (X, ·),∇V 〉
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We derive a weighted Rellich-Necˇas identity for vector bundles to apply the di-
vergence theorem and extract an Lµ term from the Hessian term. We take the
divergence of the 1-form L(Y ) = 〈∇XV,∇Y V 〉 on the tangent bundle.
divg(〈∇X, V,∇V 〉Φµ) = gij(∇∂j 〈∇XV,∇∂iV 〉)Φµ + gij∇∂jΦµ〈∇XV,∇∂iV 〉
= gij(〈∇∂j (∇XV ),∇∂iV 〉+ 〈∇XV,∇∂j (∇∂iV )〉)Φµ
+ gij∇∂jΦµ〈∇XV,∇∂iV 〉
= gij(〈∇2(X, ∂j),∇∂iV 〉+ 〈∇∇∂jXV,∇∂iV 〉
+ 〈∇XV,∇2V (∂i, ∂j)〉+ 〈∇XV,∇Γkij∂kV 〉)Φµ
+ gij∇∂jΦµ〈∇XV,∇∂iV 〉
We identify the LµV term:
gij〈∇XV,∇2V (∂i, ∂j)〉Φµ + gij〈∇XV,∇Γkij∂kV 〉, )Φµ + g
ij∇∂jΦµ〈∇XV,∇∂iV 〉
= 〈∇XV,∆V 〉Φµ + (gij∂jr)
(
µ
r
− r
2
)
Φµ〈∇XV,∇∂iV 〉
= 〈∇XV,∆V 〉Φµ +
(
µ
r
− r
2
)
Φµ〈∇XV,∇∇grV 〉
= 〈∇XV,LµV 〉Φµ
We now have
divg(〈∇XV,∇V 〉Φµ) = 〈∇2V (X, ·),∇V 〉Φµ + 〈∇XV,LµV 〉Φµ
+ gij〈∇∇∂jXV,∇∂iV 〉Φµ
To evaluate the final term, we calculate at a point p and assume that (xi)ni=1 are
normal coordinates centered at p, and we have a local geodesic frame {eα}kα=1 of
the fiber space, such that ∇∂ieβ(p) = 0, for all β = 1, . . . , n and i = 1, . . .m. Then,
at the point p, we find that
gij〈∇∇∂jXV,∇∂iV 〉 = δij〈∂jXk∂kV αeα, ∂iV βeβ〉
= ∂iX
kδαβ∂kV
α∂iV
β
=
k∑
α=1
g((∂iV
α∂iX
k)∂k, ∂kV
α∂k)
=
k∑
α=1
g(∇∇V αX,∇V α)
=
k∑
α=1
(
|∇V α|2g +O(r−2)|∇V α|2g
)
= |∇V |2 +O(r−2)|∇V |2,
where the second to last equality comes from equation (4.6). The Rellich-Necˇas
identity is
〈∇2V (X, ·),∇V 〉Φµ = divg(〈∇XV,∇V 〉Φµ)− 〈∇XV,LµV 〉Φµ
− |∇V |2Φµ −O(r−2)|∇V |2Φµ
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Plug this into our original expression and apply the divergence theorem.
Dˆ′µ(ρ) =
1
ρ
∫
Eρ
(
− 2〈∇XV,LµV 〉+ (m+ µ− 2)|∇V |2 − r
2
2
|∇V |2
)
Φµ
− 2
ρ
∫
Sρ
〈∇XV,∇NV 〉Φµ +O(ρ−3)Dˆµ(ρ)
=
1
ρ
∫
Eρ
(
− 2〈∇XV,LµV 〉+
(
ρ2
2
− r
2
2
)
|∇V |2Φµ
+
(
m+ µ− 2
ρ
− ρ
2
)
Dˆµ(ρ)− 2
∫
Sρ
|∇NV |2
|∇gr| Φµ +O(ρ
−3)Dˆµ(ρ).
Exactly as in [BE], one establishes using the coarea formula and Fubini’s theorem
that ∫ ∞
ρ
tDˆµ(t)dt =
∫
Eρ
(
r2
2
− ρ
2
2
)
|∇V |2Φµ
This completes the proof of the proposition. 
By replacing [BE, Proposition 4.2] and [BE, Lemma 3.2] by Lemma 4.13 and
Proposition 4.14 above, one can follow the proof of [BE, Corollary 4.3] exactly to
obtain the following corollary.
Corollary 4.15. If V ∈ C2µ,1(E¯R;B), LµV ∈ C0µ(E¯R;B) and B(ρ) > 0 at ρ ≥ R,
then,
Nˆ ′µ(ρ) =
−2 ∫Eρ〈∇XV +N(ρ)V,LµV 〉Φµ −
∫∞
ρ tDˆµ(t)dt
Bˆµ(ρ)
−
2
ρ
∫
Sρ
|∇XV +N(ρ)V |2|∇gr|Φµ
Bˆµ(ρ)
+ Nˆµ(ρ)O(ρ
−3)
With these results, one can directly apply the arguments on pp. 9-15 [BE] to
prove the crucial frequency decay estimates in [BE, Theorem 4.1] and [BE, Theorem
5.1], which we summarize here:
Theorem 4.16. If V ∈ C2µ+2,1(E¯R;B) satisfies (4.9) and is non-trivial, then
lim
ρ→∞ Nˆµ(ρ) = limρ→∞N(ρ) = 0.
Furthermore,
lim
ρ→∞
ρ2Nˆµ(ρ) = ξ[V ] ∈ [0,∞).
In particular, there is a ρ−1 ≥ R so that for ρ ≥ ρ−1 and ξ¯ = max{2ξ[u], 1},
Nˆµ(ρ) ≤ ρ−2ξ¯ ≤ 1 and (ξ[u]−K2)ρ−2 ≤ N(ρ) ≤ (ξ[u] +K2)ρ−1.
In order to prove the analogue of [BE, Theorem 6.1] for vector bundles, it remains
to prove a vector-valued version of [BE, Proposition A.1].
Proposition 4.17. If G ∈ C1(Σ;B) satisfies∫
ER
r−m|∇G|2 + r2−m|∇∂rG|2dµg ≤ α2R−2
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for all R ≥ RH , then G is asymptotically homogeneous of degree 0. Moreover, if F
is the leading term of G, then F ∈ H1loc(Σ;B) and∫
ER
r−m|F −G|2dµg ≤ 16α2R−2.
Proof. Let Gτ = Π
∗
τG, and take the covariant derivative at p with respect to the
velocity of the flow line Πτ (p), parametrized by τ . Since the flow Πτ is the log τ
flow of the vector field X, we have the following equality.
d
dτ
Gτ (p) =
d
dh
∣∣∣∣
h=0
Gτ+h(p)
= lim
h→0
PΠ1+t/τ (Πτ (p)),h(Gτ (Π1+hτ (p))) −Gτ (p)
h
= ∇ 1
τX
Gτ (p).
We show that covariant differentiation by 1τX commutes with pullback via the flow
diffeomorphism Πτ .
∇ 1
τX
Gτ (p) = lim
h→0
PΠ1+t/τ (Πτ (p)),h(Gτ (Π1+hτ (p))) −Gτ (p)
h
= lim
h→0
PΠ1+t/τ (Πτ (p)),h(PΠt(p),τ (G(Πτ (Π1+hτ (p))))) − PΠt(p),τ (G(Πτ (p)))
h
= lim
h→0
PΠt(p),τ (PΠ1+t/τ (Πτ (p)),h(G(Π1+hτ (Πτ (p)))))) − PΠt(p),τ (G(Πτ (p)))
h
= PΠt(p),τ
(
lim
h→0
PΠ1+t/τ (Πτ (p)),h(G(Π1+hτ (Πτ (p))))) −G(Πτ (p))
h
)
= PΠt(p),τ (∇ 1τXG(Πτ (p))) = Π
∗
τ (∇ 1τXG(p))
Let K = A¯ρ2,ρ1 ⊂ Σ and R′ ≥ R ≥ 1. The following application of Cauchy-
Schwartz and Fubini’s theorem establish that the sequence of pullbacks GR is
Cauchy in L2loc(Σ;B, µC).∫
K
|GR′ −GR|2dµC =
∫
K
∣∣∣∣
∫ R′
R
d
ds
Gsds
∣∣∣∣
2
dµC =
∫
K
∣∣∣∣
∫ R′
R
∇ 1
sX
Gsds
∣∣∣∣
2
dµC
=
∫
K
∣∣∣∣
∫ R′
R
1
s
Π∗s(∇XG)ds
∣∣∣∣
2
dµC ≤
(∫ R′
R
1
s2
ds
)(∫ R′
R
∫
K
|Π∗s(∇XG)|2dµCds
)
≤ 1
R
∫ R′
R
∫
K
Π∗s |∇XG|2dµCds
Note that in the last inequality, we used the fact that PΠt(p),τ is an isometry
from BΠτ (p) to Bp. By (4.8), there exists τ0(K) such that for s ≥ R ≥ τ0(K),
dµC ≤ 2Π∗s(r−mdµg). Thus,∫
K
|GR′ −GR|2dµC ≤ 2
R
∫ R′
R
∫
K
Π∗s|∇XG|2Π∗s(r−mdµg)ds
=
2
R
∫ R′
R
∫
Πs(K)
|∇XG|2r−mdµgds.
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Using the bounds on |∇gr| and the hypotheses of the proposition, for large R ≥ RH ,
∫
K
|GR′ −GR|2dµC ≤ 8
R
∫ R′
R
∫
E¯ρ1s
r2−m|∇∂rG|2dµgds
≤ 8α
2
ρ21R
3
∫ R′
R
1
s2
ds ≤ 8α
2
ρ21R
4
Thus, GR is Cauchy in L
2(K;B; dµC), and has a unique limit FK ∈ L2(K;B; dµC).
Since we can find this limit for the annuli Aρ2,ρ1 which form a compact exhaustion
of Σ, this shows that there is a limit F ∈ L2loc(Σ;B; dµC) such that
lim
R→∞
GR = F in L
2
loc(Σ;B; dµC)
We show that F is homogeneous of degree zero. For any τ ≥ 1,
Fτ = Π
∗
τF = Π
∗
τ lim
R→∞
GR = lim
R→∞
GτR = F.
Since Π∗τG
L2loc−−−→ F as τ →∞, G is asymptotically homogeneous of degree 0.
The proof of the second part of the theorem is identical to the analogous proof
in [BE]. 
Now that we have established the preceding results, the proof of [BE, Theorem
6.1] with the appropriate modifications suffices to prove the following theorem.
Theorem 4.18. If V ∈ C2µ+2,1(Σ;B) is a section that satisfies (4.10) then there
are constants R0 and K0, depending on V , so that for any R ≥ R0∫
E¯R
(
|V |2 + r2|∇V |2 + r4|∇∂rV |2
)
r−1−m ≤ K0
Rm
∫
SR
|V |2
Moreover, V is asymptotically homogeneous of degree 0 and tr0∞ V = a for some
section a ∈ H1(L(Σ);B|L(Σ)) that satisfies α2 = limρ→∞ ρ1−m
∫
Sρ
|V |2 = ∫
L(Σ)
|a|2
and, ∫
E¯R
(
|V |2 + r2(|V −A|2 + |∇V |2) + r4|∇∂rV |2
)
r−2−m ≤ K0α
2
R2
.
Here A ∈ H1loc(Σ) is the leading term of V and L(Σ) is the link of the asymptotic
cone.
In order to finish the proof of Theorem 4.2, we prove that almost eigensections of
Lµ corresponding to an eigenvalue λ can be transformed into almost eigensections
corresponding to a different eigenvalue λ + ν of another operator in the family,
Lµ−4ν . In particular, almost eigensections of L0 with negative eigenvalues −λ < 0
can be transformed into almost harmonic sections of the operator L4λ.
Before stating the proposition, we note that when we apply the operator Lµ
to sections of different bundles, we will assume that we are taking all covariant
derivatives with respect to the particular section to which we are applying it. In
particular, when we apply Lµ to scalar functions, we will assume that we are ap-
plying it to sections of the trivial bundle Σ×R endowed with the standard product
metric.
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Proposition 4.19. There is a constantM ′ =M ′(M,µ, ν, n,Λ) such that if (Σm, g, r)
is an asymptotically conical end with associated constant Λ, (B, p,Σ, h,∇) is a vec-
tor bundle of rank n over Σ with metric h, and V ∈ C2(Σ;B) satisfies
|(Lµ + λ)V | ≤Mr−2(|V |+ |∇V |)
then, Vˆ = r2νV satisfies
|(Lµ−4ν + λ+ ν)Vˆ | ≤M ′r−2(Vˆ + |∇Vˆ |).
Proof. We calculate directly, for arbitrary µ′ ∈ Z
Lµ′ Vˆ = Lµ′(r2νV )
= ∆(r2νV ) +
(
µ′
r
− r
2
)
∇∂r (r2νV )
= div(∇(r2νV )) +
(
µ′
r
− r
2
)
((∂rr
2ν )V ) + r2ν∇∂rV )
= div(2νr2ν−1dr ⊗ V + r2ν∇V ) +
(
µ′
r
− r
2
)
((∂rr
2ν)V ) + r2ν∇∂rV )
= 2νr2ν−1 tr(dr ⊗∇V ) + (∆r2ν)V + 2νr2ν−1 tr(∇r ⊗ V ) + r2ν∆V
+
(
µ′
r
− r
2
)
((∂rr
2ν)V ) + r2ν∇∂rV )
= r2νLµ′V + (Lµ′r2ν)V + 4νr2ν−1 tr(dr ⊗∇V )
= r2νLµ′V + (Lµ′r2ν)V + 4νr2ν−1∇∂rV
= r2νLµ′V + (Lµ′r2ν)V + r2ν 4ν
r
∇∂rV
= r2νLµ′+4νV + (Lµ′r2ν)V.
Note that a simple way to evaluate the trace tr(dr ⊗ ∇V ) is to calculate in a
coordinate system (r,x) around p ∈ Σ, where x is a local coordinate system on
Sr(p). Finally, we calculate
Lµ′r2ν = ∆gr2ν +
(
µ′
r
− r
2
)
∂rr
2ν
= div(2νr2ν−1∇gr) +
(
µ′
r
− r
2
)
2νr2ν−1|∇gr|2
= 2ν(2ν − 1)r2ν−2|∇gr|2 + 2νr2ν−1∆gr +
(
µ′
r
− r
2
)
2νr2ν−1|∇gr|2
= 2ν(2ν − 1)r2ν−2|∇gr|2 + 2νr2ν−1
(
n− 1
r
+O(r−3)
)
+
(
µ′
r
− r
2
)
2νr2ν−1|∇gr|2
= − r
2
(2νr2ν−1) +O(r−2+2ν ; ν, µ′) = −νrν +O(r−2+2ν ; ν, µ′)
Plug this into the previous calculation to obtain
Lµ′ Vˆ = r2νLµ′+4νV − νVˆ + Vˆ O(r−2; ν, µ′).
Finally, observe that ∇Vˆ = r2ν∇V + 2νr2ν−1dr ⊗ V , and so
r2ν |∇V | ≤ |∇Vˆ |+ 4|ν|
r
r2ν |V | = |∇Vˆ |+ 4|ν|
r
|Vˆ |
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Thus,
|(Lµ−4ν + λ+ ν)Vˆ | = |r2νLµV − νVˆ + Vˆ O(r−2; ν, µ′) + r2νλV + νVˆ |
= r2ν |(Lµ + λ)V |+ |Vˆ |O(r−2; ν, µ)
≤Mr−2(r2ν |V |+ r2ν |∇V |) + |Vˆ |O(r−2; ν, µ)
≤Mr−2(|Vˆ |+ |∇Vˆ |+ 4|ν|
r
|Vˆ |) + |Vˆ |O(r−2; ν, µ)
≤M ′r−2(|Vˆ |+ |∇Vˆ |)
This concludes the proof of the proposition. 
Proof of Theorem 4.2. Theorem 4.2 is an immediate consequence of Theorem 4.18
and Proposition 4.19. 
5. Unique Continuation on Self-Similar Ends
We begin by proving that the ends of asymptotically conical high codimension
self-shrinkers are weakly conical ends. We follow the method of proof in [BE,
Lemma 8.1] almost exactly, with a few modifications to extend the proof to the
case of high codimension.
Lemma 5.1. Let F : Mm → Rn+m be an asymptotically conical self-shrinker or
self-expander. There is a radius RF so that if g is the metric pulled back from R
n+m
by F to MRF and r(p) = |F (p)|, then (MRF , g, r) is a weakly conical end.
Proof. Lemma 2.6 implies that if RF > R1, the second fundamental form A ofMRF
satisfies
|A(p)| ≤ C1|F (p)|−1 = C1r(p)−1.
The self-shrinker/self-expander equation implies that there is C˜ > C1 such that
|FN (p)| = 2| ~H(p)| ≤ C|A(p)| ≤ C˜r(p)−1 < 1
2
.
Set RF large enough that C˜R
−1
F + C˜
2R−2F <
1
4 . Since |FN (p)| < 1/2 for |F (p)| >
RF ,
|FT (p)| ≥ 1/2|F (p)|
for p ∈MRF . We calculate
||∇gr(p)|− 1| =
∣∣∣∣ |F
T (p)|
|F (p)| − 1
∣∣∣∣ = |F (p)|
2 − |FT (p)|2
|F (p)|(|FT (p)|+ |F (p)|) ≤
|FN (p)|2
3
2 |F (p)|2
≤ C˜r−4 < 1
2
Note that we use the self-shrinker/self-expander equation in the second to last
inequality. Next, we confirm the estimate for the Hessian ∇2gr2. Observe that
∇r2 = 2r∇r = 2FT . Let X,Y be two tangential vector fields with respect to the
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shrinker/expander F .
∇2gr2(X,Y ) = ∇gX(∇Y r2)−∇g∇XY r2
= ∇gXg(Y, 2FT )− g(∇gXY, 2FT )
= ∇X〈Y, 2FT 〉Rn+m − 〈∇gXY, 2FT 〉Rn+m
= ∇X〈Y, 2F 〉Rn+m − 〈∇gXY, 2F 〉Rn+m
= 2〈Y,∇XF 〉Rn+m + 〈∇XY, 2F 〉Rn+m − 〈∇gXY, 2F 〉Rn+m
= 2〈Y,∇XF 〉Rn+m + 〈∇XY,−∇gXY, 2F 〉Rn+m
= 2g(X,Y ) + 2〈A(X,Y ), F 〉Rn+m
Thus,
|∇2gr2 − 2g| ≤ 2|FN ||A| ≤ C˜2r−2 <
1
2
.
We conclude that that (MRF , g, r) satisfies all the properties of a weakly conical
end. 
Lemma 5.2. If a self-shrinking end M2,K can be represented as a normal section
V over a self-shrinking end M1,R4 which satisfies both the decay estimates (3.10)
and ∣∣∣∣
(
L0 + 1
2
)
V (p)
∣∣∣∣ ≤M |F1(p)|−2(|V |+ |∇⊥V |),
then V is identically 0 and F1 and F2 coincide.
Proof. By Lemma 5.1, F1 is a weakly conical end and V is an almost eigensection
of L0 with eigenvalue 1/2. We may apply Theorem 4.2 to the almost eigensection V
and obtain that V is asymptotically homogeneous of degree 2λ = 1, that tr1∞ V =
a ∈ H1(L(Σ);B|L(Σ)), and that
(5.3)
∫
E¯R0
|V |2r−4−m ≤ K0
R20
||a||2L2(L(Σ);B|L(Σ)).
We claim that the leading term A of V is equal to 0. We test this by taking the
L2loc limit
lim
τ→∞
∫
K
|Π∗τ (r−1V )|2dµC = limτ→∞
∫
K
|(τr(p))−1PΠt(p),τV (Πτ (p))|2dµC
= lim
τ→∞
∫
K
(τr(p))−2|V (Πτ (p))|2dµC
≤ lim
τ→∞
C3
∫
K
(τr(p))−4dµC
≤ lim
τ→∞C4τ
−4µC(K) = 0.
The first inequality comes from the bound on V in Lemma 3.9. Thus, the leading
term A is equal to 0. This implies that the trace at infinity of V vanishes as well.
a = tr1∞(V ) = tr
1(A) = 0.
Plugging into inequality (5.3) implies that V is uniformly equal to 0 in the annular
region E¯R0 . That F1 and F2 coincide in their region of definition follows from the
analyticity of self-shrinkers. 
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Corollary 5.4. If a self-expanding endM2,K can be represented as a normal section
V over a self-expanding end M1,R4 which satisfies the estimates (3.10), (1.3), and∣∣∣∣
(
L+0 −
1
2
)
V (p)
∣∣∣∣ ≤M |F1(p)|−2(|V |+ |F1(p)|−1|∇⊥V |),
then V is identically 0 and F1 and F2 coincide.
Proof. By Lemma 5.1, F1 is a weakly conical end and V is an almost eigensection of
L+0 with eigenvalue −1/2. We may apply Theorem B.2 to the almost eigensection
V and obtain that Vˆ = Ψm+1V is asymptotically homogeneous of degree 0, that
tr0∞ Vˆ = aˆ ∈ H1(L(Σ);B|L(Σ)), and that
(5.5)
∫
E¯R′
0
|Vˆ |2r−2−m ≤ K0
R20
||aˆ||2L2(L(Σ);B|L(Σ)).
Observe that
lim
ρ→∞
ρ1−m
∫
Sρ
|Vˆ |2 =
∫
L(Σ)
|aˆ|2.
By (1.3) and the weakly conical end property, we calculate
ρ1−m
∫
Sρ
|Vˆ |2 = ρ1−mΨ2m+1(ρ)
∫
Sρ
|V |2
≤ ρ1−mΨ2m+1(ρ)Kρm−1distH(F1(M) ∩ ∂Bρ, F2(M) ∩ ∂Bρ)
≤ ρ1−mΨm+1(ρ)2ρ−m−3Φ0(ρ)o(1) = o(1)
This implies that ||aˆ||2L = 0, and thus that Vˆ = V = 0 on ER′0 . The analyticity of
self-expanders allows us to say that F1 and F2 coincide where defined. 
Proof of Theorem 1.1. By Corollary 3.8, a connected shrinker F with multiplicity
may be written as a section V of its own normal bundle satisfying the decay es-
timates (3.10) and the hypotheses of Theorem 4.2. By Lemma 5.2, the section V
is identically 0 and the k sheets of the k-fold covering space coincide. This im-
plies that the image of a shrinker F asymptotic to a cone C may be written as a
single valued normal section over the cone C. This gives a reparametrization of
F (M) \BR4 with multiplicity 1.
Let F1 and F2 be two shrinkers asymptotic to C which have been reparametrized
to have multiplicity 1 over C outside some ball BR. They are homeomorphic to
CR via the covering projections p1 and p2. By Proposition 3.7, Lemma 3.9, and
Lemma 3.18 outside some ball F2 can be written as a section V over F1 satisfying
the decay estimates (3.10) and the hypotheses of Theorem 4.2. By Lemma 5.2,
V ≡ 0 so F1 and F2 coincide. This concludes the proof of the theorem. 
Proof of Theorem 1.2. Corollary 3.8 cannot be used to reduce the multiplicity of
self-expanders, because the separation between the sheets of a single expander does
not necessarily satisfy condition (1.3). Thus, we consider case in which there is a
common subgroup G ≤ π1(C, x0) such that
G ≤ p1∗(π1(M1,R3 , x1)), G ≤ p2∗(π1(M2,R3 , x2))
and
[p1∗(π1(M1,R3 , x1)) : G], [p2∗(π1(M2,R3 , x2)) : G] <∞.
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and consider the covers F˜1 and F˜2 corresponding toG as in Remark 3.6. Proposition
3.7, Lemma 3.9, and Corollary 3.25 suffice to establish that in some annular region,
M˜2,K can be written as a normal section V over M˜1,R4 which satisfies the hypotheses
of Corollary 5.4 for expanders satisfying (1.3). Therefore, V vanishes and the
images of F˜1 and F˜2 coincide. Recall that the induced immersion F˜i is Fi ◦ Pi
the composition of the original immersion Fi : Mi,K → Rn+m and the covering
projection Pi : M˜i,K →Mi,K . Hence, the images of F1 and F2 coincide. 
Remark 5.6. If F1 and F2 are self-expanders satisfying the hypotheses of Theorem
1.2, then the coincidence of their images means they must converge to C with
the same “real” multiplicity after a reparametrization. In fact, the conclusion of
Theorem 1.2 implies that one of the ends Mi,K must evenly cover the other–thus,
the desired reparametrization can be found by taking quotients with respect to
deck transformations. In contrast to case of self-shrinkers, there may be many
families of self-expanders which converge non-trivially to the cone C with different
multiplicities.
A. Geometry in High Codimension
Here we collect a number of useful results that are used throughout the body of
the paper. First, we recall a useful basic estimate on high codimension graphs over
disks from the thesis of A. A. Cooper.
Lemma A.1. [CO, Lemma 2.1.2] Let f : Dmr → Rn be a C2 function on the disc
of radius r. Then
|D2f |2 ≤ (1 + |Df |2)3|A|2g,
where |A|g denotes the norm of the second fundamental from with respect to the
immersion metric of the associated graph x ∈ Dmr 7→ (x, f(x)) ∈ Dmr × Rn.
Remark A.2. The precise meaning of |A|g is as follows: Let {x1, . . . , xm} be coor-
dinates on Dmr and let {y1, . . . , yα} be coordinates on Rn. Let
gij = (~ei, Dxif) · (~ej , Dxjf)
and
gαβ = (−Dfα, ~eα) · (−Dfβ, ~eβ)
be metrics on the tangent and normal bundle respectively. If gij and gαβ denote
the inverse matrices to gij and gαβ respectively, then the the norm-squared |A|2g is
|A|2g =
∂2fα
∂xi∂xj
∂2fβ
∂xk∂xl
gαβgikgjl.
We restate the extension of this result for higher order terms, with an explicit
bound for the third derivative.
Lemma A.3. [CO, Lemma 2.1.3] For any ℓ ≥ 2, we can bound |Dℓf | in terms of
|Df |, |D2f |,..., |Dℓ−1f |, |∇ℓ−2A|g, and absolute constants depending on m,n, and
ℓ. In particular, for ℓ = 3,
|D3f | ≤ (1 + |Df |2)2|∇A|g +
(
2
√
2m+ 4
√
mn+ n
)|D2f |2|Df |
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B. Results for Self-Expanders
In this appendix, we collect a number of results from [BE] that allow us to
extend the arguments used to prove Theorem 1.1 for self-shrinkers to the case of
self-expanders in Theorem 1.2. To extend the proofs of these results for scalar
functions to vector bundles over weakly conical ends is in general straightforward
after either replacing the scalar functions |u| and |∇gu| with |V | and |∇V | or
imitating calculations performed in Section 4. Therefore, we omit proofs.
The operator L+0 appears in Corollary 3.25. It can be seen as one of a class of
operators
L+µ = ∆+
r
2
∇∂r +
µ
r
∇∂r
associated to the weights
Ψµ = r
µe
r2
4
Analogous to Proposition 4.19, the almost eigensections of L+µ can be transformed
into almost eigensections of an associated Lµ′ , for some µ′.
Proposition B.1. There is a constantM ′ =M ′(M,µ, ν, n,Λ) such that if (Σm, g, r)
is an asymptotically conical end with associated constant Λ, (B, p,Σ, h,∇) is a vec-
tor bundle of rank n over Σ with metric h, and V ∈ C2(Σ;B) satisfies
(1) |(Lµ + λ)V | ≤Mr−2(|V |+ |∇V |), then Vˆ = ΦµV satisfies∣∣∣∣
(
L+µ−2ν +
1
2
(n+m+ 2λ− ν)
)
Vˆ
∣∣∣∣ ≤M ′r−1(|Vˆ |+ r−1|∇Vˆ |)
(2) |(L+µ + λ)V | ≤Mr−2(|V |+ r−1|∇V |), then Vˆ = Ψµ(r)V∣∣∣∣
(
Lµ−2ν + 1
2
(−n−m+ 2λ+ ν)
)
Vˆ
∣∣∣∣ ≤M ′r−2(|Vˆ |+ |∇Vˆ |)
The proof is almost identical to that of [BE, Proposition 7.1], and all necessary
modifications for the vector bundle case can be found in Proposition 4.19. There-
fore, we may apply Theorem 4.18 to obtain the following theorem analogous to [BE,
Theorem 7.2].
Theorem B.2. If Vˆ = Ψm−2λV ∈ C24λ−2m+2,1(Σ;B) and V satisfies
|(L+0 + λ)V | ≤Mr−2(|V |+ r−1|∇V |)
then there are constants R′0 and K
′
0, depending on V , so that for any R ≥ R′0∫
E¯R
(
|Vˆ |2 + r2|∇Vˆ |2 + r4|∇∂r Vˆ |
)
r−1−m ≤ K
′
0
Rm
∫
SR
|Vˆ |2
Moreover, Vˆ is asymptotically homogeneous of degree 0 and tr0∞ Vˆ = aˆ for some
section aˆ ∈ H1(L(Σ);B|L(Σ)) that satisfies α2 = limρ→∞ ρ1−m
∫
Sρ
|Vˆ |2 = ∫L(Σ) |aˆ|2
and, ∫
E¯R
(
|Vˆ |2 + r2(|Vˆ − Aˆ|2 + |∇Vˆ |2) + r4|∇∂rV |2|
)
r−2−m ≤ K
′
0α
2
R2
.
Here Aˆ ∈ H1loc(Σ;B) is the leading term of Vˆ and L(Σ) is the link of the asymptotic
cone.
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The final result (analogous to [BE, Theorem 9.1]) needed to prove Theorem 1.2
tells us that the normal section V representing an expander satisfies the hypoth-
esis Ψm−2λV ∈ C24λ−2m+2,1(Σ;B) from Theorem B.2. The arguments of Section
9 in [BE] do not substantially change in the vector-valued case. The necessary
modifications to the proofs can be obtained by imitating the proof of the Poincare´
inequality in Proposition 4.12 and recalling the integration by parts formula used
in the derivation of identity (4.11).
Theorem B.3. If V ∈ C2(E¯R;B) satisfies
|(L+0 + λ)V | ≤Mr−1(|V |+ |∇V |) and B(ρ) = o(ρ−4λ+m−1), ρ→∞,
then Ψ0V ∈ C2µ′,1(E¯R;B) for any µ′.
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