Abstract
Introduction
The area of parallelizing compilers for distributedmemory multiprocessors (multicomputers) has seen considerable research activity during the last few years [2, 5, 13, 111. In this approach, the compiler accepts a program written in a sequential or EL shared-memory parallel language, and based on the programmerspecified partitioning of data, generates a parallel program to be executed on that machine. Thus the programmer is freed from the burden of managing communication among tasks explicitly.
Our use of the term "parallelizing compiler" , however, is somewhat misleading, because all parallelization decisions in these systems are really left to the programmer who specifies data partitioning. It is the method of data partitioning that determines when interprocessor communication takes place, and which of the independent computations actually get executed on different processors. The task of determining a good data partitioning scheme can be extremely difficult and tedious, and hence there is a need to automate this task. Finding the optimal data partitioning scheme automatically has been known to be a difficult problem. Various simple versions of it have been proved to be NP-hard [8, 61. Recently several researchers have addressed this problem of automatically determining a data partitioning scheme, or of providing help to the user in this task. Ramanujan and Sadayappan [lo] have worked on deriving data partitions for a restricted class of programs. They, however, concentrate on individual loops and strongly connected components rather than considering the program as a whole. Socha [12] presents techniques for data partitioning for singlepoint iterative programs. Balasundaram et al. [I] discuss an interactive tool that provides assistance to the user for data distribution. The key element in their tool is a performance estimation module, which is used to evaluate various alternatives regarding the distribution scheme. Li and Chen [SI address the issue of data movement between processors due to crossreferences between multiple distributed arrays. They also describe how explicit communication can be synthesized and communication costs estimated by analyzing reference patterns in the source program [7] . These estimates are used to evaluate different partitioning schemes. Most of these approaches have serious drawbacks associated with them. Some of them have a problem of restricted applicability, they apply only to programs that may be modeled as single, multiply nested loops.
Some others require a fairly exhaustive enumeration of possible data partitioning schemes, which may render the method ineffective for reasonably large problems. Clearly, any strategy for automatic data partitioning can be expected to work well only for applications with a regular computational structure and static dependence patterns that can be determined at compile time. However, even though there exists a significant class of scientific applications with these properties, there is no data to show the effectiveness of any of these methods on real programs. In this paper we present a novel approach, which we call the constraint-based approach, to the problem of automatic data partitioning. In this approach, the compiler analyzes each loop in the program, and based on performance considerations, identifies some constraints on the distribution of various data structures being referenced in that loop. There is a quality measure associated with each constraint that captures its importance with respect to the performance of the program. Finally, the compiler tries to combine constraints for each data structure in a consistent manner so that the overall execution time of the parallel program is minimized. We restrict ourselves to the partitioning of arrays.
Data Distribution
The abstract target machine we assume is a Ddimensional ( D is the maximum dimensionality of any array used in the program) grid of N I * N2 * . . . * ND processors. Such a topology can easily be embedded on almost any distributed memory machine. A processor is represented by the tuple (p1, pa, . . . , p~) ,
To make the notation describing replication of data simpler, we extend the representation of the processor tuple in the following manner. A processor tuple with an X appearing in the ith position denotes all processors along the ith grid dimension. Thus for a 2 * 2 grid of processors, the tuple ( 0 , X ) represents the processors (0,O) and (0, l), while the tuple ( X , X ) represents all the four processors. The scalar variables and small arrays used in the program are assumed to be replicated on all processors. For other arrays, we use a separate distribution function with each dimension to indicate how that array is distributed across processors. We refer to the kth dimension of an array A as Ak. Each array dimension Ak gets mapped to a unique dimension map(Ak), where the square parentheses surrounding mod Nmap(Ak) indicate that the appearance of this part in the expression is optional. At a higher level, the given formulation of the distribution function can be thought of as specifying the following parameters : (1) whether the array dimension is partitioned across processors or replicated, (2) method of partitioning -contiguous or cyclic, (3) the grid dimension to which the kth array dimension gets mapped, (4) the block size for distribution, i.e., the number of elements residing together as a block on a processor, and (5) the displacement applied to the subscript value for mapping.
Constraints on Data Distribution
The data references associated with each loop in the program indicate some desirable properties that the final distribution for various arrays should have. We formulate these desirable characteristics as constraints on the data distribution functions. Corresponding to each statement assigning values to an array in a parallelizable loop, there are two kinds of constraints, parallelization constraints and communication constraints. The former kind gives constraints on the distribution of the array appearing on the left hand side of the assignment statement. The distribution should be such that the array elements being assigned values in a parallelizable loop are distributed evenly on as many processors as possible, so that we get good performance due to exploitation of parallelism. The communication constraints try to ensure that the data elements being read in a statement reside on the same processor as the one that owns the data element being written into. The motivation can be explained by looking at the basic compilation rule [2] followed by all parallelization systems for multicomputers -the processor responsible for a computation is the one that owns the data item being assigned a value in that computation. Whenever a computation involves the use of a The constraints on the distribution of an array may specify any of the relevant parameters, such as the number of processors on which an array dimension is distributed, whether the distribution is contiguous or cyclic, and the block size of distribution. There are
Figure 1: Example illustrating the relationship between distributions two kinds of constraints on the relationship between distribution of arrays. One kind specifies the alignment between dimensions of different arrays. Two array dimensions are said to be aligned if they get distributed on the same processor grid dimension. The other kind of constraint on relationships formulates one distribution function in terms of the other for aligned dimensions. For example, the reference pattern shown in Figure 1 suggests that A1 should be aligned with B1, and A2 should be sequentialized. Secondly, it suggests the following distribution function for B1, in terms of that for A l .
Intuitively, the notion of constraints provides an abstraction of the significance of each lloop with respect to data distribution. The distribution of each array involves taking decisions regarding i i number of parameters, and each constraint specifies only the basic minimal requirements on distribution. Hence the parameters regarding the distribution of an array left unspecified by a constraint may be selected by combining that constraint with other constraints specifying those parameters. Each such combination leads to an improvement in the distribution scheme. However, different parts of the program may also impose conflicting requirements on the distribution of various arrays, in the form of constraints inconsistent with each other. In order to resolve those conflicts, we associate a measure of quality with each constraint. Depending on the kind of constraint, we use one of the following two quality measures -the penalty in execution time, or the actual execution time. For constraints which are finally either satisfied or not satisfied by the data distribution scheme (we refer to them as boolean constraints, an example of isuch a constraint is one specifying the alignment of two array dimenwe use the first measure which estimates the sions) pena ty paid in execution time if that constraint is not honored. For constraints specifying the distribution of an array dimension over a number of processors, we use the second measure which expresses the execution time as a simple function of the number of processors. Depending on whether a constraint afrects the amount of parallelism exploited or the interp rocessor communication requirement] or both, the expression for its quality measure has terms for the computation time, the communication time, or both.
Determining Constraints and their Quality Measures
The success of our strategy for data partitioning depends greatly on the compiler's ability to recognize data reference patterns in various loops of the program, and to record the constraints indicated by those patterns along with their quality measures. We limit our attention to statements that involve assignment to arrays, since all scalar variables are replicated on all the processors. operator, over a1 1 processors lying on the specified 
4.
If there are multiple references in the statement to an RHS array, identify the isomorphic references, namely, the references in which the subscripts corresponding to each dimension are of the same type. Determine the "adjustment" terms due to the remaining references that modify the communication terms obtained by considering one of the isomorphic RHS references together with the LHS reference in step 3.
Once all the communication terms representing the contributions of various loops and of various
loop-independent subscript pairs have been obtained, compose them together using an appropriate ordering, and determine the overall communication costs involved in executing the given assignment statement in the program.
Examples We now present some example program segments to show the kind of constraints inferred from the data references and the associated quality measures obtained by applying our methodology. If B1 is distributed cyclically, each processor needs to communicate all of its I ) elements to its two "neighboring" processors.
Distribute B2 in a contiguous manner. The analysis is similar to that for the previous case.
If B1 is distributed on N I > 1 processors, each processor needs to get elements on the "boundary" rows of the two neighboring processors.
Commn. Time = 2 * ( N I > l)Trunsfer(nl/NJ)
The given term indicates that a Transfer operation takes place only if the condition ( N I > 1 ) is satisfied.
e Sequentialize 132.
The analysis is similar to that for the previous case.
Commn. Time = 2 * ( N J > l ) T r a n s f e r ( n l / N I )
The above loop also has parallelization constraints associated with it. If C, indicates the estimated sequential execution time of the loop, by combining the computation time estimate given by the parallelization constraint with the communication time estimates given above, we get the following expression for execution time: 
Strategy for Data Partitioning
The basic idea in our strategy is to consider all constraints on distribution of various arrays indicated by the important segments of the program, and combine them in a consistent, manner to obtain the overall dat<a distribution. We resolve conflicts between mutually inconsistent constraints on the basis of their quality measures. The quality measures of constraints are often expressed in terms of ni (the number of elements along an arry dimension), and NI (the number of processors on which that dimension is distributed). To compare them numerically, we need to estimate the values of ni and N I . The value of na may be supplied by the user through an assertion, or specified in an interactive environment, or it may be estimated by the compiler on the basis of the army declarations seen in the program. The need for values of variables of the form NI poses a circular problem -. the values become known only after the final distribution scheme has been determined, and are needed at a stage when decisions about data distribution are being taken. We break this circularity by assuming init,ially that all array dimensions are distributed on an equal number of processors. Once enough decisions on data distribution have been taken so that for each boolean constraint we know whether it is satisfied or not, we start using expressions for execution time as functions of various N I , and determine their actual values so that the execution time is minimized. Our strategy for determining the data distribution scheme, given information about all the constraints, consists of the steps given below. Each step involves taking decisions about some aspect of the data distribution. In this manner, we keep building upon the partial information describing the data partitioning scheme until the complete picture emerges.
Determine the alignment of dimensions of various arrays:
This problem has been referred to as the component alignment problem by Li and Chen in [6] . They prove the problem NP-complete and give an efficient heuristic algorithm for it. We adapt their approach to our problem and use their algorithm to determine the alignment of array dimensions. An undirected, weighted graph called a component afinity graph CAG) is constructed represent dimensions of arrays. For every constraint on the alignment of two dimensions, an edge having a weight equal to the quality measure of the constraint is generated between the corresponding two nodes. The component alignment problem is defined as partitioning the node set of the CAG into D ( D being the maximum dimension of arrays) disjoint subsets so that the total weight of edges across nodes in different subsets is minimized, with the restriction that no two nodes corresponding to the same array are in the same subset. Thus the (approximate) solution to the component alignment problem indicates which dimensions of various arrays should be aligned. We can now establish a one-to-one mensions and a virtual dimension of the processor grid topology. Thus, the mapping of each array dimension to a virtual grid dimension becomes known at the end of this step.
Sequentialize array dimensions that need not be partitioned:
If in a given class of aligned dimensions, there is no array dimension which necessarily has to be distributed across more than one processor to get any speedup (this is determined by looking at all the parallelization constraints), we sequentialize all dimensions in that class. This can lead to significant savings in communication costs without any loss of effective parallelism.
Determine the following parameters for distribution along each dimension -contiguous/cyclic and relative block sizes:
For each class of dimensions that is not sequentialized, all array dimensions with the same number of elements are given the same kind of distribution, contiguous or cyclic. For all such array dimensions, we compare the sum total of quality measures of the constraints advocating contiguous distribution and those favoring cyclic distribution, and choose the one with the higher total quality measure. Thus a collective decision is taken on all dimensions in that class to maximize overall gains. If an array dimension is distributed over a certain number of processors in a contiguous manner, the block size is determined by the number of elements along that dimension. However, if the distribution is cyclic, we have some flexibility in choosing the size of blocks that get cyclically distributed. Hence, if cyclic distribution is chosen for a class of aligned dimensions, we look from the source program. T r, e nodes of the graph correspondence between each class of aligned di-
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at constraints on the relative block sizes pertaining to the distribution of various dimensions in that class. All such constraints may not be mutually consistent. Hence, the strategy we adopt is to partition the given class of aligned dimensions into equivalence sub-classes, where each member in a sub-class has the same block size. The assignment of dimensions to these sub-classes is done by following a greedy approach. The constraints implying such relationships between two distributions are considered in the non-increasing order of their quality measures. If any of the two concerned array dimensions has not yet been assigned to a sub-class, the assignment is done on the basis of their relative block sizes implied by that constraint. If both dimensions have already been assigned to their respective sub-classes, the present constraint is ignored, since the assignment must have been done using some constraint with a higher quality measure. Once all the relative block sizes have been determined using this heuristic, the smallest block size is fixed at one, and the related block sizes determined accordingly.
Determine the number of processors along each dimension: At this point, for each boolean constraint we know whether it has been satisfied or not. involves deciding whether to override the given distribution function for an array dimension to ensure that it is replicated rather than partitioned over processors in the corresponding grid dimension. We assume that there is enough memory on each processor to support replication of any array deemed necessary. (If this assumption does not hold, the strategy simply has to be modified to become more selective about choosing arrays or array dimensions for replication).
The second distribution function of a onedimensional array may be an integer constant, in which case each array element gets mapped to a unique processor, or may take the value X , signifying that the elements get replicated along that dimension. For each array, we look at the constraints corresponding to the loops where that array is being used. The array is a candidate for replication along the second grid dimension if the quality measure of some constraint not being satisfied shows that the array has ]to be multicast over that dimension. An example of such an array is the array B in the loop shown in Figure 1 , if A2 is not sequentialized. A decision favoring replication is taken only if each time the array is written into, the cost of all processors in the second grid dimension carrying out that computation is less than the sum of costs of performing that computation on a single processor and multicasting the result. Note that the cost for performing a computation on all processors can turn out to be less only if all the values needed for that computation are themselves replicated. For every one-dimensional array that is not replicated, the second distribution function is given the constant value of zero.
A decision to override the distribution function of an array dimension from partitioning to replication on a grid dimension is taken very sparingly. Replication is done only if no array element is written more than once in the program, and there are loops that involve sending values of elements from that array to processors along that grid dimension.
A simple example illustrating how ou,r strategy combines constraints across loops is shown in Figure 2 .
The first loop imposes constraints on the alignment of AI with B2, since the same variable is being used as a subscript in those dimensions. It also suggests sequentialization of A2 andl B1, so that regardless of the values of c1 and c2, the elements A(i, c1) and B(c2, i) may reside on the same processor. The second loop imposes a requirement that tlhe distribution of A be cyclic. The compiler recognizes that the range of the inner loop is fixed directly by the value of the outer loop index, hence there would be a serious imbalance of load on processors carrying out the partial summation unless the array is distributed cyclically. These constraints are all consistent with each other and get accepted in steps 1, 4 and 3 respectively, of our strategy. Hence finally, the combination of these constraints leads to the following distributions -row-wise cyclic for A , and column-wise cyclic for B.
In general, there cain be conflicts at each step of our strategy because of different constraints implied by various loops not being consistent with each other. Such conflicts get resolved on the basis of quality measures.
Results
We are currently in the process of implementing our approach using Parafrase-2 [9] (a source-to-source restructurer being developed at the University of Illinois) as our basic tool for identifying the dependencies in a program. Earlier, to determine the applicability of our proposed idem to real programs, we performed a study using five Fortran programs taken from the Linpack and Eispaclr libraries and the Perfect Benchmarks. We hand-siimulated our approach and found that reasonable constraints on data distribution could be identified for a large majority of the loops. Our strategy lead to the selection of good data partitioning schemes for these programs. These results are described in [3].
Conclusions;
We have presented a new approach, the constraintbased approach, to the problem of determining suitable data partitions for a program. Our approach is quite general, and can be applied to a large class of programs having reference patterns that can be analyzed at compile time. We have demonstrated the effectiveness of our approach for real-life scientific application programs. We feel that our major contributions to the problem of automatic data partitioning are :
The notion of constraints on data distribution:
Each constraint specifies only the basic minimal requirements on data distribution indicated by a loop. By avoidling over-specification of requirements, we are often able to combine different constraints that affect different parameters relating to the distribution of the same array. Our studies on numeric programs confirm that situations where such a combining is possible arise frequently in reid programs. Our approach to data partitioning has its limitations too. There is no guarantee about the optimality of results obtained by following our strategy (the given problem is NP-hard). The procedure for compile-time estimatim of communication costs is based on a number of simplifying assumptions which may not always hold, leading to inaccuracies in the estimates generated. In spite of these limitations, our approach does seem to work well for numerous real programs that we have examined.
The importance of the problem of data partitioning is bound to continue growing as more and more machines with larger number of processors keep getting built. We expect that the ideas presented in this paper shall prove to be quite useful for the efforts to develop parallelizing compilers for such machines.
