Hierarchical Markov random field (MRF) algorithm has been widely used in sonar image segmentation. To improve the algorithm speed, we abandon the method which describes different regions using regional distribution of grey distribution model and propose a new method in which sonar image was described using grey value statistics. In the proposed method, considering the characteristic of sonar image and the flexibility of this method, the number of category for segmentation can be changed from three to two to improve the calculation speed. They are region of interest (ROI) and background regions respectively. Firstly, C-Means algorithm is used to pre-segment image into three categories. The target and shadow regions are classified as ROI. Secondly, hierarchical MRF model is deployed to segment images into two regions. Finally, the ROI is re-segmented into two regions using greyscale threshold method. Results show that the proposed method can effectively reduce model parameters and computation cost, and the real-time segmentation of sonar image can be achieved.
Introduction
Sonar has a wide range of applications in civil and military fields, such as mine-countermine (MCM) robots, pipeline inspection robots, petroleum exploration, and salvage [1] , [2] . Sonar imaging module has been equipped on most autonomous underwater vehicles [3] . With the rapid development of computer technology and digitization of imaging sonar, the automatic segmentation of sonar image target and self-recognition technology are promoting the development of intelligent underwater devices [4] , [5] . Though optical image processing technology has been widely used in robotics [6] - [9] , most of these methods cannot be used to process sonar images. Due to the complexity of underwater environment and other factors, sonar images have some defects, such as serious noise pollution and poor contrast ratio [10] . The statistical snake algorithm was used to extract the targets on seabed in side scan sonar images [11] , but its calculation is large and multi-object segmentation cannot be performed. Level set segmentation method was applied to sonar image segmentation [12] , but it is sensitive to noise. The Markov random field (MRF) theory provides an effective modelling method for the correlation of pixels in image [13] . It can not only use the characteristic information of each pixel, but also use the related information between adjacent pixels. Considering the characteristics of sonar image, the MRF algorithm is quite suitable for the side scan sonar image segmentation. It can effectively represent the neighbourhood spatial correlation of image data [14] . To identify different areas in sonar, MRF and hierarchical MRF algorithms were used to divide sonar image into three parts. They are highlight area, shadow area and sea-bottom reverberation area respectively [15] . The MRF algorithm was implemented to MCM and high-quality suspected mine image can be obtained [16] . Although MRF and hierarchical MRF methods can get satisfactory segmentation results, their computational costs are expensive [17] . When faced with the task of real-time detection, target segmentation requires not only precision, but also high speed. To solve this problem, an improved hierarchical MRF segmentation method for online object detection is proposed in this paper. With this algorithm, we can greatly reduce the model parameters and computation cost. The improved algorithm is robust with severe speckle noise and images of different sizes. Moreover, we are able to get side scan sonar image segmentation results more quickly and accurately. It is a good basis for real-time identification of the target. This paper is organized as follows. After this introduction, Section 2 proposes the improved hierarchical model. Section 3 presents the segmentation results of the new model. Section 4 gives the conclusions.
Improved Hierarchical MRF Algorithm
There are two kinds of hierarchical MRF, incomplete and complete. The difference between them lies only in the top level. The nodes of incomplete hierarchical MRF model level have no conditional independence. That is to say each node is not only related with the parent node, but also related with neighbourhood nodes [18] . Because the sonar image is mainly affected by speckle noise, to get good segmentation performance, we should select suitable order of MRF. Considering the difficulty of solving calculation, we select a three-order incomplete hierarchical MRF model with two-order neighbourhoods.
MRF Model Parameters
Excessive model parameters are needed in three-class hierarchical MRF segmentation algorithm. To solve this problem, three target areas are divided into two categories: region of interest (ROI) S 1 and region of background S 2 . In the initial segmentation, target areas and shaded areas are classified as S 1 , and the rest of the regions are defined as S 2 . If the image observation field F and label field G contains N pixels, the image is divided into n levels, F l is the observation field of level l and G l is the label field of level l, where l = (1, 2, . . . , n). F 1 is the root node image, F n = F , G n is the final segmentation result. We set s as the position of a pixel in F ; f s is the value of pixel on s; g s is the label on s. The second-order plane MRF parameters are given in Table 1 . Table 1 Structure of Clique Compositions
. . , β 8 } are model parameters. We use β 9 to express the relationship between pixels and their parent node. {α 1 , α 2 , . . . , α 9 } are numbers of clique in 2 l × 2 l blocks. The least square method is used to estimate its MRF model parameters:
where δ is a Kronecker function, α l j is the number of subnodes, which are subjected to the following relationship:
Grey Value Statistical Model
The traditional method for grey field mainly relies on specific mathematical models [14] , [19] . Different regions are fitted with different mathematical models. And then the mathematical model parameters are estimated by the least squares method. None of these models can describe all the image regions. This method needs a large amount of calculation and has poor adaptability. It has the following disadvantages:
1. This method has limits to fit different curves in grey distribution. 2. Different image regions require different optimal mathematical models. So it is difficult to express two continuous regions with different grey values by a model. 3. This method uses the least squares method to calculate the model parameters. When the algorithm constantly is updated with the iterative mode algorithm (ICM), it will bring a lot of computational cost. Thus, this paper presents a statistical model based on the grey field description. It uses real-time statistical methods to estimate the probability distribution of each grey value. The model is able to describe the distribution of any grey field, so we can set target regions and shadow regions as ROI. The posterior probability distribution can be written as follows:
Thus the energy function can be written as (4):
where b l is the block of the "descendants" of s [14] , k is the number of parameters of plain MRF, k = (1, 2, . . . , 9).
Segmentation Steps
Considering the spatial relationships of pixels and simplicity of calculation, we choose three levels of hierarchical MRF model. If the maximum and minimum values of pixels are f max and f min , respectively, the grey values range of target regions are around f max , while shadow regions are around f min . The segmentation steps are as follows:
1. Use C-Means clustering algorithm to pre-segment the original image. Determine the initial cluster centres {c 1 , c 2 , c 3 }, where c 1 = f max , c 2 =f , c 3 = f min . The plain model parameters {β 1 , β 2 , . . . , β 8 } are estimated using least square method, and then the optimum parameters using ICM are got. 2. Set {β 1 , β 2 , . . . , β 8 } as the initial model parameters of the top level. For each node in this level, its grey distribution probability is the mean probability of its all child nodes. P s (f ) = 1/16 P child . We obtain the segmentation results through the minimum posteriori energy function and the ICM procedure. 49 After the ICM procedure, we get the segmentation results. Then the Otsu's method [20] is used to automatically divide ROI into two categories. And finally image is divided into three categories. Figure 1 illustrates the procedure of segmentation using improved hierarchical MRF algorithm. Figure 1(a) shows the result for pre-dividing the original image into two types using three-class segmentation by C-Means. Table 2 . In Fig. 2 , we present the grey distribution changes between the pre-segmentation and final segmentation. The size of original picture is 116 × 80. The top level has 14 times of iteration, the middle level has 15 times of iteration and the bottom has 7 times of iteration. Due to the small size of the picture, the algorithm takes 0.6 s to get the final segmentation result. To demonstrate the superiority of the algorithm, we will perform more experiments in the following section.
Experimental Results
To validate the generality and effectiveness of the proposed algorithm for different sonar image segmentations, a lot of comparative experiments are conducted with hierarchical MRF three-class segmentation algorithm and the proposed algorithm. We use C# and Emgu CV with a 3.00 GHz CPU and 4 GB RAM Pentium Dual Core Computer to obtain these results. A Gaussian law is used to model the grey distribution within highlight areas and shadow areas. And a Rayleigh law is used to model sea-bottom reverberation areas [15] . To compare the two algorithms with the same experimental conditions, both algorithms are pre-segmented using the same C-Means clustering algorithm. All of them have the same convergence condition and parameters. ICM is used to solve the associated energy minimization problem. Segmentation will not stop until the changes are less than the threshold value (0.01).
In some cases (e.g., on images from Figs. 3-7) , sonar images have heavy speckle noise, but we can still obtain ideal segmentation results using the proposed method. That is to say, the proposed algorithm is robust with speckle noise. We can see from Figs. 1 and 3-7 that the proposed algorithm can be applied to different sizes of images. Compared with the traditional algorithm, the proposed algorithm yields better adaptability and efficiency. As provided in Table 3 , the proposed algorithm has much faster computing speed. Considering the computational cost for display and statistics, the proposed algorithm is able to segment images in real time.
Conclusion
In this paper, we have presented a new hierarchical MRF algorithm for real-time sonar image segmentation. The segmentation results verified the speed, accuracy and robustness of this algorithm. The grey value statistical model was used to describe different areas of sonar images, which reduced the computational complexity and improved the accuracy. What's more, the three categories of segmentation were divided into two categories: ROI and background region. This model can describe different greyscale ranges in a region. As the hierarchical MRF algorithm can express the spatial interaction of pixels, it is robust with severe speckle noise.
