Abstract
Introduction
Since Codd [8] , databases have been modeled as first-order relational structures and database queries as mappings from relational structures to relational structures. This captured well relational databases, where both data and query answers are represented as tables.
Today's technology trends require us t o model data that is no longer tabular. The World Wide Web Consortium has adopted a standard data exchange for- Victor Vianut U.C. San Diego vianu@cs.ucsd.edu mat for the Web, called Extended Markup Language (XML) (see [l] ), in which data is represented as a labeled ordered tree, rather than as a table. XML is rapidly becoming the de facto data format on the Web, and many industries (e.g. financial, manufacturing, health care) are migrating their applicationspecific formats to XML. All major database vendors offer now tools for exporting relational data as XML, thus making it easier for companies to define XML views of their relational data and share it with business partners over the Web. An important aspect of XML is that it allows users to define types. A type is a tree language, and the current standards for XML types (DTD and XhIIL-Schema) correspond t o restricted regular tree languages. XAIL data exchange is always done in the context of a fixed type: a community (or industry) agrees on a certain type, and subsequently all members of the community create XML views of their relational data that are of that type.
In this paper we study the problem of mapping relational data into tree data, specifically addressing the typecheckang problem. Given a mapping and a type for the output tree, we wish t o automatically check whether every database is mapped to a tree of the desired output type. As explained, this is a critical problem in XML data exchange. In addition, as we show here, this problem is also technically interesting and non-trivial from a theoretical perspective.
We define a language, TreeQL, expressing mappings from relational structures to trees. A mapping m in TreeQL is specified as a tree where each node is labeled by a logical formula, possibly with free variables, and a symbol from a finite alphabet
E. An ordered relational structure is mapped into a C-tree whose nodes consists of all tuples that satisfy some formula in the tree, and whose edges are defined based on the edges in m. In the typechecking problem we are given a regular tree language, called the output type, and a set of integrity constraints, and are asked to check whether every input structure satisfying the constraints is mapped into a tree in the output type. Solving the typechecking problem boils down to checking whether the strings generated by the ordered sets of tuples satisfying a sequence of logical formulas belong t o some regular language. The typechecking problem is parameterized by the fragment of TreeQL, the class of output types, and the class of integrity constraints. The typechecking problem in its various instantiations requires a n understanding of the interaction between logic and tree languages. We found this interaction interesting, and had to develop distinct approaches for the different instances of the typechecking problem, combining techniques from finite-model theory, language theory, and combinatorics.
I t is easily seen that typechecking becomes unde- Related work. Type inference is a well-studied topic in functional programming languages [15] . A type iiiference system consists of a set of inference rules that can be used t o check whether a function (program) is type safe. This means that during execution the program will never get into a state where it attempts to apply an operator to operands of wrong types. The problem we consider here is differentwe are checking a semantic property, namely whether every input database is mapped t o an output tree of the right type, which is in contrast t o the syntactic nature of applying the type inference rules. In our setting type checking rapidly becomes undecidable if we allow the transformation language or the output types to be too expressive. In contrast, type inference for functional programming languages (that are Turing complete) is usually decidable for powerful type systems but is only sound. Our work is motivated by the practical need t o typecheck XML views from relatio.na1 databases.
SilkRoute [lo] is a research prototype enabling a n XML view to be defined from a relational database using a declarative language. The language TreeQL used in the present paper is an abstraction of the language used by SilkRoute.
A different but related problem is that of typechecking tree transformations. In previous work [14] a subset of the authors studied the typechecking problem for transformations of unranked trees expressed by k-pebble transducers, and showed that typechecking is decidable. The unranked trees considered there are labeled over a fixed, finite alphabet E. So they do not take into account the data values present in XML documents. In subsequent work [3] we considered trees with labels from an infinite alphabet, that model more closely XML trees where internal nodes have labels from a known, fixed alphabet, while leaves contain data values from an infinite domain. We showed that typechecking quickly becomes undecidable, even if one considers very restricted transformations. However, typechecking becomes decidable for several restrictions on the class of transformations and/or the tree types. While some of the techniques in [3] are similar in flavor to those in the present paper, there are considerable differences in the two settings. Relational structures can be encoded as XML, but the integrity constraints do not have an analog in XML. Conversely, the DTDs t h a t constrain XML documents cannot be expressed by the relational constraints we consider. However, some of the lower bound results in the present paper can be transferred to the XML context and strengthen results from [ 3 ] . A more detailed comparison is deferred to the full version of this paper. O r g a n i z a t i o n The paper is organized as follows. The first section develops the basic formalism, including our abstraction of XML documents, DTDs, and the variant of TreeQL used as transformation language. Section 3 presents the decidability results; Section 4 the complexity analysis; and Section 5 the undecidability results. The paper ends with brief conclusions. Due t o space limitations, some proofs are only sketched or omitted entirely.
Basic Framework
We introduce here the basic formalism used throughout the paper, including our abstraction of XML documents, DTDs, and the query language TreeQL. Trees. Trees are our abstraction of XML documents [l] . They capture the nesting structure of XML elements and their tags. We refrain from modeling data values as they are not relevant w.r.t. typechecking. Indeed, output types only constrain the struc-ture of the output tree not the data values at the leaves. We consider ordered trees with node labels from a finite alphabet C. We also refer to such trees as C-trees. We denote by nodes(t) the set of nodes of a tree t ; for a node U , we denote by lab(v) the label of U . There is no a priori bound on the number of children of a node; we therefore call these trees unranked. We denote the empty tree by E and the set of all trees over C by IC. By root(t), we denote the root of t .
To define the semantics of TreeQL programs we also need the notion of a forest which is just a sequence of trees. We employ the following notational conve- UJe will consider an even simpler class of DTDs, which specify cardinality constraints on the tags of children of a node, but does not restrict their order. Such DTDs are useful either when order is irrelevant, or when the order of tags in the output is hard-wired by the syntax of the query and so can he factored out. We use a logic called SC, inspired by [ l G ] . The syntax of the language is as follows. For every u E C and natural number i, F a and are atomic SC formulas; true is also an atomic S C formula. Every atomic formula is a formula and the negation: conjunction, and disjunction of formulas are also formulas. A string w over C satisfies an atomic formula c=i if it has exactly i occurrences of U , and similarly for aZi. Further, true is satisfied by every string. ' Satisfaction of Boolean combination of atomic formulas is defined in the obvious way. As an example, consider the SC formula co-producer" + producer-. This expresses the constraint that a co-producer can only occur when a producer occurs. One can check that languages expressed in SC correspond precisely to properties of structures over the vocabulary { <, (O,) ,EC} that can be expressed in FO without using the order relation, <. Thus, SC forms a natural subclass of the star-free regular expressions.
We have so far defined DTDs and several restrictions. We next consider an orthogonal extension of basic DTDs, also present in more recent DTD propos- 
t. C; and (iii) p i s a mapping from C' to C. A tree t over C satisfies a specialized D T D T , i f t E p ( L ( d ) ) . W e denote the set of all such specialized DTDs by S-DTD(C). > 1
Intuitively, C' provides for some a's in C a set of specializations of a , namely those a' E C' for which p(a') = a. We also denote by j~ the homomorphism induced on strings and trees. Interestingly, it turns out that the class S-DTD(REG) is precisely equivalent to the class of regular tree automata over unranked trees [7, 171 . This is more evidence that specialized DTDs are a robust and natural specification mechanism.
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Logic. Consider some fixed relational vocabulary S . A database over S is just an S-structure defined in the usual way [2, 91. We denote the domain of a database A by dom(A). Further, let C be a logic over S. Then we denote the free variables occurring in cp E C by Free(cp). In the sequel, C will usually be the set of conjunctive queries over S, denoted by ' The etnpty string is obtained by AoEC uYo and the empty set by -true. We, hence, use E and 0 as shorthands in SL formulas.
CQ. Formally, a conjunctive query is a positive existential first-order logic formula cp(z1, . . . , 2,) having conjunctions as its only Boolean connective, that is, a formula of the form 3yl . . . 3ymG(jj, 3 ) , where $ is a conjunction of atomic formulas over S (so, no equalities). By CQ with superscripts in { = , i } we mean CQ where .li, can contain equality and negations of atomic formulas, respectively. A conjunctive query is projection-free when there are no leading existential quantifiers. Another logic frequently referred t o in the sequel consists of the FO formulas of the form 3~'djjcp(ji, ij) with cp quantifier-free. We denote this class by FO( 3*b'*).
In relational databases, one usually considers databases satisfying some integrity constraints [2] .
These are sentences in a specific logic. A database A satisfies a set of constraints a, if A + cp for every cp E a. We mainly consider constraints specified in F0(3*V*). Note that they encompass functional dependencies (FDs), but not, for instance, inclusion dependencies (IDS TreeQL. The transformation language we consider, mapping databases t o trees, is an abstraction of RXL [lo] . We refer t o it as TreeQL. The queries are tree patterns where nodes are labeled with labelformula pairs. Therefore, denote by C x C the set of
with U E C, and cp(?) a formula in C. We remark that RXL 1101, the language TreeQL is an abstraction of, also allows t o output data values occurring in the input database as labels of leaves in XML documents. However, as we study typechecking and output types do not constrain these data values we chose t o omit them from the formalism.
An extension: T r e e Q L w i t h virtual nodes. We will use an extension of TreeQL that allows programs t o define L L t e n~p~r a r y " nodes, called vartual, that are eliminated in the final answer. To see why this is useful, consider an input binary relation R providing titles and speakers of talks (ordered alphabetically by title). Suppose we wish to output a tree listing under the root the ordered title/speaker pairs. This cannot be defined by a TreeQL program, because it cannot group the titles and speakers as required. More formally, let # be a special symbol not occurring in E. We denote by E# the set C U { #}. The symbol # will be used t o specify virtual nodes. Define the function A# which maps trees t o forests by eliminating #-labeled nodes, recursively as follows.
Let t be the tree o(t1,. . . ,tn). Then
Toot((#, R(t, s ) ) ( ( t i t k R(s, t ) ) , (speaker, R(s, t ) ) ) ) .
A,(t) := Definition 2.5. A TreeQL(C,E) program P with virtual nodes is a TreeQL(L,C#) program where lab(root(P)) $ {#} x L. We denote the set of all such programs by TreeQLVirt(C, E). The tree generated by P from A and < is defined as A#(P(d, <)), and denoted, by slight abuse of notation, also by P(d, <).
Typechecking. We next formalize the central problem of this paper. In the sequel we focus on conjunctive queries, which correspond t o the widely used select-projectjoin queries in SQL. As shown in Section 5, the typechecking problem quickly becomes undecidable. Nevertheless, as shown in the next section, we obtain decidability and even tractability for a large class of transformations.
Decidability
We present in this section our decidability results on typechecking TreeQL queries:
( i ) When restricting output DTDs t o star-free languages we show that typechecking is decidable for TreeQL(CQ'>') programs and integrity constraints in F0(3*t/*). The proof gives a CO-NEXPTIME upper bound. In Section 4: we provide the matching lower bound.
(ii) By restricting the queries to projection-free CQs and the integrity constraints to FDs, we show that typechecking w.r.t. DTDs with full regular expressions is decidable. The proof is based on Ramsey theory and yields a non-elementary upper bound. It is open whether this can be improved.
In Section 5, we show that the above results are essentially optimal: slight increase of the power of the DTDs or the integrity constraints lead to undecidability. However, it remains open whether in (ii) above, the restriction to projection-free CQs is required. \Ne first consider star-free output types and integrity constraints in F0(3*b'*).
Theorem 3.1. TC[CQ'>', SF, F0(3*\J*)J is in CO-
N EXPTIME.
Proof. The decidability is shown by bounding the size of inputs that need to be checked to detect a violation of the output DTD. Let R be a TreeQL(CQ'>') program, let d E DTD(SF), and let @ be a finite set of F0(3*V*) sentences.
We A such that the above holds. As described above this can all be done in NEXPTIME.
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The following result shows t h a t decidability of typechecking holds even when DTDs use full regular languages, as long as the conjunctive queries in the TreeQL program are restricted t o be projection-free and the constraints are FDs. The proof is non-trivial and is based on Ramsey's theorem. It is similar t o the proof of an analogous but harder result in (31. A self-contained proof will be provided in the full paper. It remains open whether the projection-free restriction can be removed or whether the class of constraints can be extended.
Complexity
Theorem 3.1 provides an upper bound of CONEXP-TI~LIE on the complexity of type-checking. We show in this section that this is tight. Our proof requires negation and inequality in CQs. However, we show that even without these, typechecking remains intractable, more precisely DP-hard.2 Nevertheless, by further restricting the structure of CQs and SCformulas we obtain a PTIME algorithm for typechecking. To this end define SC' as the fragment of SC where there are no occurrences of the form and all occurrences of the form &a are such that i E {0,1}.
We abbreviate U?' simply by U . This fragment already suffices t o obtain the next lower bound.
Proof. The proof consists of a reduction from the satisfiability problem of FO (3*b'*) sentences without equality, which is known to be hard for NEXPTIME (see, e.g., [SI), t o the complement of the typechecking problem. Let cp be a formula of the form 3x1,. . . ,xnVgl,. . . ,ym$(%, y) over the relations R 1 , . . . , R k without equality. The input database 2Recall that DP properties are of the form u1 A 6 2 where u1 E NP and u 2 E CO-NP. 
. , D n } .
Although it is unclear whether in Theorem 4.1, negation or inequality can be dispensed with, we show that, in any case the complexity of the problem, even for t,he standard case, remains intractable. Indeed, one can easily reduce the containment of conjunctive queries and propositional validity to typechecking. CQ# denotes CQ with inequality. The proof of Proposition 4.2 implies that, in order to have a PTIME algorithm for typechecking, we must at least restrict the queries so that testing containment is in PTIME and that validity of the s L r formulas used must be in PTIME. We present one set of restrictions that leads to a PTIME typechecking test. Let CQk denote the conjunctive queries in FOk, i.e. the set of conjunctive queries using at most k variables. Such queries can be evaluated in combined complexity PTIME [ll, 201. We restrict TreeQL programs as follows: there exists some IC such that, for each node w in the program, the conjunction of all queries of nodes along the path from root to v is in CQk. Furthermore, no distinct siblings w, w' in the query tree have labels ( a , 'p) and ( a , cp') for the same a E E. We call such a program k-bounded and denote the set of k-bounded TreeQL programs by TreeQLk. Finally, we also need a restriction on the SCr formulas used in the DTD: they are in conjunctive normal form. We call such S C r formulas conjunctive. denote the formula associated to the unique child of v labeled with a. There are three cases to consider: Recall that decidability still holds if we replace SF by REG when restricting to projection-free CQs and omit integrity constraints. We show that this most likely cannot be extended beyond REG: allowing deterministic CFLs (DCFL) in DTDs leads to undecidability.
We first consider the impact of augnienting DTDs with specialization. Proof. We use a reduction from satisfiability of first-order logic forniulas over graphs without equality, which is well known to be undecidable (see, e.g., [GI) . The satisfiability problem is t o check, given an FO formula $, whether there is a non-empty graph A such that A $. Let p be the negation of $J. We give the reduction by example. Assume One can get rid of equality in the CQ's by introducing a relation contaiiiing all element,s in t,he active domain. Details omitted.
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The next result shows that typechecking becomes undecidable when queries can use virtual nodes. The proof is similar to the proof of Theorem 5.1 and is omitted. Next, we consider the effect of the constraints on decidability. We show that even the usually wellbehaved unary AcIDs (which are not definable in FO( 3*V*)) render typechecking undecidable. First, we have to make sure that F and G are indeed functions, that their domain is D , and their range is included in D. These are specified by the cyclic unary inclusion dependencies
However, we will only keep the dependencies The same is done for G. In particular, if G is a relation and not a function then the flag wrong-G is raised.
We test whether A lf. Vzcp(x) , that is, A + Proof. The proof is a reduction from Hilbert's tenth problem, diophantine equations, well-known to be undecidable [la] . We consider the following variant. 
Conclusions
We investigated the problem of typechecking XML views of relational databases satisfying given integrity constraints. This is a practically important problem in the context of the Web, where relational databases must be exported in XML form that satisfies target DTDs. The formal query language TreeQL maps first-order relational structures to tree data, and is a faithful abstraction of the view definition language used in the SilkRoute prototype. The results of the paper trace a fairly tight border of decidability for the typechecking problem. The parameters considered include features of the query language, of the DTDs, and the class of integrity constraints satisfied by the relational database. The proofs bring into play a variety of techniques at the confluence of finite-model theory, language theory, and combinatorics.
