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Abstract 
While the derivation of the "fair" option pricing formula is of great theoreti-
cal interest, the assumptions of the no-arbitrage pricing theory can hardly be 
realistic. On top of frictionless market and continuous trading activity, the 
constant volatility geometric Brownian motion price dynamic is a well-known 
violation of the stylized phenomenon of volatility clustering. Moreover, the 
Black-Scholes theory can never explain the observed data sparsity for the op-
tions with longer maturity or deep in/out of the money. Not to mention that 
the implied volatility smile suggests a systematic pricing error in the Black-
Scholes pricing function. 
Instead of developing a financial theory, this thesis empirically estimates the 
American option prices by using the mixed effects model. To make use of 
the fact that the options are traded around Black-Scholes prices with properly 
tuned volatility, we model the fixed effects by a sum of the Black-Scholes price 
and some non-parametric additive spline terms. A random effect is introduced 
in modelling the volatility such that satisfactory prediction result could be 
achieved even when the data are sparse. The proposed model shows better 
out-of-sample performance in simulated data and real American option data 














First and foremost, I would like to thank my supervisor Professor WONG Po 
Shing, Samuel, for his encouragement, support, patience, and trust throughout 
the years. His profound academic and insightful comments have improved this 
thesis tremendously, and his advice on the attitude of doing research and being 
a researcher has always helped me to make the right decision. 
I appreciate my eo-supervisor, Professor CHAN Ngai Hang, who is also the 
Department Chairman, for his help during my master study in CUHK. Also, 
I thank Professor CHAN for his excellent work in organizing such a great 
department and I have benefited a lot from the intensive research atmosphere 
here. 
I am most grateful to my loving and supporting parents and my husband for al-
ways supporting and emphasizing the importance of education, excellence and 
diligence, and for their understanding and encouragement which strengthened 




1.1 Background of Option Pricing Theory . 
1. 2 American Option Pricing . . . . . . . . 
1.3 Numerical Approximation of American Option Price 
1.4 Statistical Issues . . . . . . . 







2 Mixed Effects Model for American Option Prices 16 
2.1 Model . . . . . 16 
2.2 Model Selection 19 
2.3 Empirical Bayes Prediction . 21 
3 Simulation and Empirical Data 22 
3.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22 
3.1.1 Simulation of Stock Price Path and a Set of Options 22 
3.1.2 Training Mixed Effects Model ....... . 
3.1.3 Performance Measure and Prediction Result 
3.2 An Application to P &G American Options 
3.2.1 The Empirical Data and Setup . . 
3.2 .2 Training Mixed Effects Option Pricing Model 













List of Figures 
1.1 An illustration of the early exercise boundary for an American 
put option. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 







call option. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 
CBOE schedule of issuing options .. 
A typical simulated training path. . 
24 
25 
Estimated values of the random effect for simulated call options. 28 
Estimated values of the random effect for simulated put options. 30 
Box-plot of log10 (M AEr/ M AEM) based on 50 simulations. . . 35 
Histograms of a and a of call options from the first simulation 
for the theoretical model and the mixed effects model. . . . . . . 35 
3. 7 Histograms of a and a of put options from the first simulation 
for the theoretical model and the mixed effects model. . 36 
3.8 Daily stock price of P&G from June 2000 to June 2007. 37 
3.9 Estimated values of the random effect for P&G call options. 40 
3.10 Estimated values of the random effect for P&G put options. 41 
3.11 Box-plots of absolute pricing error of call options for different 
S /K-1 groups under the theoretical model and the mixed effects 
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 
V 
3.12 Box-plots of absolute pricing error of call options for different 
time-to-maturity groups under the theoretical model and the 
mixed effects model. . . . . . . . . . . . . . . . . . . . . . . . . 43 
3.13 Box-plots of absolute pricing error of put options for different 
S/K-1 groups under the theoretical model and the mixed effects 
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44 
3.14 Box-plots of absolute pricing error of put options for different 
time-to-maturity groups under the theoretical model and the 
mixed effects model. 
Vl 
. 44 
List of Tables 
3.1 Number of option prices simulated without n. 
3.2 Number of option prices simulated with n. . . 
26 
26 
3. 3 Parameter estimates for the call pricing formula based on sim-
ulated data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 
3.4 Parameter estimates for the put pricing formula based on sim-
ulated data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29 
3.5 Overall MAE prediction performance of the call pricing formula 
for simulated data. . . . . . . . . . . . . . . . . . . . . . . . . . 31 
3.6 Group MAE prediction performance of the call pricing formula 
for simulated data. . . . . . . . . . . . . . . . . . . . . . . . . . 32 
3. 7 Overall MAE prediction performance of the put pricing formula 
for simulated data. . . . . . . . . . . . . . . . . . . . . . . . . 32 
3.8 Group MAE prediction performance of the put pricing formula 
for simulated data. . . . . . . . . . . . . . . . . . . . . . . . . . 33 
3.9 Number of P&G call and put option prices from June 2000 to 
June 2007 grouped by moneyness and time-to-maturity. . . . . . 38 
3.10 Parameter estimates for call pricing formula based on P &G call 
option data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39 
3.11 Parameter estimates for put pricing formula based on P&G put 
option data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40 
Vll 
3.12 Overall MAE prediction performance of the call and put pricing 
formulas for P &G data. . . . . . . . . . . . . . . . . . . 42 
3.13 Group MAE of the call pricing formula for P&G data. 45 




1.1 Background of Option Pricing Theory 
An European call (put) option written on an asset is a contract which gives 
the holder the right to buy (sell) that asset at a pre-specified price, known as 
the exercise price or the strike price, on a prescribed date called the maturity 
date. The history of trading financial options could be traced back to at least 
300 years ago. According to Smith (2004), some forms of put and call options 
were traded in London in 1690s during the reign of William and Mary. Options 
have been constantly attracting interest. In particular, after the first option 
exchange in United States was established in Chicago in 1973, the variety of 
options and the size of the option market have experienced explosive growth. 
The determination of a "fair price" for option has always been an important 
issue in the academia as well as in the financial industry. The first academic 
article addressing such concern was published by Bachelier (1900) who com-
puted the price of the European option under the assumption that the stock 
price followed a Brownian motion. The modern finance, however , usually refers 
Black and Scholes (1973) and Merton (1973) as the founders of the European 
option pricing formula. In fact , there are substantial improvements made by 
these pioneers in 1973 over Bachelier: Instead of using Brownian motion which 
1 
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could lead to negative stock prices, Black-Scholes-Merton employ geometric 
Brownian motion which ensures positivity. 
To derive the pricing formula, Black-Scholes-Merton further neglect the trans-
action cost, ignore the constraints on the lot size and assume all trading can 
be performed continuously over time. Under such framework , the replicating 
portfolio for perfectly hedging the position of holding an option can be con-
structed by continuously adjusting the portfolio weight of the riskless bond and 
that of the underlying stock. The principle of manufacturing the replication 
portfolio is known as the no-arbitrage argument and is the utmost central phi-
losophy in the financial option pricing theory. Applying no-arbitrage argument 
with the aforementioned assumptions, Black and Scholes (1973) prove that the 
European option price satisfies the following fundamental partial differential 
equation (hereafter, PDE) and the corresponding boundary condition: 
au au 1 2 2 82 U at+ (r- q)S oS + 2a S 052 - rU = 0, (1.1) 
U(T,S) 
U(T,S) 
max(O, S- K) for call option, and 
max(O, K- S) for put option. 
(1.2) 
(1.3) 
Here U = U(t, St) denotes the price of an European option at time t E [0 , T] 
with St being the underlying stock price at time t. Also, K is the strike price 
and T is the maturity date of the option. r and q are the risk-free rate and the 
dividend rate of the stock , respectively. a is the volatility of the stock return. 
The boundary conditions Eq. (1.2) and Eq. (1.3) are the final payoffs of the 
contract at the maturity date. By solving the above PDE with the boundary 
conditions, the fair prices of the call and the put options are obtained as follows: 
where 
{ 
c(t , St) for call option , and 
U(t , St) = 
p(t , St) for put option, 
c(t , S) = S e-q(T- t)<P [d1 (S , K , T- t)] - K e- r(T-t) <P [d2 (S , K , T- t) ] , (1.4) 
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p(t, S) = Ke - r(T - t)cp [-d 2 (S, K, T- t)J- Se - q(T- t)cp [-d 1(S, K, T- t)] ,(1.5) 
if?(-) is the standard normal cumulative distribution function, 
d ( ) _ ln ( x / y) + ( r - q + ~ a 2) v 
1 X, Y, V - yV , d2 (X, y, V) = d 1 (X, y, V) - a y'v. ( 1. 6) 
a v 
The above solution c(t, S) and p(t, S) can also be expressed as an expectation: 
(1.7) 
where St = S0 exp{ (r - q - a 2 /2)t + aWt} for all t E [0, T] and Wt is the 
Brownian motion. It should be noted that such St is a geometric Brownian 
motion with drift (r - q - a 2 /2) and is not the stock dynamics in the "real" 
world. In fact, the above expectation is known as the expected ultimate payoff 
under the risk-neutral measure. That is, the fair option price is computed 
under this world as if the market is risk-neutral. Such result is a consequence 
of no-arbitrage theory under geometric Brownian motion setting. Thus, no-
arbitrage argument is also known as the risk-neutral pricing theory. 
1.2 American Option Pricing 
The focus of this thesis is a close relative of European option called the Amer-
ican option. The American option is the European option with an additional 
early exercise right. That is, the holder could exercise the option at anytime 
on or before its maturity. In general, an American option should be priced 
not lower than its European counterpart because of the early exercise right. A 
special case is that: When q = 0, the price of an American call option would be 
exactly the same as that of its European counterpart under the Black-Scholes-
Merton geometric Brownian motion setting. The reason is provided by Merton 
(1973) who shows that any early exercising of American call option in this case 
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would not bring additional wealth and holding the American call option till 
maturity is the unique optimal strategy. 
The general methodology for pricing American option can be studied by ex-
tending the argument of European option pricing. To start with, let us con-
sider an American option whose configuration is exactly the same as that of 
the European option in Eq. (1.1) except that it can be exercised at anytime 
t E [0 , T] . Let us first discuss the case of the American put option. Under 
the Black-Scholes-Merton assumptions, the price of an American put option 
at time t is given by the solution of the following optimal stopping problem: 
P(t, St) = sup EQ[e- r(T - t) max(K- ST, O)ISt], (1.8) 
T E'Tt ,T 
where Tt ,r is the set of stopping times between t and T, and St = S0 exp{ (r-
q - a 2 /2)t + aWt} with Wt as the Brownian motion. Myneni (1992) , in his 
Lemma 3.1, shows that there exists a monotonic function Bt for all t E [0 , T] 
such that the stopping (early exercise) region for the optimal stopping problem 
is given by S [0 , T] x [0 , Bt] and the corresponding continuation region is 
C [0 , T] x (Bt, oo ). That is , whenever (t , St) E S , the holder of the put 
option should exercise in order to get the benefit of the early exercise right. 
In other words, if ( t , St) E C, the optimal action of the holder is to keep on 
owning that option. Thus, the set { Bt : t E [0 , T]} is called the early exercise 
boundary. Figure (1.1) gives an illustration of the early exercise boundary for 
an American put option with the setting: S0 = 90, K = 100, time-to-maturity 
= 1 year , a = 20%, q = 1%, r = 2% and the the underlying stock's expected 
rate of return /-1 = 15%. 
McKean (1965) shows that the above optimal stopping problem can be for-
mulated as a free boundary PDE problem for the price function. In fact , the 
American put price P at time t satisfies the same Black-Scholes fundamental 
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Figure 1.1: An illustration of the early exercise boundary for an Amer-
ican put option. 
PDE under no-arbitrage argument: 
8P 8P 1 2 2 82 ? at+ (r- q)S as+ 2o- S 852 - rP = 0 for (t,S) E C, (1.9) 
but with free-boundary conditions 
P(T, S) = max(O, K- S), 
lim P(t, S) = 0, 
Sjoo 
lim P(t, S) = K- Bt, 
SlBt 






These boundary conditions together reflect the option's intrinsic value and 
characteristics. The formula (1.10) shows that the payoff of the American put 
is exactly the same as that of the European put at maturity. Also, the formula 
(1.11) manifests the fact that the price of the American put tends to zero if 
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the stock price becomes infinitely large. Moreover, the formulas (1.12) and 
(1.13) imply that the put price and its first partial derivative with respect to 
the stock price are both continuous across the early exercise boundary. 
Similar to the American put option, the price of the American call option is 
the solution of its corresponding optimal stopping problem: 
C(t, St) = sup EQ[e-r(T-t) max(ST- K, O)ISt]· (1.14) 
TET,.,T 
The stopping (early exercise) region for this optimal stopping problem is given 
by S [0, T] x [Et, oo) and the corresponding continuation region is C 
[0, T] x [0, Bt), where the monotonic function Bt for all t E [0, T] is the early 
exercise boundary. That is, whenever (t, St) E S, the holder of the call option 
should exercise the option and when (t, St) E C, the optimal action of the 
holder is to keep holding it. Figure (1.2) gives an example of the early exercise 
boundary for an American call option with the same setting as that of the put 
option: S0 = 90, K = 100, time-to-maturity = 1 year, a = 20%, q = 1%, r = 
2% and J-L = 15%. This optimal stopping problem can also be formulated as 
the following free boundary PDE problem with the Black-Scholes fundamental 
PDE: 
ac ac 1 2 2 a2 c ( ) 
- + (r - q)S- + -a S - - rC = 0 for t S E C at as 2 as2 ' ' 
and with free-boundary conditions: 
C(T, S) = max(O, S- K), 
lim C(t, S) = oo, 
Sjoo 
lim C(t, S) = Bt- K, 
SiBt 
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Figure 1.2: An illustration of the early exercise boundary for an Amer-
ican call option. 
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1.3 Numerical Approximation of American Op-
tion Price 
Unlike the European options, the PDE with the American option boundary 
conditions cannot be solved explicitly. The standard implementation of Amer-
ican option pricing methodology is in the form of a numerical routine. One of 
the most popular implementations is from Cox, Ross and Rubinstein (1979) 
who propose backward recursive computation on a binomial tree such that 
each intermediate node of the tree is linked to another two nodes by two 
branches which corresponds to the upward and the downward movements of 
the stock price in the risk neutral economy. (i.e., the stock price is going up 
or down as if the market is risk-neutral.) For each node which corresponds 
to a certain instance in [0, T] , the decision of exercising the option is made 
by comparing the intrinsic payoff and the expected future payoff. Obviously, 
if the expected future payoff is lower than the intrinsic payoff, the optimal 
strategy is to exercise the option at that time t. Otherwise, holding the option 
is optimal. The price of the American option is approximated by the option 
value corresponding to the optimal strategy at each node. Thus , such proce-
dure is essentially built upon the idea of discretizing [0 , T] into a large number 
of intervals of equal length and using the binomial tree as an approximation 
of the underlying geometric Brownian motion. 
Some alternative computational routines are proposed based upon the seminal 
work of Carr , Jarrow, and Myneni (1992) who decompose the price of an 
American put option into a sum of the corresponding European put option 
price and an early exercise premium via a no-arbitrage argument. In particular , 
they provide the replicating portfolio of holding an American put option of cost 
P0 at time 0 as follows (American call option with dividend can be operated 
similarly by adjusting the payoff and boundary conditions as in Eq. ( 1.16)): 
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1. When stock price crosses the exercise boundary from above, the investor 
exercises the put by shorting one stock to the writer and investing the 
received K dollars in bonds to earn interest during the period that stock 
price stays below the exercise boundary; 
2. When stock price crosses the exercise boundary from below, the investor 
liquidates the bond for K dollars plus interest accrued, and he then buys 
one American put for K - S dollars and close his short stock position 
for S dollars; 
3. At maturity, the initial investment P0 is worth the payoff of an European 
put at maturity and intermediate interest earned in bonds. 
The details of the proof can be found in the work of Carr, Jarrow, and Myneni 
(1992) while the decomposition formula can be easily put down as follows: 
P(t,S) = p(t,S)+ iT {rKe-r(T-t)<t>[-d2(S,B7 ,T-t)] 
-qse-q(T-t)ip [-d1 (S, En T- t)]} dT fortE [0, T]. (1.17) 
Substituting the above decomposition formula (1.17) into the boundary con-
dition (1.12) shows that the early exercise boundary Bt satisfies the nonlinear 
integral equation: 
K-Bt = p(t,Bt)+ iT {rKe-r(T-t)<l>[-d2(Bt.Bnr-t)] 
-qBte-q(T-t)ip [-d1(Bt,BT,T- t)J} dT. (1.18) 
Although the formula (1.17) is exact, Bt has to be determined in order to 
compute P(t, S). Kim (1990) proposes to solve Eq. (1.18) numerically by 
dividing the interval [0, T] into n subintervals [ti_ 1 , ti], with t0 = 0, tn = T and 
ti - ti_ 1 = T /n, and approximating the integral equation (1.18) by a system 
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By setting the boundary condition for the put option as 
Br = K if q :::;; r and Br = r K / q if q > r , ( 1. 20) 
Kim ( 1990) is able to solve { Bti } ~0 recursively from the above system of equa-
tions and thus provide an approximate American option price via the decom-
position formula ( 1.17). Such idea is essentially approximating the integrand 
in (1.18) by a step function and aims at attaining good accuracy when n is 
large. 
Alternatively, Ju (1998) observes that in the integral equation (1.18) , Bt ap-
pears only in log(S/ Bt) in d1 and d2 . Thus, the integral does not depend on 
the exact values of Bt critically and a piecewise exponential approximation 
of Bt would make the integral explicit. By adopting such approximation , Ju 
(1998) reports superior performance over the existing approximation. 
AitSahlia and Lai (1999) realize that the effectiveness of piecewise exponential 
approximation of Bt is not a coincidence but because the corresponding optimal 
stopping problems (1.8) and (1.14) are phrased in t erms of geometric Brownian 
motion instead of Brownian motion directly. By properly transforming the co-
ordinates of the optimal stopping problem , AitSahlia and Lai (2001) employ 
piecewise linear approximation to the transformed early exercise boundary 
such that not only the approximated early exercise premium becomes explicit 
but also the corresponding delta . The transformation that AitSahlia and Lai 
(1999) and AitSahlia and Lai (2001) suggested is 
p = r ja2 , () = qjr, u = a 2(t- T) , z = log(S/ K)- (p- ()p- 1/2)u (1.21 ) 
under which the exercise boundary Bt becomes z( u), wit h Bt = K ez(u)+(p-ep- l / 2)u . 
With the change of variables, the decomposition formula ( 1.17) and the integral 
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equation (1.18) become the following form in the transformed coordinates: 
P(t,S) = p(t,S)+Kpepu 1° {e- ps<l> [ Z~] 
-ee- (eps+u/2)+z<I> [z(s)- z - ~J} ds 
~ 
(1.22) 
1 _ ei(u)+(p- Bp- ~ )u = eP" {<I> [ ~] _ ez(sHs <I> [ ~ _ yCU] } ( 1.23) 
+pepu 10 {e-PS<J> [z(s)- z (u)] - ee-(0ps+u/2)+ z(u)<J> [z(s)- z(u) - ~J} ds 
u ~ ~ 
To evaluate the premium integral, AitSahlia and Lai (2001) divide the inter-
val [u, 0] into m subintervals by -0"2(T- t) = u = sm < · · · < s0 = 0, and 
make a linear interpolatjon for the boundary between two adjacent time points: 
z ( s) = {3is + '"Yi for si ~ s ~ si-l, 1 ~ i ~ m. By using the linear interpolation 
and Ju (1998) 's explicit formula of evaluating the integral, integral equation 
(1.23) can be solved recursively on time points s0 , · · · , sm, one by one, with 
initialization at So = 0 by z(O) = 0 if 0 ~ (} ~ 1 and z(O) = - ln (} if (} > 1 
(the same as Eq. ( 1. 20)). Finally, both the early exercise boundary and the 
option price can be obtained by transforming back to the old coordinate sys-
tem. The advantages of the change of variables in solving the problem include 
the following two points: First , the exponential function is transformed into 
linear function , which is easier to approximate; Second, u = -0"2T at t = 0 so 
that for usual values of O" between 0.1 and 0.4 , 0" 2T is only a small fraction of 
the T , which means a few pieces of linear functions can give a good approxi-
mation to z( u). To conclude this section, we would like to highlight the fact 
that AitSahlia and Lai (2001) provide not only superior performance in t erms 
of approximation accuracy and computational ease but also deep insight to 
the class of optimal stopping problem related to the option pricing. Similar 
t echniques are used in pricing barrier option and lookback option by AitSahlia 
and Lai (2003) and Lai and Lim (2004) , which shows that the method of coor-
dinates transformation is generally applicable and effective for approximating 
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exotic option price of American style. 
1.4 Statistical Issues 
The practical implementation of option pricing theory always links to sta-
tistical issues. The most primitive form of using the option pricing formula 
involves the estimation of a. According to Hull (2008), a standard approach is 
to estimate a by using some historic stock returns , say up to 60 days into the 
history, and plug-in the sample standard deviation into the pricing formula. 
Such approach requires the determination of the length of history needed and 
is definitely a non-trivial task. It is because one of the stylized facts of equity 
returns is volatility clustering. 
In Econometrics, Engle (1982) has shown that volatility clustering is a common 
behavior in many financial economic data and proposes autoregressive condi-
tional het eroscedastic (ARCH) processes to model such behavior. Similar to 
the development of auto-regressive-moving-average (ARMA) model which is 
a consequence of incorporating moving average (MA) terms to autoregressive 
(AR) model, Bollerslev (1986) generalizes ARCH to GARCH (abbreviation 
of generalized autoregressive conditional heteroscedastic processes) by adding 
some lagged squared innovation terms to the volatility equation. One of the 
current research directions is to relax the constant volatility feature of ge-
ometric Brownian motion to capture the volatility clustering phenomenon. 
Assuming GARCH as the stock price dynamic , Duan (1995) derives the Eu-
ropean option price via an equilibrium argument. Other relevant work in this 
area includes Heston (1993) and Bates (1996) who assume the stock price fol-
lows stochastic volatility model and stochastic volatility jump-diffusion model, 
respectively. 
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1.4.1 Empirical Calibration 
While the derivation of the "fair" option pricing formula is of great theoretical 
interest, the assumptions of the usual pricing theory can hardly be realistic. 
The volatility clustering is surely an issue that needs to be addressed. The 
phenomenon of implied volatility smile is another evidence that the academic 
option pricing theory is consistently different from the market behavior. More-
over , the assumptions of frictionless market and continuous trading are distant 
from the reality and the impact of the violation of these assumptions has never 
been studied thoroughly. 
Instead of sticking to the no-arbitrage argument , Hutchinson, Lo and Poggio 
(1994) empirically estimate the option price through network-based models. 
Their data-driven methodology outperforms the Black-Scholes European op-
tion pricing formula in terms of out-of-sample hedging error. Such outstanding 
predictive performance is not only found in a series of simulation experiments 
but also in a real data study where both methods are applied to a set of S&P 
500 futures option data. According to Lai and Wong (2004) , the success of 
Hutchinson, Lo and Poggio (1994) should be attributed to both the applica-
tion of network-based non-parametric regression techniques and the pivotal 
transformation of Merton ( 1990). According to Chapter 8 of Merton ( 1990) , 
if the underlying stock price has independent increments , then the European 
option price is homogeneous of degree 1 in stock price and the strike price. 
i.e., the European option price can be expressed as a function of S t/ K. Such 
transformation not only helps in reducing the dimension of the explanatory 
variables but most importantly, constructing a stationary predictor by com-
bining 2 non-st ationary independent variables. On top of the advantage in 
statistical prediction , St/ K is known as the moneyness and is arguably the 
most important quantity in option trading industry. 
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Inspired by Hutchinson, Lo and Poggio (1994), Lai and Wong (2004) propose 
using the transformation suggested by AitSahlia and Lai (2001) and the basis 
functions suggested by the decomposition formula to calibrate some actively 
traded American options. In particular, the first term of their model is the 
corresponding European option price while the remainder early exercise pre-
mium term is approximated by a spline-based generalized additive regression 
model on the transformed co-ordinates. Since Lai and Wong (2004) avoid us-
ing computationally intensive network-based model, their methodology is more 
efficient than that of Hutchinson, Lo and Poggio (1994). Moreover, when their 
methodology is tested by using some simulated data generated from the Black-
Scholes world, they find superior results over the corresponding parametric 
methodology in terms of hedging error. 
A very important stylized fact of option data is the persistent data sparsity 
for the options with longer maturity or deep in/ out of the money. Quite a few 
researchers remove these illiquid contracts out of their datasets. For example, 
Zhang and Shu (2003) and AitSahlia, Goswami and Guha (2008) apply some 
exclusionary criteria to filter out those thinly traded data, such as (i) maturity 
less than 6 days or more than 120 days (ii) absolute moneyness defined by 
!Underlying Asset's Price / Exercise Price - 11 greater than 0.07. In this 
thesis, however , we realize these unevenly traded feature could provide extra 
predictive power over those methodologies which trash data. The approach 
that we adopt is the mixed effects model, also known as the empirical Bayes 
method in Statistics or the panel data model in econometrics. Instead of 
developing a financial theory, we make use of the fact that the options are 
traded around Black-Scholes prices with properly tuned a. Also, since the 
American option price is heavily dominated by the corresponding European 
option price and the early exercise premium only contributes a very minor 
portion, we follow the basis expansion approach of Lai and Wong (2004) in the 
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sense that the first term is the European option price and the remainder term 
is approximated by additive regression splines in the transformed variables. 
The theory of spline approximation is well justified by Stone (1994). 
The rest of this thesis is organized as follows. Chapter 2 describes the proposed 
mixed effects model and the corresponding methodology of statistical inference. 
Simulation study and real data analysis are given in Chapter 3. Chapter 4 
summarizes and concludes the thesis. 
Chapter 2 
Mixed Effects Model for 
American Option Prices 
2.1 Model 
Consider the call option data with daily closing prices of options that have 
been traded in a day. Based on their time-to-maturity and moneyness, the 
option data are classified into J groups and for group j , there are call option 
data (Cij , K i j, s i j , Ti j , T i j , q i j , (ji j) with Ti j being the time-to-maturity and (ji j 
being the standard deviation of the most recent 60 trading days asset returns , 
i = 1, ... , n1. Inspired by Lai and Wong (2004) , we propose the following 
decomposition for modelling: 
(2.1) 
where Pi j = Tij/a~, (}i j = qi j/Tij , u = -a[1 Tij, Zi j = log(Sij/ K ij)- (Pi j- (}i jPij -
1/2)uij and cf1 r-v N(O , a~ ) i.i .d. It should be noted that f c is the strike-price-
adjusted early exercise premium and is not the major term for C / K. Thus , for 
Ti j ~ 5/253, we set f c = 0. For Tij > 5/253, we approximate that convoluted 
16 
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early exercise premium term by using the following additive regression splines: 
! c (p, e' u, z) = /38 + JJic,p) p + f3~c, p) P2 + l:f::1 JJ~~~) (p - ~~ , l )~ 
+f3(c,O) 8 + (J(c ,O) 82 + '\:'Le (J(c ,O) (8 _ t c )2 
1 2 L....-t=1 2+l s,o ,t + 
+ JJ (c,u) + JJ(c,u) 2 + '\:'Lu (J (c,u) ( _ cc )2 1 U 2 U L...-l=1 2 + l U l:,u,l + 
+ 
a(c,z) + a(c ,z ) 2 + '\:'Lz a(c ,z) ( _ t c )2 
1--' 1 z 1--'2 z L...-l= 1 ~--'2+l z S, z ,l + (2.2) 
where the knots ~~ , l (respectively, ~e , L, ~~ , l, ~~, l) of the quadratic spline are the 
100l/(LP + 1)-th (respectively, 100l/(Lo + 1), 100l/(Lu + 1), 100lj(Lz + 1)) 
percentile for the variable p (respectively, fJ , u, z ). To address the observed 
data sparsity for the options with longer maturity or deep in/ out of the money, 
we model the volatility t erm by using the random effect bj as follows: 
ln CJ i j = bj + a0 + a! [ ( ~) i j - 1] + + {3~ [ ( ~) i, j - 1]_ + !~Ti,j 
+a~ [(k)ij - 1]: +,62 [(k)ij - 1]~ + f'Nj +r(lnO';j (2.3) 
bj r-v N (0 , ag) i.i.d. for j = 1, ... , J and is independent of cfj. We also adopt 
the notation of [•]+ = max(O , •) , [•] _ = min(O , •). Note the term a i j is the 
standard deviation of the most recent asset returns (say, past 60 trading days 
prior to t, a is a function of St, St - 1 , . .. St_ 60 ) and is aimed at capturing the 
effect of the most recent trading history on the volatility term. The other 
t erms are there to capture the relationship between the volatility term and the 
moneyness as well as the time-to-maturity. The model for the put options can 
be specified similarly by replacing all c and C in the formulas above by p and 
P , respectively. 
Th t f th d l n _ { ac (J (c, p) a(c,O) (J(c,u) (J(c,z) c} d e parame ers o e mo e are H - 1--'o , t , ~--' t , t , l , a c. an 
8 = { ag, a0, a!, JJf , ~~ , a~ , J)~ , ~~ , 1Jc}. Following the approach of the generalized 
linear mixed models of Breslow and Clayton ( 1993) , we propose estimating the 
parameters by maximizing the likelihood 
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where 
(2.5) 
Note that Eq. (2.4) involves only integral of the form 
(2.6) 






Eq. (2.4) can be denoted briefly as L = f1f=1 L j · Using Laplace approxima-
tion , L j is approximated by 
Ij = [rr 1 exp(-((~) i,J-~Ci,J) 2 )]-f2=~~bcexp(-2((b!b~)22)v2;r/~ 
i=l ~a~ 2 (a~ ) v L-7r v v 
Suggested by Lai and Wong (2007) , the following procedure is proposed to find 
(2.10) 
bj =bj 
the maximum likelihood estimator (hereafter MLE) of n = { f3c (J(c ,p) (J( c,e) (J(c ,u) (J(c ,z) ac} 
' 0 ' l ' l ' l ' l ' c 
Step 1. Set v = 0. Initialize S(o) by least squares regression of implied volatility 
from Black-Scholes formula on regressors specified in Eq. (2.3). Initialize a-~(o ) 
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as standard deviation of the residual C / K- cj K, where c is the Black-Scholes 
price with ff calculated from Eq (2.3) based on the parameter values of G(o). 
Initialize variables in n other than a~ at zero. 
Step 2. Set e = G(v) and compute for j = 1, ... 'J, 
b · = ar max ex - ex -~ c [nj 1 ( ((~)i ,j - ACi,j)
2
)] 1 ( (bj) 2 ) 
1 g bj !] v'21Cu~ p 2 (a~ ) 2 v'27Cug p 2 (ab) 2 (2.11) 
which equals to 
(2.12) 
Step 3. For each j , compute 
_ d2 [( n j l ( ((~) i ,j-ACi,j) 2 )) 1 ( (bj)2 )] Vj - - dbJlog Ili=l v'27ra-~ exp - 2(o-i) J27ro-~ exp - 2(a-~ )2 
and then calculate Ij according to Eq.{2.10). 
A J A ( ) J Step 4. Compute e(v+l) = arg m~x Ilj=l Ij and n v+l = arg m/tx Ilj=l Ij 
If (I f> (v+l) f> ( v ) I I (2( v +l ) (2(v) I) t 1 t d t teA (v+l) Step 5. max 8 (,~ , {2 (~ < o erance, s op an ou pu -
(2(v+ l) as the MLE upon stopping. Otherwise, update V by v+ 1' G(v) by e (v+ l) ' 
{2( v) by (2(v+ l) and go to Step 2. 
2.2 Model Selection 
To implement the proposed model , Lp , Le , Lu and Lz are set to be 2 in the 
beginning and then the terms are to be retained or be eliminated through an 
(2.13) 
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elimination procedure. Such procedure would decide which basis term should 
be saved in the model for prediction purpose. Two commonly used likelihood-
based criteria are Akaike's information criterion (AIC) and the Bayesian in-
formation criterion (BIC), where 
J 
AIC = -2 L logLj(8, n) + 2Q (2.14) 
j=l 
J J 
BIG= -2 L log Lj(8, 0) + q log L nj (2.15) 
j=l j=l 
and Q is the number of unknown parameters in the model and nj is the number 
of observations in group j. 
As suggested by Lai, Shih and Wong (2006), a backward elimination can be 
used to exclude the least significant basis function from the current model, 
in which significance is ranked by the Wald statistics. The Wald statistic for 
testing (31 = 0 is ~~~~ / §e1, where §e1 is the square root of the corresponding 
covariance term for f3t in variance-covariance matrix of all parameters, which is 
approximated by [- L,f= 1 i~(8, 11) r1 where lj = log(Lj). Each time, a new 
model is suggested by excluding the parameter with the smallest Wald statistic. 
If the new model results in a smaller BIC (or AIC), then the new model is 
preferred. And this model selection procedure keeps excluding parameters 
until the information criterion starts to increase. 
All of the above model estimation and selection procedure can also be applied 
to the put option daily transaction data. Therefore a new set of parameter 
estimates 8 and n can be obtained for put option price prediction. 
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2.3 Empirical Bayes Prediction 
After we get the estimated parameters from the selected model, we are ready 
to predict American option prices. The empirical Bayes prediction is in the 
form of: 
E [(C) ] = j oo [(c(bj)) + }c(bj)] ,1crP(~~)dbj 
K .. 00 K .. ab ab D - D 
(2.16) 
where cp is the standard normal probability density function. Since the inte-
gration is quite tedious, we adopt the following approximation which was used 




at the parameter configuration (B, D). In fact, bj has already been computed 
in the Laplace approximation step. Thus, the above prediction can be obtained 
very easily. 
Chapter 3 
Simulation and Empirical Data 
3.1 Simulation 
3.1.1 Simulation of Stock Price Path and a Set of Op-
tions 
Following the data simulation procedure in Hutchinson, Lo and Poggio (1994), 
we simulate a two-year sample of daily stock prices and construct a cross-
section of options each day according to the Chicago Board Options Exchange 
(CBOE) rules. To simulate a sample path of stock prices, we set an initial 
price S0 to $50 , an annual expected return on stock p to 20.5 percent , a fixed 
annual volatility a to 30 percent , an annual dividend rate q to 0.5 percent and 
risk-free rate to 1 percent. The stock price physically follows the geometric 
Brownian motion of the form: 
(3.1) 
We take the number of trading days per year to be 253 and discretize Eq. (3.1) 
to 
St = So exp [ t Xi] , (3.2) 
22 
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where X i are 506 i.i.d. normal random variables generated from the distribu-
. N( t-t-q-cr2 /2 cr2 ) 
tlon 253 ' 253 · 
Given a simulated path of stock pnces, we construct a set of options and 
calculate their corresponding prices on each day. The CBOE rules provide 
a clear instruction for introducing options on stocks: (i) At any time, there 
are four unique expiration dates of CBOE stock options outstanding on a 
particular stock, including current month , the next month, and the other two 
expiration dates from a quarterly schedule (quarterly schedule options are 
options with 8 monthly maturity; the frequency of issuing these options is 
once a quarter). The explicit schedule is summarized in Figure (3.1). (ii) 
The CBOE sets option strike prices at multiples of $5 for stock prices in the 
range of [$25, $200]. (iii) When an option expires and a new expiration date 
is introduced according to condition (i) , and two strike prices closest to the 
current stock price are chosen for new options. If the current stock price is 
very close to one of the two strike prices (within $1) , a third strike price is 
added to better bracket the stock price. (iv) At any time, if the stock price 
moves outside of the current strike prices range, a new strike price is generally 
added for all expiration dates to bracket that stock price. Hutchinson , Lo and 
Poggio ( 1994) generate a set of options according to the above four conditions 
and assume that all of the options generated are traded everyday. They also 
point out that the far-from-the-money options and the long-maturity options 
are often very illiquid in practice. To capture this fact , we introduce the 
probability of trading n in a day for different categories of options: options 
with strike prices that directly bracket the current stock price (less than 5 
dollar difference) and with maturity less than 3 months are assigned n = 1; 
options with strike prices that directly bracket the current stock price and with 
maturity longer than 3 months arc assigned n = 0.8; opt ions with strike prices 
that don 't directly bracket the current stock price and with maturity less than 
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Calendar Months 
Figure 3.1: CBOE schedule of issuing options . "0" on x-axis means the 
beginning of January; "1" means the end of January; "N1" means the end 
of next year's January. One arrow represents an option from its birth to its 
maturity. At the end of December, the 4 left options just have the same 
schedule as those at "0". The schedule resumes. 
3 months are assigned 1r = 0.1; options with strike prices that don't directly 
bracket the current stock price and with maturity more than 3 months are 
assigned 1r = 0.2. A typical training path with the assumption of all options 
being traded everyday is shown in Figure (3 .2) and the number of data points 
in groups classified by maturities and strike prices are listed in Table (3.1). 
After introducing the probability of trading 1r, the stock price and option 
training path are the same as in Figure (3.2) but with fewer data points of 
far-from-the-money and long-maturity options as listed in Table (3.2). 
After constructing a set of options by setting their maturities, strike prices and 
frequency of trading, we calculate the option daily closing prices according to 
the American option pricing formula given by AitSahlia and Lai (2001). To 
measure the out-of-sample pricing performance, the entire option data points 
are divided into two portions: training set and testing set, based on transac-
tion date t E (0, 403] days and t E ( 403, 506] days. By using mixed effects 
model specified in Section (2.1), we get parameter estimates from training set 
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Day 
Figure 3.2: A typical simulated training path. The solid line represents 
stock price path, while a dashed line represents an option from its introduction 
to maturity with the strike price at its corresponding y-axis price. The arrow 
represents an option's maturity. (Dashed lines are slanted to make different 
options vi si blc.) 
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T E [0, 45] days T E ( 45, 120] days T E (120, +oo) days 
S/K -1 E (-oo, -0.2] 281 248 42 
Sj K- 1 E ( -0.2, -0 .1] 660 483 220 
Sj K- 1 E ( -0.1 , -0.05] 518 334 199 
Sj K- 1 E ( -0.05, -0.01] 322 198 145 
Sj K- 1 E ( -0.01, 0.01] 186 109 79 
Sj K - 1 E (0.01, 0.05] 363 216 133 
Sj K- 1 E (0.05, 0.1) 354 214 133 
Sj K- 1 E (0.1, 0.2) 533 363 214 
Sj K- 1 E (0.2, +oo) 435 326 47 
Total data: 7355 
Table 3.1: Number of option prices simulated without 1r. 
T E [0, 45] days T E ( 45, 120) days T E (120, +oo) days 
S/K - 1 E (- oo, - 0.2) 38 51 6 
Sj K- 1 E ( -0.2 , -0.1] 127 108 66 
Sj K - 1 E ( -0.1, - 0.05) 511 276 155 
Sj K- 1 E ( -0.05, -0.01) 322 168 124 
Sj K - 1 E ( -0.01, 0.01) 186 98 70 
Sj K - 1 E (0.01, 0.05) 363 174 109 
S/ K- 1 E (0.05, 0.1] 354 185 110 
Sj K- 1 E (0.1, 0.2) 218 131 93 
Sj K- 1 E (0.2, +oo) 43 50 6 
Total data: 3314 
Table 3.2: Number of option prices simulated with 1r. 
and go through a model selection procedure in Section (2.2). With a selected 
model and its parameter estimates, we are able to predict the option prices in 
testing set and compare our results with prices calculated from the theoretical 
pricing formula of AitSahlia and Lai (2001). 
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3.1.2 '!raining Mixed Effects Model 
We are set to estimate parameters in call pricing formula Eq. (2.2) and Eq. 
(2 .3) using data in training set by the maximum likelihood procedure. Follow-
ing the model selection described in Section (2.2), the resulting pricing formula 
for call options in jth group based on the simulation data sample shown in 




~ - 0.0000013(z - ~~. 1 ) 2 + 0.0000036(z - ~~.2 ) 2 (3.3) 
bj- 1.2040-0.0001 [~ _ 1L + 0.0007 [~ _ 1[ + 0.00004 [~ _ 1]_ 
+0.0001 [ ~ - 1] ~ - 0.00002r + 0.00002r2 - 0.0000008ln iJ (3.4) 
where c is the European call price with given information of stock priceS, strike 
price K, risk free rate r, dividend rated, and time-to-maturity T = T-t. The 
volatility a is estimated from Eq. (3.4), based on a random effect, a constant 
term, S / K, T and historical a (the standard deviation of the past 60 days ' stock 
returns). (~~,1' ~~ , 2 ) = ( -0.0602, 0.0276) are the 33th percentile and the 67th 
percentile of z, respectively. Table (3.3) summarizes the parameter estimates 
and the corresponding standard errors. The estimates for the random effect bj 
are summarized in the histogram of Figure ( 3. 3). 
An estimated pricing formula for the put option in jth group based on the 




E_ - 0.0135 + 0.1207p- 0.0166u- 0.2145u2 + 0.4171(u- ~~ 1 ) 2 K , 
+0.0029z + 0.0227z2 - 0.0287(z - ~~, 1 ) 2 + 0.0097(z - ~~, 2 ) 2 (3.5) 
llj -1.1719-0.0003 [~ -1L +0.0050 [~ -1[ +0.1020 [~ -1L 
+ 1.0222 [ ~ - 1] ~ - 0.0612r + 0.0680r2 - 0.0153ln iJ (3.6) 
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n (J~c,z ) (J~c,z ) O' c 
c: 
parameter estimates - 0.0000013 0.0000036 0. 000000080 
s.e. of estimators 0.00000020 0.00000041 0. 000000012 
e a c 0 a c 1 a c 2 f31 f32 
paramet er estimates -1.2040 -0.00014 0.00074 0.000045 0.00013 
s .e. of estimators 0.0000019 0.0000013 0.0000053 0.0000020 0.000011 
1'1 1'2 'f/C O' c b 
parameter estimates -0.000018 0.000023 -0.00000083 0.0000026 
s .e . of estimators 0.00000044 0.00000047 0.00000011 0.00000078 
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Figure 3.3: Estimated values of the random effect for call options. The 
histogram summarizes 27 bj estimated values for 27 groups from the simulated 
call option training dat a . 
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n !3b !3ip ,p) ,aip,lL) (J~p,lL) {3~p,lL ) f3ip,zT 
paramet er estimates - 0.0135 0.1207 - 0.0166 - 0.2145 0.4171 0.0029 
s .e . of estimat ors 0.00057 0.0053 0.0020 0.0248 0.0568 0.00012 
{3~p,z) /]~p,z) {J~p,z) CJ c 
E: 
paramet er est imat es 0.0227 - 0.0287 0.0097 0.0001 
s.e. of estimat ors 0.00070 0.0011 0.0010 0.000015 
e a c 0 a! ac 2 /3f /32 11 
paramet er estimat es - 1.1719 - 0.0003 0.0050 0.1020 1.0222 - 0.0612 
s .e. of estimators 0.0010 0.00092 0.0027 0.0011 0.0038 0.00054 
12 r( (J c b 
paramet er estimat es 0.0680 0.0153 0.0026 
s.e . of estimators 0.00088 0.000079 0.00062 
Table 3.4: Parameter estimates for the put pricing formula based on 
simulated data. 
where p is the European put price. (~~ 1, ~~ 1, ~~ 2) = ( -0.0290, -0.0602 , 0.0296) 
' ' ' 
are the 33th percentile of u , the 33th percentile and the 67th percentile of z, 
respectively. Table (3. 4) summarizes t he parameter estimat es and the corre-
sponding st andard errors. The estimat es for the random effect b~ are aga1n 
summarized by Figure ( 3. 4). 
It should be noted that the D of t he American call model is subst antially 
smaller t han that of the American put model. This reflects the fact that 
dividend rat e q is very small which makes the early exercise premium close to 
zero. Nevert heless, none of our estimator capt ures the "true" feature of the 
simulat ed const ant volatility geometric Brownian model. In the next Section , 
we are going to compare the predictive performance of our estimat or with t hat 
of t he correctly specified theoretical model. 
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Figure 3.4: Estimated values of the random effect for put options. The 
histogram summarizes 27 tlJ estimated values for 27 groups from the simulated 
put option training data. 
3.1.3 Performance Measure and Prediction Result 
We introduce Mean Absolute Error (MAE) as the performance measure, which 
is defined as follows: 
where Ct (respectively, Pt) is the estimated call (respectively, put) price ac-
cording to any pricing model and Ci (respectively, Pi) is the observed call 
(respectively, put) price. We apply the estimation pricing formula Eq. (3.3) 
(respectively, Eq. (3.5)) to the out-of-sample testing data set and get esti-
mated call (respectively, put) prices ci (respectively, Pi) under mixed effects 
model. We set the benchmark as theoretical call (respectively, put) prices ac-
cording to AitSahlia and Lai (2001), denoted as ci (respectively, Pi), which 
take the historical volatility a as an input. The out-of-sample overall M AE 
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Mean Absolute Error (MAE) 
for ci 0.2159 
for Ci 0.0000015 
Table 3.5: Overall MAE prediction performance of the call pricing 
formula for simulated data. 
performance of ci is 0.2159 and that of ci is 0.0000015 for the prediction data, 
which is given in Table ( 3. 5). And we also measure M AEj, j = 1, ... , 27 for 
each group varying of moneyness and time-to-maturity under the theoretical 
model (T) and the mixed effects model (M) , which are given in Table (3.6). 
Out of the total 27 groups , 2 groups are with no trading volume and our mixed 
effects model is better than the theoretical model in the rest of the 25 groups. 
For put option prices, the out-of-sample overall M AE performance of Pi is 
0.2156 and that of Pi is 0.0030 for the prediction data, which is given in Table 
(3. 7). Table (3.8) reports out-of-sample MAE of the estimator Pi under the 
theoretical pricing model (T) and Pi under our mixed effects pricing model 
(M) for each moneyness-maturity group for put options. Out of the total 27 
groups, 2 groups are with no trading volume and our mixed effects model is 
better than the theoretical model in the rest of the 25 groups. 
The above striking performance is based on only one simulated path and a sin-
gle set of corresponding options linked to that. To ensure this is a consistent 
behavior, we repeat this simulation 50 times under the same parameter config-
uration and obtain 50 pairs of overall MAEs under the theoretical model and 
the mixed effects model, denoted as M A Er and M AE M. Because M A Er is 
many times larger than M AE M , to make the comparison visually more clear, 
we use log10(M AEr/ M AEM) to summarize the 50 simulation performance in 
a box-plot as Figure (3.5) for call options and put options. Thus, on the aver-
age, the MAE of the mixed effects model is better than that of the theoretical 
model by at least 100 times. 
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Model T E [0, 45] days T E (45,120] days T E (120, +oo) days 
S/K- 1 E (-oo, -0.2] T NaN 0.0699 NaN 
M NaN 0.0297 X 10-5 NaN 
S/ K - 1 E ( -0.2, -0.1] T 0.0987 0.2932 0.3604 
M 0.0380 X 10- 5 0.0414 X 10-5 0.1032 X 10-5 
S/ K- 1 E ( -0.1, -0.05] T 0.1124 0.2758 0.5108 
M 0.0488 X 10-5 0.0967 X 10-5 0.2066 X 10-5 
S/ K- 1 E ( -0.05, -0.01] T 0.1431 0.2996 0.4104 
M 0.0801 X 10- 5 0.1431x1o - 5 0.1898 X 10 - 5 
S/ K - 1 E ( -0.01 , 0.01] T 0.1417 0.3054 0.4362 
M 0.0908 X 10- 5 0.1108x1o - 5 0.2096 X 10- 5 
S/ K- 1 E (0.01, 0.05] T 0.1428 0.2888 0.4663 
M 0.1591 X 10-5 0.3069 X 10-5 0.4187x 10-5 
S/ K- 1 E (0.05, 0.1] T 0.1288 0.2853 0.4874 
M 0.0773 X 10-5 0.1678 X 10- 5 0.3536 X 10- 5 
S/ K- 1 E (0.1, 0.2] T 0.0541 0.2183 0.2186 
M 0.0452 X 10-5 0.2933 X 10-5 0.3916 X 10-5 
S/ K - 1 E (0.2, +oo) T 0.0054 0.0639 0.3112 
M 0.2659 X 10-5 0.9223 X 10-5 0. 7121 X 10-5 
Table 3.6: Group MAE prediction performance of the call pricing 
formula for simulated data. T is the theoretical model with historical 
volatility as input and M is the mixed effects model. N aN means there is no 
data in that group for prediction. 
Mean Absolute Error (MAE) 
for Pi 0.2156 
for Pi 0.0030 
Table 3.7: Overall MAE prediction performance of the put pricing 
formula for simulated data. 
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Model T E [0 , 45] day s T E ( 45 , 120] day s T E (120, + oo ) day s 
S / K - 1 E (-oo, - 0.2] T N aN 0.0605 NaN 
M Na N 0.0129 NaN 
S / K - 1 E ( - 0.2 , - 0.1] T 0.0976 0.2907 0.3596 
M 0.0069 0.0017 0.0070 
S / K - 1 E ( - 0.1 , - 0.05] T 0.1123 0.2745 0.5099 
M 0.0025 0.0020 0.0037 
S j K - 1 E ( - 0 .05 , - 0 .01 ] T 0.1430 0.2989 0.4101 
M 0.0022 0.0033 0.0038 
S j K - 1 E ( - 0 .01 , 0.01] T 0.1418 0.3050 0.4360 
M 0.0041 0.0046 0.0038 
S/ K - 1 E (0.01 , 0.05] T 0.1 429 0.2886 0.4663 
M 0.0027 0.0040 0.0042 
S / K - 1 E (0.05 , 0.1 ] T 0.1288 0.2852 0.4876 
M 0.0015 0.0029 0.0050 
S j K - 1 E (0.1 , 0.2] T 0.0541 0.2184 0.2187 
M 0.0036 0.0017 0.0017 
S/ K- 1 E (0.2 , +oo) T 0.0054 0.0639 0.3114 
M 0.0052 0.0013 0.0029 
Table 3.8: Group MAE prediction performance of the put pricing 
formula for simulated data. T is the theoretical model with historical 
volatility as input and M is the mixed effect s model. N aN means there is no 
dat a falling into that group for prediction. 
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These results seem to support that our estimated model can predict substan-
tially better than the theoretical model even though the theoretical model is 
derived under the completely accurate specification of the geometric Brown-
ian motion. Such absurd conclusion can be viewed from another perspective. 
In Figure ( 3. 6) and Figure ( 3. 7), we plot the histograms of Q-, the historical 
volatility, and that of a, the estimated volatility under the mixed effects model 
for the calls and the puts, respectively, for the first simulation. Since a is a 
running 60-days standard deviation of the daily returns and a makes use of 
the full data set, the variations of a around the true value 0.3 are significantly 
smaller than those of Q- and thus, causing the smaller MAE for both puts and 
calls. 
The market practice of using running historical volatility is to capture the 
constant varying market environment. In practice, one cannot tell whether 
the real stock dynamic is a geometric Brownian motion or a G RACH model. 
That is why in the next Section, we compare our model with that of the 
theoretical model by using real market data. 
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Figure 3.6: Histograms of a and a of call options from the first simu-
lation for the theoretical model and the mixed effects model. 
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Figure 3.7: Histograms of a and a of put options from the first simu-
lation for the theoretical model and the mixed effects model. 
3.2 An Application to P&G American Options 
In Section ( 3.1) we have shown that the proposed mixed effects model can 
successfully predict American options if the data is generated from a path 
of the stock price following a Geometric Brownian Motion. To gauge the 
practical performance of the pricing model, we apply it to the pricing of P &G 
stock options traded in Chicago Board Options Exchange, and compare with 
the prices given by t he theoretical pricing model with the approximated option 
price given by in AitSahlia and Lai (2001) . 
3.2.1 The Empirical Data and Setup 
The dat a for the empirical study are daily closing prices of P &G American-style 
st ock options from June 2000 to June 2007. The underlying stock P &G 's prices 
during that period are shown in Figure (3.8). Like the simulat ed data, we first 
assign dat a of option closing prices into different groups by its moneyness and 
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Figure 3.8: Daily stock price of P&G from June 2000 to June 2007. 
time-to-maturity. The way of constructing groups and the number of data in 
each group are given in Table (3.9). Then we divide the 7-year option data into 
training set and prediction set by the transaction date before or after July 1st 
2006. Therefore there are 19,693 and 4,923 data points in the training set and 
the prediction set for the calls, while there are 12,436 and 2,967 data points 
in the training set and the prediction set for the puts. The risk-free rate r is 
approximated by the yield of the 3-month US Treasury bill. We downloaded 
the annualized 3-month T-bill rate and P&G's stock dividend rate from the 
DataStream. The option data are purchased from CBOE. 
3.2.2 Training Mixed Effects Option Pricing Model 
Following the estimating scheme on the empirical data as des cri bed in Section 
( 2.1) and the model selection proccd ure in Section ( 2. 2), we get the pricing 
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Call Data Time-to-maturity (in days) 
s K -1 [0, 20] (20, 60] (60, 90] (90, 120] (120, 180] (180, 253] (253, 380] (380, 506] 
( -oo, -0.1] 102 418 402 391 857 385 499 453 
( -0.1, -0.07] 158 563 310 357 591 164 198 114 
( -0.07, -0.03] 560 1208 497 460 738 237 204 151 
( - 0.03, 0.03] 1389 1951 635 553 837 252 290 235 
(0 .03, 0.07] 694 761 321 192 308 131 125 113 
(0 .07, 0.1] 294 373 102 93 124 47 67 48 
(0.1 , 0.2] 431 512 217 163 253 143 162 126 
(0.2, +oo) 272 309 171 117 207 136 201 170 
Total data: 
Put Data Time-to-maturity (in days) 
~ -1 [0, 20] (20 , 60] (60, 90] (90, 120] (120, 180] (180, 253] (253 , 380] (380, 506] 
( -oo, -0.1] 174 157 57 88 113 14 63 55 
( -0.1, -0.07] 148 172 77 60 114 23 34 20 
( -0.07, -0.03] 480 534 204 133 210 69 57 41 
( -0.03, 0.03] 121 1487 402 359 456 126 118 112 
(0.03, 0.07] 502 818 306 205 349 121 83 85 
(0.07, 0.1] 175 417 126 148 179 58 59 50 
(0.1, 0.2] 220 611 314 240 437 158 183 159 
(0.2, +oo) 63 227 172 138 283 110 284 181 
Total data: 
Table 3.9: Number of P&G call and put option prices from June 2000 
to June 2007 grouped by moneyness and time-to-maturity. 
formula for P&G 's call and put options in the jth group 
c 
K 





















-0.2343u2 + 0.0773(z- ~~ 1) 2 - 0.0737(z- ~~ 2) 2 (3.8) , , 
ln a- be- 0 5381 + 0 7647 [~ - 1] - 0.1158 [~ - 1] 2 - 0.0223 [~ - 1] 
J .. K + K + K _ 
+0.0495 [ ~ - 1 J ~ - 0.0517T + 0.0327T2 + 0.5834ln a (3.9) 
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n ,aip,tJ) ,6~p , ()) ,aip,(J) ,aip,u) ,6~p ,u) ,6~p , z) ,6dp,z) 
parameter estimates - 0.0108 0.0081 -0.0170 - 0.0613 - 0.2343 0.0773 - 0.0737 
s .e . of estimators 0.0003 0.0002 0.0007 0.0022 0.0068 0.0071 0.0093 
8 a c 0 a.} a.c 2 ,6f ,62 
parameter estimates -0.5381 0.7647 -0.1158 -0.0223 0.0495 
s.e . of estimators 0.0085 0.0073 0.0159 0.0165 0.0789 
-yf 
-r2 rJc (J c b 
parameter estimates - 0.0517 0.0327 0.5834 0.0585 
s.e . of estimators 0.0019 0.0006 0.0006 0.0065 
Table 3.10: Parameter estimates for call pricing formula based on 




_!!_- 0.0027 p2 + 0.0049(p- ~pp 1) 2 - 0.003982 + 0.0202(8- ~~ 1) 2 K , , 
-0.0341(8- ~~, 2 ) 2 - 8.6266(u- ~~ , 1 ) 2 - 0.0004z + 0.0101z2 
+0.0163(z- ~~, 1 ) 2 - 0.0159(z- ~~, 2 ) 2 (3.10) 
bj _ 0.4911 + 1.2859 [~ _ 1L _ 0.8615 [~ _ 1[- 0.2841 [~ -1L 
. 2 
+ 2.9260 [ ~ - 1] _ - 0.2839T + 0.0858T2 + 0.5797]n iT (3.11) 
where the non-parametric terms based on training data are (~0 2 , ~~ 1 , ~~ 2 ) = 
' ' ' 
(1.2000 , -0.0646 , 0.0105), (~~, 1 ' ~~,1 ' ~~, 2 ' ~~ , 1 ' ~~, 1 ' ~~, 2) = (0.3022 , 0.6180 , 1.2169, 
-0.0197, -0.0071 , 0.0644). The parameter estimates and the estimators ' stan-
dard errors are given in Table (3.10) and Table (3.11) for call and put options, 
respectively. The random effects bj and tlJ are estimated by the posterior mode 
for each group. All 72 bj values and 72 tlJ values are summarized in histograms 
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n (3~p , p) (3~p , p) (3~p , O) (3~p , O ) (3~p , () ) {3~p,u) 
paramet er estimat es -0.0027 0.0049 -0 .0039 0.0202 -0 .0341 -8.6266 
s .e. of estimators 0.0008 0.0012 0.0004 0.0012 0.0016 0.8649 
{3~p , z) {3~p,z) {3~p,z) fJ~p,z) (J P 
E: 
parameter estimat es -0.0004 0.0101 0.0163 -0 .0159 0.0072 
s.e. of estimators 0.0021 0.0057 0.0266 0.0260 0.0008 
e (XC 0 a~ a2 (3f !32 
paramet er estimat es -0.4911 1.2859 -0.8615 -0.2841 2.9260 
s.e . of estimators 0.0096 0.0244 0.0349 0.0807 0.2925 
1'f 1'2 r( (J c b 
paramet er estimat es -0.2839 0.0858 0.5797 0.0711 
s.e . of estimat ors 0.0067 0.0024 0.0007 0.0094 
Table 3.11: Parameter estimates for put pricing formula based on 
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Figure 3. 9: Estimated values of the random effect for P&G call op-
tions. The histogram summarizes 72 bj estimated values for 72 groups from 
the P &G call option training dat a. 
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Figure 3.10: Estimated values of the random effect for P&G put op-
tions. The histogram summarizes 72 b~ estimated values for 72 groups from 
the P&G put option training data. 
3.2.3 Performance Analysis 
Similar to the simulation experiments, the Mean Absolute Error (MAE) are 
used to measure out-of-sample pricing prediction errors of prices ( C, F) gen-
erat ed by the theoretical approach (T), and prices ( 6, F) generated by the 
mixed effects approach (M). The overall MAEs are listed in Table (3.12). The 
mixed effects model generates about 25% less pricing error than the theoretical 
model. 
Figure (3.11) gives the insight that among all moneyness groups, except for 
the deep out-of-the-money options, the absolute pricing errors under the mixed 
effects model are generally smaller than those under the theoretical model. The 
averagely smaller and smoother errors are reflected by smaller interquartile 
ranges , smaller sample ranges and fewer outliers. Figure (3.12) reveals that 
the absolute pricing errors under the mixed effects model are more stable 
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Mean Absolute Error (MAE) 
for ci 0.4810 
for Ci 0.3812 
Mean Absolute Error (MAE) 
for Pi 0.3840 
for Pi 0.2733 
Table 3.12: Overall MAE prediction performance of the call and put 
pricing formulas for P&G data. 
across different time-to-maturity groups compared with the theoretical model 
whose interquartile ranges experience a significant expansion from short term 
to long term maturity. Although the errors for mixed effects model are a little 
larger when near maturity, the mixed effects model overall presents stable and 
smaller absolute pricing errors. The similar analysis results can be found in 
the put option data, in Figure (3.13) and Figure (3.14). This "averaging" and 
"overall improving" phenomenon of mixed effects model can be attributed to 
the random effect which builds correlations and borrows information among 
all groups. According to the empirical Bayes theory, the mixed effects model, 
because of the hidden correlation, should produce better overall prediction 
than the individual model built for each group. Verified in the application 
of P &G option data, the mixed effects model does result in a smaller overall 
MAE. The detailed group prediction performance in terms of group MAE is 
presented in Table (3.13) and Table (3.14) for call and put options respectively 
under the theoretical model (T) and the mixed effects model (M). The mixed 
effects model outperforms the theoretical model in 45 groups out of 72 for calls, 
and in 43 groups out of 66 for puts. 
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Figure 3.11: Box-plots of absolute pricing error of call options for 
different S/K-1 groups under (a) the theoretical model and (b) the 
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Figure 3.12: Box-plots of absolute pricing error of call options for 
different time-to-maturity groups under (a) the theoretical model 
and (b) the mixed effects model. 
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Figure 3.13: Box-plots of absolute pricing error of put options for 
different S /K-1 groups under (a) the theoretical model and (b) the 
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Figure 3.14: Box-plots of absolute pricing error of put options for 
different time-to-maturity groups under (a) the theoretical model 
and (b) the mixed effects model. 
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Time-to-Maturity (in days) 
S/K -1 Model [0, 20) (20, 60) (60, 90) (90, 120) (120, 180) (180, 253) (253, 380) 
( -oo, -0.1) T 0.050 0.055 0.085 0 .173 0.219 0 .339 0.492 
M 0.047 0.157 0.138 0.199 0.275 0.467 0.743 
( -0.1, -0.07) T 0.037 0.097 0.202 0.305 0.481 0.713 0.958 
M 0.034 0.160 0.219 0.218 0.347 0.718 0.495 
( - 0.07, - 0.03) T 0.057 0.125 0.195 0.328 0.387 0 .501 0.621 
M 0.098 0.126 0.258 0.367 0.414 0.746 0.891 
( -0 .03, 0.03) T 0.116 0.237 0.434 0.554 0 .6 17 0.775 1.196 
M 0.142 0.156 0 .319 0.415 0 .409 0.851 0.539 
(0.03, 0.07) T 0.094 0.245 0.348 0.390 0.541 0.378 1.112 
M 0 .118 0.235 0.478 0.344 0.416 0 .901 0.536 
(0.07, 0.1) T 0.147 0.197 0.362 0.313 0.597 1.140 1.095 
M 0.145 0.146 0.182 0.250 0.291 0 .576 0.587 
(0.1,0 .2) T 0.101 0.181 0.308 0 .376 0.582 0.578 0.734 
M 0 .096 0 .146 0.176 0.244 0 .371 0.816 0.599 
(0 .2, +oo) T 0.274 0 .281 0 .360 0.405 0.400 0.507 0.465 
M 0.274 0 .278 0.324 0.265 0.269 0.603 0.519 
Table 3.13: Group MAE of the call pricing formula for P&G data. 
N aN means there is no data in that group in prediction data set 
Time-to-Maturity (in days) 
S/K -1 Model [0, 20) (20, 60) (60, 90) (90, 120) (120 , 180) (180, 253) (253 , 380) 
(-oo,-0.1) T 0.200 0.126 NaN 0.205 NaN NaN NaN 
M 0.223 0.445 NaN 0.327 NaN NaN NaN 
( -0.1, -0.07) T 0 .099 0.129 0.231 0.110 0.304 0.459 0.654 
M 0.168 0.168 0.207 0.188 0.271 0.320 0.374 
( - 0.07, - 0.03] T 0.136 0.172 0.202 0.317 0.414 0 .388 0.726 
M 0 .159 0.182 0.283 0.399 0.321 0.447 0.348 
( -0.03, 0.03] T 0.119 0.237 0.355 0.434 0.594 0 .520 1.130 
M 0.123 0.353 0.369 0.409 0.389 0.378 0.373 
(0.03, 0.07] T 0.064 0.182 0.242 0.388 0 .441 0.309 1.233 
M 0.108 0.139 0.330 0.258 0.331 0.398 0.202 
(0.07,0.1] T 0 .049 0.092 0.304 0.214 0.448 1.217 1.061 
M 0.035 0.139 0.134 0.342 0.257 0.034 0.308 
(0 .1, 0 .2] T 0.048 0.079 0.189 0.146 0 .336 0.344 0.803 
M 0.028 0.100 0.120 0.224 0.206 0 .385 0.224 
(0.2, +oo) T 0.050 0 .045 0.080 0.101 0.154 0.184 0.393 
M 0.050 0.084 0.050 0.083 0.101 0.170 0.153 
Table 3.14: Group MAE of the put pricing formula for P&G data. 
N aN means there is no data in that group in prediction data set 
(380, 506) (506, +oo) 
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Conclusion and Discussion 
Although the "fair" price for the American option is theoretically attractive, 
the assumptions behind are far from t he reality. Various academic articles aim 
at deriving the theoretical option price under stock price models with volatility 
clustering feature . However, the stylized facts that most of the trading activ-
ities are close-to-the-money and close-to-maturity receive only tiny attention, 
if not none. Those far-from-the-money and far-from-maturity data are sparse 
and are traditionally filtered out from the analysis in many academic papers. 
Not to mention that the impact of the fr ictionless market and continuous trad-
ing assumptions is still an open myth. The implied volatility smile shows a 
systematic pricing error in the Black-Scholes theory. 
Thus , instead of using no-arbitrage or equilibrium argument, this thesis tackles 
the task of American option pricing from a statistical perspective. Acknowl-
edging the fact that the options are priced close to the Black-Scholes prices 
with properly tuned volatility, we model the fixed effect by the European op-
tion price plus a sum of additive regression spline terms which approximates 
the early exercise premium. Learning from the empirical Bayes theory that 
the sparse data would contain important information for prediction, we employ 
the random effect to build the dependence structure between the data groups 
with different observation frequencies. Our proposed approach does give an 
46 
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overall better prediction than the theoretical model in the simulations as well 
as the real data study. 
Similar to other statistical recipes, like Hutchison, Lo and Poggio (1994) and 
Lai and Wong (2004), our proposal requires some voluminous transaction data. 
Such constraint makes our methodology inapplicable to the over-the-counter 
options with no transaction data available. Other than this obvious shortcom-
ing, our approach could possibly be generalized to predict the prices of the 
illiquid options with very few transactions. Besides, one may be interested to 
study if more relevant basis functions, such as cubic splines in the transformed 
variables, could be included in modelling the volatility and the option price 
by considering the balance between statistical efficiency and computational 
complexity. Those would be left for future research. 
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