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Notations
Graphes
G = (V,E) graphe non orienté.
V ensemble de sommets.
E ensemble d’arcs non orientés.
∂i ensemble des voisins du sommet i.
di degré (nombre de voisins) d’un sommet i.
H = (V,F) hypergraphe.
F ensemble d’arcs d’un hypergraphe ou de sous-parties de V.
Xi variable associée au sommet i.
XA vecteur des variables associée à l’ensemble de sommets A.
X XV.
Divers∑
x\xi ,
∫
x\xi somme, intégrale sur les valeurs de x exceptées celles de xi.
⊥⊥ indépendance au sens probabiliste.
|A| cardinal de l’ensemble A.
X ∼ dF « La variable aléatoire X est de loi dF . »
X ² Y Ordre stochastique entre les variables X et Y .
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Chapitre 1
Introduction
1.1 Contexte de l’étude
Le sujet étudié dans cette thèse étant inspiré d’un problème pratique lié
au traﬁc routier, nous allons en faire une brève description avant de l’abs-
traire comme un problème d’inférence dans la partie suivante. Les chapitres
suivants de la thèse seront ensuite consacrés à l’étude de diﬀérents aspects de
ce problème.
Le problème de régulation des réseaux de transport a vu son importance
croître avec les phénomènes d’urbanisation et d’exode rural ; il reste critique
malgré la mise en place progressive de politiques de transports publics. Un
premier pas vers cette régulation consiste à être capable de fournir aux utili-
sateurs, et aux autorités, une information en temps réel sur l’état de congestion
du réseau ainsi que sur son évolution. Plusieurs types d’informations caracté-
risent l’état de congestion d’un réseau. De manière non exhaustive, on peut
citer la densité de véhicules, leur vitesse moyenne ou les temps de trajet sur
les diﬀérents axes du réseau. On considérera dans ces travaux que c’est cette
dernière information qui caractérise l’état du réseau ; c’est en général l’infor-
mation qui intéresse le plus les utilisateurs de ce réseau.
La méthode classique pour recueillir des données de traﬁc routier est l’ins-
tallation d’une boucle magnétique sous la chaussée d’un axe de circulation
qui compte le nombre de véhicules y circulant par unité de temps. Il existe
d’autres méthodes mais elles impliquent toutes l’installation de capteurs ﬁxes
dénombrant les véhicules circulant à un point du réseau. Dans le cas d’un ré-
seau de transport urbain ou péri-urbain, l’installation de ce type de capteurs
sur l’ensemble des axes de circulation est techniquement et ﬁnancièrement très
diﬃcile à mettre en œuvre du fait du nombre d’axes. Le coût d’installation
d’une boucle magnétique est estimé à 12 500e, ceci ne tenant pas compte des
frais de maintenance. En outre, une fois mis en place, un tel système n’oﬀre
aucune souplesse, les points de mesures étant ﬁgés.
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L’émergence et la diﬀusion massive de systèmes de positionnement dans les
véhicules remettent en cause cette approche classique de collecte de données.
On propose ici d’étudier l’utilisation qui peut être faite de données provenant
d’une ﬂotte de véhicules utilisateurs du réseau. Ces véhicules fournissent, en
temps réel, une information sur l’état du traﬁc rencontré. La nature des don-
nées est diﬀérente de celles obtenues par comptage. On passe en eﬀet d’une
vision eulérienne du traﬁc, où l’on observe le traﬁc à partir d’un point de
mesure ﬁxe, à une vision lagrangienne, où l’on suit les véhicules au cours du
temps. Le point de vue lagrangien est plus adapté à la mesure de temps de
trajet alors que le point de vue eulérien est plus adapté à la mesure de débit.
Une collecte de données basée sur les véhicules et non plus sur l’infrastructure
a déjà été mise en place sur la région de San Francisco dans le cadre du projet
Mobile Millenium [75]. Les données collectées sont dans ce cas des traces GPS
provenant de téléphones mobiles [45]. Notons cependant qu’obtenir des temps
de trajet à partir de traces GPS nécessite de retrouver les chemins empruntés
par les véhicules, ce qui peut être diﬃcile, en particulier en zone urbaine où
les axes peuvent être courts et proches les uns des autres (voir les travaux de
Hunter et al. [49] à ce sujet).
L’origine des méthodes étudiées ici remonte au projet React [24, 31, 35,
36] qui a fait l’objet d’un dépôt de brevet [60]. Pour poursuivre cette étude,
les équipes de LaRA 1 se sont impliqués dans deux projets Pumas [83] et
Travesti [94], le second ﬁnançant cette thèse.
Pumas est un projet expérimental dont l’objectif était la mise en place
d’une ﬂotte de 1 000 véhicules spéciﬁquement équipés pour fournir une infor-
mation sur l’état du traﬁc rencontré sur l’agglomération de Rouen (CREA).
Ce projet a été une source d’inspiration du sujet étudié ici mais, pour diverses
raisons, le nombre de véhicules obtenus a ﬁnalement été beaucoup plus faible
que prévu et nous n’avons pu obtenir suﬃsamment de données exploitables.
La taille de la ﬂotte peut paraître assez faible par rapport à ce que l’on peut
espérer en utilisant des téléphones mobiles équipés d’un système GPS comme
source de données. Cependant, il est courant d’estimer que la connaissance de
5 à 10% du traﬁc permet une bonne estimation de l’état global. L’approche
Pumas ne se situe donc pas dans la mouvance « Big Data » qui consiste à
traiter une masse de données disponibles à peu de frais. En contrepartie de
la diﬃculté du déploiement de la ﬂotte, celle-ci nous fournit des données plus
riches. Les véhicules sont par exemple équipés d’une cartographie embarquée
et sont donc en mesure de nous fournir les temps de parcours le long de leur
itinéraire. Les données obtenues sont donc les temps de parcours des axes suc-
cessifs de l’itinéraire des véhicules sondes. On se contentera ici de mesurer les
temps de trajet par paires de lien, aﬁn de procéder à une approche de type
markovienne. Les seules dépendances que l’on pourra observer directement
1. LaRA est un groupe de recherche formé de l’équipe projet Imara de l’Inria et du
Caor des Mines-ParisTech.
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sont donc celles entre voisins du graphe physique.
Le projet Travesti 2 est le pendant théorique de Pumas qui s’intéresse
au problème de modélisation de réseaux de grande taille dans le but de four-
nir des prédictions de leur comportement. En particulier, la partie du projet
qui nous intéresse dans ces travaux concerne la prédiction en temps réel du
comportement d’un réseau routier à partir d’informations distribuées.
Dans la suite, on s’appliquera à trouver des méthodes qui ne sont pas
spéciﬁques au traﬁc routier. On supposera seulement que les observations dont
on dispose correspondent aux hypothèses suivantes :
– Les observations sont (très) incomplètes. On n’observera jamais simul-
tanément l’état intégral du réseau mais seulement un faible pourcentage
des variables de celui-ci.
– L’identité des variables observées n’est pas contrôlée. La ﬂotte de véhi-
cules sondes se déplace selon ses objectifs propres qui ne coïncident pas
avec l’observation que l’on souhaite réaliser du réseau.
Les deux grands types d’approche pour la prédiction de traﬁc routier sont
les méthodes dirigées par les données (i.e. les méthodes de type régression) et
celles basées sur un modèle de traﬁc. La nature des observations rendent le
problème non traitable par les méthodes classiques de régression qui supposent
le nombre et l’identité des observations ﬁxés. D’une manière générale, il est
diﬃcile d’utiliser des méthodes purement dirigées par les données dans un
contexte où l’on ne possède aucune observation complète du réseau.
Les modèles de traﬁc routier sont nombreux et diﬀèrent selon l’échelle
considérée ; pour un panorama des modèles standards voir [20, 57]. Les mo-
dèles macroscopiques, qui nous intéressent ici, sont en général basés sur de
la dynamique des ﬂuides à l’équilibre, et particulièrement adaptés au cas du
traﬁc sur autoroute. Cette hypothèse n’est cependant pas adaptée au cas d’un
réseau urbain. En eﬀet la topologie du réseau est alors plus complexe et l’état
du traﬁc sur un segment entre deux intersections est par nature stochastique
et hors d’équilibre, du fait de la présence de feux de circulation ou d’un faible
nombre de véhicules par segment.
L’approche proposée ici est celle d’une modélisation probabiliste de l’état
du traﬁc, et les deux problèmes conjoints que l’on va chercher à résoudre sont :
– Comment déﬁnir un modèle probabiliste à partir d’observations (très)
incomplètes du réseau ?
– Partant d’observations distribuées aléatoirement, quelle méthode de pré-
diction temps-réel du comportement du réseau peut-on proposer ?
Ces deux questions sont très fortement liées, on a en eﬀet tout intérêt à
déﬁnir un modèle compatible avec la méthode de prédiction choisie.
2. Acronyme de « TRAffic Volume Estimation by Spatio-Temporal Inference ».
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1.2 Modélisation probabiliste
On commence ici par formaliser le problème décrit dans la section précé-
dente. Soit X def= {Xi, i ∈ V} ∈ R|V| un vecteur aléatoire. On se propose de
répondre aux deux questions suivantes :
(i) Quel modèle probabiliste deX peut-on proposer à partir d’observations
de paires ? Plus précisément, on suppose que pour toute paire (i, j) d’un
sous-ensemble E de V2 on a Ni,j réalisations indépendantes du couple
(Xi, Xj) {
(Xi = x
k
i , Xj = x
k
j )
}
k∈{1,...,Ni,j}
. (1.1)
(ii) A partir d’informations partielles XV∗ = xV∗ , dont l’identité V∗ n’est
pas contrôlée et change d’une instance à l’autre, quelle information peut-
on obtenir sur les variables aléatoires non observées XV\V∗ ?
Comme on l’a déjà suggéré dans l’introduction générale, les réponses apportées
à ces deux questions sont très fortement liées et l’on prend ici le parti de les
traiter conjointement. Ce problème diﬀère des approches classiques, à la fois du
fait de la nature des observations (très incomplètes) permettant de construire
le modèle mais aussi du fait de la variabilité des observations V∗ dont l’identité
n’est pas connue à l’avance. On est contraint de passer par une étape de choix
et d’estimation d’un modèle du vecteur aléatoire X. En eﬀet, les méthodes
sans modèles, telle que les algorithmes du type « k plus proches voisins »,
ne peuvent fonctionner avec des observations aussi partielles du vecteur X.
La question (ii), lorsque V∗ est ﬁxé, correspond exactement à un problème
de régression, c’est à dire que l’on cherche à déterminer tout ou partie des
lois conditionnelles des variables Xi non observées. L’ensemble des variables
observées V∗ n’étant pas ﬁgé, il faudrait cependant calibrer un modèle de
régression par valeur de V∗ ce qui conduirait à un nombre exponentiel de
modèles et n’est donc pas envisageable. Intéressons nous à présent au choix
du modèle probabiliste du vecteur X.
La structure des observations fait apparaître de manière sous-jacente un
modèle de variables aléatoires sur un graphe G = (V,E) ; les graphes étant
la représentation la plus commune des structures de dépendance, comme l’ex-
plique Pearl [82, p. 81-82]. Pour mettre cela en évidence d’une autre manière,
supposons que les variables sont à valeurs discrètes et que les observations
jointes (1.1) sont résumées sous la forme de moments empiriques α̂ correspon-
dant à des fonctions test r choisies ou subies. Dans ce cas, on recherche une
distribution pσ du vecteur σ vériﬁant les contraintes suivantes{
Epσ [ri(σi)] =
∑
s pσ(s)ri(si) = α̂i,∀i ∈ V,
Epσ [rij(σi, σj)] =
∑
s pσ(s)rij(σi, σj) = α̂ij ,∀(i, j) ∈ E,
(1.2)
pour des fonctions r données et α̂i, α̂ij ∈ R. Le choix le moins discriminant
pour pσ, vériﬁant ces contraintes, est obtenu grâce au principe de maximisation
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de l’entropie de Jaynes [51]. Cette maximisation sous contraintes conduit à
considérer le lagrangien suivant :
L(pσ, γ,λ) = −
∑
s
pσ(s) ln pσ(s) +
∑
i∈V
λi
(∑
s
pσ(s)ri(si)− α̂i
)
+
∑
(i,j)∈E
λij
(∑
s
pσ(s)rij(si, sj)− α̂ij
)
+ γ
(∑
s
pσ(s)− 1
)
,
dont les points stationnaires (∂L(pσ ,γ,λ)∂pσ(s) = 0) fournissent la forme de la distri-
bution :
pσ(s) = exp
∑
i∈V
λiri(si) +
∑
(i,j)∈E
λijrij(si, sj) + γ − 1
 . (1.3)
Les multiplicateurs de Lagrange λ et γ sont respectivement obtenus en impo-
sant les contraintes (1.2) et
∑
s pσ(s) = 1. Une distribution de la forme (1.3)
correspond au cas d’un champ markovien aléatoire avec interactions de paires,
comme on le verra dans la section suivante (théorème 1.2).
Regardons maintenant le cas plus simple de la forme (1.3). Il s’agit du cas
de variables binaires σ = {σi, i ∈ V} ∈ {−1, 1}|V| avec les fonctions r qui sont
tout simplement ri(si) = si et rij(si, sj) = sisj . La distribution de σ est alors
de la forme suivante :
Pσ(σ = s) =
1
Z
exp
− ∑
(i,j)∈E
Jijsisj −
∑
i∈V
hisi
 ,
qui correspond à un modèle d’Ising en physique statistique. On trouve une
description de ces modèles d’Ising dans l’ouvrage de Baxter [8]. Le cas des mo-
dèles d’Ising ferromagnétiques uniformes (Jij = J > 0) a été étudié de manière
extensive. Il admet une transition de phase, pour des structures de graphes
suﬃsamment connectés, vis-à-vis de la valeur de la constante de couplage J .
Pour des faibles valeurs de J , seul un état désordonné apparaît, correspondant
aux ﬂuctuations des variables σi autour de leur valeur moyenne. Au contraire,
pour des fortes valeurs de J , les variables tendent toutes à se trouver dans
le même état et deux états macroscopiques équiprobables existent : σ = 1
et σ = −1. Revenons un instant au point de vue traﬁc. Ces deux états cor-
respondent au cas où presque tous les liens sont ﬂuides et à celui où presque
tous les liens sont congestionnés. Les conﬁgurations réelles de congestion sont
bien sûr plus complexes et les modèles d’Ising inhomogènes 3, appelés verres
de spin [72] en physique statistique, permettent d’obtenir des superpositions
d’états du type modèle de Hopﬁeld [48, 90, 4]. D’un point de vue physique,
3. les coefficients Jij sont alors différents et peuvent être négatifs.
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ce type de modèle est satisfaisant. On voit en eﬀet apparaître naturellement
la propagation de la congestion de proche en proche dans le réseau, via les
interactions de paires.
Les modèles de la forme (1.3) s’adaptent particulièrement bien à l’estima-
tion à partir d’observations de paires (1.1), puisque les paramètres λij corres-
pondent aux interactions entre ces mêmes paires de variables.
La section suivante est dédiée à la déﬁnition formelle de la notion de champ
markovien aléatoire qui généralise les distributions de la forme (1.3). Pour une
description plus extensive de ces modèles, on réfère à l’ouvrage de Kindermann
et al. [56]. En particulier, le théorème 1.2 (Hammersley-Cliﬀord) nous permet-
tra de simpliﬁer leur propos en donnant une forme générique à la distribution
jointe du vecteur aléatoire X.
1.3 Champ markovien aléatoire
Commençons tout d’abord par énoncer trois propriétés de Markov qui
formalisent l’idée intuitive de dépendance entre variables basée sur un graphe
non orienté G.
Définition 1.1. Soit X
def
= {Xi, i ∈ V} un vecteur aléatoire et G = (V, E) un
graphe non orienté. X vériﬁe une propriété de Markov relativement au graphe
G s’il vériﬁe l’une des trois propriétés suivantes :
– (M1) ∀(i, j) /∈ E, Xi ⊥⊥ Xj | XV\{i,j} : dès lors que deux variables ne
sont pas voisines dans G elles sont indépendantes conditionnellement à
toutes les autres variables.
– (M2) ∀i ∈ V, Xi ⊥⊥ XV\∂i | X∂i : conditionnellement, à son voisinage
une variable est indépendante de toutes les autres.
– (M3) ∀A,B ⊂ V et ∀C ⊂ V tel que C sépare A et B dans G, XA ⊥⊥
XB | XC : deux sous-ensembles de variables sont indépendants condi-
tionnellement à un sous-ensemble les séparant.
On parlera de champs markoviens aléatoires relativement à G lorsque l’on
considère des distributions du vecteur X pour lesquelles ces trois propriétés
de Markov sont équivalentes. C’est l’objet de la proposition suivante :
Proposition 1.1. Pour toute loi de probabilité P admettant une densité conti-
nue et strictement positive par rapport à une mesure, les propriétés de Markov
(M1), (M2) et (M3) sont équivalentes ; un vecteur aléatoire X vériﬁant une
de ces trois propositions sera alors appelé champ markovien aléatoire relati-
vement à G. Dans le cas de variables aléatoires discrètes, la stricte positivité
de la loi suﬃt donc.
Démonstration. Voir Lauritzen [61, pages 32-35]. L’hypothèse sur les distri-
butions peut même être partiellement relâchée (Lauritzen [61, page 29]).
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PX(X = x) = Ψa(x1, x2, x5)Ψb(x2, x3, x5)Ψc(x3, x4, x5)Ψd(x2, x6)
Figure 1.1 : Un exemple d’application du théorème d’Hammerlsey-Cliﬀord.
Les cliques maximales sont a = {1, 2, 5}, b = {2, 3, 5}, c = {3, 4, 5} et d =
{2, 6}, d’où la factorisation.
Dans la suite de la thèse, on supposera se situer dans ce cadre, ce qui
n’est pas limitant mais permet de s’aﬀranchir de diﬃcultés techniques. On
présente maintenant le théorème d’Hammerlsey-Cliﬀord [42] qui est central
dans l’étude des champs markoviens aléatoires.
Théorème 1.2 (Hammersley-Cliﬀord). X est un champ markovien aléatoire,
relativement au graphe G = (V, E), si et seulement si il existe des fonctions
Ψ positives telles que
PX(X = x) =
∏
a∈CG
Ψa(xa), (1.4)
où CG est l’ensemble des cliques maximales de G.
Démonstration. Voir Lauritzen [61, pages 36-37]
La factorisation (1.4) n’est évidemment pas unique et les fonctions Ψ n’ont
d’autres contraintes que d’être strictement positives ; en particulier, Ψa n’est
pas une mesure de probabilité de Xa. La ﬁgure 1.1 fournit une illustration
pour un exemple de graphe de dépendance.
Une conséquence importante de ce théorème est qu’il n’est pas nécessaire
de connaître le graphe de dépendance G pour savoir si X est un champ mar-
kovien. Il suﬃt d’être capable de factoriser sa loi de probabilité. Dans la suite,
on s’intéressera en général au graphe de dépendance G à travers la forme de
la factorisation.
Avant de conclure ce chapitre en annonçant le plan du mémoire, il est né-
cessaire de dire quelques mots sur l’autre grande classe de modèles de variables
aléatoires sur un graphe. Il s’agit des réseaux bayésiens que l’on a décidé de ne
pas considéré ici. On trouve une description extensive de ces modèles par Jen-
sen [53] ou Pearl [82]. Les réseaux bayésiens diﬀèrent des champs markoviens
aléatoires en cela que leur structure de dépendance est basée sur un graphe
orienté. Du fait de l’aspect non orienté, Pearl montre que les champs marko-
viens sont moins à même de modéliser les indépendances conditionnelles entre
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variables [82, chapitre 3]. D’une manière générale, les réseaux bayésiens per-
mettent de modéliser des structures de dépendance plus riches que les champs
markoviens aléatoires mais ceci a évidemment un coût : l’orientation du graphe
nécessite d’introduire une expertise sur la nature des dépendances entre va-
riables. Le principe de maximisation de l’entropie, pour le choix de la loi (1.3)
développé dans la section 1.2, indique que choisir la loi de σ comme étant
celle d’un réseau bayésien pour ces mêmes contraintes (1.2) implique l’ajout
d’une information a priori, i.e. non contenue dans (1.2). On fait ici le choix
de considérer qu’aucun a priori de ce type n’est disponible, même si dans le
cas du traﬁc routier, celui-ci peut être fourni par l’ordre de parcours des axes.
Notons cependant que la nature des réseaux bayésiens permet de se ramener
aussi à une loi jointe de forme produit
PX(X = x) =
∏
i∈V
P(Xi = xi|XPa(i) = xPa(i)),
où Pa(i) correspond à l’ensemble des parents de la variable Xi dans le réseau
bayésien. L’étude conduite ici pourrait donc assez naturellement être adaptée
au cas de réseaux bayésiens, pour peu que l’on puisse et souhaite introduire
une expertise sur la nature des dépendances entre variables dans la déﬁnition
du modèle probabiliste.
1.4 Structure du mémoire
Le choix de modélisation ayant été fait dans la section précédente, on
considère maintenant que la loi du vecteur X s’exprime sous la forme produit
suivante
PX(X = x) =
∏
a∈F
Ψa(xa),
où F est un ensemble quelconque de parties de V. En particulier, on n’impose
pas que ces parties soient maximales, ce qui implique que l’on peut avoir
a, a′ ∈ F et a ( a′. D’après le théorème 1.2, cette factorisation de PX est
équivalente à considérer que X est un champ markovien aléatoire. En eﬀet il
est toujours possible d’absorber les fonctions Ψa′ dans Ψa pour a′ ⊂ a pour
obtenir une factorisation de la forme (1.4).
Répondre à la question (i) de la page 8 revient alors à estimer les fonctions
Ψa. On explicitera plusieurs manières de procéder dans le cas de variables
binaires au chapitre 5 et dans le cas de variables gaussiennes au chapitre 6.
Supposons maintenant que cette estimation ait été réalisée et intéressons
nous à la question (ii). Lorsque l’on observe certaines variables XV∗ = xV∗ ,
on peut vouloir extraire 2 types d’information :
(MAP) 4 quel est l’état le plus probable étant donné les observations, celui
qui maximise PX(XV\V∗ |XV∗ = xV∗) ?
4. pour « Maximum A Posteriori ».
1.4. Structure du mémoire 19
(MAR) 5 quelles sont les distributions marginales PXi(·|XV∗ = xV∗) des
variables non observées Xi, i ∈ V \ V∗ sachant les observations ?
Dans ce travail, on cherchera à extraire l’information de type (MAR) ce qui
consiste tout simplement à résoudre le problème de marginalisation suivant :
pour chaque variable i /∈ V∗, on doit alors calculer une quantité du type
PXi(Xi = xi) =
∫
x\xi
PX(X = x). (1.5)
Ce problème peut paraître trivial mais cette approche naïve est rapidement
vouée à l’échec. En eﬀet, supposons que le vecteur X soit formé de N variables
binaires ; alors le terme de droite de (1.5) est une somme comportant 2N−1
termes et calculer toutes les lois marginales va conduire à considérer N2N
termes. Cette approche n’est donc quasiment jamais utilisée en pratique. Il
existe de nombreuses méthodes pour résoudre le problème (MAR), que ce
soit de manière exacte ou de manière approchée. Les méthodes exactes les
plus populaires sont certainement les algorithmes basés sur les arbres de jonc-
tion (Junction Tree ou Joint Tree en anglais), développés par Lauritzen et
Spiegelhalter [62]. L’idée consiste à utiliser la distributivité entre la multipli-
cation et l’addition et les indépendances induites par le graphe pour réaliser
la sommation de manière optimisée. On trouvera une description extensive
de ces méthodes et notamment de la construction de l’ordre de sommation
dans l’ouvrage de Cowell et al. [21]. Pour ce qui est des méthodes appro-
chées, on peut notamment citer les ﬁltres particulaires décrits par Doucet et
al. [27], les algorithmes de type « Markov chain Monte Carlo » (voir [39]) et
enﬁn, l’algorithme Belief Propagation de Pearl [82] qui sera la méthode uti-
lisée dans ces travaux et qui est l’objet du chapitre 2. Cet algorithme étant
central dans ces travaux, on présente une étude extensive du rôle joué par la
normalisation ainsi qu’un nouveau résultat sur la stabilité de ses points ﬁxes
au chapitre 3. Notons qu’une variante de Belief Propagation appelée algo-
rithme « max-product » [105] permet d’extraire l’information (MAP) si on le
souhaite.
La raison principale de ce choix est la rapidité de cet algorithme qui
nous permet de réaliser la tâche (MAR) en temps réel, pour des réseaux
de grandes tailles. À titre d’exemple, le réseau routier de l’agglomération de
Rouen contient entre 10 000 et 15 000 variables. De plus, cet algorithme est,
par nature, adapté à la parallélisation. On reviendra plus en détails sur cet
algorithme et ses propriétés au chapitre 2.
L’algorithme Belief Propagation est classiquement déﬁni pour deux classes
de variables aléatoires : des variables à états discrets ou des variables gaus-
siennes. Les variables aléatoires X qui nous intéressent ne sont ni à états
discrets, ni, a priori, gaussiennes ; on suppose seulement qu’elles sont à va-
leurs réelles. On verra au chapitre 5 qu’il est cependant possible de modéliser
5. pour « Marginalisation ».
20 Chapitre 1. Introduction
ce vecteur X à travers un modèle d’Ising latent. Pour cela, on associe une va-
riable binaire σi à chaque variable réelle Xi et les dépendances sont encodées
à travers ces variables binaires. Les observations de variables Xi induisent une
information plus faible que la connaissance de l’état de la variable σi. Pour
accomplir la tâche (MAR), il est alors nécessaire de modiﬁer l’algorithme Be-
lief Propagation. C’est l’objet du chapitre 4, où l’on déﬁnit un algorithme qui
permet d’imposer les marginales Pσi de certaines variables.
Le chapitre 6 propose une alternative à la méthode décrite dans les cha-
pitres 4 et 5 en modélisant les données par un champ de Gauss-Markov. On
donne alors une méthode d’approximation gaussienne du vecteur X permet-
tant d’obtenir une meilleure compatibilité avec Belief Propagation.
L’organisation des diﬀérents chapitres est résumée sur la ﬁgure 1.2.
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Chapitre 1 :
Introduction
Chapitre 2 :
Belief Propagation
Chapitre 3 :
Normalisation
Chapitre 4 :
Observations incertaines
Chapitre 5 :
Modèle d’Ising latent
Chapitre 6 :
Modèle gaussien
Figure 1.2 : Organisation des diﬀérents chapitres de la thèse.
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Figure 1.3 : Représentation des graphes complets Kn pour n ∈{1, 2, 3, 4, 5}.
Annexe
1.A Éléments de théorie des graphes
Nous rappelons ici quelques concepts classiques de théorie des graphes, qui
nous sont utiles, en particulier pour ce chapitre et le suivant.
Définition 1.2. G = (V,E) est un graphe complet si ∀i ∈ V, ∂i = V \ {i}.
C’est-à-dire que chaque sommet de V est voisin de tous les autres dans G.
Les graphes complets à n sommets sont en général notés Kn. On en a
représentés quelques exemples sur la ﬁgure 1.3.
Définition 1.3. G′ = (V′,E′) est un sous-graphe de G = (V,E) si V′ ⊂ V,
E′ ⊂ E et E′ ⊂ V′ × V′.
La dernière inclusion consiste à ne pas sélectionner un arc reliant un som-
met qui n’appartient pas au sous-graphe.
Définition 1.4. Une clique d’un graphe G est un sous-graphe complet de G.
Une clique est dite maximale si elle n’est pas incluse dans une clique stricte-
ment plus grande.
La ﬁgure 1.1 présente un exemple de détermination des cliques maximales
d’un graphe comme illustration du théorème d’Hammerlsey-Cliﬀord (théo-
rème 1.2).
Définition 1.5. Soit un graphe G = (V,E) et deux sous-ensembles de sommets
A,B ⊂ V. On dit que S ⊂ V sépare A et B, si tout chemin d’un sommet de
A vers un sommet de B passe par un sommet de S.
Le concept sous-entendu de chemin correspond à l’intuition. Un chemin
d’un sommet i vers un sommet j est une suite (éventuellement vide) d’arcs
adjacents du graphe telle que l’origine du premier arc soit i et l’arrivée du
dernier soit j. En particulier, il y a toujours un chemin (vide) de i à i.
Définition 1.6. Un graphe G = (V,E) est dit bi-partite si l’ensemble de ses
sommets V s’écrit comme l’union (A ∪ B) de deux sous-ensembles disjoints
(A ∩ B = ∅) tels que les arcs ne relient jamais deux éléments de A ou de B
(E ⊂ A×B).
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Figure 1.4 : Exemple de graphe bi-partite non orienté. Les arcs relient uni-
quement des sommets rouges à des sommets bleus.
Proposition 1.3. Soit G = (V,E) un graphe non orienté. Le nombre de cycles
indépendants de G, noté C, est alors tel que
C − |E|+ |V| − κG = 0, (1.A.1)
avec κG le nombre de composante connexe du graphe G. Lorsque le graphe G
est connexe, cette formule devient
C = |E| − |V|+ 1.
Démonstration. On présente ici l’idée intuitive de la preuve. Pour une preuve
plus complète on réfère à l’ouvrage de Berge [9, pages 15-16].
Soit un graphe non orienté G à |V| = N sommets, la formule peut se
démontrer par récurrence sur le nombre d’arcs |E|. Lorsque |E| = 0, on a alors
κG = N et C = 0 et la formule est donc bien vériﬁée. Supposons maintenant
que la formule (1.A.1) soit vraie pour tout graphe à |E| = n arcs. Lorsque l’on
cherche à ajouter un arc entre deux sommets i et j, deux cas apparaissent :
– il existe déjà un chemin de i à j dans le graphe à n arcs. Dans ce cas, le
nombre de cycles indépendants augmente d’une unité ;
– il n’existe pas de chemin entre i et j dans le graphe à n arcs. Dans ce
cas, on a relié deux composantes connexes de ce graphe, diminuant leur
nombre d’une unité.
Dans ces deux cas, la formule reste vraie après l’ajout d’un nouvel arc.

Chapitre 2
L’algorithme Belief
Propagation
Comme on l’a déjà évoqué dans le chapitre 1, l’algorithme Belief Propaga-
tion de Pearl [82] est un outil qui permet de calculer, en général de manière ap-
prochée, les distributions marginales d’une loi de probabilité de forme produit
(2.1). Cette forme produit permet d’englober le cas des champs markoviens
aléatoires ainsi que celui des réseaux bayésiens.
Après avoir introduit les graphes de facteurs, qui sont l’objet naturel sur
lequel déﬁnir BP, on présente l’algorithme dans le cas de variables discrètes
(section 2.2). La section 2.3 est consacrée à l’interprétation variationnelle de
BP. Après une rapide revue des diverses approches généralisant BP, on conclut
le chapitre par la présentation de l’algorithme dans le cas de variables gaus-
siennes (section 2.6).
2.1 Représentation par un graphe de facteurs
On oublie donc ici l’existence du graphe de dépendance et l’on considère
un vecteur aléatoire X dont la loi de probabilité admet une factorisation de
la forme
PX(X = x) =
∏
a∈F
Ψa(xa), (2.1)
où F est un ensemble quelconque de parties de V. Contrairement au cas du
théorème 1.2, on n’impose pas que ces parties soient maximales, c’est à dire
que l’on peut avoir a, a′ ∈ F et a ( a′.
L’objet naturel qui apparaît dans la factorisation (2.1) est l’hypergraphe
H = (V,F). On rappelle qu’un hypergraphe est la généralisation de la no-
tion de graphe au cas où les arcs peuvent contenir un nombre quelconque de
sommets ; on pourra se référer au livre de Berge [9, chapitre 18] pour plus de
détails. La factorisation (2.1) consiste donc à associer une fonctionΨa à chaque
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PX(X = x) = Ψa(x1, x2, x4)Ψb(x2, x3, x5)Ψc(x4, x5)
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Figure 2.1 : De haut en bas : la structure de factorisation, le graphe de fac-
teurs associé et le graphe de dépendance correspondant. Les sommets facteurs
sont représentés par des carrés et les sommets variables par des ronds. On
remarque que si l’on extrait les cliques maximales du graphe de dépendance,
on obtient {{1, 2, 4}, {2, 4, 5}, {2, 3, 5}} qui ne correspondent pas aux facteurs
a, b et c. En eﬀet, la structure de factorisation donne plus d’information sur
la structure de dépendance que ne le fait le graphe de dépendance. La facto-
risation de départ implique en eﬀet celle du théorème 1.2 appliqué au graphe
de dépendance, l’inverse n’étant pas nécessairement vrai.
arc a de l’hypergraphe H. Cette fonction Ψa dépend de l’état des variables
appartenant à cet arc.
On introduit maintenant une représentation graphique classique et intui-
tive des hypergraphes : les graphes de facteurs, décrits par Loeliger [65].
Définition 2.1. Le graphe de facteurs G basé sur l’hypergraphe H = (V,F)
est un graphe bi-partite non orienté G = (V ∪ F,E). Les 2 sous-ensembles
disjoints de sommets du graphe de facteurs G sont respectivement les sommets
V de l’hypergraphe, appelés variables, et ses arcs F, appelés facteurs. Il existe
un arc entre un facteur a ∈ F et une variable i ∈ V dans le graphe de facteurs
G dès lors que i ∈ a.
On utilisera en général la notation i ∈ a ou a ∋ i en lieu et place de i ∈ ∂a
et a ∈ ∂i pour exprimer le fait que i et a sont voisins dans le graphe de facteurs
G. Cette notation doit être comprise au sens de l’hypergraphe sur lequel est
basé le graphe de facteurs G. La ﬁgure 2.1 présente un exemple de graphe de
facteurs correspondant à une factorisation donnée.
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On ne s’intéressera pas en général à la structure sous-jacente du graphe de
dépendance mais on supposera que l’on connaît la structure de factorisation de
PX ou, de manière équivalente, que le graphe de facteurs basé sur H = (V,F)
est connu.
2.2 Définition de l’algorithme
On présente ici l’algorithme Belief Propagation dans le cas de variables
discrètes. Soit σ = {σi, i ∈ V} un champ markovien de loi strictement positive,
avec ∀i ∈ V, σi ∈ {0, . . . , qi− 1}. Le théorème 1.2 implique que la distribution
de σ admet une factorisation de la forme
Pσ(σ = s) =
∏
a∈F
Ψa(sa)
∏
i∈V
Φi(si). (2.2)
La factorisation (2.2) n’est pas plus générale que (2.1) puisque l’on peut évi-
demment réabsorber les fonctions Φi dans les fonctions Ψa, pour a ∋ i. On
utilise (2.2) pour des raisons qui apparaîtront au chapitre 5.
Cet algorithme a été introduit par Pearl [82, chapitre 4] dans un contexte
un peu diﬀérent : celui des réseaux bayésiens. La présentation s’appuyant ici
sur le graphe de facteurs, elle diﬀère donc assez fortement de celle de Pearl.
Lorsque le graphe de facteurs est arborescent, c’est à dire qu’il ne contient
pas de cycles, Belief Propagation (BP) permet de calculer eﬃcacement et de
manière exacte les marginales Pσi et Pσa ; BP agit alors comme une margina-
lisation optimale de (2.2).
BP est un algorithme de passage de messages, c’est à dire que les sommets
voisins dans le graphe de facteurs s’échangent des messages pour propager, de
proche en proche, l’information à travers le graphe. On déﬁnit deux types de
messages, les messages ni→a(si) envoyés par les variables aux facteurs et les
messages ma→i(si) envoyés par les facteurs aux variables. Les règles de calcul
de ces messages sont les suivantes
ni→a(si)
def
= Φi(si)
∏
b∋i,bÓ=a
mb→i(si), (2.3)
ma→i(si) ∝
∑
sa\i
Ψa(sa)
∏
j∈a,j Ó=i
nj→a(sj). (2.4)
Le symbole ∝ signiﬁe qu’il existe une constante Zai, indépendante de la valeur
de si, telle que ma→i(si) soit proportionnel au terme de droite. On reviendra
rapidement sur la détermination de cette constante Zai dans la section suivante
et plus en détails dans le chapitre 3. Le message (2.3) ni→a envoyé par une
variable i vers un facteur a est tout simplement le produit des contributions
venant des facteurs voisins de i excepté celle venant de a. Le message (2.4)
ma→i envoyé par un facteur a vers une variable i consiste à sommer les produits
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des contributions venant des variables voisines de a exceptée la contribution
venant de i. Lorsque la convergence est atteinte, on peut alors calculer les
diﬀérents « beliefs » qui sont une approximation des marginales Pσi et Pσa .
bi(si) =
1
Zi(m)
Φi(si)
∏
a∋i
ma→i(si), (2.5)
ba(sa) =
1
Za(m)
Ψa(sa)
∏
j∈a
nj→a(sj), (2.6)
avec Zi(m) et Za(m) les constantes de normalisation telles que∑
si
bi(si) = 1,
∑
sa
ba(sa) = 1. (2.7)
En particulier, ces beliefs sont compatibles∑
sa\si
ba(sa) = bi(si). (2.8)
On peut montrer que lorsque le graphe de facteurs est arborescent, l’al-
gorithme converge en un nombre ﬁni d’itérations vers les marginales exactes
[53, 82]. En pratique, dans ce cas, l’ordre optimal des mises à jour consiste à
partir des feuilles de l’arbre et à remonter le long de celui-ci. Lorsque l’on at-
teint à nouveau les feuilles de l’arbre, l’algorithme a convergé. L’algorithme 1
page suivante est une implémentation formelle de BP. Cette implémentation
est naïve et peut facilement être optimisée ; son unique but est d’illustrer le
fonctionnement de l’algorithme.
BP est utilisé dans diﬀérents domaines et sous diﬀérentes formes depuis
assez longtemps. Aji et McEliece [2] ont notamment montré que certains al-
gorithmes de calcul rapide de transformée de Fourier (FFT), l’algorithme de
Viterbi [96], BCJR [7] et d’autres, ne sont que des versions diﬀérentes d’un
même principe utilisé dans BP. Dans tous les cas, ce principe consiste en une
sommation optimisée et exacte sur un arbre. Le ﬁltre de Kalman rentre aussi
dans cette même catégorie [59]. Pour plus de détails sur ce principe sous-jacent,
on réfère le lecteur à [2].
BP comme méthode d’approximation des marginales. Pearl [82] a
suggéré d’utiliser son algorithme sur des graphes contenant des cycles. En ef-
fet, les formules de mise à jour (2.3)–(2.4) ne supposent pas une structure
particulière de graphe. On peut donc décider de répéter ces mises à jour jus-
qu’à une éventuelle convergence. On reviendra sur le concept de convergence
de l’algorithme BP dans le chapitre 3. L’algorithme ne converge pas toujours
et il est même possible d’observer des phénomènes oscillatoires dans certains
cas [79]. De plus, lorsque l’algorithme converge, les beliefs, calculés par (2.5)
et (2.6), ne sont pas les vraies marginales de la loi (2.2). Il a cependant été
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Algorithme 1 : Belief Propagation (BP)
Données : H = (V,F), Nmax et ε.
initialisation des messages m(0) et n(0) ;
δ ← +∞ et n← 0;
tant que δ > ε et n < Nmax faire
δ ← 0;
pour i ∈ V faire
pour a ∋ i, si ∈ {0, . . . , qi − 1} faire
n
(n+1)
i→a (si)← Φi(si)
∏
c∋i
c Ó=a
mc→i(si) ;
pour a ∈ F faire
pour i ∈ a faire
pour si ∈ {0, . . . , qi − 1} faire
m
(n+1)
a→i (si)←
∑
sa\i
Ψa(sa)
∏
j∈a nj→a(sj) ;
m
(n+1)
a→i ← m
(n+1)
a→i /‖m(n+1)a→i ‖;
δ ← max(δ, ‖m
(n+1)
a→i −m
(n)
a→i‖∞) ;
n← n+ 1;
si δ < ε alors
pour i ∈ V, si faire
bi(si) =
1
Zi(m)
Φ(si)
∏
a∋ima→i(si) ;
pour a ∈ F, sa faire
ba(sa) =
1
Za(m)
Ψa(sa)
∏
j∈a nj→a(sj) ;
observé expérimentalement [79] que ces beliefs bi et ba sont souvent de bonnes
approximations des vraies marginales. Il est possible de calculer les corrections
induites par les boucles du graphe. Celles-ci ont été introduites par Chertkov
et Chernyak [18, 17] et permettent d’obtenir les vraies marginales à partir de
ces approximations. Le calcul exact de ces corrections est cependant d’une
complexité équivalente à la marginalisation exacte et en pratique, on envi-
sagera donc seulement leur calcul approché comme le proposent Gómez et
al. [40].
Quel ordre de mises à jour ? Le cas de réseaux arborescents ne pose pas
de problème ; en partant des feuilles de l’arbre, un nombre ﬁni (égal au dia-
mètre du graphe) d’itérations suﬃt pour obtenir la convergence. Cependant
les équations de mise à jour (2.3) et (2.4) ne déﬁnissent pas d’ordre. En pra-
tique, deux méthodes sont le plus souvent utilisées : la mise à jour séquentielle
(on met à jour tous les messages puis on recommence) ou la mise à jour im-
patiente (on met à jour les messages envoyés par un sommet dès que celui-ci
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reçoit de nouvelles informations). Peu de travaux abordent les diﬀérences de
convergence de l’algorithme pour ces deux types de mises à jour. D’une ma-
nière générale, il est plus aisé d’étudier théoriquement la convergence lorsque
les mises à jour se font de manière séquentielles. Cependant Taga et Mase [89]
montrent que la règle impatiente converge en général plus rapidement.
Mises à jour amorties Pour limiter les phénomènes d’oscillations, il est
possible d’amortir les mises à jour. Le principe, valide pour toute suite de la
forme un+1 = f(un), consiste à remplacer la mise à jour un+1 ← f(un) par
un+1 ← (1 − ε)f(un) + εun
def
= fε(un). On dit que ε ∈ [0, 1[ est le niveau
d’amortissement. L’eﬀet stabilisant de ces mises à jour amorties est détaillé
dans l’annexe 2.A.
2.3 L’approche variationnelle
C’est dans les travaux de Yedidia et al. [111] qu’apparaissent les arguments
justiﬁant théoriquement l’approximation des marginales de (2.2) par les beliefs
(2.5). Les points ﬁxes de BP sont en eﬀet des minima locaux d’un problème
de minimisation que nous allons déﬁnir.
2.3.1 Définition de la fonction objectif
En physique statistique, l’énergie libre variationnelle F d’un système est
déﬁnie comme la diﬀérence de l’énergie libre moyenne U et de l’entropie S.
Plus précisément, on a :
F (b)
def
= U(b)− S(b),
U(b)
def
= Eb(E(s)) =
∑
s
b(s)E(s),
S(b)
def
= −
∑
s
b(s) log b(s).
Dans le cas des mesures de Gibbs, l’énergie E(s) d’un état σ = s du système
est reliée à sa loi de probabilité selon
Pσ(σ = s) =
1
Z
exp (−E(s)) .
Il est donc possible d’exprimer l’énergie libre variationnelle d’une distribution
test b sous la forme suivante
F (b) = FH +DKL(b||Pσ), (2.9)
avec
FH
def
= − logZ,
2.3. L’approche variationnelle 31
l’énergie libre de Helmholtz et
DKL(b||Pσ)
def
=
∑
s
b(s) log
b(s)
Pσ(σ = s)
. (2.10)
La fonction DKL est connue sous le nom de divergence de Kullback-Leibler
ou d’entropie relative. Cette divergence est toujours positive et ne s’annule
que pour b = Pσ. Il ne s’agit pas à proprement parler d’une distance car elle
n’est pas symétrique et ne vériﬁe pas l’inégalité triangulaire. Cependant, on
a F (b) ≥ FH et la minimisation de F sur l’ensemble des lois de probabilité
nous conduit à récupérer exactement la loi Pσ. Dans le cas de N variables
binaires, le nombre de paramètres de la distribution b est 2N −1. Le problème
d’optimisation est donc tout aussi diﬃcile à résoudre que la marginalisation.
On cherchera plutôt une famille de mesures pour b permettant :
1. de limiter le nombre de paramètres à estimer,
2. d’obtenir aisément les marginales bi, approximations de Pσi .
Avant de continuer, on peut se poser la question du choix de DKL comme
fonction objectif, en particulier puisqu’il ne s’agit pas d’une distance. Son
intérêt principal est le fait qu’elle est induite par la métrique associée à l’in-
formation de Fisher, comme le montre Amari [3]. C’est donc un objet très
naturel en théorie de l’information. On a présenté ici la version variationnelle
« physique » ; le point de vue de la théorie de l’information consiste en général
à minimiser directement la divergence de Kullback-Leibler du fait de son lien
avec la métrique de Fisher. Les deux approches sont strictement équivalentes
dans notre cas.
Revenons au problème de minimisation et donnons un premier exemple de
famille de loi de probabilité pour laquelle le problème de minimisation vériﬁe
les contraintes 1 et 2. Le cas le plus simple est l’approche dite de champ
moyen. Il s’agit de chercher à minimiser F (b) (ou DKL) avec b ∈ M de la
forme suivante :
M
def
=
b(s) =∏
i∈V
bi(si)
∣∣∣∣∣∀i ∈ V,∑
si
bi(si) = 1 et ∀si, bi(si) ≥ 0
 .
La minimisation de F (b), pour b ∈M, devient réalisable car le nombre de pa-
ramètres à estimer est de l’ordre du nombre de variables. De plus, on obtient
directement les marginales de bi comme paramètres de b. Cette approche
naïve est cependant assez eﬃcace, en particulier dans le cas d’interactions
faibles entre variables. Une description complète de cette approche et de l’al-
gorithme qui en découle est faite par Weiss [103].
2.3.2 L’approximation de Bethe
Les lois b ∈M correspondant à l’approximation des champs moyens sup-
posent l’indépendance des variables, mais d’autres approximations plus ﬁnes
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existent. L’approche qui va nous conduire à l’algorithme BP consiste à recher-
cher une loi b dans les familles suivantes :
BD(H)
def
=
b(x) = ∏
a∈F
ba(sa)∏
j∈a bj(sj)
∏
i∈V
bi(si) =
∏
a∈F
ba(sa)
∏
i∈V
bi(si)
1−di
 ,
BC(H)
def
=
b
∣∣∣∣∣∣∣∣
∀i ∈ V,
∑
si
bi(si) = 1
∀a ∈ F,
∑
sa
ba(xa) = 1,∀i ∈ a,∀si,
∑
sa\i
ba(sa) = bi(si)
 .
On parle d’approximation de Bethe [10] lorsque l’on choisit une distribution
test b ∈ B(H) def= BD(H) ∩ BC(H) et que l’on suppose l’égalité suivante :∑
sV\a
b(s) = ba(sa),∀a ∈ F,∀sa (2.11)
Comme le montrent Yedidia et al. [111], l’hypothèse (2.11) n’est en général
pas vériﬁée pour b ∈ B(H). Les contraintes de BC(H) n’imposent en eﬀet pas
que ba et bi soient les marginales d’une loi jointe, encore moins celles de b.
Pour plus de clarté, construisons un contre-exemple. Considérons 3 variables
binaires (σ1, σ2, σ3) et les beliefs suivants
b12 =
[
0,4 0,1
0,1 0,4
]
b23 =
[
0,4 0,1
0,1 0,4
]
b13 =
[
0,1 0,4
0,4 0,1
]
.
MacKay a prouvé [67] qu’il n’existe pas de loi jointe de (σ1, σ2, σ3) qui ait les
marginales de paires ci-dessus. Supposons qu’il existe une telle distribution
{p000, p001, p010, p011, p100, p101, p110, p111}. On peut alors montrer que chacun
de ces termes est inférieur à 0,1. De la marginale b12, on déduit que p010 ≤
0,1, p011 ≤ 0,1, p100 ≤ 0,1 et p101 ≤ 0,1. La marginale b23 nous donne de plus
que p110 ≤ 0,1 et p001 ≤ 0,1 et enﬁn la marginale b13 fournit les deux inégalités
manquantes p111 ≤ 0,1 et p000 ≤ 0,1. Donc, la somme de tous ces termes est
inférieure à 0,8 et ne correspond pas à une distribution.
Cependant lorsque le graphe de facteurs basé sur H est acyclique, B(H)
représente l’ensemble des distributions de champs markoviens admettant H
comme factorisation, et l’hypothèse (2.11) est vériﬁée.
Pour une loi Pσ selon (2.2), avec une mesure b ∈ B(H) la divergence
DKL(b||Pσ) se décompose sous la forme suivante :
DKL(b||Pσ) =
∑
s
b(s) log
b(s)
Pσ(σ = s)
=
∑
s
b(s)
∑
a∈F
log
ba(sa)
Ψa(sa)
+
∑
i∈V
log
bi(si)
1−di
Φi(si)

=
∑
a∈F
∑
sa
log
ba(sa)
Ψa(sa)
∑
sV\a
b(s) +
∑
i∈V
∑
si
log
bi(si)
1−di
Φi(si)
∑
sV\i
b(s).
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De plus, sous l’hypothèse (2.11) on obtient
DKL(b||Pσ) =
∑
a∈F
∑
sa
ba(sa) log
ba(sa)
Ψa(sa)
+
∑
i∈V
∑
si
bi(si) log
bi(si)
1−di
Φi(si)
def
= FBethe(b). (2.12)
On va donc chercher à résoudre le problème de minimisation
min
b∈B(H)
FBethe(b), (2.13)
associé au lagrangien
L(b,λ,γ) = FBethe(b) +
∑
i∈V,a∋i
si
λai(si)
bi(si)− ∑
sa\si
ba(sa)

−
∑
i∈V
γi
(∑
si
bi(si)− 1
)
−
∑
a∈F
γa
(∑
sa
ba(sa)− 1
)
. (2.14)
Les multiplicateurs de Lagrange λ et γ expriment la contrainte b ∈ BC(H).
L’appartenance de b à BD(H) ainsi que l’hypothèse (2.11) sont incluses dans
l’expression (2.12) de FBethe(b).
2.3.3 Minima de FBethe et points fixes de BP
Les minima du problème (2.13) sont parmi les points stationnaires du
lagrangien (2.14). Les conditions ∂L(b,λ,γ)/∂ba(sa) = 0 et ∂L(b,λ,γ)/∂bi(si) = 0
conduisent aux équations suivantes
ba(sa) = Ψa(sa) exp
(∑
i∈a
λai(si)− γa − 1
)
, ∀a ∈ F
bi(si) = Φi(si)
1
1−di exp
(
1
di − 1
(∑
a∋i
λai(si)− γi
)
− 1
)
, ∀i ∈ V | di Ó= 1.
(2.15)
La condition di Ó= 1 est due au fait que pour les sommets i ∈ V n’ayant
qu’un seul voisin, on a ∂FBethe(b)/∂bi(si) = 0 et bi n’intervient donc pas dans la
minimisation. bi doit alors être obtenu via les contraintes
∑
sa\i
ba(sa) = bi(si).
Si l’on pose la paramétrisation (inversible) suivante
λai(si)
def
= logni→a(si)
def
= log
Φi(si) ∏
c∋i,cÓ=a
mc→i(si)
 , (2.16)
on obtient les équations (2.5) et (2.6). Les beliefs ba et bi d’un point station-
naire de FBethe se factorisent donc exactement comme les beliefs d’un point
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ﬁxe de BP. Les conditions de compatibilité entre beliefs correspondent à la
formule (2.4) de mise à jour. Pour constater cela, on exprime la compatibilité
(2.8) à un point stationnaire de (2.14) :∑
sa\i
Ψa(sa)
∏
j∈a
nj→a(sj)e−γa = Φi(si)e
γi
1−di
∏
c∋i
mc→i(si)
= ma→i(si)ni→a(si)e
γi
1−di .
En divisant par ni→a(si), on obtient
ma→i(si) =
∑
sa\i
Ψa(sa)
∏
j∈a\i
nj→a(sj)e
−γa− γi1−di ,
qui est en général résumé par
ma→i(si) ∝
∑
sa\i
Ψa(sa)
∏
j∈a\i
nj→a(sj).
L’ensemble des points ﬁxes de (2.4), c’est-à-dire des points ﬁxes de BP, corres-
pond donc à l’ensemble des points stationnaires du lagrangien (2.14). De plus,
Heskes a montré que les points ﬁxes stables de BP sont des minima de FBethe
[46]. Dans le cas de variables binaires, la réponse déﬁnitive à la question du
lien entre les points ﬁxes de BP et les extrema locaux de FBethe a été fourni
dans par Watanabe. Elle est résumée dans la proposition suivante.
Proposition 2.1 (Watanabe [100]). Tous les points ﬁxes stables de BP, pour
un certain niveau d’amortissement ε < 1, sont des minima de l’énergie libre
de Bethe. Cependant, il existe des minima qui ne sont pas des points ﬁxes
stables (même avec un niveau d’amortissement ε→ 1).
Pour conclure, on remarque que le point de vue variationnel fournit même
les constantes de proportionnalité sous-entendues par le symbole « ∝ ». En
particulier, à un point ﬁxe m, on doit avoir
ma→i(si) =
Za(m)
Zi(m)
∑
sa\i
Ψa(sa)
∏
j∈a\i
nj→a(sj), (2.17)
en identiﬁant Za(m) et Zi(m) par (2.5)–(2.6). Ce sont en eﬀet les mises à jour
qui sont proposées par Heskes [46]. Notons cependant que d’autres constantes
sont utilisées [1, 101] et qu’il n’y a pas de consensus à ce sujet. On verra dans
le chapitre 3 qu’en fait le choix de cette constante n’importe guère.
2.3.4 Généralisations
L’algorithme BP permet de calculer les marginales Pσi de manière exacte
dans le cas de graphes de facteurs arborescents car la forme de la loi jointe Pσ
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sous l’approximation de Bethe est alors exacte. Ceci a inspiré de nombreuses
généralisations de l’algorithme BP qui sont obtenues en considérant d’autres
formes pour la loi jointe b. Citons notamment le « Generalized Belief Propa-
gation (GBP) » de Yedidia et al. [110, 111] qui consiste à considérer des beliefs
joints de régions plus grandes que les facteurs. En choisissant convenablement
ces régions, qui doivent vériﬁer certaines contraintes, il est alors possible de
réaliser l’inférence exacte sur des graphes de facteurs de structure plus com-
plexe. Bien sûr, cela a un coût et l’algorithme GBP nécessite l’échange de
messages de taille supérieure et entraîne une augmentation de la complexité
des mises à jour.
Une autre approche consiste à considérer une famille de loi légèrement
diﬀérente pour b :
b(s) =
∏
a∈F
ba(sa)
ca
∏
i∈V
bi(si)
1−ci ,
avec ci =
∑
a∋i ca. L’algorithme ainsi obtenu est appelé « Fractional Belief
Propagation (FBP) » et a été développé Wiegerinck et Heskes [107]. La forme
des beliefs ba à un point ﬁxe de FBP est
ba(sa) ∝ Ψa(sa)
1/ca
∏
j∈a
nj→a(sj).
L’intuition derrière ces coeﬃcients c est de tenir compte des cycles du graphe
de facteurs ; le coeﬃcient ca sert donc à déﬁnir une fonction Ψa corrigée pour
tenir compte de cela. Minka [74] propose une autre interprétation ; FBP résout
en fait un problème de minimisation mais pour une fonction objectif diﬀérente :
une α-divergence.
Malgré leurs mérites, ces généralisations ont un défaut qui est l’absence de
règle générale pour déterminer les régions (pour GBP) ou les coeﬃcients ca
(pour FBP), ce qui réduit leur intérêt pratique.
D’autres approches consistent à développer des méthodes de minimisation
de l’énergie libre de Bethe dont la convergence est garantie. C’est notamment
le cas de l’algorithme à double boucle de Yuille [112] et des travaux de Meltzer
et al. [70] qui permettent d’assurer la convergence par le choix de l’ordre des
mises à jour. Ces garanties de convergence se payent, là aussi, en terme de
temps de calcul et/ou de simplicité de mise en œuvre.
Dans le cas de variables binaires et d’interaction de paires, un algorithme
a été proposé par Welling et Teh [106]. Il permet de diminuer l’énergie libre à
chaque itération, ce qui assure sa convergence. Sa complexité est équivalente
à celle de BP.
Malgré les mérites respectifs de ces généralisations, l’utilisation de la ver-
sion classique de BP reste très répandue. Une première raison est sa simplicité
de mise en œuvre, comparé à celle de ses généralisations. Seule la connaissance
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de la loi (2.1) est nécessaire pour utiliser BP, alors que pour GBP ou FBP, il
est nécessaire d’eﬀectuer une calibration des régions ou des paramètres qui est
dépendante du modèle. Cette étape de préparation n’est pas nécessaire pour
BP. De plus, comparé aux méthodes de minimisation directe de l’énergie libre,
l’algorithme BP est, par nature, aisément parallélisable. Cela permet d’envisa-
ger son utilisation sur des graphes de taille importante. Enﬁn, cet algorithme
a prouvé son eﬃcacité empirique [79]. Notons qu’en général, et dans ce travail
en particulier, il est aussi nécessaire de construire la loi jointe (2.1) de ma-
nière approchée. On est donc souvent moins intéressé par l’estimation exacte
des marginales d’une loi (2.1), construite de manière approchée, que par une
estimation qui soit compatible avec la construction de la loi jointe. Pour plus
de précision sur ce principe on réfère le lecteur au papier de Wainwright [98].
On reviendra sur ce sujet aux chapitres 5 et 6.
2.4 BP comme re-paramétrisation de la
distribution
Une autre interprétation de l’algorithme BP est obtenue en remarquant
que la règle de mise à jour (2.4) peut se ré-exprimer comme
m
(n+1)
a→i (si) ∝
bi|a(si)
bi(si)
m(n)a→i(si),
où bi|a(si)
def
=
∑
sa\i
ba(sa) est la marginale de la variable i vue du facteur a.
En utilisant les expressions (2.5) et (2.6) des beliefs, il est possible d’éliminer
les messages de la formule de mise à jour. On obtient alors les mises à jour
suivantes :
b
(n+1)
i (si)← b
(n)
i (si)
∏
a∋i
b(n)i|a(si)
b(n)i (si)
,
b(n+1)a (sa)← b
(n)
a (sa)
∏
i∈a
∏
c∋i,cÓ=a
b(n)i|c (si)
b(n)i (si)
.
Les fonctions Ψ et Φ n’apparaissent plus dans ces formules de mise à jour.
L’algorithme dépend cependant bien de la loi jointe (2.2) puisque les beliefs
initiaux sont calculés selon (2.5) et (2.6) qui y font référence. Il est possible
de prouver que l’algorithme déﬁni ainsi est bien équivalent à BP (voir Wain-
wright [97, p.120]). En fait, on peut même remarquer qu’à chaque itération la
loi jointe b(s) n’évolue pas. On rappelle que b(s) s’exprime comme
b(s) =
∏
a∈F
(
ba(sa)∏
j∈a bj(sj)
)∏
i∈V
bi(si).
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En utilisant les déﬁnitions (2.6) et (2.5) des beliefs on obtient
b(s) =
∏
a∈F
(
Ψa(sa)
∏
j∈a nj→a(sj)∏
j∈aΦj(sj)
∏
d∋jmd→j(sj)
)∏
i∈V
Φi(si)∏
d∋i
md→i(si)
 ,
=
∏
a∈F
Ψa(sa)
∏
i∈V
Φi(si)

∏
i∈V
∏
d∋i
md→i(si)∏
a∈F
∏
j∈a
ma→j(sj)
= Pσ(σ = s).
À chaque itération BP ne fait donc rien d’autre que ré-écrire la loi jointe b(s)
sous une autre forme. Cet interprétation de BP en tant que reparamétrisa-
tion de la loi jointe a été fournie par Wainwright [97, chapitre 5] ; les points
ﬁxes de BP correspondent alors aux paramétrisations b de la loi jointe Pσ véri-
ﬁant les conditions de compatibilité locale. Cette vision conduit naturellement
à considérer des reparamétrisations plus évoluées, BP considérant seulement
des reparamétrisations sur les arbres constitués d’un facteur et des variables
qu’il contient. Ces généralisations correspondent aux algorithmes « Tree Re-
Weighted Belief Propagation » (TRWBP) [58, 97, 99]. Minka a montré [73]
que les algorithmes TRWBP sont en fait un cas particulier des algorithmes
FBP. L’intuition sous-jacente est cependant très diﬀérente et l’étude de la
convergence des algorithmes TRWBP est mieux comprise [58].
2.5 Conditions suffisantes de convergence
L’algorithme BP, lorsqu’il converge, permet de trouver un minimum lo-
cal d’une certaine « distance » aux vraies marginales comme on a vu dans
la section 2.3 (proposition 2.1). Cependant, il existe des cas où l’algorithme
ne converge pas, comme l’ont observé Murphy et al. [79]. Dans ces cas, BP
ne nous fournit aucun résultat d’approximation des marginales ; en eﬀet, à
chaque itération l’énergie libre peut arbitrairement croître ou décroître. On
comprend donc qu’à l’évidence, la convergence de l’algorithme BP est un as-
pect important de son étude.
Cas des graphes à un unique cycle. On sait que, par construction, l’al-
gorithme BP converge en un nombre ﬁni d’itérations lorsque le graphe de
facteur est acyclique [53]. Le cas le plus simple à considérer est alors celui
où le graphe contient un unique cycle. Ce cas a été étudié par Aji et al. [1]
ainsi que par Weiss [102]. Les itérations de BP s’expriment alors comme des
produits de matrices et il est possible de montrer que l’algorithme converge
vers le vecteur de Perron de la matrice en question [102]. Les beliefs obtenus
ne sont cependant pas les marginales exactes. De plus, par d’autres moyens,
Watanabe et Fukumizu [101] ont montré l’unicité du point ﬁxe de BP dans ce
cas particulier.
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Ce type de graphes, comportant un unique cycle, est assez courant dans
le domaine des codes correcteurs d’erreurs ; ils sont associés aux codes dits
« tailbiting » dont on peut trouver une description par Ma et Wolf [66].
Étude de BP en tant qu’itérations de Picard. L’approche classique
pour exprimer des conditions suﬃsantes de convergence de l’algorithme BP
consiste à étudier la suite des messages m(n), déﬁnis par récurrence selon
m(n+1) = Θ(m(n)), à partir d’un ensemble de messages initiaux m(0). Les
messages m∞ obtenus à la convergence sont des points ﬁxes de l’application
Θ déﬁnie ci-dessous
m
(n+1)
a→i (si) = Θai,si(m
(n)) ∝
∑
sa\i
Ψa(sa)
∏
j∈a
Φj(sj)
∏
b∋j,bÓ=a
m(n)b→j(sj).
Il est donc possible d’étudier la convergence de BP à l’aide d’outils d’ana-
lyse appliqués à la fonction Θ. On peut obtenir des conditions suﬃsantes de
convergence en imposant que l’application Θ soit contractante. C’est l’ap-
proche employée par Mooij et Kappen [76]. On cherche donc à exprimer des
conditions suﬃsantes pour que Θ soit une contraction vis-à-vis d’une certaine
norme, c’est-à-dire des conditions impliquant que :
sup
m
||JΘ(m)|| < 1,
où JΘ(m) est la matrice jacobienne de Θ au point m. Le choix de la norme
ne détermine pas si Θ est ou non une contraction, toutes les normes étant
équivalentes en dimension ﬁnie, mais il inﬂuence les conditions suﬃsantes ob-
tenues. Considérons le cas d’un modèle d’Ising, c’est-à-dire le cas de variables
binaires σi ∈ {−1,+1} avec une loi de probabilité de la forme
Pσ(σ = s) =
1
Z
exp
 ∑
(i,j)∈E
Jijsisj +
∑
i∈V
hisi
 . (2.18)
En considérant la norme L1, Mooij et Kappen [76] dérivent la condition sui-
vante :
max
i∈V
max
k∈∂i
∑
j∈∂i\k
tanh |Jij | < 1. (2.19)
Un critère plus fort de convergence est obtenu en considérant la norme spec-
trale de la matrice Θ′ :
Proposition 2.2 (Mooij et Kappen [76]). Considérons le cas de variables
binaires et d’une loi de probabilité de la forme (2.18). Si le rayon spectral de
la matrice A, d’indices correspondant au liens du graphe et décrite ci-dessous,
est strictement inférieur à 1 alors l’algorithme BP converge vers un unique
point ﬁxe quelle que soit son initialisation.
Ak→ℓi→j = tanh |Jij |1{i=ℓ}1{k∈∂i\j}. (2.20)
2.5. Conditions suffisantes de convergence 39
1
2 3 4
5
1
2 3 4
5 5 5
3 4 2 4 2 3
1 1 1 1 1 1
Figure 2.2 : Exemple de graphe (à gauche), et de son revêtement universel
à partir du sommet 1 (à droite). L’arbre à droite est en réalité inﬁni ; on a
représenté ici ses 5 premières couches.
Ces deux résultats semblent indiquer que la convergence vers un unique
point ﬁxe correspond au cas d’interactions faibles. La même approche est
étendue au cas d’une loi de probabilité de la forme (2.2) pour des variables σi
discrètes quelconques [76].
Lien avec les mesures de Gibbs. Les premiers travaux faisant le lien
entre l’étude des propriétés de BP et les mesures de Gibbs sont l’œuvre de
Tatikonda et Jordan [91]. L’intérêt des mesures de Gibbs est de généraliser
les distributions de Boltzmann à des graphes inﬁnis. Pour plus de détails,
on se référera à la description extensive qui en est faite par Georgii [38]. Le
lien entre BP et ces mesures de Gibbs est obtenu en remarquant qu’à chaque
itération BP résout, de manière exacte le problème de marginalisation sur
un arbre dont la taille croît. Cet arbre a été en premier lieu introduit par
Weiss et Freeman [105] sous le nom de d’arbre de calcul 1. Il s’agit en fait
tout simplement d’un arbre inﬁni conservant la connectivité locale du graphe
originel. En terme topologique cet arbre de calcul est le revêtement universel,
tel que décrit par Angluin [5], du graphe de facteurs G. La ﬁgure 2.2 fournit un
exemple du concept de revêtement universel d’un graphe. Tatikonda et Jordan
fournissent alors une condition suﬃsante de convergence.
Proposition 2.3 (Tatikonda et Jordan [91]). Dès lors que l’on a unicité de la
mesure de Gibbs déﬁnie sur l’arbre de calcul, l’algorithme BP converge presque
sûrement vers un unique point ﬁxe.
1. « computation tree » en anglais.
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En particulier, il est possible d’expliciter une condition suﬃsante de conver-
gence de l’algorithme, en s’assurant de l’unicité de la mesure de Gibbs ; en
physique statistique, on parle d’absence de transition de phase, chaque me-
sure étant appelée phase.
Proposition 2.4 (Georgii [38] p. 143). On a unicité de la mesure de Gibbs,
et donc convergence presque sûre de BP, si la condition suivante est vériﬁée
sup
i∈V
∑
a∋i
(da − 1)δ(logΨa) < 2, (2.21)
avec δ(f)
def
= supx f(x)− infx f(x).
Des conditions d’unicité plus ﬁnes utilisant la théorie des mesures de Gibbs
sont détaillées dans la thèse de Winkler [108] et dans le livre de Georgii [38].
Notons que, dans le cas d’interactions de paires, la condition suﬃsante de
convergence vers un unique point ﬁxe obtenue par Ihler et al. [50] est légère-
ment plus forte que celle énoncée ici. Leur résultat est obtenu en étudiant les
eﬀets d’erreurs multiplicatives sur les messages autour d’un point d’équilibre.
Toutes ces conditions de convergence reviennent à imposer l’existence d’un
unique point ﬁxe. On présente au chapitre 3 une condition suﬃsante de stabi-
lité des points ﬁxes dans un contexte où plusieurs points ﬁxes stables peuvent
coexister.
2.6 Cas d’un vecteur gaussien : Gaussian Belief
Propagation
Dans ce chapitre, nous avons uniquement considéré des variables à états
discrets. Que se passe-t-il lorsque l’on considère des variables X continues ?
Il est toujours possible de déﬁnir les messages (2.3) et (2.4) en remplaçant
les sommes par des intégrales. En particulier, l’équation de mise à jour (2.4)
devient
ma→i(xi)←
∫
xa\i
Ψa(xa)
∏
j∈a,j Ó=i
nj→a(xj).
Cependant les messages, dépendants des valeurs des variables, ne sont plus
des vecteurs mais des fonctions. Dans le cas de fonctions paramétriques, pour
que les formules de mises à jour (2.3)–(2.4) puissent admettre des points ﬁxes,
il est nécessaire que les messages obtenus après une itération soient dans la
même famille paramétrique que les messages dont ils sont issus. Le cas d’une
loi normale multivariée avec des messages initiaux de forme gaussienne est le
seul cas pratique, avec le cas de variables discrètes, pour lequel cette propriété
est vériﬁée.
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Considérons un vecteur gaussien X de dimension n. La densité de X est
alors
PX(X = x) =
√
detA
(2π)n
exp
(
−
1
2
〈x,Ax〉+ 〈h,x〉
)
, (2.22)
où A est la matrice de précision, c’est-à-dire l’inverse de la matrice de cova-
riance de X. On peut ré-exprimer la distribution de X sous la forme
PX(X = x) ∝
∏
i∈V
Φi(xi)
∏
{i,j}∈Supp(A)
Ψij(xi, xj),
avec Ψij(xi, xj)
def
= exp(−Aijxjxi), Φi(xi)
def
= exp(−12Aiix
2
i + hixi) et Supp(A)
l’ensemble des entrées non nulles hors de la diagonale de la matrice de préci-
sion A. Dans ce cas, les facteurs sont donc uniquement constitués d’une paire
de variables. La « facilité » à appliquer l’algorithme BP dans le cas gaussien
provient des propriétés que l’on va maintenant présenter. Le proposition sui-
vante implique que, si les messages initiaux sont gaussiens, alors ils le restent
sous les formules de mise à jour.
Proposition 2.5 (Bickson [11] chapitre 2). Soit f1(x) et f2(x) deux densités
gaussiennes. Alors, à une renormalisation près, la fonction produit g(x) =
f1(x)f2(x) est une densité de loi gaussienne. De plus si f1 ∼ N (µ1, σ1) et
f2 ∼ N (µ2, σ2) on a g ∼ N (µ, σ) avec
µ = σ(
µ1
σ1
+
µ2
σ2
), (2.23)
σ =
σ1σ2
σ1 + σ2
. (2.24)
Dans l’équation (2.3), tous les messages ma→i correspondent à la même
variable i. Les messages n suivent donc, à une normalisation près, une loi nor-
male dont la moyenne et la variance peuvent être exprimées. L’autre équation
de mise à jour (2.4) devient
m{i,j}→i(xi)←
∫
xj
Ψij(xi, xj)nj→{i,j}(xj)dxj , (2.25)
et va aussi permettre d’exprimer les messages sous forme de lois normales de
moyenne et variance calculables. Dans le cas gaussien, les passages de mes-
sages consistent donc à transmettre deux paramètres entre les sommets : des
moyennes et variances. Les formules de mise à jour s’expriment alors sous la
forme suivante :
σi→j ← −
A2ij
Aii +
∑
k∈∂i\{j} σk→i
, (2.26)
µi→j ←
hi +
∑
k∈∂i\{j} σk→iµk→i
Aij
. (2.27)
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Les messages sont échangés entre sommets voisins du graphe déﬁni par le
support de la matrice de précision A. Lorsque ces messages ont convergé, on
calcule les approximations N (µi, σi) des lois marginales PXi selon
µi =
hi +
∑
k∈∂iAkiµk→i
Aii +
∑
k∈∂i σk→i
, (2.28)
σi =
1
Aii +
∑
k∈∂i σk→i
. (2.29)
Il est prouvé [104] que, lorsqu’il converge, l’algorithme Gaussian Belief Pro-
pagation (GaBP) retourne les moyennes exactes des lois marginales PXi et
ce quelle que soit la structure du graphe. Les variances sont quant à elles
fausses [68]. La convergence de l’algorithme est de plus assurée dès lors que la
matrice A est à diagonale dominante [104]. Une étude détaillée des propriétés
de convergence de l’algorithme GaBP a été eﬀectuée par Malioutov et al. [68].
Une application classique, proposée par Bickson [11], de l’algorithme GaBP
consiste à remarquer que résoudre le système linéaire Ax = h est équivalent
à trouver le maximum de vraisemblance de la loi (2.22). GaBP est alors une
méthode eﬃcace pour résoudre ce problème sur certaines matrices creuses.
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Annexe
2.A Suites un+1 = f(un) : quelques notions
On rappelle ici quelques déﬁnitions et résultats élémentaires sur les suites
de Rn déﬁnies par une relation de récurrence de la forme un+1 = f(un), avec
f une fonction C1 (continue et à diﬀérentielle continue). Ces résultats sont en
particulier utilisés dans les premiers chapitres traitant de l’algorithme BP.
2.A.1 Points fixes et stabilité
Définition 2.2. Un point ﬁxe u∗ de f est un point ﬁxe stable lorsqu’il existe
un voisinage O de u∗ tel que, ∀u0 ∈ O, la suite un+1 = f(un) converge vers
u∗.
Cette déﬁnition ne permet pas en général de conclure aisément sur la
stabilité d’un point ﬁxe donné. Pour cela on peut faire appel à la proposition
suivante.
Proposition 2.6. Soit u∗ un point ﬁxe de f C1 et Ju∗ la jacobienne de f en
u∗.
– Si le spectre de la matrice Ju∗ est strictement inclus dans le cercle unité
du plan complexe, alors u∗ est un point ﬁxe stable.
– Si la matrice Ju∗ admet une valeur propre de module strictement supé-
rieur à 1, alors le point ﬁxe u∗ est instable.
Démonstration. Soit un dans un voisinage de u∗ point ﬁxe de f . On a alors
un+1 − u
∗ = f(un)− u∗
= f(u∗) + Ju∗(un − u∗)− u∗ + o(‖un − u∗‖2)
= Ju∗(un − u
∗) + o(‖un − u∗‖2),
c’est-à-dire que localement, autour de u∗, la suite (un − u∗)n∈N se comporte
comme le système linéaire déﬁnit par vn+1 = Ju∗ vn. Et l’on a donc en parti-
culier
‖vn+1‖ ≤ ρ(Ju∗)‖vn‖,
où ρ(Ju∗)
def
= max {|λ|, λ ∈ Sp(Ju∗)} est la plus grande valeur propre, en mo-
dule, de la matrice Ju∗ . Lorsque ρ(Ju∗) < 1, il existe donc un voisinage O de
u∗ tel que
∀un ∈ O, ‖un+1 − u
∗‖ < ‖un − u∗‖,
donc un → u∗, ce qui prouve que u∗ est un point ﬁxe stable. Réciproquement
si ρ(Ju∗) > 1, quel que soit O le voisinage de u∗, il existe un dans O tel
que ‖un+1 − u∗‖ > ‖un − u∗‖ et donc u∗ est instable. Pour cela, il suﬃt de
considérer un tel que un−u∗ soit un vecteur propre associé à la valeur propre
ρ(Ju∗), que l’on peut rendre de norme aussi faible que voulue.
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On remarque que la proposition ne permet pas de conclure dans le cas où
la valeur de plus grand module est sur le cercle unité. Dans ce cas il est parfois
possible de conclure en étudiant les dérivées d’ordre supérieures, lorsqu’elles
existent [78].
2.A.2 Effets de mises à jour amorties
Le principe, valide pour toute suite de la forme un+1 = f(un), consiste à
remplacer la mise à jour un+1 ← f(un) par un+1 ← (1 − ε)f(un) + εun
def
=
fε(un). Ce type de mises à jour permet de limiter les phénomènes oscillatoires.
On dit que ε ∈ [0, 1[ est le niveau d’amortissement. Vériﬁons tout d’abord que
ces mises à jours amorties ne modiﬁent pas l’ensemble des points ﬁxes :
Proposition 2.7. Pour tout ε ∈ [0, 1[, les points ﬁxes de fε sont identiques
aux points ﬁxes de f .
Démonstration. Soit x un point de ﬁxe de f , alors fε(x) = (1− ε)x+ εx = x.
Réciproquement si x est un point ﬁxe de fε, avec ε < 1, alors (1 − ε)f(x) =
(1− ε)x et donc x = f(x).
Ces mises à jours amorties permettent de plus de rendre stables certains
points ﬁxes jusque là instables ; plus précisément :
Proposition 2.8. Tout point ﬁxe pour lequel les valeurs propres de la jaco-
bienne sont dans le demi plan P = {z ∈ C,ℜ(z) < 1} peut être rendu stable
par un amortissement adapté.
Démonstration. Pour prouver cela, on exprime la matrice jacobienne Jǫ cor-
respondant aux mises à jour amorties en fonction de la jacobienne de la version
sans amortissement J
Jε = (1− ε)J + εI.
Regardons alors comment évoluent les valeurs propres en calculant le poly-
nôme caractéristique de Jε.
det(Jε − λI) = det((1− ε)J − (λ− ε)I).
On voit donc que si λ est une valeur propre de Jε, alors λ−ε1−ε est une valeur
propre de J . Réciproquement, un amortissement de ε a pour eﬀet de trans-
former les valeurs propres de J par l’application
hε : λ→ (1− ε)λ+ ε. (2.30)
hε est une application aﬃne et tend vers l’application constante égale à 1
lorsque ε tend vers 1. Pour tout λ ∈ C | ℜ(λ) < 1, il existe donc une valeur de ε
telle que |hε(λ)| < 1. Graphiquement, il est évident que dans ce cas seulement,
le segment [λ, 1] coupe le cercle unité (voir ﬁgure 2.3 page suivante).
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❅
❅
❅
❅
❅
λ1 = h0(λ1)r
r1 = h1(λ),∀λ
❉
❉
❉
❉
❉rλ2 = h0(λ2)
ℜ(λ) > 1
Zone d’instabilité des points fixes.
Figure 2.3 : Illustration de l’eﬀet stabilisant des mises à jour amorties. Le
cercle unité {λ ∈ C | |λ| < 1} étant inclus dans {λ ∈ C | ℜ(λ) < 1} on voit
clairement le caractère stabilisant des amortissements. Cependant ce surcroît
de stabilité se fait au détriment de la rapidité de convergence.

Chapitre 3
Normalisation et convergence
de BP
Il est utile de remarquer que BP peut être exprimé en éliminant les mes-
sages ni→a dans (2.4), on obtient alors
ma→i(si) ∝ Θai,si(m),
avec
Θai,si(m)
def
=
∑
xa\i
Ψa(sa)
∏
j∈a\i
[
Φj(sj)
∏
a′∋j,a′ Ó=a
ma′→j(sj)
]
. (3.1)
On souhaite ici lever le relatif ﬂou qu’implique le signe ∝ et on considère par
la suite les schémas BP de la forme :
ma→i(si)←
Θai,si(m)
Zai(m)
, (3.2)
où la fonction Zai sera appelée « normalisation ». On s’intéresse dans ce cha-
pitre à un aspect de l’algorithme qui n’a pas été étudié en détail dans la
littérature : le rôle de cette normalisation Zai et plus particulièrement son
inﬂuence sur la convergence de l’algorithme. Sauf mention explicite contraire,
on suppose dans ce chapitre que le graphe de facteurs G est connexe.
On s’intéresse tout d’abord à déﬁnir plus précisément la notion de conver-
gence de l’algorithme dans la section 3.1, où l’on remarque que la dynamique
des beliefs normalisés (2.5–2.6) est la même quelle que soit la normalisation
considérée (proposition 3.2). On introduit ensuite une classe de normalisation
permettant de résumer la convergence de BP à la convergence des messages
m.
Dans la section 3.2, on donne un sens variationnel au schéma BP sans nor-
malisation (Zai ≡ 1) en prouvant que ses points ﬁxes sont équivalents à ceux
du problème variationnel introduit au chapitre 2 (théorème 3.5). Après une
comparaison des points ﬁxes des schémas avec ou sans normalisation (par-
tie 3.2.2), on montre (théorème 3.9) que le schéma sans normalisation est
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instable et les raisons de cette instabilité sont explicitées (propositions 3.10 et
3.11).
On conclut enﬁn ce chapitre par une nouvelle condition suﬃsante de sta-
bilité locale des points ﬁxes de BP (théorème 3.12).
3.1 Types de convergence
Les variables naturelles pour exprimer les itérations de l’algorithme BP
sont les messages, comme nous l’avons vu au chapitre précédent. Cependant,
la valeur des messages en elle-même ne nous importe guère, c’est la valeur des
beliefs qui nous intéresse. Nous allons ici préciser ce fait en décrivant deux
types de convergences et leurs relations.
3.1.1 Dynamique des beliefs
A chaque étape de l’algorithme, en utilisant les équations (2.5) et (2.6), il
est possible de calculer les beliefs courants b(n)i et b
(n)
a associés aux messages
m(n). La suite m(n) est dite « b-convergente » lorsque les suites b(n)i et b
(n)
a
convergent. C’est ce type de convergence qui nous intéresse en pratique. Le
terme « m-convergence » fera référence à la convergence de la suite m(n). Les
beliefs s’exprimant comme des fonctions continues des messages (2.5)–(2.6),
si la suite m(n) est m-convergente alors elle est évidemment b-convergente, la
réciproque n’étant pas vraie en général.
Présentons tout d’abord un lemme qui sera central dans ce chapitre et qui
précise le fait, énoncé par Mooij et Kappen [77], que de nombreux messages
correspondent aux mêmes beliefs.
Lemme 3.1. Deux ensembles de messages m et m′ correspondent aux mêmes
beliefs si et seulement si il existe un ensemble de constantes strictement posi-
tives cai telles que
m′a→i(si) = caima→i(si).
Démonstration. Il est trivial que des messages vériﬁant la relation corres-
pondent aux même beliefs. Pour l’autre implication, (2.5) et (2.6) impliquent
que
ba(sa)Za(m)
Ψa(sa)
=
∏
j∈a
∏
b∋j,bÓ=a
mb→j(sj),
bi(si)Zi(m)
Φi(si)
=
∏
a∋i
ma→i(si).
Supposons que m et m′ correspondent au même ensemble de beliefs b et po-
sons ma→i(si) = cai,si m′a→i(si). Alors, d’après la relation sur bi(si), le vecteur
c doit vériﬁer ∏
a∋i
cai,si =
∏
a∋i
ma→i(si)
m′a→i(si)
=
Zi(m)
Zi(m′)
def
= vi. (3.3)
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De plus les beliefs ba(sa) doivent aussi être préservés. En utilisant (3.3), on
obtient ∏
j∈a
ma→j(sj)
m′a→j(sj)
=
∏
j∈a
caj,sj =
Za(m
′)
Za(m)
∏
i∈a
vi
def
= va. (3.4)
Puisque vi (resp. va) ne dépend pas du choix de si (resp. sa), (3.4) implique
l’indépendance de cai,si par rapport à si. En eﬀet, si l’on compare deux vecteurs
sa et s′a tels que, ∀i ∈ a \ j, s′i = si, mais s′j Ó= sj , on a alors caj,sj = caj,s′j , ce
qui conclut la preuve.
Le fait qu’un ensemble de messages correspondent aux mêmes beliefs per-
met de se rendre compte de l’utilité de la notion de b-convergence. En eﬀet
certains systèmes dynamiques peuvent converger vers des sous-espaces [43] ;
la distinction entre b et m-convergence est donc bien réelle.
Comme suggéré dans [77], il est naturel d’étudier le comportement de BP
dans un espace quotient correspondant à cette invariance des beliefs. Introdui-
sons d’abord une paramétrisation qui va faire apparaître cet espace quotient
comme un simple espace vectoriel. On montrera alors que, en terme de b-
convergence, la normalisation n’a pas d’eﬀet. En considérant le changement
de variables suivant
µa→i(si)
def
= logma→i(si),
l’équation de mise à jour sans normalisation (3.1) devient, pour µ ∈ N def=
R|E|×q,
µa→i(si)← Λai,si(µ)
def
= log
∑
sa\i
Ψa(sa) exp
( ∑
j∈a\i
∑
b∋j
bÓ=a
µb→j(sj)
) .
Si l’on déﬁnit l’espace vectoriel W qui est engendré par les vecteurs {eai ∈
N}(ai)∈E
(eai)cj,sj
def
= 1{a=c,i=j},
alors l’ensemble des messages correspondant aux mêmes beliefs que µ est
simplement l’espace aﬃne µ+W (lemme 3.1). Donc µ(n) est b-convergent si
et seulement si µ(n) converge dans l’espace quotient N \W, qui est un simple
espace vectoriel [41]. On utilisera la notation [x] pour la projection canonique
de x sur N \W.
La normalisation du vecteur µ conduit à un vecteur µ +w avec w ∈ W.
On a en eﬀet
Λai,si(µ+w) = log
( ∑
j∈a\i
∑
b∋j
bÓ=a
wbj
)
+ Λai,si(µ)
def
= lai + Λai,si(µ),
que l’on peut résumer par [Λ(µ+W)] = [Λ(µ)], puisque l ∈ W. Cela signiﬁe
que la normalisation ne joue pas de rôle dans N \W et conduit à la proposition
suivante.
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Proposition 3.2. La dynamique, i.e. la valeur des beliefs (2.5)–(2.6) à chaque
étape de l’algorithme, avec ou sans normalisation, est identique.
3.1.2 Normalisations homogènes positives
On introduit ici une famille de normalisations pour lesquelles les notions
de m- et b-convergences sont équivalentes. L’intérêt des ces normalisations est
avant tout de permettre l’étude de la convergence de BP en se focalisant uni-
quement sur la convergence des messages, plus naturelle à étudier. De plus,
l’utilisation de ces normalisations permet numériquement de tester la conver-
gence de BP sur les messages m directement.
Définition 3.1. Une normalisation Zai est dite positive homogène lorsqu’elle
est de la forme Zai = Nai ◦ Θai, avec Nai : R
q
+ Ô→ R+ une fonction positive
homogène d’ordre 1 vériﬁant
Nai(λma→i) = λNai(ma→i),∀λ ≥ 0, (3.5)
Nai(ma→i) = 0 ⇐⇒ ma→i = 0. (3.6)
Une famille de normalisations positives homogènes est obtenue lorsque
que l’on considère pour Nai les normes sur Rq. C’est par exemple le cas de la
normalisation Zmessai :
Zmessai (m) =
q∑
si=1
Θai,si(m), (3.7)
qui correspond au cas où Nai est la norme L1 est qui souvent utilisée [50, 102].
Il n’est en fait même pas nécessaire de considérer une norme, la normalisation
utilisée par Watanabe et Fukumizu [101] correspond à Z1ai(m)
def
= Θai,1(m).
Notons cependant que la normalisation Zbelai utilisée par Heskes [46] n’entre
pas dans cette catégorie. Les résultats de cette section ne s’appliquent donc
pas.
Proposition 3.3. Pour toute normalisation positive homogène Zai telle que
les fonctions Nai soient continues, les notions de m-convergence et de b-
convergence sont équivalentes.
Démonstration. Soitm(n) une suite b-convergente, c’est à dire que b(n)a → ba et
b
(n)
i → bi lorsque n→∞. L’idée de cette preuve est, tout d’abord, d’exprimer
les messages normalisés m˜(n)a→i à chaque itération en fonction de beliefs b
(n),
puis de conclure par un argument de continuité. Commençons par ré-exprimer
(2.5) et (2.6) :
b(n)i (si) =
Φi(si)
Zi(m˜(n))
∏
a∋i
m˜(n)a→i(si),
b(n)a (sa) =
Ψa(sa)
Za(m˜(n))
∏
j∈a
Φj(sj)
∏
b∋j,bÓ=a
m˜(n)b→j(sj).
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En combinant ces deux équations, on obtient
∏
j∈a
m˜(n)a→j(sj) =
K(n)ai (xa\i; si)
Z˜ai(m˜)
,
où une variable arbitraire i ∈ a a été mise à part
1
Z˜ai(m˜)
def
=
∏
j∈a Zj(m˜(n))
Za(m˜(n))
, K(n)ai (xa\i; si)
def
= Ψa(sa)
∏
j∈a b
(n)
j (sj)
b(n)a (sa)
.
Supposons maintenant que xa\i est ﬁxé et considérons le vecteur de Rq
suivant K(n)ai (xa\i)
def
= K(n)ai (xa\i; ·). En normalisant cette équation avec une
fonction positive homogène Nai, on obtient
m˜(n)a→i(si)
Nai
[
m˜
(n)
a→i
] = K(n)ai (xa\i; si)
Nai
[
K
(n)
ai (xa\i)
] .
En fait, on a Nai
[
m˜
(n)
a→i
]
= 1, puisque m˜(n)a→i a été normalisé par Nai, et on
obtient donc
m˜(n)a→i(si) =
K(n)ai (xa\i; si)
Nai
[
K
(n)
ai (xa\i)
] .
Ce qui conclut la preuve : m˜(n)a→i, étant exprimé comme une fonction continue
de b(n)i et b
(n)
a , converge dès lors que les beliefs convergent.
3.2 Un algorithme BP sans normalisation ?
La proposition 3.2 montre que le choix de la normalisation n’a pas d’ef-
fet sur la dynamique de BP et ne joue donc pas de rôle lorsqu’il s’agit de
b-convergence. Dans cette partie, on va chercher à comprendre pourquoi cette
normalisation, qui trouve sa justiﬁcation dans les contraintes (2.7) du pro-
blème variationnel, semble être un artefact. Dans un premier temps, on s’in-
téresse au rôle de la normalisation dans le problème variationnel sous-jacent.
3.2.1 Point de vue variationnel
On suppose ici que les beliefs bi et ba sont normalisés (2.7) et compatibles
(2.8). Si seule la compatibilité est vériﬁée, on utilisera les notations βi et βa.
Il est simple de se rendre compte qu’imposer uniquement les contraintes de
compatibilité implique l’existence d’une masse totale unique Z(β) pour les
mesures βa et βi dès lors que le graphe de facteurs est connexe.
Z(β)
def
=
∑
si
βi(si) =
∑
sa
βa(sa).
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Cette constante Z(β) n’a pas a priori de relation avec les constantes Za(m)
et Zi(m) du chapitre précédent. Les quantités βi(si)/Z(β) et βa(sa)/Z(β)
peuvent être notées bi(si) et ba(sa) puisque l’équation (2.7) est vériﬁée.
Le but de cette section est d’expliciter les relations entre le problème va-
riationnel (2.13) et sa version où l’on relâche les contraintes de normalisation
(2.7). On exprime les deux problèmes variationnels de la manière suivante :
P(E) : argmin
β∈E
FBethe(β), (3.8)
avec E choisi entre :
– cas non normalisé : E = E1 est l’ensemble de mesures positives telles
que (2.8) est vériﬁée,
E1
def
=
β > 0
∣∣∣∣∣∣∀a ∈ F,∀i ∈ a,∀si
∑
sa\si
βa(sa) = βi(si)
 ; (3.9)
– cas normalisé : E = E2  E1, avec de plus les contraintes (2.7),
E2
def
= E1
⋂{
β
∣∣∣∣∣∀i ∈ V,∑
si
βi(si) = 1,∀a ∈ F,
∑
sa
βa(sa) = 1
}
(3.10)
= B(G).
On peut dériver un algorithme BP pour le problème non normalisé de
la manière décrite dans la partie 2.3. Les formules de mise à jour obtenues
correspondent exactement au schéma de BP sans normalisation (Zai ≡ 1).
Pour comparer les solutions des problèmes de minimisation avec (P(E2))
ou sans (P(E1)) normalisation, nous introduisons la bijection ϕ entre E1 et
E2 × R
∗
+,
ϕ :E2 × R
∗
+ −→ E1
( b , Z ) −→ bZ.
Le problème variationnel P(E1) est équivalent à :
(bˆ, Zˆ) = argmin
(b,Z)∈E2
FBethe(ϕ(b, Z)),
avec ϕ(bˆ, Zˆ) = bˆZˆ = βˆ def= argminβ∈E1 FBethe(β).
On souhaite comparer cette valeur bˆ avec b = argminβ∈E2 FBethe(β). Pour
cela, on exprime l’énergie libre de Bethe FBethe(β) d’une mesure non norma-
lisée β ∈ E1 en fonction de l’énergie libre de Bethe de la mesure normalisée
correspondante.
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Lemme 3.4. Dès lors que le graphe de facteurs est connexe, pour tout β =
Zb ∈ E1, on a :
FBethe(Zb) = Z
(
FBethe(b) + (1− C) logZ
)
, (3.11)
avec C le nombre de cycles indépendants du graphe de facteurs.
Démonstration.
FBethe(β) = FBethe(Zb)
= Z
∑
a,sa
ba(sa) log
(
Zba(sa)
Ψa(sa)
)
+
∑
i,si
bi(si) log
(
(Zbi(si))
1−di
Φi(si)
)
= Z
(
FBethe(b) + (|F|+ |V| − |E|) logZ
)
= Z
(
FBethe(b) + (1− C) logZ
)
,
la dernière égalité étant un résultat classique de théorie des graphes (voir [9]
par exemple) valide pour tout graphe connexe.
La quantité 1−C est négative dans les cas non triviaux (au moins 2 cycles).
Puisque tous les Zb sont équivalents de notre point de vue, on s’intéresse à la
dérivée de FBethe(Zb) par rapport à Z pour pouvoir comparer les quantités bˆ
et b.
Théorème 3.5. Les beliefs normalisés correspondant aux extremums du pro-
blème variationnel non normalisé P(E1) sont exactement les mêmes que ceux
du problème normalisé P(E2) lorsque C Ó= 1.
Démonstration. En utilisant le lemme 3.4, on obtient
∂FBethe(β)
∂Z
= FBethe(b) + (1− C) (logZ + 1) ,
et les points stationnaires correspondent à
Zˆ = exp
(
FBethe(bˆ)
C − 1
− 1
)
. (3.12)
À ces points, on peut calculer l’énergie libre de Bethe
FBethe(βˆ) = FBethe(Zˆbˆ) = (C − 1) exp
(
FBethe(bˆ)
C − 1
− 1
)
.
On vériﬁe aisément que, pour C Ó= 1, x Ô→ (C − 1)e
x
C−1
−1 est une fonction
croissante. Les extremums de FBethe(β) sont donc atteints pour les mêmes
beliefs normalisés. Plus précisément, si b1 et b2 sont des éléments de E2 tels
que FBethe(b1) ≤ FBethe(b2) alors FBethe(βˆ1 = Zˆ1b1) ≤ FBethe(βˆ2 = Zˆ2b2),
ce qui nous permet de conclure.
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En d’autres termes, dès lors que C Ó= 1, il est équivalent d’imposer la
normalisation (2.7) dans le problème variationnel ou de normaliser après avoir
obtenu une solution. De plus, dans le cas non normalisé, l’énergie libre de Bethe
à un extremum local bˆ s’écrit
FBethe(bˆ) = (C − 1)
(
log Zˆ + 1
)
. (3.13)
On peut donc comparer la « qualité » de diﬀérents points ﬁxes en comparant
uniquement la constante de normalisation obtenue : plus Z est petit, meilleure
est l’approximation. Ceci étant tempéré par le fait que l’on ne minimise pas
une vraie distance.
Revenons quelques instants sur le cas C = 1. Dans ce cas, (3.11) s’écrit
FBethe(β) = FBethe(Zb) = ZFBethe(b).
Cette relation explicite ce qui se passe : si le minimum du problème varia-
tionnel normalisé P(E2) est strictement négatif, alors FBethe(β) n’admet pas
de borne inférieure ﬁnie et Z diverge vers +∞ ; au contraire, si le minimum
est strictement positif, Z tend vers zéro. Dans le cas très particulier où le
minimum de P(E2) est exactement zéro, toutes les valeurs de Z ∈ R+ sont
équivalentes pour P(E1).
En résumé, dès lors que le problème variationnel non normalisé P(E1) est
bien déﬁni, il est équivalent au problème normalisé P(E2) et la constante de
normalisation permet de calculer immédiatement l’énergie libre de Bethe en
utilisant (3.13). Lorsque ce n’est plus le cas, les dynamiques des algorithmes
restent identiques (proposition 3.2) mais le problème P(E1) ne fournira pas
de constante Z, et l’on ne pourra obtenir l’énergie libre de Bethe du point ﬁxe
par ce biais.
3.2.2 Point du vue itératif.
Revenons ici à une vision purement itérative (3.2) des diﬀérents schémas
BP et étudions l’eﬀet de la normalisation sur le nombre de points ﬁxes m. Le
théorème 3.7 montre que les ensembles de points ﬁxes avec normalisation sont
équivalents, en termes de beliefs, à ceux sans normalisation, lorsque C Ó= 1. Ce
résultat est l’exact analogue du théorème 3.5, qui décrit lui les extremums des
problèmes variationnels.
Commençons par énoncer un lemme qui décrit les relations entre les dif-
férentes constantes de normalisation d’un point ﬁxe d’un schéma quelconque
de BP.
Lemme 3.6. Soit m˜ tel que
m˜a→i(si) =
Θai,si(m˜)
Zai(m˜)
.
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Les constantes de normalisation associées vériﬁent
Zai(m˜) =
Za(m˜)
Zi(m˜)
, ∀ai ∈ E, (3.14)
En particulier, lorsque Zai ≡ 1, toutes les constantes Za et Zi sont égales à
une unique constante Z dès lors que le graphe est connexe.
Démonstration. L’équation de mise à jour avec normalisation (3.2), et (2.5)–
(2.6), induisent que
∑
sa\si
ba(sa) =
Zi(m˜)Zai(m˜)
Za(m˜)
bi(si).
Par déﬁnition de Za(m˜) et Zi(m˜), ba et bi sont normalisés à 1. En sommant
cette relation sur les valeurs de si, on obtient (3.14).
Points fixes non normalisés associés à un point fixe normalisé. On
montre ici que, dans la plupart des cas, les points ﬁxes d’une version normalisée
de BP (peu importe la normalisation utilisée) sont associés à des points ﬁxes
de la version non normalisée. On notera C le nombre de cycles indépendants
du graphes de facteurs G.
Théorème 3.7. Un point ﬁxe m˜ de l’algorithme BP avec normalisation des
messages correspond à un point ﬁxe de l’algorithme non normalisé avec les
mêmes beliefs si et seulement si une des deux conditions suivantes est vériﬁée :
(i) le nombre de cycles du graphe G est soit nul, soit strictement supérieur
à 1 (C Ó= 1) ;
(ii) C = 1 et les constantes de normalisation des beliefs sont telles que∏
a∈F
Za(m˜)
∏
i∈V
Zi(m˜)
1−di = 1. (3.15)
Démonstration. Soit m˜ un point ﬁxe de (3.2). Trouvons des constantes cai
telles que ma→i(si) = cai m˜a→i(si) soit un point ﬁxe (non nul) de la version
non normalisée de l’algorithme. D’après le lemme 3.1, les messages m et m˜
correspondent aux même beliefs. On a
Θai,si(m) =
[ ∏
j∈a\i
∏
a′∋j,a′ Ó=a
ca′j
]
Θai,si(m˜)
=
[ ∏
j∈a\i
∏
a′∋j,a′ Ó=a
ca′j
]
Zai m˜a→i(si)
=
1
cai
[ ∏
j∈a\i
∏
a′∋j,a′ Ó=a
ca′j
]
Zaima→i(si),
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Figure 3.1 : Graphe de facteurs comportant un unique cycle.
et donc
log cai −
∑
j∈a\i
∑
a′∋j,a′ Ó=a
log ca′j = logZai.
Cette équation correspond aux conditions du lemme 3.16 page 71, avec xai =
log cai et yai = logZai = logZa−logZi. Cette équation admet toujours une so-
lution lorsque C Ó= 1 ; quand C = 1, la condition (3.A.5) est, de plus, nécessaire
et (3.15) suit.
Il existe en général un nombre inﬁni de points ﬁxes m associés à chaque
m˜. Cependant, ce n’est pas un problème puisque tous ces points ﬁxes corres-
pondent aux même beliefs, d’après le lemme 3.1. En ce sens, normaliser les
messages peut avoir l’eﬀet de fusionner des points ﬁxes équivalents.
Arrêtons-nous quelques instants sur ce cas particulier C = 1 qui apparaît à
nouveau après le théorème 3.5. Lorsque C = 1, certains schémas normalisés de
BP sont toujours convergents [1, 102]. Dans ce cas particulier, le schéma de BP
sans normalisation correspond simplement à un système dynamique linéaire
de la forme m(n+1) = Bm(n) avec B une matrice dépendant des fonctions
Ψ et Φ décrit par Aji et al. [1]. Considérons un graphe de facteurs trivial
(ﬁgure 3.1) avec deux variables et deux facteurs a = b = {1, 2} et supposons
pour simpliﬁer que Φ1 = Φ2 = 1. L’équation de point ﬁxe devient alors
ma→1(si) =
∑
x2
Ψa(x1, x2)mb→2(x2),
où, en notation matricielle,
ma→1 = Ψamb→2 = ΨaΨbma→1.
L’existence d’un point ﬁxe non nul pour le schéma de BP non normalisé im-
plique donc que la matrice ΨaΨb admette 1 pour valeur propre. Ceci n’étant
pas toujours vrai, ce schéma de BP peut n’admettre aucun point ﬁxe. La condi-
tion additionnelle (ii) correspond en fait exactement à imposer que l’énergie
libre du point ﬁxe, FBethe(b), soit nulle (voir proposition 3.17). Les théo-
rèmes 3.5 et 3.7 sont donc analogues : ils donnent un sens au schéma sans
normalisation sous les mêmes conditions.
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Point fixe normalisé associé à un point fixe non normalisé. Il n’y a
pas de résultat général associant tout point ﬁxe de BP sans normalisation à
un point ﬁxe de la version Zai-normalisée. Nous allons donc nous intéresser au
cas des normalisations positives homogènes, puis étudier deux exemples hors
de cette classe.
La proposition suivante explicite l’eﬀet de ces normalisations positives ho-
mogènes.
Proposition 3.8. Tous les points ﬁxes du schéma de BP non normalisé
(Zai ≡ 1) associés au même ensemble de beliefs correspondent à un unique
point d’un schéma BP avec une normalisation positive homogène.
Démonstration. Soit m un point ﬁxe de BP non normalisé. En utilisant le
lemme 3.1, un point ﬁxe m˜ de BP normalisé est associé aux mêmes beliefs
que m si et seulement si
m˜a→i(si) = caima→i(si). (3.16)
Puisque Θ est multilinéaire on a,
Θai,si(m˜) =
 ∏
j∈a\i
∏
d∋j,dÓ=a
cdj
Θai,si(m),
et, d’après (3.5),
Zai(m˜) =
 ∏
j∈a\i
∏
d∋j,dÓ=a
cdj
Zai(m),
m˜a→i(si) =
Θai,si(m˜)
Zai(m˜)
=
ma→i(si)
Zai(m)
.
Le point ﬁxe, m˜, est donc déterminé de manière unique à partir de m. En
eﬀet, m˜ est clairement invariant pour tous les messages m correspondant aux
mêmes beliefs (voir lemme 3.1), ce qui conclut la preuve.
Pour mieux comprendre ce qu’implique la proposition 3.8, il est intéressant
d’étudier par exemple ce qui se passe avec la normalisation Zbel proposée par
Heskes [47]. D’après le lemme 3.6, pour toute normalisation, on a à chaque
point ﬁxe
Zai(m) =
Za(m)
Zi(m)
def
= Zbelai (m).
Tout point ﬁxe de tout schéma avec ou sans normalisation est donc un point
ﬁxe pour le schéma avec la normalisation Zbel. La diﬀérence entre cette nor-
malisation et une normalisation positive homogène apparaît clairement : Ces
dernières fusionnent les familles de points ﬁxes équivalents (en termes de be-
liefs) en un unique point ﬁxe, alors que Zbel au contraire conserve tous les
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points ﬁxes de tous les schémas possibles. À l’évidence Zbel, est un schéma
pour lequel seule la b-convergence a du sens.
Pour conclure cette partie, nous présentons un exemple de « mauvais
choix » de fonction de normalisation pour illustrer un cas pathologique. On
considère la normalisation suivante
Zai(m) =
∑
xΘai,x(m)
supxma→i(x)
.
Cette normalisation, non homogène, déﬁnit un schéma de BP n’admettant pas
de points ﬁxes. En s’inspirant de la preuve de la proposition 3.8, considérons
m˜ un point ﬁxe de BP avec cette normalisation qui soit associé à un point
ﬁxe m de BP non normalisé selon (3.16). On a alors :
m˜a→i(si) =
Θai,si(m˜)
Zai(m˜)
=
m˜a→i(si)
Zai(m)
.
Il est aisé de vériﬁer que
Zai(m˜) =
∏
j∈a\i
∏
b∋j,bÓ=a cbj
cai
Zai(m).
Puisque pour tout point ﬁxe m du schéma non normalisé on a Zai(m) > 1,
aucun message m˜ ne peut être un point ﬁxe de ce schéma normalisé. Le
théorème 3.7 permet de conclure que ce schéma n’admet aucun point ﬁxe.
3.2.3 Un schéma instable
On montre ici que, dès lors que C > 1, le schéma de BP sans normalisation
correspondant au problème P(E1) n’admet pas de point ﬁxe m stable.
Soitm un point ﬁxe de ce schéma sans normalisation, l’étude de sa stabilité
s’appuie sur deux objets. Le premier est le graphe orienté L(G) basé sur G,
dont les sommets sont les paires (a, i) = ai telles que i ∈ a et dont les arcs
orientés relient ai à a′j si j ∈ a ∩ a′, j Ó= i et a′ Ó= a. La matrice d’adjacence
A de L(G) est déﬁnie par les coeﬃcients
Aa
′j
ai
def
= 1{j∈a∩a′, j Ó=i, a′ Ó=a}. (3.17)
Le second est l’ensemble de matrices stochastiques B(iaj), attachées aux
paires de variables (i, j) faisant partie d’un facteur a et dont les coeﬃcients
sont les beliefs conditionnels, pour tout (k, ℓ) ∈ {1, . . . , q}2 :
b
(iaj)
kℓ
def
= ba(σj = ℓ|σi = k) =
∑
xa\{i,j}
ba(sa)
bi(si)
∣∣∣∣∣σi=k
σj=ℓ
.
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On s’intéresse ici à des conditions de stabilité du premier ordre, c’est à dire
s’exprimant sur le rayon spectral de la matrice jacobienne de Θ (voir sec-
tion 2.A.1). Calculons donc la matrice jacobienne du schéma BP sans norma-
lisation à ce point ﬁxe
∂Θai,si(m)
∂ma′→j(sj)
=
∑
xa\{i,j}
ba(sa)
bi(si)
ma→i(si)
ma′→j(sj)
1{j∈a\i}1{a′∋j,a′ Ó=a}
=
bij|a(si, sj)
bi(si)
ma→i(si)
ma′→j(sj)
Aa
′j
ai .
Cette matrice jacobienne est semblable, par un changement de variables trivial,
à la matrice J déﬁnie, pour toute paire (ai, k) et (a′j, ℓ) de E× {0, . . . , q} par
les éléments
Ja
′j,ℓ
ai,k
def
= b
(iaj)
kℓ A
a′j
ai .
Cette expression est analogue à la matrice jacobienne rencontrée par Mooij et
Kappen [77]. Notons qu’elle dépend seulement que de la structure du graphe
et de la valeur des beliefs normalisés correspondants au point ﬁxe.
Le graphe de facteurs G étant connexe, la matrice A est clairement irré-
ductible. Pour simpliﬁer le propos, on suppose dans la suite que la matrice J
est elle aussi irréductible, ceci étant vrai tant que les fonctions Ψ sont stric-
tement positives. On remarque qu’à tout vecteur propre à droite de A cor-
respond un vecteur propre à droite de J, associé à la même valeur propre :
si v = (vai, ai ∈ E) est tel que Av = λv, alors le vecteur v+, déﬁni par ses
coordonnées v+a′jℓ
def
= va′j , pour tout a′j ∈ E et ℓ ∈ {0, . . . , q}, vériﬁe Jv = λv.
On dira que v+ est un vecteur propre à droite de J basé sur A. De même,
si u est un vecteur propre à gauche de A, avec des notations évidentes on
peut déﬁnir un vecteur propre à gauche u+ de J basé sur A comme suit :
u+aik
def
= uaibi(k).
En utilisant cette correspondance entre les matrices J et A, on obtient le
théorème suivant, qui prouve l’instabilité du schéma BP sans normalisation :
Théorème 3.9. Si le graphe de facteurs G comporte plus d’un cycle (C > 1),
et que la matrice J est irréductible, alors le schéma BP sans normalisation
n’admet aucun point ﬁxe stable.
Démonstration. Soit π le vecteur de Perron à droite de A. Ses entrées sont
positives puisque A est irréductible [85, théorème 1.5]. Le vecteur π+ basé sur
A est aussi à entrées positives et il s’agit donc du vecteur de Perron à droite
de J [85, théorème 1.6] ; le rayon spectral de J est donc égal à celui de A.
Lorsque C > 1, le lemme 3.15 implique que 1 est une valeur propre de A
associée à des vecteurs à divergence nulle. De plus, ces vecteurs ne peuvent être
à entrées non-négatives, le rayon spectral de A est donc strictement supérieur
à 1. Ceci conclut la preuve du théorème.
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Une conséquence de ce théorème est donc que la normalisation des mes-
sages est une condition nécessaire à la m-convergence.
3.2.4 Contraintes linéairement dépendantes.
On explicite ici la raison fondamentale de l’instabilité du schéma sans nor-
malisation : les ensembles de contraintes E1 et E2 des problèmes variationnels
sont mal déﬁnis, c’est à dire que les contraintes sont linéairement dépendantes.
Commençons par regarder le problème variationnel sans normalisation P(E1).
Proposition 3.10. Les contraintes linéaires du problème variationnel sans
normalisation P(E1), telles que déﬁnies par (3.9), ne sont pas linéairement
indépendantes. Ces contraintes peuvent s’écrire sous la forme Dβ = 0 avec
β le vecteur des βa(sa) et βi(si) et D une matrice de taille q|E| × |β|. On
a alors rang(D) = q|E| − C, c’est-à-dire qu’il y a exactement C contraintes
redondantes dans (3.9).
Démonstration. Tout d’abord, nommons les diﬀérentes contraintes de compa-
tibilité comme suit :
Cai,si(β)
def
=
∑
sa\si
βa(sa)− βi(si).
On commence par prouver que rang(D) ≤ q|E| − C. Pour cela on exhibe
C contraintes qui sont induites par les q|E| − C restantes. Soit T un arbre
couvrant du graphe de facteurs G et considérons un ensemble de mesures β
vériﬁant l’ensemble de contraintes suivant :{
∀ai ∈ T ,∀si ∈ {1 . . . q}, Cai,si(β) = 0,
∀ai ∈ G \ T ,∀si ∈ {2 . . . q}, Cai,si(β) = 0.
(3.18)
Par rapport à (3.9), on a donc retiré une contrainte de compatibilité (Cai,1)
pour tout arc ai de G n’appartenant pas à l’arbre couvrant T . Les contraintes
imposées sur T imposent l’existence d’une constante Z(β) def=
∑
sa
βa(sa) =∑
si βi(si). Montrons alors que les contraintes « manquantes » sont induites
par (3.18) ; soit ai ∈ G \ T , on a alors :
Cai,1(β) =
∑
sa\i
βa(sa, si = 1)− βi(1)
= Z(β)−
q∑
k=2
∑
sa\i
βa(sa, si = k)− Z(β) +
q∑
k=2
βi(k)
= −
q∑
k=2
Cai,k(β) = 0,
où la notation βa(sa, si = k) indique que la composante si de sa est égale à
k. On a donc prouvé que rang(D) ≤ q|E| − C. Pour prouver l’autre inégalité
3.2. Un algorithme BP sans normalisation ? 61
et conclure, il suﬃt de prouver qu’il n’est pas possible de faire de même en
supprimant C + 1 contraintes, quelles qu’elles soient.
On montre tout d’abord qu’en supprimant 2 contraintes sur un même arc
ai ∈ G, on ne peut obtenir l’ensemble de mesures E1. Pour cela, on considère
une mesure β∗ telle que
∀(cj, sj) Ó= (ai, si = 1, 2), Ccj,sj (β
∗) = 0, (3.19)
et on suppose que l’on a alors :
Cai,1(β
∗) = Cai,2(β∗) = 0.
On peut alors construire par permutation une nouvelle distribution β# qui
vériﬁe les mêmes contraintes (3.19) et telle que Cai,1(β#) et Cai,2(β#) soient
non nuls : considérons la permutation η qui laisse invariantes les mesures
{βj}j∈V et {βc}c∈F\{a} et
(η (β))a,sa|si=1 = βa(sa, si = 2)
(η (β))a,sa|si=2 = βa(sa, si = 1)
(η (β))a,sa|si=k = βa(sa), si k /∈ {1, 2}.
En appliquant η à β, on permute donc uniquement les éléments βa(sa, si = 1)
et βa(sa, si = 2). Vériﬁons maintenant que β#
def
= η (β∗) vériﬁe bien les
contraintes (3.19) mais est telle que Cai,1(β#) Ó= 0. On commence par re-
marquer que, η laissant invariantes les mesures {βj}j∈V et {βc}c∈F\{a}, on
a
∀(cj, sj) | c Ó= a, Ccj,sj (β
#) = Ccj,sj (β
∗) = 0.
De même, du fait que les composantes (a, sa) | si Ó= 1, 2 sont laissées invariantes
par η, on obtient
∀k /∈ {1, 2}, Cai,k(β
#) = Cai,k(β
∗) = 0.
Reste enﬁn le cas des contraintes Caj,k avec j Ó= i
Caj,k(β
#) =
∑
sa\j
β#a (sa, sj = k)− β
#
j (k)
=
q∑
y=1
∑
sa\i,j
β#a (sa, sj = k, si = y)− β
∗
j (k)
=
∑
sa\j
β∗a(sa, sj = k)− β
∗
j (k)
= Cai,k(β
∗) = 0,
car la permutation η a juste pour eﬀet de changer l’ordre des termes dans la
somme. Calculons maintenant la quantité Cai,1(β#) pour conclure :
Cai,1(β
#) = Cai,2(β
∗) + β∗i (2)− β
∗
i (1) = β
∗
i (2)− β
∗
i (1).
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Figure 3.2 : Exemple de graphe de facteurs GΓ résultant, basé sur un ensemble
de contraintes Γ où C+1 = 3 contraintes ont été supprimées. Ici les contraintes
n’appartenant pas à Γ sont (a2, 1), (d7, 1) et (b5, 1) et les arcs correspondants
sont représentés en rouge sur la ﬁgure de gauche. Le graphe de facteur GΓ est
représenté à droite.
On aura donc Cai,1(η(β∗)) Ó= 0 pour toute mesure β∗ vériﬁant (3.19) et telle
que β∗i (1) Ó= β∗i (2) ; supprimer 2 contraintes sur un même arc ne peut donc
conduire à l’ensemble de mesures E1. Il ne nous reste alors plus qu’à étudier la
suppression de C + 1 contraintes sur des arcs diﬀérents. On note Γ l’ensemble
des contraintes restantes. Considérons le graphe GΓ déﬁni comme suit :
ai ∈ GΓ si ∀si ∈ {1, . . . , q}, (ai, si) ∈ Γ.
C’est-à-dire qu’il existe un arc entre a et i si les q contraintes de compatibi-
lité sont imposées sur l’arc ai ∈ G. Une illustration de GΓ est fournie sur la
ﬁgure 3.2. Puisque l’on a supprimé C + 1 contraintes sur des arcs diﬀérents,
ce graphe ne peut être connecté ; on notera Cz la composante connexe de
GΓ contenant z. On considère une mesure β vériﬁant toutes les contraintes de
(3.9) et l’on va construire une mesure β′ basée sur β qui violera les contraintes
n’appartenant pas à Γ. Considérons un sommet quelconque α ∈ G, la mesure
β′ est alors construite comme suit :
(i) ∀z /∈ Cα, β′z = βz, c’est-à-dire que seules les mesures attachées à des
sommets de la composante connexe Cα seront modiﬁés.
(ii) ∀i ∈ Cα ∩ V, soit Si
def
= {si|∃a ∈ ∂i \ C
α et Cai,si /∈ Γ} l’ensemble des
valeurs de si pour lesquelles il existe une contrainte Cai,si manquantes
dans Γ,
– si Si = ∅, alors ∀si, β′i(si) = βi(si) +
1
qi
,
– sinon, ∀si, β′i(si) = βi(si) +
1{si∈Si}
|Si| .
(iii) ∀a ∈ Cα ∩ F,
β′a(sa) = Z
′1−da ∏
i∈a
(
β′i(si) +
1{si∈Si}1{i/∈Cα}
|Si|
)
.
Du fait de la connexité de Cα, toutes les mesures attachées à un sommet de Cα
ont la même masse totale Z ′. De plus (ii) indique que la valeur de cette masse
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est Z ′ =
∑
xα βα(xα) + 1 = Z + 1. De plus les contraintes de compatibilités
n’appartenant pas à Γ pour tout i ∈ Cα dont au moins un voisin n’est pas
dans Cα sont violées. Il reste donc à vériﬁer que la construction (iii) permet
de vériﬁer les contraintes de Γ et viole celles n’appartenant pas à Γ. Notons
tout d’abord que la masse totale de β′a, pour a ∈ Cα est bien égale à Z ′. En
outre, on a trivialement∑
sa\i
β′a(sa) = β
′
i(si) +
1{si∈Si}1{i/∈Cα}
|Si|
,
ce qui implique le respect des contraintes de Γ uniquement. Ceci conclut donc
la preuve, puisque pour tout système de contraintes Γ où l’on a ôté C + 1,
contraintes on a construit une mesure β′ vériﬁant les contraintes Γ et n’ap-
partenant pas à E1.
La situation est similaire pour P(E2), sauf que cette fois le nombre de
contraintes redondantes est plus important.
Proposition 3.11. Les contraintes affines du problème variationnel avec nor-
malisation P(E2) telles que définies par (3.10) ne sont pas linéairement in-
dépendantes. Un système minimal de contraintes générant E2 est obtenu en
retirant |E| contraintes convenablement choisies. Autrement dit, le nombre de
contraintes redondantes dans (3.10) est exactement le nombre d’arcs |E| du
graphe de facteurs.
Démonstration. Commençons par déﬁnir la notation des contraintes de nor-
malisation
Ni(b)
def
=
∑
si
bi(si)− 1,
Na(b)
def
=
∑
sa
ba(sa)− 1.
On remarque que l’ensemble de mesures E2 est strictement inclus dans l’en-
semble E1 (E2 ( E1). E1 et E2 étant les ensembles de solutions d’équations
aﬃnes, on en déduit que le nombre minimal de contraintes déﬁnissant E2 est
au moins q|E| − C + 1, c’est à dire 1 de plus que pour E1. Soit une mesure b
vériﬁant les contraintes suivantes
∀ai ∈ T ,∀si ∈ {1, . . . , q}, Cai,si(b) = 0,
∀ai ∈ G \ T ,∀si ∈ {2, . . . , q}, Cai,si(b) = 0,
Nz(b) = 0, pour un sommet quelconque z ∈ G.
Les deux premières lignes impliquent que b ∈ E1, comme on l’a vu dans la
preuve de la proposition 3.10. Cela impose en particulier que l’on ait
∀ai ∈ G,∀si,
∑
sa\i
ba(sa) = bi(si),
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et donc
Z(b)
def
=
∑
sa
ba(sa) =
∑
si
bi(si).
La dernière contrainte, Nz(b) = 0, impose de plus que Z(b) = 1. On a donc
bien identiﬁé un système de q|E| − C + 1 contraintes qui génèrent E2, ce qui
conclut la preuve.
Pour mieux comprendre cette dernière proposition, considérons une mesure
b vériﬁant les contraintes suivantes, où l’on a supprimé une contrainte de
compatibilité pour chaque arc de G
∀ai ∈ G,∀si ∈ {2 . . . q}, Cai,si(b) = 0,
∀i ∈ V, Ni(b) = 0,
∀a ∈ F, Na(b) = 0.
(3.20)
Il est alors aisé de voir que les contraintes manquantes sont vériﬁées :
Cai,1(b) =
∑
sa\si
ba(sa|si = 1)− bi(1)
= 1−
q∑
k=2
∑
sa\si
ba(sa|si = k)− 1 +
q∑
k=2
bi(k)
= −
q∑
k=2
Cai,k(b) = 0.
Le système (3.20) est aussi un système minimal : le nombre de contraintes est
en eﬀet |V| + |F| + (q − 1)|E| = q|E| − C + 1. C’est exactement ce type de
contraintes que produit l’utilisation d’une normalisation positive homogène.
En eﬀet ces normalisations imposent une contrainte du type Nai(m) = 1
sur chaque arc ai de G, ce qui réduit d’une unité le nombre de degrés de
liberté de chaque vecteur ma→i. Les messages m étant en bijection avec les
multiplicateurs de Lagrange λ, on a donc réduit de |E| le nombre de degrés
de liberté de λ par l’utilisation d’une telle normalisation.
Il ne paraît cependant pas évident qu’un schéma BP avec une normalisation
positive homogène corresponde très exactement au problème variationnel avec
normalisation P(E2). En eﬀet, comme l’indique (2.17), on devrait alors utiliser
la normalisation Zbelai . On peut en fait interpréter toute normalisation positive
homogène Zai = Nai ◦Θai comme imposant à chaque instant une relation du
type
Nai(ma→i) exp
(
−γa −
γi
1− di
)
= Nai(ma→i)
Za(m)
Zi(m)
= 1.
Ces relations diminuent le nombre de degrés de liberté sur l’ensemble des mul-
tiplicateurs (λ,γ) de |E|, et ces schémas résolvent très exactement le problème
variationnel avec normalisation P(E2).
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Pour conclure cette partie, on voit donc qu’étudier le rôle de la normali-
sation dans le problème variationnel permet de comprendre les raisons de son
absence apparente d’eﬀet sur le schéma BP.
3.3 Une condition suffisante de stabilité.
Comme indiqué au chapitre 2, la convergence de l’algorithme BP reste un
problème ouvert. Les approches classiques consistent à exprimer des condi-
tions suﬃsantes sur les fonctions Ψ et Φ qui garantissent la convergence de
BP vers un unique point ﬁxe [50, 77, 91]. On change ici de point de vue en
se plaçant dans un environnement ou plusieurs points ﬁxes peuvent coexister
et en examinant les propriétés de stabilité de chacun d’entre eux. En parti-
culier, on exprime une condition suﬃsante (théorème 3.12) pour qu’un point
ﬁxe donné soit stable en fonction des beliefs correspondant et de propriétés
spectrales du graphe.
D’après la proposition 3.3 toutes les normalisations positives homogènes
continues rendent la m-convergence équivalente à la b-convergence. Celles-
ci jouant toutes le même rôle, on considère ici la normalisation Zmessai (m)
qui présente l’avantage d’être à la fois simple et diﬀérentiable. La matrice
jacobienne à un point ﬁxe m, correspondant aux beliefs b, a pour coeﬃcients
∂
∂m˜a′→j(ℓ)
[
Θai,k(m˜)∑q
x=1Θai,x(m˜)
]
= Ja
′j,ℓ
ai,k
ma→i(k)
ma′→j(ℓ)
−ma→i(k)
q∑
x=1
Ja
′j,ℓ
ai,x
ma→i(x)
ma′→j(ℓ)
,
et est donc semblable à la matrice J˜ de terme général
J˜a
′j,ℓ
ai,k
def
=
[
b
(iaj)
kℓ −
q∑
x=1
ma→i(x)b
(iaj)
xℓ
]
Aa
′j
ai = J
a′j,ℓ
ai,k −
q∑
x=1
ma→i(x)J
a′j,ℓ
ai,x . (3.21)
Cette matrice peut être exprimée sous la forme J˜ = (I−M)J, avec I la matrice
identité et M de terme général :
Ma
′j,ℓ
ai,k
def
= ma′→j(ℓ)1{a=b,i=j}.
La présence des messages m dans la jacobienne J˜ semble compliquer l’étude,
mais le spectre de J˜ ne dépend en fait pas des messages eux-mêmes. On sait
[98, 34] qu’il est possible de choisir les fonctions Φˆ et Ψˆ suivantes
Φˆi(si)
def
= bˆi(si), Ψˆa(sa)
def
=
bˆa(sa)∏
i∈a bˆi(si)
, (3.22)
pour obtenir un ensemble de beliefs donnés bˆ comme point ﬁxe. Dans ce
cas, BP admet alors un point ﬁxe avec ba = bˆa et bi = bˆi qui correspond
à ma→i(si) ≡ 1. Puisque l’on ne s’intéresse ici qu’aux beliefs, sans perte de
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généralité, on utilise ici les fonctions (3.22). La déﬁnition (3.21) de J˜ s’exprime
alors indépendamment des messages
J˜a
′j,ℓ
ai,k
def
=
[
b
(iaj)
kℓ −
1
q
q∑
x=1
b
(iaj)
xℓ
]
Aa
′j
ai = J
a′j,ℓ
ai,k −
1
q
q∑
x=1
Ja
′j,ℓ
ai,x .
Pour présenter notre résultat principal, quelques notations sont néces-
saires. Pour chaque paire (i, j) de variables appartenant à un facteur a, on
déﬁnit le noyau stochastique B(iaj) et le noyau stochastique combiné K(iaj) def=
B(iaj)B(jai), qui a pour coeﬃcients
K
(iaj)
kℓ
def
= K(iaj)(σj = ℓ|σi = k)
def
=
q∑
m=1
b
(iaj)
km b
(jai)
mℓ . (3.23)
Dans la suite on considérera bi en tant que vecteur de Rq. Étant donné que
biB
(iaj) = bj , bi est la mesure invariante associée à K(iaj) :
biK
(iaj) = biB
(iaj)B(jai) = bj B
(jai) = bi,
et de plus K(iaj) est réversible, puisque
bi(k)K
(iaj)
kℓ =
q∑
m=1
b
(jai)
mk bj(m)b
(jai)
mℓ =
q∑
m=1
b
(jai)
mk b
(iaj)
ℓm bi(ℓ) = bi(ℓ)K
(iaj)
ℓk .
Soit µ(iaj)2 la deuxième plus grande valeur propre de K
(iaj) et déﬁnissons
µ2
def
= max
(iaj)
√
|µ
(iaj)
2 |.
L’eﬀet combiné de la structure du graphe et des corrélations locales sur la
stabilité du point ﬁxe considéré s’exprime de la manière suivante.
Théorème 3.12. Soit λ1 la valeur propre de Perron de la matrice A.
(i) si λ1µ2 < 1, le point fixe du schéma BP (3.2, 3.7) associé à b est stable.
(ii) Si le système est homogène (B(iaj) = B indépendant de i, j et a), λ1µ2 ≤
1 est aussi une condition nécessaire, avec µ2 la deuxième plus grande
valeur propre de B.
Dans le cas homogène, si G a des degrés uniformes da et di, la condition
devient
µ2(da − 1)(di − 1) < 1.
La preuve du théorème 3.12 s’inspire de l’approche de Brémaud [14, cha-
pitre 6] pour étudier les valeurs propres associées à certaines chaînes de Mar-
kov. Pour prouver la partie (i) du théorème, on considère la norme locale sur
Rq attachée à chaque sommet i,
‖x‖bi
def
=
√√√√ q∑
k=1
x2kbi(k),
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ainsi que la moyenne de x ∈ Rq pondérée par bi
〈x〉bi
def
=
q∑
k=1
xkbi(k).
Pour des raisons pratiques, on considère aussi la norme « hybride » sur Rq×|E|
‖x‖π,b
def
=
∑
(ai)∈E
πai‖xai‖bi ,
où π est le vecteur de Perron à droite de A, associé à λ1. On a alors l’inégalité
suivante :
Lemme 3.13. Pour tout (x(i),x(j)) ∈ Rq × Rq, tel que 〈x(i)〉bi = 0 et
x
(j)
ℓ bj(ℓ) =
∑
k x
(i)
k bi(k)B
(iaj)
kℓ ,
〈x(j)〉bj = 0 et ‖x
(j)‖2bj ≤ µ
(iaj)
2 ‖x
(i)‖2bi .
Démonstration. Par déﬁnition des noyaux K(iaj), on a
‖x(j)‖2bj =
q∑
k=1
1
bj(k)
∣∣∣ q∑
ℓ=1
b
(iaj)
ℓk bi(ℓ)x
(i)
ℓ
∣∣∣2
=
∑
ℓ,m
x
(i)
ℓ x
(i)
mK
(iaj)
ℓm bi(ℓ).
Puisque K(iaj) est réversible, le théorème de Rayleigh [14, p. 217] implique
que
µ
(iaj)
2
def
= sup
x
{∑
kℓ xkxℓK
(iaj)
kℓ bi(k)∑
k x
2
kbi(k)
, 〈x〉bi = 0,x Ó= 0
}
,
ce qui conclut la preuve.
On s’intéresse aux itérations de J , que l’on va exprimer comme sommes
sur des chemins de graphe,(
Jn
)a′j,ℓ
ai,k
=
(
An
)a′j
ai
(
B(n)ai,a′j
)
kℓ
,
avec B(n)ai,a′j un noyau stochastique moyen,
B
(n)
ai,a′j
def
=
1
|Γ(n)ai,a′j |
∑
γ∈Γ(n)
ai,a′j
∏
(ck,dℓ)∈γ
B(kcℓ). (3.24)
Γ(n)ai,a′j est l’ensemble des chemins orientés de longueur n joignant ai et a
′j sur
L(G). Il contient exactement |Γ(n)ai,a′j | =
(
An
)a′j
ai
éléments.
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Lemme 3.14. Pour tout (x(ai),x(a
′j)) ∈ R2q, tel que 〈x(ai)〉bi = 0 et
x
(a′j)
ℓ bj(ℓ) =
∑
k
x
(ai)
k bi(k)
(
B(n)ai,a′j
)
kℓ
,
l’inégalité suivante est vérifiée :
‖x(a
′j)‖bj ≤ µ
n
2‖x
(ai)‖bi .
Démonstration. Soit x(a
′j)(γ) la contribution à x(a
′j) correspondant au chemin
γ ∈ Γ(n)ai,a′j . D’après le lemme 3.13, on obtient pour chaque chemin
‖x(a
′j)(γ)‖bj ≤ µ
n
2‖x
(ai)‖bi ,
et l’inégalité triangulaire nous permet de conclure,
‖x(a
′j)‖bj ≤
1
|Γ(n)ai,a′j |
∑
γ∈Γ(n)
ai,a′j
‖x(a
′j)(γ)‖bj ≤ µ
n
2‖x
(ai)‖bi .
Il est maintenant possible de prouver le théorème 3.12.
Preuve du théorème 3.12. Soient v et v′ deux vecteurs tels que v′ = vJ˜n =
v(I−M)Jn, car J˜M = 0. On rappelle que l’eﬀet de (I−M) est tout d’abord
de projeter sur un vecteur de somme nulle :∑
k
(v (I−M))ai,k = 0, ∀i ∈ V.
On suppose donc directement v de la forme suivante
vai,k = xai,k bi(k), avec 〈xai〉bi = 0.
Et donc, v′ = vJn est de la même forme. Déﬁnissons x′a′j,ℓ
def
= v′a′j,ℓ/bj(ℓ). On
a
‖x′‖π,b ≤
∑
(a′j)∈E
πa′j
∑
(ai)∈E
(
An
)a′j
ai
‖y
(ai)
a′j ‖bj ,
avec y(ai)a′j,ℓ bj(ℓ) =
∑
k xai,k bi(k)
(
B(n)ai,a′j
)
kℓ
. En appliquant le lemme 3.14 à y(ai)a′j
on obtient
‖x′‖π,b ≤
∑
(a′j)∈E
πa′j
∑
(ai)∈E
(
An
)a′j
ai
µn2‖xai‖bi = λ
n
1µ
n
2‖x‖π,b,
puisque π est le vecteur de Perron à droite de A. Nous avons donc prouvé
(i). Pour (ii), lorsque le système est homogène, J˜ est le produit tensoriel de A
avec B˜, son spectre est donc le produit de leurs spectres respectifs.
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La quantité µ2 est représentative du niveau d’information mutuelle entre
les variables. Elle est liée au trou spectral (voir [26] pour des bornes géomé-
triques) de chaque matrice stochastique B(iaj) ; λ1 pour sa part représente les
propriétés statistiques de la connectivité du graphe. La borne λ1µ2 < 1 peut
être raﬃnée en considérant la moyenne des sommes sur les chemins de (3.24)
qui permet de déﬁnir µ2 comme
µ2 = lim
n→∞ max(ai,a′j)
{ 1
|Γ(n)ai,a′j |
∑
γ∈Γ(n)
ai,a′j
( ∏
(x,y)∈γ
µ
(xy)
2
) 1
2n
}
. (3.25)
Pour conclure cette partie on va expliciter la condition suﬃsante de stabi-
lité du théorème 3.12 dans un cas simple.
Exemple 3.1. Considérons le cas où toutes les variables sont binaires σi ∈
{0, 1},∀i ∈ V. La seconde valeur propre de K(iaj) se calcule aisément puisqu’il
s’agit d’une matrice 2× 2. Soient les matrices suivantes
P(iaj)
def
=
[
bij|a(0, 0) bij|a(0, 1)
bij|a(1, 0) bij|a(1, 1)
]
,
et
Qi
def
=
[
bi(0) 0
0 bi(1)
]
.
On a alors B(iaj) = (Qi)
−1P(iaj), et donc
K(iaj) = B(iaj)B(jai) = (Qi)
−1(P(iaj))2(Qj)−1.
Comme K(iaj) est une matrice stochastique de taille 2, elle admet 1 comme
valeur propre et son déterminant est égal à la seconde valeur propre µ
(iaj)
2 . On
obtient donc
µ
(iaj)
2 = det
(
K(iaj)
)
=
(
bij|a(1, 1)bij|a(0, 0)− bij|a(0, 1)bij|a(1, 0)
)2
bi(0)bi(1)bj(0)bj(1)
,
qui s’exprime plus simplement comme
µ
(iaj)
2 =
cova(σi, σj)
2
var(σi) var(σj)
= ρa(σi, σj)
2,
où cova et ρa doivent être compris comme la covariance et le coefficient de
corrélation linéaire selon la distribution ba. La condition suffisante (i) devient
donc
µ2 = max
(iaj)
|ρa(σi, σj)| <
1
λ1
.
En d’autres termes, tous les points fixes dont les corrélations sont inférieures
à une certaine borne 1λ1 , fixée par la structure du graphe, sont des points fixes
stables.
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Annexes
3.A Propriétés spectrales du graphe de facteurs
Cette annexe est consacrée à certaines propriétés de la matrice d’adjacence
A du graphe L(G) déﬁnie par (3.17).
On considère deux types de champs associés à G, les champs scalaires
et les champs vectoriels. Les champs scalaires sont des quantités attachées
aux sommets du graphe de facteurs G, tandis que les champs vectoriels sont
attachés aux arcs de G. Un champ vectoriel w = {wai, ai ∈ E} est dit à
divergence nulle si
∀a ∈ F,
∑
i∈a
wai = 0 et ∀i ∈ V,
∑
a∋i
wai = 0.
Un champ vectoriel u = {uai, ai ∈ E} est un gradient s’il existe un champ
scalaire {ua, ui, a ∈ F, i ∈ V} tel que
∀ai ∈ E, uai = ua − ui.
Tout champ vectoriel s’écrit comme la somme d’un champ à divergence
nulle et d’un gradient. De plus, ces deux champs sont orthogonaux. En eﬀet,
le produit scalaire
〈w,u〉 =
∑
ai∈E
waiuai =
∑
a∈F
ua
∑
i∈a
wai −
∑
i∈V
ui
∑
a∋i
wai,
vaut 0 pour tous les champs gradient u si et seulement si w est à divergence
nulle. Des considérations de dimension montrent que tout champ vectoriel v
se décompose de cette manière.
Déﬁnissons l’opérateur de Laplace∆ associé G qui sera utilisé dans la suite.
Pour tout champ scalaire u :
(∆u)a
def
= daua −
∑
i∈a
ui, ∀a ∈ F (3.A.1)
(∆u)i
def
= diui −
∑
a∋i
ua, ∀i ∈ V. (3.A.2)
Le lemme suivant décrit le spectre de la matrice A sous forme d’équation
de Laplace sur le graphe G.
Lemme 3.15. (i) Les sous-espaces vectoriels correspondant aux vecteurs gra-
dient et à divergence nulle sont stables par A. De plus les vecteurs à divergence
nulle sont des vecteurs propres de A associés à la valeur propre 1. (ii) les vec-
teurs propres associés à des valeurs propres λ Ó= 1 sont les gradients d’un
champ scalaire u qui vérifie(
∆u
)
a
=
(λ− 1)(da − 1)
λ
ua et
(
∆u
)
i
= (1− λ)ui. (3.A.3)
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De plus il existe un vecteur propre gradient associé à la valeur propre 1 si et
seulement si G comporte exactement un cycle (C = 1).
Démonstration. En appliquant A à un vecteur x donné, on obtient :∑
a′j∈E
Aa
′j
ai xa′j =
∑
j∈a
(∑
a′∋j
xa′j − xaj
)
−
∑
a′∋i
xa′i + xai,
Les deux premiers termes du second membre s’annulent si x est à divergence
nulle. De plus, le premier terme entre parenthèses est indépendant de i tandis
que le second est indépendant de a ce qui justiﬁe la première assertion. Résol-
vons maintenant l’équation aux valeurs propres Ax−λx = 0 pour un gradient
x, avec xai = ua − ui. Ax − λx est le gradient d’une constante K ∈ R, et on
obtient par identiﬁcation
(
∆u
)
a
+
∑
j∈a
(
∆u
)
j
= (1− λ)ua +K(
∆u
)
i
= (1− λ)ui +K.
Le laplacien d’une constante vaut zéro. Donc, pour λ Ó= 1, K peut être
re-absorbé dans u et, en combinant ces deux équations avec les déﬁnitions
(3.A.1,3.A.2), on obtient l’équation (3.A.3). Pour λ = 1, on obtient(
∆u
)
a
= (1− da)K et
(
∆u
)
i
= K. (3.A.4)
Soit D la matrice diagonale associée au graphe G dont les entrées diagonales
sont les degrés da et di de chaque sommet. M = I −D−1∆ est une matrice
stochastique irréductible, dont l’unique vecteur de Perron à droite (1, . . . , 1)
génère le noyau de ∆. En conséquence, pour K = 0, la solution de (3.A.4) est
ua = ui = cte pour que xai = 0.
Pour K Ó= 0, il y a une solution si le second membre de (3.A.4) est or-
thogonal au noyau (∆ est un opérateur symétrique). La condition s’exprime
comme
0 =
∑
a
(1− da) +
∑
i
1 = |F| − |E|+ |V| = 1− C.
Sachant que 1 est valeur propre de la matrice A, on s’intéresse aux équa-
tions linéaires impliquant la matrice I − A. Puisque l’on sait déjà que les
vecteurs à divergence nulle sont dans le noyau de cette matrice, on se restreint
au cas où le terme constant est de forme gradient.
Lemme 3.16. Soit y un champ vectoriel de type gradient, l’équation(
I−A
)
x = y,
a une unique solution, à un vecteur à divergence nulle près, si et seulement si
un des deux conditions suivantes est vérifiée :
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1. C Ó= 1.
2. C = 1 et ∑
a∈F
ya +
∑
i∈V
(1− di)yi = 0. (3.A.5)
Démonstration. On recherche ici seulement des solutions de type gradient
xai = ua − ui et l’on écrit yai = ya − yi. Par les mêmes arguments que ceux
du lemme 3.15, il existe une constante K telle que(
∆u
)
a
= K(da − 1) + ya −
∑
j∈a
yj(
∆u
)
i
= yi −K.
En imposant la condition de compatibilité entre ces équations, on obtient∑
a∈F
ya +
∑
i∈V
(1− di)yi = K(C − 1).
Il est toujours possible de trouver une constante K satisfaisant cette relation
lorsque que C Ó= 1. Lorsque C = 1, (3.A.5) doit être vériﬁée.
3.B FBethe à partir des constantes de normalisation
On montre ici que l’énergie libre de Bethe correspondant aux beliefs b(m) à
un point ﬁxem de BP s’exprime en fait uniquement en fonction des constantes
de normalisation Za(m) et Zi(m).
Proposition 3.17. L’énergie libre de Bethe des beliefs b(m) associés aux
messages m s’exprime comme
FBethe(b(m)) = − log
∏
a∈F
Za(m)
∏
i∈V
Zi(m)
1−di
 ,
avec Za(m) et Zi(m) les constantes de normalisation de (2.6) et (2.5).
Démonstration. On rappelle la déﬁnition de l’énergie libre de Bethe
FBethe(b(m)) =
∑
a∈F,sa
ba(sa) log
(
ba(sa)
Ψa(sa)
)
+
∑
i∈V,si
bi(si) log
(
bi(si)
(1−di)
Φi(si)
)
.
def
=
∑
a∈F
A(ba(m)) +
∑
i∈V
I(bi(m))
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Commençons par exprimer les termes de FBethe correspondant aux facteurs
A(ba(m)) =
∑
sa
ba(sa)
∑
j∈a
log
Φj(sj)∏
c∋j
c Ó=a
mc→j(sj)
− logZa(m),
=
∑
j∈a,sj
bj(sj) log
Φj(sj)∏
c∋j
c Ó=a
mc→j(sj)
− logZa(m),
en utilisant le fait que
∑
sa\j
ba(sa) = bj(sj) car m est un point ﬁxe de BP.
Déﬁnissons les notations suivantes
∆Φi
def
=
∑
si
bi(si) log Φi(si),
∆mi
def
=
∑
si
bi(si) log
∏
a∋i
ma→i(si).
On a alors :
A(ba(m)) = − logZa(m) +
∑
j∈a
(∆Φj +∆mj)−
∑
j∈a
bj(sj) logma→j(xj).
Exprimons maintenant les termes de FBethe correspondant aux variables
I(bi(m)) =
∑
si
bi(si) log
(
Φi(si)
−di ∏
a∋i
ma→i(si)1−di
)
− (1− di) logZi(m),
= −di∆Φi + (1− di)∆mi − (1− di) logZi(m).
En sommant tous ces termes, on obtient
FBethe(b(m)) =
∑
a∈F
A(ba(m)) +
∑
i∈V
I(bi(m))
= −
∑
a∈F
logZa(m)−
∑
i∈V
(1− di) logZi(m) +
∑
i∈V
∆mi
−
∑
a∈F
∑
j∈a
bj(sj) logma→j(xj).
Pour obtenir le résultat, il ne reste donc qu’à prouver l’égalité suivante∑
i∈V
∆mi −
∑
a∈F
∑
j∈a
bj(sj) logma→j(xj) = 0,
qui est une trivialité d’après la déﬁnition de ∆mi.

Chapitre 4
Belief Propagation avec
observations incertaines
Dans les chapitres 2 et 3, l’algorithme Belief Propagation a été discuté
mais pas son application au problème qui nous intéresse et qui est décrite
dans le chapitre 1. On suppose dans ce chapitre que le modèle est donné sous
la forme du graphe de facteurs G = (V ∪ F,E) ainsi que des fonctions Ψ et
Φ. On s’intéresse alors à la manière d’introduire des observations incertaines
de certaines variables et de réaliser l’inférence conditionnellement à celles-ci.
Dans la suite, on notera V∗ ⊂ V le sous-ensemble de sommets correspondant
aux variables observées. On parlera d’observations certaines lorsque la valeur
des variables σ est observée :
∀i ∈ V∗ ⊂ V, σi = s∗i ∈ {0, . . . , q − 1}.
Dans le cas d’observations certaines, il suﬃt [34, 28] de remplacer les mises à
jour (2.3) des messages ni→a pour i ∈ V∗ par :
ni→a(si) =
{
0 si si Ó= s∗i
1 si si = s∗i ,
pour réaliser l’inférence sur la loi Pσ(σV\V∗ ,σV∗ = sV∗).
On cherche ici à construire des algorithmes d’inférence basés sur BP pour
lesquels il est possible d’inclure des observations plus générales sur la distri-
bution des variables σi, i ∈ V∗. Deux types d’observations des distributions de
σi sont utilisés :
• les observations dites virtuelles, décrites par Pearl [82, chapitre 2] sous
le terme de « virtual evidence », qui s’interprètent comme l’ajout de
variables aléatoires binaires ζi, pour i ∈ V∗, au modèle. Chacune de ces
variables ζi est reliée uniquement à σi, et sa distribution est telle que
P(ζi = 1|σi) = b
∗
i ,
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où b∗i est notre observation à propos de la distribution de σi. Celle-ci est
donc résumée par l’observation certaine ζi = 1. Ceci peut être interprété
comme une perturbation de la vraisemblance du modèle [81, 84] ou, dans
le cadre d’une loi de la forme (2.1), par une modiﬁcation des champs
locaux Φi.
• les observations incertaines (« soft evidence ») qui consistent à imposer
les contraintes suivantes :
∀i ∈ V∗ ⊂ V, Pσi = b
∗
i , (4.1)
c’est-à-dire que l’on impose que la distribution marginale de σi soit
conforme à notre observation b∗i .
Dans les deux cas, au lieu d’observer l’état de σV∗ , on obtient une informa-
tion sur la distribution des variables σi, i ∈ V∗. Les observations virtuelles
ont l’avantage d’avoir un sens probabiliste bien compris puisque l’on déﬁnit
tout simplement un nouveau modèle où les observations sont inclues dans de
nouvelles variables. On ne contrôle cependant pas l’eﬀet exact qu’aura cette
perturbation du modèle. En particulier, on ne connaît pas à l’avance la valeur
des marginales Pσi pour i ∈ V
∗ du nouveau modèle [12].
Au contraire, les observations incertaines conduisent à rechercher une nou-
velle distribution P′σ comme perturbation de Pσ, telle que les marginales
P′σi soit conformes à nos observations. Des travaux préliminaires [33] com-
parant les deux approches suggèrent que l’utilisation du second type conduit
à de meilleurs résultats pour l’application qui nous intéresse. Notons que ce
type d’observation incertaine est fréquemment utilisé dans un contexte bayé-
sien [12, 15, 55]. Il s’agit d’une vision plus variationnelle : on cherche la dis-
tribution la plus proche, en un sens décrit par Chan et Darwiche [15], de Pσ
vériﬁant les contraintes (4.1).
Dans la suite de ce chapitre, on supposera que les distributions {b∗i , i ∈ V∗}
sont valides et en particulier normalisées :
qi−1∑
si=0
b∗i (si) = 1.
On construit dans la section 4.1 un algorithme itératif de passage de mes-
sages, mirror BP (mBP), pour résoudre le problème variationnel (2.13) auquel
sont ajoutées les contraintes (4.1). On prouve que, pour toute une classe de
graphes et de répartitions des observations, l’algorithme mirror BP converge
vers un unique point ﬁxe (proposition 4.1) et que, pour une classe plus grande,
l’algorithme admet un unique point ﬁxe (proposition 4.3). Dans la section 4.1.3
on réalise quelques expérimentations numériques dans des cas simples, qui
montrent que l’algorithme converge en général rapidement.
La section 4.2 s’intéresse à l’utilisation qui peut être faite d’un degré de
conﬁance associé aux observations (4.1). Ceci aboutit à un algorithme qui
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consiste à utiliser comme équations de mise à jour une simple pondération des
mises à jour de BP classique et de mBP.
Une autre approche (section 4.3) est de construire un algorithme résolvant
le problème variationnel de manière approchée en minimisant une énergie libre
de Bethe moyenne. L’algorithme obtenu a l’avantage d’avoir les mêmes pro-
priétés de convergence que BP avec observations certaines. Malheureusement,
la gestion des dépendances entre variables observées doit être faite manuelle-
ment, sous peine de dégrader fortement les résultats (ﬁgure 4.8 page 96).
4.1 Contraintes fortes : mirror BP
Ici, notre objectif est de construire une variante de BP, à partir de la
minimisation de l’énergie libre de Bethe associée à Pσ (2.2), en imposant des
contraintes additionnelles (4.1) correspondant à des observations incertaines.
Pour cela, on va dérouler un raisonnement analogue à celui de la section 2.3.
4.1.1 Construction des règles de mises à jour
Commençons par exprimer le problème de minimisation que notre algo-
rithme va résoudre :
min
b∈B(G,V∗)
FBethe(b), (4.2)
avec FBethe l’énergie libre de Bethe telle que déﬁnie en (2.12), dont on rappelle
la déﬁnition :
FBethe(b)
def
=
∑
a∈F
∑
sa
ba(sa) log
ba(sa)
Ψa(sa)
+
∑
i∈V
∑
si
bi(si) log
bi(si)
1−di
Φi(si)
.
L’approximation de Bethe est incluse dans la déﬁnition de FBethe, comme on
l’a déjà vu dans la section 2.3.2. L’ensemble des mesures B(G,V∗) considéré
est le suivant :
B(G,V∗) def=

b
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∀ai ∈ E|i /∈ V∗,
∑
sa\si
ba(sa) = bi(si)
∀ai ∈ E|i ∈ V∗,
∑
sa\si
ba(sa) = b
∗
i (si)
∀a ∈ F,
∑
sa
ba(sa) = 1
∀i ∈ V,
∑
si
bi(si) = 1

.
Il s’agit tout simplement du même ensemble de contraintes que celui utilisé
pour l’algorithme BP classique auquel on a ajouté les contraintes (4.1). Écri-
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vons le lagrangien associé au problème de minimisation (4.2) :
L(b,λ,γ) = FBethe(b) +
∑
i∈V\V∗
a∋i,si
λai(si)
bi(si)−∑
sa\i
ba(sa)

+
∑
i∈V∗
a∋i,si
λai(si)
b∗i (si)−∑
sa\i
ba(sa)

+
∑
a∈F
γa
(∑
sa
ba(sa)− 1
)
+
∑
i∈V
γi
(∑
si
bi(si)− 1
)
.
Les points stationnaires (∂L(b,λ,γ)/∂ba(sa) = 0 et ∂L(b,λ,γ)/∂bi(si) = 0) du lagran-
gien correspondent à
ba(sa) = Ψa(sa) exp
(∑
i∈a
λai(si)− 1
)
, ∀a ∈ F,
bi(si) = Φi(si) exp
(∑
a∋i λai(si)
di − 1
+ 1− γi
)
,∀i ∈ V \ V∗ | di Ó= 1.
La condition di Ó= 1 est due au fait que, pour i ∈ V \ V∗ tel que di = 1, on a
∂FBethe(b)/∂bi(si) = 0 et donc bi n’intervient pas dans la fonction à minimiser
et doit être obtenu via les contraintes
∑
sa\si ba(sa) = bi(si). Pour i ∈ V
∗,
les beliefs bi ne font plus partie des variables de l’optimisation mais, par
convention, on les déﬁnit selon (4.1). Comme Yedidia et al. [111] et comme
dans le chapitre 2, on introduit la paramétrisation suivante :
λai(si)
def
= logni→a(si),
pour tout arc ai de G. On pose de plus, pour tout sommet i /∈ V∗,
ni→a(si)
def
= Φi(si)
∏
b∋i,bÓ=a
mb→i(si),
la relation classique entre les messages m et n. Imposer la compatibilité∑
sa\si ba(sa) = bi(si) pour un sommet i /∈ V
∗ conduit tout naturellement
à la formule de mises à jour (2.4) de l’algorithme BP
ma→i(si) ∝
∑
sa\i
Ψa(sa)
∏
j∈a,j Ó=i
nj→a(sj) (4.3)
qui reste donc valide pour tout sommet i /∈ V∗. Intéressons nous maintenant
aux contraintes de compatibilité à un sommet de i ∈ V∗ :
b∗i (si) =
∑
sa\i
ba(sa) =
∑
sa\i
Ψa(sa)
∏
j∈a
nj→a(sj)
= ni→a(si)
∑
sa\i
Ψa(sa)
∏
j∈a,j Ó=i
nj→a(sj),
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ce qui nous fournit l’équation de mise à jour pour ni→a(xi). Jusqu’à présent,
nous n’avons pas déﬁni de messages ma→i envoyés par un facteur a à une
variable i ∈ V∗. Par commodité, on déﬁnit ces messages selon (4.3) ; la même
formule de mise à jour est donc utilisée pour tous les messages ma→i. L’équa-
tion de compatibilité précédente devient alors
b∗i (si) = ni→a(si)ma→i(si),
comme pour l’algorithme BP classique. Cette identité n’est plus une consé-
quence mais la formule de mise à jour qui remplace (2.3) lorsque i ∈ V∗
ni→a(si)←
b∗i (si)
ma→i(si)
. (4.4)
Il est en fait possible de ré-interpréter la formule de mise à jour (4.4), en
remarquant que
b∗i (si)
ma→i(si)
=
b∗i (si)
bi(si)
Φi(si)
∏
b∋i,bÓ=a
mb→i(si),
c’est-à-dire que le message (4.4) qui est envoyé par une variable observée, est
en fait égal à celui qui serait envoyé dans le cas sans observation (2.3), multiplié
par le rapport du belief observé b∗i (si) sur le « belief courant bi(si) » calculé via
(2.5). Ce type de mise à jour correspond à l’algorithme « iterative proportional
ﬁtting » (IPF, [23]). On reviendra sur ce point dans la section 4.1.4.
Résumons rapidement les propriétés de la variante de BP que l’on vient
de construire :
• tous les facteurs et les variables dont la distribution n’a pas été ﬁxée
envoient des messages calculés selon les formules (2.3)–(2.4) de l’algo-
rithme BP classique ;
• les variables dont la distribution est ﬁxée envoient des messages calculés
selon (4.4) ;
• les beliefs ba et bi pour i /∈ V∗, c’est à dire non ﬁxés, sont calculés en
utilisant (2.6) et (2.5) ;
• la formule (2.5) n’a plus de sens pour les sommets i ∈ V∗, la valeur ﬁxée
b∗i doit être utilisée à la place.
Dans la version classique de BP, l’information envoyée par un sommet
du graphe ne peut lui revenir que le long d’un cycle du graphe. Cependant,
lorsque la formule de mise à jour (4.4) est utilisée, la variable dont le belief
est imposé se comporte comme un miroir et renvoie un message dépendant
uniquement du message reçu au lieu de propager l’information dans le graphe.
C’est ce comportement qui a inspiré le nom mirror BP (mBP) que l’on donne
à cet algorithme. Une représentation formelle, non optimisée, de l’algorithme
est donnée (algorithme 2).
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Algorithme 2 : mirror BP (mBP)
Données : H = (V,F), Nmax et ε.
initialisation des messages m(0) et n(0);
δ = +∞ et n = 0;
tant que δ > ε et n < Nmax faire
δ ← 0;
pour i ∈ V faire
pour a ∋ i, si ∈ {0, . . . , qi − 1} faire
si i ∈ V∗ alors
n
(n+1)
i→a (si)← b
∗
i (si)/ma→i(si);
sinon
n
(n+1)
i→a (si)← Φi(si)
∏
c∋i
c Ó=a
mc→i(si) ;
pour a ∈ F faire
pour i ∈ a faire
pour si ∈ {0, . . . , qi − 1} faire
m
(n+1)
a→i (si)←
∑
sa\si Ψa(sa)
∏
j∈a nj→a(sj) ;
m
(n+1)
a→i ← m
(n+1)
a→i /‖m(n+1)a→i ‖;
δ = max(δ, ‖m
(n+1)
a→i −m
(n)
a→i‖∞) ;
n← n+ 1;
si δ < ε alors
pour i ∈ V, si faire
si i ∈ V∗ alors
bi(si) = b
∗
i (si);
sinon
bi(si) =
1
Zi(m)
Φ(si)
∏
a∋ima→i(si);
pour a ∈ F, sa faire
ba(sa) =
1
Za(m)
Ψa(sa)
∏
j∈a nj→a(sj);
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Figure 4.1 : Illustration de la V∗-segmentation du graphe, où V∗ correspond
à l’ensemble des sommets de couleur rouge ou grise. Le graphe de facteurs G
d’origine est représenté à gauche tandis que le graphe résultant est représenté
à droite.
Un algorithme semblable à mBP, bien que construit de manière diﬀérente,
a déjà été proposé par Teh et Welling [92]. On décrira les diﬀérences entre ces
deux algorithmes dans la section 4.1.4.
4.1.2 Convergence de l’algorithme
On sait que BP peut ne pas converger sur des graphes cycliques [79]. Même
si certaines conditions suﬃsantes de convergence de l’algorithme sont connues
[77, 91, 50], la convergence de BP dans les graphes cycliques reste un problème
ouvert. Étant donné que le comportement de notre mBP est assez diﬀérent de
celui de BP, il est important d’obtenir des garanties de convergence dans des
cas particuliers.
Introduisons tout d’abord une transformation du graphe induite par V∗
qui nous permettra de simpliﬁer l’étude.
Définition 4.1. Soit T (G,V∗) le graphe de facteurs dans lequel chaque som-
met i ∈ V∗ a été répliqué di fois, chaque réplique étant reliée à un (et un
seul) voisin de i. On appelle « V∗-segmentation du graphe » la transforma-
tion T (·,V∗) appliquée au graphe de facteurs G pour un ensemble de sommets
variables V∗.
Un exemple d’une telle segmentation T (G,V∗), avec V∗ l’ensemble des som-
mets rouges ou gris, est présenté dans la Figure 4.1. La proposition suivante
décrit certains cas où la convergence de mBP est garantie.
Proposition 4.1. Dans le cas de variables σi binaires (q = 2), si le graphe
T (G,V∗) est formé d’arbres déconnectés contenant chacun au plus deux feuilles
issues de V∗, l’algorithme mBP défini précédemment est stable et converge vers
un point fixe unique.
Avant de passer à la preuve de la proposition 4.1, considérons l’exemple
de la ﬁgure 4.1. Lorsque les sommets en rouge correspondent à V∗ la pro-
position 4.1 nous permet de conclure que mBP converge puisque le graphe
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✉
σi
a ✉
σj
Figure 4.2 : Un facteur a contenant deux variables σi et σj qui sont toutes
deux observées.
résultant T (G,V∗) (à droite) est constitué de deux arbres déconnectés conte-
nant chacun deux sommets de V∗. Si l’on ajoute le sommet en gris à V∗,
alors la proposition 4.1 ne s’applique plus ; l’arbre de gauche contenant trois
sommets de V∗, on ne peut alors pas conclure au sujet de la convergence.
Cependant mBP converge sur l’autre partie du graphe par application de la
proposition 4.1.
Regardons tout d’abord le cas d’un facteur a contenant deux variables
binaires σi et σj , toutes deux observées (ﬁgure 4.2). On suppose que l’on
normalise les messages ma→i de sorte que
ma→i(0) +ma→i(1) = 1.
Pour étudier la convergence des messages, on introduit la notation suivante
un
def
= ma→i(0), vn
def
= ma→j(0),
et on a alors 1−un = ma→i(1) et 1− vn = ma→j(1). Les règles de mise à jour
(2.4) et (4.4) induisent les formules de récurrence suivantes :
[
un+1
vn+1
]
=

Ψ00αj v¯n +Ψ01α¯jvn
(Ψ00 +Ψ10)αj v¯n + (Ψ01 +Ψ11)α¯jvn
Ψ00αiu¯n +Ψ10α¯iun
(Ψ00 +Ψ01)αiu¯n + (ψ10 +Ψ11)α¯iun
 (4.5)
avec αi
def
= b∗i (0), Ψxy
def
= Ψij(σi = x, σj = y) et en utilisant la convention
z¯
def
= 1− z.
Lemme 4.2. Les suites (un)n∈N et (vn)n∈N, définies par l’équation de récur-
rence (4.5), convergent vers un unique point fixe ∀(u0, v0) ∈]0, 1[2.
Démonstration. Les rôles de un et vn étant symétriques, on prouvera seule-
ment la convergence de un. En utilisant (4.5), on obtient une équation de
récurrence de la forme un+2 = f(un) avec
f(x) =
h0x+K0
(h0 + h1)x+ (K0 +K1)
,
où
h0
def
= Ψ00αj(α¯iΨ11 − αiΨ01) + Ψ01α¯j(Ψ10α¯i −Ψ00αi),
h1
def
= Ψ10αj(α¯iΨ11 − αiΨ01) + Ψ11α¯j(Ψ10α¯i −Ψ00αi),
K0
def
= Ψ00Ψ01αi, K1
def
= αi(Ψ10Ψ01αj +Ψ11Ψ00α¯j).
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La dérivée de f est donc
f ′(x) =
h0K1 − h1K0(
(h0 + h1)x+ (K0 +K1)
)2 ,
qui est de signe constant. Si f ′(x) ≥ 0 les suites (u2n)n∈N et (u2n+1)n∈N sont
monotones. La suite un étant bornée, les deux suites convergent. Prouvons
maintenant qu’il existe un unique point ﬁxe de f dans l’intervalle [0, 1], ce qui
prouvera que les limites des suites (u2n)n∈N et (u2n+1)n∈N sont égales et donc
que la suite (un)n∈N converge.
Commençons par étudier certains cas triviaux. Lorsque f(1) = 1, on a
alors αi = 1 et
h0 = −ψ00ψ01 = −K0,
h1 = −ψ10ψ01αj − ψ11ψ00α¯j = −K1,
f est donc une fonction constante égale à K0K0+K1 . Si f(0) = 0, on a alors
αi = K0 = K1 = 0, et f est encore constante. Les cas f(1) = 0 et f(0) = 1
sont traités de la même manière et f est encore une fonction constante, ce qui
implique trivialement que la suite un converge.
Cas 1 : f est croissante. On sait qu’il existe au moins un point ﬁxe dans
[0, 1] puisque f([0, 1]) ⊂ [0, 1]. L’étude des racines de f(x) − x montre que le
nombre de points ﬁxes est au plus deux car il s’agit des racines d’un polynôme
de degré deux.
De plus, sachant que f(0) > 0, f croissante et f(1) < 1 le nombre de points
ﬁxes doit être impair. En eﬀet, la courbe de f doit croiser un nombre impair
de fois la première bissectrice. On peut donc conclure qu’il existe un unique
point ﬁxe sur [0, 1], et que les suites (u2n)n∈N et (u2n+1)n∈N convergent vers
ce point ﬁxe.
Cas 2 : f est décroissante. On considère alors la suite (1−un)n∈N, qui est
similaire, mais est déﬁnie par une récurrence de la forme 1−un+2 = g(1−un)
avec une fonction g telle que g′ est positive. On applique alors le résultat du
cas 1 pour conclure.
Le cas que l’on vient d’étudier est en fait plus général qu’il n’y paraît.
En eﬀet, dès qu’un arbre comprend exactement deux sommets où les beliefs
sont ﬁxés, la situation est équivalente à celle du lemme 4.2 comme l’indique
la proposition 4.1.
Preuve de la proposition 4.1. Tout d’abord, on se rend facilement compte que
ﬁxer les beliefs d’un ensemble de sommets V∗ ⊂ V a exactement le même eﬀet
que la V∗-segmentation T (·,V∗) du point de vue de la propagation des mes-
sages. En eﬀet, la forme des mises à jour (4.4) indique que tout se passe comme
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Figure 4.3 : Chaîne de N facteurs de paires ; les variables correspondant aux
sommets extrêmes σ1 et σN sont observées.
si le graphe était segmenté à chaque sommet de V∗. Pour conclure la preuve,
il suﬃt alors d’étudier la convergence de mBP sur un arbre contenant deux
feuilles issues de V∗. Considérons la chaîne de la ﬁgure 4.3. On peut montrer
qu’elle est équivalente à la ﬁgure 4.2 page 82 pour une fonction Ψ˜(s1, sN ) bien
choisie. En propageant les règles de mises à jour, on obtient en eﬀet
ma1→1(s1) ∝
∑
sN
 ∑
s1...sN−2
N−2∏
i=1
Ψai(sai)Φi(si)
 ΨaN−1(saN−1)b∗r(sN )
maN−1→N (sN )
,
de telle sorte que
Ψ˜(s1, sN )
def
=
 ∑
s1...sN−2
N−2∏
i=1
Ψai(sai)Φi(si)
 ΨaN−1(saN−1),
et l’on utilise alors le résultat du lemme 4.2 pour obtenir la convergence des
messages sur cette chaîne de facteurs. Dans le cas général d’un arbre avec
deux feuilles dans V∗, on remarque que les sous-arbres reliés aux variables
σi, i ∈ {2 . . . N − 1} ou aux facteurs ai envoient des messages indépendants de
ce qui se passe sur la chaîne et peuvent donc être absorbés par une redéﬁnition
des Φi ou Ψai . En fait, le graphe étant un arbre, on sait que l’information
envoyée par σ1 et σN à ces parties ne reviendra pas en σ1 où σN . À une
redéﬁnition près des fonctions Φ et Ψ près, le cas d’un arbre dont deux feuilles
sont issues de V∗ est donc équivalent à celui du lemme 4.2.
On considère maintenant le cas plus général des arbres où le nombre de
feuilles appartenant à V∗ est quelconque. La proposition suivante indique que,
dans le cas où T (G,V∗) se réduit à des arbres, si l’algorithme mBP converge
alors il converge vers le minimum global de (4.2). Teh et Welling [92] montrent
que dans ce cas il existe un ordre de mise à jour des messages tel que l’algo-
rithme converge, mais n’explicitent pas cet ordre.
Proposition 4.3. Lorsque le graphe résultant T (G,V∗) est constitué d’un en-
semble d’arbres déconnectés, le problème variationnel (4.2) admet une unique
solution.
Si l’on revient au cas de la ﬁgure 4.1 page 81 lorsque V∗ est constitué des
sommets rouges ou gris, la proposition 4.3 indique qu’il existe un unique point
ﬁxe de mBP.
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Démonstration. La propagation des messages sur chaque arbre est indépen-
dante ; on peut donc regarder indépendamment les problèmes variationnels sur
chaque arbre. Par le même argument que dans la preuve de la proposition 4.1
l’étude d’un arbre dont n feuilles appartiennent à V∗ se ramène à l’étude
d’un facteur relié à n sommets de V∗. L’énergie libre de Bethe s’exprime alors
comme
FBethe(b) =
∑
sa
ba(sa) log
ba(sa)
Ψa(sa)
,
avec une fonction Ψa bien choisie. La matrice hessienne ∇2FBethe(b) est donc
la matrice diagonale des 1ba(sa) , pour sa ∈ {0, . . . , q−1}
da . Les beliefs vériﬁant
la relation ba(sa) ≤ 1, la matrice ∇2FBethe(b)− I est toujours déﬁnie positive
et FBethe est strictement convexe. Les contraintes de (4.2) étant linéaires, un
résultat classique d’optimisation convexe [13, p.137] indique que (4.2) admet
au plus un minimum local qui est donc global. FBethe étant strictement positive
et à valeur dans un compact, elle atteint sa borne inférieure et l’on obtient le
résultat.
4.1.3 Expérimentations numériques
Les résultats de convergence obtenus dans la partie précédente sont très
partiels, et en particulier, ils ne donnent pas d’indication sur la vitesse de
convergence. On propose quelques expérimentations numériques pour vériﬁer
l’applicabilité de l’algorithme mBP.
On considère diﬀérents cas qui se ramènent tous à celui d’un unique facteur
a relié à da sommets dont toutes les variables ont leurs beliefs ﬁxés selon (4.1).
Notons que dans ce cas précis, la fonction Ψa représente exactement la loi du
vecteur σa en l’absence d’information. Pour pouvoir représenter une grande
variété de cas possibles, on répète 10 000 fois l’expérience suivante :
– on génère aléatoirement une fonction de compatibilité Ψa constituée de
(da)
q nombres positifs de somme égale à 1. Ceci peut être fait à l’aide
d’une loi de Dirichlet D((da)q) ;
– on génère aléatoirement da beliefs b∗i , chacun étant constitué de q nomb-
res positifs dont la somme vaut 1. Pour cela, on utilise une loi de Dirichlet
D(q).
On rappelle qu’une loi de Dirichlet d’ordreK et de paramètre θ a pour densité
fθ,K(x) =
1
B(θ)
K∏
i=1
xθi−1i 1[0,1](xi), si
K∑
i=1
xi = 1,
et 0 sinon. On s’intéresse ici uniquement au cas où tous les paramètres θi sont
égaux à 1, ce qui correspond à une distribution uniforme sur le simplexe de
dimension K − 1, et on note D(K) une telle distribution. Les ﬁgures des trois
cas étudiés ici (ﬁgures 4.4 page 87, 4.5 page 88 et 4.6 page 89) sont bâties sur
le même principe. On étudiera pour chaque cas deux types de mises à jour :
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– parallèles, pour lesquelles m(n+1)a→i ne dépend que des messages m
(n)
a→j ,
– asynchrones, pour lesquelles lors du calcul de m(n+1)a→i , on utilise m
(n+1)
a→j
lorsqu’il a déjà été calculé et m(n)a→j sinon.
On note Np et Na le nombre d’itérations nécessaires à la convergence dans le
cas de mises à jour parallèles et asynchrones. La force de l’interaction induite
par la fonction Ψa sera quantiﬁée par l’information mutuelle I(Ψa) entre les
variables en l’absence d’observation ; elle est déﬁnie comme suit
I(Ψa)
def
=
∑
sa
Ψa(sa) logq
 Ψa(sa)∏
j∈a
(∑
sa\j
Ψa(sa)
)
 ,
où l’on suppose que Ψa est normalisée, i.e.
∑
sa
Ψa(sa) = 1.
La ﬁgure 4.4 page suivante correspond au cas du lemme 4.2, pour lequel
la convergence est prouvée. Ce cas est équivalent à tout cas où T (G,V∗) est
constitué d’un arbre dont deux feuilles sont issues de V∗. Commençons par
des constations générales qui resteront vraies pour les 2 autres expériences :
– dans la majorité des cas, la convergence est rapide, comme le montrent
les distributions empiriques du nombre d’itérations avant convergence ;
– les cas où la convergence se révèle lente correspondent aux cas d’inter-
actions I(Ψa) fortes, comme le suggèrent les coefficients de corrélation ;
– enfin, les mises à jour asynchrones sont en général plus rapides à conver-
ger.
Le troisième point s’explique par le fait que les mises à jour asynchrones
permettent de réduire les phénomènes oscillatoires particulièrement visibles
dans les suites (un) et (vn) du lemme 4.2.
Considérons maintenant le cas où les variables σi et σj de la ﬁgure 4.2
page 82 ne sont plus binaires mais à valeurs dans un alphabet à q = 4 élé-
ments. Les résultats correspondants sont présentés sur la ﬁgure 4.5 page 88.
On remarque tout d’abord que, même si l’on a pas prouvé la convergence de
l’algorithme dans ce cas, on n’observe pas de cas non convergents et les statis-
tiques sont comparables à celle du cas binaire. Lorsque l’on augmente encore
q la convergence semble se produire de plus en plus facilement, cela étant
certainement dû au fait que, la dimension de l’espace augmentant, il devient
de plus en plus diﬃcile de détecter les cas pathologiques où la convergence
est lente. Pour ﬁnir cette section, on réalise à nouveau la même expérience,
mais cette fois dans le cas d’un facteur relié à cinq variables binaires dont les
beliefs sont ﬁxés (ﬁgure 4.6 page 89). À nouveau, on n’observe pas de cas non
convergent.
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Figure 4.4 : On considère ici le cas du lemme 4.2. À gauche, on a subdivisé
les points en 50 classes de même poids selon l’information mutuelle I(Ψa).
Pour chaque classe, on trace le nombre moyen d’itérations nécessaires à la
convergence, à ε = 10−3 près, ainsi que ses quantiles d’ordre 0,05 et 0,95. À
droite, les fonctions de répartition empirique du nombre d’itérations. La partie
haute correspond aux mises à jour parallèles (Np) et la partie basse à des
mises à jour asynchrones (Na). Le tableau récapitule quelques statistiques des
vitesses de convergence. qpX , 〈X〉 et σˆX sont, respectivement, les estimations
empiriques des quantiles d’ordre p, de la moyenne et de l’écart-type de la
variable X. Les quantités ρ et rs sont les coeﬃcients de corrélation linéaire de
Pearson et celui sur les rangs, dit de Spearman.
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Figure 4.5 : Même chose que la ﬁgure 4.4 page précédente, dans le cas d’un
facteur contenant deux variables dans V∗, les variables sont ici à valeurs dans
un alphabet à q = 4 éléments.
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Figure 4.6 : Même chose que la ﬁgure 4.4 page 87, dans le cas d’un facteur
contenant cinq variables binaires (q = 2) appartenant toutes à V∗.
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4.1.4 Comparaison avec « IPF-BP »
L’algorithme mBP décrit dans la Section 4.1 est proche de l’algorithme
« IPF-BP » décrit par Teh et Welling [92]. Cet algorithme cherche à résoudre,
de manière approchée, un problème de minimisation équivalent à (4.2), dans
le cas de variables σi binaires et pour des interactions de paire, c’est-à-dire
lorsque tous les facteurs sont de degré da = 2. Bien qu’étant le résultat d’un
cheminement diﬀérent, notre algorithme mBP est donc une généralisation de
l’algorithme IPF-BP, assez évidente après coup. Les équations de mises à jour
des deux algorithmes sont identiques et donc leurs ensembles de point ﬁxes le
sont aussi. Il y a toutefois une diﬀérence importante, peu évidente à première
vue : IPF-BP est décrit comme une procédure à 2 étapes.
(i) BP : on exécute l’algorithme BP sur les sommets de V \ V∗ jusqu’à
convergence.
(ii) IPF : on eﬀectue les mises à jour correspondant à l’équation (4.4) pour
les messages envoyés par les sommets de V∗.
Les étapes (i) et (ii) sont alternées jusqu’à obtenir la convergence globale. Dans
la construction de l’algorithme IPF-BP, les mises à jour (4.4) sont obtenues
par utilisation directe de l’algorithme IPF.
Le principal avantage de mBP par rapport à IPF-BP consiste à relâcher
la contrainte d’un ordre particulier pour les mises à jour, contrainte qui est
particulièrement handicapante dans le cadre d’une parallélisation de ces algo-
rithmes. Cet ordre est dû au fait que Teh et Welling considèrent que les mises
à jour (4.4) et (2.3) sont de nature diﬀérente ce qui n’est pas nécessaire.
4.2 Degré de confiance des observations : une
règle de mise à jour robuste
On a supposé jusqu’ici que les observations incertaines (4.1) mènent à
une connaissance certaine des distributions Pσi = b
∗
i . En pratique, on n’a
généralement pas une conﬁance absolue dans ces observations. On propose ici
d’adapter l’algorithme pour utiliser une information supplémentaire du type
suivant : on associe un « degré de confiance » αi ∈ [0, 1] à chaque observation
Pσi = b
∗
i . On ne considère pas ici la manière dont ces degrés de conﬁance sont
obtenus. L’algorithme que l’on souhaite construire doit vériﬁer les contraintes
suivantes :
– lorsque αi = 0, l’algorithme est équivalent à la version classique de BP,
l’information fournie n’étant pas prise en compte car sans valeur ;
– lorsque αi = 1, l’algorithme est équivalent à mBP puisque l’information
est considérée comme certaine.
Un algorithme vériﬁant trivialement ces deux propriétés est obtenu en
réalisant tout simplement la combinaison convexe, avec poids αi et 1−αi, des
mises à jour des messages ni→a correspondant à mBP et BP (les messages
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ma→i étant identiques pour les deux algorithmes, la combinaison convexe est
triviale). On va montrer ici que cet algorithme résout en fait un problème
variationnel qui a du sens.
Pour cela, on introduit un vecteur de variables aléatoires binaires ω def=
{ωi}i∈V∗ , associées aux sommets pour lesquels une observation du type (4.1)
est fournie, avec un degré de conﬁance αi. L’événement {ωi = 1} correspond
à la validité de l’information Pσi = b
∗
i . La loi de ωi est alors donnée par
P(ωi = 1) = αi. Plus précisément, on va ici considérer FBethe comme une
fonction du vecteur aléatoire ω telle que
FBethe(b,bV∗)(ω) = FBethe (b,b
ω
V∗) ,
où
bωV∗ = (b
∗
iωi + bi(1− ωi))i∈V∗ .
On cherche alors à résoudre le problème de minimisation de l’espérance, en ω,
de FBethe :
min
(b,bV∗ )∈B(Pω)
Eω [FBethe(b,b
ω
V∗)] . (4.6)
Avec les beliefs (b,bV∗) soumis aux contraintes suivantes
B (Pω)
def
=

(b,bV∗)
∣∣∣∣∣∣∣∣∣∣∣∣
∀ai ∈ G,∀si,
∑
sa\i
ba(sa) = Eωi [b
ωi
i (si)]
∀a ∈ F,
∑
sa
ba(sa) = 1
∀i ∈ V,
∑
si
Eωi [b
ωi
i (si)] = 1

.
On se rend facilement compte que si tous les αi sont nuls, on obtient exac-
tement le problème variationnel (2.13) conduisant à BP ; lorsque tous les αi
valent 1, on obtient alors le problème variationnel (4.2) conduisant à mBP. La
minimisation de (4.6) possède donc bien les propriétés que l’on recherche. Dès
lors que les mesures b∗i sont normalisées, les contraintes
∑
si Eωi [b
ωi
i (si)] = 1
deviennent tout simplement
∑
si bi(si) = 1, quelle que soit la valeur de αi Ó= 1.
Comme d’habitude, on écrit le lagrangien correspondant à (4.6)
L(b,λ,γ) = Eω [FBethe(b,b
ω
V∗)] +
∑
ai∈G
si
λai(si)
Eωi [bωii (si)]−∑
sa\i
ba(sa)

−
∑
i∈V
γi
(∑
si
bi(si)− 1
)
−
∑
a∈F
γa
(∑
sa
ba(sa)− 1
)
.
On a bien sûr la relation
Eωi [b
ωi
i (si)] = αib
∗
i (si) + (1− αi)bi(si),
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par déﬁnition de ωi. Il ne nous reste alors plus qu’à expliciter la valeur de
Eω[FBethe(b,b
ω
V∗)]. On remarque tout d’abord que
Eω[FBethe(b,b
ω
V∗)] =
∑
a∈F,sa
ba(sa) log
ba(sa)
Ψa(sa)
+
∑
i∈V\V∗
si
bi(si) log
bi(si)
1−di
Φi(si)
+ Eω
 ∑
i∈V∗,si
bωii (si) log
bωii (si)
1−di
Φi(si)
 ,
par linéarité de l’espérance et puisque les ba et bi, i ∈ V\V∗ sont indépendants
de ω. Au ﬁnal, on obtient donc
Eω[FBethe(b,b
ω
V∗)] =
∑
a∈F,sa
ba(sa) log
ba(sa)
Ψa(sa)
+
∑
i∈V\V∗
si
bi(si) log
bi(si)
1−di
Φi(si)
+
∑
i∈V∗
si
(
(1− αi) bi(si) log
bi(si)
1−di
Φi(si)
+ αi b
∗
i (si) log
b∗i (si)1−di
Φi(si)
)
,
quelle que soit la loi jointe Pω considérée. Les points stationnaires du lagran-
gien s’expriment alors comme précédemment
ba(sa) = Ψa(sa) exp
∑
j∈a
λaj(sj)− 1− γa

bi(si) = Φi(si)
1
1−di exp
(
1
di − 1
(∑
c∋i
λci(si)− γi
)
− 1
)
,
(4.7)
puisque le terme (1 − αi) apparaît à la fois devant bi dans l’énergie libre et
dans la contrainte de compatibilité. On utilise à nouveau le changement de
variables (2.16) et on obtient les formules de mises à jour en imposant les
équations de compatibilités suivantes∑
sa\i
ba(sa) = Eωi [b
ωi
i (si)] . (4.8)
Pour les variables non observées, i ∈ V \ V∗, on obtient la formule de mise
à jour classique de BP (2.4), et pour les variables observées, i ∈ V∗, (4.8)
implique alors∑
sa\i
Ψa(sa)
∏
j∈a
nj→a(sj) ∝ αib∗i (si) + (1− αi)Φi(si)
∏
c∋i
mc→i(si).
Si l’on décide de garder la forme de mise à jour (2.4) pour ma→i, i ∈ V∗ :
ma→i(si) ∝
∑
sa\i
Ψa(sa)
∏
j∈a,j Ó=i
nj→a(sj),
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on obtient alors
αib
∗
i (si) + (1− αi)Φi(si)
∏
c∋i
mc→i(si) = ni→a(si)ma→i(si),
ce qui conduit aux règles de mises à jour manquantes pour ni→a, i ∈ V∗
ni→a(si)← αi
b∗i (si)
ma→i(si)
+ (1− αi)Φi(si)
∏
b∋i,bÓ=a
mb→i(si). (4.9)
La formule de mise à jour (4.9) montre que l’algorithme obtenu est bien celui
attendu correspondant à la combinaison convexe des mises à jour,
« (1− αi)BP + αi mBP »,
à laquelle on a donné un sens variationnel.
4.3 Minimisation d’une énergie libre moyenne.
On s’intéresse dans cette partie à une approche permettant de conserver
les mises à jour de BP intactes et qui va simplement conduire à modiﬁer
localement le modèle sous-jacent. Supposons dans un premier temps qu’une
seule variable σk soit observée de manière incertaine selon (4.1). L’idée est
de construire une nouvelle règle de mise à jour telle que cette variable n’in-
tervienne plus dans les mises à jour, au contraire de ce qui se passe pour
mBP.
Commençons par déﬁnir les notations utiles dans cette partie. On va consi-
dérer le graphe de facteurs G privé de certains sommets : G \V∗, pour V∗ ⊂ V.
On notera a′ le facteur de G \V∗ correspondant au facteur a de G ; on a alors
tout simplement a′ def= a \ V∗, c’est à dire que s’il existe des sommets voisins
de a dans V∗ alors ces sommets n’appartiennent pas à a′.
4.3.1 Cas d’une unique observation
On construit la fonction à minimiser selon l’idée suivante : sans certitude
sur la valeur prise par la variable σk, on cherche à obtenir une distribution b
robuste vis à vis de la distribution de la variable σk. C’est à dire que l’on va
minimiser l’espérance, relative à σk, de l’énergie libre de Bethe :
min
b∈B(G\{k})
Eσk [F
σk
Bethe(b)] , (4.10)
avec la fonction à minimiser déﬁnie ci-dessous
Eσk [F
σk
Bethe(b)]
def
=
∑
sk
b∗k(sk)F
σk=sk
Bethe (b),
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Figure 4.7 : Exemple de transformation du graphe de facteurs induites par
l’utilisation des formules de mise à jour robustes. Les variables observées cor-
respondent aux sommets 2 et 4 (en rouge). Le graphe G \ {2, 4} est repré-
senté à droite. Seul le facteur c (et donc sa fonction de compatibilité Ψc),
n’est pas concerné par la transformation. En particulier, on a par exemple
sa = (s1, s2, s3, s4) et sa′ = (s1, s6).
où
F σk=skBethe (b) =
∑
a∈F
sa′
ba′(sa′) log
ba′(sa′)
Ψa(sa′ , σk = sk)
+
∑
i∈V\{k}
si
bi(si) log
bi(si)
1−di
Φi(si)
.
La notation Ψa(sa′ , σk = sk) correspond à la valeur Ψa(sa′) dès lors que k /∈ a ;
sinon la valeur manquante pour évaluer Ψa est tout simplement sk. On peut
alors exprimer la fonction objectif comme
Eσk [F
σk
Bethe(b)] =
∑
a∈F
sa′
ba′(sa′) log
ba′(sa′)
Ψ˜a′(sa′)
+
∑
i∈V\{k}
si
bi(si) log
bi(si)
1−di
Φi(si)
, (4.11)
avec log Ψ˜a′ l’espérance, en σk, de logΨa :
Ψ˜a′(sa′) =
q−1∏
sk=0
Ψa(sa)
b∗
k
(sk). (4.12)
On remarque que pour tout facteur a ne contenant pas k, la fonction de
compatibilité Ψ˜a′ n’est rien d’autre que Ψa, logΨa(sa) étant alors une fonction
constante de sk. L’information (4.1) sur σk est donc entièrement et uniquement
utilisée pour construire les nouvelles fonctions Ψ˜a′ . La fonction à minimiser
s’exprime donc exactement comme une énergie libre de Bethe sur le graphe
G\{4} avec les fonctions de compatibilité (4.12). L’algorithme obtenu est donc
l’algorithme BP classique avec modiﬁcation des fonctions de compatibilité Ψa.
4.3.2 Avec plusieurs observations
Supposons maintenant que l’on connaisse les beliefs d’un sous-ensemble
V∗ ⊂ V de variables. Pour étendre le résultat précédent, la fonction à minimi-
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ser serait alors l’espérance, en σV∗ , de l’énergie libre de Bethe :
EσV∗
[
F
σV∗
Bethe(b)
] def
=
∑
sV∗
b∗V∗(sV∗)F
σV∗=sV∗
Bethe (b). (4.13)
De la même manière que précédemment, on dérive alors un algorithme BP
classique avec les fonctions de compatibilité Ψ˜a′ qui sont tous simplement
telles que
Ψ˜a′(s
′
a) =
∏
sV∗
Ψa(sa)
b∗
V∗
(sV∗ ).
Le problème qui se pose est que l’objet naturel qui apparaît ici est la loi
jointe des observations b∗V∗ = PσV∗ . Cette loi jointe n’est pas connue, a priori,
puisque l’on a supposé uniquement la connaissance des lois marginales b∗k, k ∈
V∗. Sans information supplémentaire, on est contraint de faire l’approximation
suivante :
b∗V∗(sV∗) =
∏
k∈V∗
b∗k(sk),
ce qui revient à supposer l’indépendance des variables σk et ne paraît, pour le
moins, pas très pertinent.
L’avantage évident de mBP par rapport à ce qui est proposé ici est que la
structure de dépendance entre les variables observées est déterminée comme
compatible avec la loi Pσ (2.2) par l’algorithme alors qu’elle doit être pré-
supposée ici. On verra dans la section suivante que ce défaut peut être très
pénalisant.
4.3.3 Comparaison avec mBP
Dans cette section, on cherche à comparer l’approche minimisation d’une
énergie libre de Bethe moyenne et la minimisation (4.2). Pour cela, on consi-
dère deux cas simples : le cas d’un facteur a contenant trois variables binaires,
avec une ou deux de ces trois variables appartenant à V∗. Dans ces cas, mBP
nous fournit la solution exacte de (4.2) (propositions 4.1 et 4.3). On réalise une
expérience similaire à celle décrite dans la section 4.1.3 pour ce qui est de la
génération de la fonction Ψa et des beliefs b∗i qui sont ﬁxés. Pour chacune des
ces expériences, on récupère alors les solutions de (4.2) et (4.10). On répète
ces expériences 10 000 fois et les résultats sont présentés à la ﬁgure 4.8 page
suivante.
Remarquons tout d’abord que la qualité de l’approximation (4.10) se dé-
grade lorsque l’information mutuelle I(Ψa) augmente, comme l’indiquent les
droites de régression clairement croissantes (partie droite). En eﬀet les coef-
ﬁcients de corrélation de Pearson et Spearman (ρ; rs) valent respectivement
(0,40 ; 0,40) pour la partie haute (une variable ﬁxée) et (0,32 ; 0,31) pour la
partie basse (deux variables ﬁxées).
Dans le cas où une seule variable est ﬁxée (partie haute), l’approximation
est globalement assez bonne : l’erreur L1 moyenne est de l’ordre de 0,03 et 95%
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Figure 4.8 : Comparaison des solutions de (4.2) et de (4.10) pour un facteur
contenant trois variables binaires lorsqu’une (partie haute) ou deux (partie
basse) variables sont observées selon (4.1). Les ﬁgures de gauche correspondent
aux nuages de points avec la solution de (4.2) en abscisse ; la droite rouge est
la première bissectrice, où tous les points seraient concentrés si les solutions
des deux problèmes variationnels étaient les mêmes. À droite, on a subdivisé
les points en 50 classes de même poids selon l’information mutuelle et on
représente la distance L1 moyenne entre les solutions de (4.10) et celles de
(4.2) pour chaque classe, ainsi que ses quantiles d’ordre 0,05 et 0,95. La droite
bleue est la régression linéaire du nuage de points.
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des erreurs sont inférieures à 0,1. On remarque cependant que les solutions de
(4.10) sont légèrement plus polarisées vers les états 0− 1 que celles de (4.2).
Dans le cas où 2 variables sont ﬁxées (partie basse) et comme on s’y atten-
dait, la qualité de l’approximation se dégrade fortement : l’erreur L1 moyenne
est de l’ordre de 0,09 et surtout 10% de ces erreurs sont supérieures à 0,2.
En eﬀet, l’approche (4.10) suppose l’indépendance des variables observées ce
qui conduit à des résultats qui peuvent être totalement aberrants, notamment
lorsque l’information mutuelle est relativement élevée. Malgré ses mérites, en
particulier en termes de convergence, l’approche basée sur la minimisation
d’une énergie libre moyenne ne semble pas être utilisable sauf à supposer une
connaissance a priori sur les dépendances entre variables observées.

Chapitre 5
Inférence sur des variables
réelles par un modèle d’Ising
Dans les chapitres 2 et 4, nous avons décrit et développé des outils qui vont
maintenant nous être utiles. On aborde ici une manière de traiter le problème
décrit au chapitre 1. Considérons un champ markovien aléatoire X à valeurs
réelles. On suppose que les données disponibles sont de la forme suivante :
pour un ensemble de paires de variables (i, j) ∈ E, on a Nij réalisations in-
dépendantes du couple (Xi, Xj) = X{i,j} contenues dans les vecteurs xk{i,j}.
C’est-à-dire que les observations sont du type
X{i,j} = xki,j pour k ∈ {1, . . . , Nij}.
On notera x le vecteur contenant tous les xki,j . On considère donc dans ce
chapitre que le graphe de facteurs G = (V ∪ F,E) est connu.
Il arrive que les variables réelles X soient dotées d’une description sous-
jacente de type binaire, ﬂuide/congestionné dans le cas de traﬁc routier par
exemple. Il est alors tentant de vouloir abstraire cette perception simpliﬁée
des variables dans des variables latentes. On construit ici une modélisation
utilisant cette possibilité, en encodant les dépendances entre variables réelles
au niveau des variables latentes. Ceci peut être vu comme une alternative à
l’algorithme « Expectation Propagation » [73] et, comparé aux méthodes tra-
ditionnelles telle que les ﬁltres à particules [27], on s’attend à une complexité
plus favorable.
On formalise le modèle de la manière suivante : l’état du système est
représenté par un vecteur X = (Xi)i∈V de N variables aléatoires réelles, qui
sont à valeurs dans les ensembles Xi ⊂ R. À chaque Xi, on associe une variable
latente binaire σi, qui reste à déﬁnir. On insiste sur ce point précis : on suppose
uniquement l’existence de variables latentes sous-jacentes, leur identité est
inconnue. Par exemple, dans le cas de données de traﬁc routier, la déﬁnition
de l’état ﬂuide/congestionné à partir d’un temps de trajet est non triviale. Il
sera donc ici nécessaire de déﬁnir les variables latentes et plusieurs choix seront
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σi σj
σk σℓ
Ψij(σi, σj)
Ψik(σi, σk) Ψjℓ(σj , σℓ)
Ψkℓ(σk, σℓ)
Xi Xj
Xk Xℓ
Φi(σi)P(Xi|σi) Φj(σj)P(Xj |σj)
Φℓ(σℓ)P(Xℓ|σℓ)Φk(σk)P(Xk|σk)
Figure 5.1 : Champ markovien aléatoire correspondant au vecteur (X,σ)
pour V = {i, j, k, ℓ}. Le « vrai » modèle sur le vecteur X (lignes pointillées)
est approché à travers les variables latentes binaires σ (lignes continues).
admissibles. On ne se situe donc pas dans le cadre des modèles markoviens
à états cachés où, à partir d’observations indirectes, on cherche à estimer les
variables latentes. Les variables latentes n’ont ici que peu d’intérêt en elles-
mêmes. Elles sont seulement des auxiliaires utilisés pour prédire les variables
réelles Xi.
On fait l’hypothèse que les variables Xi sont indépendantes, conditionnel-
lement à l’état du vecteur des variables latentes σ. Dans le but de pouvoir
inférer le comportement des variables Xi à partir d’observations partielles du
système, on modélise la loi de σ par un champ markovien aléatoire avec in-
teractions de paires, i.e. un modèle d’Ising. La mesure jointe des variables X
et σ se factorise comme (Figure 5.1) :
P(X ≤ x,σ = s) = P(σ = s)
∏
i∈V
P(Xi ≤ xi|σi = si),
avec
P(σ = s) =
1
Z
∏
(i,j)∈E
Ψij(si, sj)
∏
i∈V
Φi(si),
et Z une constante telle que
∑
s P(σ = s) = 1. Sous ces hypothèses, on tente
de répondre aux trois questions suivantes :
(i) Comment associer une observation de la variable réelle Xi à l’état de
la variable latente σi ?
(ii) Comment construire la structure de dépendance entre variables la-
tentes σi de manière eﬃcace pour l’inférence sur les Xi ?
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(iii) Quelle méthode d’inférence employer pour prédire les variables non
observées ?
Ces trois questions sont évidemment très interdépendantes. Notre méthode ap-
prochée s’appuie sur l’algorithme BP, et on utilisera la variante mBP décrite
au chapitre 4 en tant qu’outil d’inférence répondant à la question (iii). Ceci
inﬂuencera évidemment la structure du modèle d’Ising. Notons qu’il existe
d’autres méthodes basées sur BP permettant de traiter ce problème directe-
ment dans l’espace du vecteur aléatoire réelX. Citons notamment l’algorithme
Belief Propagation non paramétrique de Sudderth et al. [88] et l’algorithme
« Non-Paranormal Belief Propagation » d’Elidan et Cario [29]. Pour ces deux
algorithmes la complexité de l’étape d’inférence est cependant supérieure à
celle de l’algorithme BP classique. On propose ici une nouvelle méthode basée
sur BP pour laquelle l’étape d’inférence est peu coûteuse. En particulier, on
souhaite que celle-ci soit utilisable en temps réel sur des graphes de grande
taille comme le suggère l’application au traﬁc routier décrite au chapitre 1.
Le chapitre est organisé de la manière suivante : la section 5.1 tente de
répondre à la question (i), en exhibant des fonctions qui associent le paramètre
d’une variable de Bernoulli σ à une observation de X. Dans la section 5.2, on
s’intéresse à la question (ii) qui concerne l’encodage optimal des dépendances
du vecteur réel X dans l’espace latent. Enﬁn la section 5.3 présente quelques
résultats numériques.
5.1 Définition des variables latentes
Soit X une variable aléatoire réelle dont la fonction de répartition est notée
F (x)
def
= P(X ≤ x). On s’intéresse ici à la manière d’associer une variable la-
tente binaire σ à une observationX = x. Par la suite, on appellera « paramètre
de σ » la valeur de P(σ = 1).
5.1.1 Un seuil de décision aléatoire
Un moyen simple d’associer une observation X = x à la variable latente
σ est de considérer une application Λ telle que Λ(x) soit le paramètre de la
variable aléatoire binaire σ. L’application Λ sera appelée « fonction d’enco-
dage » et peut dépendre de F . σ étant une variable latente, elle ne pourra être
observée directement, mais, conditionnellement à une observation X = x, sa
distribution est :
P(σ = 1|X = x) = Λ(x). (5.1)
Pour simpliﬁer le propos, on considère des fonctions Λ càdlàg 1 et crois-
santes. Considérer 1− Λ revient simplement à permuter les états 0 et 1 de σ
et la condition de croissance est en fait équivalente au choix d’une fonction Λ
1. continue à droite, limitée à gauche.
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monotone. On souhaite de plus que Λ croisse de 0 à 1, mais pas nécessairement
que Λ(X ) = [0, 1]. On résume cette contrainte par l’équation suivante :∫
X
dΛ(X) = 1. (5.2)
On insiste à nouveau sur le fait que σ n’est pas seulement une variable
aléatoire latente non-observable dont l’estimation est imposée. Il s’agit d’un
objet intermédiaire, que nous déﬁnissons nous-même, dans le but de résoudre
le problème d’inférence sur X. Cet encodage fait partie du schéma suivant
Xi = xi ∈ Xi
Λi−→ P(σi = 1|Xi = xi) ∈ Λi(Xi)ù mBP
Xj = xj ∈ Xj
Γj
←− b(σj = 1) ∈ [0, 1]
(5.3)
où les observations des variables Xi sont encodées par l’état d’une variable
aléatoire latente binaire. On réalise alors l’inférence sur ces variables latentes
par l’une des techniques précédemment décrites au chapitre 4 et on peut ﬁna-
lement estimer le comportement des autres variables réelles Xj qui n’ont pas
été observées selon le schéma suivant
Ce schéma nécessite de déﬁnir une fonction « réciproque » de Λ que l’on
note Γ : [0, 1] Ô→ X . Λ pouvant être non inversible, la fonction de décodage Γ
n’est pas nécessairement la fonction inverse Λ−1. On reviendra sur le choix de
la fonction Γ à la section 5.1.3.
Pour bien comprendre l’interaction entre σ et X, déﬁnissons les fonctions
de répartition conditionnelles suivantes :
F 0(x)
def
= P(X ≤ x|σ = 0),
F 1(x)
def
= P(X ≤ x|σ = 1).
Le théorème de Bayes nous permet d’écrire que
P(σ = 1|X = x) = P(σ = 1)
dF 1
dF
(x),
et donc
dF 1(x) =
Λ(x)
P(σ = 1)
dF (x). (5.4)
En déconditionnant par rapport à σ, on obtient
F (x) = P(σ = 1)F 1(x) + P(σ = 0)F 0(x), (5.5)
ce qui permet d’obtenir l’autre distribution conditionnelle
dF 0(x) =
1− Λ(x)
P(σ = 0)
dF (x). (5.6)
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Proposition 5.1. Le choix d’une fonction d’encodage Λ croissante induit une
décomposition de la variable aléatoire X comme mixture des deux variables
aléatoires stochastiquement ordonnées X1 ∼ dF 1 et X0 ∼ dF 0. En eﬀet, on a
alors
X ∼ 1{σ=1}X1 + 1{σ=0}X0,
où le symbole ∼ indique l’égalité en loi. En terme d’ordre stochastique on a
les inégalités suivantes
X0 ° X ° X1.
Démonstration. Pour prouver le résultat il faut, (et il suﬃt de) montrer que
∀x ∈ X , F 1(x) ≤ F (x) ≤ F 0(x).
Prouvons tout d’abord la première inégalité (F 1 ≤ F ) ; soit x ∈ X tel que
Λ(x) ≤ P(σ = 1), on a alors :
F 1(x) =
∫ x
−∞
dF 1(y) =
∫ x
−∞
Λ(y)
P(σ = 1)
dF (y),
≤
∫ x
−∞
dF (y) = F (x),
car, Λ étant croissante, on a Λ(y) ≤ P(σ = 1) pour tout y ∈] −∞, x]. Consi-
dérons maintenant une valeur x telle que Λ(x) ≥ P(σ = 1) ; on a de même
F 1(x) = 1−
∫ +∞
x
dF 1(y) = 1−
∫ +∞
x
Λ(y)
P(σ = 1)
dF (x),
≤ 1−
∫ +∞
x
dF (y) = F (x),
toujours en utilisant la croissance de Λ. L’autre inégalité (F ≤ F 0) est tout
simplement obtenue en utilisant (5.5).
La fonction d’encodage Λ étant croissante et vériﬁant (5.2), elle peut être
considérée comme la fonction de répartition d’une variable aléatoire Y ,
P(Y ≤ x)
def
= Λ(x).
Cela permet d’interpréter les quantités précédentes en terme de cette variable
aléatoire Y :
P(σ = 1) =
∫
X
P(σ = 1|X = x)dF (x)
=
∫
X
Λ(x)dF (x) =
∫
X
P(Y ≤ x)dF (x)
= P(Y ≤ X),
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sous l’hypothèse d’indépendance entre Y etX. On peut donc déﬁnir la variable
aléatoire σ de la manière suivante
σ
def
= 1{Y≤X},
qui indique que la variable Y agit comme un seuil aléatoire permettant de
décider si l’observation de X correspond à l’état σ = 0 ou σ = 1. L’ordre
stochastique entre (X|σ = 0) et (X|σ = 1) apparaît alors naturellement.
Remarque 5.1. Lorsque Λ = F , on obtient les distributions conditionnelles
de X suivantes :
(X|σ = 1) ∼ max(X1, X2),
(X|σ = 0) ∼ min(X1, X2),
avec X1 et X2 deux variables aléatoires indépendantes de même loi que X.
5.1.2 Choix de la fonction d’encodage
Maintenant que l’on a décrit la structure de relation entre les variables X
et σ, il reste à choisir la fonction d’encodage Λ optimale en un certain sens. Il
s’avère qu’il est diﬃcile de proposer un unique critère pour cette tâche. Dans
cette section, on proposera diﬀérentes approches basées sur des critères diﬀé-
rents. Il n’est pas possible d’eﬀectuer un choix a priori parmi ces diﬀérentes
fonctions d’encodages. On verra dans la section 5.3 que chacune a ses mérites
suivant les données considérées.
Information mutuelle. L’idée est de choisir Λ ou, de manière équivalente,
σ (comme on l’a vu dans la section 5.1.1), de sorte que l’information mutuelle
I(X,σ) entre les variables X et σ soit maximale. En d’autres termes, une
quantité d’information sur une variable doit en fournir autant que possible
sur l’autre variable.
Proposition 5.2. Soit q0,5X la médiane de X. La fonction d’encodage ΛMI
maximisant l’information mutuelle I(X,σ) entre les variables X et σ est la
fonction de seuil
ΛMI(x)
def
= 1{x≥ q0,5
X
}.
Démonstration. Explicitons la fonction à maximiser
I(X,σ) =
∑
s
∫
X
P(σ = s) log
(
dF s(x)
dF (x)
)
dF s(x)
= H(P(σ = 1))−
∫
X
H(Λ(x))dF (x),
avec H(p) def= −p log p− (1−p) log(1−p), la fonction d’entropie d’une variable
binaire. Parmi toutes les variables aléatoires σ de même entropie H(P(σ = 1)),
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celles qui maximisent I(X,σ) sont évidemment les fonctions déterministes de
X, ou de manière équivalente les fonctions indicatrices. Puisque l’on s’est
limité aux fonctions càdlàg croissantes, on obtient alors Λ = 1[a,+∞[ pour
a ∈ X . Il ne reste alors plus qu’à maximiser l’entropie de la variable σ, ce qui
conduit à P (σ = 1) = 12 et a = q
0,5
X .
Principe du maximum d’entropie. Un autre choix naturel, pour rendre
maximale l’information contenue dans la variable latente σ, consiste à maxi-
miser l’entropie de la variable U = Λ(X). Cette variable U correspond en eﬀet
aux données que l’on utilisera pour construire le modèle d’Ising des variables
latentes (voir section 5.2). On suppose ici que la variable X admet une den-
sité notée f . On ajoute aux contraintes explicitées dans la section précédente
que Λ est une bijection entre X et [0, 1]. Puisque l’on considère des variables
continues, l’entropie n’a de sens que relativement à une mesure [52, pp 374-
375]. En suivant l’argumentation de Jaynes [51] – U étant le paramètre d’une
variable de Bernoulli dont les deux issues sont de probabilité non nulles et en
supposant une ignorance complète – on obtient la mesure uniforme comme
référence.
Proposition 5.3. Soit X une variable aléatoire à densité. Alors, la fonction
(croissante) inversible qui maximise l’entropie relative à la mesure uniforme
de U = Λ(X) est F , la fonction de répartition de X.
Démonstration. La variable U d’entropie maximale est connue et correspond à
la densité uniforme hΛ(u) = 1[0,1](u), où hΛ est la densité de U . La fonction Λ
telle que Λ(X) soit une variable uniforme sur [0, 1] est la fonction de répartition
de X, ce qui conclut la preuve.
Erreur moyenne de décodage. Un autre critère possible pour le choix de
la fonction d’encodage Λ consiste à minimiser l’erreur moyenne de prédiction
sur X causée par une erreur sur l’estimation du paramètre b de la variable
σ, c’est à dire l’espérance E
[
dx
dΛ(X)
]
selon la distribution de X. En un certain
sens, cela fournit la fonction d’encodage la plus robuste aux erreurs d’inférence
sur les variables binaires. La fonction d’encodage obtenue est cependant un
objet moins naturel que celles obtenues précédemment.
Proposition 5.4. Supposons que X admette une densité f , et que f ∈ L1/2.
La fonction ΛDE qui minimise l’erreur moyenne de décodage E
[
1
Λ′(X)
]
est
ΛDE(x)
def
= κ
∫ x
−∞
√
f(x)dx,
avec κ =
∫
X
√
f(x)dx.
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Démonstration. L’erreur moyenne de décodage sur les variables réelles s’ex-
prime comme :
E
[
1
Λ′(X)
]
=
∫
X
f(x)
Λ′(x)
dx,
avec la contrainte
∫
X Λ
′(x)dx = 1. Le lagrangien correspondant est donc
L(Λ′, γ) =
∫
X
f(x)
Λ′(x)
dx+ γ
(∫
X
Λ′(x)dx− 1
)
,
dont les conditions de stationnarité ( δLδΛ′(x) = 0) sont
−
f(x)
Λ′(x)2
+ γ = 0.
Ceci conduit au résultat annoncé, sous réserve de la condition f ∈ L1/2.
Résumons rapidement les diﬀérents choix disponibles pour la fonction d’en-
codage Λ. Tout d’abord on a proposé deux méthodes intuitives :
– ΛMI qui correspond à un encodage déterministe, c’est-à-dire que σ in-
dique la position de X vis-à-vis de sa médiane ;
– F la fonction de répartition de X, qui permet de faire le choix le moins
discriminant sur la distribution des données encodées.
On verra à la section 5.1.3 que ces deux encodages ont des propriétés très
diﬀérentes : ΛMI est un choix beaucoup plus conservatif que F . Le choix ΛMI
est par contre plus apte à modéliser les distributions jointes (section 5.2.1).
De plus, ce choix permet d’utiliser l’algorithme BP à la place de mBP. Les
observations fournissent tout simplement la valeur de σ. On a vu au chapitre 4
que la convergence est alors plus rapide en comparaison au cas de mBP.
On a enﬁn proposer un troisième choix ΛDE basé sur un critère moins intui-
tif. On verra que si le critère menant à ce choix est adapté au problème étudié
la diﬃculté à estimer ses paramètres le rende plus diﬃcilement utilisable.
5.1.3 Choix de la fonction de décodage
Avant de se tourner vers la déﬁnition de la fonction de décodage Γ, consi-
dérons tout d’abord la question suivante :
Quel est le meilleur prédicteur d’une variable aléatoire réelle X,
connaissant sa distribution ?
La réponse dépend bien évidemment du critère considéré et cela inﬂuencera
les choix de la fonction de décodage Γ dont le rôle est justement de prédire la
variable X. Supposons que le critère soit la minimisation de la norme Lr, le
meilleur prédicteur θˆr(X) est alors déﬁni comme
θˆr(X)
def
= argmin
c∈R
E[|X − c|r].
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Dans le cas r = 1, ce prédicteur optimal θˆ1(X) est tout simplement la médiane
de X ; r = 2 correspond à θˆ2(X) = E[X], la moyenne de X. Même si ces deux
cas sont parmi les plus intéressants, notons que tout autre choix de statistique
en tant que meilleur prédicteur est admissible. Dans la suite on appellera
prédiction de base cette prédiction de X sans autre information disponible
que la loi de X.
Revenons maintenant à la détermination de la fonction de décodage Γ,
pour laquelle deux déﬁnitions naturelles se présentent. Lorsque Λ est une
application bijective l’idée la plus simple pour construire un prédicteur de
X connaissant la distribution b = P(σ = 1) est Λ−1(b). D’après la déﬁnition
(5.1) de Λ il s’agit de l’unique valeur x telle que P(σ = 1|X = x) = b. On
notera
ΓD def= Λ−1,
ce premier choix pour la fonction de décodage. ΓD correspond, en un certain
sens, à un prédicteur basé sur le maximum de vraisemblance. En eﬀet, suppo-
sons que l’on remplace la connaissance b = P(σ = 1) par un échantillon de M
réalisations indépendantes sk d’une variable de loi P(σ|X = x). L’estimateur
du maximum de vraisemblance pour x est alors Λ−1(
∑
k
sk/M). Le choix de
Λ−1 correspond donc au maximum de vraisemblance d’un échantillon dont la
probabilité empirique est b.
Dans le cas plus général d’une fonction d’encodage Λ croissante et càd-
làg, la connaissance de la loi de σ permet de mettre à jour la loi de X en
tenant compte de cette information. En appliquant la règle de mise à jour de
Jeﬀrey [15] on obtient la fonction de répartition FP mise à jour suivante
FP(x) = bF 1(x) + (1− b)F 0(x). (5.7)
On notera XP la variable aléatoire de loi FP . On peut alors utiliser le prédic-
teur θˆ(XP) déﬁni précédemment comme prédicteur de X. Cette méthode peut
bien entendu être utilisée que Λ soit bijective ou non. La statistique voulue
de XP ne s’exprime pas toujours comme une fonction explicite de b, et peut
nécessiter une estimation numérique. Certains choix de fonctions d’encodage
Λ conduisent cependant à des formules explicites comme nous allons le voir.
Pour faire référence à ce second choix, on utilisera la notation
ΓP def= θˆ(XP).
Information mutuelle. On considère ici le cas de la fonction seuil ΛMI
comme fonction d’encodage. Cette fonction d’encodage n’est pas inversible et
la seule possibilité de décodage est celle correspondant au décodage probabi-
liste ΓP . D’après (5.4)–(5.7), la distribution de XP s’exprime comme
FP(x) =

2(1− b)F (x), si x ≤ q0,5X ,
FP(q0,5X ) + 2b
(
F (x)− F (q0,5X )
)
, si x > q0,5X .
(5.8)
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Pour obtenir θˆ1(XP), il suﬃt de résoudre l’équation FP(x) = 1/2, qui conduit
à la fonction de décodage
ΓP(b) =

F−1
(
1
4(1−b)
)
, si b ≤ 12 ,
F−1
(
4b−1
4b
)
, si b > 12 .
Lorsque F n’est pas inversible, la médiane peut ne pas être unique et l’appli-
cation F−1 doit être interprétée comme le pseudo-inverse de F , généralement
utilisé pour déﬁnir les quantiles d’une loi, F−1(b) def= infx{x|F (x) ≥ b}.
Enﬁn, si l’on choisit le prédicteur θˆ2 basé sur la norme L2, on obtient par
linéarité de l’espérance :
ΓP(b) = E
[
XP
]
= bE [X|σ = 1] + (1− b)E [X|σ = 0] .
Principe du maximum d’entropie. Si l’on choisit d’utiliser ΓD = F−1
comme fonction de décodage, la prédiction de base, i.e. en l’absence d’obser-
vations, est tout simplement F−1
(
P(σ = 1)
)
. Or l’on a P(σ = 1) = E[F (X)] =
1/2, la prédiction de base est donc la médiane de X. Le choix de F comme
fonction d’encodage et de F−1 comme fonction de décodage est donc optimal
vis-à-vis d’une mesure L1 pour l’erreur de prédiction.
L’autre possibilité consiste à utiliser la fonction de décodage probabiliste
ΓP en calculant, par exemple, le prédicteur θˆ1(XP) qu’est la médiane. En
utilisant (5.4)–(5.7), on obtient la fonction de répartition de XP
FP(x) =
(
(2b− 1)F (x)− 2(b− 1)
)
F (x),
et la fonction recherchée est donc solution de l’équation quadratique suivante
((2b− 1)F (x)− 2(b− 1))F (x) =
1
2
,
dont une seule racine est atteignable. On obtient ainsi la fonction de décodage
probabiliste
ΓP(b) = F−1
(
2(b− 1) +
√
(2b− 1)2 + 1
4b− 2
)
. (5.9)
À ce stade il est possible d’observer la diﬀérence de nature entre les deux
types de décodages. Les fonctions de décodage probabiliste ΓP sont beaucoup
plus conservatrices que ΓD. En eﬀet, l’utilisation de F−1 nous permet de faire
des prédictions qui couvrent tout l’ensemble de valeurs de X alors que le
décodage probabiliste ne le permet pas. La ﬁgure 5.2 illustre cela. Supposons
que deux variables aléatoires Xi et Xj soient p.s. égales. Même en construisant
un modèle latent tel que P(σi = σj) = 1, le choix de ΓP comme fonction
décodage ne nous permettra jamais de faire des prédictions telles queXj = Xi.
Ce choix s’appuie en fait sur la distribution approchée du couple (Xi, Xj) qui
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Figure 5.2 : Prédiction, exprimée en quantiles, de la variable Xi correspon-
dant à un belief bi(1). Les valeurs limites pour ΛMI sont 1/4 et 3/4. Pour F et
ΓP il s’agit alors de 1−
√
2/2 et
√
2/2.
ne peut qu’être sous-optimale pour des corrélations fortes (proposition 5.5).
On constatera expérimentalement dans la section 5.3 que le choix ΓP est en
eﬀet sous-optimal lorsque les variables sont fortement corrélées. Au contraire
le choix (F, F−1) correspond à eﬀectuer une régression entre les quantiles des
variables Xi.
Erreur moyenne de décodage. Le critère conduisant à la fonction d’en-
codage ΛDE n’a de sens que si l’on utilise le décodage par l’application inverse
ΓD. En eﬀet le critère correspond à minimiser l’erreur sur Λ−1(b) pour une
erreur sur l’estimation de b. Cependant, la prédiction de base correspondante,
c’est-à-dire Λ−1DE(E[ΛDE(X)]), n’a aucune propriété notable. En particulier, elle
n’est pas optimale vis-à-vis des mesures L1 ou L2 de l’erreur.
Dans le cas général où l’on choisit le décodage au sens du maximum de
vraisemblance ΓP = Λ−1 il est naturel de vouloir généraliser les critères de
choix de la fonction d’encodage Λ pour obtenir une prédiction de base optimale
vis-à-vis du critère choisi. Le cas de la maximisation de l’entropie mène à
une fonction facilement calculable. Le critère de minimisation de l’erreur de
décodage pose lui plus de diﬃcultés. Ces deux cas sont détaillés dans les
110 Chapitre 5. Modèle d’Ising latent
annexes 5.A et 5.B.
Dans la suite on considérera une mesure des erreurs basée sur la norme
L1. Par rapport à une erreur L2 celle-ci permet de donner moins d’importance
aux valeurs extrêmes.
5.2 Distribution jointe des variables latentes
On vient d’étudier dans la section 5.1 la manière dont la variable réelle
Xi et sa variable latente σi sont reliées, par l’intermédiaire de la fonction
d’encodage Λi. On s’intéresse maintenant à la construction des dépendances
entre variables latentes et, plus précisément, à l’estimation des paramètres du
modèle d’Ising sur σ. Précisons que l’on considère ici les variables σi à valeur
dans {0, 1}. Soient deux variables aléatoires réelles Xi et Xj , dont les fonctions
de répartition sont respectivement Fi et Fj , ainsi que deux variables binaires
σi et σj . On souhaite construire le modèle d’interaction par paire décrit par la
ﬁgure 5.1 page 100. La distribution du vecteur (Xi, Xj , σi, σj) selon ce modèle
est
P(Xi ≤ xi, Xj ≤ xj , σi = si, σj = sj) = pij(si, sj)F
si
i (xi)F
sj
j (xj). (5.10)
Les variables σi et σj étant binaires, pij(si, sj) s’exprime au moyen de 3 para-
mètres indépendants,
pij(si, sj) = p
11
ij sisj +
(
p1j − p
11
ij
)
s¯isj +
(
p1i − p
11
ij
)
sis¯j
+
(
1− p1i − p
1
j + p
11
ij
)
s¯is¯j .
en utilisant la notation s¯ def= 1− s et avec
p1i
def
= P(σi = 1) = E(σi),
p11ij
def
= P(σi = 1, σj = 1) = E(σiσj).
Pour obtenir une loi de probabilité valide, on doit avoir p1i et p
1
j ∈ [0, 1] et
p11ij ∈ D(p
1
i , p
1
j )
def
=
[
max(0, p1i + p
1
j − 1),min(p
1
i , p
1
j )
]
.
Jusqu’ici, nous avons été en mesure de faire des choix optimaux – en un
certain sens – pour la calibration de la loi du vecteur σ. Le nombre de para-
mètres ne sera cependant pas suﬃsant pour encoder de manière exacte toutes
les dépendances comme on va le voir dans la section 5.2.1.
On se concentre ensuite sur la manière de déterminer les lois pij sans cher-
cher à savoir comment construire à partir de celles-ci la loi jointe de σ. On
reviendra sur ce point en ﬁn de section. On va présenter deux possibilités d’es-
timation des lois pij : une méthode conduisant à des formules explicites basée
sur la méthode des moments (section 5.2.2), puis une méthode de maximisa-
tion itérative de la vraisemblance (section 5.2.3).
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5.2.1 Capacité des fonctions d’encodage
Avant de passer à l’estimation de la loi jointe des variables latentes on
cherche ici à quantiﬁer la perte d’information induite par notre modélisation.
On s’intéresse en particulier au cas de la modélisation de l’interaction entre
une paire de variables (X1, X2) via les variables binaires latentes (σ1, σ2). Pour
quantiﬁer cette perte d’information, on commence par exprimer la divergence
de Kullback-Leibler entre la distribution empirique jointe P de (X1, X2) et
celle correspondant à notre modèle que l’on note P.
DKL(P||P) =
∫
P(x1, x2) log
P(x1, x2)
P(x1, x2)
dx1dx2
= IP(X1, X2) +
∫
P(x1, x2) log
P(x1)P(x2)
P(x1, x2)
dx1dx2,
avec IP(X1, X2) l’information mutuelle entre les variables Xi et Xj selon P.
Le terme de droite s’interprète comme l’opposée d’une information mutuelle
entre X1 et X2 dans notre modèle mais vis à vis de la mesure empirique P.
En eﬀet il s’exprime comme
I(X1, X2)
def
=
∫
P(x1, x2) log
(∑
s1,s2 P(s1, s2)P(x1|s1)P(x2|s2)
P(x1)P(x2)
)
,
en utilisant le fait que P(xi) = P(xi) et en développant P(x1, x2) vis-à-vis des
variables σ1 et σ2. Au ﬁnal la divergence de Kullback-Leibler s’exprime donc
comme une diﬀérence d’information mutuelles
DKL(P||P) = IP(X1, X2)− I(X1, X2).
Dans le cas d’une fonction d’encodage quelconque on ne va pas obtenir
l’expression exacte de I(X1, X2) en terme des variables binaires. On va donc
construire une borne supérieure de I(X1, X2). Rappelons tout d’abord la forme
des distributions conditionnelles
P(Xi|σi)
def
=
Λσi(Xi)P(Xi)
P(σi)
,
avec Λ1 def= Λ et Λ0 def= 1− Λ. On a alors
I(X1, X2) =
∫
P(x1, x2) log
(∑
σ1,σ2
P(σ1, σ2)
P(σ1)P(σ2)
Λσ1(x1)Λ
σ2(x2)
)
dx1dx2,
≤ log
(∫
P(x1, x2)
∑
σ1,σ2
P(σ1, σ2)
P(σ1)P(σ2)
Λσ1(x1)Λ
σ2(x2)dx1dx2
)
,
= log
(∑
σ1,σ2
P(σ1, σ2)
P(σ1)P(σ2)
EP [Λσ1(X1)Λσ2(X2)]
)
.
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En posant Pσ1σ2
def
= EP [Λσ1(X1)Λσ2(X2)], on obtient ﬁnalement
I(X1, X2) ≤ log
(∑
σ1,σ2
P(σ1, σ2)
P(σ1)P(σ2)
Pσ1σ2
)
,
≤ log
(∑
σ1,σ2
1
P(σ1)
Pσ1σ2
)
= log
(∑
σ1
1
)
= log(2),
car on a P(σ1, σ2) ≤ P(σ2) et
∑
σ2 Pσ1σ2 = P(σ1). Cette borne nous donne
une information sur la quantité maximale d’information que l’on peut espérer
obtenir par notre modélisation. Ceci est résumé par la proposition suivante.
Proposition 5.5. Lorsque l’information mutuelle IP(X1, X2) entre les va-
riables réelles est strictement supérieure à log(2), notre modèle n’est pas ca-
pable d’encoder parfaitement la distribution jointe de X1 et X2 et ce quelle
que soit la fonction d’encodage choisie.
Ce résultat était attendu. Quelle que soit la déﬁnition des variables binaires
on ne peut transférer plus d’un bit d’information entre deux variables binaires.
Il est donc illusoire d’espérer modéliser de manière précise la distribution jointe
du vecteur réel X à travers notre modèle d’Ising latent. La tâche que l’on s’est
ﬁxée ici est cependant plus modeste : on souhaite eﬀectuer des prédictions
sur les variables réelles. On verra dans la section suivante que l’on cherche
en fait à résoudre un problème de régression sur les variables Xi qui est par
nature très diﬀérent de la modélisation de la distribution P. En particulier,
comme on le verra à la section 5.3, il est possible d’obtenir des performances
quasi-optimales pour le problème de prédiction lorsque l’information mutuelle
entre variables est strictement supérieur à log(2).
5.2.2 Estimation par la méthode des moments
Les résultats de la section 5.1.1 nous fournissent de manière naturelle une
estimation des distributions marginales p1i ; en eﬀet, on a vu que
p1i = E[Λi(Xi)] =
∫
Xi
Λi(x)dFi(x).
On peut donc estimer ces paramètres par les moments empiriques et il reste
alors à ﬁxer les paramètres de corrélation p11ij . La forme de la dépendance
entre Xi et Xj , dans le modèle de la ﬁgure 5.1 page 100, est obtenue en
déconditionnant (5.10) par rapport aux variables σi et σj . La distribution
jointe de (Xi, Xj) s’exprime alors comme
Ppσ(Xi ≤ xi, Xj ≤ xj) =
∑
si,sj
pij(si, sj)F
si
i (xi)F
sj
j (xj).
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On propose donc d’estimer les marginales de paires pij par la méthode des
moments correspondant aux contraintes suivantes :
E[Λi(Xi)] = 〈Λi(Xi)〉,∀i ∈ V, (5.11)
E[Λi(Xi)Λj(Xj)] = 〈Λi(Xi)Λj(Xj)〉,∀(i, j) ∈ E. (5.12)
où E correspond à l’espérance sous la loi de σ et 〈·〉 est la moyenne empirique.
La dernière contrainte (5.12) s’inspire des deux premières qui apparaissent
naturellement via la déﬁnition des variables σ. L’espérance E [Λi(Xi)Λj(Xj)]
s’exprime comme
E[Λi(Xi)Λj(Xj)] =
∑
si,sj
pij(si, sj)λ
si
i λ
sj
j , (5.13)
avec
λsi
def
= E [Λi(X)|σi = s] =
∫
Xi
Λi(x) dF
s
i (x).
Considérons M réalisations indépendantes (xki )k≤M de la variable Xi. Ces
espérances conditionnelles peuvent être estimées par les quantités empiriques
suivantes
λˆ1i
def
=
1
M · P(σi = 1)
M∑
k=1
Λi(x
k
i )
2,
λˆ0i
def
=
1
M · P(σi = 0)
M∑
k=1
(1− Λi(x
k
i ))Λi(x
k
i ),
en remarquant tout simplement que
λ1i =
E[Λi(Xi)
2]
P(σi = 1)
et λ0i =
E[(1− Λi(Xi))Λi(Xi)]
P(σi = 0)
.
p11ij est alors choisi de sorte que (5.12) soit vériﬁée, avec λˆ
0 et λˆ1 comme
estimateurs des espérances conditionnelles de (5.13)
p11ij = p
1
i p
1
j +
ĉov(Λi(Xi),Λj(Xj))
(λˆ1i − λˆ
0
i )(λˆ
1
j − λˆ
0
j )
,
où ĉov(Λi(Xi),Λj(Xj)) est un estimateur de la covariance de Λi(Xi) et Λj(Xj).
Cette relation peut aussi s’exprimer en termes de variances et covariances,
cov(σi, σj) = ĉov(Λi(Xi),Λj(Xj))
var(σi) var(σj)
var(Λi(Xi)) var(Λj(Xj))
,
et l’on voit donc que lorsque le ratio des variances devient trop élevé, l’équation
d’égalité des moments (5.12) peut ne plus être satisfaite puisque l’on doit
toujours avoir p11ij ∈ D(p
1
i , p
1
j ). Ce coeﬃcient sature donc à une valeur limite
pour laquelle la diﬀérence entre les moments est la plus faible possible.
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Exemple 5.1. Dans le cas particulier de ΛSi = Fi, qui correspond à considé-
rer les corrélations de rang, de nombreuses quantités sont calculables explici-
tement. On a notamment
P(σi = 1) = E[Fi(Xi)] =
1
2
,
dès que Xi n’a pas de point d’accumulation. De plus
λ1i =
2
3
et λ1i =
1
3
.
La méthode des moments conduit donc à l’expression suivante
p11ij =
1
4
+ 9 ĉov(Fi(Xi), Fj(Xj)),
et seule la covariance des rangs doit être estimée empiriquement.
Le cas de la fonction seuil ΛMI est encore plus simple. On a alors
P(σi = 1) = E
[
Xi ≥ q
0,5
X
]
=
1
2
et
p11ij = 〈Λi(Xi)Λj(Xj)〉 ,
qui est donc la seule quantité qui doit être empiriquement estimée. Cette quan-
tité est la probabilité que Xi et Xj soient simultanément supérieurs à leurs
médianes respectives.
5.2.3 Estimation par maximisation de la vraisemblance
On suppose de plus ici que les variables aléatoires admettent des densités.
On notera la densité jointe de (Xi, Xj) associée à une distribution pσ.
f ijpσ(xi, xj)
def
=
∑
si,sj
pij(si, sj)f
si
i (xi)f
sj
j (xj),
où fsii est la densité associée à dF
si
i . Exprimons tout d’abord le logarithme de
la vraisemblance des observations x correspondant à une distribution Pσ du
vecteur σ. On rappelle que l’on suppose que les observations de paires sont
indépendantes.
L(x, pσ) =
∑
(ij)∈E
Nij∑
k=1
log
(
f ijpσ(Xi = x
k
i,j , Xj = x
k
j,i)
)
=
∑
(ij)∈E
Nij∑
k=1
log
∑
si,sj
pσ(σi = si, σj = sj)f
si
i (x
k
i,j)f
sj
j (x
k
j,i)

=
∑
(ij)∈E
Nij∑
k=1
log
∑
si,sj
pij(si, sj)f
si
i (x
k
i,j)f
sj
j (x
k
j,i)

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La présence des variables « cachées » σi et σj introduit une somme dans le
logarithme. Il ne sera donc pas possible d’exprimer analytiquement la forme
des lois pij qui maximise L(x, pσ). L’approche classique consiste alors à utiliser
l’algorithme « Expectation Maximization »(EM) introduit par Dempster et
al. [25]. L’idée consiste à maximiser itérativement une borne inférieure de la
vraisemblance. Pour des raisons pratiques, on pose la notation suivante :
pij(si, sj |xi, xj)
def
= Ppσ(σi = si, σj = sj |Xi = xi, Xj = xj)
=
pij(si, sj)f
si
i (xi)f
sj
j (xj)∑
s′
i
,s′
j
pij(s′i, s′j)f
s′
i
i (xi)f
s′
j
j (xj)
.
On considère une distribution de référence p(n)σ et on écrit la vraisemblance
comme
L(x, pσ) =
∑
ij,k
log
∑
si,sj
pij(si, sj)f
si
i (x
k
i,j)f
sj
j (x
k
j,i)
p(n)ij (si, sj |x
k
i,j , x
k
j,i)
p(n)ij (si, sj |x
k
i,j , x
k
j,i)
 ,
ce qui nous permet de construire la borne inférieure suivante
L(x, pσ) ≥
∑
ij,k
∑
si,sj
p(n)ij (si, sj |x
k
i,j , x
k
j,i) log
(
pij(si, sj)f
si
i (x
k
i,j)f
sj
j (x
k
j,i)
p(n)ij (si, sj |x
k
i,j , x
k
j,i)
)
,
def
= ∆(pσ||p
(n)
σ ).
Cette borne ∆(pσ||p(n)σ ) est obtenue grâce à l’inégalité de Jensen – la fonction
logarithme est concave – et en utilisant le fait que∑
si,sj
p(n)ij (si, sj |x
k
i,j , x
k
j,i) = 1.
On va donc maximiser cette borne∆(pσ||p(n)σ ) pour obtenir une nouvelle distri-
bution p(n+1)σ . On simpliﬁe la fonction à maximiser en ôtant tous les termes qui
ne dépendent pas de pσ. On obtient ﬁnalement le problème de maximisation
suivant
p(n+1)σ = argmax
pσ
ℓ(pσ||p
(n)
σ ),
avec
ℓ(pσ||p
(n)
σ )
def
=
∑
(ij),k
∑
si,sj
p(n)ij (si, sj |x
k
i,j , x
k
j,i) log (pij(si, sj)) .
Le nom l’algorithme EM vient du fait que l’on va successivement calculer
une espérance selon la loi p(n)σ , qui apparaît dans la forme de ℓ(pσ||p
(n)
σ ), puis
chercher à maximiser cette espérance comme fonction de pσ pour obtenir
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p
(n+1)
σ . Calculons donc les dérivées de ℓ(pσ||p(n)σ ) par rapport aux paramètres
∂ℓ(pσ||p
(n)
σ )
∂p11ij
=
Nij∑
k=1
∑
si,sj
(
21{si=sj} − 1
) p(n)ij (si, sj |xki , xkj )
pij(si, sj)
∂ℓ(pσ||p
(n)
σ )
∂p1i
=
∑
j∈∂i
Nij∑
k=1
∑
si
(2si − 1)
p(n)ij (si, 0|x
k
i , x
k
j )
pij(si, 0)
En cherchant à annuler les dérivées ℓ par rapport à p11ij , on obtient une solution
triviale qui correspond à
pij(si, sj) =
1
Nij
Nij∑
k=1
p(n)ij (si, sj |x
k
i , x
k
j ).
Avec ce choix, on obtient de plus
∂ℓ(pσ||p
(n)
σ )
∂p1i
=
∑
j∈∂i
∑
si
(2si − 1)Nij = 0.
La fonction que l’on maximise étant concave par construction – puisque somme
de logarithmes – cette solution correspond à l’unique point stationnaire de
ℓ(pσ||p
(n)
σ ). On déduit donc l’algorithme EM suivant
p
(n+1)
ij (1, 1) =
1
Nij
Nij∑
k=1
ψ(n)ij (1, 1)Λi(x
k
i )Λj(x
k
j )
Zij(xki , x
k
j )
,
p
(n+1)
ij (1, 0) =
1
Nij
Nij∑
k=1
ψ(n)ij (1, 0)Λi(x
k
i )
(
1− Λj(x
k
j )
)
Zij(xki , x
k
j )
,
p
(n+1)
ij (0, 1) =
1
Nij
Nij∑
k=1
ψ(n)ij (0, 1)
(
1− Λi(x
k
i )
)
Λj(x
k
j )
Zij(xki , x
k
j )
,
p
(n+1)
ij (0, 0) =
1
Nij
Nij∑
k=1
ψ(n)ij (0, 0)
(
1− Λi(x
k
i )
) (
1− Λj(x
k
j )
)
Zij(xki , x
k
j )
,
(5.14)
avec
ψ(n)ij (si, sj)
def
=
p(n)ij (si, sj)
p(n)i (si)p
(n)
j (sj)
,
et
Zij(xi, xj) = ψ
(n)
ij (1, 1)Λi(xi)Λj(xj) + ψ
(n)
ij (1, 0)Λi(xi)(1− Λj(xj))
+ ψ(n)ij (0, 1)(1− Λi(xi))Λj(xj) + ψ
(n)
ij (0, 0)(1− Λi(xi))(1− Λj(xj)). (5.15)
Les règles de mises à jour obtenues (5.14) sont donc relativement simples. Mal-
heureusement le point stationnaire de ℓ(pσ||p(n)σ ) auquel elles correspondent
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n’est pas nécessairement dans le domaine de pσ. En eﬀet, les lois pij ne sont
pas indépendantes et doivent être compatibles. En particulier, on doit avoir∑
sj
pij(1, sj) =
∑
sk
pik(1, sk) = p
1
i , ∀i, si.
Si ce n’est pas le cas, cela signiﬁe qu’il n’existe pas de point stationnaire à
l’intérieur du domaine de pσ. Le maximum de ℓ est alors atteint à un point
du bord, ce qui complique sa recherche.
Pour résoudre ce problème, on propose tout d’abord une méthode mixte,
entre maximisation de la vraisemblance et méthode des moments, qui va
consister à ﬁxer les lois marginales p1i via les méthodes des moments et (5.11)
puis à optimiser la vraisemblance comme fonction des paramètres p11ij . On est
alors amené à résoudre |E| problèmes de maximisation distincts, et l’on peut
mettre à jour p11ij selon la première ligne de (5.14). On vériﬁe alors que les pa-
ramètres obtenus sont bien valides, c’est à dire p11ij ∈ S(p
1
i , p
1
j ). Si ce n’est pas
le cas, cela signiﬁe que le paramètre sature une des deux bornes. On dénotera
EM-MM cette approche dans la suite.
Une autre approche possible est l’utilisation d’un algorithme du type EM
généralisé. Cet algorithme, décrit par Neal et Hinton [80], relâche le fait
de trouver le maximum global ℓ à chaque itération. On peut alors propo-
ser de mettre à jour les coeﬃcients p1i , p
1
j et p
11
ij paire par paire, suivant les
équations (5.14). A chaque itération, les coeﬃcients p1i sont donc bien déﬁ-
nis. Il reste juste à vériﬁer que l’on a bien pour toutes les paires (ij) ∈ E,
p11ij ∈ S(p
1
i , p
1
j ), ce qui est facile à faire à chaque itération. Cette méthode
est cependant plus complexe à mettre en œuvre. Dans la suite on privilégiera
l’approche par la méthode des moments (MM) ou l’approche mixte (EM-MM).
Pour conclure remarquons que dans le cas de la fonction d’encodage dé-
terministe ΛMI l’estimation par l’algorithme EM est en fait strictement équi-
valente à l’approche par la méthode des moments. Ceci apparaît lorsque l’on
regarde les équations de mises à jour (5.14).
5.2.4 Estimation compatible avec BP
On s’intéresse ici au problème qui consiste à ﬁxer la distribution jointe pσ
du vecteur σ à partir de ses marginales {pij}(i,j)∈E. Notons tout d’abord que,
comme on l’a vu au chapitre 2, le fait d’avoir des marginales compatibles ne
garantit pas l’existence d’une loi jointe pσ telle que
∀(i, j) ∈ E,∀si,
∑
sV\i,j
pσ(σ = s) = pij(si, sj).
Dans le cas ou le graphe G = (V,E) ne contient pas de cycles, la situa-
tion est cependant plus simple. La distribution jointe est alors déterminée de
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manière unique par la donnée de ses marginales de paires. Cette loi jointe
s’exprime sous la forme
pσ(σ = s) =
∏
(i,j)∈E
pij(si, sj)
pi(si)pj(sj)
∏
i∈V
pi(si), (5.16)
avec pi la loi marginale de pij – qui ne dépend pas de j par hypothèse.
Dans le cas plus général d’un graphe cyclique, la situation est plus com-
plexe. Ce problème inverse sur le modèle d’Ising est très étudié en physique
statistique. Il est potentiellement NP-diﬃcile – voire peut ne pas avoir de solu-
tion – seules des méthodes approchées peuvent donc être envisagées pour des
réseaux de grande taille. Wainwright [98] propose une approche particulière-
ment intéressante qui consiste à tenir compte du fait qu’une fois la loi pσ ﬁxée
de manière approchée l’inférence elle aussi sera réalisée de manière approchée.
Il propose donc que ces deux approximations soient compatibles, dans le cas
présent cela consiste à choisir la loi pσ selon l’approximation de Bethe (5.16).
Ce choix permet d’obtenir l’ensemble de beliefs
bij(si, sj) = pij(si, sj) bi(si) = pi(si), (5.17)
comme point ﬁxe de BP comme on l’a vu au chapitre 3. De plus, on peut
montrer que tout autre choix de pσ admettant (5.17) comme point ﬁxe de BP
est équivalent. Ceci est une conséquence de la propriété de reparamétrisation
de BP (section 2.4 page 36). Si ce choix est un bon point de départ, le point
ﬁxe obtenu est en général instable et il est nécessaire de l’améliorer. Pour cela
il est possible, entre autres, de s’appuyer sur la théorie de la réponse linéaire
(Welling et Teh [106] ; Yasuda et Tanaka [109] ; Mézard et Mora [71]). Il est
aussi possible de déformer le modèle par quelques paramètres faciles à calibrer
(Furtlehner et al. [34]).
5.3 Expérimentations numériques
Nous appliquons ici les méthodes décrites dans ce chapitre et le cha-
pitre 4 à des données synthétiques, dans le but de comprendre leurs com-
portements. Pour pouvoir se concentrer autant que possible sur l’aspect d’en-
codage/décodage, on considère des structures de graphes simples. On regarde
successivement trois cas de complexité croissante
– le cas d’une simple paire (X1, X2) de variables réelles,
– le cas d’une chaîne de Markov (ﬁgure 5.5 page 121) et enﬁn
– le cas d’arbres réguliers, c’est-à-dire dont la connectivité est ﬁxée.
On répète alors l’expérience de décimation suivante : pour une réalisation
jointe du vecteur X on révèle ses composantes Xi dans un ordre aléatoire
et l’on prédit les variables non observées en utilisant l’algorithme mirror BP.
Nous allons alors pouvoir comparer les performances des diﬀérents choix d’en-
codage/décodage en fonction de la proportion de variables observées. Cette
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Figure 5.3 : Quelques exemples de densités de variables de loi β(a, b). On
remarque la variété de cas possibles suivant la valeur des paramètres a et b.
expérience correspond à celle décrite dans le chapitre 1 où l’on a supposé que
l’identité des variables observées ainsi que leur nombre ne sont pas contrôlés.
Dans la suite on considérera les choix de fonctions d’encodage/décodage
suivant
– la fonction de seuil ΛMI avec le décodage probabiliste (5.8),
– la fonction de répartition F avec le décodage direct ΓD = F−1,
– la fonction de répartition F avec le décodage probabiliste (5.9),
– la fonction ΛDE avec le décodage direct ΓD.
Chacun de ces choix fournit un estimateur θ dont on calculera la performance
au sens de la mesure L1
EX
[
|θ(X)−X|
]
. (5.18)
Génération des modèles. Pour générer ces modèles synthétiques, on dé-
ﬁnit un vecteur gaussien Y en générant une matrice de précision, qui est la
matrice inverse de la matrice de covariance, dont le support est le graphe
correspondant à l’un des trois cas précédents. On obtient cette matrice de
précision en générant aléatoirement les corrélations partielles– c’est-à-dire les
entrées de la matrice de précision de Y – via des variables aléatoires uniformes
sur [−1, 1]. Malheureusement cette procédure ne permet pas de générer à coup
sûr une matrice de précision déﬁnie positive. On prend donc cette matrice
comme point de départ et on réduit progressivement les corrélations de plus
grande magnitude jusqu’à obtenir une matrice déﬁnie positive.
On génère alors des réalisations de ce vecteur gaussien que l’on transforme,
en utilisant l’application qui transforme une variable gaussienneN (0, 1) en une
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Figure 5.4 : Modèle joint pour (X1, X2, σ1, σ2). La vraie distribution jointe
entre X1 et X2 est approchée à travers les variables latentes σ1 et σ2.
variable β(a, b), pour des valeurs de a et b données. On rappelle que la densité
fβa,b d’une variable de loi β(a, b) est
fβa,b(x) =
1
B(a, b)
xa−1(1− x)b−11[0,1](x),
où la constante de normalisation B(a, b) est la fonction bêta. Plus précisément
chaque composante du vecteur X est alors déﬁnie comme
Xi = F
−1
β(a,b)
(
FN (0,1)(Yi)
)
,
avec Fβ(a,b) et FN (0,1) les fonctions de répartition d’une variable de loi β(a, b) et
d’une variable de loiN (0, 1). La procédure utilisée pour générer le modèle nous
permet de réaliser l’inférence exacte en raisonnant sur le vecteur gaussien. Le
choix des distributions β(a, b) est justiﬁé par la variabilité de cas envisageables
suivant les paramètres a et b. On peut obtenir des distributions quasi-binaires,
unimodales ainsi qu’une distribution uniforme sur le segment [0, 1]. Quelques
exemples de densités β(a, b) sont représentées à la ﬁgure 5.3.
Cas d’une paire (X1, X2) de variables réelles. On commence par consi-
dérer le cas dégénéré où le vecteur X est constitué de deux variables réelles
(ﬁgure 5.4). On répète 100 000 fois l’expérience de décimation. Dans le cas
présent cette expérience se réduit trivialement à observer successivement Xi
ou Xj pour une réalisation du couple (Xi, Xj) et à prédire la variable non
observée. En plus de la performance L1 on calcule ici le biais des diﬀérents
estimateurs θ
EX
[
θ(X)− θˆ1(X)
]
. (5.19)
On rappelle que θˆ1(X) est l’estimateur optimal au sens de l’erreur L1 i.e. la
médiane conditionnelle. Les choix envisagés pour l’estimation de la loi p12 sont
la méthode des moments (MM) (5.12) et l’approche mixte (EM-MM).
Les résultats de l’expérience, pour diﬀérentes valeurs de a, b et ρ def=
cov(Yi, Yj), sont donnés dans la table 5.1. La première ligne correspond à la
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Figure 5.5 : Modèle joint pour (X,σ) dans le cas où la vraie distribution du
vecteur X correspond à une chaîne de Markov.
performance L1 (5.18) et la seconde au biais (5.19). D’une manière générale, à
corrélation faible tous les estimateurs se comportent de manière satisfaisante.
On remarque cependant que le choix d’encodage/décodage qui se comporte
le mieux est la fonction de répartition Λ = F avec l’inversion ΓD = F−1.
Malgré le fait qu’il ne constitue pas le choix permettant de minimiser l’écart à
la distribution du vecteur X (voir section 5.2.1) il semble tout à fait à même
de résoudre le problème d’inférence. Comme on pouvait s’y attendre l’aspect
conservateur du choix de décodage probabiliste ΓP est particulièrement péna-
lisant dans le cas de corrélations fortes puisqu’il est alors impossible de prédire
des valeurs extrêmes (voir ﬁgure 5.2). Lorsque l’on considère des variables Xi
symétriques, le biais des diﬀérents estimateurs est très faible. Même pour le
cas de variables β(2, 3), le biais reste négligeable. Dans le cas de variables asy-
métriques, ici des variables β(1/2, 2/10), ce biais devient non négligeable, sans
empêcher d’obtenir de bonnes performances. Pour ﬁnir, les mauvaises perfor-
mances de ΛDE dans le cas de variables β(1/2, 2/10) anti-corrélées (ρ = −0.7)
sont simplement dues à l’estimation plus instable.
D’une manière générale l’estimation de la loi jointe des variables latentes
par l’approche mixte EM-MM semble plus robuste. C’est celle que l’on consi-
dère dans les expériences suivantes.
Cas d’une chaîne de Markov. Considérons maintenant le cas d’un vecteur
X de structure de dépendance linéaire, c’est-à-dire que le graphe sous-jacent
est une chaîne (ﬁgure 5.5). On considère ici des chaînes à 100 variables. On
réalise alors 1 000 fois l’expérience de décimation et on calcule les performances
L1 des diﬀérents estimateurs. Les résultats obtenus sont représentés sur la
ﬁgure 5.6. Il apparaît clairement que le choix (F, F−1) est le meilleur dans tous
les cas présentés. Ceci n’est que peu surprenant puisque les autres choix étaient
déjà sous-optimaux lorsque les corrélations entre variables sont relativement
élevées. On écarte à ce stade ΛDE qui apparaît comme le moins bon choix.
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Densités Estimation (F,ΓD) (F,ΓP) ΛMI ΛDE Exact
β(1/10, 1/10)
ρ = 1/2
MM
0,7% 0,8% 3,3% 0,7% 32,04
0,07 −0,22 0,01 0,05 0
EM-MM
0,2% 3,1% ∼ 0,7% ∼
−0,34 −0,79 ∼ 0,05 ∼
β(1/10, 1/10)
ρ = 9/10
MM
0,1% 14,8% 9,5% 0,1% 13,62
0 −0,46 −0,06 0,01 0
EM-MM
0,1% 22% ∼ 0,1% ∼
−0,15 −0,72 ∼ 0,01 ∼
β(2, 3)
ρ = 1/2
MM
9,1% 3% 6,7% 10,2% 14,22
−0,9 0,4 0,44 −0,84 0
EM-MM
1,4% 4,4% ∼ 9,5% ∼
−0,26 0,47 ∼ 0,15 ∼
β(2, 3)
ρ = 9/10
MM
0,7% 67,1% 61,7% 1% 6,89
−0,06 1,24 0,92 0,02 0
EM-MM
1,3% 68,8% ∼ 38,9% ∼
0,1 1,25 ∼ 0,74 ∼
β(1, 1)
ρ = 1/2
MM
7,3% 3% 7,3% 7,7% 20,96
0,04 0,01 −0,03 0,07 0
EM-MM
0,1% 4,6% ∼ 10,4% ∼
0,02 0,01 ∼ 0,07 ∼
β(1, 1)
ρ = 9/10
MM
0,6% 64,4% 58,6% 0,8% 9,83
0,03 −0,09 0 0,07 0
EM-MM
0,4% 66,2% ∼ 24,9% ∼
0,02 −0,09 ∼ 0,01 ∼
β(1/2, 2/10)
ρ = 1/2
MM
2,8% 3,3% 7,5% 7,5% 23
9,93 −4,13 −4,11 10,24 0
EM-MM
2,7% 4,4% ∼ 12,8% ∼
6,77 −5,14 ∼ 1,81 ∼
β(1/2, 2/10)
ρ = −7/10
MM
3,5% 17,4% 20,8% 47,2% 18,21
5,28 −8,96 −5,16 −3,35 0
EM-MM
4,1% 16,9% ∼ 47,9% ∼
5,74 −8,8 ∼ −5,16 ∼
Table 5.1 : Performances des diﬀérents prédicteurs dans le cas de la ﬁgure 5.4.
La première ligne correspond à la performance L1 du prédicteur en % d’écart
à la performance optimale et la seconde à son biais. Les valeurs en gras corres-
pondent aux choix les plus performants. Le symbole ∼ indique que la valeur
ne dépend pas de la méthode d’estimation.
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Figure 5.6 : Performance L1 de prédiction des variables non observées (×100)
en fonction de la proportion de variables révélées ; les petites ﬁgures incrustées
représentent la densité de la variable β correspondante. À titre de comparai-
son, deux autres prédicteurs sont tracés : la médiane (en rouge) et le prédicteur
exact (en noir), qui est obtenu par inférence sur les variables Yi. Chaque chaîne
est constituée de 100 variables.
Cas d’un arbre régulier. Pour conclure cette section, on considère le cas
d’arbres n-aires, c’est-à-dire pour lesquels chaque sommet non terminal pos-
sède exactement n voisins. Par exemple pour n = 2 on obtient les chaînes
étudiées précédemment. Pour n = 3 on obtient un arbre binaire. Pour pouvoir
comparer avec un outil statistique classique, on utilise le prédicteur basé sur
les k plus proches voisins (k-NN) 2. Ce prédicteur est connu pour être eﬃcace
pour des données de traﬁc routier [86], mais sa complexité est un handicap
comparé à BP pour des réseaux de grande taille. De plus, il nécessite des infor-
mations historiques exhaustives, i.e. des observations complètes du réseaux,
qui ne sont pas accessibles dans le cas de données provenant de véhicules
sondes. On réalise à nouveau l’expérience décrite dans le cas d’une chaîne.
Quelques résultats sont présentés à la ﬁgure 5.7. D’une manière générale le
choix (F, F−1) est encore celui qui se comporte le mieux. Notons cependant
que lorsque la connectivité augmente encore la situation change. En eﬀet, à
forte connectivité la convergence de mBP peut devenir très lente (voir sec-
2. k-nearest neighbors.
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Figure 5.7 : Même chose que la ﬁgure 5.6. On trace de plus, à titre de com-
paraison, le prédicteur k-NN (en orange), approximativement optimisé au
k = 50 plus proches voisins de l’historique utilisé pour construire le modèle.
La connectivité est n = 3 pour les ﬁgures du haut, n = 5 pour les ﬁgures du
bas. Chaque arbre est constitué de 100 variables.
tion 4.1.3 page 85). Les cas non convergents deviennent alors trop nombreux
et expliquent les « bosses » apparaissant dans la ﬁgure 5.8. Dans ces cas là
les performances de ΛMI restent acceptables. En fait, le choix ΛMI rend l’algo-
rithme mBP strictement équivalent à BP avec des observations directes. Dans
le cas présent cela correspond à un algorithme plus stable puisque BP converge
très rapidement sur un arbre quelle que soit la connectivité de celui-ci.
5.4 Conclusion
Dans ce chapitre nous avons proposé un manière minimale de modéliser
les interactions entre variables aléatoires réelles à partir d’une information
constituée de
– une fonction de répartition par variable réelle ;
– une matrice de covariance incomplète.
En un certain sens il s’agit d’un équivalent en termes d’indicatrices binaires
de la modélisation par un vecteur gaussien. Cette dernière sera abordée dans
le chapitre suivant.
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Figure 5.8 : Même expérience et même légende que la ﬁgure 5.6. Les arbres
sont constitués de 100 variables et correspondent à une connectivité n = 10.
Le choix de la fonction de répartition comme fonction d’encodage et de
son inverse comme fonction de décodage semble le meilleur dès lors que la
connectivité du graphe reste raisonnable. Au delà d’une certaine connectivité,
qui semble dépendre de la distribution des variables réelles, l’algorithme mBP
devient trop peu eﬃcace face à des corrélations fortes et le choix d’un encodage
déterministe ΛMI est préférable.
Une fois le choix de la fonction d’encodage arrêtée et les marginales de
paires pij estimées de nombreux choix sont possibles pour déﬁnir le modèle
d’Ising latent. Le choix de ce dernier dépend de la nature des données considé-
rées et nécessite des tests sur données réelles. Cependant les résultats présen-
tés ici permettent d’être assez optimiste pour l’application de notre méthode
à des données de traﬁc routier, la modélisation binaire sous-jacente y étant
assez naturelle.
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Annexes
5.A Généralisation du critère de maximisation de
l’entropie
Si l’on choisit d’utiliser la fonction de décodage ΓD, il paraît intéressant
de construire des fonctions d’encodage Λ basées sur un principe de maximum
d’entropie retournant autre chose que la médiane comme prédiction de base,
i.e. en l’absence d’observations. Pour cela, considérons le nouveau problème
variationnel suivant : étant donné un « prédicteur optimal » θˆ(X) = x∗ de la
variable X, on se restreint aux fonctions d’encodage qui vériﬁent
P(σ = 1) =
∫
X
Λ(x)f(x)dx = Λ(x∗), (5.20)
ou, en intégrant par parties,∫
X
(
1{x≤x∗} + F (x)
)
Λ′(x)dx = 1,
car on a Λ(x∗) =
∫
X 1{x≤x∗}Λ
′(x)dx. La contrainte (5.20) fournit bien des
fonctions d’encodage avec une prédiction de base optimale lorsque l’on utilise
ΓD. La proposition suivante montre que cela conduit à une fonction d’encodage
explicite.
Proposition 5.6. Supposons que X admette une densité. La fonction d’en-
codage Λx
∗
S qui maximise l’entropie, relativement à la mesure uniforme, sous
les contraintes (5.2) et (5.20) est
Λx
∗
S (x) =
1
α
log (αF (x) + 1) ,∀x ≤ x∗
Λx
∗
S (x) = 1 +
1
α
log (α(F (x)− 1) + 1) ,∀x > x∗,
où α est l’unique solution de
F (x∗) =
1 + eα(α− 1)
α(eα − 1)
. (5.21)
On remarque que, lorsque α → 0, F (x∗) → 1/2 et Λx∗S → F , ce qui est
cohérent avec le résultat de la proposition 5.3.
Démonstration. L’entropie que l’on considère ici est
S(Λ(X)) = S(U) = −
∫ 1
0
hΛ(u) log hΛ(u)du,
avec hΛ la densité de U
hΛ(u) =
f(Λ−1(u))
Λ′(Λ−1(u))
.
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En eﬀectuant le changement de variable x = Λ−1(u), l’entropie s’exprime alors
S(U) = −
∫
X
f(x) log
f(x)
Λ′(x)
dx.
L’ajout de la contrainte (5.20) conduit au lagrangien suivant :
L(Λ′, α, β) =
∫
X
f(x) log
f(x)
Λ′(x)
dx+ β
(∫
X
Λ′(x)dx− 1
)
+ α
(∫
X
(
1{x≤x∗} + F (x)
)
Λ′(x)dx− 1
)
.
Les points stationnaires ( δLδΛ′(x) = 0) correspondent à
−
f(x)
Λ′(x)
+ α
(
F (x) + 1{x≤x∗}
)
+ β = 0,
et on obtient donc
Λ′(x) =
f(x)
α
(
F (x) + 1{x≤x∗}
)
+ β
.
La fonction d’encodage optimale Λ est ﬁnalement de la forme
Λ(x) =
1
α
log
(
α(F (x) + 1) + β
α+ β
)
,∀x ≤ x∗
Λ(x) = Λ(x∗) +
1
α
log
(
αF (x) + β
αF (x∗) + β
)
,∀x > x∗.
En imposant les contraintes, on obtient α + β = 1, et (5.21). Quel que soit
x∗ l’équation (5.21) admet une unique solution. En eﬀet la fonction g qui
constitue son terme de droite est une fonction strictement croissante de α
dont l’image est le segment [0, 1]. Pour le prouver regardons sa dérivée pour
x Ó= 0
g′(x) = −
ex
ex − 1
+
1
x2
=
(
1
x
−
ex/2
ex − 1
)(
1
x
+
ex/2
ex − 1
)
,
qui se simpliﬁe sous la forme
g′(x) =
(
1
x
−
1
2 sinh(x/2)
)(
1
x
+
ex/2
ex − 1
)
.
Le terme de droite est du signe de x comme somme de termes de même signe.
De plus, la fonction sinh est convexe sur [0,+∞[ et concave pour ]−∞, 0]. On
a donc les inégalités suivantes 2 sinh(x/2) > x pour x > 0 et 2 sinh(x/2) < x
pour x < 0 ce qui permet de conclure que g′ est strictement positive sur R∗ et
donc que (5.20) admet une unique solution quelle que soit la valeur de x∗.
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5.B Généralisation du critère de minimisation de
l’erreur de décodage
Le critère conduisant à ΛDE n’a de sens que si l’on utilise le décodage
ΓD. Cependant, la prédiction de base correspondante n’a aucune propriété
notable et en particulier, elle n’est pas optimale pour les normes L1 ou L2,
sauf exception. Il est alors naturel de vouloir ajouter la contrainte (5.20),
comme dans le cas du critère entropique. Malheureusement, l’ajout de cette
contrainte ne conduit pas à une forme explicite de la solution. Écrivons le
lagrangien du nouveau problème que l’on considère
L(Λ′, α, γ) =
∫
X
f(x)
Λ′(x)
dx+ α
(∫
X
(
1{x≤x∗} + F (x)
)
Λ′(x)dx− 1
)
+ γ
(∫
X
Λ′(x)dx− 1
)
.
L’équation de point stationnaire ( ∂L∂Λ′(x) = 0) est
f(x)
Λ′(x)2
= α
(
1{x≤x∗} + F (x)
)
+ γ,
ce qui permet d’obtenir la forme de Λ′
Λ′(x) =
√√√√ f(x)
α
(
1{x≤x∗} + F (x)
)
+ γ
.
À la diﬀérence la fonction ΛDE décrite à la proposition 5.4, on ne peut ici
exprimer Λ explicitement, avant de la calculer numériquement. En eﬀet, la
présence des multiplicateurs de Lagrange α et γ dans Λ′ impose d’utiliser un
schéma itératif pour leur estimation. On déﬁnit le vecteur y def= (α, γ) et la
fonction h : R2 Ô→ R2
h(y)
def
=

∫
X
(
1{x≤x∗} + F (x)
)
Λ′(x)dx− 1∫
X
Λ′(x)dx− 1
 .
On peut, par exemple, proposer un schéma basé sur l’algorithme de New-
ton multidimensionnel qui consiste, à partir de multiplicateurs de Lagrange
initiaux, à résoudre le système
∇h(yn)(yn+1 − yn) = −h(yn),
pour déterminer yn+1. A chaque itération, il est donc nécessaire de recalculer
h(yn) et ∇h(yn). Numériquement il est donc nécessaire à chaque itération de
calculer 5 sommes distinctes, 3 pour ∇h(yn) et 2 pour h(yn) et de résoudre
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un système linéaire d’ordre 2. Le nombre de termes de ces sommes dépend
directement de la discrétisation choisie pour la densité f . Ce type de schéma
est cependant très instable et sa convergence très dépendante du choix du
point initial. Pour ﬁnir donnons la forme explicite du gradient ∇h(yn)
∂h1
∂α
=
∫
X
−
(
1{x≤x∗} + F (x)
)2
Λ′(x)dx
2
(
α
(
1{x≤x∗} + F (x)
)
+ γ
)
∂h1
∂γ
=
∫
X
−
(
1{x≤x∗} + F (x)
)
Λ′(x)dx
2
(
α
(
1{x≤x∗} + F (x)
)
+ γ
)
∂h2
∂α
=
∂h1
∂γ
∂h2
∂γ
=
∫
X
−Λ′(x)dx
2
(
α
(
1{x≤x∗} + F (x)
)
+ γ
) .

Chapitre 6
Modèle gaussien
On s’intéresse dans ce chapitre à la construction d’un modèle gaussien
pour résoudre le problème d’inférence à partir de données incomplètes décrit
au chapitre 1. L’objectif est donc de modéliser un champ markovien à valeurs
réelles X par un vecteur gaussien. Cette modélisation est une alternative à
l’approche par le modèle d’Ising développée aux chapitres 4 et 5. Les modèles
d’Ising sont en eﬀet plus à même de représenter des distributions multimodales
alors qu’un modèle gaussien est par nature unimodale. Cependant le modèle
gaussien possède l’avantage d’encoder naturellement des variables réelles, ce
qui n’est pas le cas du modèle d’Ising. On suppose que le vecteur aléatoire X
suit une loi centrée, i.e.
E[X] = 0.
Suivant les cas on supposera que les observations historiques du vecteur X
sont de deux types :
– complètes : c’est-à-dire que l’on possède K observations indépendantes
du vecteur X.
– incomplètes : c’est-à-dire que les K observations ne concernent pas le
vecteur X en entier. Chaque observation nous révèle seulement la valeur
d’un sous-vecteur de X.
Dans le cas d’observations complètes on peut calculer une estimation complète
Σ̂ de la matrice de covariance de X. Dans le cas d’observations incomplètes
cela n’est pas toujours possible. En particulier si aucun des sous-vecteurs des
K observations ne contient le vecteur (Xi, Xj) nous n’aurons alors pas d’es-
timation de la covariance cov(Xi, Xj). Ce dernier cas nous intéresse parti-
culièrement puisqu’il modélise assez bien la forme des données provenant de
véhicules sondes. Dans ce cas là les seules observations disponibles sont celles
de paires voisines sur le graphe physique. Ce cas de données incomplètes va
donc nous fournir naturellement une estimation incomplète de la matrice de
covariance deX. Notons que cette distinction est une propriété caractéristique
de la nature des données et n’est pas liée à la quantité de données disponibles.
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Dans tous les cas on résumera les données disponibles sous la forme suivante{
XVk = x
k
}
k∈{1,...,K} , (6.1)
où XVk représente le sous-vecteur de X observé.
On rappelle que l’on souhaite utiliser le modèle construit à partir des ces
observations pour être capable de prédire en temps réel le comportement du
vecteur X. En particulier, on souhaite pour une observation du type XS = x
avec S un sous-ensemble non choisi de V être capable de prédire le comporte-
ment des variables non observées. Supposons un instant que l’on ait construit
un modèle de Gauss-Markov deX par une méthode qui reste à déterminer. Une
manière simple de résoudre ce problème d’inférence en temps réel est d’uti-
liser l’algorithme Gaussian Belief Propagation (GaBP, décrit à la section 2.6
page 40). Les observations XS = x sont alors des observations certaines, au
sens du chapitre 4. Il n’est donc pas nécessaire d’utiliser un algorithme du
type mBP, il suﬃt d’utiliser l’algorithme GaBP sur la loi conditionnelle aux
observations. On rappelle que lorsque l’algorithme GaBP converge il fournit
les moyennes exactes des lois marginales du modèle.
On va proposer ici une méthode de construction d’un modèle gaussien du
vecteur X la plus précise possible – en un sens encore à déﬁnir – et qui soit
compatible avec l’algorithme GaBP. On parlera de compatibilité avec l’algo-
rithme GaBP lorsque l’algorithme converge en l’absence d’observations. En
pratique, si un modèle est compatible avec GaBP alors ses lois conditionnelles
le sont aussi.
Nous avons supposé au chapitre 5 que le graphe G = (V,E) était connu.
Dans ce chapitre nous allons relâcher cette hypothèse et notre méthode es-
timera à la fois la structure de G ainsi que les paramètres du modèle. En
particulier, on pourrait envisager d’utiliser les méthodes décrites dans ce cha-
pitre dans le but obtenir une structure de dépendance pour le modèle d’Ising
du chapitre précédent.
Dans le cas d’un vecteur gaussien Y, le graphe de dépendance G est déter-
miné par la matrice de covariance inverse Σ−1. En eﬀet, lorsque la matrice de
covariance Σ de Y est régulière – c’est-à-dire inversible – on a l’équivalence
suivante
Yi ⊥⊥ Yj | YV\{i,j} ⇔
(
Σ−1
)
ij
= 0.
Une preuve de cette équivalence est fournie par Lauritzen [61, p. 129]. Le
support de la matrice Σ−1, qu’on appellera matrice de précision, contient
donc toute l’information sur la structure de dépendance du champ markovien.
Dans la suite, pour une matrice symétrique M on notera Supp(M) le graphe
déﬁnit par son support, i.e.
(i, j) ∈ Supp(M)⇔Mij Ó= 0 et i Ó= j.
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Dans le cas général du vecteur aléatoire quelconque, les coeﬃcients de la
matrice de précision s’interprètent comme l’opposé des corrélations partielles
entre variables [61, p. 130].
C’est cette matrice de précision Σ−1 – qui est donc la paramétrisation
naturelle du modèle gaussien – que l’on va chercher à estimer dans ce chapitre.
On cherche donc à construire une estimation de la matrice de précision de
X qui soit compatible avec l’algorithme Gaussian Belief Propagation (GaBP).
L’algorithme GaBP, tout comme BP, peut rencontré des problèmes de conver-
gence lorsque le graphe comporte de cycles. En particulier, dans le cas de
GaBP, ce sont les cycles frustrés, c’est-à-dire les cycles le long desquels le pro-
duit des corrélations est négatif, qui posent problème [68]. L’algorithme GaBP
se comportera donc mieux, en terme de vitesse d’exécution et de propriétés
de convergence, lorsque la structure du graphe est creuse. On parlera ici de
graphe creux lorsque le nombre d’arc du graphe est proportionnel au nombre
de sommets.
De nombreuses méthodes existent pour obtenir une estimation creuse de
la matrice de précision Σ−1. Elles se basent en général sur une maximisation
d’une version pénalisée de la log-vraisemblance L, c’est-à-dire une résolution
du problème de maximisation
max
Σ≻0
L(Σ−1)− λP (Σ−1),
où P est la fonction de pénalisation qui permet d’imposer une structure creuse
à la matrice de précision. Le coeﬃcient λ représente le compromis entre le degré
de parcimonie de la matrice Σ−1 et son accord aux données. Les fonctions de
pénalisation considérées se basent en général sur la norme L0 ou L1 de la
matrice Σ−1. L’approche utilisant la norme L1 comme pénalisation a d’abord
été introduite par Tibshirani [93] dans le cadre de l’estimation par la méthodes
des moindres carrés sous le terme de régression Lasso. Cette approche a ensuite
été étendue au problème d’estimation d’une matrice de précision par Friedman
et al. [30].
La norme L0 compte tout simplement le nombre d’entrées non nulles de
la matrice Σ−1. C’est un choix naturel de représentation de la structure de la
matrice de précision. Cependant comme la norme L0 n’est ni continue ni diﬀé-
rentiable, la résolution exacte du problème de maximisation est un problème
combinatoire NP-diﬃcile. Seules des méthodes approchées peuvent donc être
mises en œuvre. Une première classe de méthode approchée consiste à utili-
ser une approximation continue de la norme L0 comme décrit par Dicker et
al. [63].
L’approche que l’on va proposer ici est une heuristique gloutonne de ré-
solution du problème de maximisation. On propose deux procédures itéra-
tives, basées sur l’algorithme iterative proportionnal scaling (IPS) [62], pour
construire une estimation creuse de la matrice de précision. L’aspect local
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de notre procédure va nous permettre d’imposer des contraintes qui garan-
tissent une meilleure compatibilité avec l’algorithme GaBP. On a montré ex-
périmentalement que nos méthodes sont compétitives par rapport à ces autres
approches basées sur une pénalisation L1 ou L0 approchée [32].
On commence par introduire dans la section 6.1 la fonction objectif que
l’on optimise itérativement. Dans le cas d’observations complètes du vecteurX
cette fonction correspond simplement à la log-vraisemblance des observations.
La perturbation optimale d’une paire de variables vis-à-vis de cette fonction,
ainsi que son eﬀet, sont alors très simples à calculer (section 6.1.3). Ces pertur-
bations correspondent aux itérations de l’algorithme IPS. Dans le cas général,
cette fonction objectif est déﬁnie à partir d’une mesure empirique dont la
nature est décrite à la section 6.2. La section 6.3 décrit quelques méthodes
simples permettant de vériﬁer qu’une perturbation de paire est compatible
avec l’algorithme GaBP.
Deux procédures basées sur ces principes sont ensuite présentées dans la
section 6.4. Ces dernières fournissent toute une famille d’estimations creuses
de la matrice de précision de X. On conclut enﬁn le chapitre par quelques
expérimentations numériques (section 6.5).
6.1 Une fonction objectif basée sur la
vraisemblance des observations
Commençons par introduire quelques notations qui nous seront utiles pour
ce chapitre.
Notations. Soit i et j deux éléments de V etM une matrice carrée associée
aux éléments de V. La notation M ≻ 0 indique que la matrice M est déﬁnie
positive. M{i,j} désigne la sous-matrice suivante :
M{i,j}
def
=
[
Mii Mij
Mji Mjj
]
.
Lorsque l’on combinera cette notation avec l’inversion de matrice on supposera
que l’inversion est eﬀectuée en second, i.e.
M−1{i,j} =
(
M{i,j}
)−1
.
Enﬁn, si N est une matrice de taille 2×2 associée aux sommets i et j de V, on
note [N] la matrice de taille |V| × |V| dont tous les éléments valent 0 exceptés
ceux correspondant aux entrées i et j{
[N]kℓ = 0, si (k, ℓ) /∈ {i, j}2
[N]kℓ = Nkℓ, sinon.
6.1. Une fonction objectif basée sur la vraisemblance des observations 135
On généralise naturellement ces notations au cas d’un sous-ensemble quel-
conque de V. Par exemple, pour V′ ⊂ V on a{
[NV′ ]kℓ = 0, si (k, ℓ) /∈ V′ × V′
[NV′ ]kℓ = Nkℓ, sinon.
6.1.1 Expression exacte de la log-vraisemblance
On rappelle que les observations (6.1) de notre champ markovien gaussien
X sont incomplètes. Comme nous allons le voir, il est de ce fait diﬃcile de
maximiser directement leur vraisemblance.
Pour exprimer la vraisemblance associée aux observations (6.1) il est tout
d’abord nécessaire de connaître la densité de probabilité marginale associée à
un sous-vecteur XVk . Si le vecteur X suit une loi normale N (0,A
−1), avec
A = Σ−1 sa matrice de précision, la densité fA du vecteur X est alors
fA(x)
def
=
√
det(A)
(2π)n
exp
(
−
1
2
〈x,Ax〉
)
. (6.2)
Pour déterminer une loi marginale de X il suﬃt de considérer la sous-matrice
de covariance correspondante. On a donc
XVk ∼ N (0,ΣVk),
et la densité marginale du sous-vecteur XVk est donc fΣ−1
Vk
. Puisque l’on sup-
pose que les K observations sont indépendantes on peut maintenant donner
l’expression de la log-vraisemblance LA des observations (6.1).
LA({x
k}k∈{1...K}) =
1
2
K∑
k=1
(
log detΣ−1Vk −
〈
xk,Σ−1Vkx
k
〉)
+ κ, (6.3)
où κ est une constante qui ne dépend pas de la matrice A. La forme de la
vraisemblance (6.3) est diﬃcile à utiliser du fait de la présence des inverses de
sous-matrices de Σ. En particulier les termes des produits scalaires ne peuvent
être regroupés par paires de variables car ils correspondent à des matrices ΣVk
diﬀérentes.
On rappelle que notre but est de construire un algorithme glouton consi-
dérant les perturbations de A associées à des paires de variables. Ceci va être
trop délicat à réaliser en regardant directement la vraisemblance. Nous al-
lons cependant nous inspirer de l’expression de la vraisemblance dans le cas
d’observations complètes pour déﬁnir notre fonction objectif.
Cas d’observations complètes. Supposons pour quelques instants que
pour tout k, Vk = V ; c’est-à-dire que chaque observation est complète. La
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log-vraisemblance de ces observations LA s’exprime alors comme
LA({x
k}k∈{1...K}) =
K∑
k=1
log fA(x
k),
avec fA la densité d’une loi normale N (0,A−1) donnée en (6.2). Dans ce cas,
il peut être commode de ré-exprimer la log-vraisemblance LA sous la forme
LA({x
k}k∈{1...K}) =
∫
log(fA(x))µˆ
c(x)dx, (6.4)
où µˆc est la mesure empirique suivante :
µˆc(x)
def
=
1
K
K∑
k=1
∏
i∈V
1{xi=xki }. (6.5)
On utilisera aussi la notation L(µˆc,A) pour désigner la log-vraisemblance
LA({x
k}k∈{1...K}). Cette notation sous-entend que toute l’information des xk
est incluse dans la mesure µˆc.
L’expression (6.4) de la log-vraisemblance est plus compacte mais elle est
surtout plus facile à manipuler comme l’on s’en rendra compte dans la sec-
tion 6.1.3. C’est cette forme qui nous donne l’intuition de la fonction déﬁnie
dans la section suivante et que l’on utilise pour traiter le cas de données in-
complètes.
6.1.2 Log-vraisemblance associée à une mesure empirique
On revient ici au cas de données incomplètes (6.1). L’expression exacte
de la log-vraisemblance (6.3) étant trop diﬃcile à utiliser on va déﬁnir ici
une nouvelle fonction pour jouer son rôle. En s’inspirant de la forme de la
log-vraisemblance (6.4) dans le cas de données complètes on propose ici de
maximiser une quantité du même type. On déﬁnit celle-ci vis-à-vis d’une me-
sure empirique µˆ
L(µˆ,A)
def
=
∫
log(fA(x))µˆ(x)dx. (6.6)
Avant de revenir sur la déﬁnition exacte de la mesure empirique µˆ associée
aux observations (6.1), précisons la forme de la fonction L(µˆ,A) :
L(µˆ,A) =
∫
log (fA(x)) µˆ(x)dx
=
1
2
log det(A)−
1
2
∫
〈x,Ax〉 µˆ(x)dx+ κ
=
1
2
log det(A)−
1
2
Eµˆ [〈x,Ax〉] + κ,
où κ est une constante qui ne dépend pas de la matrice de précision A. Si
l’on développe le produit scalaire dans l’espérance on obtient une somme de
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termes de la forme « Aijxixj ». Par linéarité de l’espérance on voit donc que
la quantité Eµˆ [〈x,Ax〉] et donc L(µˆ,A) ne dépendent de µˆ qu’à travers sa
matrice de covariance. On obtient au ﬁnal
L(µˆ,A) =
1
2
log det(A)−
1
2
∑
(i,j)∈V2
AijEµˆij [XiXj ] + κ.
Dans le cas où la mesure µˆ est gaussienne ce résultat est évident, puisque la
mesure jointe est déterminée de manière unique par sa matrice de covariance.
On note dans la suite Σˆ la matrice de covariance associée à la mesure µˆ.
Si dans le cas d’observations complètes la déﬁnition d’une mesure empi-
rique était triviale ce n’est pas le cas ici. En eﬀet, l’analogue de (6.5) s’écrit
alors
µˆp(x) =
1
K
K∑
k=1
∏
i∈Vk
1{xi=xki },
qui n’est pas normalisée (
∫
µˆp(x)dx = +∞) dès lors qu’il existe des observa-
tions incomplètes. Pour déﬁnir (6.6) en toute rigueur, il est donc nécessaire de
faire d’avoir une version normalisée de µˆp. Pour cela on peut faire une supposi-
tion sur la distribution des variables non observées ou de manière équivalente
introduire des termes de régularisation. On obtient alors
µˆ(x) =
1
K
K∑
k=1
∏
i∈Vk
1{xi=xki }ν(xV\Vk |xVk).
La détermination exacte de cette mesure empirique jointe est une question
diﬃcile. D’un point de vue théorique la perte induite par la substitution de la
version (6.6) à la place de la log-vraisemblance exacte (6.3) n’est pas quantiﬁée.
On verra cependant à la section 6.2 qu’asymptotiquement, lorsque les données
manquantes sont déterminées d’une manière indépendante du vecteur aléatoire
X, cette perte devient nulle.
Insistons encore sur le fait que l’on a pas fait d’hypothèses sur la distribu-
tion de X. La fonction objectif que l’on va maximiser ne s’appuie que sur la
matrice de covariance de X.
6.1.3 Modification optimale d’une paire (i, j)
Supposons ici que l’on ait une estimation de la matrice de précision A et
que l’on cherche à optimiser, au sens de L(µˆ, ·), l’interaction entre une paire de
variables (Xi, Xj). On souhaite maximiser la variation de log-vraisemblance
L en restant dans la même famille de modèle. Cela revient à chercher une
nouvelle matrice A′ dont la densité fA′ correspond à une perturbation de fA
par une fonction Ψij . Plus précisément la nouvelle densité jointe s’exprime
comme
fA′(x) = fA(x)Ψij(xi, xj). (6.7)
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On utilise dans la suite la notation
µˆij(xi, xj)
def
=
∫
µˆ(x)dxV\{i,j},
qui correspond à la marginale de µˆ associée à la paire (i, j). De même, on
notera f ij
A
la marginale de fA associée à la paire (i, j). La proposition suivante
explicite la fonction Ψij recherchée ainsi que la variation de vraisemblance
associée.
Proposition 6.1. La perturbation (6.7) optimale au sens de L(µˆ, ·) corres-
pond à la fonction Ψˆij(xi, xj) suivante,
Ψˆij(xi, xj) =
f
Σ̂
−1
{i,j}
(xi, xj)
f
Σ
−1
{i,j}
, (6.8)
où Σ(µˆij) est la matrice de covariance associée à la mesure empirique µˆij. De
plus, la variation ∆L de la log-vraisemblance s’exprime comme
∆L
def
= L(µˆ,A′)− L(µˆ,A)
= DKL(fΣ̂−1
{i,j}
||f
Σ
−1
{i,j}
). (6.9)
Démonstration. Calculons la log-vraisemblance associée à la densité fA′ (6.7)
L(µˆ,A′) =
∫
log(fA′(x))µˆ(x)dx
=
∫
log (fA(x)Ψij(xi, xj)) µˆ(x)dx
= L(µˆ,A) +
∫
logΨij(xi, xj)µˆ
ij(xi, xj)dxidxj .
On en déduit donc la variation ∆L de la log-vraisemblance
∆L =
∫
log (Ψij(xi, xj)) µˆ
ij(xi, xj)dxidxj ,
=
∫
log
(
Ψij(xi, xj)f
ij
A
(xi, xj)µˆ
ij(xi, xj)
f ij
A
(xi, xj)µˆij(xi, xj)
)
µˆij(xi, xj)dxidxj ,
=
∫
log
(
f ij
A′
(xi, xj)µˆ
ij(xi, xj)
f ij
A
(xi, xj)µˆij(xi, xj)
)
µˆij(xi, xj)dxidxj ,
= DKL(µˆ
ij‖f ij
A
)−DKL(µˆ
ij‖f ij
A′
).
Maximiser la variation ∆L revient donc à trouver la meilleure approximation
gaussienne de µˆij au sens de la divergence de Kullback-Leibler. Ceci est un
résultat classique et on a
f ij
A′
∼ f
Σ̂
−1
{i,j}
.
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Pour une preuve on renvoie à Herbrich [44]. On obtient donc la forme de la
perturbation optimale (6.8). Il ne reste alors plus qu’à expliciter la variation
∆L correspondante
∆L =
∫
log
fΣ̂−1{i,j}(xi, xj)
f ij
A
(xi, xj)
 µˆij(xi, xj)dxidxj .
On rappelle que L est invariante pour toutes les mesures de même matrice de
covariance. Pour calculer ∆L on peut donc substituer µˆij par la loi f
Σ̂
−1
{i,j}
, on
obtient alors l’expression (6.9).
C’est cette entropie relative DKL(fΣ̂−1
{i,j}
||f ij
A
) qui sera le critère principal
qui nous permettra de trier les diﬀérentes paires de variables candidates.
Avant de continuer il est nécessaire de s’assurer que la nouvelle matrice de
précisionA′ ainsi obtenue déﬁnie bien un modèle valide, c’est-à-dire qu’elle est
bien déﬁnie positive. La perturbation Ψˆij correspond à remplacer la matrice
de précision A par la matrice A′ avec
A′ = A+
[
Σ̂−1{i,j} −Σ
−1
{i,j}
]
def
= A+
[
Vij
]
. (6.10)
La proposition suivante montre que, lorsque Σ̂{i,j} est régulière, la matrice A′
est en fait toujours déﬁnie positive.
Proposition 6.2. Soit A une matrice précision et Σ la matrice de covariance
associée. Alors la matrice A′, déﬁnie selon (6.10), est déﬁnie positive dès lors
que Σ(µˆij) est une matrice symétrique déﬁnie positive.
Les propositions 6.1 et 6.2 ne sont en fait que des cas particuliers d’un
principe plus général. Elles se généralisent à des perturbations d’ordre supé-
rieur et on obtient alors l’algorithme IPS décrit par Speed et Kiiveri dans le
cas gaussien [87].
Démonstration. Considérons les matrices A′(α) pour α ∈ [0, 1] telles que
A′(α) def= A+ α
[
Vij
]
.
On rappelle que le spectre d’une matrice est une fonction continue de ses
coeﬃcients. Ce résultat découle de la continuité des racines d’un polynôme en
tant que fonction de ses coeﬃcients (voir par exemple Uherka et Sergott [95]).
On va prouver que la fonction α → det(A′(α)) ne s’annule pas sur [0, 1] et
donc que A′ = A′(1) est bien déﬁnie positive.
La matrice A est inversible, car déﬁnie positive, et on a donc
det
(
A′(α)
)
= det (A) det
(
I+ αA−1
[
Vij
])
def
= det (A)Q(α),
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avec Q un polynôme de degré deux. L’expression de Q se simpliﬁe en utilisant
le fait que [Vij ] est non nulle uniquement sur le bloc i, j. On obtient donc le
déterminant d’une matrice 2× 2 suivant
Q(α) = 1 + αTr
(
VijΣ{i,j}
)
+ α2 det
(
VijΣ{i,j}
)
= α2 det
(
VijΣ{i,j} +
1
α
I
)
= α2 det
(
Σ̂−1{i,j}Σ{i,j} −
α− 1
α
I
)
.
Le polynôme Q (et donc det(A′(α))) ne s’annule donc pas sur [0, 1] si et
seulement si la matrice produit Σ̂−1{i,j}Σ{i,j} est déﬁnie positive. On sait déjà
que le produit de ses valeurs propres, c’est-à-dire son déterminant, est positif
car Σ̂{i,j} et Σ{i,j} sont toutes deux déﬁnies positives. Regardons la somme
de ses valeurs propres, c’est-à-dire sa trace :
Tr
(
Σ̂−1{i,j}Σ{i,j}
)
= ΣiiUii +ΣjjUjj + 2ΣijUij ,
en notant Uij les termes de Σ̂−1{i,j}. Pour conclure remarquons que(
ΣiiUii +ΣjjUjj
2
)2
=
U2iiΣ
2
ii + U
2
jjΣ
2
jj
4
+ ΣiiΣjjUiiUjj
≥ ΣiiΣjjUiiUjj
≥ Σ2ijU
2
ij ,
car les matrices Σ̂−1{i,j} et Σ{i,j} sont déﬁnies positives ce qui implique que
ΣiiΣjj ≥ Σ
2
ij et UiiUjj ≥ U
2
ij .
En outre, Σ̂{i,j} et Σ{i,j} sont des matrices de covariances, leurs termes diago-
naux sont donc positifs. On a donc Tr
(
Σ{i,j}Σ̂−1{i,j}
)
> 0 dès lors que ni Σ̂{i,j}
ni Σ{i,j} ne sont dégénérées. La matrice A′ est donc déﬁnie positive.
6.2 Spécification de la mesure empirique
Aﬁn de pouvoir mettre en œuvre l’approche proposée ici il va être néces-
saire de spéciﬁer plus avant cette mesure empirique µˆ. On a vu à la section
précédente que la fonction L que l’on optimise est invariante sur la classe des
mesures empirique µˆ possédant la même matrice de covariance Σ̂.
On ne va donc pas chercher à spéciﬁer plus précisément cette mesure em-
pirique µˆ que par sa matrice de covariance Σ̂. On va maintenant spéciﬁer
la manière dont on construit les sous-matrices de Σ̂ à partir d’observations
incomplètes (6.1).
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Pour S ⊂ V on introduit l’ensemble OS des observations pour lesquelles
tout le vecteur XS est observé :
OS
def
= {k ∈ {1, . . . ,K} | S ⊂ Vk} .
Supposons que l’ensemble Vk soit déterminé d’une manière aléatoire indépen-
dante des valeurs prises par le vecteur X, hypothèse dite MCAR 1 qui est dé-
crite, entre autres, par Little et Rubin [64]. Sous réserve que limK→+∞ |OS | =
+∞, la loi forte des grands nombres nous fournit le résultat suivant
Σ̂S
def
=
1
|OS |
∑
k∈OS
txkS x
k
S
p.s.
−−→ ΣS . (6.11)
Déﬁnissons les estimateurs de variance covariance basés sur les ensembles OS .
cˆSi,j
def
=
1
|OS |
∑
k∈OS
xki x
k
j .
Pour les estimateurs des variances on utilise la notation cˆSi
def
= cˆSi,i. Puisque
l’on s’intéresse ici aux interactions de paires, la loi des grands nombres (6.11)
implique les convergences suivantes, dès que limK→+∞ |O{i,j}| = +∞
c
{i}
i
p.s.
−−→ var(Xi),
c
{i,j}
i,j
p.s.
−−→ cov(Xi, Xj),
c
{i,j}
i
p.s.
−−→ var(Xi).
(6.12)
Supposons que l’on souhaite déﬁnir les marginales µˆij de la mesure em-
pirique µˆ à partir des estimateurs Σ̂{i,j}. La question naturelle qui se pose
alors est : existe-t-il une mesure empirique µˆ dont les marginales vériﬁent les
contraintes imposées ?
Asymptotiquement la réponse est oui, du fait de la convergence (6.11). En
eﬀet tous ces estimateurs tendent vers les sous-matrices de covariances de X,
il existe donc une mesure empirique µˆ dont les marginales sont Σ̂{i,j} : la loi
de X.
Cependant, lorsque le nombre d’observations K est ﬁni la réponse est non.
Le choix cov(µˆij) = Σ̂{i,j} correspond en eﬀet à des marginales non compa-
tibles. On a alors
PX
(
c
{i,j}
i Ó= c
{i,k}
i
)
= 1,
dès que O{i,j} Ó= O{i,k}. C’est-à-dire que les variances selon les diﬀérentes
paires sont presque sûrement diﬀérentes. Un premier pas nécessaire à l’exis-
tence d’une mesure jointe µˆ est de construire des estimateurs Σ{i,j} compa-
tibles. On peut alors proposer de calculer chaque quantité, variance ou cova-
riance, avec l’intégralité des données disponibles
Σ̂1{i,j}
def
=
 c{i}i c{i,j}i,j
c
{i,j}
i,j c
{j}
j
 .
1. « Missing Completly At Random ».
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Cet estimateur fournit bien des variances compatibles puisque celles-ci ne sont
calculées qu’une seule fois. Cependant, l’estimateur Σ̂1{i,j} peut ne pas corres-
pondre à une matrice déﬁnie positive comme cela a été observé par Mat-
thai [69]. Le problème est que la corrélation c{i,j}i,j /
√
c
{i}
i
c
{j}
j
peut prendre des
valeurs hors de l’intervalle [−1, 1]. Un estimateur classique pour remédier à
ce problème consiste à calculer le coeﬃcient de corrélation entre Xi et Xj
en utilisant toutes les données disponibles puis à multiplier le résultat par la
moyenne géométrique des variances. On obtient alors l’estimateur suivant
Σ̂m{i,j}
def
=

c
{i}
i c
{i,j}
i,j
√
c
{i}
i
c
{j}
j√
c
{i,j}
i
c
{i,j}
j
c
{i,j}
i,j
√
c
{i}
i
c
{j}
j√
c
{i,j}
i
c
{i,j}
j
c
{j}
j
 , (6.13)
qui correspond à une matrice presque sûrement déﬁnie positive. De plus les
convergences (6.12) impliquent que√
c
{i}
i c
{j}
j√
c
{i,j}
i c
{i,j}
j
p.s.
−−→ 1,
ce qui fournit la consistance forte Σ̂m{i,j}
p.s.
−−→ Σ{i,j}.
L’astuce de calcul menant à cet estimateur ne résout cependant pas tous
les problèmes. Notons Σ̂m l’estimateur de la matrice de covariance complète
agrégeant les estimations Σ̂m{i,j} de ses sous-matrices. Cet estimateur ne fournit
pas toujours une matrice déﬁnie positive comme cela est décrit par Little et
Rubin [64, p. 54-55].
La question générale de l’existence d’une mesure jointe µˆ, gaussienne ou
non, telle que
∀(i, j) ∈ E, cov(µˆij) = Σ̂m{i,j}, (6.14)
est une question diﬃcile. Lorsque la matrice Σ̂m est déﬁnie positive la réponse
est triviale et il existe une mesure µˆ correspondant à la loi N (0, Σ̂m). Lorsque
ce n’est pas le cas cela signiﬁe que, si une telle mesure µˆ existe, elle n’est pas
gaussienne. Ce problème d’existence d’une mesure jointe est assez peu étudié
dans la littérature. Citons notamment les travaux de Arnold et al. [6] ou de
Gelman et Speed [37] mais qui s’intéressent plus à l’existence d’une mesure
jointe compatible avec des lois conditionnelles.
Revenons à notre problème d’estimation itérative d’une approximation
creuse de Σ−1, la matrice de précision de X. Pour cela il n’est pas nécessaire
de déﬁnir la mesure plus précisément que par sa matrice de covariance. Il est
même possible de ne pas posséder d’estimation complète de cette matrice de
covariance, certaines valeurs peuvent être manquantes. On ne pourra alors
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pas envisager l’ajout d’un arc pour l’entrée manquante de la matrice de cova-
riance. On suppose seulement dans la suite que pour les paires (i, j) telles que
|O{i,j}| Ó= 0 on a cov(µˆij) = Σ̂m{i,j}.
Il est en fait maintenant possible de ré-exprimer le problème que l’on
cherche à résoudre sous la forme suivante : est-il possible de trouver une loi
jointe de X vériﬁant les contraintes (6.14) et qui soit compatible avec l’algo-
rithme GaBP?
Si l’on oublie la compatibilité avec l’algorithme GaBP, c’est exactement
le problème que cherche à résoudre l’algorithme IPS. En eﬀet, Speed et Kii-
veri [87] ont remarqué que trouver une loi jointe dont les marginales sont
spéciﬁées est équivalent maximiser la vraisemblance lorsque le support de la
matrice de précision est connu. Pour plus de détails sur cette vision on renvoie
au papier de Cramer [22] et aux références qui y sont incluses. D’une certaine
manière l’algorithme IPS sur lequel se base notre procédure est une manière
standard de répondre à la question de l’existence d’une mesure gaussienne
vériﬁant les contraintes (6.14).
On ne cherche pas ici à obtenir une mesure jointe vériﬁant précisément les
contraintes (6.14) mais plutôt à obtenir une approximation qui soit compatible
avec l’algorithme GaBP. On garde cependant à l’esprit qu’il existe des cas où
aucune mesure jointe µˆ sur X ne correspond aux contraintes (6.14).
6.3 Compatibilité avec l’algorithme GaBP
Dans cette section on va développer des méthodes qui nous permettent de
vériﬁer qu’une perturbation associée à une paire (i, j) conduit à un modèle
compatible avec l’algorithme GaBP que l’on a introduit dans la section 2.6
page 40. On rappelle tout d’abord (section 6.3.1) les résultats connus sur
la convergence de cet algorithme. On montre ensuite comment il est possible
d’imposer certaines contraintes spectrales à la matrice A dans le but d’obtenir
une meilleure compatibilité avec l’algorithme GaBP.
6.3.1 Convergence de l’algorithme GaBP
Weiss et Freeman [104] ont prouvé que lorsque l’algorithme GaBP converge
les lois marginales obtenues correspondent aux moyennes exactes. Les va-
riances quant à elles sont en général fausses [68].
On sait déjà que l’algorithme converge lorsque le graphe déﬁni par le sup-
port de la matrice de précision A est un arbre. Exprimons une première condi-
tion suﬃsante de convergence de l’algorithme.
Proposition 6.3 (Weiss et Freeman [104]). Lorsque la matrice de précision
A est strictement à diagonale dominante, i.e.
∀i ∈ V, |Aii| >
∑
j∈V,j Ó=i
|Aij |, (6.15)
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l’algorithme GaBP converge.
Cette condition est très restrictive : il est aisé de construire des arbres pour
lesquels elle n’est pas vériﬁée. Par exemple la matrice de précision suivante 1 0,5 00,5 1 0,6
0 0,6 1
 (6.16)
est bien déﬁnie positive (sa plus petite valeur propre vaut environ 0,22) mais
sa diagonale n’est pas dominante.
La condition suﬃsante de convergence de GaBP la plus précise connue à
ce jour a consiste à imposer que la matrice A soit walk-summable (WS). Cette
condition a été introduite et développée par Malioutov et al. [68]. Avant de
l’énoncer introduisons quelques notations commodes. On notera Diag(A) la
matrice diagonale construite à partir de A
(Diag(A))ij = Aii1{i=j},
R(A)
def
= A − Diag(A), la matrice des coeﬃcients hors diagonaux de A et
R′(A) sa version normalisée de terme général
R′(A)ij =
R(A)ij√
R(A)iiR(A)jj
.
Enﬁn, pour une matrice B on note |B| la matrice dont les coeﬃcients sont les
valeurs absolues de ceux de B. On utilisera les deux conditions équivalentes à
la WS de la proposition suivante
Proposition 6.4 (Malioutov et al. [68]). Lorsque la matrice de précision A
vériﬁe une des deux conditions équivalentes suivantes
(i) la matrice W (A)
def
= Diag(A)− |R(A)| est déﬁnie positive ;
(ii) le rayon spectral ρ(|R′(A)|) est strictement inférieur à 1,
le modèle est WS et l’algorithme GaBP converge.
La notion de WS vient du fait que l’algorithme GaBP calcule à chaque
itération une somme basée sur la série
∑
k R
′(A)k. La condition (ii) impose
que cette série soit absolument convergente, ce qui implique la converge des
sommes et de l’algorithme. La condition (i) quant à elle correspond à imposer
que le modèle dont la matrice de précision estW (A) soit valide.W (A) corres-
pond au même modèle de dépendance que A mais où l’on a rendu toutes les
corrélations partielles positives. Les termes hors diagonaux d’une matrice de
précision s’interprètent en eﬀet comme l’opposé des corrélations partielles [61,
p. 130].
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6.3.2 Contraintes de compatibilité avec GaBP
On étudie ici l’eﬀet d’une perturbation (6.10) de la matrice de précision
A pour une paire (i, j) donnée. Regardons tout d’abord le cas de la walk-
summability.
Supposons que la matrice A soit WS. D’après la proposition 6.4, en uti-
lisant la déﬁnition (i), A′ sera WS si et seulement si W (A′) reste déﬁnie
positive. La proposition suivante indique une condition suﬃsante pour que A′
soit WS.
Proposition 6.5. Soit A une matrice de précision WS. La matrice A′ déﬁnie
selon (6.10) est WS si
Θ(α) > 0,∀α ∈ [0, 1], (6.17)
avec Θ le polynôme de degré deux par morceaux suivant
Θ(α)
def
= det(W−1{ij})
(
α2ViiVjj −B(α)
2
)
+ α
(
W−1ii Vii +W
−1
jj Vjj
)
+ 2B(α)Wij , (6.18)
où B(α)
def
= |Aij | − |αVij +Aij |.
Pour vériﬁer la condition (6.17) il est nécessaire, dans le pire cas, de calculer
les racines de deux polynômes de degré deux. Notons cependant qu’il est de
plus nécessaire de connaître la matrice W (A)−1. On reviendra sur ce point
dans la description de l’algorithme.
Démonstration. On obtient la condition suﬃsante en déroulant le même rai-
sonnement que celui de la preuve de la proposition 6.2. Pour α ∈ [0, 1] on
a
W (A+ αV) = W (A) + [φ(αV,A)],
avec
φ(V,A)
def
=
[
Vii |Aij | − |Vij +Aij |
|Aij | − |Vji +Aji| Vjj
]
.
W (A) étant inversible par hypothèse, le déterminant deW (A+αV) s’exprime
comme
det(W (A+ αV)) = det (W (A)) det
(
I+W (A)−1[φ(αV,A)]
)
= det (W (A))Θ(α),
avec Θ déﬁnie en (6.18). Le spectre deW (A+αV) étant une fonction continue
de α la condition (6.17) suit.
Comme nous le verrons dans les expérimentations numériques, imposer
au modèle d’être WS est en général une contrainte trop forte. Il est en eﬀet
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aisé de trouver des modèles non WS compatibles avec l’algorithme GaBP. Le
principe présenté ici nous permet en fait d’imposer des contraintes spectrales
plus faibles.
On propose maintenant d’imposer que la matrice diag(A) − R(A) reste
déﬁnie positive. De manière équivalente cela revient à contraindre le rayon
spectral ρ(R′(A)) à être strictement inférieur à 1. D’après les travaux de Ma-
lioutov et al. [68] il s’agit d’une condition nécessaire à la convergence des
sommes calculées par l’algorithme GaBP. On dérive alors la condition sui-
vante
Proposition 6.6. Soit A une matrice de précision telle que ρ(R′(A)) <
1 et S
def
= (Diag(A) − R(A))−1. La matrice A′ déﬁnie selon (6.10) vériﬁe
ρ(R′(A′)) < 1 si
Π(α) > 0,∀α ∈ [0, 1], (6.19)
avec Π le polynôme de degré deux suivant
Π(α)
def
= α2 det(VS{i,j}) + α(ViiSii + VjjSjj − 2VijSij) + 1. (6.20)
Vériﬁer la condition (6.19) nécessite seulement de calculer les racines d’un
polynôme de degré deux. Comme pour la proposition 6.5, il est cependant
nécessaire de connaître une matrice inverse, ici S.
Démonstration. Toujours selon le même raisonnement que celui de la sec-
tion 6.1.3 on déﬁnit les matrices M(α) pour α ∈ [0, 1]
M(α)
def
= Diag(A+ α[V])−R(A+ α[V])
= S−1 + αDiag([V])−R([V]).
On a donc
det(M(α)) = det(S−1) det (I+ αS [Diag(V)−R(V)])
= det(S−1)Π(α),
avec Π déﬁnie en (6.20). Le spectre de M(α) étant une fonction continue de
α, la condition (6.19) suit.
Les conditions exprimées dans les propositions 6.5 et 6.6 constituent des
conditions suﬃsantes pour que la propriété spectrale soit conservée après la
perturbation (6.10). Cependant les cas où les critères conduisent à rejeter une
perturbation admissible sont peu nombreux. Il est en eﬀet nécessaire qu’une,
ou plusieurs, valeurs propres s’annulent pour α ∈]0, 1[ et redeviennent positives
pour α = 1.
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Pour faire référence aux paires (i, j) qui vériﬁent les diﬀérentes conditions
que l’on vient d’énoncer on introduit les ensembles E(η,A) suivants
E(0,A) = {(i, j) ∈ E} ,
E(1,A) = {(i, j) ∈ E | (6.17) est vériﬁée} ,
E(2,A) = {(i, j) ∈ E | (6.19) est vériﬁée} .
(6.21)
E(0,A) correspond à l’ensemble des paires (i, j) qui peuvent être considérées
dans le cas non contraint, E(1,A) dans le cas où l’on impose la WS et E(2,A)
dans le cas où l’on impose ρ(R′) < 1.
6.4 Algorithme glouton de sélection et
d’estimation
Après avoir mis en place les diﬀérents outils nécessaires dans les sec-
tions précédentes on va décrire ici la procédure qui va nous permettre de
construire une estimation creuse de la matrice de précision du vecteur X. On
suppose donc ici que l’on a résumé les observations incomplètes (6.1) sous
la forme des marginales empiriques de paires µˆij . Notons que pour certaines
paires (i, j) la marginale µˆij peut ne pas avoir été observée, c’est-à-dire que
|O{i,j}| = 0. D’une manière compatible avec le principe du maximum d’entro-
pie de Jaynes [51], on ne modélisera pas une interaction directe pour une paire
(i, j) sans observation conjointe de cette paire. On suppose donc que l’on a
une estimation, a priori incomplète, de la matrice de covariance de X que l’on
note Σ̂ et dont les sous-matrices Σ̂{i,j} sont celles décrites à la section 6.2.
On propose tout d’abord à la section 6.4.1 une heuristique de résolution
du problème de maximisation suivant
max
A≻0
|Supp(A)|≤Kobj
L(µˆ,A). (6.22)
Cela correspond à rechercher le meilleur modèle, au sens de L(µˆ, ·), parmi les
modèle de connectivité moyenne inférieure à une valeur donnée. L’algorithme 3
permet même d’obtenir une solution approchée des problèmes de maximisation
(6.22) pour toutes les valeurs de K ≤ Kobj.
Dans la section 6.4.2 on présente une heuristique de résolution du problème
de maximisation de la vraisemblance pénalisée
max
A≻0
L(µˆ,A)−
ν
2
|Supp(A)|.
Enﬁn, dans la section 6.4.3 on s’intéresse brièvement au choix du point
initial de ces algorithmes.
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Algorithme 3 : Sélection incrémentale de Kobj arcs.
Données : Matrice de précision A, matrice de covariance Σ = A−1;
Options : η ← 1 et W (A)−1 si l’on souhaite imposer la WS, η ← 2 et
(Diag(A)−R(A))−1 si l’on souhaite imposer ρ(R′) < 1 et
η ← 0 sinon;
tant que ∆Lmax > ε ou K < Kobj faire1
∆Lmax ← 0;2
pour (i, j) ∈ E(η,A) faire3
calculer ∆Lij selon (6.25);4
si ∆Lij > ∆Lmax alors5
∆Lmax ← ∆L
ij ;6
(y, z)← (i, j);7
V← [Vij ] déﬁni selon (6.24);8
si Ayz = 0 alors9
K ← K + 1;10
A← A+V;11
calculer Σ = A−1 selon (6.27);12
si η = 1 alors13
calculer W (A)−1 selon (6.26);14
si η = 2 alors15
calculer (Diag(A)−R(A))−1 selon (6.26);16
si K = Kobj alors17
E← Supp(A) (on ﬁge la structure du graphe);18
N ← 0;19
tant que ∆Lmax < ε et N < Nmax faire20
répéter les étapes 2 à 16.21
6.4.1 Algorithme incrémental
Supposons que l’on ait une estimation initiale de la matrice de précision
A de X. L’algorithme que l’on propose ici consiste à choisir une paire (i, j)
pour laquelle la mesure µˆij est disponible et à modiﬁer le modèle selon (6.10),
c’est-à-dire :
A′ = A+ [Vij ], (6.23)
avec
Vij = Σ̂−1{i,j} −Σ
−1
{i,j}, (6.24)
où Σ = A−1 est la matrice de covariance associée à A. Cet algorithme est clas-
siquement utilisée pour l’estimation d’un modèle gaussien lorsque le support
de A est connu. Il s’agit d’un cas particulier de l’algorithme « Iterative Pro-
6.4. Algorithme glouton de sélection et d’estimation 149
portional Scaling » (IPS) décrit par Lauritzen [61]. L’originalité de l’approche
proposée ici est d’estimer le support de A grâce à cet algorithme.
La première question qui se pose est celle du choix de la paire (i, j) devant
être considérée. D’après la section 6.1.3, pour une paire (i, j) ﬁxée, le gain∆Lij
obtenu par la perturbation (6.23) est exactement DKL(µˆij ||f
ij
A
), qui s’exprime
ici comme
∆Lij =
1
2
Tr (Σ̂{i,j}Σ−1{i,j})− 2− log det
(
Σ̂{i,j}
)
det
(
Σ{i,j}
)
 . (6.25)
C’est donc tout naturellement le critère que l’on considère ici. À chaque ité-
ration on modiﬁe la paire (i, j) pour laquelle la variation ∆Lij est la plus
grande.
Après cette modiﬁcation il est nécessaire de calculer la nouvelle matrice
de covariance Σ′ = (A′)−1 pour pouvoir itérer la procédure. La perturbation
de la matrice A correspondant à une matrice de taille 2× 2, son inverse peut
donc être facilement calculé. On a en eﬀet
(A+ [V])−1 = A−1 −A−1[V](I+A−1[V])−1A−1
= A−1 −A−1[V](I+ [Σ{i,j}][V])−1A−1, (6.26)
valide pour une matrice V = V{i,j}de taille 2×2. On obtient donc la nouvelle
matrice de covariance comme
Σ = (A′)−1 = A−1 −A−1
[
Σ−1{i,j}
] (
I−
[
Σ̂{i,j}
] [
Σ−1{i,j}
])
A−1. (6.27)
La complexité de la mise à jour de la matrice de covariance selon (6.27) est
donc en O(N2). Notons que ce type de mise à jour de la matrice inverse se
généralise pour des perturbations d’ordres plus élevées (Chang [16]).
Pour obtenir un modèle compatible avec l’algorithme GaBP on peut sou-
haiter imposer les contraintes spectrales décrites aux propositions 6.5 et 6.6.
On rappelle que la contrainte (6.17) est une condition suﬃsante de conver-
gence de l’algorithme GaBP, alors que la contrainte (6.19) est nécessaire à la
convergence mais n’oﬀre pas de garantie. Dans ces deux cas il est nécessaire
de connaître à chaque itération de l’algorithme une des deux matrices inverses
suivantes : W (A)−1 ou (Diag(A)−R(A))−1.
Lorsque l’on perturbe le modèle selon (6.23) les deux matrices W (A) et
Diag(A)−R(A) sont elles aussi perturbées par l’ajout d’une matrice 2× 2. Il
est donc là aussi possible de mettre à jour leurs inverses en O(N2). Pour cela
on applique la formule (6.26) à la matrice concernée.
L’algorithme 3 page ci-contre est une implémentation formelle de notre
procédure.
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6.4.2 Algorithme avec ajouts et suppressions
On présente ici une variante de l’algorithme 3 pour lequel il est possible de
choisir de supprimer certains liens. Supprimer un lien (i, j) consiste à rendre
nuls les coeﬃcients Aij et Aji de la matrice de précision A. On sait, d’après
la section 6.1.3, qu’il ne s’agit pas de la perturbation optimale du modèle.
Pour que l’algorithme sélectionne parfois des liens à supprimer on va modiﬁer
la fonction objectif. Au lieu de cherche à maximiser itérativement L(µˆ,A) on
va considérer une version pénalisée Lν(µˆ,A). On cherche donc à résoudre le
problème d’optimisation suivant :
max
A≻0
Lν(µˆ,A), (6.28)
avec
Lν(µˆ,A)
def
= L(µˆ,A)−
ν
2
|Supp(A)|. (6.29)
Le coeﬃcient ν représente la pénalisation imposée à l’ajout d’un coeﬃcient
non nul hors de la diagonale de A. La résolution exacte de ce problème est
NP-diﬃcile comme le montrent Karger et Srebro [54]. On va là aussi proposer
une heuristique gloutonne de maximisation de cette fonction. Notons que ce
principe de suppression d’arc permet de mettre en place une compensation à
la non commutativité de l’ajout des liens. En eﬀet, après un certain nombre
d’itération un lien ajouté peut voir son importance décroître. Il peut alors être
intéressant de le voir céder sa place à un autre lien.
Commençons par décrire précisément ce que l’on entend par « supprimer
l’arc (i, j) ». Il s’agit de perturber la matrice de précision A par la matrice
[V] déﬁnie ci-dessous
V =
[
0 −Aij
−Aji 0
]
. (6.30)
La nouvelle matrice de précision est alors A′ = A+ [V].
Avant de passer à la description de l’algorithme on va exprimer des condi-
tions sous lesquelles la suppression d’un arc conserve les propriétés du modèle.
On commence par regarder sous quelles conditions la matrice A′ reste déﬁnie
positive. C’est l’objet de la proposition suivante
Proposition 6.7. Une condition suffisante pour que la suppression d’un arc
(i, j) ∈ V2 conduise à un modèle valide est que
1
Σij −
√
ΣiiΣjj
< Aij <
1
Σij +
√
ΣiiΣjj
. (6.31)
Démonstration. Pour α ∈ [0, 1] on a
det (A+ α[V]) = det(A) det(I+ αA−1[V])
def
= det(A)P (α),
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avec P le polynôme de degré deux suivant
P (α) = det
(
I+ αΣ{i,j}V
)
,
= (1− αAijΣij)
2 − α2A2ijΣiiΣjj ,
=
(
1− αAij
(
Σij −
√
ΣiiΣjj
)) (
1− αAij
(
Σij +
√
ΣiiΣjj
))
.
Lorsque P ne s’annule pas sur [0, 1], la matrice A′ = A + [V] est déﬁnie
positive. Ceci nous conduit à la condition (6.31).
Supposons maintenant que la matrice A soit WS, la situation est alors
encore plus simple puisque la suppression d’un arc (i, j) conduit à un modèle
lui aussi WS
Proposition 6.8. Soit A une matrice de précision WS. La suppression d’une
paire (i, j) ∈ V2 conduit à une matrice de précision elle aussi WS.
Démonstration. La suppression d’un arc (i, j) conduit à une matrice A′ telle
que |R′(A′)| ≤ |R′(A)|. L’opérateur ≤ correspond à la comparaison terme à
terme. On a alors ρ(|R′(A′)|) ≤ ρ(|R′(A)|) < 1 (voir Seneta [85, p. 22]). Le
modèle déﬁnit par A′ est donc WS.
Le cas de la conservation de la condition ρ(R′(A)) < 1 a déjà été traité.
Il suﬃt de vériﬁer la condition (6.19) de la proposition 6.6 pour la matrice V
déﬁnie en (6.30).
Pour faire référence aux paires (i, j) qui respectent les diﬀérentes conditions
que l’on vient d’énoncer et que l’on peut donc envisager supprimer on introduit
les ensembles ES(η,A) suivants
ES(0,A) = {(i, j) ∈ Supp(A) | (6.31) est vériﬁée} ,
ES(1,A) = {(i, j) ∈ Supp(A)} ,
ES(2,A) = {(i, j) ∈ Supp(A) | (6.19) est vériﬁée} .
(6.32)
ES(0,A) correspond à l’ensemble des paires (i, j) qui peuvent être supprimées
dans le cas non contraint, ES(1,A) dans le cas où l’on impose la WS et ES(2,A)
dans le cas où l’on impose ρ(R′) < 1.
Revenons maintenant à notre procédure d’ajout/suppression de liens. Pour
une matrice de précision A donnée on étudie la perturbation d’une paire qui
maximise la variation de Lν(µˆ,A). Deux cas de ﬁgure apparaissent suivant
qu’il existe un arc (i, j), c’est-à-dire Aij Ó= 0, où non.
Arc (i, j) déjà existant, i.e. Aij Ó= 0. On est alors confronté à deux choix
possibles :
(i) supprimer l’arc (i, j) ;
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(ii) optimiser la paire (i, j) selon (6.23).
Le choix (i) correspond à déﬁnir une nouvelle matrice A′ = A + [V] avec
V déﬁnie selon (6.30). On envisagera ce choix seulement lorsque la condi-
tion (6.31) est vériﬁée (voir proposition 6.7). Notons que si A est WS aucune
condition n’est imposée. Calculons maintenant la variation∆L associée à cette
perturbation de A. On a
∆L = L(µˆ,A′)− L(µˆ,A)
=
∫
µˆij(x) logχij(xi, xj)dxidxj − logZχ,
avec χij(xi, xj)
def
= exp(Aijxixj) et Zχ
def
=
∫
f ij
A
(xi, xj)χij(xi, xj)dxidxj . On
obtient donc
∆L = AijΣ̂ij −
1
2
log
(
det
(
I+Σ{i,j}V
))
. (6.33)
La variation de la fonction objectif est tout simplement ∆Lν = ∆L+ ν.
Le choix (ii) mène à une variation∆Lν = ∆L car la connectivité du graphe
ne change pas. On a donc ∆Lν qui est donnée en (6.25).
Arc (i, j) non existant, i.e. Aij = 0. On est alors confronté à deux choix
possibles :
(i) ne rien faire ;
(ii) optimiser la paire (i, j) selon (6.23).
Le choix (ii) a en fait déjà été traité. La variation ∆L de la log-vraisemblance
associée est donnée par (6.25). On obtient donc ∆Lν = ∆L − ν puisque la
connectivité du graphe augmente d’une unité. En fait on privilégiera le choix
(i) dès lors que pour (ii) on a ∆Lν < 0.
L’algorithme 4 page suivante est une implémentation formelle de notre
procédure de sélection et d’estimation par ajout et suppression.
6.4.3 Choix de la matrice initiale
Les algorithmes 3 et 4 supposent tous deux que l’on choisisse une matrice
de précision A initiale vériﬁant les contraintes que l’on souhaite imposer. On
propose ici deux choix qui conviennent :
(i) le cas indépendant, i.e. A =
(
Diag
(
Σ̂
))−1
;
(ii) le cas où le support de la matrice A forme la matrice d’adjacence d’un
arbre.
En eﬀet le cas (i) correspond trivialement à une matrice déﬁnie positive, WS
et telle que ρ(R′(A)) = 0 < 1. Pour le cas (ii) Malioutov et al. [68] ont prouvé
que les conditions WS et ρ(R′(A)) < 1 sont équivalentes au fait que A soit
déﬁnie positive.
Le cas (i) possède de nombreux avantages. Il est notamment aisé de cal-
culer les matrices inverses nécessaires, puisqu’elles sont toutes des matrices
diagonales.
6.4. Algorithme glouton de sélection et d’estimation 153
Algorithme 4 : Heuristique de maximisation de la vraisemblance avec
pénalisation L0.
Données : Matrice de précision A, matrice de covariance Σ = A−1;
Options : η ← 1 et W (A)−1 si l’on souhaite imposer (6.17), η ← 2 et
(Diag(A)−R(A))−1 si l’on souhaite imposer (6.19) ou
η ← 0 sinon;
tant que ∆Lνmax > ε faire1
∆Lmax ← 0;2
pour (i, j) ∈ E faire3
si Aij = 0 et (i, j) ∈ E(η,A) alors4
calculer ∆Lij selon (6.25);5
si ∆Lij − ν > ∆Lνmax alors6
∆Lνmax ← ∆L
ij − ν;7
(y, z)← (i, j);8
V← [Vij ] déﬁni selon (6.24);9
sinon10
si (i, j) ∈ ES(η,A) alors11
calculer ∆Lijsuppr selon (6.33);12
si ∆Lijsuppr + ν > ∆L
ν
max alors13
∆Lνmax ← ∆L
ij
suppr + ν;14
(y, z)← (i, j);15
V← [Vij ] déﬁni selon (6.30);16
si (i, j) ∈ E(η,A) alors17
calculer ∆Lijmodif selon (6.25);18
si ∆Lijmodif > ∆L
ν
max alors19
∆Lνmax ← ∆L
ij
modif ;20
(y, z)← (i, j);21
V← [Vij ] déﬁni selon (6.30);22
A← A+V;23
calculer Σ = A−1 selon (6.26);24
si η = 1 alors25
calculer W (A)−1 selon (6.26);26
si η = 2 alors27
calculer (Diag(A)−R(A))−1 selon (6.26);28
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Dans le cas (ii) le choix optimal est l’arbre couvrant maximal au sens de
l’information mutuelle entre variables. C’est un résultat classique dû à Chow
et al. [19]. Il est nécessaire dans ce cas de réaliser l’inversion de la matrice
de précision A, ainsi qu’éventuellement d’une autre matrice si l’on souhaite
imposer la WS ou ρ(R′(A)) < 1. Dans tous les cas il s’agit d’inverser une
matrice dont le support déﬁnit un arbre. Ceci peut être fait eﬃcacement en
O(N) où N est le nombre de variables de l’arbre.
L’algorithme 4 permet d’envisager de partir d’un graphe quelconque. On
peut par exemple partir d’un graphe très connecté et supprimer de nombreux
arcs. Il est cependant nécessaire d’obtenir les matrices inverses de matrices qui
ne sont alors plus des matrices creuses. Ceci peut être très coûteux en temps
de calcul.
Dans les expérimentations numériques on utilisera le choix (i).
6.5 Expérimentations numériques
On propose, comme au chapitre 5, de mener des expériences sur des don-
nées synthétiques dans le but de pouvoir évaluer simplement les performances
de notre approche.
On suppose que nos observations historiques du vecteur X sont résumées
dans une matrice de covariance Σ̂ calculée de la manière indiquée à la sec-
tion 6.2. Cette matrice sera complète ou incomplète suivant les cas. On teste
ici notre algorithme incrémental, décrit dans la section 6.4.1, pour construire
une estimation creuse de la matrice de précision du vecteur X. Du fait de son
aspect incrémental cet algorithme va en fait nous permettre de générer toute
une famille {A(κ)}κ de matrices de précision basée sur des graphes de connec-
tivité moyenne κ croissante. On représentera le comportement de l’algorithme
par la qualité des estimations, mesurée par la log-vraisemblance L(A(κ)), en
fonction de la connectivité moyenne κ du support de la matrice de précision.
On s’intéresse particulièrement à trouver la matrice de précision compatible
avec l’algorithme GaBP qui soit de meilleure qualité. On rappelle qu’on parle
de compatibilité lorsque l’algorithme GaBP converge sur la loi (6.2) déﬁnie
par la matrice de précision. En pratique il existe une valeur limite κcompat de
connectivité moyenne telle que, pour que κ ≤ κcompat les matrices A(κ) sont
compatibles avec l’algorithme GaBP et ne le sont plus pour κ > κcompat. Une
fois la famille de matrices de précision {A(κ)}κ générée on peut donc calculer
cette valeur limite par simple dichotomie en testant la convergence de GaBP.
Cet algorithme nous permet de plus d’imposer certaines contraintes spec-
trales à la famille de matrices de précision comme on l’a décrit à la section 6.3.
L’objectif de ces contraintes est d’augmenter la compatibilité avec l’algorithme
GaBP, c’est-à-dire d’accroître la valeur limite κcompat. On générera ici diﬀé-
rentes familles {A(κ)}κ de matrices de précision à l’aide de l’algorithme 3
correspondant à
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– η = 0 : le cas sans contraintes,
– η = 1 : le cas où A(κ) doit être walk-summable (WS),
– η = 2 : le cas où A(κ) doit être telle que ρ(R′(A(κ))) < 1.
On rappelle que la contrainte WS impose que toute la famille soit compatible
avec l’algorithme GaBP. La contrainte ρ(R′(A(κ))) < 1 est nécessaire à la
compatibilité avec l’algorithme GaBP mais n’est pas une condition suﬃsante
à celle-ci. Dans le but de vériﬁer la pertinence de ces contraintes on considère
deux familles supplémentaires de matrices de précision, elles aussi basées sur
l’algorithme 3, obtenues en imposant des contraintes plus simples
– le graphe déﬁnit par le support de A(κ) ne comporte pas de boucles de
taille trois (|C| > 3).
– le graphe déﬁnit par le support de A(κ) ne comporte pas de boucles
frustrées de taille trois (|Cf | > 3).
On rappelle que une boucle est dite frustrée lorsque le produit des corrélations
le long de celle-ci est négatif. Ces deux contraintes sont basées sur les consta-
tions empiriques indiquant que GaBP, et plus généralement BP, rencontre des
problèmes à gérer les boucles courtes et frustrées.
6.5.1 Cas d’observations complètes
On étudie tout d’abord les performances de nos procédures dans le cas
d’observations complètes. On possède alors une estimation de toutes les corré-
lations entre paires de variables. Notre estimation de la matrice de covariance
de X est donc complète. On génère ici un modèle selon la méthode décrite
ci-dessous avec un vecteur X de taille 100 et dont le graphe de dépendance a
une connectivité moyenne κ0 = 10.
Génération du modèle. Pour une connectivité moyenne κ0, on propose
de générer le modèle synthétique d’une manière assez similaire à celle du
chapitre 5, c’est-à-dire que
1. On génère le support du graphe de manière aléatoire en sélectionnant le
nombre d’arcs adéquat.
2. Pour les arcs choisis on tire une corrélation partielle uniforme sur l’in-
tervalle [−1, 1]. Celles-ci sont résumées dans la matrice R0.
3. On augmente α tant que la matrice αI −R0 n’est pas déﬁnie positive.
Cela revient à décroître toutes les corrélations jusqu’à obtenir un modèle
valide.
On possède alors un vecteur gaussien X de loi N (0, αI−R0).
Résultats. Les résultats de l’algorithme 3 sont représentés à la ﬁgure 6.1.
On voit clairement qu’imposer la contrainte WS est une condition beaucoup
trop forte. En particulier la courbe WS ne fournit pas de meilleur modèle que
le meilleur modèle compatible avec GaBP obtenu sans imposer de contraintes.
156 Chapitre 6. Modèle gaussien
-85
-80
-75
-70
-65
2 4 6 8 10 12 14 16 18 20
L
og
-v
ra
is
em
bl
an
ce
L
(A
(κ
))
Connectivité moyenne κ
C
on
ne
ct
iv
it
é
ex
ac
te
κ
0
L(Σ̂−1)
Non contraint
WS
ρ(R′) < 1
|C| > 3
|Cf | > 3
Figure 6.1 : Log-vraisemblance en fonction de la connectivité du graphe déﬁni
par le support deA pour diﬀérents algorithmes incrémentaux. Les croix repré-
sentent la limite de compatibilité avec l’algorithme GaBP des diﬀérents esti-
mateurs. Le vrai graphe comporte 100 variables et a une connectivité moyenne
de 10. L(Σ̂−1) est la valeur maximale de la vraisemblance.
Dans le cas où il n’est pas possible de tester expérimentalement la compati-
bilité avec GaBP, cela permet quand même d’obtenir un modèle compatible
mais à un coût important en terme de qualité d’estimation. avec l’algorithme
GaBP. Ici il est possible d’obtenir un modèle compatible d’une connectivité
comparable à la vraie connectivité du modèle sous-jacent.
Regardons maintenant le cas où l’on ne crée jamais de boucles de taille
trois (|C| < 3). Dans cet exemple cela fournit des modèles compatibles avec
l’algorithme GaBP quelle que soit leur connectivité moyenne. Cependant on
obtient des modèles de qualité moindre que ceux obtenus par la condition
ρ(R′(A)) < 1. Enﬁn, la contrainte imposant de ne pas avoir de boucles frus-
trées de taille trois (|Cf | > 3) est trop lâche. Elle ne permet pas d’éliminer
certains choix incompatibles avec GaBP et sa compatibilité est ici équivalente
à celle du cas non contraint (η = 0). De plus la vraisemblance maximale asso-
ciée à cette famille d’estimations est inférieure à celle du modèle compatible
limite correspondant à ρ(R′(A)) < 1.
Pour plus d’informations sur le comportement de nos procédures dans le
cas d’observations complètes on réfère le lecteur à [32].
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Figure 6.2 : Modèle simple de réseau routier urbain. Le quadrillage intérieur
représente les axes du centre-ville et les quatre axes extérieurs les branches
d’un boulevard périphérique.
6.5.2 Cas d’observations incomplètes : un réseau urbain
On considère maintenant un autre modèle synthétique pour lequel on ob-
serve uniquement des données incomplètes. La structure de dépendance du
vecteur X est représenté sur le graphe G de la ﬁgure 6.2. Il s’agit d’une modé-
lisation extrêmement grossière d’un réseau routier. La grille régulière centrale
représente un centre-ville (de style américain) et les quatre arcs extérieurs,
notés (e1, e2, e3, e4), peuvent être vus comme les branches d’un boulevard pé-
riphérique.
Nature des données manquantes. On commence par expliciter le type de
d’observations à notre disposition. Les périphériques d’une ville sont en général
équipé de capteurs ﬁxes. On supposera ici que lors de chaque observation les
quatre branches du périphériques sont observées, c’est-à-dire que pour chaque
observation est de la forme XVk = x
k avec {e1, e2, e3, e4} ⊂ Vk. Pour ce
qui est de l’observation des variables du centre-ville, on suppose que celles-ci
sont observées par paire de variables voisines dans le graphe G. Chaque sous-
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vecteur observée XVk est donc de la forme Vk = {ak, bk, e1, e2, e3, e4} avec
ak et bk deux arcs adjacents – ak = (ik, jk) et bk = (jk, ℓk) avec ik Ó= ℓk
– de G \ {e1, e2, e3, e4}. Ceci représente grossièrement les données que l’on
obtiendrait de véhicules circulant sur le réseau.
Dans le but d’étudier diﬀérents cas on propose de modiﬁer légèrement la
manière dont on génère le modèle.
Génération du modèle. On va considérer ici des matrices de précision dont
le support correspond au graphe adjoint du graphe de la ﬁgure 6.2. On rappelle
que le graphe adjoint représente la relation d’adjacence des arcs d’un graphe.
On suppose donc que le graphe de dépendance est ﬁxé par les possibilités de
routage (on interdit le demi-tour à un carrefour).
On considère deux modèles déﬁnis sur ce graphe que l’on notera (m1) et
(m2) et qui sont générés de la manière décrite ci-dessous.
(m1) qui est déﬁnit selon la procédure décrite dans l’expérience sur don-
nées complètes. La procédure consiste à réduire toutes les corrélations
de manière uniforme jusqu’à obtenir un modèle valide. Les corrélations
obtenues sont en moyenne assez faibles. Les résultats le concernant sont
représentés sur la ﬁgure 6.3.
(m2) qui est généré selon la procédure suivante :
1. pour chaque arc on génère une corrélation partielle de signe aléa-
toire et de magnitude aléatoire uniforme sur [2/10, 1] ;
2. tant que la matrice n’est pas déﬁnie positive on diminue les corré-
lations de plus grande magnitude.
Cette second procédure à l’eﬀet de générer un modèle avec des corréla-
tions plus élevées puisqu’on ne réduit plus celles-ci de manière uniforme.
Les résultats le concernant sont représentés sur la ﬁgure 6.4.
Résultats. Notons tout d’abord que dans le cas de données incomplètes la
log-vraisemblance L associée à la mesure empirique µˆ, déﬁnie à la section 6.2
page 140, ne peut être calculée. En eﬀet, cette mesure µˆ n’est pas entièrement
spéciﬁée puisque l’on impose seulement certaines marginales selon (6.14). On
peut cependant calculer les variations ∆L de la log-vraisemblance associée à µˆ
au cours de notre procédure selon (6.25). Ceci n’est pas gênant car la valeur de
la log-vraisemblance n’a pas d’interprétation particulière, seules ses variations
en ont une.
On propose ici de vériﬁer la qualité de l’approximation de la vraisemblance
par celle basée sur notre mesure empirique µˆ. Pour cela on tracera sur nos
courbes, pour chaque famille {A(κ)}κ de matrices de précision générée, les
deux fonctions suivantes
– la log-vraisemblance L(µX,A(κ)) vis-à-vis à la vraie distribution µX du
vecteur X. Celle-ci sera représentée par des lignes continues.
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Figure 6.3 : Log-vraisemblance vis-à-vis de la distribution de X (en traits
pleins) et vis-à-vis de la mesure empirique µˆ (en traits pointillés) en fonction
de la connectivité du graphe déﬁni par le support de A. La mesure empirique
est déﬁnie à partir de 1 000 observations pour chaque paire de variables voisines
du graphe de la ﬁgure 6.2. Les croix représentent la limite de compatibilité
avec l’algorithme GaBP des diﬀérents estimateurs. L’absence de croix indique
que toute la famille d’estimations est compatible avec GaBP. Le modèle sous-
jacent est ici le modèle (m1).
– la log-vraisemblance L(µˆ,A(κ)) vis-à-vis de la distribution empirique µˆ
du vecteurX. L(µˆ,A(κ)) ne pouvant être déterminée qu’à une constante
additive près, on ﬁxe arbitrairement celle-ci de manière à rendre la repré-
sentation graphique claire. On la représentera par une ligne pointillée.
On considère ici que les observations de paires sont assez nombreuses, i.e.
K = 1 000. Les résultats du modèle à faibles corrélations (m1) sont représen-
tées à la ﬁgure 6.3 et ceux du modèle à fortes corrélations (m2) à la ﬁgure 6.4.
Dans ces deux cas l’approximation de la log-vraisemblance par L(µˆ, ·) est
globalement satisfaisante. L’écart entre ces deux mesures s’accroît lorsque la
complexité du modèle – c’est-à-dire la connectivité moyenne κ – augmente.
Ceci reste vrai dans le cas d’observations complètes, il s’agit tout simplement
du phénomène connu de surapprentissage qui conduit à générer des modèles
de complexité trop élevée. Les résultats sont alors assez similaires à ceux de
la ﬁgure 6.1.
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Figure 6.4 : Même chose que la ﬁgure 6.3 pour le modèle (m2).
La famille de matrices de précision obtenue en imposant la WS reste sous-
optimale mais est nettement plus compétitive que dans le cas de la ﬁgure 6.1.
Regardons la famille {A(κ)} obtenue lorsqu’on impose de ne jamais créer
de boucles de taille trois. Dans le cas de corrélations en moyenne faibles –
modèle (m1), ﬁgure 6.3 – on obtient une famille {A(κ)} entièrement GaBP-
compatible. Lorsque les corrélations sont plus grandes – modèle (m2), ﬁ-
gure 6.4 – ce critère perd cependant son utilité et ne permet pas d’obtenir une
meilleure compatibilité avec l’algorithme GaBP. En eﬀet le critère principal
indiquant si un cycle est problématique pour GaBP n’est pas sa taille mais le
produit des corrélations le long de celui-ci. Dans le cas de corrélations faibles,
la probabilité de voir un cycle de longueur strictement supérieure à trois po-
sant problème est suﬃsamment faible pour pouvoir être négligée (ﬁgure 6.3).
Ceci n’est plus le cas lorsque les corrélations augmentent (ﬁgure 6.4).
Comme dans le cas d’observations complètes, la contrainte ρ(R′(A)) < 1
est celle qui permet d’obtenir les meilleurs modèles compatibles avec GaBP.
Dans le cas de corrélations faibles (ﬁgure 6.3) elle fournit un modèle de qualité
équivalente à la contrainte imposant de ne pas créer de boucle de taille trois.
Elle est cependant plus robuste que celle-ci et continue d’être eﬃcace lorsque
les corrélations augmentent (ﬁgure 6.4).
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6.6 Conclusion
Dans ce chapitre nous avons proposé une procédure d’approximation gaus-
sienne d’un champ markovien X à valeur réelle. Cette approche est complé-
mentaire de celle proposée au chapitre 5. En particulier, le caractère gaussien
du modèle construit le rend plus adapté au cas de données unimodales. Pour
construire cette approximation on utilise seulement une matrice de covariance
incomplète. Il est donc possible de raﬃner l’estimation proposée à la section 6.2
pour tenir compte de la manière dont le vecteur X est observé.
La principale nouveauté de l’approche consiste à imposer des contraintes
assurant une meilleure compatibilité avec l’algorithme GaBP pour les approxi-
mations gaussiennes obtenues. Dans les cas favorables, c’est-à-dire lorsque le
nombre d’observations est suﬃsant ou que les corrélations sur le réseaux ne
sont pas trop élevées, la contrainte ρ(R′) < 1 semble pertinente. Elle per-
met d’obtenir des modèles de meilleure qualité GaBP-compatible. Cependant,
puisqu’elle n’oﬀre pas de garantie de convergence de GaBP, son utilisation
nécessite de déterminer a posteriori la limite de compatibilité avec GaBP.
Ceci peut être fait par simple dichotomie. Lorsque l’on souhaite avoir une
garantie de compatibilité sans eﬀectuer de test, il est possible d’imposer au
modèle d’être walk-summable. Cependant la qualité de l’estimation obtenue
peut alors se dégrader fortement.
Nous n’avons pas ici abordé la question du nombre de données nécessaires
à l’estimation de la matrice de covariance incomplète. Nous avons remarqué
que lorsque cette estimation est de mauvaise qualité les résultats se dégradent
fortement. Comme les performances de notre approche sont très liées à celles
de l’algorithme IPS, une conjecture est que l’existence d’une mesure gaus-
sienne compatible avec les spéciﬁcations (6.14) est une condition nécessaire à
l’eﬃcacité de notre approche. En eﬀet, l’algorithme IPS converge lorsqu’une
telle mesure existe. Des résultats préliminaires suggèrent qu’il est possible de
construire des critères empiriques sur les variations de L(µˆ, ·) permettant de
déterminer si l’on se trouve dans une situation favorable ou non. Leur valida-
tion nécessite cependant de plus amples expérimentations.

Chapitre 7
Conclusion générale
Dans ces travaux on s’est intéressé à la construction de modèles de variables
aléatoires sur un graphe, à partir d’observations incomplètes, adaptés à un
problème de régression non standard. L’identité des variables observées (et
donc celle des variables à prédire) varie d’une instance à l’autre. Le choix d’un
champ markovien aléatoire comme modèle graphique découle naturellement
du principe de maximisation de l’entropie de Jaynes. Pour réaliser l’inférence
on s’est tourné vers l’algorithme Belief Propagation (BP) dont la simplicité et
l’eﬃcacité permettent l’utilisation sur des réseaux de grande taille.
Le chapitre 3 comble un vide relatif dans la littérature en détaillant le
rôle exacte de la normalisation dans l’algorithme BP. La liberté des pratiques
à ce sujet est justiﬁée par des propriétés de l’énergie de libre de Bethe ainsi
que par la déﬁnition des contraintes du problème de minimisation résolu par
BP. Ceci valide la pratique répandue consistant à considérer la convergence
de beliefs comme le critère robuste. On présente de plus dans ce chapitre une
condition suﬃsante de stabilité d’un point ﬁxe de BP qui s’exprime en fonc-
tion des beliefs du point ﬁxe et de propriétés spectrale du graphe de facteurs
(théorème 3.12). À notre connaissance il s’agit du premier résultat sur la sta-
bilité des points ﬁxes de BP dans un contexte où plusieurs points ﬁxes peuvent
coexister. Cette condition suﬃsante peut être raﬃnée (3.25) en une condition
faisant intervenir des sommes de matrices stochastiques sur les chemins d’un
graphe qui rappellent les « walk-sum » du cas gaussien.
Le chapitre 4 est consacré à l’étude d’un problème d’inférence généralisé
sur les champs markoviens à états discrets. Il s’agit de réaliser l’inférence
sous des contraintes – assez naturelles dans un cadre bayésien – imposant la
distribution marginales de certaines variables. Pour résoudre ce problème on
propose l’algorithme mBP (algorithme 2) inspiré de BP mais dont le com-
portement est assez diﬀérent. Le graphe est segmenté au niveau des variables
dont les marginales sont imposées et celles-ci ne propagent plus l’information
dans le graphe. Le prix à payer en échange est que la convergence de mBP
peut être lente sur un arbre même si son comportement global est satisfaisant.
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Notons que mBP est une généralisation, plus simple à mettre en œuvre, d’un
algorithme proposé par Teh et Welling [92].
Le chapitre 5 fournit la dernière partie de notre approche, qui permet de
passer de variables réelles à des variables binaires. On donne une manière
simple de modéliser les interactions entre variables aléatoires réelles, grâce à
un modèle d’Ising latent, à partir d’une information constituée de
– une fonction de répartition par variable réelle ;
– une matrice de covariance incomplète.
Deux choix naturels de fonctions associant une variable binaire latente à une
variable réelle sont présentés. Le premier se base sur une approche détermi-
niste et correspond à une fonction seuil tandis que le second s’appuie sur une
approche stochastique et correspond à la fonction de répartition des variables
réelles. Le choix de la fonction de répartition comme fonction d’encodage et
de son inverse comme fonction de décodage semble le meilleur dès lors que la
connectivité du graphe reste raisonnable. Au delà d’une certaine connectivité,
qui semble dépendre de la distribution des variables réelles, ce choix perd en
eﬃcacité face à des corrélations fortes et le choix d’un encodage déterministe
est préférable. On propose une méthode simple et eﬃcace d’estimation des
distributions marginales des variables latentes. La question de la déﬁnition
exacte du modèle d’Ising à partir des ces marginales dépend de la nature
des données considérées et nécessite des tests sur données réelles. Cependant
les résultats présentés ici permettent d’être assez optimiste pour l’applica-
tion de notre méthode à des données de traﬁc routier, la modélisation binaire
sous-jacente y étant assez naturelle. La question de la généralisation de cette
approche à des modèles de variables latentes à plus d’états reste ouverte. Si le
cas d’un encodage déterministe est naturel, l’équivalent du critère entropique
reste ﬂou.
Enﬁn, dans le chapitre 6 s’intéresse à une approche complémentaire de celle
proposée aux chapitres 4 et 5. On y présente une heuristique d’approximation
gaussienne d’un champ markovien X à valeurs réelles. La seule information
nécessaire est là aussi une matrice de covariance incomplète. Cette heuristique
s’appuie sur l’algorithme Iterative Proportionnal Scaling (IPS). On propose
des contraintes assurant une meilleure compatibilité avec l’algorithme GaBP
pour l’approximation gaussienne (section 6.3). Lorsque l’on possède une bonne
estimation de la matrice de covariance, la contrainte imposant une condition
nécessaire de convergence de GaBP semble pertinente. Quand ce n’est pas le
cas, la qualité des modèles se dégrade fortement, en particulier lorsque aucune
mesure jointe gaussienne n’est compatible avec l’estimation de la matrice de
covariance. Certains critères empiriques – dont la validation nécessite de plus
amples expérimentations – semblent émerger et pourraient permettre de dé-
terminer si l’on se trouve dans une situation favorable ou non à l’algorithme
IPS et donc à notre heuristique.
D’une manière générale une originalité de ces travaux est de prendre en
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compte une contrainte inhabituelle dans la sélection de modèles : on se res-
treint à des modèles qui permettent de réaliser l’inférence en temps réel. Ceci
nécessite de trouver un bon compromis entre la qualité du modèle et sa sim-
plicité.
Les modèles proposés dans ces travaux s’appuient uniquement sur les cor-
rélations locales au sein d’un réseau de transport. Si cette approche permet
de modéliser le phénomène de propagation de la congestion à travers le réseau
elle est par contre impuissante à modéliser l’inﬂuence de variables extérieures.
Certaines variables macroscopiques, telles que les conditions météorologiques
par exemple, ont pourtant une forte inﬂuence sur le niveau de congestion.
La déﬁnition même de ces variables macroscopiques est elle aussi non tri-
viale. Pour cela une analyse de données macroscopiques des données traﬁc
est nécessaire. Une approche de ce type a été conduite dans le cadre du pro-
jet TRAVESTI [94]. Plusieurs approches sont envisageables pour introduire
ces variables macroscopiques dans nos modèles. Déterminer la forme la plus
pertinente reste un problème ouvert.
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Modélisation probabiliste et inférence par l’algorithme Belief Propagation
Résumé : On s’intéresse à la construction et l’estimation – à partir d’observations incomplètes – de modèles
de variables aléatoires à valeurs réelles sur un graphe. Ces modèles doivent être adaptés à un problème de
régression non standard où l’identité des variables observées (et donc celle des variables à prédire) varie d’une
instance à l’autre. La nature du problème et des données disponibles nous conduit à modéliser le réseau sous
la forme d’un champ markovien aléatoire, choix justifié par le principe de maximisation d’entropie de Jaynes.
L’outil de prédiction choisi dans ces travaux est l’algorithme Belief Propagation – dans sa version classique ou
gaussienne – dont la simplicité et l’efficacité permettent son utilisation sur des réseaux de grande taille. Après
avoir fourni un nouveau résultat sur la stabilité locale des points fixes de l’algorithme, on étudie une approche
fondée sur un modèle d’Ising latent où les dépendances entre variables réelles sont encodées à travers un
réseau de variables binaires. Pour cela, on propose une définition de ces variables basée sur les fonctions de
répartition des variables réelles associées. Pour l’étape de prédiction, il est nécessaire de modifier l’algorithme
Belief Propagation pour imposer des contraintes de type bayésiennes sur les distributions marginales des
variables binaires. L’estimation des paramètres du modèle peut aisément se faire à partir d’observations de
paires. Cette approche est en fait une manière de résoudre le problème de régression en travaillant sur les
quantiles.
D’autre part, on propose un algorithme glouton d’estimation de la structure et des paramètres d’un champ
markovien gaussien, basé sur l’algorithme Iterative Proportional Scaling. Cet algorithme produit à chaque
itération un nouveau modèle dont la vraisemblance, ou une approximation de celle-ci dans le cas d’observa-
tions incomplètes, est supérieure à celle du modèle précédent. Cet algorithme fonctionnant par perturbation
locale, il est possible d’imposer des contraintes spectrales assurant une meilleure compatibilité des modèles
obtenus avec la version gaussienne de Belief Propagation. Les performances des différentes approches sont
illustrées par des expérimentations numériques sur des données synthétiques.
Mots clés : Belief Propagation, Inférence, Champ markovien aléatoire, Modèle gaussien, Iterative Pro-
portional Scaling.
Probabilistic Modelling and Inference using the Belief Propagation Algorithm
Abstract: In this work, we focus on the design and estimation – from partial observations – of graphical
models of real-valued random variables. These models should be suited for a non-standard regression
problem where the identity of the observed variables (and therefore of the variables to predict) changes from
an instance to the other. The nature of the problem and of the available data lead us to model the network
as a Markov random field, a choice consistent with Jaynes’ maximum entropy principle. For the prediction
task, we turn to the Belief Propagation algorithm – in its classical or Gaussian flavor – which simplicity
and efficiency make it usable on large scale networks. After providing a new result on the local stability of
the algorithm’s fixed points, we propose an approach based on a latent Ising model, where dependencies
between real-valued variables are encoded through a network of binary variables. To this end, we propose a
definition of these variables using the cumulative distribution functions of the real-valued variables. For the
prediction task, it is necessary to modify the Belief Propagation algorithm in order to impose Bayesian-like
constraints on marginal distributions of the binary variables. Estimation of the model parameters can easily
be performed using only pairwise observations. In fact, this approach is a way to solve the regression problem
by working on quantiles.
Furthermore, we propose a greedy algorithm for estimating both the structure and the parameters of a
Gauss-Markov random field based on the Iterative Proportional Scaling procedure. At each iteration, the
algorithm yields a new model which likelihood, or an approximation of it in the case of partial observations,
is higher than the one of the previous model. Because of its local perturbation principle, this algorithm
allows us to impose spectral constraints, increasing the compatibility with the Gaussian Belief Propagation
algorithm. The performances of all approaches are empirically illustrated on synthetic data.
Keywords: Belief Propagation, Inference, Markov Random Field, Gaussian model, Iterative Proportional
Scaling.
