It is known that the tiling technique can be used to give simple proofs of undecidability of various two-dimensional modal and temporal logics. However, up until now, the simplest two-dimensional temporal logic, the compass logic of Venema, has eluded such treatment. We present a new coding of an enumeration of the tiling plane which enables us to show that the compass logic is undecidable.
Introduction
Compass logic Venema, 1990 ] is a two-dimensional propositional temporal logic. It is studied as it is closely related to various logics used for investigating natural language ( Aqvist, 1979] ), describing changes in temporal information in databases , Finger and Reynolds, 1997] ), planning and reasoning about processes of extended duration Halpern and Shoham, 1986] , or various two-dimensional modal logics ( Segerberg, 1973] , Marx and Venema, 1997] , Reynolds, 1996] ).
The most general version of compass logic, the one which we will concentrate on, uses two pairs of linear temporal operators over a cartesian product of linear orders. Valuations of propositional atoms will be made at ordered pairs and so truth of formulas is also evaluated at ordered pairs in structures. The accessibility relations of each of the modalities will be restricted by keeping one of the coordinates of the two-dimensions constant and moving in the appropriate direction along the other coordinate.
As shown in Venema, 1990] , the compass logic is closely related to the interval logic of Halpern and Shoham, 1986] and this latter logic is undecidable. Halpern and Shoham code the operation of a Turing Machine into their interval logic to show that the set of its validities is not recursively enumerable. They also show that if we consider intervals over
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We will show that undecidability already holds for the weakest two-dimensional temporal logic, the compass logic over linear ows of time. Thus decidability is unreachable in the realm of two-dimensional temporal logics, even if one restricts the language to only the Priorean tense modalities and allows all models which reasonably can be called temporal (i.e. linear ows).
Besides this rather technical result, we think that the main import of this paper is the method of establishing it. We use the tiling technique of Harel, 1983] . This technique, using the undecidability result for tiling of Robinson, 1971] , has recently been used to provide very neat undecidability proofs for multi-dimensional logic. See, for example, Harel, 1983] , Spaan, 1993] and Marx, 1997a] . In most neat proofs, use is made of \next-time" operators which allow two-dimensional structures to code tilings of the plane in a very straight forward manner. This paper shows, for the rst time, that the next-time temporal operators are not needed for coding in a tiling.
We will show, using one tiling idea, that validity in this compass logic is r.e.-hard and so undecidable. Then, we will use a di erent, harder tiling problem, to show that the compass logic restricted to Dedekind complete ows of time, is 1 1 -hard implying that there is no recursive axiomatization of validity.
We shall mention brie y how the same techniques can be applied to the case of interval based temporal logics.
Compass Logic
The most straight forwardly two-dimensional temporal logic is the compass logic introduced by Venema in Venema, 1990] . The language contains four interrelated modal diamonds: 3, 3, 3 and 3. Structures for this language consist of two linear orders (T 1 ; < 1 ) and (T 2 ; < 2 ):
we shall call such a pair a rectangular frame. Two-dimensional valuations for atoms are made at ordered pairs from T 1 T 2 . We can think of (T 1 ; < 1 ) as lying horizontally and (T 2 ; < 2 ) as lying vertically on a cartesian grid.
Formulas are constructed from > and propositional atoms (from L) using :,^and the four modalities 3, 3, 3 and 3.
Structures are T = (T 1 ; < 1 ; T 2 ; < 2 ; g) where each (T i ; < i ) is a linear order and g :
Truth de ned inductively as follows: 6 -p (T 1 ; <) (T 2 ; <) 3 p 3 3 p Figure 1 : Some truths from a compass structure T ; t; u j = p i p 2 g(t; u), p an atom; T ; t; u j = >; T ; t; u j = ^ i T ; t; u j = and T ; t; u j = ; T ; t; u j = : i T ; t; u 6 j = ; T ; t; u j = 3 i there is s 2 T 1 such that t < 1 s and T ; s; u j = ; T ; t; u j = 3 i there is s 2 T 1 such that s < 1 t and T ; s; u j = ; T ; t; u j = 3 i there is v 2 T 2 such that u < 2 v and T ; t; v j = ; T ; t; u j = 3 i there is v 2 T 2 such that v < 2 u and T ; t; v j = ; Figure 1 shows an example from a compass model. It is useful to de ne some abbreviations including the corresponding universal modalities and some boolean combinations of the basic modalities: for example, 2 A : 3 :A 2 A 2 A^A^2 A 2 A 2 A^2(2 A)^2(2 A) Notice that this notation extends the appealingly intuitive geographical analogy suggested by the notation for a modal two-dimensional logic in Segerberg, 1973] . The intuition further suggests another possible application of this logic: to the eld of spatial reasoning. Although there are modal logics for spatial reasoning (such as the logic of convex hulls in Bennett, 1996]), we know of no investigation of the use of modalities for compass directions in this eld.
An example of the kind of statement one can make in the logic is 3 2 A ! 2 3 A which is actually a validity, where by a validity we here mean a formula which is true at every ordered pair in every rectangular structure. A satis able formula, on the other hand, is a formula for which there exists some rectangular structure T = (T 1 ; < 1 ; T 2 ; < 2 ; g) and some pair (t 1 ; t 2 ) such that T ; t 1 ; t 2 j = :
Two de ned modalities which will play a crucial role in the undecidability proof are the horizontal and vertical di erence operators: It is then immediate that if M; t; u j = , then there is no other t 0 or u 0 such that M; t 0 ; u j = or M; t; u 0 j = . More examples of the expressive power of this language can be found in Venema, 1990, Marx and Venema, 1997] .
In Marx and Venema, 1997] we nd a nite axiom system for the compass logic. The system uses a non-orthodox (non-structural) irre exivity rule in the Gabbay style Gabbay et al., 1994] . It involves the de ned general di erence operator D 0 :
The irre exivity rule (IRRD) is:
(q^:D 0 q) ! provided the atom q does not appear in :
The axiom system consists of the rules modus ponens, the four universal generalizations, substitution and IRRD along with: 0 all classical tautologies 1 2(p ! q) ! (2 p ! 2 q) 2 p ! 2 3 p 3 3 3 p ! 3 p 4 (3 p^3 q) ! (3(p^3 q) _ 3(p^q) _ 3(q^3 p) 5 3 3 p $ 3 3 p;
and various duals of these axioms. Marx and Venema give a proof of the completeness of this system using several general techniques. Essentially, they proceed by considering the rules and axioms which can, in general, be added to any Sahlqvist system (see Sambin and Vaccaro, 1989] ), to force an operator D 0 to behave like the general di erence operator. These axioms and rules are derivable already in the system above.
After looking at some variations on the compass language and some applications to computer science we concentrate on proving THEOREM 1 The set of validities of the compass logic is re-complete.
Recursive enumerability of the validities follows immediately from the axiomatization above. A simpler way to see this is to show that the class of rectangular frames is nitely de nable in rst-order logic (see Gabbay and Shehtman, 1997] , section 8) and use the standard translation and completeness of rst-order logic (cf. fact 1.4 in van Benthem, 1984] ). That the problem is re-hard (implying undecidability) follows from lemma 1 below.
Variations and Applications
Variations on this logic arise in the usual ways: semantically, we can restrict our attention to certain subsets of the set of rectangular structures; syntactically, we can consider other temporal operators; or we can combine such variations.
Examples of restrictions are to only consider frames (T 1 ; < 1 ; T 2 ; < 2 ) (i) with each (T i ; < i ) being dense, (ii) with (T 1 ; < 1 ) = (T 2 ; < 2 ) or (iii) with each (T i ; < i ) being the natural numbers order. The logics resulting from such restrictions will, of course, usually have more validities.
Considering the language, a more expressive two-dimensional temporal logic can be obtained by using Kamp's until U and since S operators. In one dimensional temporal logic, (the strict version of ) until is de ned as follows:
T ; t j = U(A; B) i there is some time s such that t < s and T ; s j = A and for all times r such that t < r < s we have T ; r j = B.
Since is de ned dually, i.e. with > instead of <. For two dimensions we end up with four operators: U h , S h , U v and S v , with a pair for each of the horizontal and vertical ordering.
The compass operators can easily be de ned in this language: for example 3 A U v (A; >).
Note that there are also less expressive versions of until and since (called non-strict). In two-dimensions the horizontal (easterly) non-strict until has de ning clause:
(T 1 ; < 1 ; T 2 ; < 2 ; g); t 1 ; t 2 j = U h ns (A; B) i there is some s 1 2 T 1 such that t 1 1 s 1 and (T 1 ; < 1 ; T 2 ; < 2 ; g); s 1 ; t 2 j = A and for all r 1 2 T 1 such that t 1 1 r 1 < 1 s 1 we have (T 1 ; < 1 ; T 2 ; < 2 ; g); r 1 ; t 2 j = B.
The di erence between strict and non-strict versions of until and since is sometimes important in applications where time is taken to be the integers or natural numbers. In such a situation we also have the \next-time" operators ; ; and . The semantic clause for , for example, is (N; <; N; <; g); n; m j = i (N; <; N; <; g); n + 1; m j = while that for is (N; <; N; <; g); n; m j = i m > 0 and (N; <; N; <; g); n; m ? 1 j = :
It is not hard to show that the next-time operators are de nable from the strict until-since operators but not from the non-strict ones.
Recently, applications of compass logic to bitemporal databases have been proposed. Bitemporal databases store each fact together with both its validity time (the time it describes) and its transaction time (the time it was entered in the database) Snodgrass and Ahn, 1985] . The usefulness of the database is thus greatly enhanced, for past views of history are kept and can be used to track the \justi cation" of past actions taken with the database's support. The idea of using a two-dimensional temporal logic to describe the evolution of temporal databases was proposed in but is closely related to the work in Finger and Gabbay, 1992] . The way that updates in the database relate to both valid time and transaction time can easily be described using a two-dimensional logic such as compass logic{ there are even attempts to use the language to actually do the database manipulations ( Finger and Reynolds, 1997] ).
When the two dimensions of time are based on the same linear order (T; <) (we can call such rectangular structures square) we have a diagonal in our structures: f(t; t)jt 2
Tg. Then we can make the compass language even more expressive by including modal constants which represent being on the diagonal or on one side of it as opposed to the other. For example we can introduce as a constant which is only true on the diagonal.
Being in the north-west half-plane is determined by the truth of the formula 3 . Harel in Harel, 1983] and Pnueli have considered a two-dimensional logic with just 3, 3, and over natural numbers squares.
In square structures we can also follow Vlach and Aqvist(see Gabbay et al., 1994] ) and introduce a converse modality J (here written ) and projection modalities J 1 and J 2 . The de nitions are: (T; <; T; <; g); t; u j = i (T; <; T; <; g); u; t j = (T; <; T; <; g); t 1 ; t 2 j = J i i (T; <; T; <; g); t i ; t i j = There are many other variations on these logics: we can also relax some of our semantical assumptions instead of restricting them (e.g. consider structures where each (T i ; < i ) is not necessarily a linear irre exive order), or reduce the expressiveness of the language (e.g. do not use the \past" operators such as 3 and 3) instead of increasing it.
As we have mentioned, the compass logic is closely related to interval logics. It is worth recalling the relationship brie y. The modalities in Halpern and Shoham, 1986] include: hBi: at some interval during the current one, beginning when the current one begins, and hEi: at some interval during the current one, ending when the current one ends and their converses hB^i and hE^i. If we de ne intervals as pairs (s; t) from a linear order (T; <) with s t then an interval structure is essentially a square compass structure with a diagonal but with half the points missing. We see that hBi corresponds almost directly to 3, hEi to 3 and the converses to their respective converses.
As described in van Benthem, 1995] , there are many and various motivations for using an interval temporal logic: these include philosophical considerations of time and events, natural language, processes in computations and planning problems (see also Allen et al., 1991] ). Despite their usefulness, as we have mentioned, it is shown in Halpern and Shoham, 1986 ] that interval logics are undecidable.
Apart from interval logics, most of the other logics we have mentioned are product logics in the sense used in Gabbay and Shehtman, 1997] and Marx, 1997b] : essentially, they are semantically de ned by using cartesian products of one-dimensional logics. A few such products nd use in computer science applications: see, for example, Reynolds, 1996] . However, there are many interesting logics which are almost but not quite of this form. These include the Synchronized Ockhamist branching-time logic of Di Maio and Zanardo, 1994] , logics of agency Belnap and Perlo , 1990] and causation von Kutschera, 1993] , logics of historical necessity (Ockhamist logics) Zanardo, 1996] and Gabbay et al., 1994] , logics for capturing how knowledge (or belief) changes over time Fagin et al., 1995] , temporal and spatial combinations ( Reif and Sistla, 1985] ), and similar modal logics ( Venema and Marx, 1995] ).
Finally, we mention the even less neatly two-dimensional combinations of temporal logics in the literature. For example, there are the logics arising from general Temporalizing Finger and Gabbay, 1992] and combining Finger and Gabbay, 1996] techniques. Temporalizing allows the adding of a temporal logic on top of any other logic. Truth is evaluated in two-dimensional structures but only a restricted language is available{ formulas with a horizontal modality nested inside a vertical one, say, are outlawed. Combining or Fibring techniques, on the other hand, allow the full two-dimensional language but also allow very complex models without commutativity of the two accessibility relations < 1 and < 2 . These structures are sometimes known as independent combinations of modal logics Thomason, 1980] . Such logics are used to investigate the preservation of various logical properties under combination of logics. They can also sometimes be the only way of keeping combinations of logics decidable.
Undecidability via Tiling
With many two-dimensional temporal logics it is usually quite straight forward to show undecidability of validity using the domino or tiling technique. The technique was rst applied to two-dimensional logic and other logics of programs in Harel, 1983] where many di erent tiling techniques are used to establish various levels of undecidability of the logics. Other techniques such as coding of Turing machine runs (see Halpern and Shoham, 1986] or Halpern and Vardi, 1989] ) can be used but the tiling approach is very natural in this context.
A simple demonstration of tiling in action can be given from considering the twodimensional temporal logic X 2 with \next" operators and as well as the compass operators used to describe structures where both dimensions of time are the natural numbers. This is very similar to the two-dimensional logic actually considered in Harel, 1983] .
We x some denumerable set C of colours. Tiles are 4-tuples of colours and we de ne four projection maps so that each tile d = ( 1; j) ). The tiling problem for N N is:
given a nite set D of tiles, does D tile N N? In Robinson, 1971] it is shown that the tiling problem is co-r.e.-complete: and hence undecidable. There are similar results for Z Zin Berger, 1966] .
It is now straight-forward to use this result to show the undecidability of the logic X (Notice that we need all the compass operators to de ne 2.) It can be seen that this formula will hold at (0; 0) if and only if the atom (n; m) is true at each point (n; m) in such a way that will be a tiling of N N.
Tiling proofs tend to be more complicated for other two-dimensional temporal logics. When the underlying ows are not necessarily the natural numbers then we must use the temporal logic to code in a discrete sub-ow. When the logic does not have next-time or until operators then we shall see that the coding gets more complicated again.
Note that we could have easily followed Harel and modi ed this proof using a di erent repeating tiling problem to show that the logic X 2 actually has a 1 1 -hard validity problem. This implies that the logic is not recursively axiomatisable. In fact, when the underlying linear orders are restricted to be natural numbers, integers or reals then many two-dimensional and interval logics are non-axiomatisable. When the full class of linear orders is available then this modi ed tiling problem, involving the in nite repetition of a certain tile, is not able to be encoded in the two-dimensional logic and we can only prove undecidability. We use the repeating tile technique below in section 6.
Construction of D
We will show how we can (recursively) nd a formula D so that the satis ability of D in the compass logic is equivalent to the tiling of N N by D. Thus satis ability in the compass logic is co-re hard, whence the validity problem is re-hard.
Some notation
In what follows we will need an enumeration of N N. We talk of the column of squares f(0; j)jj 0g as being the wall and say that (n) is on the wall i it is in this column. Similarly, we talk of the row of squares f(i; 0)ji 0g as being the oor and say that (n) is on the oor i it is in this row.
We will freely use all sorts of properties of this enumeration such as that (n + + 1) is on the wall i (n) is.
The arrangement may be pictured as in gure 2.
The Idea
We construct D using propositional atoms from D fp; q; oor;wall;right;aboveg (which is assumed to be a union of disjoint sets). The standard model for our formula D is based on the frame (N; <; N; <), where the non-tile atoms obtain the following valuation p 2 g(n; n) for each n q 2 g(n; n + 1) for each n right 2 g(n; n + ) for each n above 2 g(n; n + + 1) for each n wall 2 g(n; n) i (n) is on the wall oor 2 g(n; n) i (n) is on the oor.
None of the atoms are true anywhere else. The tile-atoms from D will be made true at the p-states only, according to what kind of tiling we are modelling. Since the p-states are all on the diagonal, they form a copy of the natural numbers, with q acting as the successor function. If we think of the p-states as enumerating (0); (1); : : :, i.e., the grid N N, then the atoms right and above are the functions (from p-states to p-states) moving us rightwards and upwards in the grid, respectively. Clearly above is the composition of right and q (because (n + +1) is the square above (n)). oor and wall nally are made true at (n; n) precisely when (n) is on the oor and wall, respectively. Corresponding to a tiling is a standard model which is pictured in gure 3. Below we will see the machinery we get from these atoms which is used to lay the foundations for the conjuncts which describe that adjacent colours match in a tiling. This tiling part of our formula is completely analogous to the formula we saw in section 4:
The rest of our formula will \axiomatise" as much of the properties of the atoms fp; q; oor;wall;right;aboveg which hold in the standard model as needed in order to prove that satis ability of D on an arbitrary rectangular model implies that D tiles N N.
5.3
The formula D will be the conjunction of the following formulas which we will group according to their purposes. (4)) p; ( (5)) p; ( (6) p ( (7)) p; ( (1) A 15 2(wall ! 2(above ! 3 wall)) \only a wall can be above a wall" A 16 2 2(wall ! 3(above^3 wall)) \except at (0), every wall is above a wall" A 17 2(right ! 2 :wall) \right never goes to the wall" For the other direction, suppose that D is satis able in the compass logic.
Say that T = (T 1 ; < 1 ; T 2 ; < 2 ; g) and T ; t 0 ; u 0 j = D . We will show that D tiles
In what follows we shall say \by A 5 ", for example, when we claim that something is a consequence of the fact that A 5 holds in T at (t 0 ; u 0 ).
A simple induction using A 1 {A 5 gives us
Claim 1 There is a sequence t 0 < 1 t 1 < 1 t 2 < 1 ::: of elements of T 1 and a sequence u 0 < 2 u 1 < 2 u 2 < 2 ::: of elements of T 2 such that for each n 0 K1 p 2 g(t n ; u n ) and K2 q 2 g(t n ; u n+1 ).
We also have K3 if p 2 g(t; u) and u < 2 u n for some n then t = t m and u = u m for some m < n.
We will use a function h to save notation. For i; j 2 N we let h(i; j) = g(t i ; u j ). Claim 2 For all n 0 we have 
PROOF OF CLAIM:
We proceed by induction on n. First suppose n = 0. By A 11 , oor 2 h(0; 0) and wall 2 h(0; 0). above, x = t n?1 . Thus 3 wall is true at (t n?1 ; u n +) and by A 13 and K3 we must have wall 2 h(n ? 1; n ? 1).
By our induction hypothesis (item 2) we can not have n?1 = i + for any i. Thus (n ? 1) is on the wall. But then we have our contradiction as this implies (n) and (n + ) are on the oor.
3. Since we have wall 6 2 h(n + ; n + ), by A 18 , there must be some x < 1 t n + with right 2 g(x; u n +). By the domain restriction of right (A 6 ) there is y < 2 u n + such that p 2 g(x; y). By K3, x = t i and y = u i for some i which must be less than n + (as u i < 2 u n + ). We will show that i = n as required. Suppose rst for contradiction that i < n. Then our induction hypothesis tells us that right 2 h(i; i + ). By functionality of right we can not have right 2 h(i; n + ). Suppose next for contradiction that n < i. By functionality of right, there is some y > 2 u n such that right 2 g(t n ; y). There are three cases. Case: y < u n +. Then, by range restriction of right (A 6 ) and K3, y = u j for some j < n + so right 2 h(n; j). Now y > 2 u n so j > 0 and we may have j = k + for some k < n. But then the inductive hypothesis (item 3) tells us we have right 2 h(k; k + ) as well as right 2 h(n; k + ). This contradicts injectivity of right.
The other alternative, if j is not k + for any k, is that j is on the wall and then A 17 tells us that right 6 2 h(n; j) to give us our contradiction.
Case: u n + = y. Thus right 2 h(n; n + ) and right 2 h(i; n + ).
This contradicts injectivity of right. Case: u n + < y. So 3 right 2 g(t n ; u n + ) and 3 right 2 g(t n ; u n +). This contradicts monotonicity of right (A 8 ). 4. So we have right 2 h(n; n + ). By A 9 there is y > 2 u n + such that above 2 g(n; y). By A 10 and K2, y = u n + +1 as required.
5. Finally suppose that (n + + 1) is on the wall. This means that (n) is also on the wall. For n > 0, n = k + + 1 for some k < n and the inductive hypothesis, item 5, tells us that wall 2 h(n; n). Now by functionality of above and A 15 there is y > 2 u n such that above^3 wall 2 g(t n ; y). By functionality of above and item 4, y = u n + +1 . Thus there is x > 1 t n such that wall 2 g(x; u n + +1 ). By A 13 ; K1 and K3, x = t n + +1 . Thus wall 2 h(n + + 1; n + + 1) as required.
To summarize the important results: for each n; m 2 N, if (m) is the square to the right of (n) then right 2 h(n; m) if (m) is the square above (n) then above 2 h(n; m) wall is only true on the wall i.e. wall 2 h(n; n) i (n) is on the wall.
(This is used in the next section.)
Now we can nally use our tiling atoms. So the validities of the compass logic of the largest class of two-dimensional temporal frames (where we ask nothing more than that both dimensions have a linear order) are recursively enumerable but not recursive. In the next section we will see that for several natural subclasses the validities are not even recursively enumerable.
6 Dedekind Complete Case In Harel, 1986] it is shown that the following problem is We can use this result to show that compass logics of more restricted classes of twodimensional frames are not recursively axiomatisable. Let K be any subclass of the class of all rectangular frames. C K denotes the compass logic where we only consider models based on frames from K. THEOREM 2 Let K be a subclass of the rectangular frames satisfying min there is a (T 1 ; < 1 ; T 2 ; < 2 ) 2 K with both (T i ; < i ) containing an in nite ascending sequence.
max if (T 1 ; < 1 ; T 2 ; < 2 ) 2 K, then (T 1 ; < 1 ) is Dedekind complete.
Then satis ability in C K is 1 1 -hard, whence validity is not recursively enumerable. PROOF:
Given a set D of tiles containing d 0 , we will use the formula D from the earlier part of the paper but we will add two conjuncts to it. They are: Conversely, if D has a model in which (T 1 ; < 1 ; T 2 ; < 2 ) is from K then this is also a model of D . As above in section 5 we can nd a tiling from this. Recall that we use the value of tiling atoms at a sequence of points (t 0 ; u 0 ); (t 1 ; u 1 ); :::
and that the atom wall is true only at points (t i ; u i ) when (i) is on the wall.
Just as we have K3, we can also show K4 if p 2 g(t; u) and t < 1 t n for some n then t = t m and u = u m for some m < n. If the sequence t 0 < 1 t 1 < 1 t 2 < 1 ::: is unbounded then D1 (along with K4) tells us that d 0 appears in nitely often as a tile on the wall and we are done. Otherwise, as (T 1 ; < 1 ) is Dedekind complete, there is some least upper bound t to the sequence. We will show that \from t on" there are no more p-states, i.e., for all u 2 T 2 , for all t 0 t 2 T 1 , p 6 2 g(t 0 ; u).
By D2 there are three possibilities for the pair (t; u 0 ): case 1 We may have 2 :p^2 2 :p true at (t; u 0 ). But then indeed p is false from t on. We will show that the other cases cannot occur. case 2 (t; u 0 ) makes 3(3 q^3 p) true. This would mean that there are p's beyond t. We show that also this case does not occur. Say that 3 q^3p is true at (t; u) and that q is true at (t 0 ; u) for some t 0 < 1 t. As t is the least upper bound of the sequence of t i s, we know there is some t i such that t 0 < 1 t i . By A 3 there is some u 0 < 2 u such that p is true at (t 0 ; u 0 ). By K4, we know t 0 = t j and u 0 = u j for some j = 1; 2; :::. 
Conclusion
The tiling technique is such a beautifully simple tool for proving undecidability results that we are very glad to have been able to use it, albeit in a slightly complicated way, to prove undecidability of validity for the equally simple and attractive compass logic.
We have also seen that there are plenty of other interesting and useful two-dimensional modal logics, and we hope that our use of tiling in the \enumeration-style" has many other applications. It can be seen, for example, that the interval logic of Halpern and Shoham, 1986 ] is amenable to almost the same techniques as all the interesting work with atoms can be done in the north-west half-plane.
It is also worth mentioning some other related open problems. Although there are many complexity results established for product logics in Gabbay and Shehtman, 1997], Marx, 1997a] and Marx, 1997b] there are still many left to determine. One of the most interesting, from the point of view of establishing the limits of undecidability is that of the product of a di erence operator in one dimension and a Priorean temporal logic in the other. Is this logic undecidable like compass logic or decidable like the product, in Reynolds, 1996] , of an S5 modality and a temporal logic?
Another interesting question is that of the number of non-at propositional variables needed to obtain undecidability. Here, a at variable is one that is constant in truth value along one dimension. We use four non-at variables (p, right, above and q) but it is easy to see that above and p can be deleted. Can you do it with just one real binary variable?
Finally, turning to axiomatizations, we have the usual open problem: as with many other two-dimensional temporal logics, it is not known whether there is a nite axiomatization of the compass logic which only uses the traditional orthodox derivation rules.
