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Abstract
A computational study of the effect of rotation on the velocity and thermal
field for a two-pass channel connected by rows of holes on the divider wall has been
conducted. Detailed velocity and Nusselt number distributions are presented inside
the rotating two-pass coolant channel. The enhanced cooling in this passage design
is achieved by a combination of impingement and crossflow-induced swirl. The
cross flow is generated from one coolant passage to the adjoining coolant passage
through a series holes placed along the dividing wall. The holes deliver the flow
from one passage to another typically achieved in a conventional design by an 180o
U-bend. The holes direct flow perpendicular to the axial direction. The impingement
and swirl produces significantly high heat transfer enhancement over conventional
heat transfer enhancement mechanisms such a rib turbulators, pin fins, etc.
Commercial software, FLUENT, is used for predicting the flow using the standard
k-ε turbulence model.

The results are primarily presented at a channel flow

Reynolds number of 25000. The effect of rotational speed is achieved by varying the
rotation number from 0, 0.1, and 0.2. The effect of coolant-to-wall density ratio is
also varied from 0.05, 0.15, and 0.25. Results show that the impingement and swirl
flow are affected by rotation induced Coriolis and centrifugal forces. There appears
to be little effect of buoyancy for this geometry as velocity profiles are seem to be
unaffected by the wall temperature changes. In the absence of adequate experimental
data for rotational cases, the detailed heat transfer distributions for some stationary
cases obtained using the liquid crystal technique were compared. The detailed flow
field predictions effectively explain the experimentally obtained detailed surface
heat transfer distributions. The pressure distribution and Nusselt number distribution
from the predictions are in good agreement with the experimental data for such

xi

stationary cases and raises the confidence in predicting the same for rotating
channels.

xii

1. Introduction
1.1 Turbine Blade Cooling Strategies
Thermal efficiency of a gas turbine engine can be improved by increasing the
turbine inlet gas temperature. As turbine inlet temperature is increased, there is a
greater need for more efficient cooling. A turbine blade operates typically at
temperature 1650-1750° K, pressure 1.20-1.70 Mpa and in addition to that it rotates
at the speeds greater than 3000 rpm. So, efficient cooling mechanisms are needed to
improve blade life and overall efficiency of the turbine. Thus heat transfer
augmentation inside airfoil internal channels is an important issue for the gas turbine
industry. Present material cannot withstand such high thermal stresses in this
extreme operating environment of pressure and temperature. Therefore, standard
metallic blades with sophisticated cooling techniques have been employed for
turbine blades in order to maintain safe and long operation of the turbines under
extreme operating conditions. The engine cooling system must be designed to ensure
that the maximum blade surface temperatures and temperature gradients are
compatible with the maximum blade thermal stress for the life of the design. Less
coolant flow results in hotter blade temperatures and reduced component life.
Similarly, high coolant flow usage results in reduced engine performance. The
engine cooling system must be designed to maximize the use of compressor bleed
air for cooling purposes to achieve the maximum benefits of the high inlet gas
temperature. Highly sophisticated cooling techniques are in use in advanced gas
turbine engines including film cooling, impingement cooling, and augmented
convected cooling. Most experimental investigations on internal cooling passages
have concentrated on internal coolant passages with non-rotating duct.

1

1.2 Heat Transfer in Rotating Internal Channel
Cooling air bled from suitable stages of the compressor section is fed to the
root section of the rotating blade and subsequently flows through a series of internal
passages in either a radial outward or inward direction depending on the complexity
of the heat transfer duty required. Thus, it is subjected to the combined effect of
Coriolis, buoyancy and centrifugal forces. In rotation, the Coriolis and buoyancy
forces cause different heat transfer patterns from the leading and the trailing
surfaces. Coriolis force tends to create a secondary flow in planes perpendicular to
the main flow direction, which encourages the migration of core region flow toward
the trailing surface in the first pass and leading surface in the second pass. These
secondary flows promotes better heat transfer in the vicinity of trailing surface
compared to the leading surface in the first pass; while the situation in the second
pass is opposite. The intensity and nature of the secondary flow also depends on
coolant passage channel geometry. A rectangular channel would create a secondary
flow pattern that is different from either a square or a circular cross sectional
channel. Thus the heat transfer coefficient in a rectangular channel will be different
than a square or circular channel. There have been numerous investigations both
experimental and numerical on the flow field and heat transfer in the internal coolant
passage of gas turbine rotor blade. Most of these works deal with square channels.
Wagner et al. [1,2] conducted the most detailed experimental study to determine the
effects of rotation (buoyancy and Coriolis forces) on the local heat transfer of a
multi-pass square channel with smooth walls. They concluded that in the first pass
of the coolant passage rotation created a thinner boundary layer on the trailing
surface and a thicker boundary layer on the leading surface but in the second pass
the flow field was opposite to the first pass. The leading surface Nusselt number
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ratios in the second pass were higher than the trailing surface Nusselt number ratios
because of the reversal of the Coriolis force direction. Johnson et al. [3] performed a
systematic investigation of the effects of buoyancy and Coriolis forces on heat
transfer coefficients distribution in a four –pass square channels with trips angled to
the flow. Fann et al. [4] reported local heat transfer in the rotating serpentine passage
with ribbed surfaces. They found that both rotation and roughness configuration
improved the local heat transfer, and 450 ribs performed the best in both the
stationary and rotating cases [5].

Recently Han et. al.[6], Cheah

et. al.[7]

investigated rotating ducts with smooth walls. Zhang et. al.[8] , Tse and Kuo and
Hwang [9] reported studies on rotating ducts with ribbed walls. Velocity and heat
transfer measurements in a rotating cooling passage with smooth walls was
performed by Bons and Kerrebrock [10]. A useful citation with respect to our
present study is that of Chen and Liou [11].
1.3 Proposed New Design
There have been several studies on 180o turn based two-pass channels with
turbulators reported in the literature. Several researchers [12-16] focused on
enhancing heat transfer in both the first pass and second pass using rib turbulators.
The maximum enhancement reported in the second pass of a serpentine channel with
a combination of the turn and discrete rib turbulators is around 6-7 times higher than
the fully developed flow Nusselt number (Dittus-Boelter correlation). However, the
pressure drop is also significantly high due to the presence of the 180o turn and the
ribs on two opposite walls of the channels. Glezer et al. [17], Ligrani et al. [18] and
Moon et al. [19] investigated the production of swirl by injecting air into the tube
through tangential jets along the wall. Hedlund et al. [20] presented measurements
inside a tubular swirl chamber for simulating turbine blade internal cooling The
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present study, as indicated earlier, focuses on investigating an alternative approach
for heat transfer enhancement without significantly altering the internal cooling
design existing in the present cooled blades (Ekkad et al. [12, 16]; Pamula et al.
[13]).
Several strategies are being examined by various investigators where
combinations of turbulated serpentine passage cooling, impingement cooling, double
wall cooling, and film cooling are considered. An alternative internal cooling
configuration where additional secondary flows and heat transfer enhancement are
generated without radical alteration to the existing internal designs of cooling
passages was first presented by Ekkad et al. [12] and then by Pamula et al. [13],
Fig.1.1. This strategy consists of replacing the conventional U-bend between the two
passages with a series of cylindrical holes along the dividing wall connecting the
two passages. The cylindrical holes permit lateral injection from the first passage to
the second passage; this leads to a combination of impingement and crossflowinduced swirl in the second passage. The new configuration provides significantly
higher heat transfer enhancement with almost similar pressure drop as ribbed
channels with 180o U bends. Ekkad et al. [16] have also investigated the addition of
ribs in the first pass and confirmed that the presence of ribs in the first pass does not
significantly alter the high heat transfer enhancement in the second pass as shown by
Pamula et al. [13]. However, both the above studies were focused on surface heat
transfer enhancement and little information was available regarding the flow
distributions that cause the heat transfer enhancement.
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Existing Design

Proposed Design

Figure 1.1 Contrasting view of proposed design over existing design [12,21]
The aim is to deliver the coolant from first passage to second passage
through lateral holes along the dividing wall. Lateral injection leads to a
combination of impingement and crossflow induced swirl and is expected to
produce significant heat transfer enhancement in the second pass. In this study, the
lateral injection holes are drilled through the divider wall between the two channels
and the turn is eliminated. For the first two cases, the holes are angled at β =0o and
45o towards one sidewall to produce different swirl flow conditions in the second
pass with the hole placed closer to one sidewall. In the third case, the holes are
angled β =0o with two rows one along each sidewall. Results are presented for a
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channel Re=25000 whereas the experiments were performed for three Reynolds
numbers of 10000, 25000, and 50000 [12, 13, 22].
1.4 Predictive Capability for Internal Cooling
A significant portion of the research has focused on cylindrical, square, or
rectangular configurations rotating about an axis that is normal to the axis of the
duct. Among these references are [23, 24, 25] and [26]. Although these studies did
not consider the typical 180º bends commonly associated with a turbine blade
internal cavity flow, they were quite successful in identifying the primary features of
the flow field. The findings of these authors were in general agreement in that they
identified strong rotational flow effects. They also noted that on the pressure side of
the wall (trailing side) the turbulent mixing increases and the skin friction increases
resulting in thinner boundary layers and increases heat transfer. On the suction side
of the wall (leading side), the heat transfer decreases near the inlet but increases
further down stream. Prakash and Zerkle [26] investigated the case of a rotating
square duct and considered both Coriolis and buoyancy effects. These authors found
that their predictions were quite sensitive to the inlet conditions, especially to the
presence of rotation in the incoming flow. It was noted that getting the coolant flow
into the blade cavity is not a trivial task and improperly doing so can have serious
consequences on the predictive capability.
Kumar and Deanna [27] described a method for designing internal coolant
passages for radial flow turbine, which is based upon empirical lumped parameter
models. Procedures similar to that described in Kumar and Deanna are more widely
used within the industry for doing internal designs than are three-dimensional
Navier-Stokes solutions of the kind briefly noted in the remainder of this section.
Later, Steinthorsson et al. [28, 29] added computational rigor to the
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prediction scheme. They describe a CFD code that was developed for calculating the
three-dimensional fluid flow within coolant passages of a radial turbine blade
similar to that discussed by Kumar and Deanna [27]. The calculation scheme solves
the compressible Navier-Stokes equation for a turbulent rotating flow with the
equations being formulated in the rotating frame of reference instead of the inertial
frame. The numerical code is also described in Steintorsson et al. [29]. The grid
generating technique, including provision for serpentine passages with pin fins, that
was developed in order to obtain meaningful results from running the code is also
described in Steinthorsson et al. [29]. The specific problem treated in this paper is
for the case of a coolant gas entering at the dovetail base of the rotating blade. The
coolant then passes through a tortuous internal passage, which includes distributed
pin fins, and exits at the blade trailing edge. The authors incorporated their
formulation of the Navier-Stokes equations into an existing NASA code and
performed calculations for a typical rotating blade configurations. They note in their
in discussions of results that caution was in order because some of the trends
predicted were counter to intuition and in the absence of experimental results. They
also noted that additional work is required to reduce numerical diffusion without
reducing robustness.
Dawes [30] used information available in the open literature to reconstruct
the internal serpentine passages of an airfoil described in Snyder and Roelke [31].
Dawes [30] demonstrated application of an unstructured solution adaptive mesh,
three-dimensional Navier-Stokes equation solver to the geometry and flow
conditions of a radial inflow turbine blade. For the case selected by Dawes, no
experimental results were available. Therefore, he elected to compare the results of
his calculation technique with calculations reported by Taylor et al. [32] for a multi-
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ribbed cylindrical duct for which there were limited experimental results available.
However, the lumped parameter predictions of Kumar and Deanna [27] were
available for the radial inflow turbine airfoil configuration and Dawes demonstrates
favorable comparison between his predictions and those of Kumar and Deanna [27].
Rigby [33] describes heat transfer predictions in ribbed coolant channel with 180º.
The full Reynolds averaged Navier-Stokes equations are solved in obtaining these
calculations. The calculation procedure utilizes the Wilcox k − ω turbulence model
[34, 35]. The intent of the paper was to concentrate on grid structure for internal
cooling passages and on turbulence modeling. Rigby [33] shows reasonable
agreement with the experimental results reported by Park et al. [36]. Rigby et al.
[37] presented the result of numerical simulation of three dimensional flow and heat
transfer in a rectangular duct with 180º bend. One of the intensions of this paper was
to compare the results obtained with single-block versus multi-block grids. The
calculated results were compared with the experimental data of Arts et al. [38] and
shown to be in the reasonable agreement. For the same number of cells, the multiblock grid produced more accurate results than did a single block grid. The same
turbulence model was used in this study as was used in the Rigby’s [33] work. The
internal flow calculation effort continues in Rigby et al. [39]. This paper describes
the results of a numerical simulation designed to study flow in a straight channel
with square cross section, but with three smooth walls and the fourth configured to
contain ribs and bleed holes. For completeness, the authors performed calculations
with the fourth wall as noted above or with holes only, with ribs only or smooth. The
calculations were performed in order to provide a prediction of the experimental
result of Ekkad et al. [40]. This study was about stationary channel. The predictions
presented capture the general trend of the experimental results. With the exception
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of the immediate vicinity of the ribs, the predictions are in good agreement with the
measured heat transfer. The author once again used k − ω turbulence model
proposed by Wilcox [34, 35] and find that this model works well for them without
requiring reference to the distance to a solid surface.
Some researchers made computational study on ducts with inclined ribs,
which are used in advanced design. Among them Bonhoff et. al.[41] investigated
inclined ribs in a rotating duct with two straight sections and a 180° bend(U-duct).
Shih et. al.[42] studied inclined ribs in a U-duct under rotating conditions. In the
study of Bonhoff et. al. [41], a Reynolds stress equation model with wall functions
was employed. Shih et. al. used a low Reynolds number k-ω turbulence model.
A good reference is that of Chen et. al.’s [43, 44] work for the computational
aspect of flow and heat transfer in rotating two-pass channels. Jang et. al. [45] made
a computational study in a two-pass channel with 90° ribs. Comprehensive details of
the computational aspects of internal cooling of turbine blades can be found from
Iacovides et. al. [46]. In another work Iacovides et. al. [47] addresses the flow and
heat transfer computation through rotating ribbed passage. In summary it is to be
mentioned that a comprehensive study on over all aspects of convective heat transfer
in axial flow turbine is presented by Dunn [48].
1.5 Present Contribution
The present study focuses on investigating an alternative approach for heat
transfer enhancement without significantly altering the internal cooling design
existing in the present cooled blades (Ekkad et al. [12], Pamula et al. [13]). The aim
is to deliver the coolant from first passage to second passage through lateral holes
along the dividing wall. Lateral injection leads to a combination of impingement and
cross- flow induced swirl and is expected to produce significant heat transfer
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enhancement in the second pass. In this study, the lateral injection holes are drilled
through the divider wall between the two channels and the turn is eliminated. For the
first two cases, the holes are angled at β =0o and 45o towards one sidewall to
produce different swirl flow conditions in the second pass with the hole placed
closer to one sidewall. In the third case, the holes are angled β =0o with two rows
one along each sidewall. Results are presented for a channel Re=25000 whereas the
experiments were performed for three Reynolds numbers of 10000, 25000, and
50000. For the third case, detailed numerical study is carried out for rotation
numbers Ro=0.0, 0.10 and 0.20 and with the combination of density ratios,
DR=0.05, 0.15 and 0.25.
The choice of turbulence model has always been a debatable issue for flow
modeling in such complex geometries with high Reynolds numbers. Ultimately,
two-equation k − ε model with standard wall functions was selected for reasons
outlined in subsequent chapter. For bulk flow models, our choice of k − ε model is
particularly judicious. It may not be very accurate in near wall situations where grid
refinements also may not always produce good results. The choice two-layer k − ε
model can provide a better grid resolution near the wall; however the solution may
not be far better than standard k − ε model with wall functions. The modern trend is
to choose such turbulence models such as k − ω , which bypasses the wall function
treatment but in such cases also, the treatment of near wall asymptotic function
produces some inaccuracies.
The objective of this investigation is to determine the flow characteristics
that produce the high heat transfer enhancement shown by the experimental studies
and to extend the effect of rotation for these channels. The configurations to be
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explored are similar to that used by Ekkad et al. [12] and Pamula et al. [13] so the
computed flow distributions can be used to explain the surface heat transfer.
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2. Geometry and Grid Details
2.1 Geometry of the Test Section Studied
Figure 2.1 shows the proposed conceptual channel where the divider wall
between the two passes has holes instead of the typical 180o turn. The holes produce
impingement and swirling flow in the second pass resulting in significantly higher
Nusselt numbers than for a channel with 180o turn and rib turbulators. Two of the
four sidewalls are denoted leading and trailing surfaces. The leading surface is the
closest surface orthogonal to the direction of rotation and the trailing surface is the
farthest. The other two surfaces parallel to the direction of rotation are simply
denoted as sidewalls. The holes are along the divider wall parallel to the sidewalls.
Figure 2.2(a) shows the test channel geometry. The test channel is a 5.08-cm
square cross-section through the 60.96-cm length. The channel length to hydraulic
diameter ratio (L/D) is 12. All of the flow passes through the holes. There are no
holes along the divider wall for the first 30.48-cm of the channel length from
entrance. There are 24 holes of 1.27-cm diameter each with 12 holes in each row.
Each hole row centerline is 1.27-cm from the sidewall. The 12 holes in each row are
then evenly distributed over the next 30.48-cm of the channel length. The holes are
spaced 2-hole diameters (centerline to centerline) apart from each other in the main
flow direction. The hole locations on the divider wall were also designed to produce
a swirling flow. Figure 2.2(b) also shows the channel geometries studied. Cases 1
and 2 are the geometries presented by Ekkad et al.[12]. Pamula et al. [13] studied
case 3.
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Figure 2.1 Schematic view of a rotating channel [49]

For all cases studied, the inlet velocity was set to match a flow Reynolds
number based on channel hydraulic diameter of 25000. The average inlet velocity
was set at 7.88 m/s with a 1/7th power law velocity profile. The pressure at the
channel exit is 1 atm. Both the wall and the flow are at a constant temperature of 300
K.

13

Figure 2.2(a) Geometry of the channel [12, 21]

Case1

Case2

Case3

Figure 2.2(b) Three different configurations studied [12, 13, 21]
2.2 Details of Grid Generation
FLUENT is a commercially available 3-D viscous solver for modeling fluid
flow and heat transfer in complex geometries. The FLUENT package includes
FLUENT solver, preprocessor PDF solver, and GAMBIT software for geometry
modeling and mesh generation.
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In our present study we have used FLUENT software in conjunction with
GAMBIT grid generation tool. The final grid was produced in an iterative manner
using GAMBIT software. The surface mesh maintained the highest levels of cell
concentration in the critical regions, including downstream of the jet exit. The
surface mesh also used a uniform layer of embedded nodes within the mesh to
maintain a constant cell layer along the bottom walls in order to control y+ levels.
y + levels were adjusted by adaptive procedure to ensure in every domain y + ≥ 25 .
Since wall functions were used to calculate near wall quantities, it was critical that
cell y+ level remains above 12, so that the wall function results to be meaningful.
The final converged solution in all cases maintained average y+ levels of 25 in the
downstream regions. Figure2.3 shows the generated grid and the details of the grid
inside the impingement holes.
The standard k-ε model of Launder and Spalding [50] was chosen as the
turbulence model. Thus, the wall function treatment is also applicable for near wall
cells. In order to achieve grid independent results, we minimized skin friction
coefficient C f for the leading edge where maximum skin friction is expected. Grid
refinement studies ensures that a total of 1003340 grids to be adequate for highest
rotation number, Ro=0.20 and density ratio, DR=0.25 combination, for which the
reported coefficient of friction is 1.68. Any further refinement of grids resulted only
in maximum 1.2% alteration of coefficient of friction among the leading edge and
the trailing edge. So, for the sake of economy of computer storage and computer
time, no further grid refinement was produced beyond this point. The same number
of grids is employed to study all other rotational and stationary cases also.
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Figure 2.3 Computational grid details [51]
Near wall quantities were calculated using generalized wall functions
available in FLUENT. Neither the turbulence models nor the wall functions were
adjusted in any way to achieve better agreement with experimental data.
The simulation used local time stepping, implicit residual smoothing, and
multi-grid techniques to accelerate convergence to the steady state. The current
study is based on the assumption of steady flow field and as such does not attempt to
determine the effect of unsteadiness. Discretization of the governing equations was
performed using the second order accurate linear reconstruction approach with the
flux difference scheme. Convergence was determined based on solution steadiness
as well as overall mass-energy imbalances of less than 0.01 percent. All residual
levels were reduced approximately three orders of magnitude.
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3. Methodology
3.1 CFD Calculation Procedure and Methodology
The choice of turbulence model depends on considerations such as the
physics encompassed in the flow, the established practice for a specific class of
problem, the level of accuracy required, the available computational resources, and
the amount of time available for the simulation.
Two companion papers documented by Butkiewicz et al. [52] and Walters et
al. [53] identified the four issues critical to the success of a computational prediction
and prescribed a simulation hierarchy based on these issues. These are: (i)
computational model of the physical problem; (ii) accurate geometry representation
and high quality grid generation; (iii) higher order discretization scheme and (iv)
effective turbulence modeling. The results of Butkiewicz et al. [52] demonstrate the
need for grid quality and grid refinement levels, in the form of grid- independent
solutions, to be addressed in any accurate simulation. It is also critical that the
computational geometry reflect exactly the physical geometry of the problem being
addressed. It has been well established that for equivalent grids, higher order
discretization schemes will introduce less numerical diffusion and yield more
accurate results than lower order schemes require finer grid densities to achieve grid
independent solutions. Each of these was shown to be true for a two-dimensional jet
in cross-flow in Walters et al. [53]. However, it was also found that even for
equivalent grid independent solutions, the first order discretization scheme did not
resolve the finer details of the flow field as well as the second order scheme. In
addition, the second order scheme computed more accurate surface flux results when
used in combination with wall functions. For these reasons, the current three-
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dimensional methodology prescribes a second-order discretization scheme for all
simulations.
The current methodology depends on accurate geometry and grid generation
using unstructured (adaptive) grid techniques. The complex geometries involved
with impingement cooling of aerofoil have created difficulties in accurate geometry
and grid generation in past simulations. This has lead to such practices as
approximating round jets as square or as equivalent area stair-step regions, or of
limiting simulations to unrealistic geometries, such as discrete normal jet cases. The
use of structured gridding procedures has also limited the degree to which both high
grid quality (i.e. orthogonality, low aspect ratio, and low stretching ratio) and grid
refinement could be maintained. Unstructured gridding provide an effective means
of accurately representing a given flow geometry while maintaining both refinement
and grid quality in terms of cell skewness in high gradient regions of the flow field.
Walters et al. [53] documented these techniques for two-dimensional situations. For
complex three-dimensional geometries, it is possible that unstructured gridding
techniques will offer the only method of effectively reducing grid-based error in the
solution. The current methodology also takes advantage of the solution-based
adaptation features of the unstructured (adaptive) procedure. This feature allows grid
independence to be established more quickly and with less effort than is typically
required with structured grid methods, as well as ensuring that cell concentration
levels are maximized in those regions of the flow field with highest gradients.
Turbulence modeling presents the final difficulty in obtaining accurate
computational results. Typically, this issue represents a trade-off between
computational intensity and accuracy. The majority of past simulations have used
either algebraic models, such as Baldwin-Lomax model, or two-equation models
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with wall functions such as the high Reynolds number k-ε model. Unfortunately,
erroneous conclusions have been drawn regarding turbulence model performance
based on an ineffective treatment of previous three issues. One of the strength of the
current methodology is that accurate treatment of the computational model,
geometry or grid generation, and discretization scheme allows a true judgment to be
made about the performance of the combination of turbulence model and near wall
treatment. For example, Butkiewicz et al. [52] and Walters et al. [53] found that for
two-dimensional normal jets, the reattachment length is over-predicted slightly using
a standard k-ε turbulence model with wall function when the current methodology is
followed. This is contrary to the results those are typically reported in the open
literature, in which k-ε model is usually blamed for under-predicting the jet
reattachment by 10 to 20 percent. This paper was related to film cooling.
The coordinate system is shown in Fig.2.1. The axis of rotation is normal to
the axis of the duct and the flow is radially outward. The duct is smooth, of finite
length, and the walls are isothermal at a temperature greater than the temperature of
the incoming fluid.
In such a system, although the flow is steady, separate accounts must be
taken for the Coriolis and centrifugal forces, which appear as a source term in the
equations of motion. As is in engineering practices, we will solve the time-averaged
form of turbulent flow equations with the consideration of suitable turbulence
model. The governing equations for mean flow variables are:
Continuity:
r
∇( ρu ) = 0 ….. ….(3.1)
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x-Momentum:

∂p
v
∇( ρu u ) = − − 2 ρΩw + ρΩ 2 x + div [( µ + µ t )grad ( u )] + S u ………(3.2)
∂x
y-momentum:
r
∂p
∇( ρuv ) = − + div [( µ + µ t )grad ( v )] + S v ………(3.3)
∂y
z-momentum:
r
∂p
∇ ( ρu w ) = −
+ 2 ρΩu + ρΩ 2 z + div [( µ + µ t )grad ( w )] + S w ………(3.4)
∂z
Energy:
r
µ µt
∇( ρu h ) = div [(
+
)grad ( w )] + S h ………(3.5)
Pr Prt

The second and third terms on the right hand side of Eqs. (3.2) and (3.4)
occur

due

to

the

Coriolis

and

centrifugal

forces,

respectively.

The

u
v
w
h
terms S , S , S and S account for all possible source terms. For example,

S h includes terms arising due to viscous dissipation and work of compression etc.,
u

while S , S

v

w

and S may include the terms arising from non-uniform density and

viscosity. For boundary fitted grids, as is in the present case, where u, v and w may
u

represent contravariant or covariant velocity components, S , S

v

w
and S may

include the terms arising due to grid curvature. Fluid property variations are
considered in mean sense.
To close the above system of equations, expressions need to be provided for
the turbulence viscosity µ t and the turbulence Prandtl number, Prt . The turbulence
Prandtl number is taken 0.85. The turbulent viscosity is obtained using two equation

k-ε model [35] where k and ε represent the turbulent kinetic energy and rate of
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dissipation of turbulent kinetic energy respectively. Turbulent viscosity is expressed
involving k and ε as: µ t = ρC µ

k2

ε

………(3.6)

k and ε are solved from the following two transport equations,
 µ
r
∇ ( ρ u k ) = ∇  t
 σ k


 grad ( k


 µ
r
∇ ( ρu k ) = ∇  t
 σ k



ε
ρε 2
 grad ( ε ) + C 1G − C 2
………(3.8)
k
k




) + G ρε ………(3.7)


where,
  ∂u  2  ∂v  2  ∂w  2   ∂u ∂v  2  ∂u ∂w  2  ∂w ∂v  2 
+  + 
+
G = µ t 2   +   +    + 
+  
 + 
  ∂x   ∂y   ∂z    ∂y ∂x   ∂z ∂x   ∂y ∂z  

………(3.9)
The values of the various constants used above have the following values,

σ k = 1.0 ; σ ε = 1.314 ; C µ = 0.09 , C1 = 1.44 ; C 2 = 1.92 . The values have been
justified by the experimental results.
The rotation has strong effect on buoyancy and Coriolis forces. In order to
incorporate these effects either we have to modify the standard k-ε model [35] and
or the constants of the wall functions. But we will not incorporate any modifications
either to the turbulence model or the wall functions due to the following reasons,
viz., (a) Howard et al. [54] found that the Coriolis-induced modifications to the k
equation improved the predictions for aspect ratio greater than 5 and has little effect
for low aspect ratio ducts. For the present situation with aspect ratio of 1.0, largescale secondary flow induced by the Coriolis and buoyancy forces are primarily
responsible for altering the friction and the heat transfer at the walls. (b) It will be
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shown from the result that centrifugal buoyancy effects are very important from heat
transfer point of view. Since, the effect of buoyancy can significantly alter the
structure of turbulence; a model [54] that only accounts for the Coriolis effects on
turbulence is clearly incomplete.
The k-ε equations presented above apply in fully turbulent regions away
from the solid boundaries. Close to the walls, either k-ε equation must be modified
to permit the integration up to the wall or suitable wall functions must be adopted
incorporating boundary layer effects close to the wall via the logarithmic velocity
profile [55]. The present analysis is three-dimensional and fully elliptic; the
integration up to the wall is computationally difficult. Hence, the wall function
treatment will be employed here. We will make use of the generalized wall function
treatment of Rosten and Worrell [55]. The result of such modification is as follows:
(a) The friction velocity, u τ = v s , is replaced by a velocity scale calculated from
the local turbulent kinetic energy at the near wall point.
(b) The kinetic energy at the near wall point is deduced from the regular transport
equation with zero normal gradient condition at the wall. The generation term from
the wall cells is calculated by an analytical integration based on the wall shear stress.
(c) The dissipation rate for the near wall cells is fixed to an average obtained from
analytical integration.
(d) The wall heat transfer is expressed employing Jayatillika’s [56] Stanton number
correlation, which accounts for the thermal resistance of the viscous sublayer.
The duct is short and hence the fully developed flow may not be attained as a
result, the inlet conditions may have a strong effect on the predicted flow field. For
very high Reynolds number entry, we approximate fully developed flow in a
stationary duct as well as rotating duct. The zero gradient is assumed at the exit.
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Physically this implies that (a) diffusion is neglected at the exit and (b) the
near-exit-cell values of all variables are convected in or out at the exit boundary.
Use of this treatment decouples the computational domain from the outside. When
the buoyancy effects are small, the flow leaves the computational domain
everywhere at the exit boundary and the conditions are essential parabolic there.
Hence, for such cases, the outflow treatment is reasonable. When buoyancy effects
are significant, however, small reverse radial flows may occur near the leading face
implying some entrainment of the fluid at the exit boundary. Under these conditions,
the use of zero gradient treatment at the exit is not satisfactory. To explore this
situation, computational domain was extended to include replaced 180 0 bend and a

downflow leg so that the exit was far removed from the region of interest. Thus, the
use of the zero gradient exit boundary treatment to limit the calculations to the upper
pass appears reasonable [26].
3.2 Description of Other Turbulent Models
3.2.1 Reynolds-Averaged Navier Stokes (RANS) Model

RANS is the abbreviation that includes Reynolds-Averaged Navier Stokes
Model, the standard k-ε, the RNG k-ε, the Realizable k-ε, and the Reynolds stress
models.
The standard and RNG models, which are employed in the calculation have
similar forms, with transport equations for k and ε. The major differences in the
models are the method of calculating the turbulent viscosity, the turbulent Prandtl
number governing the turbulent diffusion of k and ε, and the generation and
destruction terms in the ε equation.
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3.2.2 The RNG k-ε Model

The RNG k-ε model was derived using a rigorous statistical technique. It is
similar in form to the standard k-ε model, but includes the RNG model has an
additional term in its ε equation that significantly improves the accuracy for rapidly
strained flows. The effect of swirl on turbulence is included in the RNG model,
enhancing accuracy for swirling flows.
• Transport Equations
ρ(Dk/Dt)= ∂/ ∂xi[(αk µeff) ∂k /∂xi] + Gk+ Gb-ρε-YM ………(3.10)

and
ρ(Dε /Dt)= ∂/ ∂xi[(αk µeff

) ∂ε /∂xi]+ C1ε ε /k(Gk+ C3ε Gb)- C2ε ρε2/k -R

………(3.11)
Where
Gk is the generation of turbulent kinetic energy due to the mean velocity gradients.
Gb is the generation of turbulent kinetic energy due to buoyancy.
YM is the contribution of the fluctuating dilatation in compressible truculence to the
overall dissipation rate.
αk is the inverse effective Prandtl numbers for k.
αε is the inverse effective Prandtl numbers for ε

C1ε , C2ε are the model constants, C1ε = 1.42 C2ε =1.68
• The turbulent Viscosity

ρ 2k
v
d
= 1.72
dv ………(3.12)
3
εµ
v − 1 +C v

where v =

µ eff
, C v ≈ 100
µ
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for the high Reynolds number limit

µ t = ρC µ

k2

ε

with C µ = 0.0845

• RNG Swirl Modification
Turbulence, in general, is affected by rotation or swirl in the mean flow. The
RNG model in FLUENT provides an option to account for the effects of swirl or
rotation by modifying the turbulent viscosity appropriately. The modification takes
the following functional form defined as:
µt=µt0f (αs,Ω, k/ε )………(3.13)
µt0 is the value of turbulent viscosity calculated without the swirl modification.
Ω is the characteristic swirl number
αs is the swirl constant.
The swirl constant assumes different values depending on whether the flow is swirldominated or only mildly swirling. This swirl modification always takes effect for
axisymmetric, swirling flows and three-dimensional flows when the RNG model is
selected.
• The R term in the ε Equation
The main difference between the RNG and standard k-ε models lies in the
additional term in the ε equation given by

R=

C µ ρη 3 (1 − η
1 + βη 3

η0 ) ε 2
k

………(3.14)

Where η≡sk/ε,η0=4.38, β=0.012
The effects of this term in the RNG ε equation can be seen more clearly by
rearranging transport equations for the RNG k-ε model.
ρ(Dε /Dt)= ∂/ ∂xi[(αk µeff ) ∂ε /∂xi]+ C1ε ε /k(Gk+ C3ε Gb)- C* 2ε ρε2/k
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C* 2ε= C 2ε+ Cµρη3(1-η/η0)/(1+ βη3)………(3.15)
As a result, in rapidly strained flows, the RNG model yields a lower
turbulent viscosity than the standard model. Thus, the RNG model is more
responsive to the effects of rapid strain and streamline curvature than the standard
model, which explains the superior performance of the RNG model for certain
classes of flows. Transport Equations for the RNG Model have values derived
analytically by the RNG theory. These values are C1ε = 1.42 C2ε =1.68.
3.2.3 The Large Eddy Simulation (LES) Model

Turbulent flows are characterized by eddies with a wide range of length and
time scales. The largest eddies are typically comparable in size to the characteristic
length of the mean flow. The smallest scales are responsible for the dissipation of
turbulent kinetic energy.
3.2.3.1 Filtered Navier-Stokes Equations

The governing equations employed for LES are obtained by filtering the
time-dependent Navier-stokes equations in either Fourier space or configuration
space. The filtering process effectively filters out eddies whose scales are smaller
than the filter width or grid spacing used in the computations. The resulting
equations thus govern the dynamics of large eddies.
A filtered variable is defined by
Φ(x)=∫φ(x′)G(x, x′)d x′………(3.16)
Where
D is the fluid domain
G is the filter function that determines the scale of the resolved eddies.
The finite-volume discretization itself implicitly provides the filtering operation:
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Φ(x)=1/V∫φ(x′)d x′, x′∈V Where V is the volume of a computational cell. The filter
function, G(x, x’) = 1/V for x ′ ∈ v
Filtering the incompressible Navier-Stokes equations, one obtains
∂ρ/∂t+ ∂ρui/∂xi=0………(3.17)
and
∂(ρui)/∂t+ ∂(ρuiuj)/∂xi =∂(µ∂ui/∂xj)/∂xi- ∂p/∂xi-∂τij/∂xj………(3.18)
Where τij is the subgrid –scale stress.
3.2.3.2 Subgrid-Scale Models

The majority of subgrid-scale models in use are eddy viscosity models of the
following form,

1
3

τ ij − τ kk δ ij = −2µ t S ij ………(3.19)
µt is the subgrid turbulent viscosity
S ij is the rate of strain tensor for the resolved scale defined by

S ij =

1  ∂u i ∂u j
+
2  ∂x j ∂xi






• Smagorinsky-Lilly Model and RNG-Based Subgrid-Scale Model

FLUENT contains two models for µt : the Smagorinsky-Lilly Model and
RNG-based Subgrid-Scale model.
In the Smagorinsky-Lilly Model, the eddy viscosity is modeled by

µ t = ρL2s S
Ls is the mixing length for subgrid scales Ls = min (kd, Cs V1/3) where k = 0.42, d is
the distance to the closest wall, and V is the volume of the computational cell.

S

is the Smagorinsky constant. S ≡ 2 S ij S ij
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Renormalization group (RNG) theory can be used to derive a model for the subgridscale eddy viscosity. The RNG procedure results in an effective subgrid viscosity,

µeff = µ+µt , given by

µeff = µ [1+H(µeffµs2/µ3)-C)]1/3 where
µs= (CrngV1/3)2 √2Sij Sij
V is the volume of the computational cell
Crng is a constant of value 0.157
In highly turbulent regions of the flow, the RNG-based subgrid-scale model
reduces to the Smagorinsky-Lilly model with a different model constant. In lowReynolds-number regions of the flow, the argument of the ramp function becomes
negative and the effective viscosity recovers molecular viscosity. This enables the
RNG based subgrid-scale eddy viscosity to model the low-Reynolds-number effects
encountered in transitional flows and near-wall regions [57].
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4. Stationary Cases
4.1 Stationary Cases Studied
This chapter considers three configurations: (a) single row straight hole i.e.
case1, (b) single row angled hole i.e. case 2 and (c) double row straight hole i.e. case
3. All cases considered are stationary cases (Ro=0.0). The density ratio (DR) is
0.15, for all the three cases. An attempt has been made to predict the temperature
field from the velocity field.
The objective of this study is to investigate the flow phenomena that cause the
high heat transfer enhancement shown by the earlier studies [12, 13]. Figure 4.1a
shows the detailed surface Nusselt number distributions for Cases 1 and 2 [12] at
Re=25000. The Nusselt number results are presented on both walls due to the
location of the holes closer to one sidewall and substantial differences in the level of
Nusselt numbers on opposite walls. The Nusselt numbers are significantly high on
Wall 1 where the impingement occurs. The flow is then deflected along the top wall
and impinges on the opposite sidewall. The local impingement for every jet is
clearly indicated by the high heat transfer regions. The jet impingement location on
Wall1 is at a higher location from the divider wall for the jets near the endwall. The
impingement location is shifted downward towards the exit, due to the increasing
strength of the passage flow as it moves towards the exit. The conceptual flow paths
shown in the figures were purely based on the surface heat transfer and flow
visualization at low Reynolds numbers. Figure 4.1(b) shows the Nusselt number
ratio (Nu/Nu0) for the Case 3 [13] with Re=25000. Pamula et al. [13] normalized the
local Nusselt number with the fully developed flow Nusselt number at Re=25000
(Nu0=67.52). In this case, since the holes are along both sidewalls, the Nusselt
numbers are plotted for only one wall. The Nusselt numbers are lower than for
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Cases 1 and 2 because of the lower jet velocities through the holes. There are twice
as many holes for this case compared to cases 1 and 2 resulting in lower jet
velocities that result in lower impingement and thus lower heat transfer coefficients.

Figure 4.2 shows the computed relative velocity distributions at different axial
locations for all three cases. The distributions are presented at every alternate hole
starting at the hole farthest from the entrance or the exit (X/D=±0.5). The holes are
spaced 0.5 hole diameters apart in the axial direction. Figure 4.2(a) shows the
velocity distributions for case1 where the holes are orthogonal to the main flow. The
velocity distributions clearly show the high velocities as the flow passes through the
holes producing an impinging jet in the second pass. The jet impinges on the top
wall for the holes farthest from inlet. As the flow moves towards the exit, the
impingement location moves downward and the jet impinges on the sidewall. The
flow then rolls around producing a swirling flow by the upper and opposite
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bounding walls. The recirculation point also moves downward and appears to move
toward the middle of the channel with increasing X/D. The swirl generated by the
bounded multiple impingement of the jets is clearly evident from the sequence of
velocity distribution.
Normalized
Velocity Vector
1.45
1.35
1.25
1.15
1.05
0.95
0.85
0.75
0.65
0.55
0.45
0.35
0.25
0.15
0.05

X/D= ±0.5

X/D= ± 1.5

X/D= ±2.5

X/D= ± 3.5

X/D= ±4.5

X/D= ± 5.5

Figure 4.2(a) Computational relative velocity vectors colored by magnitude for
case 1 with Ro=0.0,DR=0.15
Figure 4.2(b) presents the same velocity distributions for the angled single
row of holes-case2. The impingement is directed towards one sidewall in this case
resulting in stronger impingement. The jet appears to impingement at almost similar
location for all holes in this case. The location of the hole and the angle of the
impingement ensure that the crossflow generated by upstream holes does not affect
the impingement location significantly. The heat transfer results in Figure 4.1a show
similar results with some smearing effect due to the ricocheting of the first
impingement on the sidewall. On close observation of the swirl generated, it does
appear that the strength of the swirl increases for the middle rows that may be the
cause of the smearing of high heat transfer region.
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Normalized
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X/D= ± 3.5

X/D= ±4.5
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Figure 4.2(b) Computational relative velocity vectors colored by magnitude for
case 2 with Ro=0.0, DR=0.15

Figure 4.2(c) presents the velocity distributions for two rows of straight
holes–case 3. In this case, only the second pass velocity vectors are plotted. The
local velocities for this case are significantly lower than the other two cases due to
the doubling of the number of holes and thus reducing the impingement strength.
This case is similar to that of case 1 with both walls affecting by similar flow
structures. The holes farther away from the inlet appear to hit the top wall but at
much smaller velocities than for case 1. As the flow moves downstream, the
crossflow pushes the jets to impinge at a lower location on the sidewall. The heat
transfer results clearly show the location of the impingement moving downward
with each jet towards the channel exit. The swirl in this case is weaker with the
spent flow swirling towards the core of the channel. However, there is some
entrainment of spent flow along the sidewalls resulting in lower heat transfer
enhancement between the impingement locations.
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Figure 4.2(c) Computational relative velocity vectors colored by magnitude for case
3 with Ro=0.0, DR=0.15
Figure 4.3 presents the streamwise velocity distributions over the entire
channel for all three cases. The velocity distributions are at a spanwise section along
the centerline of the holes. Figure 4.3(a) presents the velocity distributions for the
straight hole single row case (case 1). The high velocities are clearly seen inside the
hole and downstream of the hole along the impingement direction. The high velocity
region moves downward with increasing distance in the second pass. The bending of
the jets is clearly visible due to the stronger passage crossflow. The flow velocity
reduces along the outer wall in the first pass as the flow migrates towards the holes
on the divider wall as expected.
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Figure 4.3(a) Computational streamwise velocity distribution along the
transverse section cutting through the holes for case 1
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Figure 4.3(b) Computational streamwise velocity distribution along the
transverse section cutting through the holes for case 2
Figure 4.3(b) shows the distributions for case 2 with angled holes. The
velocities are in the cross-stream direction for the impingement region and the
magnitudes are not visible in the streamwise velocity distributions. However, the
result of the crossflow bending the jets towards the exit is clearly visible. The first
pass flow migration is also visible in this case with lower velocities near the outer
wall of the first passage.
Figure 4.3(c) shows the distributions for case 3 with two rows of straight
holes. In this case, the magnitudes of the velocities are clearly lower than for the
other two cases. However, the trend for this case is similar to that for Case 1. The
holes are angled orthogonally with two holes along each axial location. It is assumed
that the velocity distributions by both holes are similar based on the computational
predictions.
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Figure 4.3(c) Computational streamwise velocity distribution along the
transverse section cutting through the holes for case 3
Figure 4.4 compares the static pressure distributions on the top and bottom
walls of the test section above and below the holes. The experiments only measured
data at the hole locations. The computations are plotted along the line. The
computed static pressures match well with the second pass experimental data but are
lower than measured for the first pass for all three cases. For the third case, the
experiments and the predictions are in good agreement. It appears that the discrete
pressure measurements from the experiments are relatively well predicted by the
computations providing some degree of confidence in the predicted velocity and
pressure distributions.

Figure 4.5 presents the mass flow rate through each axial hole location as a
ratio of local jet mass flow to total mass flow through the channel. For case 3, each
hole location represents the flow rate through two holes at the same axial locations.
Assuming that both sides are similar, the flow rate through each hole should be half
of the shown flow rate. It is clear that Cases 1 and 2 provide almost same flow rate
through all the hole locations. The higher-pressure drop through each hole and
resulting strong resistance through the holes provides for the even flow rate through

35

the holes. For case 3, it appears that the holes farthest away from the inlet/exit
provide the highest flow rate. Since the impingement for these holes are on to the
top wall, the sidewall heat transfer enhancement is not significant as seen in the heat
transfer enhancement results.

Figure 4.4 Comparison of measured static pressure distributions to computed
values for all three cases
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Figure 4.5 Computed mass flow distributions through each hole locations for all
three cases
4.2 Further Comparison with Computed Nusselt Number
Figure 4.6(a) through Fig.4.6(d) shows the computational normalized
Nusselt number for case1 at Ro=0.0 and DR=0.15. Figure 4.7(a) through Fig. 4.7(d)
shows computational normalized Nusselt number for case2 and Fig. 4.8(a) through
Fig. 4.8(d) shows those of case3.
Heat transfer from the walls is convection-dominated phenomenon. So, from
the fluid flow pattern we will be able to judge impingement location as well as their
relative strength. Wall1 at inlet should have low heat transfer in all cases, as
impingement does not occur there and also there is little effect of crossflow-induced
swirl. Where as Wall1 at the outlet for all the cases should have considerably high
heat transfer where the impingement occurs first. For the same reasoning Wall2 at
inlet will be at lower side than the Wall2 at outlet. So, the maximum heat transfer
effect can be expected from Wall1 in all three cases. Figure 4.7(b), which is the heat
transfer from Wall1 for case2, shows that the heat transfer is maximum among all

37

three cases. Figure 4.8(b) and Fig. 4.8(d) shows that wall heat transfer from Wall1
outlet and Wall2 outlet is almost comparable due to the symmetry of the geometry
of hole location. Also local heat transfer is less for case3 as the flow velocity
decreases with the increased number of holes, for a particular mass flow rate
(Reynolds number).
Impingement pattern at Wall1 in all three cases demonstrate a physical lawthat the impingement heat transfer depends solely on lateral jet growth. The more
the spreading angle of the jet growth the more local heat transfer. Spreading angle is
increased for case 3 with the introduction of inclined holes on the divider wall.
Figure 4.9(a) through Fig. 4.9(d) shows a contrasting view of spanwiseaveraged normalized Nusselt number for case1 and case 2. In both the cases Wall1
and Wall2 inlet Nu/Nu0 has a value of around 50% of the fully developed Nusselt
number towards the end of the channel. It has to be accompanied by a gain in
Nusselt number in Wall1 and Wall2. The typical zigzag pattern of spanwiseaveraged Nusselt number is due to the impinging spot. At the impingement location
(hole location) the heat transfer is maximum whereas neighboring zone has a low
value of heat transfer. This results a saw like profile. For the reason outlined, we
find from Fig. 4.9(b) that Nusselt number at Wall1 for case2 is considerably
augmented over case1.
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Figure 4.6(a) Computational Nu/Nu0 distribution for wall1 at inlet for case 1
with Ro=0.0, DR=0.15
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Figure 4.6(b) Computational Nu/Nu0 distribution for wall1 at outlet for case1
with Ro=0.0, DR=0.15
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Figure 4.6(c) Computational Nu/Nu0 distribution for wall2 at inlet for case1
with Ro=0.0, DR=0.15
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Figure 4.6(d) Computational Nu/Nu0 distribution for wall2 at outlet for case1
with Ro=0.0, DR=0.15
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Figure 4.7(a) Computational Nu/Nu0 distribution for wall1 at inlet for case 2
with Ro=0.0, DR=0.15
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Figure 4.7(b) Computational Nu/Nu0 distribution for wall1 at outlet for case 2
with Ro=0.0, DR=0.15
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Figure 4.7(c) Computational Nu/Nu0 distribution for wall2 at inlet for case2
with Ro=0.0, DR=0.15
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Figure 4.7(d) Computational Nu/Nu0 distribution for wall2 at outlet for case2
with Ro=0.0, DR=0.15
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Figure 4.8(a) Computational Nu/Nu0 distribution for wall1 at inlet for case 3
with Ro=0.0, DR=0.15
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Figure 4.8(b) Computational Nu/Nu0 distribution for wall1 at outlet for case 3
with Ro=0.0, DR=0.15
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Figure 4.8(c) Computational Nu/N0 distribution for wall2 at inlet for case 3
with Ro=0.0, DR=0.15
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Figure 4.8(d) Computational Nu/N0 distribution for wall2 at outlet for case 3
with Ro=0.0, DR=0.15
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Figure 4.9(a) Computational spanwise-averaged Nu/Nu0 distribution for wall1
at inlet for case 1 and 2 with Ro=0.0, DR=0.15
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Figure 4.9(b) Computational spanwise-averaged Nu/Nu0 distribution for wall1
at inlet for case 1 and 2 with Ro=0.0, DR=0.15
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Figure 4.9(c) Computational spanwise-averaged Nu/Nu0 distribution for wall2
at inlet for case 1 and 2 with Ro=0.0, DR=0.15

S ingle R ow S traight H ole S tationary W all2 Outlet
S ingle R ow Angled H ole S tationary W all2 Outlet

4
3.5
3

Nu/Nu0

2.5
2
1.5
1
0.5
0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

X /D

3.5

4.0

4.5

5.0

5.5

6.0

Figure 4.9(d) Computational spanwise-averaged Nu/Nu0 distribution for wall1
at outlet for case 1 and 2 with Ro=0.0, DR=0.15
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4.3 Conclusion
Detailed flow predictions for channels connected by rows of holes have been
presented to explain the high heat transfer enhancements obtained from
experimental data. The results clearly show that the presence of the holes in the
divider wall between the channels provides strong impingement on one wall and the
resulting swirl enhances heat transfer on all other walls. The location of the
impingement resulting in high local heat transfer distributions appears to be well
predicted even in regions of strong crossflow. The heat transfer distributions clearly
show the impingement locations for the holes moving downward along the sidewalls
as a result of the strength of flow in the core of the channel. This is also evident in
the cross-section velocity vectors shown for each case. As expected, the two-row
hole case provided lower jet velocities and thus lower heat transfer as indicated by
the earlier studies. The production of impingement inside such channels with
additional swirl generation provides high velocity air to contact the hot surfaces of
the channels and removes heat more effectively than traditional rib turbulator
channels. Also, the surface geometry need not be altered to achieve high heat
transfer enhancement as in this case. Thus this study demonstrates the effectiveness
of using high-resolution experimental techniques such as transient liquid crystal
techniques to determine heat transfer coefficients and using CFD tools to predict the
complex flow patterns.
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5. Rotational Cases
5.1 Details of Rotational Cases Studied
In this computational study, the configuration has two rows of straight holes
placed axially. The two hole rows are placed at 1.27 cm distance from the sidewalls
and are angled orthogonally. There are two holes in each rows of 1.27cm diameter
each. The holes direct flow perpendicular to the axial direction. Commercial
software, FLUENT is used for predicting the flow using the k − ε model with
standard wall function. The objective of this study is to investigate the flow
phenomena that cause the high heat transfer due to rotation of the channel. Reynolds
number (Re) based on channel hydraulic diameter was fixed at 25000. The rotation
number (Ro) was varied from 0 to 0.1 to 0.2 and the coolant-to-wall density ratio
(∆ρ/ρ) was varied from 0.05 to 0.15 to 0.25. The coolant fluid at the entrance of the
duct was at ambient temperature, which is lower than the constant wall temperature
condition fixed at each case. The surface wall heat flux was determined from
FLUENT and is defined as

q ′w′ = −k

∂T
∂y

y =0

5.2 Computational Velocity Fields
Velocity fields are presented at different sections along the channel length.
The sections are made along the direction orthogonal to bulk flow. Local velocities
in the y-direction are normalized by the inlet average velocity into the channel. The
normalized velocity profiles are presented along every alternate hole along xdirection at X/D values of ±0.5, ±1.5, ±2.5, ±3.5, ±4.5, and ±5.5.
Figures 5.1(a), 5.1(b) and 5.1(c) compares the velocity fields for different
Rotation numbers for DR=0.15. The direction of rotation is from left to right for all
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sections. The results are symmetric along the centerline in the Y-Z plane. This is
expected as the channel is stationary and both sidewalls should experience similar
flow effects. The first pass shows two identical weak vortices that are separated
along the centerline. The flow appears to migrate strongly toward the holes resulting
in significantly high velocities inside the hole region due to area contraction and
subsequent expansion into the second pass. In the second pass, the symmetry line
along the Y-Z centerline is clearly evident. There is little cross mixing from flow
near one sidewall to the flow near the other sidewall. As the flow moves
downstream, the cross-flow pushes the jets to impinge at a lower location on the
sidewall. The heat transfer results (Pamula et al. [13]) clearly show the location of
the impingement moving downward with each jet towards the channel exit. The
swirl becomes weaker with the spent flow swirling towards the core of the channel.
However, there is some entrainment of spent flow along the sidewalls resulting in
lower heat transfer enhancement between the impingement locations.
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Figure 5.1(a) Computational relative velocity colored by magnitude for case 3
with Ro=0.0, DR=0.15
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Figure 5.1(b) Computational relative velocity colored by magnitude for case 3
with Ro=0.10, DR=0.15
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Figure 5.1(c) Computational relative velocity colored by magnitude for case 3 with
Ro=0.20, DR=0.15
For Ro=0.10, the effect of rotation is clearly visible. In the first pass, the
flow is swirling counter-clockwise towards the leading side. As the flow moves
towards downstream holes, the vortex disappears and reappears closer to the end
wall breaking up into two vortices in the cross-plane parallel to line of rotation. This
is caused by migration of flow from the vortex towards the holes near the end-wall,
which are the only exit for the holes at this location. In the second pass, there
appears to be two vortices, one strong and one weak for flow near the end-wall
(large radius of rotation). The weaker vortices are basically a set of small vortices
closer to the trailing wall. As the flow moves downstream, the stronger vortex
pushes the weaker vortices and breaks down and absorbs the energy. The flow is
pushed toward the trailing edge. The jet velocities for the holes closer to the exit are
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higher due to the higher DR across the holes (Pramanick et al. [49]). For the hole
location at X/D=5.5, the weaker vortex does not exist and the flow from the trailing
side hole is completely pushed against the trailing surface. The re-circulated flow
comes into contact with the leading wall. This results in lower heat transfer on the
leading wall.
For Ro=0.2, the first pass behavior is similar to that as for Ro=0.1. However,
we do not see the longitudinal vortices as seen near the end-wall for Ro=0.1. The
trailing wall is significantly enhanced as the primary flow washes the trailing wall
and then washes the leading wall. In the second pass, there are no secondary weak
vortices anywhere along the channel length. The primary vortex is significantly
stronger than for Ro=0.1. The strength of the centrifugal forces causes the flow from
both the holes to be deflected on to the trailing wall. The strong impingement
produces a strong roll-up vortex along the leading wall.
Figure 5.2 compares the effect of density ratio for Rotation number of 0.1 on
velocity distributions. It is interesting to note that the velocity fields are identical for
all coolant-to-wall density ratios. It is clearly evident that the wall temperature does
seem to affect the velocity field. Velocity field is primary affected by the Coriolis
and centrifugal forces. Centrifugal buoyancy effects appear to be negligible for this
geometry under rotation.
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Figure 5.2(a) Computational relative velocity colored by magnitude for case 3
with Ro=0.10, DR=0.05
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Figure 5.2(b) Computational relative velocity colored by magnitude for case 3
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Figure 5.2(c) Computational relative velocity colored by magnitude for case 3
with Ro=0.10, DR=0.25

5.3 Computational Temperature Fields
The temperature distributions are normalized as θ =

Tlocal − Tinlet
. Figure5.3
Twall − Tinlet

compares the normalized temperature distributions for different rotation numbers at
DR=0.15. For a stationary channel (Ro=0.0), the temperature penetration from the
wall into the bulk fluid is low. In the first pass, there is some temperature gradients
near the wall but the rest of the channel flow temperatures are unaffected by the
increased wall temperature. In the second pass, the increased heat transfer
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coefficient along the walls due to impingement and swirl causes increased bulk flow
temperature. The ratios are typically in the range of 0.2-0.3 in the middle of the
channel. The jet profiles are evident with the low temperature regions along the
holes.
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Figure 5.3(a) Static temperature colored by magnitude for case 3 with Ro=0.0,
DR=0.15
For Ro=0.1, the first pass starts to see some increased temperature gradients
farther away from the wall. The induced vortices in the channel due to rotational
forces cause the increased mixing resulting in higher turbulence and thus higher heat
transfer from one wall of the channel (leading wall). Closer to the center of rotation
(large X/D), the temperature gradients are along the trailing wall, i.e., the cooler air
is closer to the leading wall.
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Figure 5.3(b) Static temperature colored by magnitude for case 3 with Ro=0.10,
DR=0.15
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Figure 5.3(c) Static temperature colored by magnitude for case 3 with Ro=0.20,
DR=0.15
As the flow moves downstream in the first pass, the gradients switch sides
with higher temperatures along the leading wall closer to the hole entrance at
X/D=0.5. This is caused by the creation of the longitudinal vortices for the Ro=0.1
as shown in the velocity fields in Fig.5.1. In the second pass, the cooler flow is
pushed towards the trailing surface. The cooler flow enhances heat transfer along the
trailing surface and causes higher temperature gradients along the leading wall
resulting in lower heat transfer along this surface. The temperature ratios are higher
for Ro=0.1 compared to the stationary case at 0.5-0.6 in most of the bulk flow
except in the jet regions. For Ro=0.2, the effect of rotation is strongly evident both
in the first pass. The temperature ratios in the first pass rise to levels of 0.30 farther
away from the wall on the first pass sidewall. The second pass behavior is similar to
that for Ro=0.1 with increased temperature penetration into the bulk flow with ratios
up to 0.7 in some regions away from the wall. The increased mixing due to increased
rotation number is self-evident.
Figure5.4 compares the effect of density ratio (increased wall temperature)
effects on bulk fluid temperature distributions at Ro=0.1. From the figure, it can be
seen that the temperature ratios are higher for lower density ratio of 0.05. With
increased temperature ratios, the bulk flow temperature ratios drop significantly. The
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ratios for DR=0.05 are as high as 0.7-0.8, around 0.5-0.6 for DR=0.15, and around
0.3-0.4 for DR=0.25. It appears that, at higher wall temperatures for same rotation
number, the temperature penetration from the wall is reduced indicated greater heat
transfer.
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Figure 5.4(a) Static temperature colored by magnitude for case 3 with Ro=0.10,
DR=0.05
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Figure 5.4(c) Static temperature colored by magnitude for case 3 with Ro=0.10,
DR=0.25

5.4 Computational Surface Heat Flux Distributions
Surface heat flux distributions are presented for DR=0.15 for each rotation
number. Figure 5.5(a) presents the surface heat flux distributions for both leading
and trailing walls for Ro=0.0. For a stationary channel, both walls should provide
similar heat flux distributions, as there is no rotational effect. As expected, the
surface heat flux for both walls appears identical. Till the flow reaches the holes
(half channel length), the flow appears typical of a channel flow. As flow exits into
the holes to the second pass, the mass flow rate in the first pass decreases and thus
the heat flux decreases. In the second pass, local high heat flux regions are clearly
evident at impingement locations. A very high heat flux region is seen downstream
of the last hole due to strong mixing and thermal gradient in this region. This
however does not indicate that the local heat transfer coefficient is higher as the bulk
temperature is also significantly higher. Pamula et al. [13] recorded not so high heat
transfer coefficients in this region.

52

Surface Heat Flux (W/m2)

500

1000

1500

2000

2500

3000

LEADING WALL

TRAILING WALL

Figure 5.5(a) Distribution of surface heat flux
for case 3 with Ro=0.0, DR=0.15
Figure 5.5(b) presents the heat flux distributions for both surfaces for
Ro=0.1. This shows significantly reduced heat flux along the trailing wall as
expected. However, in the first pass, there are regions where the leading wall has
higher heat flux. It is interesting to note that the second pass trailing surface heat
flux is significantly enhanced due to the rotation. Rotation pushes cooler fluid
towards the trailing surface increasing heat transfer on that surface.
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Figure 5.5 (b) Distribution of surface heat flux
for case 3 with Ro=0.10, DR=0.15
Figure 5.5(c) presents the heat flux distributions for both surfaces for
Ro=0.2. For this case, the first pass leading surface shows higher heat flux and the
second pass trailing surface shows higher heat flux. The effect of rotation is clearly
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evident in the increased energy transfer along the surface where cooler fluid washes
first.
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Figure 5.5(c) Distribution of surface heat flux
for case 3 with Ro=0.20, DR=0.15
5.5 Further Comparison with Computed Nusselt Number
Figure 5.6(a) through Fig.5.6(d) show computational normalized Nusselt
number contour plot for Ro=0.10 and DR=0.15. Figure 5.7(a) through Fig.5.7(d)
show computational contour plot for Ro=0.20 and DR=0.15. Once again
experimental results are not available. But it is understood from the physical
perspective that heat transfer in trailing edge is greater than the leading edge. This is
due to rotational motion, which sets forth centrifugal and Coriolis forces. These
forces are responsible for secondary flow. It is to be noted that due to flow reversal
in a two-pass channel occurs. Thus leading edge and trailing edge for one pass looks
interchanged for the other pass. At smaller rotation number heat transfer from
leading wall is not comparable magnitude as that of trailing wall. This is evident
from Fig. 5.5(b) and Fig. 5.5(d). With the increase of Rotation number, leading and
trailing wall will tend to share heat transfer of comparable magnitude. This is
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evident for a Rotation number 0.20 fro Fig. 5.7(b) and 5.7(d). Following the same
argument, for the stationary case (Ro=0.0), the leading and trailing edge surface
should exhibit the similar heat transfer pattern. Figure 5.5(a) has a similar trend.
The little discrepancy between the leading wall and the trailing wall is attributed to
the unstructured girding, which was used during numerical simulation of the
problem.
Figure 5.8(a) through Fig.5.8(b) show spanwise-averaged computational
Nu/Nu0 distribution for Ro=0.0, 0.10 and 0.20 at DR=0.15. It is quite clearly seen
that heat transfer is steadily improved from Ro=0.0 to Ro=0.10 and Ro=0.20 in both
the passes. From Fig. 5.8(a) and Fig.5.8(b) it is seen that normalized Nusselt number
is 50% of the fully developed Nusselt number for stationary case (Ro=0.0). For
Ro=0.10 this value has improved to 90% for the inlet and almost 100% for the
outlet. Whereas for Ro=0.20 this value is 100% and at the outlet this value is as high
as 150%. So there is a steady improvement of heat transfer in the inlet pass with the
increase of rotation number. Figure 5.8(c) and Fig. 5.8(d) compares spanwiseaveraged normalized Nusselt number for the trailing edge. It is seen from Fig. 5.8(d)
that maximum heat transfer occurs at X/D location 1.5 for stationary case for which
the normalized Nusselt number is 2.5. For Ro=0.10 and Ro=0.20 normalized Nusselt
number is maximum around X/D=5.5. For the Ro=0.10, the normalized Nusselt
number value is as high as 5.5 and for Ro=0.20 this value is as high as 6.0. With the
increase of rotation number the impingement pattern looks more regular such as
sinusoidal curve. This is due to clear and spotted impingement pattern at the trailing
edge with higher rotation number.
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Figure 5.6(a) Computational Nu/Nu0 distribution for wall1 at inlet for case 3
with Ro=0.10, DR=0.15
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Figure 5.6(b) Computational Nu/Nu0 distribution for wall1 at outlet for case 3
with Ro=0.10, DR=0.15
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Figure 5.6(c) Computational Nu/Nu0 distribution for wall2 at inlet for case 3
with Ro=0.10, DR=0.15
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Figure 5.6(d) Computational Nu/Nu0 distribution for wall2 at outlet for case 3
with Ro=0.10, DR=0.15
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Figure 5.7(a) Computational Nu/Nu0 distribution for wall1 at inlet for case 3
with Ro=0.20, DR=0.15
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Figure 5.7(b) Computational Nu/Nu0 distribution for wall1 outlet for case 3
with Ro=0.20, DR=0.15
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Figure 5.7(c) Computational Nu/Nu0 distribution for wall2 at inlet for case 3
with Ro=0.20, DR=0.15
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Figure 5.7(d) Computational Nu/Nu0 distribution for wall2 at outlet for case 3
with Ro=0.20, DR=0.15
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Figure 5.8(a) Computational spanwise-averaged Nu/Nu0 distribution for wall1
at inlet for case 3 with Ro=0.0, 0.10, 0.20 and DR=0.15
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Figure 5.8 (b) Computational spanwise-averaged Nu/Nu0 distribution for wall1
at outlet for case 3 with Ro=0.0, 0.10, 0.20 and DR=0.15
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Figure 5.8(c) Computational spanwise-averaged Nu/Nu0 distribution for wall2
at inlet for case 3 with Ro=0.0, 0.10 and 0.20 and DR=0.15
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Figure 5.8(d) Computational spanwise-averaged Nu/Nu0 distribution for wall2
at outlet for case 3 with Ro=0.0, 0.10, 0.20 and DR=0.15
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5.6 Conclusion
Predictions are presented for a two-pass rotating channel connected by a
series of holes along the divider wall. A standard k-ε model with wall function
corrections was used with the FLUENT code. Results are presented for three
coolant-to-wall density ratio and three rotation numbers for a single Reynolds
number of 25000. Results show that the velocity field is unaffected by the density
ratio changes. There is significant change in velocity field with increased rotation
number with cooler fluid moving towards the leading wall for the first pass and the
trailing wall for the second pass. The surface heat flux clearly shows the increased
heat flux due to rotation on the second pass trailing wall. The main conclusion from
this study is the lack of wall temperature effect on velocity field compared to the
two-pass channel low except in the jet regions. For Ro=0.2, the effect of with 180o
turn where the coolant-to-wall density ratio is a significant parameter appearing as
centrifugal buoyancy.
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6. Future Scope
6.1 Alternative Geometries
Though the proposed alternative geometry over the conventional 180° Ubend produces better cooling strategies, it has some disadvantages too. Heat transfer
at one wall is considerably higher than the other wall. So, thermal stress will be very
high and susceptible to mechanical failure. In the present design cooling holes are of
the same size and uniformly spaced. Looking at the mass flow data at the different
hole location, it is still suggestive to come up with an alternative design that will
allow a more uniform impingement heat transfer. An alternative geometry in the
same line of thought could be the arrangement of holes gradually diminishing in
some geometric progression in the direction of flow. In such arrangement mass flow
rate will be almost equal at all hole locations and impingement heat transfer will be
uniform.
6.2 Alternative Turbulence Models
In nearly every area of fluid mechanics, our understanding is limited by the
onset or presence of turbulence. Although in recent years have seen a great increase
in our physical understanding, a predictive theory of turbulence has not yet been
established. Aside from certain results that can be derived through dimensional
reasoning, it is still not possible to solve from the first principles the simplest
turbulent flow with the simplest conceivable boundary conditions. Our continuing
inability to make accurate, reliable predictions seriously limits the technological
advancement of aircraft design, design of turbomachinery, combustors, mixers, and
wide variety of other devices that depend on fluid motion for their operation [58]. It
is instructive to play with all turbulence models available and try to match with the
experimental data and then to recommend a best model. But in that way the whole
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point of saving time, cost and effort on computation is lost. The best bet would be to
look into the endorsed data and to choose an appropriate model, like wise we have
selected two-equation k − ε model with standard wall function for prediction of
bulk flow and heat transfer. For near wall prediction, two-layer model of twoequation k − ε may be preferred. But the recent trend is on k − ω model. It requires
40% more computational resources. The new version (6.0) of FLUENT has this
capability. If it is to recommend a single model, k − ω may be the wise choice.

62

References
[1] Wagner, J. H., Johnson, B. V., and Hajek, T. J., 1991, “Heat Transfer in Rotating
Passage with Smooth Walls and Radial Outward Flow”, Journal of Turbomachinery,
Vol.113, pp.42-51.
[2] Wagner, J. H., Johnson, B. V., and Cooper, F. C., 1991, “Heat Transfer in
Rotating Serpentine Passage with Smooth Walls”, Journal of Turbomachinery, Vol.
113, No.3, pp321-330.
[3] Johnson, B. V., Wagner, J. H., Steuber, G. D., and Yeh, F. C., 1994, “Heat
Transfer in Rotating Serpentine Passage With Trips Skewed to the Flow”, Journal of
Turbomachinery, Vol. 116, pp113-123.
[4] Fann, S., Yang, W. J., and Zhang N., 1994, “Local Heat Transfer in Rotating
Serpentine Passage with Rib-Roughned Surfaces”, Internatioanl Journal of Heat and
Mass Transfer, Vol.37, No.2, pp.217-228.
[5] Azad, Gm.S., Uddin, M.J and Han, J.C., Moon, H.K and Glezer, B., 2001, “Heat
Transfer in a Two-Pass Rectangular Rotating Channel with 45˚ Angled Rib
Turbulators”, Proceedings of ASME Turbo Expo, June 4-7, 2001, ASME Paper
No.2001-GT-0186.
[6] Han, J. C., Zhang, Y. M., and Lee C. P., 1994, “Influence of Surface Heating
Condition on Local Heat Transfer in a Rotating Square Channel with Smooth Walls
and Radially Outward Flow”, ASME Journal of Turbomachinery, vol. 116, No.1,
pp.149-158.
[7] Cheah, S. C., Iacovides, H., Jackson, D. C., Ji, H., and Launder, B. E., 1996,
“LDA Investigation of the Flow Development through Rotating U-Ducts”, ASME
Journal of Turbomachinery, vol. 118, pp. 590-596.
[8] Tse, D. G. N., 1995, “Flow in Rotating Serpentine Coolant Passages with
Skewed Trip Strips”, Report R95-9089F, Scientific Research Associates, Inc.,
Glastonbury, Connecticut.
[9] Kuo, C. R., and Hwang, G. T., 1996, “Experimental Studies and Correlations of
radially Outward and Inward Air-Flow Heat Transfer in a Rotating Square Duct”,
ASME Journal of Heat Transfer, Vol. 118, No. 1, pp. 23-30.
[10] Bons, J. P., and Kerrebrock, J. L., 1998, “Complementary Velocity and Heat
Transfer Measurements in a Rotating Cooling Passage with Smooth Walls”, ASME
paper No., 98-GT-464.
[11] Chen, C. C., and Liou, T. M., 2000, “Rotating Effect on Fluid Flow in a
Smooth Duct With 180° Sharp Turn”, International Gas Turbine and Aeroengine
Congress and Exhibition, May 8-10, 2000, ASME Paper No. 2000-GT-228.

63

[12] S. V. Ekkad, G. Pamula, and S. Acharya, 2000, “Influence of Cross-Flow
Induced Swirl and Impingement on Heat Transfer in an Internal Coolant Passage of
a Turbine Airfoil”, ASME Journal of Heat Transfer, 122, 587-597.
[13] G. Pamula, S. V. Ekkad, and S. Acharya, 2001, "Influence of Cross-Flow
Induced Swirl and Impingement on Heat Transfer in a Two-Pass Channel Connected
by Two Rows of Holes”, ASME Journal Turbomachinery, 123, 281-287.
[14] J. C. Han, P. R. Chandra, and S. C. Lau, 1988, “Local Heat/Mass Transfer
Distributions around Sharp 180o Turns in Two-Pass Smooth and Rib-Roughened
Channels”, ASME Journal of Heat Transfer, 110, 91-98.
[15] P. R. Chandra, J. C. Han, and S. C. Lau, 1988, “Effect of Rib Angle on Local
Heat/Mass Transfer Distribution in a Two-Pass Rib-Roughened Channel”, ASME
Journal of Turbomachinery, 110, 70-79.
[16] S. V. Ekkad and J. C. Han, 1997, “Detailed Heat Transfer Distributions in TwoPass Square Channels with Rib Turbulators”, International Journal of Heat Mass
Transfer, 40, 2525-2537
[17] B. Glezer, H. K. Moon and T. O'Connell, 1996, “A Novel Technique for the
Internal Blade Cooling”, ASME Paper 96-GT-181.
[18] P. M. Ligrani, C. R. Hedlund, R. Thambu, B. T. Babinchak, H. K. Moon, and
B. Glezer, 1997, “Flow Phenomena in Swirl Chambers”, ASME Paper 97-GT-530.
[19] H. K. Moon, T. O'Connell, and B. Glezer, 1998, “Heat Transfer Enhancement
in a Circular Channel Using Lengthwise Continuous Tangential Injection”,
International Heat Transfer Conference, Seoul, South Korea.
[20] C. R. Hedlund, P. M. Ligrani, H. K. Moon and B. Glezer, 1998, “Heat Transfer
and Flow Phenomena in a Swirl Chamber Simulating Turbine Blade Internal
Cooling”, ASME Paper 98-GT-466.
[21] Pamula, G.,2001, “Investigation Of Heat transfer Enhancement in Conceptual
Two-Pass Channels for Gas Turbine Blade Internal Cooling”, M.S. Thesis,
Louisiana State University.
[22] S. V. Ekkad, D. Kontrovitz, H. Nasir, G. Pamula, and S. Acharya, 2001 “Effect
of Rib Turbulators in the First Pass on Heat Transfer Distributions in a Two-Pass
Channel Connected by Two Rows of Holes”, ASME Paper No. 2001-GT-0184.
[23] Moore, J., 1968, “Effects of Coriolis on Turbulent Flow in Rotating
Rectangular Channels”, MIT Gas Turbine Laboratory Report No.89.
[24] Mori, Y., and Nakayama, W., 1968, “Convective Heat Transfer in Rotating
Radial Circular Pipes”, International Journal Heat Fluid Flow, 21, pp.1027-1040.

64

[25] Ito, H., and Nanbu, K., 1971, “Flow in Rotating Straight Pipes of Circular
Cross Section”, ASME J. Basic Eng., 93, pp383-394.
[26] Prakash, C., and Zerkle, R., 1992, “Prediction of Turbulent Flow and Heat
Transfer in a Radially Rotating Duct”, ASME Journal of Turbomachinery., 114,
pp.835-844.
[27] Kumar, G. N. and Deanna, R. G., 1988, “Development of a Thermal and
Structural Analysis Procedures for Cooled Radial Turbines”, ASME Paper No. 88GT-18.
[28] Steinthorsson, E., Shih, T.I.P., and Roelke, R. J., 1991, “Computation of the
Three-Dimensional Flow and Heat Transfer Within a Coolant Passage of a Radial
Flow Turbine”, AIAA Paper No. 91-2238.
[29] Steinthorsson, E. Shih., T. I. P., and Roelke, R. J., 1991, “Algebraic Grid
Generation for Coolant Passages for Turbine Blades with Serpentine Channels and
Pin Fins”, AIAA Paper No. 91-2366.
[30] Dawes, W. N., 1994, “The Solution -Adaptive Numerical Simulation of the
Three-Dimensional Viscous Flow in the Serpentine Coolant Passage of a Radial
Inflow Turbine Blade”, ASME Journal of Turbomachinery., 116, pp.141-148.
[31] Snyder, P. H., and Roelke, R. J., 1988, “The Design of an Air-Cooled Metallic
High Temperature Radial Turbine”, AIAA Paper No. 88-1872.
[32] Taylor, C., Xia, J. Y., Medwell, J. O., and Morris, W. D., 1991, “Numerical
Simulation of Three Dimensional Turbulent Flow and Heat Transfer Within a Multiribbed Cylindrical Duct”, ASME Paper No. 91-GT-8.
[33] Rigby, D. L., 1998, “Prediction of Heat and Mass Transfer in a Rotating Ribbed
Coolant Passage with a 180 Degree Turn”, ASME Paper No. 88-GT-328.
[34] Wilcox, D. C., 1994, “Turbulence Modeling for CFD,” DCW Industries, La,
Canada, CA.
[35]Wilcox, D. C., 1994, “Simulation of Transition with a Two-Equation
Turbulence Model,” AIAA Journal, 32, No. 2, pp.247-255.
[36] Park, C. W., Lau, S. C., and Kukreja, R. T., 1997, “Heat/Mass Transfer in a
Rotating Two-Pass Square Channel With Transverse Ribs”, Journal of
Thermophysics, Heat Transfer, 11, pp8-16.
[37] Rigby, D. L., Ameri, A. A., and Steinthorsson, E., 1996, “Internal Passage Heat
transfer Prediction Using Multiblock Grids and k − ω Turbulence Model”, ASME
Paper No.,96-GT-188.

65

[38] Arts, T., Lambert de Rouvroit, M., Rau, G., and Acton, P., 1992, “AeroThermal Investigation of the Flow Developing in a 180 Degree Turn Channel”, VKI
Preprint No., 1992-10.
[39] Rigby, D. L., Steinthorsson, E., Ameri, A., 1997, “Numerical Prediction of
Heat Transfer in a Channel with Ribs and Bleed”, ASME Paper No., 97-GT-431.
[40] Ekkad, S. V., Huang, Y., and Han, J. C., 1996, “Detailed Heat Transfer
Distributions in Two-Pass Smooth and Turbulated Square Channels with Bleed
Holes”, Fundamentals of Augmented Single Phase Convection, ASME HTD Vol.,
330, pp.133-140.
[41] Bonhoff, B., Tomm, U., Johnson, V., and Jenions, I., 1997, “Heat Transfer
Predictions for Rotting U-shaped Coolant Channels with Skewed Ribs and with
Smooth Walls”, ASME Paper No., 97-GT-162.
[42] Shih, T. I. P., Lin, Y. L., Stephens, M. A., Chyu, M. K., and Sivinsks, K. C.,
1998, “ Flow and Heat Transfer in a U-duct Typical Engine Conditions”, ASME
Paper No. 98-GT-213.
[43] Chen, H. C., Jang, Y. J., and Han, J. C., 1999, “ Computation of Flow and Heat
Transfer in rotating Two-Pass Square Channels by Reynolds Stress Model”, ASME
Paper No. 99-GT-174.
[44] Chen, H. C., Jang, Y. J. and Han, J. C., 2000, “Computation of Flow and Heat
Transfer in Two-Pass Channels with 60° Parallel Ribs”, 8th International
Symposium on Transport Phenomena and Dynamics of Rotating Machinery,
Honolulu, Hawaii, March 26-30.
[45] Jang, Y. J., Chen, H. C., and an, J. C., 2000, “Computation of Flow and Heat
Transfer in a Two-Pass Channel with 90° ribs”, AIAA Paper No. 2000-1036
[46] Iacovides, H., and Raisee, M., 1999, “Recent Progress in the Computation of
Flow and Heat Transfer in Internal Cooling Passages of Turbine Blades”,
International Journal of Heat and Fluid Flow, Vol. 20, pp.320-328.
[47] Iacovides, H., 1998, “Computation of Flow and Heat Transfer Through
Rotating Ribbed Passage”, International Journal of Heat and Fluid Flow.
[48] Dunn, M. G., 2001 “Convective Heat Transfer and Aerodynamics in Axial
Flow Turbines,” Journal of Turbomachinery, ASME Paper No. 2001-GT-506.
[49] Pramanick, A. K., and Ekkad, S. V., 2002, “Effect of Rotation on Flow and
Temperature Distributions in a Two-Pass Channel Connected by Two Rows of
Holes,” International Gas Turbine Conference and Exposition, June 3-6, 2002,
Amsterdam, GT-2002-30218.

66

[50] Launder, B. E., and Spalding, D. B., 1974, “The Numerical Computation of
Turbulent Flows”, Computer Methods in Applied Mechanics and Engineering,
Vol.3, pp.269-289.
[51] Pramanick, A. K., Ekkad, S. V., and Yang, H., 2001, “Flow Predictions in a
Two-Pass Channel with Heat Transfer Enhancement by Impingement and Swirl”,
5th ISHMT-ASME Heat and Mass Transfer Conference, Calcutta, India.
[52] J. J. Butkiewicz, D. K. Walters, K. T. McGovern, K. T., and J. H. Leylek, 1995,
“A Systematic Computational Methodology Applied to a Jet-in-Crossflow; Part1:
Structured Grid Approach”, ASME Paper No. 95-WA/HT-2.
[53] D. K. Walters, K. T. McGovern, J. J. Butkiewicz, and J. H. Leylek, 1995, “A
Systematic Computational Methodology Applied to a Jet in Crossflow; Part2:
Unstructured/Adaptive Grid Approach”, ASME Paper No. 95-WA/HT-52.
[54] Howard, J. H. G., Patankar, S. V., and Bordynuik, R. M., 1980, "Flow
Prediction in Rotating Ducts Using Coriolis-Modified Turbulent Models", ASME
Journal of Fluids Engineering, Vol.102, pp. 456-451.
[55] Rosten, H. I., and Worrell, J. K., 1988, "Generalized Wall Functions for
Turbulent Flow", PHOENICS Journal, Vol.1, pp.81-109.
[56] Jayatillika, C. L. V., 1969, "The Influence of the Prandtl Number and Surface
Roughness on the Resistance of the Sub-layer to Momentum and Heat Transfer",
Progress in Heat and Mass Transfer, Vol.1, pp.193-329.
[57] FLUENT User’s Guide, 1999, Fluent Inc., Lebanon, NH-03766.
[58] Cantwell, B. J., 1981 “Organized Motion in Turbulent Flow”, Annual Review
of Fluid Mechanics, Vol. 13, pp.457-515.

67

Vita
Achintya Kumar Pramanick was born on March 12, 1971, in a remote village
Sontla of district Burdwan of state West Bengal, India. He received his Bachelor of
Engineering degree in mechanical engineering in July 1993, from Regional
Engineering College, Durgapur, under University of Burdwan, India. He obtained
his Master of Mechanical Engineering degree with specialization in thermal sciences
from Jadavpur University, India, in March 1996. He was a permanent faculty in
Mechanical Engineering Department at North Eastern Regional Institute of Science
and Technology, India, from March 01, 1996, to September 24, 1997. He taught at
the Department of Mechanical Engineering of Jalpaiguri Government Engineering
College from September 27, 1997, to July 31, 1998, as a permanent faculty. He also
served his AlmaMater, Regional Engineering College Durgapur, as a permanent
faculty in the Mechanical Engineering Department from August 01, 1998, to July
31, 2000. He joined Louisiana State University, in Fall 2000. He is a candidate for
the degree of Master of Science in Mechanical Engineering at the commencement of
Summer 2002. His ambition is to establish himself as a perfect pedagogue and
fundamental researcher.

68

