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Personalized services play important 
role in everyday life. Increasing 
the availability of mobile devices 
resulted in the emergence of a new 
market for personalized applications.
Location became an important factor 
for personalization. 
In this dissertation, it is shown 
how to use the location data 
collected by users. Efficient and 
complete system for handling GPS 
trajectories is presented alongside 
with personalized recommendation 
system. 
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ABSTRACT 
This thesis describes the processing, analysis and 
recommendation of location data. Firstly, the efforts to create an 
efficient and complete system for handling GPS trajectories are 
presented. The proposed system allows for the effective storage 
and visualization of trajectories as well as their analysis including 
segmentation and detection of movement type. Secondly, a 
recommendation system is described. It recommends what users 
should do next in their current location based on geotagged 
photos and GPS trajectories collected by other users. Thirdly, the 
methods for calculating user similarity are presented and 
evaluated. The resulting similarity scores are designed to 
personalize the recommendation system. 
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1 Introduction
1.1 MOTIVATION 
Personalized services play important role in everyday life. 
Personalization is included in websites: search results, suggested 
friends, recommended items for purchase are only few examples. 
A common approach to personalization is to utilize explicit data 
about the user, such as profile preferences or ratings given. 
However, implicit data, such as purchase history or pages 
viewed, is also used.  
Increasing the availability of mobile devices resulted in the 
emergence of a new market for personalized applications. 
Location became an important factor for personalization because 
positioning techniques such as GPS are commonly installed in 
mobile devices. The majority of mobile devices also have a 
connection to the Internet.  
In this dissertation, we present a contribution to the field of 
location-based recommendation applications and services. The 
main contribution is a recommendation system that suggests 
what users should do in their current location. The 
recommendation system is a complex system that can be further 
enhanced by applying tools and algorithms developed during 
this study. GPS trajectory segmentation and movement type 
classification can be used to recommend destinations based on 
the current transportation mode used by the user. For better 
access to the GPS trajectories, a system was developed to access 
multiple GPS tracks in real time. Work carried out on the 
similarity of users can further personalize the recommendation 
system and enhance user experience.  
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1.2 LOCATION-BASED APPLICATIONS 
The increasing availability of smartphones with Internet access 
and other technologies for users to interact with web-based 
services and location-based applications has gained in popularity 
with mobile users [55]. There have been many location-based 
applications for a long time. Popular examples are Google Maps 
as well as other similar maps and localized search services. The 
location concept is present in many popular social applications, 
such as Foursquare and Facebook. Location-based applications 
offer users personalized service and provide context-aware 
information [71]. One popular example is a request for a weather 
forecast, which can be automatically adjusted to the Ȃȱ
current location. In social networking, personalization might 
come in the form of notifications when a Ȃȱȱȱȱ
nearby locations [55]. There are also location-based applications 
that provide multiple types of contextualized information. For 
instance, Foursquare shows the movement of users and his or her 
social network and, at the same time, shows available nearby 
services for all users. From a developerȂs point of view, creating 
a system that uses multiple location-based applications is not 
trivial because the developed application easily becomes tightly 
connected to particular platforms and APIs [55].  
1.3 RESEARCH CHALLENGES 
There is variety of location-based applications. In this study, we 
focus on location-based recommendation systems as the author 
developed a context-aware recommendation system using a 
collection that had been generated by users.  
The main challenge is to select relevant items from the 
collection of location data such as services, geotagged photos and 
GPS trajectories with minimal or no user input at all. 
Nevertheless, the research is not limited to recommendation 
systems. As we discovered during the studies, to build an 
efficient recommendation system that suggested to users where 
Introduction 
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they should go next by selecting trajectories toward attractive 
destinations, it was necessary to find a way to efficiently store and 
analyze the trajectories in order to get more complex statistics 
such as method of travel. That resulted in research on real-time 
storage and a visualization of the trajectories as well as filtering, 
segmentation and movement type classification.  
Another challenge was personalization of the system: user 
profiles needed to be designed. In addition, the author of this 
thesis created user-similarity measures in order to find out more 
about similar users based merely on their activity within the 
system. The result of the study is an existing location-based 
system that processes, analyzes and recommends location data.  
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2.1 GEOTAGGED PHOTOS AND GPS TRAJECTORIES 
The wide availability of mobile devices equipped with a 
positioning function (for example GPS and AGPS) and Internet 
connectivity has enabled location-based services to become 
ubiquitous [24]. Such services operate by location data. Location 
data includes, but is not limited to, geotagged photos and 
trajectories. Other examples of location data are points of interest 
and services as restaurants, shopping centers and health centers. 
The thesis focuses on geotagged photos and GPS trajectories 
(referred to later as trajectories). 
Geotagging is the process of adding location data to various 
media such as photos and videos. The most common form of 
geotagging is latitude and longitude, but the information in a 
geotag can also be enhanced by altitude, bearing and accuracy, 
among others. 
All the photos used in this thesis are geotagged by mobile 
applications using latitude, longitude and, where available, street 
addresses. In addition to geotagging information, the photos 
have timestamps. An example of such a geotagged picture is 
shown in Fig. 1. 
 
 
Figure 1. Example of a geotagged picture from a user’s collection in the Mopsi system. 
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As with geotagged photos, GPS trajectories similarly show the 
location of users. The trajectories consist of a set of points that are 
ordered in a sequence. The ordering is based on timestamp of 
each point. In this thesis, we consider GPS trajectories formed of 
points that contain a user�� location at certain time. More 
precisely, a point pi in the trajectory is represented as triple pi=(xi, 
yi, ti), where xi is the latitude, yi is the longitude and ti is the 
timestamp of the point [57]. The GPS trajectory is defined as a 
sequence of such points pi, i=0,1,2,...,n and for all 0≤i≤n, ti+1>ti [86]. 
The trajectory ends when the difference between timestamps of 
two consecutive points is larger than the threshold Δt [97]. 
Examples of different visualized GPS trajectories are shown in 
Fig. 2. 
 
 
Figure 2. Different approaches to GPS trajectory visualization on map. Microsoft 
Research – left, Multiple Autonomous Robotic Systems Laboratory – right. 
Both geotagged photos and their GPS trajectories form the 
location history of users. Following the definition in [97], we can 
define location history in this thesis as a set of locations visited by 
the user over a certain period of time. In practice, we consider 
locations where photos have been taken, and the start- and end 
points of the trajectories. In some cases, entire trajectories are 
used, for example, in the movement type analysis. 
2.2 MOPSI SYSTEM 
The work described in this dissertation has been implemented 
and tested within Mopsi system, which has the research of 
Location Data 
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location-based applications as its focus. The Mopsi system was 
developed by the Speech and Image Processing Group from the 
School of Computing at the University of Eastern Finland and 
offers various functionalities. The system is used as a testing 
workbench for new research solutions in area of location-based 
applications.  
The Mopsi website and mobile applications allow for the 
collection of location-based data such as photos and GPS 
trajectories as well as provide tools to browse and analyze them. 
In addition, Mopsi offers integration with the popular social 
network, Facebook. Mopsi has a website and mobile applications 
for major platforms: Android, WindowsPhone, iOS and Symbian.  
Photos are uploaded to the Mopsi system using the mobile 
application, where each user can create his or her photo 
collections. Sharing the location of the photos is very easy as the 
photos are automatically geotagged. The uploaded photos are 
presented to users on a map.  
Besides geographical location, each photo has a timestamp. 
Descriptions can also be provided. Photos can be shared with 
other users of the system who can browse photos conveniently 
using time query filtering. The photos matching search criteria 
are shown on a map and timeline as demonstrated in Fig. 3. The 
data collected by mobile clients are then presented to users on the 
website. The applications collect geotagged photos and GPS 
trajectories. Besides these the applications, users may 
communicate by chat and O-Mopsi location-based game outlets.  
The Mopsi environment has over 2,400 registered users; the 
database contains over 35,000 photos and over 10 million GPS 
points that form about 10,000 trajectories. In addition to the user-
generated collection of photos and trajectories, the database has 
information about over 600 points of interests, i.e. services, such 
as shops, restaurants and tourist attractions, among others. The 
points of interests are mainly located in Joensuu, Finland, from 
where Mopsi originates. The services are created and verified by 
trusted users who collect a significant amount of good quality 
photos and trajectories to the system.  
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2.3 RESEARCH AREAS IN MOPSI 
The Mopsi system is a real-time working environment where 
research ideas are tested. The main research topics in the Mopsi 
system are the collection and analysis of location-based data, web 
mining [32][74], storage, display, analysis and the compression of 
GPS trajectories [81][I], detection of transportation mode [II], 
recommendation of points of interests and things to do next 
within ȱ Ȃȱ current location [80][III], and location-based 
games [74]. We designed a system for efficient real-time retrieval 
and display of the trajectories [81][I]. The fast retrieval system is 
based on the polygonal approximation method [20]. The 
trajectories are stored in compressed form to save storage space 
[21]. The trajectories are then analyzed and the transportation 
mode is detected based on various basic characteristics of the 
trajectories [81][II]. A low complexity algorithm has also been 
designed to compute the spatial similarity of the trajectories [57]. 
The real-time analysis of GPS trajectories coming to server allows 
for the detection of several types of events such as user meetings 
or visits at certain locations from the Mopsi database [56]. We 
have used the Mopsi system as a framework to test our 
personalized recommendation system [80][III] that recommends 
places and items from the Mopsi database of photos and 
trajectories considering identified aspects of relevance [30]. 
 
Location Data 
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Figure 3. Collection of photos in the Mopsi system collected by all users in Joensuu area 
within a single month. 
As with the photos, GPS points are similarly uploaded to the 
Mopsi system by using the tracking option in the mobile 
application. The GPS points are then stored in the database and 
grouped into trajectories. The trajectory is automatically created 
based on the timestamp and location of geographical points that 
have been uploaded to server. The collection of trajectories can be 
browsed on the map by time as shown in Fig. 4.  
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Figure 4. Collection of trajectories in the Mopsi system uploaded by all users in Joensuu 
area within single week. 
Each of the trajectories can be analyzed. In the ȁanalyze viewȂ as 
shown in Fig. 5, the Mopsi system shows segments of the 
trajectory including stop points, movement type classification 
and speed and altitude graphs. 
 
 
Figure 5. Analyzed GPS trajectory in the Mopsi system.
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� Processin� an� 
Analysis of GPS 
Trajectories 
3.1 MOTIVATION 
Advancing mobile phone technologies results in the higher 
availability of mobile devices and, in particular, higher 
availability of mobile devices with GPS. It is common that mobile 
devices are connected to the Internet. That results in the 
possibility of recording and sharing geotagged photos, tracking 
outdoor sports – for example, cycling and jogging – to peer users 
without use of specialized devices [23].  
A large amount of location data coming to the server from 
mobile applications is difficult to efficiently store [21]. It is also a 
challenge to process, analyze and display the data to users in real 
time. Therefore, the main operations that need to be carefully 
designed in any location-based application are storage, retrieval 
and the visualization of location data. There are various types of 
location-based applications that need to process large amount of 
such data, for example tourist information [4], ride sharing, 
health monitoring [5], recommending points of interest [80][III] 
or sports tracking. Companies can manage their geographical 
information in real-time [58] and track the movement of their 
own vehicles in order to solve problems such as fleet 
management [42] or traffic congestion [59]. Nevertheless, access 
and visualization on maps that have large amounts of data is time 
consuming. For example, GPS trajectories shown on the map in 
Fig. 6 consist of thousands of points. There are several systems 
that address these problems. Visualization is carried out on 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
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mobile devices [29][48], on the web [2][5][95] or on specially 
designed separate applications [4][41].  
 
Figure 6. Example of a user's GPS trajectory collection. 
We have designed a complete system for the storage, retrieval 
and visualization of trajectories that tackles the aforementioned 
problems. In addition, the system outperforms other existing 
real-time web based systems, such as GMapGIS, GPS Visualizer 
and Google Earth. None of these systems offer a possibility to plot 
trajectories consisting of thousands of points on a map. Moreover, 
the two first systems process the data slowly and are memory 
inefficient, often causing browsers to stop responding when 
attempting to plot several trajectories with approximately 10,000 
points. Google Earth warns that processing may take longer than 
usual when plotting trajectories of over 2,000 points and say that 
the software responds slowly when the trajectory is plotted. 
There exist approaches that aim to minimize the amount of 
data displayed by combining trajectories into trails that result 
from the approximation and interpolation of all overlapping 
trajectories [60]. Conversely, our solution displays all the 
ȱ	ȱȱȱȱȂȱ¢ȱȱ-time 
by reducing the number of points being plotted but without any 
analysis and interpretation of the semantic meaning of the 
Processing and Analysis of GPS Trajectories 
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trajectories. This is achieved by applying a fast multi-resolution 
polygonal approximation algorithm as described in [20]. The 
algorithm achieves better approximation results than previous 
competitive methods. To speed up the visualization process, we 
apply a bounding box solution to the reduced tracks, so that only 
points that are visible to the user are plotted on map. The main 
goal was to create a system that can store and display a large 
amount of location data in form of GPS trajectories in real-time. 
A similar system, StarTrack, has been described in [5] and [39]. 
The system is the closest to the one we developed as it can handle 
up to 10,000 GPS trajectories. However, it does not address the 
problem of displaying trajectories on a map in real-time nor does 
it attempt to detect movement type. In addition, the StarTrack 
system was not tested on real-life GPS trajectories.  
Similarly, as [39] we designed a system that handles GPS 
trajectories from the time they are sent to server by, in our case, 
mobile applications. The acquisition, storage, retrieval and 
visualization workflow of the system is illustrated in Fig. 7.  
 
Figure 7. Workflow of the GPS trajectories visualization system. 
After the trajectories are displayed user can analyze them 
further. For that purpose, various analysis algorithms were 
developed. For example, the algorithm described in [57] analyzes 
the similarity of the trajectories. Our system offers, in addition, a 
segmentation and classification of the segments of trajectories [II]. 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
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In addition, we provide basic statistics about each trajectory such 
as altitude and speed profiles.  
The GPS data only captures features such as speed, distance, 
time and, obviously, location. The data cannot be 
straightforwardly used to conclude the semantic meaning of the 
userȂ activity [37]. Our system is able to detect movement type 
using only GPS data. We do not use the accelerometer as many 
competitive systems do, for example the system in [61], that aims 
to find movement type of GPS trajectories. In [64], the comparison 
of different combinations of GPS, GSM, Wi-Fi and the 
accelerometer for travel mode detection is available. The study 
concluded that the most useful for the travel mode detection task 
is one that possesses a combination of GPS and accelerometer 
data. The study mentions also other types of data used for the 
task, such as call detail records [82] and cellular network 
positioning data. Nevertheless, the latter types of data have not 
performed well [64].  
The system we designed uses, however, only raw GPS data. 
The positive side of this is that no specialized devices, such as the 
accelerometer, are needed to collect data. We work with the data 
that can be collected with a mobile phone that has embedded 
GPS. However, in our system, we analyze various characteristics 
and features of the GPS trajectory. The simplest approach to 
determine the travel method of a user is to measure speed [14][77] 
of movement, which is a trivial task having location points with 
a timestamp in the GPS trajectory. Some transport modes though, 
such as cycling and running, are difficult to differentiate by speed 
thresholds alone. For that purpose, more complex solutions, such 
as fuzzy logic [87], neural networks [34] and hidden Markov 
model [64][94] have been considered. 
Our goal is to detect five typical movement types: stationary, 
walk, run, bicycle and motor vehicle. The approach is to find 
segments of GPS trajectories that have similar features and apply 
classifier on such a segmented track as shown in Fig. 8.  
 
Processing and Analysis of GPS Trajectories 
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Figure 8. Workflow of the segmentation and classification process. 
As GPS data has many inaccuracies, the system starts with 
preprocessing the trajectory. At this step, all potential outliers are 
identified and removed by checking their speed consistency. The 
trajectory is also smoothed. The preprocessed trajectory is input 
to the segmentation algorithm. A set of basic features, such as 
speed, acceleration, time, direction and distance are extracted for 
each segment. The movement type is then detected using a 
second order Markov model. 
3.2 DATA ACQUISITION AND STORAGE 
The system collects trajectories using mobile application. The 
application is available for major operating systems: Android, 
WindowsPhone, iOS and Symbian. The mobile application 
records location and timestamp at predefined intervals (usually 
from 1 to 4 seconds). The mobile application is only responsible 
for the collection and display of data. Contrary to [8], the data is 
processed entirely on the server for the reason that all 
computations can be carried out faster on the server. If an Internet 
connection is available, the data is immediately saved to the 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
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database on the server. Otherwise the data is buffered on the 
device.  
Trajectories are at first saved as individual points in the 
database. The GPS trajectory objects are created and updated in 
real-time when new points arrive to the server. Each trajectory is 
associated with several basic statistics such as start and end time, 
bounding box, number of points, segments and movement type. 
The segmentation and movement type classification of 
trajectories are described in more detail later on in this chapter. 
The trajectory is stored in its original form, i.e. the sequence of 
time-stamped location points, and also in a simplified form that 
contains reduced number of points. The approximated 
trajectories are computed for five different zoom levels of map 
[20]. This allows for faster visualization of tracks on the map, as 
the number of points drawn is significantly smaller. 
Nevertheless, the GPS trajectory shape is not distorted. The 
approximated tracks and analyses are performed immediately 
when the original trajectory is uploaded. 
Trajectories are uploaded and constantly analyzed as they are 
uploaded to server. The statistics must be updated each time new 
points of the trajectory come into play. To ensure that the 
statistics are updated in real-time, there is a constant process 
running on server and periodically checking (every minute) if 
any trajectory in the system has received new points. Whenever 
new points are uploaded to server, the process decides whether a 
new trajectory should be created or the points should be merged 
instead with one of the existing trajectories. The existing 
trajectories are updated in case new tracking points belonging to 
an older trajectory are received after a significant delay that has 
been caused, for example, by a poor Internet connection. 
3.3 VISUALIZATION 
The original trajectories recorded in the system contain more data 
than needed for visualization. The full data, though, is required 
for analysis, and therefore complete trajectories are stored. 
Processing and Analysis of GPS Trajectories 
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However, in the rendering process for the web browser, a 
reduced number of points are sufficient to represent the shape of 
the trajectory to the user. To create approximated trajectories that 
preserve the original shape of the trajectory, the system applies a 
multi-resolution polygonal approximation algorithm as 
described in [20]. The algorithm is applied to every received 
trajectory. It approximates the trajectory for five different map 
scales. The algorithm has O(n) time complexity and the results 
are stored in the database in order to avoid the repetitive 
execution of the algorithm for the same input trajectory when the 
trajectory is again displayed. Figure 9 shows an example of the 
original and approximated tracks. 
 
Figure 9. Visualization of the original and approximated tracks. 
The original track contains 575 points and is approximated in 
different map scales with 44, 13, and 6 points respectively. A 
suitable approximation for error tolerance is selected for each 
map scale, so that the visualization quality is not affected by the 
approximation, although rendering time is reduced significantly. 
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In a further attempt to reduce the amount of data that needs to 
be displayed on the map, we apply a bounding box, so that only 
parts of trajectories visible at the moment on the Ȃȱn are 
plotted on the map. Therefore, we only select the points that user 
will see while using the current map scale and location (the 
bounding box of the map) at the moment of query. In addition, the 
system also draws points that are outside the bounding box but 
within immediate neighborhood (50% extension of screen size). 
In this way, we prepare for panning and zooming by the user. 
The way the bounding box works is shown in Fig. 11. Here, the 
bounding box is implemented as a function that makes the 
coordinates of north, south, east and west of the map visible on 
the screen. The map scale is also passed so that points from the 
correct approximation can be selected. The function is applied to 
every track and for every point it checks if the point lies within 
the bounding box. The time complexity of the bounding box is 
linear and is entirely computed on server. 
Figure 10. Visualization of sample GPS trajectories. 
Processing and Analysis of GPS Trajectories 
Dissertations in Forestry and Natural Sciences No 195  19 
 
Figure 11. Bounding box. Top – what the user can see, middle – what is actually plotted 
on the map, bottom – all trajectories matching selection criteria. 
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For displaying trajectories on map, the system uses Google 
Maps API. However, the displayed map can be changed. The user 
can select, for instance, OpenStreetMap to be shown as an overlay 
on Google Maps. Similarly, customized maps can be shown as, 
for example orienteering maps. The GPS trajectories can be 
browsed according to time. The results of time query are 
displayed as shown in Fig. 10.  
To evaluate the system, we measure the time spent between 
sending requests to the system and presenting the results to the 
user. In the measurements, the time needed for data transfer is 
ignored. Nevertheless, the system is designed in such a way that 
the data transfer is minimized. 
The experiment has been conducted on the dataset that is 
summarized in Table 1. 
Table 1. Summary of data used in experiments. 
User Tracks Points Length (km) Duration (h) 
Pasi 784 1,216,039 8,535 669 
Karol 650 1,015,939 9,655 442 
Radu 429 613,684 4,604 188 
The original trajectories consist of a large number of points. As 
shown in Table 2, there are users in the dataset that have over one 
million points.  
Table 2. Number of points in GPS trajectories collected by user Pasi. 
time interval original approximated 
all 1,216,039 9,064 
year 424,709 3,088 
month 46,669 331 
week 11,204 903 
recent 3,328 141 
This demonstrates the need to approximate the trajectories, as 
none of the browsers can handle such a large amount of data [23]. 
In tests, the zoom level is selected so that all the trajectories are 
visible on the map. We measured the durations of the three stages 
of the visualization process: the querying database, the 
computing bounding box and visualization in browsers. The 
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times measured for users taking the tests are shown in Fig. 12. 
Results show that the time needed for showing all the tracks of 
the user with the largest collection is about 2.5 seconds. Querying 
the data takes up most of the time, as shown in Fig. 13. 
Calculating the bounding box is a fast process that additionally 
speeds up drawing trajectories on map, taking up only 14% of the 
allocated time. 
 
Figure 12. Time needed to display tracks in a selected period for three test users. 
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Figure 13. Average time (in percent) spent in each of the three phases of the 
visualization process. 
The approximation algorithm is necessary to reduce the 
number of points displayed. Without it, it is not possible to 
display all the tracks because the web browser would either stop 
responding or crash. The number of points that browsers can 
handle depends on the available resources. Displaying thousands 
of points slows down web browsers. Even if a browser can 
display all the points, the time needed for the process increases 
significantly with the increase of the number of trajectories 
visualized. Table 3 shows the sizes of files that contain the 
trajectory collection of one user. 
Table 3. Size of files (in bytes) with original and approximated tracks for user Karol. 
time interval original approximated 
week 14.000 148 
month 346.000 2280 
year 4.056.000 69.000 
all 11.595.000 129.000 
Experiments show that applying the bounding box decreases 
the time needed to draw tracks on the map. Figure 13 shows a 
sample case from the experiments. To test this, the same set of 
tracks was requested at the same zoom level, but the map was 
focused in two different places: Finland and Poland. In Finland, 
query
82%
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4%
browser
14%
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the collection of tracks was big, whereas in Poland only a few 
tracks were recorded. As the bounding box solution is applied, 
not all the tracks have to be displayed. The time it took to show 
the smaller number of tracks (Poland area) was significantly 
shorter than the larger (Finland area). Figure 14 also shows how 
reducing the number of points affects display time. 
 
 
Figure 14. Example of querying the same track collection with map set to the same zoom 
level when focused in Finland with large collection of tracks (top) and Poland with small 
collection of tracks (bottom). 
In comparison with the existing web based systems for 
visualizing GPS trajectories, for instance GMapGIS and GPS 
Visualizer, our system can handle the display of data consisting 
of significantly more points. Moreover, joint application of the 
trajectory reduction and the bounding box makes the system 
interactive even with large number of trajectories shown at the 
same time. This makes it different to any other existing web based 
trajectory visualization system. For example, attempt to draw 800 
trajectories consisting of over 1,200,000 points in Google Maps 
causes that the browser stops responding and uses over 10% of 
CPU and 1GB of memory. According to our experiments, GPS 
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Visualizer causes the same behavior of browser when plotting 
several trajectories with approximately 10,000 points only.  
Furthermore, algorithms used in Google Maps could be 
further optimized. Speed of clustering of markers plotted on the 
map can be improved significantly by applying clustering 
proposed in [65]. Data size of 1K, 10K, 100K, 1M requires 0.3 s, 
1.7 s, 20 s and 229 s by Google Maps clustering, and 0.23 s, 0.34 s, 
0.64 s, 2.4 s with proposed clustering, to be displayed on the map. 
3.4. FILTERING 
When the trajectories are displayed to the user, the system gives 
the opportunity to analyze each of the trajectories and check 
detailed statistics such as speed and elevation, as well as to search 
for similar trajectories. Part of this analysis is the classification of 
movement type. Our solution is a three-step process that consists 
of preprocessing, segmentation and the actual classification of 
each segment to one of the five movement types as shown in 
Fig. 8.  
The trajectories are stored in a relational database as described 
in Chapter 2. For each point, we store several characteristics 
describing the GPS signal at the time of taking measurement. 
Nevertheless, only location and timestamp are needed for our 
filtering, segmentation and classification.  
There is a possibility that the GPS receiver provides inaccurate 
location data. It can be caused by various factors, such as weather 
conditions (clouds), surrounding environment (high buildings, 
tunnels), and interference with other devices or bad quality 
receivers. Fig. 15 shows an example of such GPS inaccuracies in 
trajectory collection such as outlier points and zigzag trajectories. 
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Figure 15. Example of GPS inaccuracy in tracking. 
Location errors affect the results of trajectory analyses. Even 
speed calculations can be strongly affected by outlier points. The 
inaccuracies also affect our segmentation and classification 
algorithm. Filtering needs to be applied whenever GPS data is 
noisy and whenever it is required to extract data about movement 
such as speed or direction. Therefore, we filter trajectories by 
default. 
Different approaches have been applied to preprocessing of 
GPS trajectories [47]. Our approach is to remove outliers and filter 
the trajectory points using an assumption that speed is consistent. 
The advantage of this approach is that it relies solely on GPS data 
and does not require any prior information, such as road 
network, contrary to other algorithms [47]. Moreover, as pointed 
out in [20], filtering algorithms rely on sets of parameters that are 
often difficult to estimate and may vary, even in different parts of 
the same GPS trajectory.  
The first step in our filtering algorithm is to eliminate points 
with impossibly high speed and speed variance. Such points are 
usually easy to identify, as shown in Fig. 16 where we can observe 
a movement to the other side of the river in one second. In 
addition, according to the map there is no bridge, therefore such 
movement is impossible for a human. To identify such outliers, 
we calculate speed between each pair of adjacent points in the 
trajectory and remove points that have a higher speed than a 
given threshold. When such points are removed, the algorithm 
searches for points with abnormal acceleration and unusual 
Inaccurate 
point
Zigzag 
trajectories
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changes of direction. This is used to identify potential additional 
outliers that were missed when the speed variance threshold 
criterion was applied. Points are denoted as outliers if the 
acceleration exceeds a maximum threshold value, or if the 
acceleration is high and the direction of movement rapidly 
changes.  
The second step in the algorithm is to smoothen trajectory. As 
shown in Fig. 15, GPS errors may cause a recorded trajectory to 
zigzag even if the points of the original trajectory form a straight 
line. For this reason, we apply a smoothing algorithm to the 
trajectory after the outliers have been removed in the first step. 
The algorithm divides the trajectory into short 2-minute 
segments. Each of them is smoothed separately using Ȃȱ
regularization with a speed-smooth regularized term. The 
smoothed trajectory is a result of averaging smoothing results for 
each 2-minute segment. The results of this smoothing effect are 
shown in Fig. 17.  
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Figure 16. GPS trajectory with impossible movement example (part in blue frame) 
before and after filtering. 
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Figure 17. A trajectory before (left) and after smoothing (right). 
3.5 SEGMENTATION 
Having filtered the trajectory without GPS inaccuracies, we 
proceed to further analyze the trajectory. The motivation for the 
segmentation of the trajectory before aiming at movement type 
classification is illustrated in Fig. 18 and 19. The first example in 
Fig. 18 shows a GPS trajectory that was recorded during interval 
running training with two slower jogging periods in between. 
The second example in Fig. 19 shows three fast downhill skiing 
segments divided by queuing and time spent on ski lift. Although 
it is impossible to deduce all these activities from basic GPS data, 
segmentation can help to get better classification results and to 
find segments that have similar characteristics.  
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Figure 18. Non-trivial examples of movement type analysis: interval training. 
 
Figure 19. Non-trivial examples of movement type analysis: quality downhill skiing 
time and time spent in queue and in ski lift. 
The algorithm divides the trajectory into segments based on 
similar speed. The number of segments is automatically 
determined. However, the user can also provide the number of 
segments. To segment the trajectory, we build a cost matrix for 
the connection costs between the location points. The cost matrix 
is based on a speed criterion assuming that speed variance within 
a segment is small. The sum of speed variances for all segments 
is then minimized.  
Let us consider a trajectory that consists of n points. The points 
form a set P=(p1, p2,…,pn), where pi=(xi, yi, ti). The corresponding 
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speed set is V=(v1, v2,…,vn-1). For a given number of segments m, 
we define a cost function that minimizes the sum of the inner 
speed variance in all the segments: f =∑( �) � ��� +1 � �� �����  (1) 
where ij and ij+1 are the indexes of the start and end points of the 
segment j, Vj is the set of speeds of segment j, and σ(Vj) is the 
speed variance of the segment j. Our experiments have shown 
that the proposed cost function works better than the mean 
square error, which has difficulty in detecting walking segments 
of low speed. 
The minimization process is solved by dynamic programming 
in O(n2m) time and O(nm) space because the speed variance can 
be calculated in O(1) time by using the pre-calculated 
accumulated sums. Optimization is carried out as follows: D�s, r� = ���(���, � � �� + ���� � � �), � = ��� � � ��s, r� = ������ ����, � � �� + ���� � � �� (2) 
where s ƽȱŖǳn, r ƽȱŖǳm with an initial condition D(0, 0) = 0 and 
A(s, r) is the index for backtracking.  
The number of segments m0 is determined by  �� = �������(���, �� + �� + ���� � ���), � = ��� (3) 
where �, � are regularization parameters.  
 
3.6 MOVEMENT TYPE DETECTION 
Our goal is to classify each segment as stationary, walk, run, 
bicycle or motor vehicle. We calculate several features such as 
speed, acceleration, time, direction and distance. However, 
training a classifier on these specific features might not be 
accurate as many features overlap with different movement types 
[94]. Instead, we first perform a soft classification of each segment 
as stationary, walk, run, bicycle or motor vehicle using a priori 
probabilities shown in Fig. 20.  
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Figure 20. A priori probabilities for soft classification of the trajectory segments. 
The first order hidden Markov model (HMM) has been used 
to exploit the correlations between neighboring segments in [64]. 
In this model, the hidden states represent each of the movement 
types and the observed data are the features of each segment. We 
extend this to a second-order HMM to exploit the correlation 
between both the previous and the next segment. The state 
transition matrix is empirically constructed, as in Fig. 21, but 
could also be optimized via a training process in further stages of 
the application. For the cost function, we use function f, which is 
defined as follows: � ������|����������������  (4) 
where mi = {stop, walk, run, bicycle, motor vehicle} is the state of 
segment i, Xi is its feature vector, and mi-1, mi+1 are the states of the 
previous and the next segment. Thus, the probability that a 
segment has a hidden state mi depends on the previous state, the 
next state and its feature vector. After maximizing the function 
shown in Eq. 4, we determine the most likely sequence of the 
hidden state m0, m1… mM. The sequence represents the most likely 
movement type and potential transitions between different 
movement types.  
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Figure 21. Probability matrix for second order hidden Markov model. 
Assuming that the feature vector Xi is uncorrelated with mi-1 
and mi+1, this cost function can be converted by applying the 
Bayesian inference. The inference algorithm for classifying the 
movement type of a segment maximizes the cost function f. We 
first apply the distribution rule and Bayesian inference to the 
probability in the cost function from Eq. 4. 
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���| �, ����, ����� =  ���|����, ����, �� =  �����, ����, �|��� ���������, ����, ��  
 
(5) 
We assume that the feature Xi is independent of mi-1 and mi+1 so 
we translate Eq. 5 into the following: 
  � �|��� �����, ����|��� ���������, ����� � �� 
 
(6) 
We apply the Bayesian inference to � �|��� and �����, ����|��� so that Eq. 6 becomes 
 ���| �� � ������ ���|����, ����� �����, ��������� ���������, ����� � �� =  ���|����, ����� ���| ������  
 
(7) 
Using Eq. 7, the cost function takes the following form:  � =  � ���|����, ����� ���| ����������  (8) 
Because mi-1 and mi+1 are not known when considering mi, we need 
to optimize the calculation of the cost function so we can use it in 
a sequential process by modifying ���|����, ����� so that i ≤ i+1:  ���|����, ����� =  �����|����, ��� �����m����  (9) 
The equation becomes: 
             � =  � �����|����, ��� ���������� ���| ����������  � =  � �����|����, ��� ���| ������������  (10) 
The cost function can finally be written as: 
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� �  � �����|��� ����� �����| ��������������  (11) 
where �����|��� �����, �����| ���� and ������ are all given 
as prior information.  
Dynamic programming is employed for maximizing the cost 
function from Eq. 11 in a similar manner to the Viterbi algorithm, 
which has been used for the first order HMM. 
The filtering, segmentation and classification algorithms have 
been tested with the Mopsi data. The algorithms are triggered by 
a user when he or she wishes to see the detailed statistics of the 
GPS trajectory.  
 
 
Figure 22. Segmentation of a car travelling with just one stop. 
Fig. 22 shows a car travelling, including one stop at traffic 
lights. The segments demonstrate typical traffic flows in Joensuu. 
The last segment was recorded while looking for a parking place 
and is classified as a motor vehicle, despite its lower speed. 
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Figure 23. Separating stop segments from running. 
 
Figure 24. Long-distance running. 
Fig. 23, Fig. 24 and Fig. 25 show sports exercises where it can 
be easily concluded that the user is running, judging by the speed 
of the moving segments, even though there are some short stops 
(segment 2 from Fig. 24) that are incorrectly classified as walking. 
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Figure 25. Interval training exercise. 
 
Figure 26. Bicycle route classified as car. 
Finally, most of the segments in the trajectory shown in Fig. 26 
are incorrectly classified as a motor vehicle. Despite the accurate 
segmentation and the correct detection of the walking segment, 
the inaccuracies of the GPS signal and high top speed classify 
cycling as a motor vehicle segment. Classifying one segment as 
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motor vehicle movement increases the probability of similar 
segments being classified as the same transportation mode.  
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Recommendation of 
Location Data
4.1 MOTIVATION 
The high availability of mobile phones equipped with GPS and 
mobile Internet allows people to record their activities and share 
them with others [33]. The analysis of such data, including, for 
example, geotagged photos and GPS trajectories shown in Fig. 27, 
reveal patterns of user movements and information about points 
of interest in certain areas. The data is easily available as users are 
encouraged by their peers to collect it. Furthermore, the data can 
be used to recommend activities and places for new users to visit 
in the area. 
Personalized recommendation systems are sometimes based 
on static user profiles, but more often on user actions in a system 
[13] and are widely used for recommending similar products in 
online stores, videos on YouTube, friends and groups on 
Facebook, and advertisements targeted to a specific audience. 
Recommendation systems are in scope of interest of research 
institutes and companies [1]. 
We next review the recommendation system implemented in 
Mopsi [80][III], which is based on the four aspects of relevance: 
content, time, location and social network as identified in [30]. 
The system recommends that items from a user generated 
location data collection that includes geotagged photos, GPS 
trajectories and services as described in Chapter 2. The goal of the 
system is to provide the user with information on what to do in 
his or her current location and where to go next. Therefore, the 
goal is more general than it is for similar recommendation 
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systems focused instead on exclusively recommending 
restaurants [46][62][79] or tourist attractions [43]. 
 
 
 
Figure 27. Examples of photos and GPS trajectories from a Mopsi user’s collection. 
Recommendations can be based on current user location [70], 
and recommended items can be events nearby [51]. We use 
location history as a relevance criterion, as does CityVoyager [76] 
and the system described in [96], which considers three factors in 
the recommendation process: user location history, similarity 
between users in terms of the location history and prediction of 
individual interests, and user preferences. We aim to predict user 
activities and detect patterns in user behavior by analyzing their 
trajectories as described in Chapter 3. The recommendation 
system that recommends locations and activities based on 
collection of trajectories is described in [93]. The system extracts 
Context-aware Recommendation of Location Data 
Dissertations in Forestry and Natural Sciences No 195  41 
points of interest from trajectories. However, extraction is carried 
out based on an analysis of descriptions of activities added by 
users to the recorded trajectories and the database of points of 
interest is built manually.  
Predictions on user activity are used in many recommendation 
systems [10]. Recommendation systems use collaborative 
filtering methods in association with additional field-specific 
methods [78][88]. In addition to collaborative filtering, distance 
to the recommended item also plays an important role [49]. In 
[25][44][69] and [91], the systems focus on user experience by 
considering user preferences, time, location and similarity 
between users to predict the Ȃȱȱ. Similar to our 
system, the data from a Ȃȱȱ ȱȱȱ
mode is inferred so that user input is minimal and the user does 
not provide any explicit information used in the recommendation 
process.  
4.2 ASPECTS OF RELEVANCE 
Four aspects of relevance in sharing location-based media have 
been identified in [30]. Content of data, location, time, the user 
and his or her social network are shown in Fig. 28. The picture 
taken by user Pasi and shows skis and winter landscape, thus it 
relates to wintertime. The date when the photo was captured is 
important to distinguish this photo among others as it shows that 
it was still possible to ski in April. The location shows where it 
was possible to ski. The identity of the user is important as 
strangers may not benefit from information about available 
skiing tracks, but friends of the user who share the same hobby 
will find the information useful.  
According to [30] the most important aspects of relevance are: 
location, content and time. In our recommendation system, 
location is considered the most important aspect of relevance. We 
assume that only items that are nearby or easily accessible from 
the location of the user are relevant. 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
42    Dissertations in Forestry and Natural Sciences No 195 
 
Figure 28. Examples of four aspects of relevance on a geotagged photo. 
Users traditionally define content by keywords and tags [52]. 
However, keywords are less user-friendly than freeform text, 
particularly in social media [30]. In our recommendation system, 
we therefore only use freeform descriptions of photos in order to 
give greater freedom to users and minimalize their efforts while 
taking a picture. Nevertheless, extending the recommendation 
system would be possible by analyzing the content of the photos 
based on color, texture and shapes and tagging each photo 
automatically with predefined keywords. 
Time can add relevance in several ways. For example, it is 
important to only suggest places or events that are available. 
Concerts or sport events are of course only relevant within a 
limited time period. Some activities, such as skiing, are only 
available in a certain season. Time is also important when 
considering the age of the photo. Newer information is more 
likely to be still valid than older [30]. 
Last skiing of winter
Date: 4.4.2010
Location: N 62.63 E 29.86
Arppentie 5, Joensuu
User: Pasi
 Keywords: skis, forest, snow
 Informal description
 Relevance defined by 
the network of the user
 Date and time 
(not expected in July)
1. Content
2. Time
3. Location
4. Social network
 Exact coordinates
 Address for usability
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4.3 CONTEXT-AWARE RECOMMENDATION SYSTEM 
The recommendation system in [III] is designed to recommend 
what to do in a current location and where to go next. It uses the 
four aspects of relevance as recommendation context and, unlike 
the search algorithm implemented in Mopsi [31], we do not use 
any explicit user input to find relevant items. Our 
recommendation system is an example of a hybrid 
recommendation system as it uses both collaborative and content 
based filtering because collaborative filtering alone is not enough 
for providing relevant recommendation [27][35]. Collaborative 
ȱȱ¢£ȱȱȱȂȱs and 
preferences and the likelihood of users predicting what users 
may like. We employ user-based collaborative filtering that relies 
on user similarity [40]. Content-based recommendation systems 
recommend items that are similar to those that users liked [16].  
A typical case scenario is that user asks for a recommendation 
in a certain location via mobile phone. We exploit location 
awareness and the ubiquity of mobile devices [66]. The 
recommendation is also implemented on the website but mobile 
access is the most natural environment where the system can be 
beneficial to real life.  
 
Figure 29. Architecture of the recommendation system. 
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Figure 30. Recommendation system results on website. Upper screenshot shows result 
list. Lower screenshot shows results on map. 
The recommendation system uses three databases of 
recommended items: services, photos and GPS trajectories as 
shown in Fig. 29 and the recommendation results presented in 
Fig. 30 contain items of each of the types mentioned above. 
Recommendations are calculated on a server for every user of 
the Mopsi system in advance. When a Ȃȱ ȱ , 
this enables the recommendation to be provided in real-time. 
Changes in location are detected by the mobile application, or 
when the user drags the location pointer on the map in a web-
based system. However, location change is not the only criterion 
used in making a decision on whether or not to recalculate 
recommendations. The decision to recalculate is carried out by a 
recommendation synchronizer that checks whether the results 
need to be recalculated or that the available recommendation is 
still relevant. The recommendation results are recalculated 
whenever a userȂ position moves more than 500 meters, or when 
the recommendation results become older than one day.  
For each user of the Mopsi system, we create a profile that 
contains data about behavior such as location history and 
previous interactions with the system. For each user we store the 
location and keyword of every search made. Based on this data, 
we compile a list of the most popular keywords within their 
counts. In addition, we record information on what service or 
photo a user rated. Based on that we create a list of liked and 
disliked keywords. Information about viewed services, photos 
and trajectories are also stored.  
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The recommendation algorithm has three major steps: first, 
the items are sorted by the distance to the location of the 
recommendation request and items further than 2.2 km are 
filtered out. Second, the remaining items are scored. These first 
two steps are carried out for any type of item. Third, the items of 
different types are merged and ranked according to their scores. 
The first 20 items form the final result of the recommendation.  
4.4 SCORING SERVICES 
The recommendation algorithm has three input parameters: the 
profile of the user who requested recommendation, the location 
of the user and the time of the recommendation request. 
Services are scored using history, distance and rating criteria 
as shown in Fig. 32. The recommendation score of each service is 
calculated using the following formula: 
 �������� =  � +  � � + � + � (12) 
  
where NH is the normalized score for search history, NL is the 
normalized score for location, and NR is the normalized score for 
rating. For services, a constant of one point is added in order to 
promote services for recommendation, because they are assumed 
to originate from a trusted source and therefore be more relevant 
than photos from a userȂ collection. For example, cafeterias in 
the service database can be assumed to exist in real, but cafeterias 
in user collections may no longer exist if the photo was taken a 
long time ago. 
The final score is the weighted sum of the normalized scores. 
In the current version of our system, the weights of the 
normalized score are set based on experimental results. All 
weights are 1, except for the location weight, which is set to 2 in 
order to emphasize the importance of the location.  
The history score of service x is based on keywords in the 
search history of all users (SG) and in the search history of the 
individual user asking for recommendations (SU). Both the search 
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history of all users and of the individual user consists of three 
sub-scores, given as follows: ����� = ����� � ����� � ����� 
(13) ����� = ����� � ����� � ����� 
where SN is score based on the searches performed near the 
location of the recommendation request (2.2km), SS is based on 
recent searches within the last week, and SF is based on the 
frequency of service keywords in search history. The details on 
how the frequency score is calculated is shown in Fig. 31.  
 
Figure 31. Frequency score calculation for a service. 
The total score for search history (SH) is calculated as follows: ����� = ������ ������� (14) 
Location score is based on the distance between item x in a set 
of the scored items X and user location L. The location score is 
calculated based on the following formula: ����� �� �� = max����� ��� � � �� � ���� �� (15) 
where d is a haversine distance function. 
The services have been rated by users in the scale from 1 to 5. 
The rating score is calculated as the average value of the n ratings: ����� = ∑ �������  (16) 
Context-aware Recommendation of Location Data 
Dissertations in Forestry and Natural Sciences No 195  47 
Before calculating the total score, these scores are first normalized 
to the scale [0..1] as follows: ���� � � ������������� � ���� �� (17) 
where � � � is the raw score of an item x in a single criterion 
(history, location, rating or time), and S is a set of scores of all 
scored items using the respective criterion.  
 
Figure 32. Service scoring. 
4.5 SCORING PHOTOS 
Photos are scored using history, distance, rating and time 
criteria. The first three criteria are the same as for services. 
However, photos do not have keywords assigned to them, 
therefore, we take words from the freeform description of the 
photo and use them as a set of keywords describing the photo. 
Instead of rating them from 1 to 5, photos are scored using a 
thumbs up (+1) and thumbs down (-1) system. The rating score is 
calculated by summing up these ratings:  ����� � ��+��� � �−��� (18) 
where C+ is the number of all thumbs up and C- is the number of 
all thumbs down. The time score is used, because the relevance 
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of a photo decreases with time and depends on the time of the 
year that it was taken. For instance, for cross-country skiing, 
tracks are less relevant in summer. Recent photos in the collection 
are considered more relevant and get a higher up-to-date score 
SA. Photos that have been taken in the season in which the 
recommendation has been requested get a higher season score SY. 
The time score (ST) is for each photo is calculated as follows: ����� � ������ ������ (19) 
As a final step in photo scoring, we group the photos into 
location clusters. We process all the scored photos iteratively. If a 
photo does not yet belong to any cluster then we check to see if 
there is any photo belonging to a cluster within a 20 m radius. In 
such a case, the photo is added to the cluster, so expanding its 
area. Otherwise, the photo creates a new cluster. From each 
cluster, we select at most the two highest scored photos. This 
helps us to avoid recommending redundant photos from the 
same point of interest.  
4.6 SCORING TRAJECTORIES 
GPS trajectories are scored using location, time, and 
attractiveness criteria. We select trajectories based on the 
proximity of their starting points to the location of the 
recommendation request. We consider only trajectories longer 
than 1 km that have end point outside 1 km radius from the 
starting point. The scores for location and time are calculated 
exactly the same way as for services and photos. The distance is 
calculated from the starting point of the trajectory.  
Trajectory attractiveness is calculated based on how many 
ǰȱ ȱ ȱ ȱ Ȃȱ ing points are in 
proximity of the end point of the trajectory. The number of photos 
along the trajectory (popularity) also increases its attractiveness. 
The total trajectory attractiveness score SA of trajectory x is 
calculated using the following formula: ����� � ������ ��� ��� (20) 
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where SD is destination attractiveness score and SP is popularity 
of the trajectory. As with the photos, clustering is applied to the 
end points of trajectories. From each location cluster, we select a 
trajectory with the highest score so that we recommend only one 
trajectory for the same destination.  
Fig. 33 shows an example of the best service, photo and 
trajectory in the recommendation results. 
 
Figure 33. Recommendation scores for three best items: a service, a photo and a 
trajectory. 
4.7 EXPERIMENTS 
An example of recommendation results is shown in Fig. 34. User 
satisfaction with the recommended items is an important part of 
evaluating the recommendation system [3]. A common approach 
to evaluate recommendation systems is by giving out 
questionnaires such as those described in [63]. However, such 
method is also subjective; dependent on the user. To evaluate our 
recommendation system, we have chosen town of Joensuu, 
Finland, as it is the location with the most extensive collection of 
recommended items and the most users in the area. 
USER 
LOCATION 
262 m 
575 m 
34 m 
Utra church 
L=0.96  H=1.00  R=0.00 
Utrantie 88 – Kalevankatu 29 
L=1.00  A=1.00  T=0.10 
Utra swimming place 
L=0.89  H=0.33  R=0.00  T=0.88 
Utrantie 88 – Kalevankatu 29 
Nearest route 
Leads to a place with many pictures 
Utra church 
Nearby service 
Popular keyword 
Utra swimming place 
Nearby photo 
Same season 
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Figure 34. Recommendation results in the center of Joensuu. 
We selected several locations around town including the city 
center, residential district (Rantakylä), industrial area 
(Käpykangas) and nature area (Utra). We collected feedback in 
form of interviews on how relevant recommendations are for 
users. Each participant was shown recommendations generated 
by the system for his or her account and for anonymous account 
in each of the locations. Next we perform brief qualitative 
analysis of the results by showing few selected examples. 
Quantitative analysis was not performed due to lack of large-
scale ground truth data. 
The users where asked to evaluate relevance and usefulness of 
the results. The recommendation system in the center of Joensuu 
always suggests a number of cafeterias, restaurants and bars from 
the services database. However, the services photographed by 
users, but not yet added to the services database, are also 
recommended. 
The experiments show that all factors have an impact on the 
selection of recommended items. For example, in the residential 
district, many restaurants and bars located in center are 
recommended, but they are selected based on rating and search 
history, rather than by distance. We checked that the system 
usually chooses relevant photos of shops, sports grounds and 
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other services, whereas photos of streets, houses and people are 
skipped over, even despite their nearby location. Nevertheless, in 
areas where user collection is sparser, distance affects relevance 
scores more significantly.  
 
Figure 35. Effects of relevance, history and user network. 
Fig. 35 demonstrates effects of relevance, history and user 
network on position on recommendation list. For the user in this 
example cafe (kahvila) is more relevant than lunch (lounas) due 
to his search history. Therefore, Vilkku and Heinosen Leipomo  
cafes have higher relevance than Kuurnankulma lunch 
restaurant. In addition, Heinosen Leipomo is relatively new and 
has no rating yet. Thus, it has zero score from the user network, 
and is ranked third despite being closest. 
Fig. 36 demonstrates that the time score is very important for 
the relevance of recommended items. The recommendation 
system suggests visiting the island on the lake in wintertime 
when it is accessible by skis and is a popular place for picnicking. 
On the other hand, in summertime, there is no possibility of 
reaching the island without a boat and not many people visit it, 
thus the system recommends the closest attractive places on the 
shore of the lake.  
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Figure 36. Recommended photos in winter (left) and summer (right). 
In Fig. 37, we demonstrate the effect of clustering the photos. 
Without clustering the system recommends several pictures of 
the same building; while the building itself may be relevant, 
repeated pictures of the same building are not. After clustering, 
only one representative picture is recommended.  
 
Figure 37. Photo recommendation without location clusters (left) and with clustering 
applied (right). 
According to our qualitative evaluations, the current version 
performs reasonably well and usually gives relevant 
recommendations. The proposed recommender system improves 
over existing systems that it is not restricted to recommend one 
specific type of services such as restaurants and tourist attractions 
from database, but utilizes content generated by users. 
Nevertheless, it is possible to enhance its performance by 
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measuring user similarity to provide personalized 
recommendations, as will be described in the following chapter. 
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śȱȱ¢
5.1 MOTIVATION 
So far, the network aspect has only been used to a limited extent, 
mainly because there is no social network established in the 
Mopsi system. To further develop the recommendation system in 
this direction, we study how to calculate user similarity. 
Knowledge from social networking was utilized in [7] by 
asking local expertsȂ opinions. Such an approach can be used to 
increase value in the rating of points of interest by utilizing the 
experience of users who know the most about them. The user 
network can also help to solve ȁcold startȂ problems for newly 
registered users or users with a limited location history. Profiles 
of friends of such users help to personalize recommendation 
results as soon as a user joins the network [89]. Collaborative 
recommendation systems commonly establish similarities 
between users that are based on common items the users have 
rated [1]. The similarity of users is applied to recommending 
events and friends in [26].  
It is, however, unclear what type of network can best be used 
to discover similarity between users. We consider three possible 
data sources for calculating user similarity: friendships in 
Facebook, pages liked in Facebook and location history in Mopsi. 
For the two first data sources, we perform a qualitative 
experiment with nine Mopsi users. For location history, we study 
the similarity of their sparse location histograms. According to 
[38], people most value the things they have in common, followed 
by the place where they are active and finally knowing the same 
people. Therefore, we hypothesize that ȱȁȂȱȱ 
can be considered a better calculation of user similarity than 
location history, ȱ ȁȂȱ  ȱ usersȂ own evaluation of the 
similarity between them. However, the similarity of location 
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history provides additional information for the personalization of 
the recommendation.  
We aim to calculate similarity between users based on a 
limited amount of location data. There are attempts to analyze 
complete GPS trajectories and deduce user similarity once the 
results have been analyzed [22]. The approach used in [90] is to 
detect stops that are considered to be important places since users 
stayed there for a longer time. Subsequently, the similarity of 
trajectories is then measured based on their longest common 
subsequence with higher importance given to longer patterns. 
Similarly, in [54] the longest common subsequence is applied by 
partitioning the complete GPS trajectory and detecting turning 
points. The similarity score is a combination of the geographic 
and semantic similarity of the trajectories. The semantic meaning 
of GPS trajectories is also used in [12] to find the similarity of 
daily schedules of people. A personalized search for similar 
trajectories is carried out in [83], by taking user preferences into 
account where parts of the ȁquery trajectoryȂ are considered to be 
more important.  
However, complete trajectories are not always available. In 
such cases, user similarity must be measured based on sparse 
location data such as visits, favorite places or check-ins. In [53], 
user data is hierarchically clustered into geographic regions. A 
graph is constructed from the clustered locations so that a node 
is a region a user has visited and edges between the nodes 
represent the order of visits to the regions represented by these 
nodes. The method does not require a complete trajectory, but it 
still relies on the order of the visits to the locations.  
We use single location points that originate from usersȂ 
collections and represent locations of photos and the start and 
end points of their trajectories. In future, this location history 
dataset can be extended with end points where user stayed longer 
than a certain threshold [94]. The end points can be detected by 
the segmentation algorithm that was described in [II]. 
In our method, we compare histograms. Histograms represent 
points of interest in the area and each userȂ activity is assigned 
to the nearest point of interest. We consider several measures 
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based on normalized frequency vectors: L1, L2, L, ChiSquared, 
Bhattacharyya and Kullback-Leibler divergence. We compare the 
performance of fuzzy and crisp histograms.  
5.2 EFFECTIVENESS OF USER NETWORK 
There are various types of user networks on social web sites 
[45]. We evaluated the possible types of networks that can be 
used by our recommendation system from the following 
perspectives: social network versus information sharing network, 
buddy network versus stranger network, selected friends 
network versus automatic ad hoc network, and online network 
versus offline network. 
Currently the networks with the highest number of users are 
the social networks of Facebook, Twitter, Google+ and Instagram. 
In these social networks, users explicitly specify with whom they 
share their data. Users are generally more interested in data 
coming from their friends. Nevertheless, for the purposes of our 
recommendation system, relevance is far more important than 
social aspect. In a location-aware system like ours, users look for 
information about their current location. Therefore, information 
originating from a stranger who resides in the area or visits it is 
more likely to be relevant than information from a friend who has 
never visited the location. 
An aspect worth considering for any social network is how 
well the connected people actually know each other (in real life). 
The small world phenomenon [84] says that any person in the 
world can be reached in six steps. As shown in [9] the quality of 
the links within the network, it is important, while connectivity 
is of less importance because even a small amount of randomness 
in the network can trigger small world behavior. 
The Facebook network, despite the term used on Facebook, is 
not really a friend network, but more a buddy network. Because 
of social pressure, Facebook users often send friend requests to 
many other users they may not know. Nevertheless, having 
hundreds of Facebook friends does not imply that the person has 
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hundreds of real friends. It means, though, that the person has 
hundreds of acquaintances while the number of friends most 
likely does not exceed 10. As the people connected on Facebook 
know each other, the small word phenomenon applies to it. The 
strength of the connection in the network is more important than 
the connection itself for the distribution of information. Sharing 
information with a large number of weakly connected people is 
likely to be less effective than sharing it with a smaller number of 
strongly connected users. 
Nevertheless, unlike in social networks, people who have 
never before met might be connected by common interests. For 
example, couchsurfing is a network of people who offer places to 
sleep for travelers without financial compensation [15]. However, 
in such networks, trust between users needs to be firmly 
established in order for the system to work.  
There are ways to establish networks and link users 
automatically. Users can be connected, for example, by their 
behavior [36], or, as in Mopsi system, by location. Such 
automatically discovered connections can be useful for giving 
recommendations. Similar users can be recommended to each 
other as in [6].  
Another ad hoc network, described in [85], uses face analysis 
techniques to identify people in photos. Based on face recognition 
results, a social network is created by linking people tagged in 
photos to each other. Analyzing photos also gives the possibility 
of connecting, for example, people with the same hobbies if a 
more detailed content analysis is performed.  
Another approach is to combine a location-based service and 
a social network from two independent systems, as shown in [72]. 
Following up this approach, we connected Mopsi with Facebook 
so that users can share their collected photos and trajectories by 
using Mopsi on Facebook. An example of Mopsi activity posted 
on Facebook is shown in Fig. 38. 
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Figure 38. Facebook status update when uploading a Mopsi photo. 
Depending on the nature of the network, online or offline, 
users behave differently. The Mopsi system has no online forum, 
thus it has an offline nature, even though data collection is often 
done online. Personality also affects how people use social 
networks. Extraverted personalities are more likely to engage in 
social activities but according to [67], personality has a much 
smaller effect on how they use Facebook than previously 
expected. For example, a social person is likely to join more 
groups but that does not have much bearing on the size of that 
network, or how extensively the communicative functions are 
used. People with a higher sensitivity to threat use more textual 
expression and less photo sharing because it is more controllable 
due to its offline nature [67]. Another study showed that the 
identity people present in their social network can differ a great 
deal from their real personalities. It was observed that the images 
people gave were more real in off-line chatting environments 
than they were in offline social networks [92]. 
Many people are concerned about their privacy in social 
networks. People often do not wish to reveal their current 
location or their identity. There are methods to prevent the 
system combining a Ȃȱ¢ȱȱȱǽ75]. The privacy 
issue, if not adequately addressed, may weaken information 
sharing within social networks.  
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5.3 PROFILE SIMILARITY 
To check the similarity of users in the Mopsi system, we selected 
nine volunteers (shown in Table 4). All of the selected users live 
in Joensuu, use both Mopsi and Facebook and know each other 
to some extent. However, not all of them are linked on Facebook. 
We asked them to evaluate their level of acquaintance with the 
other volunteers on a scale of 1 to 8 by answering two questions: 
how similar is the person to you, and, how useful to you are his 
or her Mopsi photos. The first question was strictly meant to 
measure similarity. With the latter question, we wanted to find 
out if a user recommends useful and interesting places to visit via 
his or her Mopsi photos. The rankings prepared by the volunteers 
are shown in Tables 5 and 6. The pink background of certain cells 
is used to indicate that the users are not linked in Facebook. As 
expected, if one considers the other similar, then they are also 
connected in Facebook. Similarity seems to correlate with 
connection in the social network. 
Analysis of the questionnaire results shows that the similarity 
ranking is subjective. The average values show that three users – 
Radu, Pasi and Andrei – have the most connections with all the 
other users. Specifically, Radu is the most similar to five users and 
ranks 2nd or 3rd for the remainder. A further analysis of Facebook 
activity data shows that the more photos and status updates of a 
user is liked and commented on, then the more similar the user is 
considered to the users who liked and commented. The two 
rankings made by volunteers correlate with each other. 
Nevertheless, there are certain differences. For example, Pasi is 
the highest ranked user in terms of the usefulness of his photos. 
Similarly�����������������������������ered useful. The data of the 
two users is considered useful, because both of them frequently 
publish travel photos. Even though we asked how useful users 
expect the data of their friends to be, expectation may not match 
reality. Some low rankings might be biased towards low 
publication activity rather than the actual usefulness of these 
photos. 
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Table 4. Summary of volunteer data in Mopsi and Facebook. 
 Mopsi Facebook 
 photos places visits friends pages 
Andrei 676 96 676 463 285 
Julinka 3850 122 2116 229 154 
Mikko 190 84 292 55 14 
Oili 6467 164 1261 298 63 
Pasi 9716 208 3847 88 67 
Radu 1417 122 912 298 19 
Rezaei 716 85 587 193 16 
Chait 63 22 53 580 195 
Jukka 991 126 682 142 120 
Table 5. User similarity based on their own rankings. 
Andrei Julinka Mikko Oili Pasi Radu Rezaei Chait Jukka 
Andrei - 7 8 4 2 1 3 6 5 
Julinka 2 - 4 3 6 1 5 7 8 
Mikko 7 8 - 5 1 2 4 6 3 
Oili 3 5 7 - 2 1 4 8 6 
Pasi 3 8 5 4 - 2 6 7 1 
Radu 1 8 4 5 2 - 3 7 6 
Rezaei 4 7 2 6 1 3 - 8 5 
Chait 2 8 4 7 5 1 3 - 6 
Jukka 2 7 5 4 3 1 8 6 - 
Avg. 3.0 7.3 4.9 4.8 2.8 1.5 4.5 6.9 5.0 
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Table 6. Ranking of the usefulness of photos. 
Andrei Julinka Mikko Oili Pasi Radu Rezaei Chait Jukka 
Andrei - 5 8 4 1 2 6 7 3 
Julinka 2 - 6 3 4 1 5 7 8 
Mikko 4 1 - 8 2 6 7 5 3 
Oili 4 5 7 - 1 2 6 8 3 
Pasi 2 7 1 4 - 5 8 6 3 
Radu 2 5 7 4 1 - 6 8 3 
Rezaei 6 2 7 3 1 5 - 8 4 
Chait 3 7 8 4 2 1 6 - 5 
Jukka 3 6 5 4 1 2 8 7 - 
Avg. 3.3 4.8 6.1 4.2 1.6 3.0 6.5 7.0 4.0 
We measured the similarity of users by checking the number 
of the same Facebook pages they liked. For example, Mikko and 
Radu like four out of 29 of the same pages that either one or both 
like on Facebook. We define their similarity by the Jaccard 
similarity coefficient, i.e. the number of matches divided by the 
total number of pages, as shown in Fig. 39. Liking exactly the 
same page in the larger scale is not likely to happen. For example, 
a user who likes Hesburger, a local fast food restaurant brand, 
and another ȱ ȱȱȂȱȱ¢ȱȱȱȱ 
the sense that they both like fast food. However, they are not 
similar based on the same page likes. Therefore, we consider 
counting the matches of page categories on Facebook instead of 
pages themselves and applying the same Jaccard similarity 
coefficient as shown in Fig. 40. However, category based matches 
are unlikely to be useful for recommendation purposes as the 
categories tend to be very general. 
The similarity coefficient values are the smallest among people 
who are not linked on Facebook. Liking a page also correlates 
reasonably well with the user similarity values (Table 5) but the 
correlation with usefulness values (Table 6) is about three times 
smaller. Therefore, even if user similarity could be estimated by 
their user profiles in Facebook, using it for a location-aware 
recommendation would still be questionable. 
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Figure 39. User similarity calculation based on page likes on Facebook. 
 
Figure 40. User similarity based on category likes on Facebook. 
User similarity correlates with all the analyzed features. 
Nevertheless, the correlation is not very strong. In most cases, 
users ranked people they are already connected to on Facebook 
as the most similar. There is also a strong correlation with the 
pages liked on Facebook.  
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
64    Dissertations in Forestry and Natural Sciences No 195 
5.4 LOCATION HISTORY SIMILARITY 
For studying similarity based on location history, we selected 293 
points of interest from the Mopsi database. These points of 
interest include hotels, restaurant, cafeterias, holiday resorts, 
shops, recreational places and many others that Mopsi users 
consider relevant. The locations of these points of interest are 
used as histogram bins, which we denote as places. For the 
purpose of this study, we only consider the Joensuu sub region, 
as shown in Fig. 41. However, the area is diverse as it covers 
downtown Joensuu and the suburbs, bordering municipalities 
and rural areas. As seen in Fig. 41, the places of interest are dense 
in the downtown area, but sparse in rural areas. For example, 
there are places that are approximately 20 km away from another 
places, but in downtown Joensuu there are about 75 points of 
interest located in 1.5 sq. km around the market square alone.  
 
Figure 41. Distribution of places of interest in the Joensuu sub region. 
User similarities are calculated based on the locations of where 
the users collected data, namely photo points and start and end 
points of GPS trajectories. We refer to these points as activity 
points.  
We show the Bhattacharyya distance measure for users from 
Chapter 5, Section 3 in Table 7. 
Municipalities:
Joensuu
Liperi
Outokumpu
Polvijärvi
Kontiolahti
Ilomantsi
Juuka
63.44N
28.65E
62.25N
31.58E
Joensuu sub-region
bounding box
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Table 7. Bhattacharyya distance similarities. 
 Andrei Julinka Mikko Oili Pasi Radu rezaei Chait Jukka 
Andrei - 0.33 0.32 0.34 0.54 0.5 0.51 0.38 0.45 
Julinka 0.33 - 0.29 0.45 0.52 0.4 0.4 0.46 0.35 
Mikko 0.32 0.29 - 0.27 0.53 0.59 0.38 0.3 0.37 
Oili 0.34 0.45 0.27 - 0.46 0.37 0.51 0.6 0.3 
Pasi 0.54 0.52 0.53 0.46 - 0.68 0.68 0.52 0.54 
Radu 0.5 0.4 0.59 0.37 0.68 - 0.58 0.45 0.65 
rezaei 0.51 0.4 0.38 0.51 0.68 0.58 - 0.53 0.56 
Chait 0.38 0.46 0.3 0.6 0.52 0.45 0.53 - 0.42 
Jukka 0.45 0.35 0.37 0.3 0.54 0.65 0.56 0.42 - 
 
For further experiments, we collected the location of the three 
users from the years 2011–2014. The most active users in the area 
were selected: Andrei (A), Pasi (P) and Radu (R). We call these 
three users the APR trio in the following.  A summary of the 
location data divided into years is shown in Table 8. We show the 
distribution points for the trio in Fig. 42. The APR trio has almost 
6,000 activity points in total. The most popular points, together 
with the corresponding visit frequencies, are listed in Table 9. 
 
 
Figure 42. Users’ activity points in downtown Joensuu. 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
66    Dissertations in Forestry and Natural Sciences No 195 
Table 8. Three test users and the summary of their activity points. 
 2011 2012 2013 2014 
Andrei 206 757 432 329 
Pasi 1263 545 636   751 
Radu 37 292 324 259 
We have twelve subsets in total. We created the artificial users 
by dividing the data of each user by year. The subsets are denoted 
as: A11, A12, A13, A14, P11, P12, P13, P14, R11, R12, R13, R14 
(A11 is the data of user Andrei from year 2011, P12 is the data of 
user Pasi from year 2012, and so forth). During the testing of the 
similarity calculation methods, we expect that user A11 will be 
the same as user A11 and similar to users A12, A13 and A14. We 
observed that, in our data, the highest frequency is in the place 
located nearby usersȂ individual homes. However, both Andrei 
and Radu moved in 2014, which resulted in changes to the 
corresponding histograms. All users have the same workplace 
(the Science Park).  
Table 9. Ten most frequent entries in the histograms. 
 Andrei Pasi Radu 
 11 12 13 14 11 12 13 14 11 12 13 14 
Niinivaara otto3 20 0 29 150 47 7 6 8 1 2 2 3 275 
Salomökki 13 11 87 36 64 17 16 7 0 1 12 2 266 
keskusta 1 0 0 0 0 51 54 54 69 0 1 0 0 229 
Skarppi – sauna 12 107 87 0 0 0 1 2 0 0 2 0 211 
Noljakan kirkko 1 0 0 1 34 9 20 11 0 0 52 54 182 
Lounasravintola Puisto 6 29 10 3 6 2 1 3 7 54 35 16 172 
Joensuu Areena 7 92 6 0 18 4 7 15 0 13 4 2 168 
Science Park 22 6 5 4 36 9 6 18 1 12 11 21 151 
Kiesa 0 3 4 0 0 0 0 1 12 82 41 7 150 
Oskolan lomamökit 0 0 0 0 73 6 48 13 0 0 0 0 140 
To calculate the similarity score of two users, we used the 
ȱȱȱȱȱȂȱvity points and places. 
We mapped the activity points to their nearest place. Every 
activity point increased the count of the corresponding histogram 
User Similarity 
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bin by one. To measure distance, we used the haversine distance 
between the two locations given in form of latitude (φ) and 
longitude (λ). The formula that calculates the haversine distance 
in km is defined as follows: 
ℎ�� = � � � � �������√���� (� − �� ) + cos� �� cos� ������ ( � − �� ) (22) 
where R=6372.8 km is the radius of Earth on the equator, φ1 and 
φ2 are the latitudes and λ1 and λ2 are the longitudes of the two 
points. Each user has n activity points mapped into m histogram 
bins h(i) so that:  ∑ℎ��� = �����  (23) 
The histograms are normalized according to the following 
formula: ���� = ℎ���∑ ℎ������� �� � ����� (24) 
where p(i) represents the probability that an activity point 
belongs to the i bin. A simple histogram construction example is 
shown in Fig. 43 where three users have n1=9, n2=7 and n3=7 
activity points that are mapped to m=8 places.  
 
Figure 43. Converting location history of three users to a histogram consisting of m=8 
predefined places. Small icons on the map represent users’ activity points, places are 
shown as thumbnail images and values of the bins are shown above or below each place. 
The histograms represent the probability distribution 
functions, and the similarity score of two users is the distance 
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between their respective probability distribution functions. A 
histogram is usually a one dimensional matrix consisting of 
numerical values, for example, pixel intensities in a digital 
picture. In the example histogram, there is an explicit ordering of 
the bins and the values of neighboring bins highly correlate with 
each other. However, the bin values can be nominal or, as in our 
case, multivariate. Thus, there is no natural order of the bins. 
Nevertheless, our observations, i.e. activity points, are in a metric 
space and can be mapped to the histogram by simple distance 
calculations. By constructing such histograms, we reduced the 
similarity score calculation problem to a histogram comparison 
problem. There is extensive literature on the problem of 
histogram comparison and different methods exist [17][18]. 
 
Figure 44. Distance calculation between two histograms using the Bhattacharyya 
distance. 
Table 10. Distances between the two histograms from the small example. 
 
0.88 BHA 0.42 
0.12 KLD 0.20 
0.26 ChiSq 1.25 
0.44 L1 1.43 
0.04 L2 0.50 
0.11 L∞ 0.43 
User Similarity 
Dissertations in Forestry and Natural Sciences No 195  69 
The Bhattacharyya coefficient is one of the most commonly 
used distances for histogram comparison. The coefficient was 
originally proposed as a similarity measure between statistical 
populations. Fig. 44 demonstrates calculations of distance 
between two histograms from the small example shown in Fig. 
43. Firstly, the product piqi of two frequencies is calculated and 
its square root is then summed over all the histogram bins as 
shown in Table 10. Higher frequencies yield in higher product. 
The result is converted to a distance of range [0,1] by logarithmic 
scaling.  
We also checked performance of other commonly used 
distances such as L1, L2, L∞ and Chi Squared. The Kullback-
Leibler distance ������������ ���������� �oncept of probabilistic 
uncertainty – called entropy – by calculating the minimum cross 
entropy of two probability distributions [54]. All the distances 
used in the study are defined below: � =∑|�� � ��|�  (25) � =∑��� � �����  (26) ∞ = ���|�� � ��|�� (27) ������ =∑��� � ������ � ���  (28) ���� =∑��� ∙ ��� ���� � �� ∙ ��� ����)�  (29) ���� =∑√�� ∙ ���  (30) 
where pi and qi are the relative frequencies of the histogram bins 
i and the summation is carried out over all the m places.  
All of the distance measurements rely on the independent 
calculation of the distance of each bin. In the case of sparse 
observations, strongly peaked histograms would become 
mismatched due to slight translation. The earth mover distance 
(EMD) aims to solve this by transforming surplus from one bin to 
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the bins that have a deficit [68]. In the case of one-dimensional 
numeric data, it is straightforward to calculate by processing the 
histogram sequentially from left to right. Nevertheless, in 
multivariate case the optimal moving of the surplus becomes a 
more complicated problem. According to [19], the problem could 
be solved as a transportation problem, but faster and more 
efficient algorithms are needed. In [73], the peaks of the 
histograms were considered to be more important. The improved 
performance of L1, L2 and EMD was demonstrated for a time-
series analysis by calculating the sum of the peak weights 
multiplied by their proximity factors.  
The sparseness of the data may also cause problems in case 
there are too few observations in comparison to the number of 
bins. To solve the problem, fuzzy histograms were proposed as 
they were successfully applied to image processing [28]. In case 
of one-dimensional histograms, the observations are divided 
between neighboring bins. To the multivariate case, we apply the 
k-nearest neighbors (kNN) algorithm. For each location of 
activity, we find its k (nearest places). We calculate fuzzy count 
similarly from the fuzzy C-means algorithm [11]. The weight 
added to each bin is calculated based on the following formula: ݓ௜ ൌ ቌ ෍ ݀ሺݔ െ ݄௜ሻ݀ሺݔ െ ௝݄ሻ௞௝ୀଵǡ௝ஷ௜ ቍ
ିଵ
 (31) 
Afterwards, the same method as the crisp variant is used to 
calculate the histogram comparison. 
For testing the methods we use the APR trio data. The distance 
(similarity score) between all possible pairs of these twelve 
subsets is calculated. We test if the methods can properly decide 
which of the subsets belongs to the same user. The threshold is 
used for that purpose. ȱ¡ȱȱȱȱřȉŚȉŚƽŚŞȱȱ
(33%) should be recognized as being ȱȱȱȱřȉŚȉŞƽşŜȱ
pairs (67%) should be classified as a different user, i.e. fail the test. 
We study the effect of three alternative threshold techniques. 
Our first choice is average. We use the average of all similarity 
values. This is the simplest non-parametric threshold that 
attempts to adapt the method to the data. In our second choice (a 
User Similarity 
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priori) we select the threshold value that has passed 48 pairs or is 
as close to this number as possible. The third choice (oracle) is the 
threshold selected so that it provides the best accuracy for the 
method in question.  
Table 11. Classification error for the APR trio. 
 Threshold Error (crisp) in % Error (fuzzy) in % 
Average 
Apriori 
O
racle 
Average 
Apriori 
O
racle 
Average 
Apriori 
O
racle 
L1 0.31 0.27 0.28 8 8 7 10 10 10 
ChiSq 1.22 1.24 1.18 8 7 7 17 11 10 
BHA 0.46 0.46 0.48 10 10 8 15 14 11 
KLD 0.82 0.89 0.88 11 11 10 36 21 15 
L2 0.84 0.80 0.88 35 47 15 35 49 14 
L 0.79 0.72 0.87 43 43 18 38 47 21 
The results in Table 11 show that L1, ChiSquared, BHA and 
KLD provide good results (8%, 8%, 10%, and 11% of 
misclassification respectively) with the average as a threshold. 
The results are only slightly better if the optimal threshold was 
selected in the oracle method (7%, 7%, 8%, and 10% respectively). 
The other two methods, L2 and L∞, perform significantly less well 
(35% and 45% respectively). The a priori information does not 
improve results. Even when the threshold selected is optimal, the 
results are worse (15% and 18% respectively).  
We considered fuzzy histograms with the neighborhood of 
fixed size k=3. The classification error increased in all the distance 
measurement methods, especially in KLD. Moreover, the 
threshold based on the average performed significantly less well; 
therefore, the choice of the threshold becomes critical in case of 
the fuzzy histograms.  
The BHA and ChiSquared methods misclassified users A13 
and R13. However, from the users we know that their location 
activity dataset was similar during 2013 as they cycled together. 
That caused the bins in the rural areas to have higher counts.  
A further analysis of the classification errors and comparing it 
with knowledge we have about activity of the users shows that 
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the performance of the methods is significantly affected by 
dominant values. For example, all methods recognized user A14 
as a different user than A11, A12 and A13. The same happens for 
user R11 and R14 with all methods except KLD. Both of the real 
users relocated in 2014, which caused the different histograms 
bins to be dominant. That motivated us to run further tests on the 
datasets that had the top 10 bins removed. Removing the 
dominant bins caused weaker performance as summarized in 
Table 12.  
Table 12. Classification accuracy for the APR trio when 10 most popular bins have been 
eliminated from the calculations. 
Method Change Observation 
L1  8% → 24% Loses its ability 
ChiSq 8% → 13% A11 becomes similar with P11, P13, 
P14 
BHA 10% → 13% A11 becomes similar with P11, P13, 
and P14. P11-R14 no longer match. 
KLD 11% → 13% A11 and R14 become similar, no other 
effects. 
L2 35% → 40% Works even worse. 
L 42% → 43% Works even worse. 
Comparing the location history similarity results with the 
similarity of the users based on their personal views we noticed a 
mild correlation. Similarly, there is small correlation between the 
results and those expected by user usefulness of the data. 
Nevertheless, our study was conducted on a small group on 
volunteers and further research on the usefulness of the similarity 
measurement for recommendation purposes is needed. 
However, the method we designed can be successfully used to 
find similar users as locations of people show their interests and 
personal preferences. 
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Contributions
In Paper [I], we present a system that stores and visualizes GPS 
trajectories. The main goal of this research was to develop a 
system that could display multiple GPS trajectories to users in 
real-time. As an outcome of the research, we developed a 
complete, real-time web-based system for the acquisition, 
storage, querying, retrieval and visualization of the trajectories. 
The main challenge was the fast visualization of large amounts of 
data that was not possible with the existing online systems. We 
propose to reduce the quantity of data to be visualized without 
affecting the quality of the visualization. We achieved this goal 
by applying fast polygonal approximation to the GPS trajectories 
together with a bounding box solution for the display of 
trajectories and efficient database model to store the data. The 
developed system is able to handle the number of points that 
causes the existing system to stop responding or respond slowly. 
The system displays the most extensive collection of over 1,300 
trajectories that consist of over 2.5 million points in less than five 
seconds.  
In Paper [II], we propose the algorithm to segment the 
trajectory into parts with similar characteristics and detect the 
travel methods of each segment. GPS trajectories contain 
information about location and time but further statistics require 
analysis, which is often done using prior information such as 
road networks. Our method, contrary to the existing algorithms, 
only uses raw GPS data and does not rely on external information 
such as road networks, nor does it require additional information 
from other sources such as the accelerometer. Furthermore, no 
training is needed for the movement type classifier. Therefore, it 
can be used for classification when no training data is available. 
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In Paper [III], we present a recommendation system that 
suggests to users what to do next in their current location and 
where to go using the location data that has been collected by 
system users. Currently there is a great deal of information 
available on the Internet, however, it is often difficult to find 
information that is relevant. This is one of the reasons for 
applying recommendation systems that are nowadays used 
either explicitly or implicitly in virtually every online shop or 
social website. Our recommendation system finds information 
based on relevance to: location, time, content and social network. 
The system uses collaborative filtering and builds user profiles in 
order to personalize recommendations. We recommend items 
from a collection of services, geo-tagged photos and GPS 
trajectories that has been entirely collected by users without any 
supervision and not directly for purposes of recommendation but 
in order to interact with peers. Therefore, the system assesses the 
relevance of data that do not necessarily follow patterns such as 
photo descriptions. The database does not need to be built nor 
does it need to be maintained by system administrators.  
In Paper [IV], we study how a Ȃȱ ȱ  ȱ ȱ
improve the results given by the recommendation system. We 
illustrate a method to measure usersȂ similarities based on 
Facebook data. We checked how friendship and personal 
preferences, based on the pages liked in Facebook, correlate with 
user similarity. We also present a similarity measure based on 
sparse location history. The usefulness of the three approaches 
for the location-aware recommendation system is then evaluated. 
User similarity is best defined by friendship in Facebook, 
followed by the pages liked in Facebook. The location history has 
a smaller impact on user similarity. However, Facebook data are 
not always available and, in such cases, location history is the 
way to define user similarity. The proposed approach can be 
applied to every location-based service.  
In Paper [V], we present a method for measuring the similarity 
of users based on their sparse location history that can further 
personalize and enhance results given by the recommendation 
system. In this paper, we describe the location-based similarity 
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measurement method proposed in Paper [IV] in more detail. 
Previously, we only used the Bhattacharyya coefficient. Now we 
compare its performance with other commonly used distances 
such as L1, L2, L∞, ChiSquared and Kullback-Leibler. We consider 
only sparse data about the activities of users in the area, unlike 
other existing methods that are mostly based on complete GPS 
trajectories and do not utilize geo-tagged photos. We map each 
activity point to the nearest location in a predefined set of points 
of interest. The similarity measurement problem is then reduced 
to a histogram comparison. We compare the six measures using 
both crisp and fuzzy histograms. L1, ChiSquared, Bhattacharyya 
and Kullback-Leibler distances are useful for measuring user 
similarity based on the crisp histograms. 
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ŝȱ
In this thesis, we have proposed new methods for the analysis of 
GPS trajectories and location-aware recommendation systems. 
Reduction, segmentation and movement type classifications of 
the trajectories have been studied in depth. The problem of 
finding similar users based on the sparse location history has also 
been addressed.  
A real-time web-based system for processing and retrieving 
GPS trajectories was developed. The proposed system is able to 
handle over 1,300 trajectories consisting of over 2.5 million points 
in less than 5 seconds, which is a much larger amount of data than 
any existing systems can handle. However, there are still 
possibilities to improve it. For example, the number of points 
actually plotted on a map can be further minimized by reducing 
plotting overlapping trajectories. This could be achieved by 
clustering overlapping segments of the trajectories.  
We designed a method that is able to classify GPS trajectory to 
five basic movement types using the second order Markov 
model. The method is only based on basic GPS location data 
without the use of an accelerometer or similar devices and it does 
not require prior training. The classifier can be further enhanced 
to detect more movement types, such as travelling by train and 
airplane. Another challenge is to differentiate between cross-
country skiing and running.  
A location-aware recommendation system was designed to 
ȱ ȱ Ȃȱ ȱ ȱ ǯȱ ȱ ȱ ȱ
recommendation, users will have suggestions about what to do 
in the current location and where to go next. The system selects 
relevant items from freeform collections of geo-tagged photos, 
through points of interest to GPS trajectories. The personalization 
of the system is carried out based on the Ȃȱȱ¢ǯȱ
The recommendation system works in real-time by calculating 
the recommendations for a user in advance. However, there 
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should be a possibility of improving the speed further by pre-
computing the attractiveness score of the GPS trajectories.  
The use of clustering can also be further developed. In 
addition to the location clusters, semantic clusters could be 
created by grouping together items of same type. . It would allow 
diversification of recommendation by suggesting items of 
different type. For example, we would avoid the situation when 
several ATMs of the same chain are recommended, as shown in 
Fig. 45. In future, we propose to analyze the meaning of photo 
descriptions. Photo content could also be analyzed and 
automatically assigned to predefined categories [50]. The 
geographic similarity of trajectories could be used to recommend 
the most convenient routes to reach Ȃȱdestination.  
 
Figure 45. Recommendation of three ATMs of the same chain. 
We studied how to find similar users in order to further 
personalize the recommendation results and avoid ȱȁcold startȂ 
problem in the recommendation system. We compared the 
performance of six distance measures: L1, L2, L∞, ChiSquared, 
Bhatacharyya and Kullback-Leibler. We only considered sparse 
data about the activities of users and utilized both trajectories and 
geotagged photos. The experiments show that sparse location 
history is useful, however, that not all measures are suitable for 
that purpose. L2 and L∞ give significantly poorer results than the 
other methods. Results with crisp histograms are better than with 
fuzzy histograms. The proposed method is useful, not only for 
location-aware recommendation systems, but also for other 
applications that want to measure the similarity of visit histories. 
Conclusions 
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Further studies would be required to research the effects of 
normalization, with possible log-scaling of frequencies, cosine 
distance and fuzzy modeling on the performance of the methods.
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
80    Dissertations in Forestry and Natural Sciences No 195 
 
  
 Dissertations in Forestry and Natural Sciences No 195  81 
Bibliography
[1] Adomavicius, G., Tuzhilin, A., �Toward the Next Generation 
of Recommender Systems: A Survey of the State-of-the-art and 
Possible Extensions�, IEEE Transactions on Knowledge and Data 
Egineering, Vol. 17 Issue 6, 734 – 749, 2005. 
[2] Alahakone, ��� ���� ��������� ���� ������������ ������������
������������������������������������������������������� Int. 
Conf. on Advanced Intelligent Mechatronics, pp. 875 – 880, 
Singapore, July 2009. 
[3] ���������� ���� ��������� ���� ����������� ���� ��������� ����
Picariello, A., �A Multimedia Recommender Integrating 
Object Features and User Behavior�� Multimedia Tools and 
Applications, Vol. 50, Isssue 3, 563 – 585, December 2010. 
[4] Almer, A., Stelzl, H., �Multimedia Visualization of 
Geoinformation for Tourism Regions Based on Remote 
�������������� Symposium on Geospatial Theory, Processing and 
Applications, Ottawa, Canada, 2002. 
[5] Ananthanarayanan, G., Haridasan, M., Mohomed, I, Terry, D., 
Chandramohan, A. T.���StarTrack: a Framework for Enabling 
Track-Based Applications�� Int. Conf. on Mobile Systems, 
Applications and Services, pp. 207 – 220, Kraków, Poland, June 
2009. 
[6] Bacon, K., Dewan, P., ���������Automatic Recommendation 
of Friend L������� Int. Conf. on Collaborative Computing: 
Networking, Applications and Worksharing, pp. 1 – 5, Crystal 
City, USA, November 2009. 
[7] Bao, J., Zheng, Y., Mokbel, M. F., ���������-based and 
Preference-aware Recommendation Using Sparse Geo-social 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
82    Dissertations in Forestry and Natural Sciences No 195 
Networking D������ Int. Conf. on Advances in Geographic 
Information Systems, pp. 199 – 208, Redondo Beach, USA, 2012. 
[8] Barbeau, S., Labrador, M. A., Perez, A., Winters, P., Georggi, 
N., Aguilar, D., Perez, R.���Dynamic Management of Real-Time 
Location Data on GPS-Enabled Mobile Phones�� Int. Conf. on 
Mobile Ubiquitous Computing, Systems, Services and Technologies, 
pp. 343 – 348, Valencia, Spain, October 2008. 
[9] Barrat, A., Weigt, M., ���� the Properties of Small-world 
Network M��������European Physical Journal, Vol. 13, pp. 547 – 
560, 2000.  
[10] Bellotti, V., Bogole, B., Chi, E. H., Ducheneaut, N., Fang, J., 
Isaacs, E., King, T., Newman, M. W., Partrighe, K., Price, B., 
Rasmussen, P., Roberts, M., Schiano, D. J., Walendowski, A., 
"Acitivity-based Serendipitous Recommendation with the 
Magitti Mobile Leisure Guide", ACM Conference on Human 
Factors in Computing Systems, pp. 1157 – 1166, Florence, Italy, 
April 2008. 
[11] Bezdek, J. C���������������������� ����FCM: The Fuzzy c-means 
Clustering Algorithm�, Computers & Geosciences, Vol. 10, Issue 
2-3, pp. 191 – 203, 1984. 
[12] Biagioni, J., Krumm, J., �Days of Our Lives: Assessing Day 
Similarity from Location Traces, User Modeling, Adaptation, 
and Personalization�, Lecture Notes in Computer Science, Vol. 
7899, pp. 89 – 101, 2013. 
[13] Birukov, A., Blanzieri, E., Giorgini, P.�� �Implicit: An agent-
based Recommendation System for Web Search�� Int. Conf. on 
Autonomous Agents and Multi-Agent Systems, pp. 618 – 624, 
Utrecht, The Netherlands, July 2005. 
[14] ������� ��� ����������������������Validating Trip Purposes 
and Travel Modes for Multi-days GPS-based Travel Surveys: 
A Large-scale A����������� ��� ���� ������������� Transport 
Research, Part C 17, pp. 285-297, 2009. 
Bibliography 
Dissertations in Forestry and Natural Sciences No 195  83 
[15] Bolici, ���� ���� ������ ��� ������� Int. Conf. on Collaborative 
Computing: Networking, Applications and Worksharing, pp. 1 – 6, 
Crystal City, November 2009. 
[16] Burke, R., �Hybrid Recommender Systems: Survey and 
������ ������ User Modelling and User-Adapted Interaction, pp. 
331 – 370, Vol. 12, Issue 4, November 2002. 
[17] Cha, S.-H., �Comprehensive Survey on Distance/Similarity 
Measures between Probability Density Functions�, 
Mathematical Models and Methods in Applied Sciences, Vol. 4, 
Issue 1, pp. 300 – 307, 2007. 
[18] Cha, S.-H., �Taxonomy of Nominal Type Histogram Distance 
Measures�, American Conf. on Applied Mathematics, pp. 325 – 
330, Cambridge, USA, March 2008. 
[19] Cha, S.-H., Srihari, S. N., �On Measuring the Distance 
between Histograms�, Pattern Recognition, Vol. 35, Issue 6, pp. 
1355 – 1370, 2002. 
[20] Chen, M., Xu, M. and Fränti, �����A Fast O(N) Multiresolution 
Polygonal Approximation Algorithm for GPS Trajectory 
Simplification���IEEE Transactions on Image Processing, Vol. 21, 
Issue 5, pp. 2770 – 2785, 2012. 
[21] ������ ���� ���� ��� ���� �������� ���� �Compression of GPS 
������������� ������ ���� ����� ������� �������� Int. Conf. on 
Pattern Recognition, pp. 2180 – 3183, Tsukuba, Japan, 
November 2012. 
[22] Chen, X., Pang, J., Xue, R., �Constructing and Comparing 
User Mobility Profiles for Location-based Services�, ACM 
Symposium on Applied Computing, pp. 261 – 266, 2013. 
[23] Chen, Y., Jiang, K., Zheng, Y., Li, Ch., Yu, N., �Trajectory 
Simplification Method for Location-based Social Networking 
Services�� Int. Workshop on Location Based Social Network, 
Seattle, USA, November 2009. 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
84    Dissertations in Forestry and Natural Sciences No 195 
[24] Chow, Ch.-��� ���� �������� ��� ���� ������������ �������� ���
Location-������������������� ������������������ACM SIGKDD 
Explorations Newsletter, Vol. 13, Issue 1, pp. 19 – 29, June 2011. 
[25] Clements, M., Serdyukov, P., de Vries, A. P., Reinders, M. J. 
T., ����������sed Travel Recommendation Based on Location 
Co ������������, The Computing Research Repository, 2011. 
[26] de Pessemier, T., Minnaert, J., Vanhecke, K., Dooms, S., 
��������������������������� ����������������������������ACM 
Conf. on Recommender Systems, Hong Kong, China, October 
2013. 
[27] Ducheneaut, N., Partridge, K., Huang, Q., �Collaborative 
Filtering Is Not Enough? Experiments with a Mixed-Model 
Recommender for Leisure Activities�� Int. Conf. on User 
Modeling, Adaptation and Personalization, pp. 295 – 306, Trento, 
Italy, June 2009. 
[28] Fober, T., Hullermeier��������� ���������easures for Protein 
Structures Based on Fuzzy Histogram Comparison�, IEEE Int. 
Conf. on Fuzzy Systems, pp. 1 – 7, Barcelona, July 2010. 
[29] Follin, J. M., Bouju, A., Bertrand, F., Boursier, P., 
�Management of Multi-Resolution Data in a Mobile Spatial 
Information Visualization System�� Int. Conf. on Web 
Information Systems Engineering, pp. 92 – 99, Rome, Italy, 
December 2003. 
[30] Fränti, P., Chen, J., �����������������������������������������
in Sharing Location-based Media: Content, Time, Location and 
��������� Int. Conf. on Web Information Systems and 
Technologies, pp. 413 – 417, Noordwijkerhout, The Netherlands, 
May 2011. 
[31] Fränti, P., Tabarcea, A., Kuittinen, J., Hautamäki, V., 
���������������������������������� �������������������IEEE 
Int. Conf. on Multimedia and Expo, pp. 558 – 563, Singapore, July 
2010. 
Bibliography 
Dissertations in Forestry and Natural Sciences No 195  85 
[32] ������ ���� ���������� ��� ���� �������� ���� ������������
��������������� ������ ����� ���� ������ Int. Conf. on Web 
Information Systems and Technologies, Lisbon, Portugal, May 
2015. 
[33] Ge, Y., Xiong, H., Tuzhilin, A., Xiao, K., Gruteser, M., 
Pazzani, M. J., �An Energy-Efficient Mobile Recommender 
�������� ACM SIGKDD Int. Conf. on Knowledge Discovery and 
Data Mining, pp. 899 – 908, Washington, USA, July 2010. 
[34] Gonzalez, P. A., Weinstein, J. S., Barbeau, S. J., Labrador, M. 
A., Winters, P. L., Georggi, N. L., Perez, R., �Automating Mode 
Detection for Travel Behaviour Analysis by Using Global 
Postioning Systems-enabled Mobile Phones and Neural 
���������� Intelligent Transport Systems, Vol. 4, Issue 1, pp. 37 
– 49, 2010. 
[35] Göksedef, M., Sule G.-Ö., �Combination of Web Page 
Recommender Systems�� Expert Systems with Applications, Vol. 
37, Issue 4, pp. 2911 – 2922, April 2010. 
[36] Gratz, P., Botev, J., ��������������� ���������� ���� ���������
������������������������������������������������, Int. Conf. on 
Collaborative Computing: Networking, Applications and 
Worksharing, pp. 1 – 9, Crystal City, USA, November 2009. 
[37] Guc, B., May, M., �������� ���� �������� ���� ����������
����������� ��� ���� �������������, Int. Conf. on Geographic 
Science, Girona, Spain, May 2008.  
[38] Guy, I, Jacovi, M., Perer, A., Ronen, I., Uziel, E., �Same Places, 
Same Things, Same People? Mining User Similarity on Social 
Media�, ACM Conference on Computer Supported Cooperative 
Work, pp. 41 – 50, Savannah, USA, 2010.  
[39] Haridasan, M., Mohomed, I., Terry, D., Chandramohan, A. 
T., Li, Z., �StarTrack Next Generation: A Scalable 
Infrastructure for Track-Based Applications�, OSDI, pp. 409 – 
422, Vancouver, Canada, October 2010. 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
86    Dissertations in Forestry and Natural Sciences No 195 
[40] ��������� ���� ������ ����� ���� ����������� ���� �������
Location for Personalized POI Recommendation in Mobile 
���������������Int. Symposium on Applications and the Internet, 
pp. 124 – 129, Phoenix, USA, January 2006. 
[41] Ito, M., Nakazawa, J., Tokuda, H., �mPATH: An Interactive 
Visualization Framework for Behavior History�� Int. Conf. on 
Advanced Information Networking and Applications, Taiwan, pp. 
247 – 252, March 2005. 
[42] Jakobs, K., Pils, C., Wallbaum, M., �Using the Internet in 
Transport Logistics - The Example of a Track & Trace System�� 
Int. Conf. on Networking, pp. 194 – 203, Colman, France, July 
2001. 
[43] Kang, E.-Y., Kim, H., Cho, J.�� �Personalization Method for 
Tourist Point of Interest (POI) Recommendation�� Int. Conf. on 
Knowledge-Based Intelligent Information and Engineering Systems, 
pp. 392 – 400, Bournemouth, UK, October 2006. 
[44] Kim, Y., Cho, S.-B., �A Recommendation Agent for Mobile 
Phone Users Using Bayesian Behavior P����������, Int. Conf. on 
Mobile Ubiquitous Computing, pp. 283 – 288, Sliema, Malta, 
October 2009. 
[45] Kima, W., Jeong, O.-R.,Lee, S.-W., �On Social Web S�������
Information Systems, Vol. 35, Issue 2, pp. 215 – 236, April 2010.  
[46] Lee, B.-H., Kim, H.-N., Jung, J.-G., Jo, G., �Location-based 
Service with Context Data ������ ���������� ��������������� 
Int. Conf. on Database and Expert Systems Applications, pp. 430 – 
438, Kraków, Poland, September 2006. 
[47] Lee, W.-Ch., Krumm, J.�� ����������� ����� ��������
�������������� chapter 1, Springer, 2011.  
[48] Lehtimäki, T., Partala, T., Luimula, M., Verronen, P., 
�LocaweRoute: An Advanced Route History Visualization for 
Mobile Devices�� Working Conf. on Advanced Visual Interfaces, 
pp. 392 – 395, Napoli, Italy, May 2008. 
Bibliography 
Dissertations in Forestry and Natural Sciences No 195  87 
[49] Levandoski, J. J., Sarwat, M., Eldawy, A., Mokbel, M.-F., 
�LARS: a Location-aware Recommender System�, Int. Conf. on 
Data Engineering, pp. 450 – 461, Washington, USA, April 2012. 
[50] Lew, M. S., Sebe, N., Djeraba, Ch., Jain, R., �Content-Based 
Multimedia Information Retrieval: State of the Art and 
������������ ACM Transactions on Multimedia Computing, 
Communications and Applications, Vol. 2, Issue 1, February 2006. 
[51] Li, L.-H., Lee, F.-M. and Chen, Y.-C., "A Multi-stage 
Collaborative Filtering Approach for Mobile 
Recommendation", Int. Conf. on Ubiquitous Information 
Management and Communication, pp. 88 – 97,Suwon, South 
Korea, January 2009. 
[52] Li�� ���� ����� ���� ������ ���� �Tag-based social interest 
discovery�, Int. Conf. on World Wide Web, pp. 675 – 684, Beijing, 
China, 2008. 
[53] Li, Q., Zheng, Y., Xie, X., Chen, Y., Liu, W., Ma, W.-Y., 
"Mining User Similarity Based on Location History�, ACM Int. 
Conf. on Advances in Geographic Information Systems, Irvine, 
USA, November 2008. 
[54] ��������������������������� ������������������������������
����������������������Int. Workshop on GeoStreaming, pp. 19 – 22, 
2012. 
[55] Liu, Y., Wilde, E., �Personalized Location-������ �����������
iConference, pp. 496 – 502, Seattle, USA, 2011. 
[56] Mariescu-��������� ���� ����������� ����� �������� ��� Mopsi���
Master Thesis, University of Eastern Finland, Joensuu, 2013.  
[57] Mariescu-Istodor, R., Tabarcea, A., Saeidi, R. and Fränti, P., 
����� ����������� �������� �� �������� �������� ��� ����
��������������� Int. Conf. on Web Information Systems and 
Technologies, pp. 62 – 69, Barcelona, Spain, April 2014. 
[58] Martín, S., Cristóbal, E. S., Gil, R., Díaz, G., Oliva, N., Castro, 
���������������������������� ������������������� ����-View and 
Multi-��������� ������������������������������������ ��������
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
88    Dissertations in Forestry and Natural Sciences No 195 
Web Information Systems and Technologies, pp. 267 – 270, 
Funchal, Portugal, May 2008. 
[59]  McCullough, A., James, P., Barr, S., �A Service Oriented 
Geoprocessing System for Real­Time Road Traffic 
Monitoring�� Transactions in GIS, Vol. 15, Issue 5, pp. 651 – 665, 
2011. 
[60] Morris, S., Morris, A., Barnard, K., ��i�ital Trail �i�raries�� 
ACM/IEEE Joint Conf. on Digital Libraries, pp. 63-71, Tucson, 
USA, June 2004. 
[61] Oliveira, M., Troped, P. J., Wolf, J., Matthews, C. E., Cromley, 
E. K., Melly, S. J., �Mode and Activity Identification Using GPS 
and Accelerometer Data�� Annual Meeting of the Transportation 
Research Board, 2006. 
[62] Park, M.-H., Hong J.-H., Cho, S.-B., �Location-based 
Recomme�der �ystem �si�� �ayesia� �ser�s �refere�ce 
Model in Mobile Devices�� Int. Conf. on Ubiquitous Intelligence 
and Computing, pp. 1130 – 1139, Hong Kong, China, July 2007. 
[63] Pu, P., Chen, L., �A User-Centric Evaluation Framework of 
Recommender Systems�� ACM Conference on Recommender 
Systems, pp. 157 – 164, Barcelona, Spain, September 2010. 
[64] Reddy, S., Mun, M., Burke, J., Estrin, D., Hansen, M., 
�ri�asta�a� ��� ��si�� �o�ile ��o�es to �etermi�e 
Tra�s�ortatio� �odes�� ACM Transactions on Sensor Networks, 
Vol. 6, Issue 2, pp. 1-27, February 2010. 
[65] M. Rezaei and P. Fränti, Clustering Geo-Referenced 
Data on Maps, manuscript 2015 (submitted). 
[66] Ricci, F., �Mobile Recommender Systems�, Information 
Technology & Tourism, Vol. 12, Issue 3, pp. 205 – 231, 2011. 
[67] Ross, C., Orr, E.S., Sisic, M., Arseneault, J.M., Simmering, 
M.G., Orr, R.R., ��erso�ality a�d Motivations Associated with 
Facebook Use�� Computers in Human Behavior, Vol. 25, Issue 2, 
pp. 578 – 586, March 2009. 
Bibliography 
Dissertations in Forestry and Natural Sciences No 195  89 
[68] Rubner, Y., Tomasi, C., Guibas, L. J., �A Metric for 
Distributions with Applications to Image Databases�, IEEE Int. 
Conf. on Computer Vision, pp. 59 – 66, Bombay, India, January 
1998. 
[69] Savage, N. S., Baranski, M., Chavez, N. E., Höllerel, T., "I'm 
Feeling LoCo: A Location Based Context Aware 
Recommendation System", Advances in Location-Based Services, 
pp. 37 – 54,  2012. 
[70] Schilke S. W., Bleimann, U., Furnell, S. M., Phippen, A. D., 
"Multi-dimensional-personalisation for Location and Interest-
based Recommendation", Internet Research, Vol. 14, pp. 379 – 
385, December 2004. 
[71] ����������������������� �����������������������������������������
Morgan Kaufmann Publishers Inc., San Francisco, USA, 2004. 
[72] Simon, J. R., Gonzalez, D. R., Grande, C. F., Gomez, C. E., de 
la Llave, A. P., Lacalle, F. O., Permingeat, K. D. R., ��������
�������� �������� ���� ��������� ������� �������� Int. Conf. on 
Media / Expo, pp. 1784 – 1788, New York City, July 2009. 
[73] Strelkov, V. V., �A new similarity measure for histogram 
comparison and its application in time series analysis�, Pattern 
Recognition Letters, Vol. 29, Issue 13, pp. 1768 – 1774, October 
2008. 
[74] ������������������� ������������� ���� �������� ���� ��-Mopsi: 
������� ������������� ����� ������ ���������� ��������� Int. 
Conf. on Web Information Systems & Technologies, pp. 300 – 303, 
Aachen, Germany, May 2013. 
[75] Takabi, H., Joshi, J. B. D., Karimi, H. A., ���Collaborative k-
anonymity Approach for Location Privacy in Location-based 
S���������� Int. Conf. on Collaborative Computing: Networking, 
Applications and Worksharing, pp. 1 – 9, Crystal City, 
Washington, November 2009. 
[76] Takeuchi, Y., Sugimoto, M. "CityVoyager: An Outdoor 
Recommendation System Based on User Location History", 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
90    Dissertations in Forestry and Natural Sciences No 195 
Int. Conf. on Ubiquitous Intelligence and Computing, pp. 625 – 636, 
China, September 2006. 
[77] Troped, P. J., Oliveira, M. S., Matthews, C. E., Cromley, E. K., 
Melly, S. J., ������� ������� ������������ �� Activity Mode with 
Global Positioning System and Accelerometer D����� Medicine 
and Science in Sports and Exercise, Vol. 40, Issue 5, pp. 972 – 978, 
2008.  
[78] Tuan, C.-C., Hung, C.-F., and Kuei, T.-C., "Location 
Dependent Collaborative Filtering Recommendation System", 
Int. Conf. on Future Network Technologies, Qingdao, China, 
August 2011. 
[79] Tung, H.-W., Soo, V.-W., �A Personalized Restaurant 
Recommender Agent Service for Mobile E-Service�, IEEE Int. 
Conf. on e-Technology, e-Commerce and e-Service, pp. 259 – 262, 
Taiwan, March 2004. 
[80] ������ ���� ���������� ��� ���� �������� ���� ��������� ������
Recommendation of Location-������ ������Int. Conf. on System 
Theory, Control and Computing, pp. 1 – 6, Sinaia, Romania, 
October 2011. 
[81] �������������������� ������������������������������������� ��
�����������������������������������������������������Int. Conf. 
on System Theory, Control and Computing, pp. 1 – 5, Sinaia, 
Romania, October 2012. 
[82] Wang, H., Calabrese, F., Di Lorenzo, G., Ratti, C., 
���������������� ����� ���������� ����� ����������� ����
���������������������������������������������� Int. Conf. on 
Intelligent Transportation Systems, pp. 318 – 323, Funchal, 
Portugal, September 2010. 
[83] Wang, H., Liu, K., ������ �riented Trajectory Similarity 
Search�, ACM Int. Workshop on Urban Computing, pp. 103 – 110, 
2012. 
[84] Watts, D., Strogatz, S., ������������Dynamics of 'Small-world' 
�����������Nature, Vol. 393, pp. 440 – 442, 1998. 
Bibliography 
Dissertations in Forestry and Natural Sciences No 195  91 
[85] Wu, P., Ding, W., Mao, Z., Tretter, ���� ������� �� �loser: 
Discover Social Relationship from Photo C������������� Int. 
Conf. on Multimedia and Expo, 1652 – 1655, New York City, July 
2009.  
[86] �������������������������������������������������� �����������
Using Category-������ ��������� ���������� Int. Conf. on 
Advances In Geographic Information Systems, pp. 442 – 445, San 
Jose, USA, November 2010. 
[87] Xu, Ch., Ji, M., Chen, W., Zhang, Z., �Identifying Travel Mode 
����� ���� ������������� �������� ������ �������� ������������, 
Int. Conf. on Fuzzy Systems and Knowledge Discovery, pp. 889 – 
893, Yantai, China, August 2010. 
[88] Yang, F., Wang, Z. M., "A Mobile Location-based Information 
Recommendation System Based on GPS and WEB 2.0 
Services", WSEAS Transactions on Computers, Vol. 8, Issue 4, pp. 
725 – 734, April 2009. 
[89] Yang, X., Steck, H., Guo, Y., Liu, Y., ���� ���-k 
Recommendation U����� ������� ����������� ACM Conf. on 
Recommender Systems, pp. 67 – 74, Dublin, Ireland, September 
2012.  
[90] Ying, J. J.-C., Lee, W.-������������������������������������-
temporal-semantic Patterns in Trajectories for Location 
Pred��������� ACM transactions on Intelligent System and 
Technology, Vol. 5, Issue 1, December 2013. 
[91] Yoon, H., Zheng, Y., Xie, X., Woo, W., "Social Itinerary 
Recommendation from User-generated Digital Trails", Personal 
and Ubiquitous Computing, Vol. 16, Issue 5, pp. 469 – 484, June 
2012. 
[92] Zhao, S., Grasmuck, S., Martin, J., ����������Construction on 
Facebook: Digital Empowerment in Anchored R���������������
Computers in Human Behavior, Vol. 24, Issue 5, pp. 1816 – 1836, 
September 2008. 
Karol Waga: Processing, Analysis and Recommendation of Location Data 
 
92    Dissertations in Forestry and Natural Sciences No 195 
[93] Zheng, V. W., Zheng, Y., Xie, X., Yang, Q����Towards Mobile 
Intelligence: Learning from GPS History Data for 
Collaborative Recommendation���Artificial Intelligence Journal, 
April 2012. 
[94] Zheng, Y., Chen, Y., Li, Q., Xie, X., Ma, W.-Y., 
������������������������������ �������������� ��� ��������
���� ��������������ACM Transactions on the Web, Vol. 4, Issue 
1, January 2010. 
[95] Zheng, Y., Wang, L., Zhang, R., Xie, X., Ma, W.-Y., �GeoLife: 
Managing and Underst��������������������������� ����� Int. 
Conf. on Mobile Data Management, pp. 211 – 212, Beijing, China, 
April 2008. 
[96] Zheng, Y., Zhang, L., Ma, Z., Xie, X., and Ma, W.-Y., 
"Recommending friends and locations based on individual 
location history", ACM Transactions on the Web, Vol. 5, Issue 1, 
February 2011. 
[97] Zheng, Y., Zhang, L., Xie, X., Ma, W.-������������������������
���������� ����������� ���������� ������������������������ Int. 
Conf. on World Wide Web, pp. 791 – 800, Madrid, Spain, April 
2009. 
 
Publications of the University of Eastern Finland
Dissertations in Forestry and Natural Sciences No 195
Publications of the University of Eastern Finland
Dissertations in Forestry and Natural Sciences
isbn: 978-952-61-1919-9 (printed)
isbn: 978-952-61-1920-5 (pdf)
issn: 1798-5668
issn: 1798-5676 (pdf)
Karol Waga
Processing, Analysis and
Recommendation of 
Location Data
Personalized services play important 
role in everyday life. Increasing 
the availability of mobile devices 
resulted in the emergence of a new 
market for personalized applications.
Location became an important factor 
for personalization. 
In this dissertation, it is shown 
how to use the location data 
collected by users. Efficient and 
complete system for handling GPS 
trajectories is presented alongside 
with personalized recommendation 
system. 
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