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A SUMMATION FORMULA FOR TRIPLES OF QUADRATIC SPACES
JAYCE R. GETZ AND BAIYING LIU
Abstract. Let V1, V2, V3 be a triple of even dimensional vector spaces over a number field
F equipped with nondegenerate quadratic forms Q1,Q2,Q3, respectively. Let
Y ⊂
∏
i=1
Vi
be the closed subscheme consisting of (v1, v2, v3) on which Q1(v1) = Q2(v2) = Q3(v3).
Motivated by conjectures of Braverman and Kazhdan and related work of Lafforgue, Ngoˆ,
and Sakellaridis we prove an analogue of the Poisson summation formula for certain functions
on this space.
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1. Introduction
Godement and Jacquet [GJ72], generalizing Tate’s thesis, proved the functional equation
and analytic continuation of the standard L-function of an automorphic representation of
GLn as a consequence of the Poisson summation formula on gln. This formula states that
for F a number field with ring of adeles AF , ψ : F\AF → C× a nontrivial additive character,
f ∈ S(gln(AF )) and g ∈ GLn(AF ) one has∑
γ∈gln(F )
f(γg) =
∑
γ∈gln(F )
|det g|−nf̂(g−1γ) ,(1.0.1)
where f̂(X) :=
∫
gln(AF )
f(Y )ψ(trXY )dY is the Fourier transform of f .
Braverman and Kazhdan [BK00] have suggested that this is but the first case of a general
phenomenon. Let G be a connected split reductive group over F . For each representation
r : LG◦ −→ GLn
of the neutral component of the L-group LG of G satisfying certain assumptions, they conjec-
tured the existence of a corresponding Fourier transform and a Poisson summation formula.
The summation formula should imply the functional equation and meromorphic continuation
of the Langlands L-function L(s, π, r) attached to r and a cuspidal automorphic represen-
tation π of G(AF ). There has been a great deal of interest in the conjectures of Braverman
and Kazhdan and related approaches recently, and we mention in particular the work in
[BNS16, CN18, Get18a, Get18b, Laf14, Li17, Li18b, Li18a, Sak18, Sak12, Sha18a, Sha18b].
Ngoˆ has emphasized the relationship between the approach of Braverman and Kazhdan and
Langlands’ beyond endoscopy proposal [Lan04], as well as the relationship between Braver-
man and Kazhdan’s work and Vinberg’s theory of reductive monoids [Vin95]. The basic
observation here linking Godement and Jacquet’s theory and the theory of monoids is that
gln is a monoid with unit group GLn.
However, to establish the functional equation and meromorphic continuation of L-functions,
the monoidal structure, though convenient, is not strictly necessary. If one is studying L-
functions of cuspidal automorphic representations of G(AF ), the bare minimum one needs
is a G-scheme with a Zariski-open orbit and a summation formula like (1.0.1) for the G-
scheme. This is what is really used in [GJ72, §12], and there are other examples in which
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the G-variety in question is spherical (but not necessarily a reductive monoid) that are in-
vestigated in [Sak12]. We note that Garrett’s integral representation of the triple product
L-function, which plays a key role in this paper, is discussed in §4.5 of loc. cit.
In the present paper we focus on proving summation formulae for schemes admitting natu-
ral actions of reductive groups with Zariski open orbits, generalizing the standard representa-
tion of GLn in the Godement-Jacquet case. As pointed out to the authors by Y. Sakellaridis,
these summation formulae are the first of their kind, in the sense that this is the first case
where such a summation formula has been proven when the underlying scheme is not a flag
manifold (the case of flag manifolds is treated in [BK02]).
Let d1, d2, d3 be three positive even integers, let Vi = Gdia , V := ⊕
3
i=1Vi. Then V (F ) is an
F -vector space. For each i let Qi be a nondegenerate quadratic form on Vi(F ). Let Y ⊂ V
be the subscheme whose points in an F -algebra R are given by
Y (R) : = {(y1, y2, y3) ∈ V (R) : Q1(y1) = Q2(y2) = Q3(y3)} .
Let Ji be the matrix of Qi (see (2.0.2)) and let
H(R) :=
{
(g1, g2, g3) ∈
3∏
i=1
GLdi(R) : giJ
−1
i (
tgi)Ji = λIdi for some λ ∈ R
×
}
.(1.0.2)
This is a subgroup of the product of the orthogonal similitude groups attached to the Qi. It
comes equipped with a character
λ : H −→ Gm ,(1.0.3)
whose value on (g1, g2, g3) is the similitude norm of g1 (which is equal to the similitude norms
of g2 and g3 by definition). It is easy to see that the natural action of H on V preserves
Y . Using Witt’s theorem it is also easy to see that the action of H on Y has a Zariski-open
orbit Y ani, namely the orbit of all vectors (v1, v2, v3) such that Qi(vi) 6= 0. We let Y
sm ⊂ Y
be the smooth locus, it is precisely the subscheme of triples (y1, y2, y3) such that no two yi
are zero; thus we have a triple of schemes
Y ani ⊂ Y sm ⊂ Y ,
all preserved by the action of H .
Our goal in this paper is to formulate and prove a Poisson summation formula for Y (F ).
Let Sp6 be the symplectic group (on a 6-dimensional vector space) and let K ≤ Sp6(AF )
be a maximal compact subgroup such that K∞ is Sp6(A
∞
F )-conjugate to Sp6(ÔF ). Let
ψ : F\AF → C× be a nontrivial character. Let P ≤ Sp6 be the standard Siegel parabolic
subgroup (see (2.1.3)) and let X := [P, P ]\Sp6. Using an idea of Braverman and Kazhdan,
we defined a Schwartz space in [GL17]:
SBK(X(AF ), K) .
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It is a subspace of the space of smooth functions on X(AF ) that are K-finite. We also defined
a Fourier transform
F := FBK,ψ : SBK(X(AF ), K) −→ SBK(X(AF ), K)
(see §4.1).
Let G := SL32. There is a natural embedding SL
3
2 → Sp6 and we sometimes identify G
with its image (see (2.1.2)). The quotient X(F )/G(F ) is a finite set. The unique Zariski
open orbit admits a representative γ0 such that the stabilizer in G of γ0 is the unipotent
group whose points in an F -algebra R are given by
N0(R) : =
{(
( 1 t11 ) , (
1 t2
1 ) , (
1 t3
1 )
)
: ti ∈ R,
3∑
i=1
ti = 0
}
(1.0.4)
(see §2.2). Let S(V (AF )) be the usual Schwartz space. For
(f1, f2) ∈ SBK(X(AF ), K)× S(V (AF )) and y ∈ Y
sm(AF ) ,
define
I(f1, f2)(y) =
∫
N0(AF )\G(AF )
f1(γ0g)ρ(g)f2(y)dg .(1.0.5)
Here ρ := ρψ is the Weil representation (see §3.1). The appearance of the Weil representation
is the reason we have assumed that the dimensions of the Vi are even; if some of them were
odd then we would have to work with a product of symplectic and metaplectic groups instead
of G.
Our summation formula is as follows:
Theorem 1.1. For (f1, f2) ∈ SBK(X(AF ), K) × S(V (AF )) such that f1 and F(f1) satisfy
(5.0.4) and f2 satisfies (5.0.5), one has∑
γ∈Y sm(F )
I(f1, f2)(γ) =
∑
γ∈Y sm(F )
I(F(f1), f2)(γ) .
We also have the following corollary, proved below in Corollary 5.4:
Corollary 1.2. Let h ∈ H(AF ). For
(f1, f2) ∈ SBK(X(AF ), K)× S(V (AF ))
such that f1, F(f1) satisfy (5.0.3), (5.0.4) and f2 satisfies (5.0.5), one has∑
ξ∈Y sm(F )
I(f1, f2)(h
−1ξ) =
∑
ξ∈Y sm(F )
|λ(h)|
∑3
i=1 di/2−2I(F(f1), f2)(λ(h)h
−1ξ) .
We now outline the proof of Theorem 1.1. In [GL17] following an argument of Braverman
and Kazhdan we proved a summation formula of the form∑
γ∈X(F )
f1(γg) =
∑
γ∈X(F )
F(f1)(γg) + boundary terms ,(1.0.6)
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where f1 ∈ SBK(X(AF ), K). Given f2 ∈ S(V (AF )) one can form a product of three theta
functions
Θf2(g) :=
∑
γ∈V (F )
ρ(g)f2(γ) ,
in the usual manner (see §3.2). We view Θf2 as an automorphic form on G(AF ) = SL
3
2(AF ).
One takes this automorphic form, integrates it against the identity (1.0.6), and then unfolds.
The resulting sum is indexed by the finite set X(F )/G(F ). The summand corresponding
to the Zariski-open orbit involves an integral over N0(F )\N0(AF ), where N0 is defined as
in (1.0.4). This integral eliminates the contribution of all γ ∈ V (F ) that are not in Y (F ).
Using this one obtains Theorem 1.1. Since (1.0.6) is essentially equivalent to the functional
equations of certain degenerate Siegel Eisenstein series, another way of viewing this proof
is that we are substituting Θf2 into Garrett’s integral representation of the triple product
L-function [Gar87, PSR87]. We note that we do not need the full strength of the summation
formula proven in [GL17]. The version we use is given in Corollary 5.2. It is slightly more
general than that of [BK02]. However, we still must make use of the growth estimates on
elements of the Schwartz space obtained in [GL17]. These bounds are not proven in [BK02].
This procedure for producing new summation formulae from old is novel and deserves
to be studied carefully with a view to generalizations. The formal argument is short (see
§5). However, it takes substantial space to make it rigorous by proving various bounds and
computing various integrals for unramified data.
We close the introduction by outlining the sections of the paper. In §2 we introduce the
groups and homogeneous spaces relevant for the unfolding procedure mentioned above. We
also record representatives for X(F )/G(F ) and the stabilizers of these elements. In §2.3 we
use the Plu¨cker embedding of X to give a notion of the size for an element of X(Fv) for
places v of F . In §3.1 we recall and set notation for the Weil representation.
We define local integrals attached to the open orbit in X(F )/G(F ) in §4. The full version
of Theorem 1.1 is stated as Theorem 5.3. In §5 we prove this theorem modulo proving the
absolute convergence of several sums. The remainder of the paper (with the exception of
§10) is devoted to proving these absolute convergence statements. In each case, the absolute
convergence statements amount to bounding local integrals and then bounding their sum
over F -points of certain schemes. The local integrals are computed in the unramified case
in §6. In §7 we bound the non-Archimedean local integrals when the data are ramified. The
Archimedean case is treated in §8. In each case the arguments are straightforward. The
key point is to use the bounds on functions in SBK(X(AF ), K) established by the authors
in [GL17]; these bounds are given in terms of the Plu¨cker embedding of X(F ). In §9 we use
the bounds established in §6, §7 and §8 to prove the absolute convergence statements used
in §5. In §10 we prove a vanishing result necessary for the proof of our main theorem.
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2. Groups and orbits
For this section we let F be a field of characteristic zero. For each i, let
〈 , 〉 : Vi(F )× Vi(F ) −→ F
(x, y) 7−→ txy
be the “standard” inner product and let
〈 , 〉i : Vi(F )× Vi(F ) −→ F
be the (nondegenerate) inner product corresponding to Qi:
(2.0.1) Qi(x) =
1
2
〈x, x〉i .
Let Ji ∈ GLdi(F ) be the matrix of 〈 , 〉i:
〈x, y〉i :=
txJiy .(2.0.2)
Recall that for
(2.0.3) V =
3∏
i=1
Vi
and R an F -algebra we have defined
Y (R) : = {(y1, y2, y3) ∈ V (R) : Q1(y1) = Q2(y2) = Q3(y3)} .(2.0.4)
We let
V ′ ⊂ V(2.0.5)
be the open subscheme of tuples (v1, v2, v3) such that vi 6= 0 for at least 2 indices i, and, as
in the introduction, set
Y sm := Y ∩ V ′ .(2.0.6)
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2.1. A symplectic similitude group. Equip the module Z⊕6 with the alternating form
(x, y) 7→
3∑
i=1
(xiyi+3 − yixi+3) .(2.1.1)
Let Sp6 denote the symplectic group of this form. Concretely, for Z-algebras R, we have
Sp6(R) :=
{
g ∈ GL6(R) : g
(
−I3
I3
)
tg
(
I3
−I3
)
= 1
}
.
We usually regard Sp6 as a group over F (by base change).
Recall that G = SL32. We often identify G(R) with the subgroup SL2(R
3) ≤ Sp6(R):
G(R) =


a1 b1
a2 b2
a3 b3
c1 d1
c2 d2
c3 d3
 ∈ GL6(R) : aidi − bici = 1 for 1 ≤ i ≤ 3
 .(2.1.2)
Let P be the (Siegel) parabolic subgroup of Sp6 whose points in an F -algebra R are given
by
P (R) =
{(
A
tA−1
)(
I3 Z
I3
)
: A ∈ GL3(R),
tZ = Z
}
,(2.1.3)
and let [P, P ] denote its commutator subgroup:
[P, P ](R) :=
{(
A
tA−1
)(
I3 Z
I3
)
: A ∈ SL3(R),
tZ = Z
}
.
We let M ≤ P be the Levi subgroup consisting of block diagonal matrices and let N be the
unipotent radical of P .
2.2. Braverman and Kazhdan’s spaces. Let
X := [P, P ]\Sp6 .(2.2.1)
We note that X is an Mab×Sp6 variety (with M
ab := [M,M ]\M acting on the left and Sp6
on the right). Note that this is different from the convention in [BK02]. In loc. cit. Mab acts
on the right. We have chosen to let it act on the left because this is the convention in the
theory of Eisenstein series. By [GL17, Lemma 2.1] the natural maps
[P, P ](F )\Sp6(F ) −→ X(F ) and P (F )\Sp6(F )→ P\Sp6(F )
are bijective.
We now compute a set of representatives for
X(F )/G(F )
and the corresponding stabilizers. We start by recalling that P\Sp6(F ) can be viewed as
the space of maximal isotropic subspaces of F 6 equipped with the alternating form (2.1.1).
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Each such space is 3 dimensional, so we can represent such a space by a triple of vectors in
F 6. Let
W = 〈(0, 0, 0, 1, 0, 0), (0, 0, 0, 0, 1, 0), (0, 0, 0, 0, 0, 1)〉 .(2.2.2)
Then P is the stabilizer of W .
We consider the following maximal isotropic subspaces:
W0,0,0 : = 〈(1, 1, 1, 0, 0, 0), (0, 0, 0,−1, 1, 0), (0, 0, 0,−1, 0, 1)〉 ,
W1,0,0 : = 〈(0, 0, 0, 1, 0, 0), (0, 0, 0, 0, 1, 1), (0, 1,−1, 0, 0, 0)〉 ,
W0,1,0 : = 〈(0, 0, 0, 0, 1, 0), (0, 0, 0, 1, 0, 1), (1, 0,−1, 0, 0, 0)〉 ,
W0,0,1 : = 〈(0, 0, 0, 0, 0, 1), (0, 0, 0, 1, 1, 0), (1,−1, 0, 0, 0, 0)〉 ,
W1,1,1 := W : = 〈(0, 0, 0, 1, 0, 0), (0, 0, 0, 0, 1, 0), (0, 0, 0, 0, 0, 1)〉 .
Let
γ0,0,0 : =
 0 0 0 −1 0 00 1 0 0 0 00 0 1 0 0 0
1 1 1 0 0 0
0 0 0 −1 1 0
0 0 0 −1 0 1
 ,
(γ1,0,0, γ0,1,0, γ0,0,1) : =
 1 0 0 0 0 00 1 0 0 0 00 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 1
0 1 −1 0 0 0
 ,
 0 1 0 0 0 01 0 0 0 0 00 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 1
1 0 −1 0 0 0
 ,
 0 0 1 0 0 01 0 0 0 0 00 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 1 0
1 −1 0 0 0 0
 .
All four matrices are in Sp6(Z) and Wa = Wγa. We denote by Ia1,a2,a3 the stabilizer in G of
Wa1,a2,a3 .
For F -algebras R, let
T0(R) : =
{
(( a a−1 ) , (
a
a−1 ) , (
a
a−1 )) : a ∈ R
×
}
,
N0(R) : =
{
(( 1 t11 ) , (
1 t2
1 ) , (
1 t3
1 )) : ti ∈ R,
3∑
i=1
ti = 0
}
.
(2.2.3)
These are subgroups of G, and T0 normalizes N0.
Lemma 2.1. The set P\Sp6(F )/G(F ) has 5 elements. Representatives for these elements
are given by the spaces Wa1,a2,a3. The stabilizers of these spaces are given as follows:
(1) I0,0,0 = T0N0.
(2) I1,0,0(R) =
{(
( a ta−1 ) , g, (
1
−1 ) g (
1
−1 )
)
: g ∈ SL2(R), a ∈ R
×, t ∈ R
}
,
(3) I0,1,0(R) :=
{(
g, ( a ta−1 ) , (
1
−1 ) g (
1
−1 )
)
: g ∈ SL2(R), a ∈ R
×, t ∈ R
}
,
(4) I0,0,1(R) =
{(
g, ( 1 −1 ) g (
1
−1 ) , (
a t
a−1 )
)
: g ∈ SL2(R), a ∈ R
×, t ∈ R
}
,
(5) I1,1,1 = G ∩ P , the upper triangular matrices in G.
Proof. By [PSR87, Lemma 1.1], if P˜ denotes the parabolic subgroup of GSp6 containing P
then the given spaces Wa1,a2,a3 are representatives for P˜\GSp6(F )/G˜(F ), where G˜(F ) is the
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group of (g1, g2, g3) ∈ GL
3
2(F ) such that det g1 = det g2 = det g3. In the notation of loc. cit.,
Wa1,a2,a3 ∈ Xa1,a2,a3 . On the other hand one checks that the natural map
P\Sp6(F )/G(F )→ P˜\GSp6(F )/G˜(F )
is a bijection, so the first two assertions of the lemma follow.
The assertion on the stabilizers is implicit in the corollary of [PSR87, Lemma 1.1]. Since
we have given explicit lifts γa of Wa under the map Sp6(F )→ X(F ) it is easy to verify that
it is correct. 
Lemma 2.2. The natural map
[P, P ](F )\Sp6(F )/G(F ) −→ P\Sp6(F )/G(F )
is bijective.
In the remainder of the paper it is sometimes convenient to adopt the following notation:
γ0 := γ0,0,0, γ1 := γ1,0,0, γ2 := γ0,1,0, γ3 := γ0,0,1 .(2.2.4)
Proof. We clearly have
[P, P ](F )G(F ) = P (F )G(F ) .
Moreover, for any x ∈ F×,
γ0
(
xI3
x−1I3
)
γ−10 =
 x−1 x x
x
x−1
x−1
 ,
and det
(
x−1
x
x
)
= x. Thus
P (F )γ0G(F ) =
⋃
x∈F×
[P, P ](F )
 x−1 x x
x
x−1
x−1
 γ0G(F )
=
⋃
x∈F×
[P, P ](F )γ0
(
xI3
x−1I3
)
G(F )
= [P, P ](F )γ0G(F ) .
One checks similarly that P (F )γjG(F ) = [P, P ](F )γjG(F ), for 1 ≤ j ≤ 3; the relevant
matrix computations are below:
γ1
(
xI3
x−1I3
)
γ−11 = γ2
(
xI3
x−1I3
)
γ−12 = γ3
(
xI3
x−1I3
)
γ−13 =
 x x x−1
x−1
x−1
x
 .

For γ ∈ X(F ), let Gγ ≤ G be the stabilizer of γ. A simple matrix computation implies
the following lemma:
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Lemma 2.3. One has
Gγ0(R) : = N0(R) ,
GI3(R) : =
{((
b−1
1
t1
b1
)
,
(
b−1
2
t2
b2
)
,
(
b−1
3
t3
b3
))
: t1, t2, t3 ∈ R, b1, b2, b3 ∈ R
×, b1b2b3 = 1
}
,
Gγ1(R) : =
{(
( 1 t1 ) , g, (
1
−1 ) g (
1
−1 )
)
: t ∈ R, g ∈ SL2(R)
}
,
Gγ2(R) : =
{(
g, ( 1 t1 ) , (
1
−1 ) g (
1
−1 )
)
: t ∈ R, g ∈ SL2(R)
}
,
Gγ3(R) : =
{(
g, ( 1 −1 ) g (
1
−1 ) , (
1 t
1 )
)
: t ∈ R, g ∈ SL2(R)
}
.
(2.2.5)

2.3. A Plu¨cker embedding of X. Let P the Siegel parabolic subgroup from above. We
can use the Plu¨cker embedding to give a linear description ofX . We construct a commutative
diagram
[P, P ]\Sp6
Pl
−−−→ ∧3G6a − {0}y y
P\Sp6 −−−→ P(∧
3G6a)
(2.3.1)
of morphisms of F -schemes as follows. The Lagrangian subspace fixed by P is W . For a
ring R and g = ( AB ) ∈ Sp6(R) for 3× 6 matrices A,B we define
Pl(g) = b1 ∧ b2 ∧ b3 ,(2.3.2)
where bi is the ith row of B. The bottom arrow just sends a point in P\Sp6 to the line
spanned by this vector.
Let Sp6(F ) act on F
6 on the right. One obtains an induced action on ∧3F 6. For the
remainder of this section assume that F is a local field. When F is Archimedean let K ≤
Sp6(F ) be a maximal compact subgroup, choose a positive definite bilinear form (·, ·) on ∧
3F 6
that is invariant under the action of K and set |x| = (x, x)[F :R]/2. In the non-Archimedean
case let e1, . . . , e6 be the standard basis of F
6 and let
{eα1,α2,α3 := eα1 ∧ eα2 ∧ eα3 : 1 ≤ α1 < α2 < α3 ≤ 6}
be the natural induced basis of ∧3F 6. Then set∣∣∣∣∣ ∑
1≤α1<α2<α3≤6
xα1,α2,α3eα1,α2,α3
∣∣∣∣∣ = max1≤α1<α2<α3≤6 |xα1,α2,α3 | .
This norm is invariant under the natural action of GL(∧3O6) on the left or right by an
easy argument (see [GL17, §2]). Here and below O denotes the ring of integers of a local
non-Archimedean or global field F . We then set
|g| := |Pl(g)| .(2.3.3)
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For any c ∈ Z, let
c(x) :=
 x−c 1 1
xc
1
1
 .(2.3.4)
In this way we obtain an isomorphism Z ∼= X∗(M/Mder); we often use this isomorphism
to identify integers with cocharacters of M/Mder. We have chosen our basis so that for
non-Archimedean F with uniformizer ̟ one has |c(̟)| → 0 as c → ∞. The Iwasawa
decomposition implies that
X(F ) =
∐
c∈Z
[P, P ](F )c(̟)Sp6(O)(2.3.5)
in the non-Archimedean case, and
X(F ) =
⋃
t∈R>0
[P, P ](F )1(t)K(2.3.6)
in the Archimedean case.
By [GL17, Proposition 2.3], there is a continuous injection
X(F )/K −→ R>0
[P, P ](F )gK 7−→ |g| ,
(2.3.7)
where K = Sp6(O) in the non-Archimedean case.
3. The Weil representation and theta functions
3.1. The local definition of the Weil representation. In the introduction we started
with a triple of quadratic spaces of even dimension over a number field F . For this subsection
we fix a place v of F which we omit from notation, writing F := Fv, etc.
Let OQi be the orthogonal group of Qi. Weil (following Segal and Shale) defined the Weil
representation
(3.1.1) ρ := ρψ : SL2(F )×OQi(F )× S(Vi(F )) −→ S(Vi(F )) .
Let γ(Qi) be the Weil number as in [Wei64, The´ore`me 2 and §24]. Then the representation
is given on the OQi(F ) factor by f 7→ (v 7→ f(h
−1v)) and on the SL2(F ) factor by
(1) ρ ( 1−1 ) f(v) = γ(Qi)
∫
Vi(F )
f(t)ψ(tvJit)dt.
(2) ρ ( 1 t1 ) f(v) = ψ(tQi(v))f(v) for t ∈ F .
(3) ρ ( a a−1 ) f(v) = (a, (−1)
di
2 det(Ji))|a|
dimF Vi/2f(av) for a ∈ F×.
Here dt is assumed to be the self-dual measure with respect to the pairing (v, t) 7→ ψ(tvJit).
A convenient reference is [YZZ13, Chapter 2]. The Hilbert symbol (a, b) appearing in the def-
inition above takes values in ±1 and is bimultiplicative. Thus for each i there are characters
χQi : F
× → ±1 such that
χQi(a) := (a, (−1)
di
2 det(Ji)) .
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We write
χQ(a) :=
3∏
i=1
χQi(ai)(3.1.2)
for a ∈ (F×)3. Applying the Bruhat decomposition on SL2(F ) we see that the information
above is enough to uniquely define the representation.
Let GOQi denote the similitude group of the form Qi. Consider the semidirect product
SL2 ⋊GOQi ,
where
(g ⋊ h)(g′ ⋊ h′) := g
(
1
λ(h)
)
g′
(
1
λ(h)−1
)
⋊ hh′ .
For h ∈ GOQi(F ) and f ∈ S(Vi(F )) let
(3.1.3) L(h)f(v) := f(h−1v) .
The following is [HK92, Lemma 5.1.2]:
Lemma 3.1. The map
SL2(F )⋊GOQi(F )× S(Vi(F )) −→ S(Vi(F ))
(g ⋊ h, f) 7−→ ρ(g)(L(h)f)
defines an action of SL2(F )⋊GOQi(F ) on S(Vi(F )). 
Strictly speaking, the definition of L(h) in loc. cit. is slightly different in that they renor-
malized L(h) by a power of the similitude character, but this does not affect the validity of
the lemma. We note in particular that the actions of GOQi(F ) and SL2(F ) on S(Vi(F )) do
not commute.
In fact, it is easy to prove Lemma 3.1 directly from the definition of the Weil representation
given the following fact:
Lemma 3.2. Let W be an even-dimensional vector space over F and let Q be a nondegener-
ate quadratic form on W . Let Φ ∈ GLd(F ) be the matrix of Q, let χQ(a) := (a, (−1)
d/2 det Φ)
and let GOQ be the similitude group of Q with similitude character λ : GOQ → Gm. Then
χQ(λ(g)) = 1
for all g ∈ GOQ(F ).
The proof of this lemma is omitted in [HK92] so we give it for the convenience of the reader.
Proof. By a lemma of Diedonne´ λ(g) is a norm from the center of the even Clifford algebra
of Q [KMRT98, Lemma 13.22]. This center is the quadratic e´tale F -algebra
F [X ]/(X2 − (−1)d(d−1)/2 det Φ) = F [X ]/(X2 − (−1)d/2 det Φ)
[KMRT98, Theorem 8.2] and the character attached to this quadratic e´tale F -algebra by
local class field theory is precisely (a, (−1)d/2 det Φ). 
A SUMMATION FORMULA FOR TRIPLES OF QUADRATIC SPACES 13
3.2. Theta functions. In this subsection we work globally over the number field F . The
global tensor product of the local representations of §3.1 is a representation of SL2(AF ) on
S(Vi(AF )) and we therefore obtain a representation
(3.2.1) ρ := ρψ : G(AF )× S(V (AF )) −→ S(V (AF )) .
For f ∈ S(V (AF )) and g ∈ G(AF ), we let
Θf(g) :=
∑
γ∈V (F )
ρ(g)f(γ) .(3.2.2)
It is obvious that the sum here is absolutely convergent. This is the usual Θ function,
although we are only considering its behavior in the symplectic variable (note that SL2 =
Sp2). We always take the argument of the function in the orthogonal variable to be the
identity in the appropriate product of orthogonal groups. Thus we have suppressed this
variable from notation.
4. Another space of functions
Let v be a place of the number field F and let F := Fv. In this section we start by
recalling the Schwartz spaces of Braverman and Kazhdan [BK02], specialized to our setting,
and then apply it to construct a new space of functions that combines the space of functions
in loc. cit. with S(V (F )). We should point out that the papers [Sha18a, Sha18b] provide
valuable additional information about Braverman and Kazhdan’s Schwartz spaces.
4.1. Schwartz spaces. Let K ≤ Sp6(F ) be a maximal compact subgroup that is conju-
gate to Sp6(O) if F is non-Archimedean. In [GL17] the authors defined a Schwartz space
SBK(X(F ), K) of functions onX(F ) roughly following the approach of Braverman and Kazh-
dan. Functions in SBK(X(F ), K) are smooth and K-finite under the natural right action of
K on X(F ). We recall the growth properties of these functions in this section.
Recall that the norm of x ∈ X(F ) is defined in (2.3.3). The following is [GL17, Lemmas
5.1 and 5.7]:
Lemma 4.1. Let g ∈ Sp6(F ) and Φ ∈ SBK(X(F ), K). If F is non-Archimedean one has
|Φ(g)|st ≪Φ |g|
−2 .
The support of Φ is contained in ⋃
c>−N
[P, P ](F )c(̟)Sp6(O) ,
for sufficiently large N (depending on Φ). If F is Archimedean for any N ∈ Z≥0 one has
|Φ(g)| ≪Φ,N |g|
−2−N .

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For F non-Archimedean define
b(g) =
∞∑
j=0
∞∑
k=0
q2j1[P,P ](F )(k+2j)(̟)Sp6(O)(g) ∈ SBK(X(F ), Sp6(O)) ,(4.1.1)
where q is the cardinality of the residue field. The following is [GL17, Lemma 5.3]:
Lemma 4.2. Assume that F is non-Archimedean. Let ε > 0. For q sufficiently large in a
sense depending on ε one has
|b(g)| ≤ |g|−2−ε .

Let ψ : F → C× be a nontrivial character. In loc. cit. we also defined a Fourier transform
F := FBK,ψ : SBK(X(F ), K) −→ SBK(X(F ), K) .(4.1.2)
Assume F is non-Archimedean and ψ is unramified. Then the function b of (4.1.1) enjoys
the following three properties:
(1) b(xk) = b(x) for all (x, k) ∈ X(F )× Sp6(O),
(2) F(b) = b (see [GL17, Lemma 5.4]),
(3) The support of b is integral in the sense that it is mapped to elements of ∧nO2n under
the Plu¨cker embedding Pl of (2.3.1).
Because of this we refer to b as the basic function in S(X(F ), Sp6(O)). Using “the” is an
abuse of language because the conditions above do not specify b uniquely. For example any
scalar multiple of b would also satisfy these conditions. However it is a convenient abuse of
language that we will continue to use.
4.2. Local functions. For (f1, f2) ∈ SBK(X(F ), K)× S(V (F )) let
I(f1, f2) (v) =
∫
N0(F )\G(F )
f1 (γ0g) ρ (g) f2(v)dg, v ∈ Y
sm(F ) .(4.2.1)
This is the local factor of the integral one obtains after unfolding the integral of our theta
function Θf2 against
∑
γ∈X(F ) f1(γg) as explained informally after (1.0.6). The full argument
is given in the proof of Theorem 5.3 below. It is interesting to note that the integral is not
well-defined if one tries to evaluate it at a general v ∈ V ′(F ) because the function ρ(g)f2(v)
is only left invariant under N0(F ) for v ∈ Y (F ). However, the integral∫
N0(F )\G(F )
|f1 (γ0g) ρ (g) f2(v)|dg, v ∈ V
′(F ) .(4.2.2)
is well-defined because |ρ(g)f2(v)| is left invariant under N0(F ).
In §6 we will compute (4.2.1) in the unramified case, and in §7 and §8 we will bound it by
bounding (4.2.2) in the non-Archimedean and Archimedean cases, respectively.
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4.3. A transform. Consider the transform
I(f1, f2) 7−→ I(F(f1), f2) .
It can profitably be viewed as a sort of Fourier transform.
Remark. If F is non-Archimedean, ψ is unramified, the matrices Ji defining the Qi are in
GLdi(O), and ρ(k)1V (O) = 1V (O) for all k ∈ SL
3
2(O) then I(b,1V (O)) can be thought of as a
basic function:
(1) I(b,1V (O))(k
−1v) = I(b,1V (O))(v) for (k, v) ∈ H(O)× Y (O) (see Proposition 6.3),
(2) The function I(b,1V (O)) is invariant under the transform I(f1, f2) 7→ I(F(f1), f2),
(3) The support of I(b,1V (O)) is contained in V (O) ∩ Y (O) (see Proposition 6.3).
Here we have given V =
∏3
i=1G
di
a the evident structure of a scheme over O, given Y the
structure of a scheme over O by taking the schematic closure of YF in V , and given H the
evident structure of a group scheme over O using the assumption that the Ji are in GLdi(O).
We now compute the behavior of the transform under the group H in (1.0.2). For h ∈
H(F ) let
Λ(h) :=
(
I3
λ(h)I3
)
,(4.3.1)
where λ is the similitude norm in (1.0.3). For F -algebras R let
ω :M(R) −→ R×(
A
tA−1
)
7−→ detA .
(4.3.2)
For χ : F× → C× a character and s ∈ C let χs := χ| · |s. For f ∈ S(X(F ), K) and g ∈ Sp6(F )
let
(4.3.3) fχs(g) :=
∫
Mab(F )
δP (m)
1/2χs (ω(m)) f(m
−1g) dm.
This converges for Re(s) sufficiently large and admits a meromorphic continuation to the s
plane for each fixed g, see [GL17, §4].
For functions f on V (F ) let L(h)f(v) := f(h−1v).
Lemma 4.3. Let (f1, f2) ∈ SBK(X(F ), K)× S(V (F )) and h ∈ H(F ). Let
f˜1(g) := f1
(
γ0Λ(h)
−1γ−10 gΛ(h)
)
.
Then f˜1 ∈ SBK (X(F ),Λ(h)KΛ(h)
−1) and the following equalities hold:
L(h)I(f1, f2) = |λ(h)|
−2I(f˜1, L(h)f2) ,
I(F(f˜1), L(h)f2) = |λ(h)|
∑3
i=1 di/2L
(
h
λ(h)
)
I(F(f1), f2) .
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Proof. Using Lemma 3.1 we have
L(h)I(f1, f2) (v) =
∫
N0(F )\G(F )
f1 (γ0g)L(h)ρ(g)f2(v)dg
=
∫
N0(F )\G(F )
f1 (γ0g) ρ
((
1
λ(h)
)
g
(
1
λ(h)−1
))
L(h)f2(v)dg
= |λ(h)|−2
∫
N0(F )\G(F )
f1
(
γ0Λ(h)
−1gΛ(h)
)
ρ (g)L(h)f2(v)dg .
To show f˜1 ∈ SBK (X(F ),Λ(h)KΛ(h)
−1) it suffices to check that for each character χ : F× →
C× the section f˜1χs is excellent in the sense of [GL17, §3]. Since γ0Λ(h)
−1γ−10 normalizes
M(F ) and fχs is an excellent section by definition of SBK(X(F ), K), this is obvious.
To complete the proof of the lemma we must compute F(f˜1). Let
w0 :=
 −1−1−1
1
1
1
 .
Using the notation of [GL17, §3] we compute
Mw0 f˜1χs(g) : =
∫
N(F )
∫
Mab(F )
δ
1/2
P (m)χs(ω(m))f1
(
γ0Λ(h)
−1γ−10 m
−1w−10 ngΛ(h)
)
dmdn .
(4.3.4)
Here we take Re(s) large to ensure convergence. One has
[M,M ](F )γ0Λ(h)
−1γ−10 m
−1w−10 n = [M,M ](F )m
−1γ0Λ(h)
−1γ−10 w
−1
0 n
= [M,M ](F )m−1w−10 (w0γ0Λ(h)
−1γ−10 w
−1
0 )n .
We have
w0γ0Λ(h)
−1γ−10 w
−1
0 =

λ(h)−1
λ(h)−1
1
1
1
λ(h)−1
 .
Thus taking a change of variables n 7→ (w0γ0Λ(h)
−1γ−10 w
−1
0 )
−1n(w0γ0Λ(h)
−1γ−10 w
−1
0 ), we see
that (4.3.4) is
|λ(h)|2Mw0f1χs
(
(w0γ0Λ(h)
−1γ−10 w
−1
0 )gΛ(h)
)
.(4.3.5)
Now

λ(h)
1
λ(h)−1
λ(h)−1
1
λ(h)


λ(h)−1
λ(h)−1
1
1
1
λ(h)−1
 =

1
λ(h)−1
λ(h)−1
λ(h)−1
1
1
 .
(4.3.6)
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Thus by [GL17, Theorem 4.4]
|λ(h)|2F(f1)


1
λ(h)−1
λ(h)−1
λ(h)−1
1
1
 gΛ(h)
 = F(f˜1)(g) .(4.3.7)
Hence
I(F(f˜1), L(h)f2)
= |λ(h)|2
∫
N0(F )\G(F )
F(f1)


1
λ(h)−1
λ(h)−1
λ(h)−1
1
1
 γ0gΛ(h)
 ρ (g)L(h)f2(v)dg
= |λ(h)|2
∫
N0(F )\G(F )
F(f1)
(
γ0
(
λ(h)−1I3
I3
)
gΛ(h)
)
ρ (g)L(h)f2(v)dg
=
∫
N0(F )\G(F )
F(f1) (γ0g) ρ
((
λ(h)
1
)
g
(
1
λ(h)−1
))
L(h)f2(v)dg .
By Lemma 3.1 this is equal to∫
N0(F )\G(F )
F(f1) (γ0g)L(h)ρ
((
λ(h)
λ(h)−1
)
g
)
f2(v)dg
= |λ(h)|
∑
3
i=1 di/2χQ(λ(h))
∫
N0(F )\G(F )
F(f1) (γ0g)L(λ(h)
−1h)ρ (g) f2(v)dg .
By Lemma 3.2 χQ(λ(h)) = 1 and this completes the proof. 
5. The summation formula
Our goal in this section is to state the main theorem of this paper, Theorem 5.3, and prove
it modulo some convergence statements and a vanishing statement that will be established
in the remainder of the paper. Theorem 5.3 was stated in the introduction as Theorem 1.1.
Before we do this we restate the Poisson summation formula obtained in [GL17] using the
argument of Braverman and Kazhdan.
In this section F is a number field. Let K :=
∏
vKv ≤ Sp6(AF ) be a maximal compact
subgroup such that K∞ is Sp6(A
∞
F )-conjugate to Sp6(Ô). We let
SBK(X(AF ), K)
be the restricted tensor product of the local spaces SBK(X(Fv), Kv) with respect to the basic
functions bv for v ∤∞ (see (4.1.1)).
For algebraic groups Q over F let [Q] := Q(F )\Q(AF ). For f ∈ SBK(X(AF ), K), a Hecke
character χ : [Gm] −→ C× and s ∈ C, let χs := χ| · |s where | · | is the idelic norm, and let
fχs(g) :=
∫
Mab(AF )
δP (m)
1/2χs (ω(m)) f(m
−1g) dm ,(5.0.1)
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for all g ∈ Sp6(AF ). We then form the Eisenstein series
E(g; fχs) :=
∑
γ∈P (F )\Sp6(F )
fχs(γg) .(5.0.2)
By Langlands’ general theory this Eisenstein series admits a meromorphic continuation to
the plane. The possible poles of E(g; fχs) were computed in [Ike92]. The poles, if they exist,
are simple. The Eisenstein series is holomorphic if χ2 6= 1. If χ = 1 there are possible poles
at s = ±1, s = ±2, and if χ 6= 1 but χ2 = 1 there are possible poles at s = ±1.
Let κF := Ress=1ζF (s). The following is [GL17, Theorem 6.7]:
Theorem 5.1. Let f ∈ SBK(X(AF ), K). For every g ∈ Sp6(AF ) one has∑
γ∈X(F )
f(γg) +
1
κF
2∑
i=1
Ress=iE(g;F(f)1s) +
1
κF
∑
χ∈ ̂[Gm]
χ 6=1,χ2=1
Ress=1E(g;F(f)χs)
=
∑
γ∈X(F )
F(f)(γg) +
1
κF
2∑
i=1
Ress=iE(g; f1s) +
1
κF
∑
χ∈ ̂[Gm]
χ 6=1,χ2=1
Ress=1E(g; fχs) .
All of the sums here are absolutely convergent. 
In view of the theorem the following assumption on a function f ∈ SBK(X(AF ), K) is
natural:
One has Ress=1E(g; fχs) = 0 when χ is a quadratic or trivial
character in [̂Gm] and Ress=2E(g; f1s) = 0.
(5.0.3)
We note that it is easy to find functions f satisfying the assumption (5.0.3), see Theorem
10.1 below.
Corollary 5.2. Let f ∈ SBK(X(AF ), K). Assume that f and F(f) satisfy (5.0.3). Then
for all g ∈ Sp6(AF ) ∑
γ∈X(F )
f(γg) =
∑
γ∈X(F )
F(f)(γg) .

Let v be a place of F . We will require the following assumption on f ∈ SBK(X(AF ), K):
There is a place v of F such that f = fvf
v and fv ∈ C
∞
c (γ0G(Fv)).(5.0.4)
We will also require the following assumption on f ∈ S(V (AF )):
One has ρ(g)f(ξ) = 0 for all g ∈ SL32(AF ), ξ /∈ V
′(F ).(5.0.5)
Here V ′ is defined as in (2.0.5). Using the fact that the Fourier transform F is an isomorphism
[GL17, Lemma 4.6] and that Kv-finite compactly supported functions on X(F ) are contained
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in SBK(X(Fv), Kv) [GL17, Proposition 4.7], it is easy to find functions f ∈ SBK(X(AF ), K)
such that both f and F(f) satisfy (5.0.4). In practice one can ensure (5.0.5) is valid as
follows. Let
W ≤ SL32(Z)(5.0.6)
be group of order 8 generated by the three matrices that are ( 1−1 ) in the ith factor and
the identity in the other factors. Then by the explicit description of the action of the Weil
representation we see that (5.0.5) is implied by the following condition:
There is a place v of F such that f = fvf
v and sup(ρ(w)fv) ⊆ V
′(Fv) for all w ∈ W.
(5.0.7)
The main theorem of this paper is the following:
Theorem 5.3. For
(f1, f2) ∈ SBK(X(AF ), K)× S(V (AF ))
such that f1, F(f1) satisfy (5.0.4) and f2 satisfies (5.0.5), one has∑
ξ∈Y sm(F )
I(f1, f2)(ξ) =
∑
ξ∈Y sm(F )
I(F(f1), f2)(ξ) .
Here for ξ ∈ Y sm(F ),
I(f1, f2) (ξ) =
∫
N0(AF )\G(AF )
f1 (γ0g) ρ (g) f2(ξ) dg .(5.0.8)
We will prove the theorem in this section assuming the absolute convergence statement
given in Proposition 9.2 and Theorem 10.1. We will indicate precisely when they are in-
voked. After this section, the majority of the remainder of the paper is devoted to proving
Proposition 9.2.
One has ∫
G(F )\G(AF )
∑
γ∈X(F )
f1(γg)Θf2(g)dg
=
∑
γ∈X(F )/G(F )
∫
Gγ(F )\G(AF )
f1(γg)Θf2(g)dg
=
∑
γa
∫
Gγa (AF )\G(AF )
f1(γag)
∫
[Gγa ]
Θf2(g1g)dg1dg ,(5.0.9)
where the sum is over a set of representatives for X(F )/G(F ). By assumption (5.0.4) only
the contribution of γa = γ0 is nonzero. The stabilizer Gγ0 is N0 (see Lemma 2.3 and (1.0.4)).
Using part (2) in the definition of the Weil representation one has∫
[N0]
∑
ξ∈V (F )
ρ(ng)f2(ξ)dn =
∑
ξ∈Y sm(F )
ρ(g)f2(ξ) .
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Here we have used assumption (5.0.5). It is permissible to switch the sum and integral here
because f2 is Schwartz.
Thus ∫
Gγ0 (AF )\G(AF )
f1(γ0g)
∫
[Gγ0 ]
Θf2(g1g)dg1dg
=
∫
N0(AF )\G(AF )
f1(γ0g)
∫
[N0]
∑
ξ∈V (F )
ρ(ng)f2(ξ)dndg
=
∫
N0(AF )\G(AF )
f1(γ0g)
∑
ξ∈Y sm(F )
ρ(g)f2(ξ)dg
=
∑
ξ∈Y sm(F )
I(f1, f2)(ξ) .
These formal manipulations are justified by Proposition 9.2 and the Fubini-Tonelli Theorem.
We have shown that∫
G(F )\G(AF )
∑
γ∈X(F )
f1(γg)Θf2(g)dg =
∑
ξ∈Y sm(F )
I(f1, f2)(ξ) .
Since f1 and F(f1) satisfy (5.0.4) we deduce from Theorem 10.1 that they both satisfy
(5.0.3). Thus by Corollary 5.2 the integral here is∫
G(F )\G(AF )
∑
γ∈X(F )
F(f1)(γg)Θf2(g)dg .
Replacing f1 by F(f1) in the argument above we see that this is∑
ξ∈Y sm(F )
I(F(f1), f2)(ξ) .
Thus assuming the absolute convergence statement in Proposition 9.2 and Theorem 10.1 we
have proven Theorem 5.3. 
Corollary 5.4. Let h ∈ H(AF ). For
(f1, f2) ∈ SBK(X(AF ), K)× S(V (AF ))
such that f1, F(f1) satisfy (5.0.4) and f2 satisfies (5.0.5), one has∑
ξ∈Y sm(F )
I(f1, f2)(h
−1ξ) =
∑
ξ∈Y sm(F )
|λ(h)|
∑
3
i=1 di/2−2I(F(f1), f2)(λ(h)h
−1ξ) .
Proof. In view of Theorem 5.3 and Lemma 4.3 it suffices to check that if f1 and F(f1) satisfy
(5.0.4) then f˜1 and F(f˜1) satisfy (5.0.4), where
f˜1(g) := f1(γ0Λ(h)
−1γ−10 gΛ(h)) .
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(see (4.3.1) for the definition of Λ(h)). We recall from (4.3.7) that
|λ(h)|2F(f1)


1
λ(h)−1
λ(h)−1
λ(h)−1
1
1
 gΛ(h)
 = F(f˜1)(g) .
Since Λ(hv) normalizes G(Fv) for all v it follows that if f1 satisfies (5.0.4) then so does f˜1.
Since 1 λ(hv) λ(hv)
λ(hv)
1
1
 γ0 = γ0 ( λ(hv)I3 I3 ) , and ( λ(hv)I3 I3 )G(Fv)Λ(hv)−1 = G(Fv)
for all v, if F(f1) satisfies (5.0.4) then so does F(f˜1). 
6. The unramified calculation
For this section F is a local field of residual characteristic p with ring of integers O that
is unramified over Qp. We let ψ : F → C× be an unramified nontrivial character and we
assume that χQ is unramified. To ease notation let
K := Sp6(O) .
For c ∈ X∗(M/M
der) = Z let
1c := 1[P,P ](F )c(̟)K(6.0.1)
(see (2.3.4)).
The following is a consequence of the Iwasawa decomposition:
Lemma 6.1. The functions 1c, c ∈ Z, form a basis of C∞c (X(F )/K) as a C-vector space. 
In view of the injection (2.3.7) we have the following lemma:
Lemma 6.2. One has
1c(g) 6= 0
if and only if |g| = q−c. 
We recall that the basic function, by definition (4.1.1), is
b :=
∞∑
j,k=0
q2j1k+2j .
In this section we compute the function I(b,1V (O))(v) and then give bounds on it. Tech-
nically speaking the bounds should be proven first to ensure the absolute convergence of the
integrals with which we are working. However we feel that giving the formal computation
first and then proving absolute convergence makes the argument easier to follow.
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Let
Q(v) :=
3∑
i=1
Qi(vi) .(6.0.2)
We assume that ρ(k)1V (O) = 1V (O) for all k ∈ SL
3
2(O). If we begin with global objects this
will be true for the corresponding local objects at almost all places.
Proposition 6.3. Assume that v ∈ Y sm(F ). The integral I(b,1V (O))(v) is equal to
∞∑
j=0
∫
1O
(
Q(v)
̟4ja1a2a3
)
1V (O)
( v
̟2ja
)
χQ(̟
2ja)
3∏
i=1
(
|ai|
q2j
)1−di/2
d×a ,
where the integral is over the set of a ∈ (O ∩ F×)3 such that
max(|a−11 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|) ≤ 1 .
In particular I(b,1V (O)) is supported in V (O).
Proof. Let
T ≤ G(6.0.3)
be the maximal torus of diagonal matrices. We use the Iwasawa decomposition to write
dg =
dn0dndadk
δP∩G(a)
,
where dn0, dn, da and dk are Haar measures on N0(F ), {( 1 x1 ) : x ∈ F}, T (F ) and K,
respectively. We assume that K and its intersections with the other subgroups here have
measure 1. Then we obtain
I(b,1V (O)) (v)(6.0.4)
=
∫
N0(F )\G(F )
b (γ0g) ρ (g)1V (O)(v)dg
=
∫
b
(
γ0
(
( 1 t1 )
(
a−1
1
a1
)
, ( 1 t1 )
(
a−1
2
a2
)
, ( 1 t1 )
(
a−1
3
a3
)))
× ρ
((
( 1 t1 )
(
a−1
1
a1
)
, ( 1 t1 )
(
a−1
2
a2
)
, ( 1 t1 )
(
a−1
3
a3
)))
1V (O)(v)dt
3∏
i=1
|ai|
2d×ai ,
where the integral is over F × F×3. Now
ρ
((
( 1 t1 )
(
a−1
1
a1
)
, ( 1 t1 )
(
a−1
2
a2
)
, ( 1 t1 )
(
a−1
3
a3
)))
1V (O)(v)
= ψ(tQ(v))1V (O)(a
−1v)χQ(a)
3∏
i=1
|ai|
−di/2 .
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Thus (6.0.4) is equal to∫
b
(
γ0
(
( 1 t1 )
(
a−1
1
a1
)
, ( 1 t1 )
(
a−1
2
a2
)
, ( 1 t1 )
(
a−1
3
a3
)))
× ψ (tQ(v))1V (O)(a
−1v)χQ(a)dt
3∏
i=1
|ai|
2−di/2d×ai
=
∫ ∞∑
k,j=0
q2j1k+2j
(
γ0
(
( 1 t1 )
(
a−1
1
a1
)
, ( 1 t1 )
(
a−1
2
a2
)
, ( 1 t1 )
(
a−1
3
a3
)))
× ψ (tQ(v))1V (O)(a
−1v)χQ(a)dt
3∏
i=1
|ai|
2−di/2d×ai .
(6.0.5)
Recall that
γ0 = γ0,0,0 =

∗
1 1 1 0 0 0
0 0 0 −1 1 0
0 0 0 −1 0 1
 ,
hence
γ0
((
a−1
1
a1t
a1
)
,
(
a−1
2
a2t
a2
)
,
(
a−1
3
a3t
a3
))
=

∗
a−11 a
−1
2 a
−1
3 ta1 ta2 ta3
0 0 0 −a1 a2 0
0 0 0 −a1 0 a3
 .
Thus by Lemma 6.2 we have that (6.0.5) is equal to
∞∑
k=0
∞∑
j=0
q2j
∫
ψ (tQ(v))1V (O)(a
−1v)χQ(a)
3∏
i=1
|ai|
2−di/2d×adt ,(6.0.6)
where the integral is over a, t such that
q−k−2j = max(|ta1a2a3|, |a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|) .
Note that ∫
|t|≤q−k−2j |a1a2a3|−1
ψ (tQ(v)) dt = q−k−2j|a1a2a3|
−1
1O
(
Q(v)̟k+2j
a1a2a3
)
.
Using this fact we can simplify the t integral in (6.0.6) to see that
I(b,1V (O))(v) =
∞∑
k,j=0
q−k
∫
1O
(
Q(v)̟k+2j
a1a2a3
)
1V (O)(a
−1v)χQ(a)
3∏
i=1
|ai|
1−di/2d×a
−
∞∑
k,j=0
q−k−1
∫
1O
(
Q(v)̟k+2j+1
a1a2a3
)
1V (O)(a
−1v)χQ(a)
3∏
i=1
|ai|
1−di/2d×a ,
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where the first integral is over the set of a ∈ (F×)3 such that
q−k−2j ≥ max(|a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|) ,
and the second integral is over the set of a ∈ (F×)3 such that
q−k−2j−1 ≥ max(|a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|) .
If we then take a change of variables (a1, a2, a3) 7→ ̟
k+2j(a1, a2, a3) to the first integral
and (a1, a2, a3) 7→ ̟
k+2j+1(a1, a2, a3) in the second integral we obtain the expression in the
statement of the proposition. 
For the purpose of proving Proposition 9.2 we also require a bound on a related integral:
Lemma 6.4. Assume that v ∈ V ′(F ). One has∫
N0(F )\G(F )
|b (γ0g) ρ (g)1V (O)(v)|dg
≤

∏3
i=1(ord(vi) + 1)
3|vi|
1−di/2
1V (O)(v) if no vi = 0 ,∏3
i=2(ord(vi) + 1)
4|vi|
2−di/2−d1/2
1V (O)(v) if v1 = 0 .
Here in the lemma ord(vi) is the minimum of the v-adic valuations of the entries of vi.
Proof. Arguing as in the proof of Proposition 6.3 we see that∫
N0(F )\G(F )
|b (γ0g) ρ (g)1V (O)(v)|dg =
∞∑
k=0
∞∑
j=0
q2j
∫
1V (O)(a
−1v)
3∏
i=1
|ai|
2−di/2d×adt ,(6.0.7)
where the integral is over a, t such that
q−k−2j = max(|ta1a2a3|, |a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|) .
Note that ∫
|t|≤q−k−2j |a1a2a3|−1
dt = q−k−2j|a1a2a3|
−1 .
Using this fact we can simplify the t integral in (6.0.7) to see that it is bounded by
∞∑
k=0
∞∑
j=0
q−k
∫
1V (O)(a
−1v)
3∏
i=1
|ai|
1−di/2d×a ,
where the integral is over a ∈ (F×)3 such that
q−k−2j ≥ max(|a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|) .
We take a change of variables (a1, a2, a3) 7→ ̟
k+2j(a1, a2, a3) to see that this is equal to
∞∑
k=0
∞∑
j=0
q−k
∫
1V (O)((̟
k+2ja)−1v)
3∏
i=1
(
|ai|
qk+2j
)1−di/2
d×a ,(6.0.8)
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where the integral is over the ai such that 1 ≥ max(|a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|).
If all of the vi are nonzero then we note that (6.0.8) is bounded by the analogous quantity
where we take the integral to be over all a ∈ O3, and it is easy to obtain the bound claimed
in the lemma from this expression.
Now assume v1 = 0 (so v2 6= 0 6= v3). In this case (6.0.8) is bounded by
∞∑
k=0
∞∑
j=0
q−k
∫
O3
1O
(
a2a3
a1
)
1V2(O)×V3(O)
(
̟−k−2j
(
v2
a2
,
v3
a3
)) 3∏
i=1
(
|ai|
qk+2j
)1−di/2
d×a
≤
∞∑
k=0
∞∑
j=0
q−k
∫
O2
1V2(O)×V3(O)
(
̟−k−2j
(
v2
a2
,
v3
a3
)) 3∏
i=2
(ord(ai) + 1)
(
|ai|
qk+2j
)2−di/2−d1/2
d×a .
It is easy to obtain the lemma from this bound. 
7. Bounds on integrals in the non-Archimedean case
In this section F is a characteristic zero non-Archimedean local field and K = Sp6(O).
Fix
(f1, f2) ∈ SBK(X(F ), K)× S(V (F )) .
We bound the integrals attached to these functions that appeared in the proof of Theorem
5.3. These bounds will be used to deduce the absolute convergence statement of Proposition
9.2 below. All implicit constants in this section are allowed to depend on f1 and f2.
Proposition 7.1. For v ∈ V ′(F ) one has∫
N0(F )\G(F )
|f1(γ0g)ρ(g)f2(v)|dg≪

∏3
i=1 |vi|
−1−di/2 if all vi 6= 0 ,
|v2|
−d2/2−d1/2|v3|
−d3/2−d1/2 if v1 = 0 .
As a function of v this integral has support in the intersection of a compact subset of V (F )
with V ′(F ). Thus I(f1, f2)(v) admits the same bound and has support in a compact subset
of V (F ).
Proof. We decompose the Haar measure dg as in the proof of Proposition 6.3. Arguing as in
that proposition we see that the integral in current proposition is equal to∫
(F×)3×F×K
∣∣∣f1 (γ0 (( 1 t1 )( a−11 a1 ) , ( 1 t1 )( a−12 a2 ) , ( 1 t1 )( a−13 a3 )) k)∣∣∣(7.0.1)
× |ρ(k)f2(a
−1v)|
(
3∏
i=1
|ai|
2−di/2
)
d×adtdk .
Now ∣∣∣γ0 (( 1 t1 )( a−11 a1 ) , ( 1 t1 )( a−12 a2 ) , ( 1 t1 )( a−13 a3 )) k∣∣∣
= max(|ta1a2a3|, |a1|, |a2|, |a3|, |a
−1
1 a2a3|, |a
−1
2 a1a3|, |a
−1
3 a1a2|)
=: m(t, a) .
(7.0.2)
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By Lemma 4.1 this quantity is bounded for a, t in the support of the integrand in (7.0.1),
and f1 itself satisfies the bound
|f1(g)| ≪ |g|
−2 .(7.0.3)
For a ∈ F 3 let |a| := maxi |ai|. Let
f˜2(v) :=
∫
K
|ρ(k)f2(v)|dk .(7.0.4)
Assume for the moment that no vi is zero. For some c ∈ R>0 (7.0.1) is bounded by a
constant times ∫
|a|≤c
∫
|t|≤ c
|a1a2a3|
m(t, a)−2f˜2(a
−1v)
(
3∏
i=1
|ai|
2−di/2
)
dtd×a .(7.0.5)
For |a| ≤ c one has
m(t, a) ≥ |a1| ≥ c
−2|a1a2a3| .(7.0.6)
Thus (7.0.5) is bounded by
c4
∫
|a|≤c
∫
|t|≤ c
|a1a2a3|
f˜2(a
−1v)
(
3∏
i=1
|ai|
−di/2
)
dtd×a
≪c
∫
|a|≤c
f˜2(a
−1v)
(
3∏
i=1
|ai|
−1−di/2
)
d×a .
Since f2 is a Schwartz function (in the usual sense) this has compact support as a function
of v ∈ V (F ). Moreover, it is bounded by a constant times
∏3
i=1 |vi|
−1−di/2.
Now assume that v1 = 0, which implies both v2 and v3 are nonzero. In this case rather
than using the bound (7.0.5) we use the stronger bound∫
|a|≤c
|a2a3|≤c|a1|
∫
|t|≤ c
|a1a2a3|
m(t, a)−2f˜2(a
−1v)
(
3∏
i=1
|ai|
2−di/2
)
dtd×a .(7.0.7)
This bound is still valid when none of the vi are zero, but we did not require it in that case.
We have
m(t, a) ≥ |a1| ,
so (7.0.7) is bounded by∫
|a|≤c
|a2a3|≤c|a1|
∫
|t|≤ c
|a1a2a3|
|a1|
−d1/2f˜2(a
−1v)
(
3∏
i=2
|ai|
2−di/2
)
dtd×a
≪
∫
|a|≤c
|a2a3|≤c|a1|
|a1|
−1−d1/2f˜2(a
−1v)
(
3∏
i=2
|ai|
1−di/2
)
d×a
≪
∫
|a2|,|a3|≤c
f˜2(0, a
−1
2 v2, a
−1
3 v3)
(
3∏
i=2
|ai|
−di/2−d1/2
)
d×a .
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Note that the product is now over 2 ≤ i ≤ 3 instead of 1 ≤ i ≤ 3. It is clear that this integral
is supported in a compact subset of V2(F ) × V3(F ) and that it is bounded by a constant
times |v2|
−d2/2−d1/2|v3|
−d3/2−d1/2. 
8. Bounds on integrals in the Archimedean case
In this section F is an Archimedean local field and K ≤ Sp6(F ) is a maximal compact
subgroup. We estimate the local integrals defined in §4.2. The bounds obtained in this
section will be used to prove Proposition 9.2, the absolute convergence statement used in
the proof of Theorem 5.3. As usual, the bound in the Archimedean case is slightly harder
to prove than in the non-Archimedean case, but the basic outline of the proof is the same.
We fix
(f1, f2) ∈ SBK(X(F ), K)× S(V (F )) .
All implicit constants are allowed to depend on f1, f2.
The following lemma will often be used below:
Lemma 8.1. Let A,B ∈ R>0, C ∈ R≥0 and let x ∈ F×. If A > B and A 6= B + C one has∫
F×
max(|a−1x|, 1)−A|a|−Bmax(|a|, 1)−Cd×a≪A,B,C max(|x|, 1)
−min(A,B+C)min(|x|, 1)−B .
Proof. We break the integral up into two ranges corresponding to |a| ≤ 1 and |a| > 1. If
|x| < 1 then in the first range the integral is∫
0<|x|<|a|≤1
|a|−Bd×a+
∫
|a|≤|x|
|a|A−B|x|−Ad×a≪A,B |x|
−B .(8.0.1)
If |x| ≥ 1 then in the first range the integral is∫
|a|≤1
|a|A−B|x|−Ad×a≪A,B |x|
−A .
Now consider the second range, in which |a| > 1. If |x| ≤ 1 then this integral is∫
|a|>1
|a|−B−Cd×a≪B,C 1 .
If |x| > 1 then this integral is∫
|a|>1
max(|a−1x|, 1)−A|a|−B−Cd×a =
∫
|x|<|a|
|a|−B−Cd×a +
∫
1<|a|≤|x|
|a|A−B−C|x|−Ad×a
≪A,B,C |x|
−B−C + |x|−A + |x|−B−C .

Proposition 8.2. For any N1, N2, N3 ∈ Z≥0 one has∫
N0(F )\G(F )
|f1(γ0g)ρ(g)f2(v)|dg ≪N1,N2,N3
3∏
i=1
max(|vi|, 1)
−Ni min(|vi|, 1)
−1−di/2 ,
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for v ∈ V ′(F ) with no vi = 0. Thus I(f1, f2)(v) admits the same bound.
Proof. Let f˜2(v) :=
∫
K
|ρ(k)f2(v)|dk as before. It is a continuous, rapidly decreasing function
of v. Let N ∈ Z≥0. Using Lemma 4.1 and arguing as in the proof of Proposition 7.1 we see
that the integral in the current proposition is bounded by a constant depending on N times∫
(F×)3×F
min(m(t, a), 1)−2max(m(t, a), 1)−N f˜2(a
−1v)
(
3∏
i=1
|ai|
2−di/2
)
dtd×a ,
with m(t, a) defined as in (7.0.2). For any N1, N2, N3 ∈ Z≥0 this is bounded by a constant
depending on N1, N2, N3 times∫
(F×)3×F
min(m(t, a), 1)−2max(m(t, a), 1)−Ndt
3∏
i=1
max(|a−1i vi|, 1)
−Ni|ai|
2−di/2d×a .(8.0.2)
For a ∈ F 3 let |a| := maxi |ai|. We separate the integral over (F
×)3 × F in (8.0.2) into
two ranges ∫
max(|a|,|ta1a2a3|)<1
+
∫
max(|a|,|ta1a2a3|)≥1
.(8.0.3)
We will bound the integral in each of these ranges separately. All the implicit constants from
this point on are allowed to depend on N,N1, N2, N3. We will always assume in the proof
that Ni > di/2 + 1 because this will be necessary in our applications of Lemma 8.1 below.
This is harmless because making the Ni larger will only strengthen the bound asserted by
the proposition.
In the first range in (8.0.3) we have
m(t, a) ≥ |a1a2a3|(8.0.4)
as in (7.0.6). Thus we see that this contribution is bounded by a constant times∫
|a|≤1
∫
|t|≤ 1
|a1a2a3|
|a1a2a3|
−2
3∏
i=1
max(|a−1i vi|, 1)
−Ni|ai|
2−di/2dtd×a .(8.0.5)
This in turn is bounded by a constant times∫
|a|≤1
3∏
i=1
max(|a−1i vi|, 1)
−Ni|ai|
−1−di/2d×a .(8.0.6)
For each factor we apply Lemma 8.1 with A = Ni, B = 1 + di/2 and C > Ni − 1− di/2 to
see that this is
O
(
3∏
i=1
max(|vi|, 1)
−Ni min(|vi|, 1)
−1−di/2
)
.(8.0.7)
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In second range in (8.0.3) we have m(t, a) ≥ 1. Note that for n ∈ Z>0 and a1, . . . , an ∈ R≥1
one has that
max
1≤i≤n
(ai) ≥
(
n∏
i=1
ai
)1/n
.(8.0.8)
Thus
m(t, a) ≥ (max(|ta1a2a3|, 1)max(|a1|, 1)max(|a2|, 1)max(|a3|, 1))
1/4 .(8.0.9)
Thus the contribution of the second range is bounded by a constant depending on N times∫
(F×)3×F
max(|ta1a2a3|, 1)
−N/4dt
3∏
i=1
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/4|ai|
2−di/2d×a
≪N
∫
(F×)3
3∏
i=1
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/4|ai|
1−di/2d×a .
For N large enough this is bounded by a constant times∫
(F×)3
3∏
i=1
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/4|ai|
−1−di/2d×a .
Choosing N > 4max1≤i≤3(Ni − di/2 − 1) and applying Lemma 8.1 on the ith factor with
A = Ni, B = di/2 + 1 and C = N/4 we arrive at a bound of
ON1,N2,N3
(
3∏
i=1
max(|vi|, 1)
−Ni min(|vi|, 1)
−1−di/2
)
,
which is the same as (8.0.7). 
We also require the analogous bound when some vi is zero.
Proposition 8.3. For any N2, N3 ∈ Z≥0 one has∫
N0(F )\G(F )
|f1(γ0g)ρ(g)f2(v)|dg ≪N2,N3
3∏
i=2
max(|vi|, 1)
−Ni min(|vi|, 1)
−d1/2−di/2 ,(8.0.10)
for v ∈ V ′(F ) with v1 = 0 Thus I(f1, f2)(v) admits the same bound.
Proof. Arguing as in the proof of Proposition 8.2 we see that for any N,N2, N3 ∈ Z≥0 this
is bounded by a constant depending on N,N2, N3 times
∫
(F×)3×F
min(m(t, a), 1)−2max(m(t, a), 1)−Ndt|a1|
2−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni|ai|
2−di/2d×a
(8.0.11)
with m(t, a) defined as in (7.0.2). We begin by dividing the integral into ranges as follows:∫
max(|a|,|a−1
1
a2a3|,|ta1a2a3|)<1
+
∫
max(|a|,|a−1
1
a2a3|,|ta1a2a3|)≥1
.(8.0.12)
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To ease notation, all constants in this proof are allowed to depend on N,N2, N3 and the di.
We will also assume that Ni > di/2+d1/2 in order to justify our applications of Lemma 8.1.
This is harmless for our purposes.
Consider the first range in (8.0.12). We havem(t, a) ≥ |a1|, so this contribution is bounded
by ∫
(F×)3×F
max(|a|,|a−1
1
a2a3|,|ta1a2a3|)<1
dt|a1|
−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni|ai|
2−di/2d×a
≪
∫
(F×)3
max(|a|,|a−1
1
a2a3|)≤1
|a1|
−1−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni|ai|
1−di/2d×a
≪
∫
(F×)2
max(|a2|,|a3|)<1
3∏
i=2
max(|a−1i vi|, 1)
−Ni|ai|
−di/2−d1/2d×ai .
Here we have trivially estimated the integrals over t and a1. For any N > 0 this is bounded
by ∫
(F×)2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N |ai|
−di/2−d1/2d×ai .(8.0.13)
Choosing N > max2≤i≤3(Ni − di/2 − d1/2) and applying Lemma 8.1 on the ith factor with
A = Ni, B = di/2 + d1/2 and C = N we see that this integral is
ON2,N3
(
3∏
i=2
max(|vi|, 1)
−Ni min(|vi|, 1)
−di/2−d1/2
)
.(8.0.14)
In the second range in (8.0.12) we have m(t, a) ≥ 1. Using (8.0.8) we deduce that
m(t, a) ≥
(
max(|ta1a2a3|, 1)max(|a
−1
1 a2a3|, 1)max(|a1|, 1)max(|a2|, 1)max(|a3|, 1)
)1/5
,
and hence the contribution of the second range to (8.0.11) is bounded by∫
(F×)3×F
(
max(|ta1a2a3|, 1)max(|a
−1
1 a2a3|, 1)max(|a1|, 1)
)−N/5
dt
× |a1|
2−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
2−di/2d×a
≪
∫
(F×)3
(
max(|a−11 a2a3|, 1)max(|a1|, 1)
)−N/5
|a1|
1−d1/2
×
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
1−di/2d×a .
The contribution of |a1| ≥ 1 is bounded by a constant depending on N times∫
(F×)2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5+1|ai|
−di/2d×ai .(8.0.15)
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Choosing N > 5max2≤i≤3(Ni − di/2)+5 and applying Lemma 8.1 on the ith factor with
A = Ni, B = di/2 and C = N/5−1 we see that this integral is
O
(
3∏
i=2
max(|vi|, 1)
−Ni min(|vi|, 1)
−di/2
)
.(8.0.16)
Since we have dealt with the contribution of |a1| ≥ 1, we are left with bounding∫
(F×)3
|a1|<1
max(|a−11 a2a3|, 1)
−N/5|a1|
1−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
1−di/2d×a .
We break this two ranges, namely |a2a3| < |a1| < 1 and |a1| ≤ min(1, |a2a3|). The first range
is bounded by∫
(F×)3
|a2a3|<|a1|<1
|a1|
−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
1−di/2d×a
≪
∫
(F×)2
(1 + |a2a3|
−d1/2)
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
1−di/2d×a .
This is dominated by (8.0.13) (with N replaced by N/5) and hence bounded by (8.0.14) for
N large enough. Assuming without loss that N/5 + 1− d1/2 > 0 the second range is∫
(F×)3
|a1|≤min(1,|a2a3|)
|a2a3|
−N/5|a1|
N/5+1−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
1−di/2d×a
≪
∫
(F×)2
|a2a3|
−N/5min(1, |a2a3|)
N/5+1−d1/2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
1−di/2d×a
≤
∫
(F×)2
3∏
i=2
max(|a−1i vi|, 1)
−Ni max(|ai|, 1)
−N/5|ai|
2−di/2−d1/2d×a .
This is dominated by (8.0.13) (with N replaced by N/5) and hence bounded by (8.0.14) for
N large enough. 
9. Absolute convergence
In this section we prove the absolute convergence statement that makes the proof of the
summation formula in §5 rigorous. We begin with the following lemma:
Lemma 9.1. For x ∈ F n∞ and v|∞ let |x|v := max{|xi|v : 1 ≤ i ≤ n}. Let A > 0, N > 0,
β ∈ O ∩ F× be given. If α ∈ β−1On − 0 then∏
v|∞
(
max(|α|v, 1)
−N−Amin(|α|v, 1)
−A
)
≪A,β
∏
v|∞
max(|α|v, 1)
−N .
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Proof. One has∏
v|∞
(
max(|α|v, 1)
−N−Amin(|α|v, 1)
−A
)
=
∏
v|∞
(
max(|α|v, 1)
−N |α|−Av
)
= |α|−A∞
∏
v|∞
(
max(|α|v, 1)
−N
)
.

For the remainder of the section we fix
(f1, f2) ∈ SBK(X(AF ), K)× S(V (AF )) ,(9.0.1)
where K∞ is an Sp6(A
∞
F )-conjugate of Sp6(Ô). All implicit constants are allowed to depend
on f1, f2.
Proposition 9.2. The sum∑
ξ∈V sm(F )
∫
N0(AF )\G(AF )
|f1(γ0g)ρ(g)f2(ξ)|dg(9.0.2)
converges.
Proof. Let S be a finite set of places of F including the infinite places such that ψ is un-
ramified outside of S, ρ(k)1V (ÔS) = 1V (ÔS) for k ∈ SL2(Ô
S), fS1 = b
S and fS2 = 1V (ÔS). Let
V ′′ ⊂ V be the open subscheme of points (ξ1, ξ2, ξ3) such that no ξi = 0. Let ε > 0. Using
Lemma 6.4 and Propositions 7.1 and 8.2 we have a bound on the sum over ξ ∈ V ′′(F ) of a
constant depending on ε times
∑
ξ∈β−1V (O)∩V ′′(F )
3∏
i=1
∏
v|∞
max(|ξi|v, 1)
−Ni min(|ξi|v, 1)
−1−di/2
∏
v∈S−∞
|ξi|
−1−di/2
v
∏
v 6∈S
(|ξi|
1−di/2+ε
v )
 ,
for some β ∈ F× ∩ O divisible only by places in S. Using Lemma 9.1 we see that this sum
is dominated by a constant depending on N ≥ 0 times
∑
ξ∈β−1V (O)∩V ′′(F )
3∏
i=1
∏
v|∞
max(|ξi|v, 1)
−N
∏
v∈S−∞
|ξi|
−1−di/2
v
∏
v 6∈S
(|ξi|
1−di/2+ε
v )
 .
This is finite for N large enough.
We still must bound the contribution of ξ ∈ V sm(F ) − V ′′(F ). By symmetry, it suffices
to consider the contribution of ξ ∈ V (F ) such that ξ1 = 0 and ξ2 and ξ3 are nonzero. This
contribution can be bounded using Lemma 6.4, Propositions 7.1 and 8.3 and the argument
above. 
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10. A vanishing statement
As a public service we state and prove the following theorem in greater generality than
we need for the current paper. Let v0 be a place of F . Let
(10.0.1) Xn := [Pn, Pn]\Sp2n ,
where Pn ≤ Sp2n is the Siegel parabolic of [GL17], and let
SBK(Xn(Fv0), Knv0)
be the Schwartz space of [GL17], where Knv0 ≤ Sp2n(Fv0) is a maximal compact subgroup
that is conjugate to Sp2n(Ov0) in the non-Archimedean case. In loc. cit. global analogues
SBK(Xn(AF ), Kn)
were also defined. We again have a Fourier transform
F : SBK(Xn(Fv0), Knv0) −→ SBK(Xn(Fv0), Knv0)
and a global analogue. When n = 3 all of these reduce to the setting of the current paper.
Let C∞c (Xn(Fv0), Knv0) be the space of compactly supported smooth Knv0-finite functions
on Xn(Fv0). It is equal to C
∞
c (Xn(Fv0)) if v0 is non-Archimedean. By [GL17, Proposition
4.7] one has
C∞c (Xn(Fv0), Knv0) < SBK(Xn(Fv0), Knv0) .(10.0.2)
Let Mn ≤ Pn be the Levi subgroup of block diagonal matrices and let
ω :Mn(R) −→ R
×(
A
tA−1
)
7−→ detA .
For f ∈ SBK(Xn(AF ), Kn), characters χ : F×\A
×
F → C
× and s ∈ C set
fχs(x) :=
∫
Mabn (AF )
δP (m)
1/2χs(ω(m))f(m
−1x)dm .(10.0.3)
This is a section of the induced representation I(χs) in the notation of [GL17]. We will also
use the obvious local analogue of this notation. In the proofs in the rest of this section we
will require the usual intertwining operator
Mw0 : I(χs) −→ I(χ−s)
and the normalized version M∗w0 that appears in the work of Piatetski-Shapiro and Rallis
and Ikeda. We will use this in both local and global contexts. We refer to [GL17, §3] for
notation. We let E(g, fχs) be the usual degenerate Siegel Eisenstein series [GL17, (1.3.1)]
on Sp2n(AF ).
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Theorem 10.1 (Kudla-Rallis). If fv0 ∈ C
∞
c (Xn(Fv0), Knv0) < S(Xn(Fv0), Knv0) for some
non-Archimedean place v0 of F , then for any f
v0 ∈ SBK(Xn(A
v0
F ), K
v0
n )
Ress=n+1
2
−mE(g,F(f
v0fv0)1s) = 0
for integers 0 ≤ m < n+1
2
, and
Ress=n−1
2
−mE(g,F(f
v0fv0)χs) = 0
for quadratic characters χ and integers 0 ≤ m < n−1
2
. In particular, when n = 3 the function
F(f v0fv0) satisfies assumption (5.0.3).
Proof. This is a refinement of [KR94, Theorem 4.12]. Unfortunately Kudla and Rallis have
different assumptions regarding sections, so we explain how to deduce the theorem using the
argument of loc. cit. We also warn the reader that in [KR94] the Kudla and Rallis assume
that the number field in question is totally real. However this is not used in the results we
will quote below.
Let s0 ∈
{
n+1
2
−m : m ∈ Z, 0 ≤ m < n+1
2
}
. Then one has a Sp2n(AF )-intertwining map
A−1 : I(χs) −→ A(Sp2n)
Φ(s) 7−→ Ress=s0E(g,Φ(s)) ,
where A(Sp2n) is the space of automorphic forms on Sp2n(AF ). If Φ(s) = Φv0(s)Φ
v0(s) is a
standard section such that Φv0(s) is in the space denoted by
Rn(V1) ∩Rn(V2) ≤ I(χv0s)
in [KR94, Proposition 4.2] then A−1(Φ(s)) = 0 by loc. cit. Here a standard section is a
section whose restriction to a given maximal compact subgroup of Sp2n(AF ) is independent
of s.
For f ∈ SBK(X(AF ), K) the section F(f)χs is not standard, but since d(s, χ) :=
∏
v d(s, χv)
is absolutely convergent for Re(s) > 0 the section F(f)χs is holomorphic at s0 (see [GL17,
§3]). Since the values of standard sections at s0 span the space of K-finite vectors in I(χs0)
as a vector space we deduce that
Ress=s0E(g,F(f)χs) = 0
if F(f)χv0s0 ∈ Rn(V1) ∩ R(V2).
We claim that F(f)v0χs ∈ Rn(V1) ∩ R(V2) whenever f ∈ C
∞
c (X(Fv0)). Proving the claim
will complete the proof of the theorem. Now
F(f)χv0s = M
∗
w0fχv0−s
by [GL17, Theorem 4.4]. In the notation of [KR92, Proposition 6.5] one has
M∗n(s) =
1
L(s− n−1
2
, χv0)
∏⌊n/2⌋
r=1 L(2s− n+2r, χ
2
v0)
Mw0 .
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In particular M∗w0 (acting on sections in I(χv0−s)) is a nonvanishing entire function times
L(1 + s + n−1
2
, χv0)
∏⌊n/2⌋
i=1 L(1 + 2s + n − 2r, χ
2
v0
)M∗n(−s), and thus M
∗
w0
fχv0−s is equal to
M∗nfχv0−s up to a function that is holomorphic in Re(s) > 0. Thus we can deduce our claim
from [KR92, §6] as in the proof of [KR94, Theorem 4.12]. 
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List of symbols
b basic function (4.1.1)
c(x) cocharacter of M (2.3.4)
χQ quadratic character (3.1.2)
E(g; fχs) Eisenstein series (5.0.2)
F = FBK,ψ Fourier transform on a BK space (4.1.2)
fχs local (global) Mellin transform (4.3.3) ((5.0.1))
G SL32 (2.1.2)
γi representatives for X(F )/G(F ) (2.2.4)
Gγi stabilizer of γi (2.2.5)
|g| norm of Plu¨cker embedding (2.3.3)
H similitude group (1.0.2)
I(f1, f2) integral (5.0.8)
Ji matrix corresponding to Qi (2.0.2)
L(h) left translation action (3.1.3)
Λ(h) element of H(F ) (4.3.1)
M Levi subgroup of P §2.1
Mab = [M,M ]\M abelianization of M §2.2
N unipotent radical of P §2.1
N0 stabilizer of γ0 (2.2.3)
1c characteristic function of 1[P,P ](F )c(̟)Sp6(O) (6.0.1)
ω character of M (4.3.2)
P Siegel parabolic (2.1.3)
Pl(g) Plu¨cker embedding (2.3.2)
Q quadratic form on V (6.0.2)
Qi quadratic form on Vi (2.0.1)
ρ = ρψ local (global) Weil representation (3.1.1) ((3.2.1))
SBK(X(AF ), K) BK Schwartz space X(AF ) §4
S(V (Fv)), S(V (AF )), usual Schwartz spaces §1
T maximal torus of G (6.0.3)
T0 subtorus of T (2.2.3)
Θf Theta function (3.2.2)
Vi quadratic space of even dimension §1
V
∏3
i=1 Vi (2.0.3)
V ′ open subscheme of V (2.0.5)
X Braverman-Kazhdan space (2.2.1)
Y {v ∈ V (R) : Q1(v1) = Q2(v2) = Q3(v3) = 0} (2.0.4)
Y sm smooth locus in Y (2.0.6)
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