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ABSTRACT 
Time-resolved Cryo-EM Studies on Translation and 




Single-particle reconstruction technique is one of the major approaches to studying ribosome 
structure and membrane proteins. In this thesis, I report the use of time-resolved cryo-EM 
technique to study the structure of short-lived ribosome complexes and conventional cryo-EM 
technique to study the structure of ribosome complexes and membrane proteins. The thesis 
consists three parts.  
 
The first part is the development of time-resolved cryo-EM technique. I document the protocol 
for how to capture short-lived states of the molecules with time-resolved cryo-EM technique 
using microfluidic chip. Working closely with Dr. Lin’s lab at Columbia University Engineering 
Department, I designed and tested a well-controlled and effective microspraying-plunging 
method to prepare cryo-grids. I demonstrated the performance of this device by a 3-Å 
reconstruction from about 4000 particles collected on grids sprayed with apoferritin suspension.  
 
The second part is the application of time-resolved cryo-EM technique for studying short-lived 
ribosome complexes in bacteria translation processes on the time-scale of 10-1000 ms. I 
document three applications on bacterial translation processes.  The initiation project is 
collaborated with Dr. Gonzalez’s lab at Chemistry Department, Columbia University. The 
termination and recycling projects are collaborated with Dr. Ehrenberg’s lab at Department of 
Cell and Molecular Biology, Uppsala University. I captured and solved short-lived ribosome 
intermediates complexes in these processes. The results demonstrate the power of time-resolved 
cryo-EM to determine how a time-ordered series of conformational changes contribute to the 
mechanism and regulation of one of the most fundamental processes in biology.  
 
The last part is the application of conventional cryo-EM technique to study ribosome complexes 
and membrane proteins. This part includes five collaboration projects.  
Human GABA(B) receptor project is the collaboration with Dr. Fan at Department of 
Pharmacology, Columbia University. Cyclic nucleotide-gated (CNG) channels project is the 
collaboration with Dr. Yang at Department of Biological Sciences, Columbia University.  
The cryo-EM study of Ybit-70S ribosome complex and Cystic fibrosis transmembrane 
conductance regulator (CFTR) project are the collaboration with Dr. Hunt at Department of 
Biological Sciences, Columbia University. The cryo-EM study of native lipid bilayer in 
membrane protein transporter is the collaboration with Dr. Hendrickson at Department of 
Biochemistry and Molecular Biophysics, Columbia University and Dr. Guo at Department of 
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List of abbreviations and acronyms 
 
°    Degree 
1D   one-dimensional 
2D   two-dimensional 
3D   three-dimensional    
Å    Angstrom, 1 A = 10-10 m  
A Site    Aminoacyl-tRNA Binding Site  
aa    Amino Acid  
aa-tRNA   Aminoacyl-tRNA  
ASL    Anticodon Stem-Loop of tRNA  
B (in B2a etc.)  Ribosomal Intersubunit Bridge 
CC    Cross-Correlation  
CCD    Charge-Coupled Device  
CMOS   Complementary Metal-Oxide Semiconductor  
Cryo-EM   Cryogenic Electron Microscopy  
CTF    Contrast Transfer Function  
Da    Dalton  
DDD    Direct Detector Device  
DP   Diffraction Pattern 
DQE   Detective Quantum Efficiency 
EF    Elongation Factor 
EF-G   Elongation Factor G 
EM   Electron Microscopy 
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EMDB   Electron Microscopy Data Bank 
E Site    tRNA Exit Site  
FEG    Field Emission Gun  
fMet-tRNAfMet  N-formylmethionyl Initiator tRNAfMet  
FRET    Fluorescence Resonance Energy Transfer  
FSC    Fourier Shell Correlation  
FT   Fourier transform 
KDa   Kilodalton 
GAC    GTPase-Associated Center  
GDP    Guanosine Diphosphate   
GTP    Guanosine Triphosphate 
h (in h14 etc.)   Small Ribosomal Subunit rRNA  
Helix H (In H69 etc.)  Large Ribosomal Subunit Ribosomal RNA Helix  
HEPES   4-(2-Hydroxyethyl)-1-Piperazineethanesulfonic Acid 
IC    Initiation Complex  
IF    Initiation Factor  
MDa   Megadalton 
ML    Maximum-Likelihood  
ml   milliliter      
mRNA   Messenger RNA  
ms    Millisecond  
nM   Nanomolar 
NMR    Nuclear Magnetic Resonance  
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NR   Nonrotated 
OD    Optical Density  
Pi    inorganic phosphate 
pM   picomolar 
pl   picoliter 
P Site    Peptidyl- tRNA Binding Site  
PDB    Protein Data Bank  
POST-state   Post translocational state  
PRE-state   Pre translocational state  
PSF   Point Spread Function  
Psi    Pounds Per Square Inch, 1 Psi = 6,895 Pascal  
PTC    Peptidyl-Transferase Center  
RCT    random conical tilt 
RELION   REgularized LikeLihood OptimizatioN  
RF    Release Factor  
RH    Relative Humidity 
RNA    Ribonucleic Acid  
r-Protein   Ribosomal Protein  
rRNA   Ribosomal RNA  
RT   Rotated 
S (in 70S etc.)  Svedberg unit 
smFRET   Single-Molecule Fluorescence Resonance Energy Transfer  
SNR    Signal-To-Noise Ratio 
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SPR   single-particle reconstruction 
SRL    sarcin-ricin loop 
TEM   transmission electron microscope 
Tris    2-Amino-2-Hydroxymethyl-Propane-1,3-Diol  
tRNA    Transfer RNA 
α   alpha 
β   beta 
μl   microliter 
μm   micron or micrometer 
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Since joining the Frank lab in 2014, I have had the opportunity to transition from a curious 
student to a capable scientific investigator. The last five years have taught me how to examine 
research questions and discover the answers on my own. The scientific process, originally 
appearing as a course of repetitive trial and error, soon revealed itself to be an elegant series of 
logical inferences and conclusions. My work revolved around single-particle cryo-electron 
microscopy—a technique whereby proteins from a homogenous sample frozen in vitrified ice are 
imaged presenting views of multiple orientations, allowing reconstruction of a three-dimensional 
composite structure. I saw the field rapidly advance and explode in popularity, but I was 
fortunate enough to be among those contributing to its progress. These formative years at 
Columbia have reshaped the way I interact with challenges and brought my innate talent and 
work ethic to the fore, allowing me the chance to develop into an independent scientist.    
Summary of my contributions to different projects in the last five years: 
1. Recycling Project 
The unique and burgeoning technique of time-resolved cryo-electron microscopy (cryo-
EM) was my initial focus upon joining the Frank lab. My first project in Dr. Frank’s lab was to 
use time-resolved cryo-EM to study the process of the bacterial translation recycling process. In 
collaboration with Dr. Ehrenberg’s group, we sought to capture a short-lived state in the 
recycling reaction catalyzed by successive binding with ribosome recycling factor RRF and EF-
G•GTP and causes the post-termination ribosome to split into its subunits. Dr. Ehrenberg’s 
laboratory provided samples for kinetics studies and made predictions the lifetime of this state is 
only for approximately 200 ms. Based on these data, we discussed and designed relevant time-
resolved cryo-EM experiments. After many attempts, we succeeded in capturing the transient 
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ribosome intermediate structure. More than just the means to a protein structure, this experiment 
was a novel feat in its own right. It was the first instance where time-resolved cryo-EM was used 
to study a reaction with biological significance. During the process of obtaining our structure, I 
not only expanded my knowledge of the time-resolved cryo-EM, but also accumulated 
experience that would prove invaluable in future research projects. 
2. Termination project 
After a pleasant and fruitful collaboration in the recycling project, I had a good 
understanding of Dr. Ehrenberg’s approaches, so we began another collaboration: the 
termination project. The inspiration for this experiment stems from the knowledge that the 
termination of translation in bacteria requires the participation of a class I release factor. 
Previous crystallography studies revealed the release factor forms a seemingly closed structure, 
with two important parts in close proximity; one for identifying stop codons and one for 
hydrolyzing protein. However, on the ribosome, the positions where each of them acts are very 
far. This crystal structure appears to be meaningless on the ribosome, raising our doubts and 
attention. We are intrigued this closed structure has any biological relevance. Using time-
resolved cryo-EM, we observed changes in the structure of this termination factor at different 
time points. The results showed that at 20 ms, the termination factor bound to the ribosome in a 
closed form, and later converted to an open structure at 60 ms. This demonstrates that the closed 
form is physiologically relevant because the release factor takes time to recognize the stop codon 
before retransforming into an open conformation. The open form triggers the release of newly 
synthesized protein, thereby completing the process of protein translation. The completion of this 
termination process within the specific time frame is important for proper protein folding and 
functioning in the cell. Our discovery has important implications understanding the bacteria 
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translation termination process and may assist the design of a new generation of antibiotics. 
Importantly, this study helps put the seemingly irrelevant crystal structure of this termination 
factor into proper biological context and reveals the power of time-resolved Cryo-EM to reveal 
such transient states. 
3. Improvement of the spraying-plunging method  
In many applications of time-resolved cryo-EM, I find this method has great prospects, 
but also limitations since the images obtained have low contrast, which leads to only medium 
resolution of the final structure. I found that the source of this problem lies in the thickness of the 
ice layer on the Cryo-EM grids. The time-resolved method requires immediate freezing of the 
sample at a very brief instant after mixing of reactants, forcing us to spray the protein onto the 
grid surface and then immediately plunging it into cryogen. Compared with the blotting method, 
where excess liquid is blotted away by filter paper, the spraying method often results in thicker 
ice since the blotting step is skipped. Thicker ice reduces contrast and makes it difficult to 
achieve high resolution. 
To improve this method, the first challenge was to accurately measure the thickness of 
the ice layer. After surveying the literature, I devised a way to measure ice thickness. The 
specimen is tilted by 30 degrees, after which the electron microscope beam is converged to a 
narrow high-energy focus. The beam penetrates the ice layer directly and forms a hole which is 
imaged. The specimen is then tilted 60 degrees in the opposite direction and imaged again. The 
distance between the edge of each hole, when overlapping both images, can mathematically 
reflect the thickness of the ice layer. This is meticulous and cumbersome work, but after many 
attempts and successive improvement, it was finally possible for me to accurately quantify the 
thickness of the ice layer. At the same time, Dr. Lin’s lab built a new sprayer. I have modified 
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the sprayer offered by his group to improve its performance and produce the best quality data 
under various conditions. I collected data after these successive optimizations and demonstrated 
a high-resolution structure is attainable using the spraying method.  
4. Native Lipid Bilayer 
When I was in the three-dimension electron microscopy Gordon Research Conference in 
2016 in Hong Kong, the high-resolution structure that I solved with the sprayer attracted a lot of 
attention. Many attendees asked me if the sprayer can be used to prepare cryo-EM grids for 
membrane proteins. This sparked my interest in membrane protein structure. I initiated 
collaboration with Dr. Guo and Dr. Hendrickson to determinate the structure of AcrB, a 
membrane protein that can be extracted directly from cells in a large quantity using a novel 
polymer. The presence of excess polymer in the protein sample, however, reduced the quality of 
the cryo-EM images because the polymers appear as impurities. I found a way to remove these 
impurities by exchanging the sample buffer into one that is free of the polymer material. This 
procedure allowed us to successfully achieve a 3.8 Å structure using only 99 cryo-EM 
micrographs.  
With additional data, I was eventually able to obtain a high-resolution structure at 3.0 Å. I 
found that the transmembrane part of the membrane protein has a hollow structure composed of 
phospholipid bilayers. Previously, it was widely believed that phospholipids were present in 
fluidity. In the structure I solved, the phospholipid bilayer is composed of two layers. The lower 
layer is formed by the close arrangement of phospholipid molecules, while the upper layer is 
arranged differently. I can clearly see that many phospholipid molecule tails are bent and not 




5. Initiation project  
I extended my collaboration with Dr. Gonzalez by applying time-resolved cryo-EM to the 
study of the initiation processes of bacterial translation. This initial process is the longest and 
most complex stage of translation. We want to use time-resolved cryo-EM to see what state is 
present during the final step of initiation. 
As the process begins, the initiator tRNA recognizes the start codon with the aid of the 
initiation factors on the small ribosomal subunit to form a 30S initiation complex. This 30S 
initiation complex forms a full ribosome initiation complex by joining with the large ribosomal 
subunit. This process produces a transient complex which has not been captured by any 
technique up to now. I propose that one of the starting factors must leave the complex first in the 
intermediate state, and its departure allows for the joining of a large subunit. In addition, another 
initiating factor in this intermediate state will have a large conformational change, and the 
initiator tRNA would also undergo a transformation for the next step of translation to occur. 
Studying this complex has furthered our understanding of the initiation process. Specifically, it 
reveals the order in which the initiation factors depart the complex, how the state of the tRNA 
changes, and how the state of the ribosome transforms. 
I encountered two difficulties in this study. First, to get high resolution, it was necessary 
to collect data in thin ice regions. This challenge mirrored my experience using the time-resolved 
spraying method with other projects. The second problem was that there were many different 
states in the initial process to be observed. If I wanted to achieve high resolution for each state, I 
needed many times more data collected than was required for a homogenous sample. This would 
be very time-consuming, and the resources were not available. I circumvented the problem by 
reducing the magnification so that more protein particles were collected per unit time, which 
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happened to also raise the resolution of many other transient states within the sample. This 
method improved efficiency and ultimately resulted in a high-resolution structure of the short-
lived intermediate state we desired. 
6. Mechanism of ATP-binding cassette F family proteins 
In collaboration with Dr. Gonzalez and Dr. Hunt’s groups, I also studied the mechanism 
of ATP-binding cassette F family proteins in bacteria using a combination of crystallography, 
cryo-EM and other biophysical techniques.  
My role included cryo-EM sample preparation, data collection, and image processing. 
Due to the tendency for these proteins to aggregate at high concentrations, I had to prepare the 
cry-EM grids using dilute protein samples. Data collection for these samples was very inefficient 
because of the presence of a very low number of particles per micrograph. 
To solve this problem, I coated a 3 nm-thick carbon film onto the EM grid as support. 
The carbon film acted to absorb the sample in the solution so that more protein was present, and 
more information could be collected, greatly improving the efficiency of data collection, and 
ultimately allowing us to obtain a 3.1 Å structure. 
7. Human GABAB receptor 
Human GABA(B) receptor is a G-protein-coupled receptor central to inhibitory 
neurotransmission in the brain. Dr. Fan’s group solved crystal structures of the receptor 
extracellular domain in 2013. However, the full-length receptor protein has not been amenable to 
crystallization. I have been collaborating with her group to determine the structure of full-length 
human GABA(B) receptor by cryo-EM. 
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One of the challenges I faced during sample preparation is the preferred orientation adopted by 
the protein particles in vitreous ice. Ideally, there should a random distribution of orientations. 
Unfortunately, the GABA(B) receptor is sensitive to ice thickness and aligns in the same 
direction once the ice thickness is above a certain threshold. I overcame the problem by carefully 
selecting areas with a specific range of ice and ultimately obtained a grid that led to a 3.3 Å 
structure. This high-resolution structure has provided important insights into the activation 
mechanism of GABA(B) receptor. 
8. CNG channel 
With experience in time-resolved cryo-EM, I have been interested in various transient 
intermediate protein structures. Cyclic nucleotide-gated ion channels are ion channels that 
function in response to the binding of cyclic nucleotides. They have a very complex 
conformational change during the function. In the course of another meeting, I encountered Dr. 
Yang of Columbia University’s Biological Science Department, who studied ion channel 
function for many years. From our conversation, I learned that they hoped to use cryo-EM to 
study the structure of two states (open and closed) of cyclic nucleotide-gated ion channels. I was 
personally interested in the intermediate conformations between these two states. Therefore, we 
started a collaboration.  
To better study the structural changes of the intermediate state, we had made some 
preliminary preparations. First, we needed to understand the structure of the open and closed 
states. We added many ligands to force the channel into an open state. Conversely, we removed 
all ligands to observe the structure in the closed state. 
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In this study, I optimized our data processing technique. Combining various software in 
the data processing pipeline increased the data processing speed. While I collected data, I started 
to do pre-processing. This allowed for quick feedback and optimization of the experiment as it 
occurred. This way I could achieve systematic and high-throughput data collection and 
processing. I selected the best condition of the sample for high-resolution data collection and got 
two states at 2.7 A from a single two-day data collection and followed by three days of data 
processing. 
Currently, I am following up to observe the structural changes of the intermediate state. I 
hope that I can understand the mechanism of the cyclic nucleotide-gated ion channel by 
observing the intermediate state and inferring how the mechanism unfolds. Discovering the 
mechanism contributes to the understanding of disease-causing mutations. It is possible to know 
exactly where the mutations are in the structures of different states, and then design molecular 




Chapter 1 Single-Particle Cryo-electron Microscopy 
This chapter reproduces the manuscript of a book chapter I have co-authored with Sandip 
Kaledhonkar, Binita Shah, and Joachim Frank, submitted to Encyclopedia of Microbiology, 4th 
Edition, in response to an invitation. The chapter gives an overview of single-particle cryo-EM 
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Within the past few years, the technique of cryo-electron microscopy (cryo-EM) combined with 
single-particle analysis has become a competitor of X-ray crystallography in the study of 
macromolecules, now routinely reaching a near-atomic resolution for molecules of sufficient size.  
Its advantages over X-ray crystallography are that no crystals are required, that large and flexible 
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molecules can be studied, and that the molecules can be captured in multiple functionally relevant 
conformations. Important molecular machines involved in the fundamental processes of 
transcription, mRNA editing and translation are examples for successful applications. The present 
work gives an overview of single-particle cryo-EM as currently practiced, and points out some 










3D, three-dimensional; CCD, charge-coupled device; CMOS, complementary metal oxide 
semiconductor; cryo-EM, cryo-electron microscopy; CTF, contrast transfer function; DQE, 
detective quantum efficiency; DW, dose-weighted; EM, electron microscopy; NMR, nuclear 
magnetic resonance 
 
Perspectives and overview of single particle cryo-electron microscopy 
 
Macromolecules, as they interact in the cell, drive the processes that constitutes life in bacteria, 
plants and animals. They function as architectural elements, tracks, transporters, catalysts, 
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receptors, channels, and storage compartments. They provide mechanical support, generate 
movement, catalyze thousands of essential reactions, and control growth, to name some of their 
roles in the cell. The function of a macromolecule as it interacts with others is constituted by its 
unique three-dimensional structure and its propensity to undergo conformational changes in a 
highly specific way. Many macromolecules or supramolecular assemblies are considered 
“molecular machines” as they contain moving domains and perform work cycles in a highly 
processive way. Biophysical methods to determine their three-dimensional structure include X-ray 
crystallography, nuclear magnetic resonance (NMR) spectroscopy, and cryo-electron microscopy 
(cryo-EM). To date, most of the structures in the public data base by far (~140,000) have been 
determined by X-ray crystallography. This method requires the macromolecules to be packed into 
highly-ordered 3D-crystals, which rarely exist in nature. Obtaining such highly organized crystals, 
however, is a major challenge for many macromolecules. Single-particle cryo-EM is rapidly 
becoming a preferred method for structure determination because of the ability of the technique to 
image molecules without the need for crystallization.  These include large, multi-component, and 
flexible structures, molecule-ligand combinations in multiple stoichiometries, as well as many 
membrane proteins. 
 
The single-particle approach to visualization is based on the assumption that a given molecule 
exists in numerous “copies” randomly oriented in the sample, and its images can be interpreted 
mathematically as a collection of projections of a rigid body (or several distinct bodies) in different 
orientations.  In single-particle cryo-EM, specifically, the EM grid is prepared by pipetting the 
sample containing the molecules onto the grid, blotting off excess liquid, and plunging the grid 
rapidly into a cryogen at liquid-nitrogen temperature. Under those conditions, water is transformed 
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into vitreous ice, which closely resembles the liquid state, without expansion of volume 
characteristic for crystalline ice.  The EM grid so prepared is then imaged at liquid-nitrogen 
temperature in the transmission electron microscope, yielding a data set of projection images. 
Using a variety of program packages, one or several three-dimensional images (often referred to 
as “reconstructions” or “density maps”) are reconstructed from these projections, providing the 
basis for modelling the structure of the molecule. Depending on the resolution of the reconstruction, 
modelling entails the use of existing structures in the database (“flexible fitting”) or sequence-
directed fitting of structural elements (amino acids for proteins, nucleotides for RNA). Structural 
details at resolutions in the range 2-4 Å have now been demonstrated for an increasing number of 
biological macromolecules.  Notably, even individual water molecules and ions at the expected 
coordinating distances can be observed within the density maps.  
 
Principle of cryo-EM of biological molecules 
 
For electrons to travel in the column of the electron microscope, a high vacuum must be maintained. 
Unlike most samples in the Materials Science field, biological molecules usually are hydrated. The 
difficulties of imaging them were initially overcome by using a technique termed negative staining, 
where heavy metal salt is added to the solution of molecules, and the sample is air-dried on the 
grid. A layer of heavy-metal salt forms around each molecule, preventing its collapse and, at the 
same time, providing strong contrast through stain exclusion.  However, the molecule is 
dehydrated and deformed in the process, and interior details of the structure are not visualized. 
 An efficient way to overcome the problem of vacuum incompatibility and preservation of 
native structure is the frozen-hydrated specimen preparation technique, developed by Jacques 
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Dubochet and colleagues. In this method, the biological molecules are embedded in a thin layer of 
ice that is kept at a temperature where evaporation is negligible. The term “cryo-electron 
microscopy,” abbreviated cryo-EM, has been coined to describe this preparation and imaging 
method.  It is synonymous with the more rarely used term “electron cryomicroscopy,” also 
abbreviated “cryo-EM.” 
 
Cryo-EM specimen preparation.  
 
The basic specimen preparation technique involves an apparatus that rapidly plunges the grid into 
liquid ethane at a temperature of –165 C (Figure 1). Under these conditions, vitreous ice is formed, 
and the formation of crystallized ice, deleterious for the molecule, is prevented. First, a droplet of 
the liquid sample (2-3 µL) containing the molecules is applied to the EM grid that is mounted on 
tweezers fastened to a vertically-mounted rod. Excess liquid (~99%) is blotted off such that only 
a thin liquid film remains (ideally in the range of 800-1000 Å). Next, the EM grid is plunged into 
liquid ethane through the release of the gravity-operated rod. After the plunge, the grid is first 
transferred into a storage box containing liquid nitrogen, from which it is later transferred to a 
cryo-specimen holder, to a cartridge, or an autogrid, depending on the type of electron microscope. 
In all these transfers, the grid is always kept at the temperature of liquid nitrogen. The grid is finally 
inserted into the EM.  
The correct thickness of the ice in which the molecules are suspended is critical for 
obtaining interpretable images. With increasing thickness the proportion of inelastic to elastic 
scattering increases.  Since only the former carries useful information, the thickness is restricted 
to less than 2000 A, beyond which the sample essentially turns electron-opaque. On the other hand, 
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a thickness close to, or smaller than, the size of the biological molecule will lead to the formation 
of damaged, partially “freeze-dried” samples, and images bearing little resemblance to the 
molecule. The main parameters determining the thickness of the vitreous ice layer are blotting time, 
temperature, humidity, and the length of time the blotted sample is exposed to these conditions 
before the fast plunge.  
The purification of biomolecules, especially membrane proteins, often poses problems 
such as limited solubility of protein in water, limited purification yield per batch, and the difficulty 
to closely match the physiological environment. Due to these problems the grid preparation often 
results in unproductive sessions on the electron microscope. Technology is now under 
development that allows less amounts of sample to be used to prepare the cryo-EM grid, and to 
use the large real estate of the grid for trying out multiple buffer conditions. Along these lines, two 
promising techniques have been developed, both involving robotic hardware: (1) Spotiton and (2) 
cryoWriter. Both of these techniques are automated, require no blotting, and only need pico- to 
nano-liter amounts of volume to prepare each grid. 
 
Time-resolved cryo-EM specimen preparation  
 
In time-resolved EM studies, a biological reaction is stopped at one or multiple time points by fast-
freezing. Biologically relevant fast reactions, on the time scale of tens of milliseconds, can be 
studied by cryo-EM, because the rapid-freezing step itself takes merely a fraction of a millisecond. 
However, imaging snapshots of such fast reactions require a means of mixing, reacting and 
depositing the product on the grid in a fast, controlled way. In the mixing-spraying method 
developed by Lu et al., mixing and reacting are achieved in a monolithic silicon chip, a 
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microfluidic device with two inlets for solutions to be mixed and one spray outlet which sprays 
the reaction product onto the grid with the help of an inert driving gas (Figure 2). While the time 
for mixing itself is fixed and in the range of 0.5 ms for all chips, the mean reaction time varies for 
different chips and is defined by the length of a meandering or spiralling reaction chamber, which 
in the present design can be varied in the whole range from 4 to 1000 ms. The combined time of 
flight for the spray and the plunging of the grid adds another 5 to 40 ms, depending on the geometry 
of the apparatus.   
 
Unlike the conventional pipetting-blotting-plunging technique, the spraying-plunging 
method allows the sample to be deposited on the grid in a controlled way. Controlling parameters 
are driving gas pressure and distance between spray nozzle and grid.  With a series of microfluidic 
chips at different reactions times, all short-lived intermediates on the reaction pathway, along with 
the structures of the initial components and the end products, can be visualized. (For first biological 
applications of the technique. Future developments in the time-resolved method include reduction 
of sample consumption, shortening of the minimum effective reaction time, and optimization of 
droplet size and distribution on the EM grid. 
 
Imaging in the electron microscope 
 
Electron microscopes use electrons to image the sample. As negatively charged particles, they are 
repelled by electrons surrounding the nucleus of atoms. This interaction causes the incoming 
electrons to scatter. There are three possible outcomes. If the electrons pass through in between 
atoms and do not interact with them at all, they are called unscattered electrons. The second 
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outcome is a scattering event without dissipation of energy (“elastic scattering”), such that a 
coherent relationship is maintained between scattered and un-scattered beam, the origin of 
productive, high-resolution image formation. The third outcome, in contrast, is a scattering event 
accompanied by energy loss (“inelastic scattering”), leading to an incoherent relationship between 
scattered and un-scattered beams and making no productive contribution to the image. 
 
 Elastically scattered electrons undergo a phase shift by half a wavelength.  Further phase 
shifts are introduced by the wave aberrations of the lens -- mainly spherical aberration -- and by 
operator-controlled defocussing. The size of these additional phase shifts is dependent on the 
scattering angle.  In bright-field imaging, the normal imaging mode, phase contrast is created by 
the interference between scattered and unscattered electrons.  Phase contrast is alternately positive 
and negative in successive zones of the Fourier transform of the image, with bands of zero contrast 
in between, as described by the (phase) contrast transfer function (CTF).  In addition, a small 
contribution to the total contrast comes from amplitude contrast. 
 The CTF is a function of the spatial frequency, or the radius in the Fourier transform of the 
bright field image, and it depends on two parameters: the spherical aberration constant of the 
objective lens, and the defocus setting.  Without correction for the effects of the CTF, neither the 
images nor the 3D reconstruction derived from them will be faithful representations of the object.   
(Figure 3).  One of the problems of bright-field imaging, reflected by the shape of the CTF, is the 
fact that low spatial frequencies of the object’s Fourier transform, representing the overall contrast 
of the particle, are strongly suppressed.  This affects the ease with which small particles can be 
located in the micrographs by particle-picking software. 
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 For the purpose of CTF correction, a series of images are taken in the EM with different 
defocus settings, so as to cover the entire Fourier domain up to the band limit (the spatial frequency 
limit up to which information is present) without any gaps. The information from this “defocus 
series” is then merged in Fourier space using a weighting function termed Wiener filter. 
 In instruments equipped with a phase plate, an extra half-wavelength phase shift is 
introduced in the path of the primary beam, resulting in constructive interference between primary 
beam and elastically scattered electrons starting at low spatial frequencies.  As a result, particles 
stand out strongly in the image from the background, and even small molecules are easily picked 
by automated software.  The Volta phase plate (Thermo-Fischer, city, Germany), the only 
commercially available device, comprises a thin (~ 10 nm) amorphous carbon film constantly 
heated to ~ 250oC. The phase shift is created “on-the-fly” by the interaction of the central 
diffraction beam with the film. However, exposure to the electron beam changes the properties of 
the carbon film, changing the phase shift over time and requiring periodic adjustments. 
 The main limitation to directly visualizing high-resolution details of individual biological 
molecules, as compared to conventional electron microscopy in the Materials Science field, is the 
damage inflicted by the electrons at the large dosages required to define the image statistically. 
Thus radiation damage limits the information in electron micrographs of biological specimens. 
Electron diffraction measurements at the beginning of the 1970s by Glaeser et al. showed the 
electron diffraction patterns of 2D crystals formed by L-valine to disappear after exposure to as 
little as 6 e-/ Å2. Crystals of the less sensitive adenosine ceased to diffract at an exposure of about 
60 e-/ Å2, still much lower than the “normal” conditions for taking an exposure.  
 There are three categories of damage caused by inelastic scattering, the destructive 
interaction of electrons with frozen-hydrated specimens: (1) primary interactions: excitation, 
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ionization or displacement of an atom; (2) secondary effects: further chemical reactions caused by 
the secondary electrons and free radicals in the specimen, for example, bond breakage or cross 
linking; and (3) tertiary effects: damage from temperature rise, electrostatic charging and 
morphological change. Cooling to low temperature increases the biological material’s resistance 
to radiation damage. The reason for the reduction of damage is that free radicals produced by 
ionization during electron irradiation are trapped under these conditions, preventing, or at least 
reducing, the visible damage to the structure.  Even with this provision, it is necessary to reduce 
the electron dose to a range below 30 electrons /Å2, resulting in so-called shot noise superimposed 
on the signal.  This noise is effectively eliminated as a result of averaging, by using large numbers 
of projections of the molecule in computing the reconstruction. 
 
 Energy filters are devices whose purpose is to block electrons that have suffered energy 
loss (“inelastic scattering”), and therefore do not contribute in a coherent way to the image of the 
molecule, but rather to the background. In thick ( > 0.25 μm) specimens, contributions by inelastic 
scattering to the image are strong, and may make the image uninterpretable.  There are two types 
of energy filter that have been developed for TEM, “in-column” and “post-column”.  The in-
column filter has the spectrometer built into the path of the electrons in the column.  The post-
column energy filter is a “magnetic prism” mounted right below the place where the final image 
is formed in normal EM.  The main application of energy filters is in electron tomography of cell 







For decades, the only recording medium for EM was the photographic film.  As digital processing 
of micrographs started, the direct recording of images in the EM using a fluorescent screen with 
fiber-optic coupling to a charge-coupled device (CCD) became an attractive alternative, despite 
the shortcomings of this recording medium.  These shortcomings were limited resolution or small 
field size, and relatively poor detective quantum efficiency (DQE), a measure of the efficiency of 
the detector to record quantums of radiation. Recently, the most significant advance in recording 
has been made by the introduction of direct electron detection cameras in 2012. These utilize a 
complementary metal oxide semiconductor (CMOS) chip with a direct detection device (DDD) 
sensor. and have a performance far superior to film and CCD cameras. 
 In direct electron detection cameras, capture of multiple frames is necessary to avoid 
saturation of electron counting. A high internal frame rate of 50 per second (Falcon 3EC, 
Thermofischer) to 1500 per second (K3, Gatan) is used so that in each frame the individual primary 
electron events can be identified and counted).  Capture of multiple frames also offers two 
advantages. First, by selective use of a subset of frames for reconstruction, one can minimize 
radiation damage to the specimen. Secondly, stage drift and beam-induced motion of particles in 
vitreous ice can be readily compensated Electron counting and beam-induced motion correction 
enable near-atomic-resolution single-particle cryo-EM. 
Image processing  
 
Raw images of the sample recorded do not allow us to get immediate insights, for three reasons: 
(1) they are extremely noisy as a consequence of the low dose required to curb radiation damage 
to the molecule, (2) the information about the molecule is scrambled on account of the CTF, and 
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(3) they depict only two-dimensional projections of the structure. To obtain noise-free 
unscrambled three-dimensional information for the sample, we need to do an extensive amount of 
image processing. There are numerous steps of image processing that bring us from the raw data 
to the finished product, the three-dimensional image (Figure 4).  
 
The first step is to align frames recorded in movie mode to remove, at least partially, beam-induced 
motion. Algorithms have been developed by many groups, for example Motioncor, unblur, 
MotionCor2 and optic flow. The most practical algorithm for drift correction of the movies 
recorded from the Gatan K2 camera is Motioncor2. Here, the frames are divided into patches, and 
drift within each patch is separately determined. The reason to do so is for correction of anisotropic 
local motion. The molecule has multiple modes of movement, shifting in the image projection 
plane (X-Y plane), shifting up and down along the Z-axis, and rotation. Then all frames are 
summed with or without radiation-damage weighting. As mentioned in the previous section, 
recording in movie mode allows the effective radiation damage to be minimized in the three-
dimensional image.  High-resolution features (i.e. the conformation of amino acid side chains) 
decay faster than low-resolution features (i.e. backbone structure of a protein). This means that for 
a given dose, low-resolution information is still present in the later frames, but high-resolution 
information is lost. Putting more weight on early frames but less weight on later frames results in 
a dose-weighted sum image (DW image). We refer to the image resulting from summing frames 
without applying a dose-weighting scheme as non-DW image.  
 
The next step is to estimate the CTF. Accurate estimation of the CTF and properly correcting for 
it is extremely important for the quality of the high-resolution reconstruction. The principle for 
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estimation of the contrast transfer function is to maximize the cross-correlation of a simulated 
power spectrum based on the estimated CTF with the power spectrum of the experimental image. 
Many different programs perform this task. The most popular ones are CTFFIND3, CTFFIND4, 
GCTF and Warp. 
 
The third step is to obtain the coordinates for projection images of molecules (particles) in each 
image. This step is usually referred to as particle picking. Over the years, many stand-alone 
software or modules of larger packages have been developed to pick particles semi-automatically  
or automatically. Various techniques including cross-correlation, variance mapping, intensity 
comparisons, texture-based methods, segmentation/edge detection have been explored and used in 
this step. Neural networks and deep learning are in increasing use for automatic particle picking.   
 
No particle picking program is perfect. Each one has its own merits and drawbacks. Common 
issues are that too many false particles are picked or that too many true positives are missed.  Part 
of the problem is that the molecules whose projections are picked as “particle” may be partially 
damaged due to radiation damage or damage resulting from interaction with the air-water interface. 
As a consequence, the delineation between “false” and “true” particles is blurred in practice. 
 
In the following steps, individual particle images are extracted from the micrographs based on the 
coordinates determined in the particle picking step. Ideally, each particle image contains the 
particle in its center, and some background around the particle. Sometimes the particles are too 
crowded in the micrograph, and in that case an image based on the selection by particle picking 
may contain more than one particle. To remove the false picks, two-dimensional (2D) 
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classification is applied on the extracted images. In the 2D classification step, all the extract 
particles are aligned and sorted iteratively into different classes representing different projections 
of the 3D object.  In this classification, false picks are readily recognized as outliers as they lack 
common features and fail to form high-resolution class averages with high numbers of class 
members.  
 
After the particles in the “good” classes have been pooled together, a strategy for 3D reconstruction 
has to be determined based on the amount of prior knowledge about the molecule structure.  Either 
a 3D reference map is already available, which might be a low-resolution map of the same or a 
similar sample, or a reference map has to be first created by some kind of bootstrap reconstruction 
technique. 
 
In the latter case, there are several ways to obtain a 3D reference. One of these is the random-
conical tilt method. In this method, one identifies a subset of particles with closely matching 
orientation on the grid.  Two images are taken of the same field of particles, one at zero tilt angle, 
and one at a high tilt angle. With this collection geometry, the orientation of each particle of the 
subset can be determined, and a provisional reconstruction can be built that can serve as reference 
for subsequent refinement. Another method uses a set of 2D class averages to build up a 3D map 
employing the technique of common lines. A third method starts with a small set of class-averages 
and builds a set of 3D maps by an iterative. 




A complication arises from the fact that samples are often heterogeneous. Molecules may possess 
compositional or conformational heterogeneity, or both. In this case images need to first be sorted 
into homogeneous classes in a step termed 3D classification.  In this step, using a maximum-
likelihood approach, probability distributions for both orientation and class assignments for each 
particle image are determined, and multiple 3D reconstructions are refined at the same time. In the 
first iteration, all particles are first assigned randomly to each class and then refined against the 
low-resolution 3D reference.  For a few iterations, global search is performed with an angular 
sampling rate of 15 or 7.5 degrees.  In these coarse beginning steps, large compositional or 
conformational differences are immediately distinguished. Because the actual number classes for 
a given specimen is unknown, one may need to determine it by trial and error, by repeating the 3D 
classification with different numbers of classes. If there are still small residual compositional or 
conformational differences within each class, indicated by a blurred region in the 3D 
reconstruction, local angular search with 3.7 or 1.8 degrees may help to classify them out.  
 
Orientation angles of all particles are further improved in accuracy in the refinement step, run for 
each homogenous class separately. All particle images, assumed to represent exactly the same 
object from different angles, are iteratively aligned to the reference. After each iteration, the 
reference is updated, resulting in improved resolution. For resolution estimation, the particle set is 
split into half sets that are refined independently. Thus, at each iteration of the refinement, the 
resolution can be estimated from a comparison of the running half set reconstructions in Fourier 
space. To this end, the Fourier Shell Correlation (FSC) is commonly used.  For truly independent 




Several comprehensive software packages exist with specialization in electron microscopy, among 
these CISTEM, EMAN, FREALIGN, IMAGIC, JSPR, RELION, SPIDER, THUNDER,  and 
XMIPP. Each of these is a more or less tightly integrated collection of modules, designed to 
perform the entire processing job. However, there is an increasing trend toward the use of modules 
from multiple platforms, mixing and matching these as they have different strengths and 
weaknesses in different areas of the methodology. APPION and SCIPION are examples of 
platforms designed for this purpose.  Both provide transparent interconversions between the 
different file formats and angle conventions used in the various packages.    
 
Structure interpretation  
 
Some medium- or low-resolution 3D maps represent complexes formed by molecules of known 
atomic structure. For interpretation of such 3D maps, we dock the known structures into the maps. 
Integration of the knowledge gained from other techniques such as cross-linking or mass 
spectroscopy is becoming increasingly important in the interpretation of medium- or low-
resolution 3D maps.  
 
However, if the 3D map approaches a resolution of 3.5 A or better, de novo model building 
becomes possible.  Segmentation is usually the first challenge in interpreting a 3D density map de 
novo. Because a 3D map often contains multiple subunits, segmentation is necessary to divide the 
3D map into single polypeptide or nucleic acid chains (Figure 5). At high resolution, the identity 
of each amino acid in a protein is readily distinguishable based on the shape of the side chain. 
Likewise, in RNA or DNA, the identity of the bases can be inferred from their characteristic 
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signatures.  Many model building tools are now available that originated from model building 
techniques in X-ray crystallography, such as Phenix and Coot. Some tools are for automatic model 
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Figure 1 Schematic diagram of a freeze-plunge apparatus. The EM grid, on which the 
specimen is suspended within a thin water layer, is held at the tip of tweezers, which are in turn 
mounted on a steel rod that is held vertically, in a position to fall under gravity. The thickness of 
the water layer is controlled by blotting off excess sample prior to plunging. As the rod is released, 
the grid is rapidly plunged into a bath of liquid ethane or propane at liquid-nitrogen temperature. 
Owing to the rapid decrease in temperature, the water turns into vitreous ice, which has properties 
akin to those of liquid water. Most importantly, no crystals are formed, and a disruption of the 









Figure 2.  Experimental setup of the mixing-spraying method and the design of the mixing-
spraying chip. (a) Experimental setup. Two solutions (1 and 2) are injected into the mixing-
spraying chip, mixed and reacted for a short, defined time. The mixture solution meets compressed 
nitrogen gas (Gas) and is sprayed into a plume of droplets, which hit the EM grid as it is plunged 
into the cryogen. The resulting grid is covered with thin blobs of vitreous ice in which the 
molecules are trapped. (b) Design of the mixer. The two solutions which enter with a total flow 
rate of 6 µl/s are mixed completely within 0.5 ms in the four tandem butterfly-shaped mixer 
channels. (c) Design of the reaction channels with different lengths. The length of the reaction 








Figure 3.  Effect of the CTF. Ribosome reconstruction with correction for the effects of the CTF 






Figure 4. Cryo-EM single particle data processing work flow. Microscope beam-induced drifts 
are corrected by dividing the frames into patches and calculating each individual drift. All frames 
are summed with or without radiation damage-weighting. The micrographs are visually inspected 
to remove those with crystaline ice and large drift ect. Estimation of CTF. Particles are manually 
picked to create references. Auto-picking utilizes the references to automatically pick particles for 
all micrographs. The picked particles are extracted for further classification. The extracted 
particles are sorted into classes to remove classes with noisy or contaminated particles and any 
possible “false picks”. Using a 3D reference map, the “good” classes are assigned to different 3D 
classes to marginalize orientation and class assignments of particle images. The accuracy of 





Figure 5. High-resolution features from Cryo-EM single particle reconstruction. High-
resolution information within the 1.86 Å reconstruction of AAV2L336C. (a) Stereo view of a slice 
through the map and model containing both amino-acid residues and water molecules. (b) Stereo 
view of a slice through a beta sheet. (c) Map densities for each of the 20 types of amino-acid 
residues. The amino acid residues are shown as stick representation and colored according to atom 
type: C = yellow, O = red, N = blue, S = green inside either a translucent solid density ((a), (b)) or 
black mesh density map (c). H = white atoms are displayed for (c). Figure reproduced with 
permission from Ten et al. Sub-2 Å Ewald curvature corrected structure of an AAV2 capsid variant. 
Nature Communications, 2018:9:3628. 
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Chapter 2 Overview of Prokaryotic Ribosome and Translation 
 
2.1. Prokaryotic translation initiation 
The initiation phase of protein synthesis is a fundamental step for the translational control of 
gene expression which is essential for the viability of cells. In bacteria, translation initiation is 
the process of assembling an elongation-competent 70S initiation complex (70S IC) from 
ribosome subunits, mRNA, initiator tRNA (fMet-tRNAfMet), under the control of three initiation 
factors (IF1, IF2, and IF3). The first step in initiation is the assembly of the 30S initiation 
complex (30S IC). 30S subunit associates with IF1, IF2, IF3, mRNA and initiator tRNA. Next, 
50S subunit joins to the 30S IC to form a 70S IC, followed by its maturation to a 70S elongation-
competent complex (70S EC), a step which is accompanied by the GTP hydrolysis on IF2, and 
the release of initiation factors. The 70S EC is then ready for the start of the elongation cycle.  
2.2. Prokaryotic translation initiation factor structures and their functions 
IF1 is a small protein of 71 amino acids that binds in the 30S A site, close to S12 and 16S 
rRNA1,2. IF1 is known to bridge IF2 and IF3, thereby enhancing the activities of both IF23 and 
IF34, and regulating the dynamics of the 30S IC5,6.  
IF2 is the largest of the bacterial translation factors and is a GTPase that helps recruit 
formylmethionyl-tRNA (fMet-tRNAfMet). IF2 positions its C2 domain in a conformation suitable 
for binding the formylmethionyl moiety attached to the tRNAfMet and catalyzes the joining of the 
ribosomal subunits in a GTP-dependent manner7,8. Cryo-EM studies have visualized complexes 
of IF2 bound to 30S2,9 as well as to the 70S10.  
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IF3 has a dumbbell shape with two domains separated by an α-helix. Isolated IF3 and IF3C have 
been solved by X-ray crystallography and NMR11–13. IF3 influences the kinetics and plays a key 
role in the fidelity of selection of tRNAfMet and correct start codon14–16.  
2.3. Prokaryotic translation termination  
The termination process starts with the exposure of one of the three stop codons UAA, UAG and 
UGA in the A site. In bacteria, there are two class I release factors, RF1 and RF217,18. RF1 
responds to the stop codons UAA and UAG while RF2 responds to UAA and UGA19. The 
release factors hydrolyze the peptide from the P-site tRNA. Class II release factor RF3 catalyzes 
the dissociation of the class I release factors from the ribosome20–22.  
2.4. Structures and functions of prokaryotic translation release factors  
Amino acid sequences conserved between RF1 and RF2 were found to be the tripeptide PxT for 
RF1 and SPF for RF223,24. They are responsible for identifying and discriminating between the 
stop codons.  The sequence GGQ is universally conserved in the class I release factors25. The 
glutamine residue is methylated to N5-methyglutamine, which is important for function26,27. 
The X-ray structure of RF228 shows that two functional regions, the GGQ and SPF sequences, 
are no more than 23 Å apart, much shorter than the distance between the DC and the PTC.  Cryo-
EM studies showed that RF1 and RF2 undergo large conformational changes when they bind to 
the ribosome29–32.  
After termination, RF3 binds to the ribosome and release RF1/2 after the hydrolysis of the 
peptide from the tRNA in the P site22. Domain G and II are homologs to all trGTPases33. Domain 
III has a unique fold with a central β-sheet flanked by two α-helices34.  
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2.5. Prokaryotic translation recycling   
When the ribosome has reached a stop codon and the peptide is released, the components of the 
extensive machinery of the ribosome have to be reused.  For this to happen, the mRNA and 
deacylated tRNA have to be released. The subunits will then need to dissociate. The ribosome-
recycling factor (RRF), enables this process, together with EF-G35,36.  
2.6. Prokaryotic translation recycling factor structures and their functions 
RRF is composed of two domains, with a fair amount of flexibility between them37. The foot-
printing of the RRF on the ribosome using the Fe-EDTA method suggested that RRF binds in an 
unexpected manner across both A and P sites for tRNA38. This implied that deacylated tRNA in 
the P site would have to be displaced to the P/E hybrid site. The interaction with EF-G on the 
ribosome has been analyzed by various ways. Cryo-EM studies have shown RRF bound to the 
70S ribosome39,40 or to the 50S subunit together with EF-G41. Crystal structures have also been 
determined of the RRF bound to the 50S subunit or the 70S ribosome42–46.  
When bound to the ribosome, domain I of the RRF overlaps with the site of the acceptor ends of 
both P- and A site-tRNAs, and forces the tRNA into the P/E site.  A the same time, the ribosome 
adopts the rotated configuration38,40,42,46. Domain I of the RRF is important for the binding to the 
ribosome and interacts with several parts of 23S RNA as well as proteins S12, L16 and L2744. 
The tip of domain I interacts with the P-loop of the 23S RNA, while domain II interacts with 
protein S1246.  
Studies by cryo-EM showing the simultaneous binding of EF-G and the RRF to the 50S subunit 
gave further insight into the recycling process41. The 50S subunit bind the RRF and EF-
G`GDPNP cooperatively41,46. EF-G binds to the 50S subunit in its normal conformation. Here 
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domains IV and V overlap with the position of domain II of the RRF. This causes a significant 
conformational change of the RRF: domain II rotates by 60° from its initial orientation and forms 
a closed structure with domain I. The hinges between the two domains of RRF interact with 
domain III of EF-G.  
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Chapter 3 Time-Resolved Cryo-electron Microscopy Using a Microfluidic Chip 
This chapter reproduces a book chapter from Protein Complex Assembly, by Kaledhonkar S., Fu 
Z., White H., Frank J. (2018) Time-Resolved Cryo-electron Microscopy Using a Microfluidic 
Chip. In: Marsh J. (eds) Protein Complex Assembly. Methods in Molecular Biology, vol 1764. 
Humana Press, New York, NY. The book chapter presents a detailed protocol for how to capture 










































Chapter 4 A fast and effective microfluidic spraying-plunging method for high-resolution 
single-particle cryo-EM 
This chapter reproduces a paper published in Structure, by Xiangsong Feng, Ziao Fu, Sandip 
Kaledhonkar, Yuan Jia, Binita Shah, Amy Jin, Zheng Liu, Ming Sun, Bo Chen, Robert A 
Grassucci, Yukun Ren, Hongyuan Jiang, Joachim Frank, Qiao Lin. “A fast and effective 
microfluidic spraying-plunging method for high-resolution single-particle cryo-EM”, Volume 
25, Issue 4, 2017, Pages 663-670.e3. This paper presents a novel microspraying-plunging 
method to prepare cryo-grids with vitreous ice of controllable, consistent thickness. I 
demonstrated its performance using a 3.0-Å structure from about 4,300 particles collected on 




























































Figure S1. Related to Figure 1. Plunging trajectory of tweezers and cryo-EM grid. 
Plunging trajectory of tweezers and cryo-EM grid after the spray becomes stable. The plunger clamping the 
tweezers is driven by a computer-controlled step motor. Prior to plunging, the cryo-EM grid is held by the 
tweezers at a fixed height (h1) above the nozzle of the microsprayer. Here we set h1 to 10 cm. The microsprayer 
chip can slide up and down in the chip holder, so the distance (h2) from the nozzle to the surface of the liquid 
ethane is controllable. The minimum setting for h2 is 5mm. In our experiments it was set to 3cm. The plunging 
velocity used was 2 m/s. The plunging time from the sprayer nozzle to the liquid alkane can be controlled to a 









Figure S2. Related to Table 1 and Figure 2. Sizes and distribution of droplets on the grid, and number of 
broken squares. 
Sizes and distribution of droplets on the grid, and number of broken squares (marked in red), for gas pressures 
and G/L ratios given on the right. Typical droplets exhibiting thinner ice are marked in yellow, and can be used 
for data collection. Typical droplets with thicker ice unsuitable for data collection are marked in blue. Some big 







Figure S3. Related to Figure 3. Examples for ice distribution in the holes. The ice is thinner on the leading 
side of the grid compared to the trailing side (arrows), in terms of the direction of plunging. No such effect is 







Figure S4. Related to Table 1. Ice thickness distributions under different spraying conditions. 
Ice thickness distributions under different spraying conditions. A two-tailed paired t-test was performed to 
determine significance. (a) Ice thickness distribution for sprayer-grid distance of 5 mm and gas pressures in the 
range from 16 psi to 48 psi. (b) Ice thickness distribution for the sprayer-grid distance of 10mm and gas 
pressures in the range of 24 psi to 48 psi. Two-tailed paired t-tests were performed to test statistical significance, 






Figure S5. Related to Table 1. Pie charts illustrating the droplet size distribution under four different 
spraying conditions.  
Pie charts illustrating the droplet size distribution under four different spraying conditions (16 psi, 24 psi, 33 psi 
and 48 psi). Fraction of droplets suitable for data collection are represented in blue; they correspond to droplet 











Figure S6. Related to Figure 4 and Figure 5 (Part 1). Cryo-EM data and processing for apoferritin 
sample. 
Cryo-EM data and processing for apoferritin sample. (a) Representative electron micrograph showing apoferritin 
particles sprayed on the grid. (b) Reference-free 2D class averages of the particles. (c) Local 3D classification 
yields one class (gold circle) with high-resolution features. (d) Reconstruction from 30k particles after selecting 







Figure S6. Related to Figure 4 and Figure 5 (Part 2). Cryo-EM data and processing for apoferritin 
sample. 
Cryo-EM data and processing for apoferritin sample. (e) Reconstruction from the best class in local 3D 
classification of the reconstruction (shown in d). (f) 461 particles were randomly selected from 4590 particles for 
auto-refinement. (g) Reconstruction from 461 particles yields a 3.84 Å resolution structure. (h) Fourier Shell 
Correlation (FSC) curves indicating the resolution of apoferritin reconstructions before (dark blue) and after 








Supplemental Movies 1-4, Related to Figure 1. Tests of spraying using different gas pressures.  
The sprayed plume generated under different gas pressures (16psi, 24psi, 33psi and 48 psi (movies 1-4, 




Chapter 5 Late steps in bacterial translation initiation visualized using time-resolved cryo-
EM 
This chapter is the manuscript of a paper in press in Nature. The paper revealed the late events in 
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Bacterial translation initiation entails the tightly regulated joining of the 50S ribosomal subunit to an 
initiator transfer RNA (fMet-tRNAfMet)-containing 30S ribosomal initiation complex (IC) to form a 
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70S IC that subsequently matures into a 70S elongation-competent complex (70S EC). Rapid and 
accurate 70S IC formation is promoted by 30S IC-bound initiation factors (IFs), which must 
dissociate before the resulting 70S EC can begin translation elongation1. Although comparison of 
30S2-5 and 70S4,6-8 IC structures have revealed that the ribosome, IFs, and fMet-tRNAfMet can acquire 
different conformations in these complexes, the timing of conformational changes during 70S IC 
formation, structures of any intermediates formed during these rearrangements, and contributions 
that these dynamics might make to the mechanism and regulation of initiation remain unknown. 
Moreover, the absence of a 70S EC structure obtained directly from a 70S IC formed via an IF-
catalyzed initiation reaction has precluded an understanding of ribosome, IF, and fMet-tRNAfMet 
rearrangements that occur upon maturation of a 70S IC into a 70S EC. Using time-resolved cryogenic 
electron microscopy (TR cryo-EM)9 we report the first, near-atomic-resolution view of how a time-
ordered series of conformational changes drive and regulate subunit joining, IF dissociation, and 
fMet-tRNAfMet positioning during 70S EC formation. Our results demonstrate the power of TR cryo-
EM to determine how a time-ordered series of conformational changes contribute to the mechanism 
and regulation of one of the most fundamental processes in biology. 
 
 Translation initiation is a fundamental step in gene expression that is essential for the overall fitness 
and viability of cells. In bacteria, the dynamic initiation reaction is kinetically controlled by three IFs (IF1, 
the guanosine triphosphatase IF2, and IF3), which collaborate to ensure accurate selection of fMet-tRNAfMet 
and its pairing with the mRNA start codon10-13. Canonical initiation begins with assembly of the 30S IC, 
followed by IF2-catalyzed joining of the 50S subunit to the 30S IC to form a 70S IC and maturation of the 
70S IC into a 70S EC1,14,15. Given the essential nature of this process, structural intermediates formed during 
initiation in bacteria represent promising targets for the development of next-generation antibiotics16-18. 
Ensemble rapid kinetic and single-molecule studies have led to the identification and 
characterization of several intermediate steps during the late stages of initiation. These studies have shown 
that subunit joining triggers rapid GTP hydrolysis by IF21,14,19-21, dissociation of the IFs1,12,19, transition of 
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the ribosomal subunits into their non-rotated inter-subunit orientation22,23, and accommodation of fMet-
tRNAfMet into the peptidyl-tRNA binding (P) site of the peptidyl transferase center (PTC)24. In addition, 
structures of various 30S2-5,18 and 70S ICs4,6-8 obtained by cryo-EM have revealed intermediate ICs that 
vary in the conformation of the ribosome, IFs, and fMet-tRNAfMet. Nonetheless, notable discrepancies in 
the inter-subunit orientation of the ribosome and position of fMet-tRNAfMet in several of the available 70S 
IC structures have made it difficult to arrive at a consensus structural model for initiation4,6-8. Furthermore, 
the 70S ICs represented by the available structures were formed using a 70S ribosome and an IF2 bound to 
a non-hydrolyzable GTP analog (e.g., GDPNP) that results in a biochemically trapped 70S IC, rather than 
by mixing the 50S subunit with a 30S IC that carries a native, GTP-bound IF2 and results in the formation 
of a 70S IC, which subsequently matures into a 70S EC. Consequently, the available 70S IC structures do 
not provide information about how the various structural intermediates that have been observed evolve over 
the course of the initiation reaction. Therefore, these structural studies have been unable to distinguish on-
pathway intermediates formed during canonical initiation from spurious, off-pathway intermediates. 
To circumvent this problem, and to capture transient, on-pathway intermediates that are created 
during canonical translation initiation, we have employed mixing-spraying TR cryo-EM9,25-27. Previously, 
we have used this method to study the association of vacant 30S- and 50S subunits to form 70S ribosomes25, 
and to visualize transient structural intermediates formed during the ribosome recycling process26. Having 
demonstrated that passage through the microfluidic device does not damage the 30S IC (Methods and 
Extended Figure 1), here we have used mixing-spraying TR cryo-EM to investigate the IF-catalyzed joining 
of the 30S IC with the 50S subunit to form a transient 70S IC that matures into a 70S EC. Using this 
approach, we have visualized, in real time and with near-atomic spatial resolution, the conformational 
rearrangements of the 30S and 70S ICs that promote and control subunit joining, IF dissociation, and fMet-
tRNAfMet positioning during 70S EC formation. 
Ensemble rapid kinetic studies suggest that transient intermediates formed during initiation are 
populated on the sub-second timescale10,12,14,19-21. Using published rate constants19,, we developed a kinetic 
model and analyzed how the populations of the expected structural species were predicted to vary as a 
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function of time during subunit joining reactions in which 50S subunits were mixed with 30S ICs 
(Supplementary Methods and Extended Figure 2). The analysis predicts that the size of the population of 
70S ICs carrying a GTP- or GDP•Pi-bound IF2 is maximized at ~150 ms and that joining of the 50S subunit 
to the 30S IC to form a mature 70S EC is ~65% complete within 600 ms. Using a set of microfluidic chips 
designed27 to provide reaction times of ~20 ms, ~80 ms, ~200 ms, and ~600 ms in our mixing-spraying TR 
cryo-EM apparatus (Extended Figure 3), we therefore mixed 50S subunits with 30S ICs and collected 
images at each time point. At each time point, two-dimensional (2D) classification of the images yielded 
30S subunit-like, 50S subunit-like, and 70S ribosome-like particle classes. Subsequently, the particles from 
the ~20 ms, ~80 ms, ~200 ms, and ~600 ms time points were combined into two datasets. The first dataset, 
containing the 30S subunit-like particles, was subjected to 3D classification. The second dataset, containing 
50S subunit-like and 70S-ribosome like particles, was subjected to a combination of 3D classification and 
2D classification to sort out compositional and conformational heterogeneity (Methods and Extended 
Figure 4). This classification scheme yielded the structures of five distinct classes: (1) a complex containing 
the 30S subunit, mRNA and fMet-tRNAfMet, but lacking IF1 and IF2; (2) the 30S IC; (3) the 50S subunit; 
(4) the 70S IC; and (5) the 70S EC.  Execution of an independent, masked classification strategy failed to 
find any additional rare and/or low-population intermediate conformations of the 70S IC or 70S EC, 
confirming that our classification scheme did not miss any such states (Methods and Extended Figure 5). 
Notably, the sizes of populations of the 50S subunit, 70S IC, and 70S EC (Table 1) obtained from 
our classification strategy qualitatively follow the predicted kinetics (Figure 1a and Extended Figure 2), 
with the population of the 50S subunit decreasing as the population of the 70S EC increases from ~20 ms 
to ~600 ms (Extended Figure 2). Moreover, the particle populations reported in Figure 1a and Extended 
Figure 2 and the structures of the corresponding particle classes are robust to the inclusion of up to 20% 
‘noise particles’ falsely picked from the background (Supplementary Methods, Extended Figures 6 and 7, 
and Extended Tables 1 and 2). 
Among the five particle classes that we obtained, we selected the 30S IC, 70S IC, and 70S EC for 
further structural analysis (Figures 1b, 1c, and Figure 2a). The 70S IC structure reported here is obtained 
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by mixing the 50S subunit with a 30S IC carrying a native, GTP-bound IF2, and the 70S EC structure is 
obtained directly from a 70S IC formed via an IF-catalyzed initiation reaction. The resolutions of the 30S 
IC, 70S IC, and 70S EC were estimated to be 4.2 Å, 4.0 Å, and 3.9 Å, respectively, according to a resolution-
estimating protocol that avoids overfitting and uses the Fourier shell correlation (FSC) with the FSC=0.143 
criterion28 (Extended Figure 8).  Molecular Dynamics Flexible Fitting (MDFF)29 was then used to generate 
structural models of the 30S IC and 70S IC, while rigid-body fitting of previously published structures of 
the 30S and 50S subunits (PDB IDs: 2AVY and 2AW4, respectively) was used to generate a structural 
model of the 70S EC (Methods).  
 Analysis of the 70S ICs that are formed within the first ~20-80 ms after mixing 50S subunits with 
30S ICs shows that all inter-subunit bridges are formed. Moreover, we find that IF1 has also dissociated 
from these 70S ICs (compare Figures 2a and 2b). This observation is significant because IF1 occupies a 
binding site between the cleft of 16S ribosomal RNA (rRNA) helix (h) 44, h18, and ribosomal protein uS12 
on the 30S subunit that enables turn 1 of IF1, comprised of residues 18-21, to establish contacts with the 
minor groove of h44. Consequently, dissociation of IF1 relieves a strong steric clash that would otherwise 
exist between turn 1 of IF1 and 23S rRNA helix (H) 69 of the 50S subunit (Figure 2c and 2d). Because 
inter-subunit bridge B2a is formed by an interaction between h44 and H69, dissociation of IF1 early during 
subunit joining enables this critically important inter-subunit bridge to be established rapidly during initial 
70S IC formation. 
By the time ~80 ms has elapsed, the population of the 70S IC has reached its maximum and, by 
~200 ms, IF2 has dissociated from a significant fraction of this 70S IC population, resulting in the formation 
of mature 70S ECs, a process that continues through the 600 msec time point and beyond. Interestingly, the 
70S IC that is captured in this study by mixing 50S subunits with 30S ICs carrying native, GTP-bound IF2 
is in a semi-rotated inter-subunit orientation that is very similar to the orientation observed in the 70S IC 
reported by Allen and coworkers6 and the orientation of the major population of the 70S IC reported by 
Sprink and coworkers (i.e., 70S-IC II)8. 70S IC-bound IF2 establishes three sets of interactions with the 
ribosome. Specifically, helix 8 of IF2 interacts with the inter-subunit surface of uS12 in the 30S subunit; 
78 
 
domain IV (dIV) of IF2 interacts with H69, H71, H89, and the loop-containing residues 77-85 of ribosomal 
protein uL16 of the 50S subunit; and dI of IF2 interacts with the sarcin-ricin loop (H95) of the 50S subunit 
(Extended Figure 9). Because the semi-rotated inter-subunit orientation of the 70S ribosome uniquely 
facilitates the simultaneous formation of these three sets of IF2-ribosome interactions, IF2 selectively 
stabilizes the 70S IC in this orientation.  
 Comparative analysis of the 30S- and 70S ICs reveals subunit joining-dependent conformational 
changes of IF2 that facilitate formation of the 70S IC. Relative to its position on the 30S IC, dIV of IF2 is 
stabilized in a position that is ~10 Å closer to the 30S subunit, a structural transition that eliminates a 
potential steric clash with H89 (Figure 2e and 2f). Furthermore, the relatively early dissociation of IF1 
during 70S IC formation increases the conformational freedom of helix 8 of IF2, allowing it to acquire a 
position that is closer to the 50S subunit (Figure 2e). Based on previous ensemble rapid kinetic studies14,19-
21 demonstrating that the rate of GTP hydrolysis is relatively fast and nearly indistinguishable from the rate 
of initial subunit association, and that the rate of Pi release is slower than the rate of IF2 dissociation, we 
propose that we have uniquely captured the native, GDP•Pi-form of IF2 on the 70S IC. This proposal is 
supported by a structural analysis demonstrating that GDP•Pi more precisely models the Coulomb potential 
map30 of the guanosine nucleotide bound to IF2 in the 70S IC than GTP does (Extended Figure 10). The 
similarity between the conformation of the GDP•Pi-form of IF2 captured here and the non-hydrolyzable 
GTP analog-form of IF2 reported in all of the other 70S IC structures that have been published4,6-8 suggests 
that when IF2 hydrolyzes GTP, it does not immediately undergo a conformational change. This indicates 
that the transition from the 70S IC to the 70S EC is largely regulated by the release of Pi from IF2 and/or 
the subsequently rapid release of the GDP-form of IF2 from the 70S IC. 
As the 70S IC matures into a 70S EC, dissociation of IF2 disrupts the IF2-ribosome interactions 
that stabilize the semi-rotated inter-subunit orientation of the 70S IC. Disruption of these IF2-ribosome 
interactions therefore triggers the reverse rotation of the 30S subunit by ~3° (Figure 3a), which allows the 
70S ribosome within the 70S EC to occupy the non-rotated inter-subunit orientation. Dissociation of IF2 
also disrupts the contact between dIV of IF2 and fMet-tRNAfMet, an event that, simultaneously with the 
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reverse rotation of the 30S subunit (at least at our time resolution), enables the central domain and 3’ CCA-
fMet tail of fMet-tRNAfMet to move by ~28 Å and ~22 Å, respectively, from the 70S P/I configuration of 
fMet-tRNAfMet that is observed in the 70S IC to the P/P configuration of fMet-tRNAfMet that is observed in 
the 70S EC (Figure 3b, 3c, and 3d). This rearrangment of fMet-tRNAfMet is accompanied by an ‘untangling’ 
of the 3’ CCA-fMet tail that allows the fMet moiety to acquire its peptidyl transfer-competent position 
within the P site of the PTC (Figure 3c and 3d). Given the simultaneous nature of these conformational 
changes, at least at our time resolution, we propose that the transition of the 70S ribosome into its non-
rotated inter-subunit orientation is coupled to the rerrangement of fMet-tRNAfMet into its P/P configuration 
in the 70S EC, along with the untangling of the 3’ CCA-fMet tail and positioning of the fMet moiety into 
the PTC. 
In this report, we have shown how mixing-spraying TR cryo-EM is able to capture physiologically 
relevant, short-lived, structural intermediates in a biomolecular reaction and have used this approach to 
elucidate the molecular mechanism of bacterial translation. Based on our collective observations, we 
propose a structure-based model for the late steps of bacterial translation initiation (Figure 4). Notably, we 
did not observe formation of the minor population of the 70S IC reported by Sprink and coworkers (i.e., 
70S-IC I)8, suggesting that this conformation of the 70S IC might represent an off-pathway intermediate 
that is formed only when the 70S IC is trapped when using the GDPNP-form of IF2 and/or prepared using 
a steady-state approach. In contrast, because the conformation of the 70S IC that we observe here was 
obtained using the native, GTP-bound form of IF2 under pre-steady-state conditions, we can be certain that 
it represents an intermediate that is formed on the initiation reaction pathway. Mixing-spraying TR cryo-
EM is a new and powerful structural biology technique that we expect will be employed to follow the 
formation and maturation of reaction intermediates and elucidate the molecular mechanisms of fundamental 
biomolecular reactions such as DNA replication, transcription, pre-mRNA processing and splicing, and 
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The cryo-EM reconstruction maps were deposited in the EMDB server under the accession codes EMD-
9372 (30S IC), EMD-9371 (70S IC), and EMD-9370 (70S EC). The structural models obtained by MDFF 
were deposited in the PDB server under accession codes 6NHO (30S IC) and 6NHN (70S IC). The structural 




A pseudocode describing the control actions of the software synchronizing TR cryo-EM apparatus will be 
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Figure 1: Structural and time-resolved population analyses of the 50S subunit, 70S IC, and 70S EC. 
(a) The populations of the 50S subunit, 70S IC, and 70S EC at the 20 ms, 80 ms, 200 ms, and 600 ms time 
points as obtained by 3D classification of the imaged particles. The error bars represent standard deviations 
obtained by repeating the 3D classification procedure three times for each time point. (b-c) The cryo-EM 
reconstruction (i.e. cryo-EM-derived Coulomb potential maps30) of the (b) 70S IC and (c) 70S EC.  
 
Figure 2: Ribosome, IF, and fMet-tRNAfMet dynamics during 70S IC formation. (a-b) Cryo-EM 
reconstructions viewed from the inter-subunit faces of (a) the 30S IC (with the 30S subunit shown in yellow) 
and (b) the 30S subunit (pale yellow), IF2, and fMet-tRNAfMet from the 70S IC. (c)  Superposition of the 
30S subunits of the 30S IC and the 70S IC and analysis of the conformations of the 30S subunit and IF1 
(shown in magenta) from the 30S IC and the 50S subunit from the 70S IC. The analysis reveals that rapid 
dissociation of IF1 upon 50S subunit joining to the 30S IC relieves a potential steric clash between IF1 and 
the 50S subunit that would take place during 70S IC formation. (d) A magnified view of the superposition 
shown in panel (c) highlights the potential steric clash between turn 1 of IF1 and H69 of the 50S subunit. 
(e) Superposition of the 30S subunits from the 30S IC and the 70S IC, and comparative analysis of the 
conformations of IF2 and fMet-tRNAfMet from the 30S IC (light purple and orange, respectively) and IF2 
and fMet-tRNAfMet from the 70S IC (dark purple and green, respectively). The analysis reveals that dIV of 
IF2 moves toward the inter-subunit face of the 30S subunit by ~10 Å and, as it rearranges from its 30S P/I 
to its 70S P/I configuration, the central domain and 3’ CCA-fMet tail of fMet-tRNAfMet move slightly 
towards tRNA exit (E) site of the 30S subunit upon 50S subunit joining to the 30S IC and formation of the 
70S IC. (f) Superposition of the 30S subunits from the 30S IC and the 70S IC and analysis of the 
conformations of IF2 from the 30S IC and uS12 (shown in pale yellow) of the 30S subunit of the 70S IC 
and H69, H71, H80, H89, and H95 (the sarcin-ricin loop (SRL)) (shown in blue) of the 50S subunit of the 
70S IC that interact with IF2. The analysis reveals that the IF2 rearrangements shown in panel (e) relieve a 




Figure 3: Ribosome and fMet-tRNAfMet dynamics during maturation of the 70S IC into a 70S EC. (a) 
Superposition of the 50S subunits from the 70S IC and 70S EC and comparative analysis of the 
conformations of the 30S subunit from the 70S IC (pale yellow) and the 30S subunit from the 70S EC 
(golden yellow). The analysis reveals that the ribosomal subunits from the 70S IC that is initially formed 
upon 50S subunit joining to the 30S IC transiently acquire a semi-rotated inter-subunit orientation and 
subsequently undergo an ~3°clockwise rotation, when viewed from the solution side of the 30S subunit, 
into the non-rotated inter-subunit conformation upon maturation of the 70S IC into a 70S EC. (b) 
Superposition of the 50S subunits from the 70S IC and 70S EC and comparative analysis of the 
conformations of fMet-tRNAfMet in the 70S P/I configuration from the 70S IC (green) and fMet-tRNAfMet 
in the P/P configuration from the 70S EC (red). The start codon of the mRNA is shown in pale pink. The 
analysis reveals the conformational rearrangements of fMet-tRNAfMet that take place as the 70S IC matures 
into a 70S EC. (c) A magnified view of the superposition shown in panel (b) reveals that the central domain 
of fMet-tRNAfMet moves by ~28 Å towards the P site. (d) A 180° rotation of the superposition shown in 
panel (c) highlights the untangling of the 3’ CCA fMet tail of the fMet-tRNAfMet and its ~22 Å movement 
into the PTC.  
 
Figure 4: Structure-based kinetic model for late steps in bacterial translation initiation. Cartoon 
depicting the timing of structural and molecular events during late steps in bacterial translation initiation. 
Within the first ~20 ms after mixing 50S subunits and 30S ICs, 50S subunits (blue) reversibly join to the 
majority of 30S ICs (yellow) to form transient Pre-70S ICs. Conversion of the majority of these Pre-70S 
ICs into 70S ICs takes place within ~20-80 ms after mixing of 50S subunits and 30S ICs and begins with 
the rapid hydrolysis of GTP on IF2 (light purple). GTP hydrolysis is followed by the dissociation of IF1 
(magenta), repositioning of dIV of IF2 (dark purple), and formation of IF2-ribosome interactions and inter-
subunit bridges that stabilize the ribosome in its semi-rotated inter-subunit orientation and the fMet-
tRNAfMet in its 70S P/I configuration. Within the next several hundred milliseconds, the majority of 70S 
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ICs mature into 70S ECs in a process that begins with release of Pi from IF2 and dissociation of the GDP-
form of IF2 from the 70S IC, events that enable rotation of the ribosomal subunits into their non-rotated 
inter-subunit orientation, rearrangement of fMet-tRNAfMet into its P/P configuration, untangling of the 3’ 
CCA-fMet tail of fMet-tRNAfMet, and relocation of the fMet moiety of fMet-tRNAfMet into the PTC in 
preparation for formation of the first peptide bond upon delivery of the first aminoacyl-tRNA into the 





































Table 1. Populations of the 50S subunit, 70S IC, and 70S EC obtained after 3D classification. Standard 
deviations were obtained by repeating the 3D classification procedure three times for each time point.  
 50S (%) 70S IC (%) 70S EC (%) 
20 ms 58.0 ± 0.7 35 ± 0.8 7.1 ± 0.8 
80 ms 36.0 ± 3.4 43.4 ± 1.7 20.6 ± 1.7 
200 ms 30.8 ± 5.6 12.7 ± 3.4 56.4 ± 3.4 


















Preparation, purification, and validation of IC components and the 30S IC 
30S and 50S subunits were purified from the MRE600 Escherichia coli strain as previously described, with 
minor modifications31. Tight-coupled 70S ribosomes were isolated by ultracentrifugation of crude 
ribosomes through a 10–40% sucrose density gradient prepared in Ribosome Storage Buffer (10 mM 
tris(hydroxymethyl)aminomethane acetate (Tris-OAc) (pH4 °C = 7.5), 60 mM ammonium chloride (NH4Cl), 
7.5 mM magnesium chloride (MgCl2), 0.5 mM ethylenediaminetetraacetic acid (EDTA), 6 mM 2-
mercaptoethanol (BME). To maximize the purity of our tight-coupled 70S ribosomes and minimize 
contaminatination by free 50S subunits, a second round of ultracentrifugation through a 10–40% sucrose 
density gradient prepared in Ribosome Storage Buffer was added to our standard ribosome purification 
protocol. Highly pure, tight-coupled, 70S ribosomes were buffer-exchanged into Ribosome Dissociation 
Buffer (10 mM Tris-OAc (pH4 °C = 7.5), 60 mM NH4Cl, 1 mM MgCl2, 0.5 mM EDTA, 6 mM BME) using 
a centrifugal filtration device (Amicon Ultra, Millipore) with a 100 KDa molecular weight cut-off (MWCO) 
to promote the dissociation of ribosomes into 30S and 50S subunits. 30S and 50S subunits were isolated 
from the dissociated tight-coupled 70S ribosomes by ultracentrifugation through a 10–40% sucrose density 
gradient prepared in Ribosome Dissociation Buffer. To ensure high purity, 30S and 50S subunits isolated 
from the first gradient were subjected to a second round of ultracentrifugation through a 10–40% sucrose 
density gradient prepared in Ribosome Dissociation Buffer. Highly purified 30S and 50S subunits were 
concentrated and buffer-exchanged into Ribosome Storage Buffer using a centrifugal filtration device with 
a 100 KDa MWCO. After determining the concentration of the 30S and 50S subunits, small aliquots were 
prepared, flash frozen in liquid nitrogen, and stored at –80 °C.  
The purity of our 30S and 50S subunits was confirmed by negative staining electron microscopy 
(EM). Briefly, one aliquot of the highly purified 30S subunits was diluted to 50 nM with Tris-Polymix 
Buffer (50 mM Tris-OAc (pHRT = 7.5), 100 mM potassium chloride (KCl), 5 mM ammonium acetate 
(NH4OAc), 0.5 mM calcium acetate (CaOAc2), 5 mM magnesium acetate (MgOAc2), 0.1 mM EDTA, 6 
mM BME, 5 mM putrescine dihydrochloride, and 1 mM spermidine, free base). Subsequently, 3 µl of this 
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50 nM 30S subunit solution was applied to a carbon-coated EM grid for 30 s. Any excess sample solution 
was wicked away from the EM grid using filter paper, thereby generating a thin layer of sample solution 
on the EM grid. Following this, 3 µl of a 2% solution of uranium acetate in water was applied to the EM 
grid and the EM grid was incubated for 30 s at room temperature. Excess sample solution was wicked away 
from the EM grid using filter paper, once again generating a thin layer of sample solution on the EM grid. 
This uranium acetate, negative staining procedure was repeated two more times and, subsequently, the 
negatively stained 30S subunits were imaged using a 200 kV F20 cryogenic transmission electron 
microscope (TEM; FEI). Visual inspection of the images that were obtained revealed a highly uniform set 
of particles exhibiting the characteristically elongated shape of the 30S subunit, thereby demonstrating the 
purity of the 30S subunits. Analogous procedures were followed to load, negatively stain, and image the 
highly purified 50S subunits, with visual inspection of the images revealing a highly uniform set of particles 
exhibiting the characteristic ‘crown view’ of the 50S subunit, thereby demonstrating the purity of the 50S 
subunits. 
IF1 and the γ-isoform of IF2 containing tobacco etch virus (TEV) protease-cleavable, N-terminal, 
hexa-histidine (6His) tags were overexpressed in BL21(DE3) cells and purified as described previously32. 
Briefly, 6His-tagged IFs were purified by nickel nitrilotriacetic acid (Ni2+-NTA) affinity chromatography 
using a batch-binding and elution protocol. After elution of the 6His-tagged IFs, the 6His-tags were 
removed by adding TEV protease to the purified IFs and dialyzing-incubating the mixture overnight (~12 
hr) at 4 °C against TEV Cleavage Buffer (20 mM tris(hydroxymethyl)aminomethane hydrochloride (Tris-
HCl) (pH4°C = 7.5), 200 mM NaCl, 0.1% Triton X-100, and 2 mM BME). IF1 was further purified on a 
HiLoad 16/60 Superdex 75 prep grade gel filtration column (GE Biosciences), and IF2 was further purified 
on a HiTrap SP HP cation-exchange column (GE Biosciences). The purified IFs were concentrated and 
buffer exchanged into 2 Translation Factor Buffer (20 mM Tris-OAc (pH4°C = 7.5), 100 mM KCl, 20 mM 
MgOAc2, 10 mM BME) using a centrifugal filtration device (Amicon Ultra, Millipore) with either a 3.5 
KDa (IF1) or a 10 KDa (IF2) MWCO. Concentrated IFs were diluted with one volume of 100% glycerol 
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and stored at –20 °C. Prior to using in 30S IC assembly reactions, the IFs were buffer exchanged into Tris-
Polymix Buffer using either a Micro Bio-Spin 6 (IF1) or 30 (IF2) gel filtration spin column (Bio-Rad). 
tRNAfMet (MP Biomedicals) was aminoacylated and formylated as described previously32. The 
yield of fMet-tRNAfMet, which was assessed by hydrophobic interaction chromatography (HIC) on a 
TSKgel Phenyl-5PW column (Tosoh Bioscience) as described previously32, was ~90%. The mRNA used 
in the 30S IC assembly reaction was chemically synthesized (Thermo Fisher) and is a non-biotinylated 
variant of the bacteriophage T4 gene product (gp) 32 mRNA that we have used extensively in our single-
molecule fluorescence studies of initiation15,31,33,34. The sequence of this mRNA is 5’-
CAACCUAAAACUUACACAAAUUAAAAAGGAAAUAGACAU GUUCAAAGUCGAAA 
AAUCUACUGCU-3’. 
The 30S IC was assembled by combining 3.6 µM each of IF1, IF2, and fMet-tRNAfMet, 4.8 µM of 
mRNA, 1 mM GTP, and 2.4 µM of 30S subunits in our optimized Tris-Polymix Buffer32. The final volume 
of the 30S IC assembly reaction was 100 µl. IF2, which has been previously shown to protect fMet-tRNAfMet 
from deacylation35 was added to the 30S IC assembly reaction prior to fMet-tRNAfMet. To ensure that the 
30S IC assembly reaction proceeded in a native, unbiased manner, the 30S subunits were added last. 
Previous ensemble rapid kinetic- and single-molecule studies have shown that IF3 dissociates prior to36, or 
shortly after12,15,19,34,37,38, subunit joining. Notably, several of these studies have shown that IF3 regulates 
the subunit joining reaction by rendering it reversible, establishing a 30S IC + 50S ⇄ 70S IC dynamic 
equilibrium in which destabilization of the 70S IC inhibits maturation of the 70S IC into a 70S EC13-15,19,37. 
Thus, in order to ensure formation of a stable 70S IC that could productively mature into a 70S EC, IF3 
was not included in the 30S IC investigated here. Assembly reactions were incubated at 37 °C for 10 
minutes, chilled on ice for 5 minutes, flash frozen in liquid nitrogen and stored at –80 °C. 
 To assess whether the 30S IC was stable enough to maintain its integrity during mixing-spraying 
TR cryo-EM, 2.4 µM of 30S IC in Tris-Polymix Buffer and an equal volume of Tris-Polymix Buffer lacking 
50S subunits were injected into the microfluidic chip designed to give the longest reaction time (~600 ms), 
mixed, and sprayed onto an EM grid as the grid was plunge-frozen in liquid ethane.  The grid was 
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subsequently stored in liquid nitrogen, all as described above. When ready, the plunge-frozen grid was 
imaged with the 300 kV Tecnai Polara F30 TEM (FEI), as described above. Subsequently, 2D classification 
was used to select 30S subunit-like particles. The selected particles were then subjected to 3D classification, 
which showed that ~75% of the 30S subunit-like particles were 30S ICs and ~25% of the 30S subunit-like 
particles were 30S subunits carrying a P-site fMet-tRNAfMet (or, more likely, a mixture of fMet-tRNAfMet 
and deacylated tRNAfMet) in its ‘30S P/I’ configuration (Extended Figure 1). The results of this experiment 
demonstrate that the majority of the 30S IC remains intact during injection and mixing in the microfluidic 
chip and spraying onto the EM grid.  
 
Modeling the kinetics of subunit joining and selecting the time points for mixing-spraying TR cryo-EM 
 
Preparation of EM grids and mixing-spraying TR cryo-EM 
Quantifoil gold R1.2/1.3 grids39 with 300 mesh size were subjected to glow discharge in H2 and O2 for 25 
s using a Solarus 950 plasma cleaning system (Gatan) set to a power of 25 W. For each of the four time 
points, 1.2 µM of 50S subunit in Tris-Polymix Buffer and 2.4 µM of 30S IC in Tris-Polymix Buffer were 
injected into the corresponding microfluidic chip at a rate of 3 µl s–1 such that they could be mixed and 
sprayed onto a glow-discharged grid as previously described25. The final concentration of the 50S subunit 
and the 30S IC after rapid mixing in our microfluidic chip was 0.6 µM and 1.2 µM, respectively. As the 
mixture was sprayed onto the grid, the grid was plunge-frozen in liquid ethane. The grid was stored in liquid 
nitrogen until it was ready to be imaged. 
 
Cryo-EM data collection 
Plunge-frozen grids were imaged with a 300 kV Tecnai Polara F30 TEM (FEI). The images were recorded 
within a defocus range of 1-3 µm on a K2 direct detector camera (Gatan) operating in counting mode with 
an effective magnification of 29,000 at 1.66 Å pixel–1. Images were composed of 40 frames that were 




Cryo-EM data processing 
A flow-chart of the data processing procedure detailed here is given in Extended Figure 4. 
Micrographs were first screened at each time point, then 468, 605, 445, and 363 micrographs were 
selected at 20 ms, 80 ms, 200 ms, and 600 ms, respectively. The beam-induced motion of the 
sample captured by the images was corrected using the MotionCor2 software program40. The 
contrast transfer function (CTF) of each micrograph was estimated using the CTFFIND4 software 
program41. Imaged particles were picked using the Autopicker algorithm included in the RELION 
2.0 software program42. These particles were first extracted using 2x binning of the images 
and subjected to 2D classification to separate 30S subunit-like, 50S subunit-like, and 70S 
ribosome-like particles from ice-like and/or debris-like particles picked by 
the Autopicker algorithm. Exclusion of ice-like and debris-like particles resulted in totals of 
79,204, 109,775, 59,350, and 66,979 30S subunit-like, 50S subunit-like, or 70S ribosome-like 
particles at 20 ms, 80 ms, 200 ms, and 600 ms, respectively.  All particles classified as 30S 
subunit-like were pooled together into a set of 170,864 particles, and all particles classified as 50S 
subunit-like or 70S ribosome-like were pooled together into a set of 144,504 particles. The reason 
the 50S subunit-like and 70S ribosome-like particles were pooled together is that some of the 70S 
ribosome-like particles have the appearance of 50S subunit-like particles in particular viewing 
directions, so separation of these particles must be deferred to the next step.  
The set of 170,864 30S subunit-like particles was subjected to a round of 3D classification, 
from which we obtained two major subclasses. The first subclass encompassed 86,367 30S ICs 
and the second encompassed 17,686 30S subunits carrying only a P-site fMet-tRNAfMet (or, more 
likely, a mixture of fMet-tRNAfMet and deacylated tRNAfMet) in the P/I configuration. The subclass 
containing the 30S ICs was further refined without binning the images. The resolution of the 
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refined 30S IC was estimated to be 4.2 Å using a resolution-estimating protocol that avoids 
overfitting and uses the FSC with the FSC=0.143 criterion28..  
The set of 144,504 combined 50S subunit-like and 70S ribosome-like particles was 
subjected to 3D classification, from which we obtained two major subclasses. The first subclass 
encompassed 50S subunits and the second encompassed 70S ribosome-like particles.  We found it 
necessary to subject this second subclass to a second round of 2D classification because of 
evidence of residual compositional heterogeneity. In this step, some 50S subunits were still found, 
and separated from 80,138 remaining 70S ribosome-like particles. The 50S subunits obtained from 
this second round of 2D classification were combined with the 50S subunits from the first round 
of 3D classification for a total of 50,918 50S subunits.  
The whole process of two rounds of 2D classification and 3D classification was repeated 
three times to estimate the errors associated with classifying the set of particles into 50S subunit 
and 70S ribosome-like particle populations (Table 1). At this point in the analysis, each 50S 
subunit and 70S ribosome-like particle was traced back to the time point from which it originated 
to determine the 50S subunit and 70S ribosome-like particle populations at each time point.  
The 70S ribosome-like subclass with 80,138 particles was then subjected to a round of 3D 
classification from which we obtained two major subclasses. The first subclass encompassed 
34,096 70S ICs and the second encompassed 46,042 70S ECs. Again, this third round of 3D 
classification was repeated three times in order to estimate the errors associated with classifying 
the set of particles into 70S IC and 70S EC populations (Table 1). The subclasses containing the 
70S ICs and 70S ECs were then further refined without binning the images. The amplitudes of the 
refined cryo-EM maps were sharpened using the ‘postprocess’ command in RELION. The 
resolutions of the 70S IC and 70S EC maps were estimated to be 4.0 Å and 3.9 Å, respectively, 
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using a resolution-estimating protocol that avoids overfitting and uses the FSC with the FSC=0.143 
criterion28. 
 The percentage of particles in the 50S subunit-, 70S IC-, and 70S EC particle classes at each time 
point was calculated by summing up the number of particles in each particle class at each time point and 
subsequently calculating the fraction of particles in each particle class with respect to the total number of 
particles at each time point. To compare the percentages of particles in the 50S subunit-, 70S IC-, and 70S 
EC particle classes obtained here with the concentrations of 50S subunits, 70S ICs, and 70S ECs predicted 
by the kinetic modeling, the percentages obtained here were used to calculate the concentration of each 
particle class, assuming the total concentration of particles in the kinetic modeling was limited to 0.6 µM 
(i.e., the limiting concentration of 50S subunits used in the kinetic modeling) (Extended Figure 2). 
 
Additional 3D classification to find low-population intermediate conformations from the 70S particle 
dataset.  
We employed masked 3D classification scheme on a dataset of 80,138 70S ribosome particles to search for 
rare conformations of 70S IC and 70S EC. In the masked 3D classification scheme a mask was designed 
covering densities of IF1, IF2, P/P-configured P-site tRNA, and P/E-configured P-site tRNA (Extended 
Figure 5a-c). The dataset of 80,138 70S particles was subjected to 3D refinement to assign angular positions, 
and particle alignment was turned off during the masked classification scheme. Three types of classes were 
obtained. The first type of classes encompasses 44% of the particles with density for IF2 and tRNA in the 
P/I position, and the second type of classes encompasses 48% with density for tRNA in the P/P position. 
The third type of classes encompasses ~8% without any density in the masked region. The 3D refinement 
of the first, second and third types of classes yielded cryo-EM maps of 70S IC, 70S EC and low-resolution 
70S EC, respectively (Extended Figure 5d).  
 
Modeling of the 30S IC, 70S IC, and 70S EC structures 
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We obtained near-atomic resolution models of the 30S IC and 70S IC by employing the Molecular 
Dynamics Flexible Fitting (MDFF) method29 (Extended Figure 11) and using an atomic, cryo-EM-derived 
model of a 70S IC (PDB ID: 3JCJ) as the initial starting model. Similarly, we obtained an initial, near-
atomic resolution model of the 70S EC using rigid-body fitting within the UCSF Chimera software 
program43 and atomic-resolution models of 70S ribosomes in the non-rotated inter-subunit orientation and 
lacking any tRNA or mRNA ligands (PDB IDs: 2AVY and 2AW4). This initial, near-atomic-resolution 
model of the 70S EC was further refined by subjecting it to the ‘jiggle fit’ algorithm within the COOT 
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Modeling the kinetics of subunit joining and selecting the time points for mixing-spraying TR cryo-EM 
To model the kinetics of the subunit joining reaction shown in Extended Figure 2, we used initial 50S 
subunit and 30S IC concentrations analogous to those used in our mixing-spraying microfluidic chip (i.e., 
0.6 µM and 1.2 µM, respectively,), and employed MATLAB to numerically solve a set of differential 
equations derived from the kinetic scheme and set of rate constants reported by Goyal and coworkers for a 
subunit joining reaction performed in the presence of IF1 and IF2, but in absence of the IF319: 
 






= −k1[𝐴][𝐵] + k2[𝐶] (1) 
ⅆ[𝐶]
ⅆt
= −k2[𝐴][𝐵] + k1[𝐴][𝐵] − k3[C] (2) 
ⅆ[𝐷]
ⅆt
= −k4[𝐷] + k3[𝐶] (3) 
ⅆ[𝐸]
ⅆt
= −k5[𝐸] + k4[𝐷] (4) 
ⅆ[𝐹]
ⅆt
= −k6[𝐹] + k5[𝐸] (5) 
ⅆ[𝐺]
ⅆt
= k6[𝐹] (6) 
where A = 30S ICIF1·IF2·GTP, B = 50S, C = 70S ICIF1·IF2·GDP·Pi, D = 70S ICIF1a·IF2·GDP·Pi, E = 70S 
ICIF1a·IF2·GDP, F = 70S ICIF1a·IF2a·GDP, G = 70S EC and  k1 = 50 µM
–1s–1, k2 = 2.5 s
–1, k3 = 17 s
–1, 
k4 = 4.3 s
–1, k5 = 10 s




 In the kinetic scheme depicted above and the corresponding set of differential equations, 30S 
ICIF1·IF2·GTP is analogous to our 30S IC, 50S is analogous to our 50S subunit, 70S ICIF1·IF2·GDP·Pi is a 70S IC 
in which GTP has been hydrolyzed to GDP•Pi on IF2, 70S ICIF1a·IF2·GDP·Pi is a 70S IC in which IF1 and/or 
some other component of the 70S IC has undergone a conformational change, 70S ICIF1a·IF2·GDP is a 70S IC 
in which Pi has been released from IF2, 70S ICIF1a·IF2a·GDP is a 70S IC in which IF2 has undergone a 
conformational change, and 70S EC is analogous to our 70S EC. Because of the likelihood that we would 
not be able to structurally distinguish 70S ICIF1·IF2·GDP·Pi, 70S ICIF1a·IF2·GDP·Pi, 70S ICIF1a·IF2·GDP, and 70S 
ICIF1a·IF2a·GDP at our expected spatial and/or temporal resolutions, we summed the concentrations of these 
four complexes to generate the grey curve representing the 70S IC in Extended Figure 2. The modeled 
kinetics predict that the population of 70S ICs should peak within 50–250 ms after mixing of the 50S 
subunit and 30S IC and that these 70S ICs should mature to a significant population of 70S ECs within the 
next several hundreds of ms. Thus, to ensure that we would capture formation of the 70S IC and its 
maturation to the 70S EC, we selected microfluidic chips designed to provide reaction times of ~20 ms, 
~80 ms, ~200 ms, and ~600 ms.  
 
Assessing the sensitivity of class distribution to different noise levels 
In the literature, there are two instances where the strategy of repeated 3D classification runs was employed 
to estimate the reproducibility of particle distribution in conformationally heterogeneous complexes25,45. 
Neither of these studies considered the reproducibility of the 3D classification with the addition of noise 
(i.e., background ‘particles’ that would result from false positives of particle picking). For the purpose of 
kinetics measurements which, in principle, are feasible by TR cryo-EM, it would be interesting to know 
how class distribution is affected by noise. 
To determine to what degree the presence of noise might influence the distribution of particles per 
class following maximum-likelihood 3D classification, we selected a set of 70,000-particles containing 
both 70S ICs and 70S ECs. Next, we chose to perform maximum-likelihood 3D classification with 4 
different noise levels, 0%, 5%, 10%, and 20%.  As noise, we picked particles from the background of the 
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micrographs (Extended Figure 6). We then created four particle sets by adding 0%, 5%, 10%, and 20% of 
such noise particles to the 70,000 particle set. These choices correspond to different failure rates of the 
‘Autopick’ program in identifying true particles.  A failure rate of 5% is already unlikely for particles such 
as the ribosome, but for the purpose of this exercise we went up to 20%. Each of these four particle sets 
was subjected to 3D refinement to assign angular positions. Next, each of the four particle sets was 
subjected to three independent 3D classification runs to test the reproducibility of maximum-likelihood 3D 
classification. The results of the class distributions at 0%, 5%, 10%, and 20% noise levels for the three 
independent 3D classifications runs is presented in Extended Table 1. We find that the population 
distributions of 70S ICs and 70S ECs are similar, with a maximum standard deviation of 1.5% across all 
independent 3D classifications.  
The statistics of the class distributions at 0%, 5%, 10%, and 20% noise levels for the three 
independent 3D classifications runs, including the total number of 70S IC particles, number of noise 
particles, and resolution of the resulting 70S IC structure are presented in Extended Table 2. For the class 
distributions at 0% noise level, we found that all three independent 3D classification runs returned 25,501 
overlapping 70S IC particles from the total number of particles in the 70S IC class. We define overlapping 
particles as particles common to each of the 70S IC classes obtained in three independent 3D classification 
runs at the 0% noise level. To quantify how the addition of noise particles influenced the identification of 
70S IC particles we used this number of 70S IC particles (25,501) as a reference set. Notably, despite the 
addition of 5-20% noise we found that relative to the reference set, 93.9 to 97.6% of the particles in each 
70S IC class were identified as 70S IC particles. Also, the addition of noise had virtually no effect on the 
angular coverage of the particles in the 3D reconstruction from the 70S IC class. The angular coverage of 
particles in the 70S IC class is plotted for each noise level in Extended Figure 7.     
In summary, we find that with the addition of up to 20% noise: (i) the distribution of 70S IC and 
70S EC classes remains virtually the same; (ii) the angular coverage of the 70S IC class is unaffected; and 
(iii) the resolution of the 70S IC structure is not significantly changed. Our analysis suggests that the 
maximum-likelihood 3D classification is a robust method for classification, insensive to the addition of up 
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to 20% noise, and that it can reliably measure the class distribution of heterogeneous conformations 






Extended Figure 1.  Cryo-EM reconstructions (i.e., 3D cryo-EM-derived Coulomb potential maps30) of 
the (a) 30S IC and (b) 30S subunit + fMet-tRNAfMet complex obtained from a control experiment in which 
the 30S IC in Tris-Polymix Buffer and a solution of Tris-Polymix Buffer lacking 50S subunits were injected 
into the microfluidic chip designed to give the longest reaction time (~600 ms), mixed, allowed to react, 
and sprayed onto an EM grid that was rapidly plunged into liquid ethane. The sizes of the resulting 
populations of the 30S IC and 30S subunit + fMet-tRNAfMet complex were 75% and 25%, respectively, 




Extended Figure 2. Plot of the concentrations of the 50S subunit, 70S IC, and 70S EC as a function of 
time generated by using initial 50S subunit and 30S IC concentrations analogous to those used in our 
mixing-spraying microfluidic chip (i.e., 0.6 µM and 1.2 µM, respectively) and modeling the kinetics of 
subunit joining using the kinetic scheme and set of rate constants reported by Goyal and coworkers for a 
subunit joining reaction performed in the presence of IF1 and IF2, but in absence of the IF319. A detailed 
description of the kinetic modeling can be found in the Methods. The plot predicts that the 70S IC 
population should peak within 50–250 ms after mixing of the 50S subunit and 30S IC and that these 70S 
ICs should mature to a significant population of 70S ECs within the next several hundreds of ms. Therefore, 
to ensure that we would capture formation of the 70S IC and its maturation to the 70S EC, we selected 
microfluidic chips designed to provide reaction times of ~20 ms, ~80 ms, ~200 ms, and ~600 ms. The free 
50S subunit, 70S IC, and 70S EC populations observed in our TR cryo-EM experiments are shown as blue 





Extended Figure 3. (a) A photograph of the mixing-spraying, TR cryo-EM apparatus, labeled to show all 
major components. The mixing-spraying microfluidic chip is mounted inside an environmentally controlled 
chamber. A syringe pump, which is controlled by a laboratory-written, Visual Basic and C++ software 
program called Howard5e46, is used to inject the reactants from inlets 1 and 2 into the microfluidic chip. 
Once in the microfluidic chip, the reactants are mixed and allowed to react for the reaction time specific to 
the microfluidic chip being used. The EM grid is held at the end of the plunger by a pair of tweezers. The 
Howard5e software controls and synchronizes the syringe pump as well as the plunger that holds the 
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tweezer-mounted EM grid46. Thus, as the sprayers discharge the reaction from the microfluidic chip onto 
the EM grid, the plunger is activated to plunge the EM grid into cryogen46. (b-f) Images of cryo-EM grids 
prepared by the mixing-spraying, TR cryo-EM apparatus, going from low to high magnification. (b) Grid-
view depicting droplets of different sizes deposited on the grid. (c) Square-view depicting droplet 
distribution over the holes. (d) Hole-view depicting ice distribution over holes. For image acquisition, thin 
ice regions were selected. (e) A representative micrograph showing good particle density. (f) Power 





Extended Figure 4. Flow-chart of the work process for single-particle analysis and 3D refinement. In the 
first step, particles were auto-picked from the images recorded for the individual time points. Auto-picked 
particles were then extracted using 2 binning of the images and subjected to 2D classification to discard 
ice-like and/or debris-like particles and define 30S subunit-like, 50S subunit-like, and 70S ribosome-like 
particle classes. Representative 2D classes of 30S subunit-like, 50S subunit-like, and 70S ribosome-like 
particles are shown on the left- and right-hand sides of the flow chart.  A detailed account of the 
classification scheme is presented in the subsection of cryo-EM data processing in the Methods section. 
Briefly, following 2D classification at each time point, two particle datasets were created. The first particle 
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dataset was composed of 170,864 30S subunit-like projections and the second particle dataset was 
composed of 144,504 50S subunit-like and 70S ribosome-like projections. The first particle dataset with 
170,864 30S subunit-like projection classes was subjected to 3D classification, which yielded two major 
subclasses. The first of these major subclasses contained 86,367 30S ICs and the second contained 17,686 
30S subunits carrying only fMet-tRNAfMet (i.e., 30S subunit + fMet-tRNAfMet complexes). The second 
particle dataset, containing the 144,504 50S subunit-like and 70S ribosome-like particles, was also 
subjected to a combination of 3D classification and 2D classification to separate compositional 
heterogeneity consisting of 50S subunit ribosome and 70S ribosome. After performing a combination of 
3D classification and 2D classification, two particle datasets were created, the first containing 50,918 50S 
subunit particles and the second containing 80,138 70S ribosome–like particles. Further 3D classification 
was performed on the dataset containing 80,138 70S ribosome-like particles which yielded 70S IC and 70S 
EC classes. Particles from 50S subunit, 70S IC and 70S EC were traced back to each time point, as tabulated 





Extended Figure 5. Masked classification scheme to look for rare conformations of the 70S IC and 70S 
EC. (a-c) The mask (grey) covering densities of IF1 (magenta), IF2 (purple), P/P-tRNA (orange) and P/E-
tRNA is shown in different views. The views depict the position of the mask with respect to the 30S subunit 
(pale yellow) and the 50S subunit (blue). For the masked 3D classification scheme, this mask was applied 
to the dataset of refined 80,138 70S particles, which yielded mostly 3 types of classes (d). The first type of 
classes encompasses 44% of the particles with density for IF2 (purple) and tRNA in the P/I position (green), 
the second type of classes encompasses 48% with density for tRNA in the P/P position (orange), and the 
third type of classes encompasses ~8% without any density in the masked region. The 3D refinement of the 
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first, second and third types of classes yielded cryo-EM maps of 70S IC, 70S EC and low-resolution 70S 






Extended Figure 6. Noise particles selected from the gain-corrected micrograph. The noise particles which 






Extended Figure 7. The angular coverage of the 70S IC with respect to the view depicted in the center 





Extended Figure 8. Fourier shell curves for (a) 30S IC, (b) 70S IC, and (c) 70S EC. The resolutions of 
these structures were estimated using a resolution-estimating protocol that avoids overfitting and uses the 
Fourier shell correlation (FSC) with the 0.143 criterion28. Cryo-EM reconstructions of (d) 30S IC, (e) 70S 
IC, and (f) 70S EC. Angular orientation coverage of (g) 30S IC, (h) 70S IC, and (i) 70S EC, presented 
corresponding to the views depicted in d, e, and f, respectively. Directional FSC plots47 of the cryo-EM 





Extended Figure 9. IF2-70S ribosome interactions in the 70S IC. (a) The positions of IF2 (dark purple), 
70S P/I fMet-tRNAfMet (green), uS12 (yellow), and H69, H71, H80, H89 and H95 (SRL) (all shown in blue) 
within the cryo-EM reconstruction of the 70S IC (transparent grey) were obtained using MDFF. (b) A 
magnified view of the structure shown in (a) highlighting the interactions IF2 makes with the 70S ribosome 





Extended Figure 10. Portion of the Coulomb potential corresponding to the guanosine as obtained from 
the 4 Å resolution, cryo-EM reconstruction of the 70S IC (shown as a blue mesh). Rigid-body fitting was 
used to position either (a) GTP or (b) GDP•Pi into the Coulomb potential. The initial position of Pi relative 
to GDP for the rigid body fitting was taken from the structure of the GDP•Pi-form of the G protein Giα1 







Extended Figure 11. Views of the major components of the 30S IC and 70S IC after structural modeling 
of the 30S IC and 70S IC using the MDFF method. (a) fMet-tRNAfMet (orange) in its 30S P/I configuration 
in the 30S IC. (b) IF1 (magenta) in the 30S IC. (c) IF2 (light purple) in the 30S IC. (d) fMet-tRNAfMet 
(green) in its 70S P/I configuration in the 70S IC. (e) IF2 (dark purple) in the 70S IC. For each component, 
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the reconstructed Coulomb potential is represented by the mesh and the structural model is represented by 




Chapter 6 The structural basis for release factor activation during translation termination 
revealed by time-resolved cryogenic electron microscopy 
This chapter is the manuscript of a paper under revision in Nature Communications. This paper 
describes the first visualization of a transient compact form of release factor 1 and release factor 
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When the mRNA translating ribosome encounters a stop codon in its aminoacyl site (A site), 
it recruits a class-1 release factor (RF) to induce hydrolysis of the ester bond between peptide 
chain and peptidyl-site (P-site) tRNA. This process, called termination of translation, is under 
strong selection pressure for high speed and accuracy. RFs (RF1, RF2 in bacteria, eRF1 in 
eukarya and aRF1 in archaea), have structural motifs that recognize stop codons in the 
decoding center (DC) and a universal GGQ motif for induction of ester bond hydrolysis in the 
peptidyl transfer center (PTC) 70 Å away from the DC. The finding that free RF2 is compact 
with only 20 Å between its codon reading and GGQ motifs was therefore surprising1. Cryo-
electron microscopy (cryo-EM)  then showed that ribosome-bound RF1 and RF2 have 
extended structures2,3 , suggesting that bacterial RFs are compact when entering the ribosome 
and switch to the extended form in a stop signal-dependent manner3. FRET4, cryo-EM5,6 and 
X-ray crystallography7, along with a fast kinetics study suggesting a rapid conformational 
change of RF1 and RF2 on the pre-termination ribosome8, have lent indirect support to this 
proposal. However, the transient nature of such a compact conformation on the native 
pathway to RF-dependent termination has made its direct experimental demonstration 
difficult. Here we use time-resolved cryo-EM9,10,11,12,13 to visualize transient compact forms of 
RF1 and RF2 at 3.5 and 4 Å resolution, respectively, in the codon-recognizing ribosome 
complex on the native pathway to termination. About 25% of ribosomal complexes have RFs 
in the compact state at 24 ms reaction time after mixing RF and ribosomes, and within 60 ms 




Most intracellular functions are carried out by proteins, assembled as chains of peptide-bond 
linked amino acid (aa) residues on large ribonucleoprotein particles called ribosomes. The aa -
sequences are specified by information stored as deoxyribonucleic acid (DNA) sequences in 
the genome and transcribed into sequences of messenger RNAs (mRNAs). The mRNAs are 
translated into aa-sequences with the help of transfer RNAs (tRNAs) reading any of their 61 
aa-encoding ribonucleotide triplets (codons). In termination of translation, the complete 
protein is released from the ribosome by a class-1 release factor (RF) recognizing one of the 
universal stop codons (UAA, UAG, and UGA), signaling the end of the amino acid encoding 
open reading frame (ORF) of the mRNA. There are two RFs in bacteria, RF1 and RF2, one in 
eukarya, eRF1. RF1 and RF2 read UAA, UAG, and UAA, UGA, respectively, while the 
omnipotent eRF1 reads all three stop codons. Stop codon reading by RFs is aided by class -2 
RFs, the GTPases RF3 in bacteria and eRF3 in eukarya. Interestingly, eRF3 is an essential 
protein while RF3 is not. We note that eRF3, but not RF3, enters the ribosome in complex 
with GTP and eRF114, reminiscent of how the essential GTPases EF-Tu and eEF1 enter the 
ribosome in ternary complex with GTP and tRNA. From this analogy we speculate that eRF3 
enhances both efficiency and accuracy of stop codon reading. The main role of RF3 is in 
contrast to remove RF1/2 from the post-termination ribosome15. RF3 action could therefore be 
made redundant just by reduction of the A-site affinity of RF1/2. Each stop codon in the 
decoding center (DC) is recognized by a stop-codon recognition (SCR) motif in a class-1 RF, 
and all RFs have a peptidyl transfer center (PTC)-binding GGQ motif, named after its 
universal Gly-Gly-Gln triplet (GGQ), for coordinated ester bond hydrolysis in the P-site 
bound peptidyl-tRNA. The crystal structures of free RF1 and RF2 have a distance between the 
SCR and GGQ motifs of about 20 Å1,16, much shorter than the 70 Å separating DC and PTC 
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in the bacterial 70S ribosome. This distance discrepancy made the expected coordination 
between SCR and ester bond hydrolysis enigmatic. The crystal structure of free eRF1 has, in 
contrast, about 70 Å between its SCR and GGQ motifs, a distance close to the 80 Å between 
the DC and PTC of the 80S ribosome in eukarya17.  Further cryo-EM work showed that 
ribosome-bound RF1 and RF2 have extended structures2,3, facilitating coordinated codon 
recognition in DC and ester bond hydrolysis in PTC. Subsequent high-resolution X-ray 
crystal7,18,19,20,21,22,23,24 and cryo-EM5,6,25,26,27,28 structures of RF-bound 70S ribosomes allowed 
the modeling of stop-codon recognition by RF1, RF229, eRF130 and GGQ-mediated ester bond 
hydrolysis28.  
If the compact forms of free RFs in the crystal1,16 are physiologically relevant,  it would mean 
that eubacterial RFs are in the compact form upon A-site entry (pre-accommodation state) and 
assume the extended form (accommodation state) in a stop-codon dependent manner. The 
relevance is indicated by a compact crystal structure of RF1 in a functional complex with its 
GGQ-modifying methyltransferase31,32, although SAXS data indicated free RF1 to be 
extended in bulk solution33. At the same time, SAXS data from T. thermophilus RF2 free in 
solution suggested a compact form for the factor or, possibly a mixture of compact and 
extended forms34. The existence of a RF-switch from a compact, free form to an extended 
ribosome-bound from would make high-resolution structures of these RF-forms necessary for 
a correct description of the stop-codon recognition process, hitherto based on post-termination 
ribosomal complexes35,36.  
Indirect evidence for rapid conformational activation of RF1 and RF2 after A-site binding has 
been provided by quench-flow based kinetics8, and in a series of recent FRET experiments 
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Joseph and collaborators showed free RF1 to be in a compact form4, compatible with the 
crystal forms of RF11 and RF216, but in an extended form when bound to the A site of the 
stop-codon programmed ribosome4. Ribosome-bound class-1 RFs in the compact form has 
been observed together with alternative ribosome-rescue factor A (ArfA) in ribosomal rescue 
complexes, which lack any codon in the A site5,6. Very recently, Korostelev and collaborators 
(2018)7 used X-ray crystallography in conjunction with the peptidyl transfer-inhibiting 
antibiotic blasticidin S (BlaS) to capture a mutated, hyper-accurate variant of RF1 in the stop 
codon-programmed termination complex. They found RF1 in a compact form, which they 
used to discuss stop-codon recognition in conjunction with large conformational changes of 
the RFs. It seems, however, that this BlaS-halted ribosomal complex is in a post-recognition 
state (i.e., stop-codon recognition motif has the same conformation as in the post-
accommodation state in DC) but before RF-accommodation in the A site, making its 
relevance for on-pathway stop-codon recognition unclear (However, see also below!). 
Here, in contrast, we use time-resolved cryo-EM9,10,11,12,13 for real-time monitoring of how 
RF1 and RF2 ensembles change from compact to extended RF conformation in the first 100 
ms after RF-binding to the pre-termination ribosome. These compact RF-structures, 
originating from short-lived ribosomal complexes previously out of reach for structural 
analysis, are seen at near-atomic resolution (3.5 - 4 Å). The time-dependent ensemble changes 
agree qualitatively with accompanying (Fig. 1) and previous8 quench-flow studies. We discuss 
the role of the compact structures of RF1 and RF2 for fast and accurate stop-codon 
recognition in translation termination.  
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We assembled a UAA-programmed release complex, RC0, with tripeptidyl-tRNA in the P site, 
and visualized its structure with cryo-EM (Methods and Extended Data Fig. 1). The RC0 displays 
no intersubunit rotation, and the tripeptide of its P-site tRNA is seen near the end of the peptide 
exit tunnel (Extended Data Fig. 1). The mRNA of the DC is disordered, but the overall resolution 
of the RC0 is high (2.9Å). Apart from a small fraction of isolated ribosomal 50S subunits, the 
RC0 ensemble is homogeneous (Extended Data Fig. 1). We used quench-flow techniques to 
monitor the time evolution of the class-1 RF-dependent release of tripeptide from the peptidyl-
tRNA with UAA-codon in the A site after rapid mixing of RC0 with RF1 or RF2 at rate-
saturating concentrations (kcat-range)
8 (Fig. 1a).  The experiments were performed at pH-values 
from 6 to 8 units, corresponding to [OH-] variation in the 0.25 to 2.5 µM range (Extended data 
Fig. 2 and Extended Data Fig. 3). The results are consistent with the existence of a two-step 
mechanism, in which a pH-independent conformational change (rate constant kconf) is followed 
by pH-dependent ester bond hydrolysis (see Methods). We estimate kconf as 18 s
-1 for RF1 and 11 
s-1  for RF2 at 25oC, which approximates the effective incubation temperature for the time-
resolved cryo-EM experiments (Extended Data Fig. 2 and Extended Data Fig. 3).  
From the quench-flow data, we predicted that the ensemble fraction of the compact RF1/2 form 
would be predominant at 24 ms, and much smaller at 60 ms (Fig. 1b and 1c). These predictions 
are in qualitative agreement with the time-resolved cryo-EM data, which show a somewhat faster 
conformational transition than in the quench-flow experiments (Fig. 1d and 1e). The difference 
in termination rates is, we suggest, due to a local temperature increase by friction inside the 
microfluidic chip. We first focus on the cryo-EM structures of RF1, and then highlight the few 
structural differences between RF1 and RF2.  
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At 24 ms reaction time, 25% of ribosome-bound RF1 is in the compact form in what we name 
the pre-accommodation state of the ribosome (Fig. 1d). The 70S part of the complex is similar to 
that of the pre-termination complex preceding RF-binding, but there is an additional A-site 
density belonging to RF1 (Fig. 2a). In pre-accommodation state of the ribosome, domain III of 
RF1 is 60-70 Å away from the PTC, in a similar relative orientation as in the crystal forms of the 
free factors1,16 (Extended Data Fig. 4) and significantly differing from that in the post-
accommodated state of the terminating ribosome3. The loop that contains the GGQ motif of RF1 
is positioned at the side of the β-sheet of domain II (near aa 165–168), facing the anticodon-stem 
loop and the D stem of the P-site tRNA (Fig. 2a and 2c).  
At 60 ms reaction time the RF1-bound ribosome ensemble is dominated by the extended form of 
RF1 (Fig. 2b and 2d).  We term the ribosome complex with extended RF1 the accommodated 
RF1-ribosome complex. It contains density for the tripeptide in the exit tunnel, separated by a 
density gap from the CCA end of the P-site tRNA, indicating that at 60 ms the peptide has been 
severed from the P-site tRNA but not released from the ribosome (Fig. 2e, 2f and Extended Data 
Fig. 5). At a much later time-point (45s) the tripeptide density is no longer present in the exit 
tunnel of the accommodated RF-ribosome complex. Precise estimation of the time evolution of 
tripeptide dissociation from the ribosome would require additional time points. Of particular 
functional relevance would be estimates of the time of dissociation of longer peptide chains from 
the exit tunnel after ester bond hydrolysis.   
The most striking difference between the compact and extended conformation of ribosome-
bound RF1 is the position of the GGQ of domain III. As RF1 switches its conformation from the 
compact to the extended form, the repositioning of domain III places the catalytic GGQ motif 
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within the PTC, and adjacent to the CCA end of the P-site tRNA (Fig. 2c and 2d). The extended 
form of RF1 has a similar conformation as found in the previous studies18,21,23,24,37,38.   
Similar to the case of sense-codon recognition by tRNA, three universally conserved DC 
residues, A1492, A1493 and G530 of the ribosome’s 16S rRNA undergo key structural 
rearrangements during translation termination. In the RF-lacking termination complex, A1492 of 
helix 44 in 16S rRNA stacks with A1913 of H69. A1493 is flipped out and stabilizes the first 
two bases in the A-site stop codon. G530 stacks with the third base A in the stop codon. In the 
presence of RF, whether compact or extended, A1492 is flipped out towards G530 and interacts 
with the first two stop-codon bases. A1493 stacks with A1913, which is in close contact with 
A1492 in the RF-lacking termination complex. G530 stacks with the third stop-codon base (Fig. 
3a and 3b).  
The switch loop, which was previously proposed to be involved in inducing a conformational 
change of RF121,38, shows no interaction with protein S12 or 16S rRNA in the compact form of 
RF1 (Fig. 3c) whereas in the extended form of RF1, the rearranged conformation of the switch 
loop is stabilized by interactions within a pocket formed by protein S12, the loop of 16S rRNA, 
the β-sheet of domain II, and the flipped-out nucleotides A1493 and A1913 (Fig. 3b and 3d). 
Shortening the switch loop (302-304) resulted in a substantially slower, rate-limiting step in 
peptide release15, which indicates that the switch loop plays a role in triggering the 
conformational change of RF1.  
Similar experiments were carried out for RF2 at 24 ms, 60 ms and 5 h reaction times. RF2 
undergoes a conformational change from compact to expanded form similar to that of RF1 (Fig. 
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1e). As in the case of RF1, the switch loop of RF2 makes no contact with protein S12 or 16S 
rRNA. In the extended form of RF2, A1492 is flipped out from helix 44 (h44) of 16S rRNA and 
stacks on the conserved Trp319 of the switch loop, stabilizing the extended conformation of RF2 
on the ribosome. 
The ribosome complexes with RF1/2 bound in compact conformation seen here are distinct from 
those reported for the ribosome rescue complex, in which ArfA is bound in the A site lacking a 
stop codon5,6. In our structures, the conformation of the conserved 16S rRNA residues in the DC 
(A1492, A1493 and G530) is similar to the classical termination configuration21. In contrast, in 
the presence of ArfA, these residues adopt conformations known from sense-codon 
recognition5,6. It suggests that the compact RFs bind to the A site regardless of the conformation 
of the DC. The conformational change of RFs is likely due to the changes in the switch loop 
triggered by its interaction with protein S12 and 16S rRNA. This interaction is disrupted by the 
mutation A18T of ArfA, hence leaving RFs in the compact conformation6.  
Our ribosome complexes with RF1/2 are also distinct from a recent ribosome complex with 
compact RF1, reported by Korostelev and collaborators 7.  Shortening of the switch loop, 
combined with the addition of the antibiotic BlaS which prevents the GGQ motif from reaching 
the PTC, stabilizes ribosome-bound RF1 in a compact conformation7, distinct from the transient, 
compact RF1-structure observed here. In our structure, the SCR between the β4–β5 strands on 
domain II are bound loosely to the A site (Fig. 3a). In the BlaS-halted compact RF1 structure7, in 
contrast, the stop codon-recognition motif of RF1 has moved further into the A site by 5 Å, to a 
position almost identical to that of the fully accommodated, extended structure of RF1. The 
functional role of their structure is not immediately obvious, but if it can be interpreted as an 
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authentic transition state analogue, the roles of our respective complexes would be 
complementary.  We previously found that high accuracy of stop signal recognition  depends on 
smaller dissociation constant (Km-effect) and larger catalytic rate constant (kcat-effect) for class-1 
RF reading of cognate stop codons compared to near-cognate sense codons39. The Km-effect 
contributes by factors from 100 to 3000 and the kcat-effect by factors from 2 to 3000 to the 
overall termination accuracy values in the 103 to 106 range 39. Accordingly, the present structure 
may represent binding of RFs in a transient state where rapid and codon-selective dissociation 
rates are responsible for the accuracy factor due to the Km-effect. Furthermore, Korostelev’s 
structure 7, with its comparatively deep interaction between the cognate stop codon and SCR 
center, could mimic the authentic transition state on the path from compact to the extended form 
of the RF. Accordingly, Korostelev’s  structure may illustrate additional selectivity due to the 
kcat-effect. To test these hypotheses, molecular computations
27 based on our respective RF 
structures could be used to compare their stop codon selectivities with those of RFs in the post-
termination state of the ribosome29.  
In a recent paper on the role of RF3 in the dissociation of the release factors RF1 and RF240, the 
authors observed an interaction between domain I of RF1 and L7/L12 proteins, which assists the 
binding of RF1, as supported by complementary functional analysis using L7/L12 deletion 
mutants. However, such an interaction is not observed in our structures. Another recently 
published study using smFRET 41 reported two states of the termination complex, non-rotated 
and rotated, in apparent contradiction to our results as we only found one, non-rotated state.  
However, the discrepancy can be explained by the fact that the authors used a termination 
complex with the P-site tRNA bound with one or two amino acids, while we used tRNA bound 
with three.  The tripeptide bound to the tRNA prevents the inter subunit rotation as the P/E 
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position associated with it would produce a strong steric clash with the 23S rRNA.  The mono- 
or di-peptide-bound tRNAs, in contrast, will allow formation of the P/E position to some degree, 
and thereby allow rotation in a fraction of the ribosomes. This explanation is also supported by 
the authors’ own results as the observed fraction of ribosomes in the rotated state is dependent on 
the identity of mono-peptide and di-peptide, with most found for the mono-peptide.  
 
In conclusion, during translation termination, the release of the nascent peptide must be strictly 
coordinated with the recognition of a stop codon at the A site. Our cryo-EM analysis shows that 
in the presence of a class-1 RF the bacterial ribosome adopts several states. After rapid addition 
of RF1 or RF2 to a ribosomal termination complex with tripeptidyl-tRNA attached at the P site, 
we first observe the pre-accommodated RF-ribosome complex (compact form of RF) at 20 ms 
with the peptide still attached to the P-site tRNA. This, we suggest, is the first step in the 
termination reaction. Second, at 60 ms, we observe the accommodated RF-ribosome complex 
with the extended form of RF and the tripeptide now in the exit tunnel and no longer attached to 
the P-site tRNA. Third, at a much later time point, we observe the post-accommodated RF-
ribosome complex, with the extended form of RF without tripeptide in the exit tunnel (Extended 
Data Fig. 5). These pieces of evidence from our time-resolved experiments clearly reflect the 
sequence of events in termination of bacterial protein synthesis. A structure-based model for the 
stepwise interaction between ribosome and RF and the release of the nascent peptide from the 
termination complex during the translation termination process is presented in Fig. 4.  It shows 
how the ribosome traverses (1) the pre-termination state with the stop codon at the A site, (2) the 
initial binding state (RF compact; “pre-accommodated RF-ribosome complex”), (3) the open 
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catalytic state (RF open/extended; “accommodated RF-ribosome complex”) and (4) the state 
after peptide release. Finally, we suggest that the selective advantage of the compact RF-form is 
that it allows for rapid factor binding into and dissociation from an accuracy maximizing pre-
accommodation state.  
Methods 
Preparation of components for cell-free protein synthesis and fast kinetics experiments 
Buffers and all Escherichia coli (E. coli) components for cell-free protein synthesis were 
prepared as described8. Ribosomal release complexes (RC) contained tritium (3H) labelled fMet-
Phe-Phe-tRNAPhe in the P site and had UAA stop-codon programmed A site. The mRNA 
sequence used to synthesize the peptide was 
GGGAAUUCGGGCCCUUGUUAACAAUUAAGGAGGUAUUAAAUGUUCUUCUAAUGC
AGAAAAAAAAAAAAAAAAAAAAA (ORF in bold, SD underlined). Class-1 release factors 
(RFs), overexpressed in E. coli, had mainly unmethylated glutamine (Q) in the GGQ motif and 
the RF2 variant contained Ala in position 246. Rate constants for conformational changes of RFs 
in response to cognate A-site stop codon (kconf) and for ester bond hydrolysis (khydr) at different 
OH- concentrations were estimated as described8. In short, purified release complexes (0.02 µM 
final concentration) were reacted at 25⁰C with saturating amounts of RFs (0.8 µM final) in a 
quench-flow instrument, and the reaction stopped at different time points by quenching with 17% 
(final concentration) formic acid. Precipitated [3H]fMet-Phe-Phe-tRNAPhe was separated from 
the soluble [3H]fMet-Phe-Phe peptide by centrifugation. The amounts of tRNA-bound and free 
peptides were quantified by scintillation counting of the 3H radiation. Reaction buffer was 
polymix-HEPES with free Mg2+ concentration adjusted from 5 mM to 2.5 mM by addition of  
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2.5 mM Mg2+-chelating UTP. The rate constants for RF association to the A site at 25oC, ka25, 
were estimated from their previously published values at 37oC, ka37 = 60 µM
-1s-1 for RF1 and 23 
µM-1s-1 for RF239 through ka25 =(T25 /ŋ25)·(ŋ37 /T37), where T is  the absolute temperature and ŋ 
the water viscosity. Kinetics simulations were carried out with the termination reaction steps 
modelled as consecutive first-order reactions42. 
Preparation of EM grids and mixing-spraying time-resolved cryo-EM 
Quantifoil R1.2/1.3 grids with a 300 mesh size were subjected to glow discharge in H2 and O2 
for 25 s using a Solarus 950 plasma cleaning system (Gatan, Pleasanton, CA) set to a power of 
10 W. Release complexes and RFs were prepared in the same way as for quench-flow 
experiments, except the release complexes were unlabeled. For each time point (24 ms and 
60ms), 4 µM of release complexes in polymix-HEPES with 2.5 mM UTP and 6 µM of class-1 
release factors in the same buffer were injected into the corresponding microfluidic chip at a rate 
of 3 µl/s such that they could be mixed and sprayed onto a glow-discharged grid as previously 
described 12. The final concentration of the release complexes and the class-1 release factors after 
rapid mixing in our microfluidic chip was 2 µM and 3 µM, respectively. As the mixture was 
sprayed onto the grid, the grid was plunge-frozen in liquid ethane-propane mixture (37%:63%) 
and stored in liquid nitrogen until it was ready to be imaged. 
Preparation of EM grids and blotting-plunging cryo-EM 
Grids of RC0 and long-incubation complex were prepared with the following protocol. 3uL 
sample was applied in the holey grids (gold grids R0.6/1 300 mesh, which was plasma cleaned 
using the Solarus 950 advanced plasma cleaning system (Gatan, Pleasanton, CA) for 25 s at 10 
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W using hydrogen and oxygen plasma). Vitrification of samples was performed in a Vitrobot 
Mark IV (FEI company) at 4 °C and 100% relative humidity by blotting the grids once for 6 s 
with a blot force 3 before plunging them into the liquid ethane-propane mixture.  
Cryo-EM data collection  
Time-resolved cryo-EM grids were imaged either with a 300 kV Tecnai Polara F30 TEM or a 
Titan Krios TEM. The images were recorded at a defocus range of -1 to -3 µm on a K2 direct 
detector camera (Gatan, Pleasanton, CA) operating in counting mode with pixel size at 1.66 Å or 
1.05 Å. A total of 40 frames were collected with an electron dose of 8 e–/pixel/s for each image. 
Blotting-plunging cryo-EM grids were imaged with a 300 kV Tecnai Polara F30 TEM. The 
images were recorded at a defocus range of 1-3 µm on a K2 direct detector camera (Gatan, 
Pleasanton, CA) operating in counting mode with pixel size at 1.24 Å. A total of 40 frames were 
collected with an electron dose of 8 e–/pixel/s for each image. 
Cryo-EM data processing  
The beam-induced motion of the sample and the instability of the stage due to thermal drift was 
corrected using the MotionCor2 software program43. The contrast transfer function (CTF) of 
each micrograph was estimated using the CTFFIND4 software program44. Imaged particles were 
picked using the Autopicker algorithm included in the RELION 2.0 software program 45. For 
each time point (Extended Data Fig. 6 and Extended Data Fig. 7), 2D classification of the 
recorded images were used to separate 70S ribosome-like particles from ice-like and/or debris-
like particles picked by the Autopicker algorithm and to classify the particles that were picked 
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for further analysis into 70S ribosome-like particle classes. These particle classes were then 
combined into a single dataset of 70S ribosome-like particles and subjected to a round of 3D 
classification for the purpose of eliminating those obvious contaminants from the rest of the 
dataset. This classification was set for 10 classes with the following sampling parameters: 
Angular sampling interval of 15°, offset search range of 5 pixels and offset search step of 1 pixel. 
The sampling parameters were progressively narrowed in the course of the 50 classification 
iterations, down to 3.7° for the angular sampling interval. At the end of the first classification 
round, two classes were found inconsistent with the known structure of the 70S ribosomes and 
were thus rejected. The rest of the particles were regrouped together as one class. All particles 
from this class were re-extracted using unbinned images. A consensus refinement was calculated 
using these particles. The A site of the 70S ribosome displays fractioned density indicating 
heterogeneity, then therefore the signal subtraction approach was applied. The A-site density was 
segmented out of the ribosome using Segger in Chimera46. The mass of density identified as 
release factor was used for creating a mask in RELION with 3 pixels extension and 6 pixels soft 
edge using relion_mask_create. This mask was used for subtracting the release factor-like signal 
from the experimental particles. The new particles images were used directly as input in the 
masked classification run with the number of particles set for ten classes, and with the mask 
around the release factor-binding region. This run of focused classification resulted in two 
separate classes, one with compact and one with extended conformation of the release factors. 
The corresponding raw particles were finally used to calculated consensus refinements. The local 
resolution of the final maps was computed using ResMap47. 
For the RC0 complex dataset, the software MotionCor2
43 was used for motion correction and 
dose weighting. Gctf48 was used for estimation of the contrast transfer function parameters of 
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each micrograph. RELION45 was used for all other image processing steps. Particles picking was 
done automatically in RELION. Boxed out particles were extracted from dose-weighted 
micrographs with eight times binning. 2D classifications were initially performed on bin8 
particle stacks to remove false positive particles from the particle picking step. 3D classification 
were performed on bin4 particle stacks. Classes from bin4 and bin2 3D classification showing 
high-resolution features were saved for further processing steps. Un-binned particles from this 
class were re-extracted and subjected to auto-refinement. The final density map was sharpened 
by applying a negative B-factor estimated by automated procedures.  Local resolution variations 
were estimated using ResMap47 and visualized with UCSF Chimera 46. 
Model building and refinement 
Models of the E. coli 70S ribosome (5MDV, 5MDW and 5DFE) were docked into the maps 
using UCSF Chimera.  The pixel size was calibrated by creating the density map from the atomic 
model and changing the pixel size of the map to maximize the cross-correlation value. For the 
compact RF1 model, a homology model was generated with the crystal structure of the RF1 
(PDB ID: 1ZBT) as a template using the SWISS-MODEL online server49. This homology model 
was rigid-body-fitted into the map using UCSF Chimera, followed by manual adjustment in 
Coot50. Due to the lack of density, domain I of RF1 was not modelled.  
Figure preparation 





The data that support the findings of this study are available from the corresponding author upon 
request. The atomic coordinates and the associated maps have been deposited in the PDB and 
EMDB with the accession codes.  
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Fig. 1.  Time evolution of ribosome ensembles in termination of translation a. Cartoon 
visualization of the pathway from free release complex to peptide release. Compact class 1 
release factor (RF) binds to RF-free ribosomal release complex (RC0) and forms the RC·RFcompact 
complex with compounded rate constant ka·[RFfree].  Stop codon recognition induces 
conformational change in the RF which brings the ribosome from the RC.RFcompact to the 
RC.RFextended complex with rate constant kconf. The ester bond between the peptide and the P-site 
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tRNA is hydrolyzed with rate constant khydr . b. Predicted dynamics of peptide release with 
conformational change in RF1. We solved the ordinary differential equations associated with 
termination according to the scheme in Fig. 1a with association rate constant ka = 45 µM
-1s-1, 
[RF1free] = 3 µM, kconf = 18 s
-1 and khydr = 2 s
-1  (Extended Data Fig. 2) and plotted the fractions 
of ribosomes in RC0, RC·RFcompact and RC·RFextended forms (y-axis) as functions of time (x-axis). 
c. Predicted dynamics of peptide release with conformational change in RF2. The fractions of 
ribosomes in different release complexes were obtained in the same way as Fig. 1b with the rate 
constants ka = 17 µM
-1s-1, [RF2free] = 3 µM, kconf = 11 s
-1 and khydr = 2.7 s
-1 (Extended Data Fig. 
3). d, e. The populations of release complexes containing compact conformation and extended 
conformation of RF1 (d) and RF2 (e) at the 24 ms, 60 ms and long incubation time points as 





Fig. 2.  Time-resolved cryo-EM structures of E.coli 70S ribosome bound with release factor 
1. a. Pre-accommodated ribosome complex bound with RF1 in a compact conformation. b. 
Accommodated ribosome complex bound with RF1 in an extended conformation. Light blue: 
50S large subunit; light gold: 30S small subunit; green: tripeptide; orange: P-tRNA; pink: 
mRNA; red: compact RF1; and dark blue: extended RF1. c and d. Positions of domain III of 
ribosome-bound RF1 in pre-accommodated ribosome complex (c) and accommodated RF1-
ribosome complex (d) relative to mRNA (pink), P-tRNA (orange) and tripeptide (green). e and f. 
Close-up views of the upper peptide exit tunnel, showing tripeptide (green) in pre-





Fig. 3. Interaction of RF1 with the ribosomal decoding center.  a and b. Structures of the 
ribosomal decoding center in pre-accommodated ribosome complex (a) and accommodated 
ribosome complex (b). Red: compact RF1; dark blue: extended RF1. c and d. Conformations of 
switch loop in pre-accommodated ribosome complex (c) and accommodated ribosome complex 





Fig. 4. Structure-based model for the stepwise interaction between ribosome and RF and 
the release of the nascent peptide from the termination complex during the translation 
termination process. The sequence of states is (1) the termination complex with the stop codon 
at the A site, (2) the initial binding state (RF compact; “pre-accommodated RF-ribosome 
complex”), (3) the open catalytic state (RF open/extended; “accommodated RF-ribosome 
complex”) and (4) the state after peptide release. (The later time point is not known from our 
experiment, and we only know from another experiment that the final state was seen after 45s.) 
Blue: 50S large subunit; orange: 30S small subunit; green: tripeptide; brown: P-tRNA; pink: 




Extended Data Fig. 1. Cryo-EM data processing of release complex, RC0. a. A representative 
micrograph collected with a Polara transmission electron microscope with the corresponding 
power spectrum. b. Representative 2D class averages from reference-free 2D classification. c. 
Particle classification and structural refinement procedures used. d. Local resolution estimation 
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of the cryo-EM density map. The density map of release complex is displayed in surface 
representation, and colored according to the local resolution (see color bar). e. The ribosomal 
exit tunnel (white line) in 50S ribosomal subunit (blue) is occupied by programed tripeptide 
(green) attached to P-site tRNA (orange). The interaction between mRNA (pink) and tRNA is 
shown in zoom-in view on the right. f. Wall-eye stereoview of part of the CCA end, tripeptide, 
and ribosome exit tunnel. g. The mask used for resolution estimation (left) including all 






Extended Data Fig. 2. The maximal rate (kcat) of peptide release by RF1 has a pH-
independent and a pH-dependent step. a. Extent of RF1-dependent fMet-Phe-Phe peptide 
release from P-site bound fMet-Phe-Phe-tRNA (y axis) versus time (x axis) at different hydroxyl 
ion (OH-) concentrations. The experiments were performed at 25oC with 0.02 µM release 
complexes and saturating (0.8 µM) RF1 concentration (kcat-range) (Methods). b. Maximal rate 
(kcat) of peptide release (y-axis) increased to a plateau value (kconf = 18.1 ± 3.3 s-1 ) with 
increasing [OH-] (x-axis), which led to the hypothesis that the maximal rate of peptide release is 
limited by a pH-independent change of RF conformation at high pH8. Error bars represent s.d. 
from three replicates. The Michaelis-Menten model, used to obtain kconf, was compared to a 
linear model (kcat linearly increasing with OH
- concentration) using the F-test. The linear model 
could be rejected (F5,6 = 35, p < .001). c. Lineweaver-Burk plot of 1/kcat versus 1/[OH
-] from the 
data in Extended Data Fig. 2b. The value at 1/0.025 µM OH- (x = 40; y = 6) is not shown for 
better visibility of the remaining data points.  The plateau value kconf  was obtained from the plot 





Extended Data Fig. 3. The maximal rate (kcat) of peptide release by RF2 has a pH-
independent and a pH-dependent step. a. Extent of RF2-dependent fMet-Phe-Phe peptide 
release from P-site bound fMet-Phe-Phe-tRNA (y axis) versus time (x axis) at different hydroxyl 
ion (OH-) concentrations. The experiments were performed at 25oC with 0.02 µM release 
complexes and saturating (0.8 µM) RF2 concentration (Methods). b. Maximal rate (kcat) of 
peptide release (y-axis) by RF2 increased to a plateau value (kconf = 10.8 ± 0.9 s-1 ) with 
increasing [OH-] (x-axis). Error bars represent s.d. from three or four replicates. The Michaelis-
Menten model, used to obtain kconf, was compared to a linear model (kcat linearly increasing with 
OH- concentration) using the F-test. The linear model could be rejected (F5,6 = 141, p < .001). c. 
Lineweaver-Burk plot of 1/kcat versus 1/[OH
-] from the data in Extended Data Fig. 3b. The value 
at 1/0.025 µM OH- (x = 40; y = 8.5) is not shown for better visibility of the remaining data 
points. The plateau value kconf was obtained from the plot including all values as 1/y-intercept 





Extended Data Fig. 4. Comparison of RF. a. Comparison of compact RF1 from pre-
accommodated ribosome complex (red) and free RF1 in the crystal form (dim grey, 1RQ0). b. 
Comparison between RF1 in compact state from 24 ms (red) and BlaS halted RF1 (grey, 6BOK). 
c. Overlay between RF2 in compact state from 24 ms (cyan) and ArfA-RF2 compact state (light 
155 
 
grey, 5U9G). d. Comparison between RF1 in compact state from 24 ms (red) and RF1 in 
extended state from 60 ms (blue). e. Comparison between RF2 in compact state from 24 ms 
(cyan) and RF2 in extended state from 60 ms (purple). f. Comparison of RF1 in compact state 
(red) and RF1 in extended state (blue) from 24 ms and 60 ms, respectively. tRNA (orange), 
mRNA (pink) and peptide (green) are shown. g and h. Local resolution estimation for  tRNA, 
peptide and RF1 by Resmap. The resolution of SCR in compact state is lower than that in open 






Extended Data Fig. 5. Tripeptide hydrolysis and release. mRNA, P-tRNA and tripeptide 
density with refined models of RC0 from 0 ms, compact RF1 bound pre-accommodated ribosome 
from 24 ms, extended RF1-bound accommodated ribosome from 60 ms, and extended RF1-
bound accommodated ribosome from 45 s, respectively (left to right). Pink: mRNA; orange: 










Extended Data Fig. 6. Cryo-EM data processing of RF1-bound ribosome ensembles at 24 
ms, 60 ms, and 45s. a. A representative micrograph with corresponding power spectrum. b. 
Representative 2D class averages from reference-free 2D classification. c, d, and e. Particle 
classification and structural refinement procedures used for 24 ms (c), 60 ms (d), and 45 s (e) 
data sets. f. FSC curves for cryo-EM reconstructions of compact RF1 bound pre-accommodated 
ribosome from 24 ms (red), extended RF1 bound accommodated ribosome from 60 ms (blue), 










Extended Data Fig. 7. Cryo-EM data processing of RF2-bound ribosome ensembles at 24 
ms, 60 ms, and 5h. a. A representative micrograph with corresponding power spectrum. b. 
Representative 2D class averages from reference-free 2D classification. c,d, and e. Particle 
classification and structural refinement procedures used for 24 ms (c), 60 ms (d), and 5 h (e) data 
sets. f. FSC curves for cryo-EM reconstructions of compact RF2 bound pre-accommodated 
ribosome from 24 ms (red), extended RF2 bound accommodated ribosome from 60 ms (blue), 






Extended Data Fig. 8 Local resolution of RFs. RF1, RF2, tRNA and peptide are colored based 
on their local resolution estimated by Resmap. The scale bar is shown on the right and the unit is 














Chapter 7 Key intermediates in ribosome recycling visualized by time-resolved 
cryoelectron microscopy 
This chapter reproduces a paper published in Structure, by Ziao Fu, Sandip Kaledhonkar, Anneli 
Borg, Ming Sun, Bo Chen, Robert A Grassucci, Måns Ehrenberg, Joachim Frank. “Key 
intermediates in ribosome recycling visualized by time-resolved cryoelectron microscopy”. 
Volume 24, Issue 12, 2016, Pages 2092-2101. I describe the visualization of transient 
































































































  RRF concentration (µM) 















) 0.26 83.9 65.4 - - - - - - 
0.51 80.0 55.5 13.5 9.7 7.1 5.6 5.2 - 
1.0 - - 13.3 9.2 5.0 4.0 3.3 - 
2.6 - - 12.5 6.9 3.8 2.6 2.0 - 
5.1 - - 13.9 7.6 3.9 2.4 1.8 - 






Rate constant Value at 20 °C Value at 37 °C Calculated at 26 °C Unit 
kRRF  4 ± 2 15 ± 3 6.6 µM-1s-1 
qRRF  6 ± 2 58 ± 7 14 s-1 
(kcat/KM)G1  12.6 ± 0.4 63 ± 3 23 µM-1s-1 
(kcat)G1 8.9 ± 0.1 36.0 ± 0.3 15 s-1 
(kcat/KM)G2 2.5 ± 0.6 8.1 ± 0.7 3.8 µM-1s-1 
(kcat)G2 4.5 ± 0.9 3 ± 2  4.5* s-1 
kmax  1.3 ± 0.2 25 ± 4 3.7 s-1 




Figure S1. Related to Figure 1. GTP hydrolysis by EF-G on the factor-free 
post-termination complex at 20 °C. (A) The number of GTP molecules hydrolyzed per 
active post-termination complex (0.077 µM) at varying EF-G concentrations (0 – 10.2 
µM) plotted as a function of time. The rate of hydrolysis was obtained as the slope of 
a straight line fitted to the data points at each EF-G concentration. (B) The rate of 
GTP hydrolysis per active post-termination complex, plotted as a function of the EF-G 
concentration. Fitting of a hyperbolic function estimated the Michaelis-Menten 
parameters as (kcat)G1 = 8.9 ± 0.1 s-1 and (KM)G1 = 0.71 ± 0.02 µM. From these values 
we calculated (kcat/KM)G1 = 12.6 ± 0.4 µM-1s-1.  
 
Figure S2. Related to Figure 1. GTP hydrolysis stoichiometry in the splitting reaction 
at 20 °C. (A) Splitting of post-termination complexes (1 µM) at 0.5 µM EF-G, 20 µM 
GTP and varying concentrations of RRF. The light scattering intensity change recorded 
in the stopped-flow instrument was for each trace converted into concentration of 
split ribosomes and plotted as a function of time. The points indicate the amount of 
split ribosomes at different time points, calculated from two-exponential fits of the 
splitting curves. (B) The concentration of hydrolyzed GTP plotted as a function of 
time for each concentration of RRF. The fitted lines are just indicative and not used 
for the analysis. (C) The ratio of the concentration of GTP molecules consumed, in (B), 
and the concentration of ribosomes split, in (A), plotted as a function of time at each 
RRF concentration. The y-axis intercepts of the fitted straight lines estimate the 
number of GTP molecules consumed per ribosome splitting event. The slopes reflect 
GTP hydrolysis by EF-G on 50S subunits formed during the reaction. (D) The number 
of GTP molecules consumed per ribosome splitting event, plotted as a function of the 
RRF concentration and fitted to the function y = a/[RRF]+b. The parameter b, which 
reflects the minimal number of GTP molecules consumed per ribosome splitting 
event, was estimated as 4.6 ± 0.5. 
 
Figure S3. Related to Figure 2. Comparison of the positions of the domain II of RRF. 
(A) RRF (red) in our PostTC•RRF complex and ttRRF(purple) in PoTC•ttRRF complex 
from Yokoyama et al. are overlapped in the contact of 30S (left) and 50S (right) 
ribosome subunits. SB, Stalk-base. (B) The relative position of Domain II of RRF in the 
two structures.  
 
 
Figure S4. Related to Figure 6. Interaction of the RRF and EF-G with 50S subunit in 
50S•RRF•EF-G140 complex. (A) 50S ribosome subunit (light blue) in complex with RRF 
(red) and EF-G (dark blue) is shown in interface view. Comparison with EMD-1430 
(transparent gray) is shown on the right. L1, L1-protein; CP, central protuberance; SB, 
stalk-base. (B) 50S•RRF•EF-G140 complex is shown in top view to better illustrate the 







Table S1. Related to Figure 1. Average splitting times, in seconds, measured at 
varying concentrations of EF-G and RRF at 20 °C using the stopped flow technique 
and Rayleigh light scattering 
 
Table S2. Related to Figure 1. Estimated values of the rate constants involved in the 
ribosome recycling reaction at 20 °C and 37 °C. Values at 26 °C were calculated using 




Supplemental Experimental Procedures 
 
The control experiment 
 
In the control experiment, a post-termination complex mixture was prepared 
containing 70S ribosomes (2 μM), RRF (90 μM), tRNAPhe (5 μM) and MFT mRNA (10 
μM). A recycling mixture was prepared containing only polymix buffer and 
components for energy regeneration. The two mixtures were incubated for 15 min at 
37 °C and then kept on ice. They were then centrifuged for 3 min at 20,800xg before 
being loaded into the mixing-spraying device. Equal volumes of the two mixtures 
were rapidly mixed in a reaction chip. Including the periods of time elapsed for 
spraying and plunging, the total incubation time was 560 ms. The grids were imaged 
using on an FEI F30 Polara electron microscope (FEI, Oregon, USA) at 300 kV 
controlled by the automated image collection program Leginon (Potter et al., 1999). 
Micrographs were recorded on the Gatan K2 Summit camera (Gatan, Pleasanton, CA) 
in counting mode and a pixel size of 1.255 Å. A total of 963 micrographs were 
selected for subsequent processing. Good micrographs were selected based on 
micrographs quality as judged by CTF. Particle picking was done with Relion 1.3 and 
then manually checked. In the control experiment, about 18k particles were picked 
from 963 micrographs, which were drift-corrected. CTF estimation was conducted on 
aligned micrographs with CTFFIND3. All the particles were classified into four classes. 
About 11k particles were regrouped and reconstructed with auto-refinement.          
 
 
The 140 ms experiment 
In the ribosome recycling experiment, post-termination complexes (2 µM) incubated 
with RRF (90 µM) were injected through channel A. In channel B we injected a 
mixture containing EF-G (20 µM) and IF3 (16 µM). Both mixtures were prepared in 
polymix buffer supplemented with the components for energy supply, and were 
rapidly mixed in a chip that, including the time for spraying and plunging, provided a 
total incubation time of 140 ms. The grids were imaged in the same way as in the 
control experiment. A total of 947 micrographs were selected for subsequent 
processing. Good micrographs were selected based on micrographs quality as judged 
by CTF. Particle picking was done with Relion 1.3 and then manually checked. About 
55,000 particles were pooled for 3D classification analysis. 
 
Data analysis and classification.  
In order to disentangle different subpopulations from the structurally and 
compositionally heterogeneous sample, we used multistep Relion-based 
classification methods (Scheres, 2012a, b). In each classification step, images that did 
not conform to the known shapes of ribosomes or their subunits were rejected. In 





Classification was in a first step performed with low-pass-filtered reference maps and 
four-times binned particle images to separate the data into 30S subunits, 50S 
subunits and 70S ribosomes. In the 30S, 50S and 70S classes, there were 15.0k 17.2k 
and 22.6k particles, respectively. Since no subunits were present in the control 
experiment, their occurrence in the 140 ms experiment can be exclusively attributed 
to ribosome splitting by RRF and EF-G. As expected, 30S and 50S subunits were 
present in about equal amounts, corresponding to splitting of about 40% of the 
ribosomes, which is comparable to the 28% that was predicted from the kinetic 
simulation (Figure 1). 
 
The next level of classification resolved conformational differences, and two classes 
were obtained, “non-rotated 70S” (NR 70S) and “rotated 70S” (RT 70S), based on the 
presence or absence of intersubunit rotation. The RT 70S class was further divided 
into two subclasses, one (PostTC•RRF140) identical (save for the difference in 
resolution) to the control complex, PostTC•RRF, and the other (PostTC•RRF•EFG140) 
with an additional mass of density that has the appearance of EF-G and is at the 
position expected from experiments in which EF-G was bound to the ribosome with a 
non-hydrolyzable GTP analog (Figure 4). 
 
We found two subclasses of RRF- and EF-G-containing 50S subunits, distinct by the 
presence or absence of an E-site tRNA ("50S•RRF•EF-G•tRNA140" and 
"50S•RRF•EF-G140") (Figure S4). In the case of the 30S subunit, we also found two 
classes, one bound with tRNA in the P/I position ("30S•tRNA140") and the other with 




RRF and EF-G titration in ribosome recycling detected by Rayleigh light scattering at 
20 °C 
A post-termination complex mixture was prepared containing GTP (1 mM), ATP (1 
mM), PEP (10 mM), PK (50 µg/ml), MK (2 µg/ml), 70S ribosomes (0.5 µM), tRNAPhe (3 
µM) and MFT mRNA (6 µM). A recycling mixture was prepared containing GTP (1 
mM), ATP (1 mM), PEP (10 mM), PK (50 µg/ml), MK (2 µg/ml), IF3 (2 µM), RRF (0.5 - 
80 µM) and EF-G (0.51 – 20.4 µM). The two mixtures were incubated at 37 °C for 15 
min and then centrifuged at 20,800 × g for 3 min. They were rapidly mixed in a 
stopped-flow instrument (Applied Photophysics SX20, Leatherhead, Surrey, UK) at 
20 °C and the real-time decrease in Rayleigh light scattering intensity was recorded at 
436 nm. Each time trace was fitted to a single exponential function (a0·e-t/τrec+bg) to 
determine the recycling time τrec at each combination of EF-G and RRF 





GTP hydrolysis by EF-G on the post-termination complex at 20 °C 
A post-termination complex mixture was prepared containing [3H]-GTP (1 mM), ATP 
(1 mM), PEP (10 mM), 70S ribosomes (0.2 µM), tRNAPhe (3 µM) and MFT mRNA (6 
µM). An EF-G mixture was prepared containing unlabeled GTP (1 mM), ATP (1 mM), 
PEP (10 mM) and EF-G (0 – 20.4 µM). The two mixtures were incubated at 37 °C for 
15 min. Equal volumes of the two mixtures were mixed at 20 °C and aliquots 
quenched in 20% formic acid after different incubation times. Precipitates were 
removed by centrifuging twice at 20,800 x g for 15 min and the supernatant was 
analyzed by HPLC on a Mono-Q column with coupled radioactivity detection as 
described previously (Johansson et al., 2012). The number of GTPs hydrolyzed per 
active ribosome (77% was active in splitting at 20 °C, determined as described in Borg 
et al. (Borg et al., 2015)) was plotted as a function of time (Figure S1A). Fitting of 
straight lines estimated the GTP hydrolysis rates which were plotted against the EF-G 
concentration and fit to a hyperbolic function (Figure 1B).  
 
Stoichiometry of GTP hydrolysis in single round splitting at 20 °C 
A post-termination complex mixture was prepared containing ATP (1.96 mM), PEP 
(10 mM), 70S ribosomes (2 µM), tRNAPhe (5 µM), MFT mRNA (10 µM) and [3H]-GTP 
(40 µM). A recycling mixture was prepared containing ATP (2 mM), PEP (10 mM), IF3 
(24 µM), RRF (4 - 120 µM) and EF-G (1.0 µM). The mixtures were incubated at 37 °C 
for 15 min. Equal volumes of the two mixtures were rapidly mixed in a stopped-flow 
instrument and the splitting reaction monitored by light scattering as described 
above. The amount of split ribosomes at different time points was calculated from 
the light scattering intensity change as described in Borg et al (Borg et al., 2015). 
(Figure S2A). To monitor GTP hydrolysis, equal volumes of the same two mixtures 
were mixed at 20 °C and aliquots were quenched in 20% formic acid after different 
incubation times. Precipitates were removed by centrifugation and the amount of 
GTP hydrolyzed in each sample was determined as above (Johansson et al., 2012). 
(Figure S2B). The ratio of the amount of hydrolyzed GTP to the amount of split 
ribosomes was calculated at each time point and plotted as a function of time. For 
each RRF concentration, straight lines were fitted to the data points to estimate the 
intercepts which reflected the actual number of GTPs hydrolyzed per ribosome 
splitting (Figure S2C). The intercepts were plotted against the RRF concentration and 
fitted to a function on the form y = a/[RRF]+b (see Borg et al. (Borg et al., 2015) for 
details), where b is the minimal number of GTP molecules consumed at very high RRF 
concentration (Figure S2D).  
 
Data evaluation 
The complete dataset from the ribosome recycling and GTP hydrolysis experiments 
described above (Table S1, Figures S1 and S2) were used to estimate all rate 
constants of the ribosome recycling reaction (Figure 1) at 20 °C as described in detail 
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Chapter 8 Structure and activity of lipid bilayer within a membrane-protein transporter 
This chapter reproduces a paper published in Proceedings of the National Academy of Sciences. 
Weihua Qiu, Ziao Fu, Guoyan G Xu, Robert A Grassucci, Yan Zhang, Joachim Frank, Wayne A 
Hendrickson, Youzhong Guo. ‘’Structure and activity of lipid bilayer within a membrane-protein 
transporter”. December 18, 2018 115 (51) 12985-12990. This paper describes a detergent-free 
system to prepare native cell-membrane nanoparticles for biochemical analysis. In application to 
the membrane transporter AcrB, I demonstrate that these detergent-free nanoparticles are suitable 
for cryo-EM imaging at high resolution and that the natural lipid-bilayer structure so preserved is 
important for the functional integrity of AcrB. This nanoparticle system should be broadly 
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SI Materials and Methods 
 
Protein expression and purification. 
Wild type AcrB was over-expressed in E. coli strain BL21DE3PlysS transformed with 
expressing plasmid pET24AcrB-His as obtained from Prof. Dr. Klaas Martinus Pos, 
Goethe University Frankfurt. Protein expression was performed following a previously 
published protocol with modification (1). The native cell membrane nanoparticles of 
AcrB were prepared following a modified protocol as described previously (2). The final 
buffer for these AcrB nanoparticles was 20mM HEPES, pH 7.8, 150mM NaCl, 0.1mM 
TCEP. The homogeneity of AcrB nanoparticles was examined on SDS-PAGE gel stained 
with Coomassie-Blue and in EM micrographs (SI Appendix, Fig. S1A, 1B). AcrB D407A 
mutant was over-expressed and purified following the same protocol as that used for wild 
type AcrB.  
 
Many factors could affect the result of sample preparation using membrane active 
polymer for high-resolution structure determination of membrane proteins. The 
homogeneity of the polymer used for sample preparation could be crucial. We found 
diisobutylene maleic acid co-polymer (Sokalan CP-9) from BASF has much less 
homogeneity than SMA copolymer from Cray Valley USA, LLC. The homogeneity of 
the native cell membrane nanoparticles is also crucial. This largely depends on the 
purification strategies. We found that a single-step purification of the native cell 
membrane protein nanoparticles from affinity column works very well. The free SMA 
polymer in the sample is also an important factor. We found free SMA polymer in the 
sample gave heavy background. In order to reduce the background, one should minimize 
the free SMA polymers in the sample for making cryo-EM grids.  Varied procedures 
were tested in a trial-and-error approach, testing for the quality of particles on EM grids.  
 
In tests with many proteins, we have encountered problems with SMA preparations on 
SEC columns.  We surmise that the SMA polymer may interact with column materials.  
In any case, we consistently find that particles from single-step affinity purification are 
better on EM grids.  In this sense our purification procedure differs from that in other 
reports.  Final ‘purification’ is then obtained by cryo-EM classification.  This distinction 
may account for the markedly superior AcrB resolution obtained here as compared to that 
in an earlier report (24).  
 
Styrene maleic acid copolymer preparation 
We followed a protocol modified from the previous report (2): 25 g of SMA®2000 from 
TOTAL Cray Valley (TCV) and 250mL 1M NaOH were added into a 500mL round-
bottom flask. The suspension was stirred and heated to reflux for two hours until 
everything was dissolved. The reaction was cooled to room temperature. Concentrated 
HCl was added to the solution until the pH of the solution was lower than 5. The 
precipitated polymer was then transferred to another container, and 200 mL of 0.6 M 
NaOH was added. The suspension was stirred at room temperature for 15 hours. The 










Cryo-EM data acquisition  
Grids and data collection of wild type AcrB for Cryo-EM were prepared by the following 
protocol: 3uL AcrB (0.5 mg/ml) sample was applied in the holey grids (gold grids 
R1.2/R1.3 300 mesh, which was plasma cleaned using the Solarus 950 advanced plasma 
cleaning system for 25 s at 10 W using hydrogen and oxygen plasma).  Verification of 
samples was performed in a Vitrobot Mark IV (FEI company) at 4 °C and 100% relative 
humidity by blotting the grids once for 20 s with a blot force 5 before plunging them into 
the liquid alkane. One data set was collected on a Krios electron microscope at 300 kV 
with a K2 Summit direct electron detector (Gatan, Inc., Pleasanton, CA) and Cs corrector 
(CEOS, Heidelberg). The c2 aperture of 70 μm and objective apertures of 150 μm were 
used and the nominal magnification was 105,000. K2 Summit was operated in counting 
mode with BioQuantum energy filter (Gatan, Inc.), operated in a zero-energy-loss mode 
with a slit width of 20 eV, physical pixel size 1.1 Å, total dose 35 e/Å2, exposure time 10 
s, 50 frames 200 ms each and beam diameter 2.3 μm. The nominal defocus was set to 
1.75 µm. Before image acquisition, the microscope and the Cs corrector were carefully 
aligned.  
 
The data were collected automatically with Leginon software (Table S1). The blotting 
condition yields a gradient of ice thickness across the grid, allowing us to choose the best 
ice thickness to collect data of undamaged particles and to obtain high-quality 
micrographs (3). 110 square-targets were manually selected and 1667 hole-targets were 
automatically generated based on the ice thickness and contamination. 1457 micrographs 
were collected over 46 hours, including the time of loading grids, alignment of the 
microscope and Cs corrector and choosing square targets. Focusing was performed on the 
foil before each exposure. After focusing twice, the exposure was immediately taken with 
image shift corresponding to beam-tilt smaller than 0.005 mrad.  
 
Image processing 
The dataset consisted of 1457 micrographs. The software MotionCor2 (4) was used for 
motion correction and dose weighting (5). Gctf (6) was used for estimation of the contrast 
transfer function parameters of each micrograph. RELION (7) was used for all other 
image processing steps. Particle picking was done automatically in RELION. Boxed out 
particles were extracted from dose-weighted micrographs with four times binning. 2D 
and 3D classifications were initially performed on bin4 particle stacks to remove false 
positive particles from the particle picking step (8). Classes from 3D classification 
showing high-resolution features were saved for further processing steps. Un-binned 
particles from this class were re-extracted and subjected to auto-refinement with or 
without C3 symmetry. The final density map was sharpened by applying a negative B-
factor estimated by automated procedures. Local resolution variations were estimated 
using ResMap (9) and visualized with UCSF Chimera (10).  
Pure native cell membrane nanoparticles of AcrB were used for single particle cryo-
electron microscopy analysis (SI Appendix, Fig. S1A). The native cell membrane 
nanoparticles of AcrB on EM grids were homogenous and monodisperse as shown in a 
representative electron micrograph (SI Appendix, Fig. S1B). The Euler angle distribution 









ice. (SI Appendix, Fig. S1C). 2D class averages showed multiple orientations (SI 
Appendix, Fig. S1D). 2D class averages clearly shows the features of the tertiary 
structures, as well as the trimeric organization of typical AcrB. 134191 particles were 
used for 2D classification into 6 classes and 3D reconstruction in C3 symmetry. Then, 
using 57395 single particles selected from a total 180101, we determined a 3D 
reconstruction following a refinement procedure with C1 symmetry to a gold-standard 
resolution of 3.2 Å (SI Appendix, Fig. S1E and S1F). The density of lipid bilayer in the 
center cavity was split out from the sharpened map by using “Color Zone” in Chimera. 
First, the sharpened cryo-EM density was fitted with the AcrB protein coordinates. The 
display level was 0.05. All the atoms from AcrB protein were set to the same color and 
selected. Coloring radius was set to 2. Next, the uncolored density was split out from the 
entire density map, which contains the density of lipids molecule both in the center cavity 
and those bound around the transmembrane region. Only the density of lipids molecule in 
the center cavity was shown. The density in the lipid bilayer region is not a result from 
model bias, because no atoms from lipids molecule were used for splitting the density.    
For the AcrB D407A mutant sample, 4725 micrographs were collected with physical 
pixel size 0.88 Å under the same microscope. The K2 summit detector was operated in 
super‐resolution mode with energy filter operated in a zero‐energy‐loss mode with a slit 
width of 20 eV. The total dose was 45 e/ Å2, exposure time 8s, 40 frames 200 ms each. 
The nominal defocus was set to 1‐2 µm. 172,650 particles were picked from 4725 
micrographs. 114,877 particles were saved after 2D classification. After 3D classification, 
41,190 particles were selected from the best result to determine a 3D reconstruction 
following a gold standard refinement procedure with C1 symmetry to a resolution of 
2.97 Å.   
 
Model building and structure refinement  
The crystal structures of trimeric AcrB (PDB: 4U8Y; Ref. 11) was rigid-body fitted in 
Chimera. All models for lipids were generated in COOT (12). For simplicity, all lipids in 
the structure were modeled as PE or dodecane, and the hydrocarbon chains of all lipids 
were modeled with varied carbon length according to specific densities. A manual 
adjustment was performed in Coot, alternating with automatic optimization in PHENIX 
(13). All structural Figures were made with PyMol (DeLano Scientific).  
 
Cross validation and model-map FSC calculations 
To test the effects of overfitting in the final refined model, two half maps from RELION 
Auto refinement were subjected to post-processing with the same parameters as for the 
original full map. One of these maps was used to refine the final model, with all atoms 
randomly displaced by 0.2 Å (PHENIX.pdbtools sites.shake=0.2) to reduce the influence 
of overfitting on the initial model. The final model was used to generate a “model map” 
using PHENIX, which, after both maps (the model map and the test/refine/full maps) 
were masked using the same soft mask as used for resolution calculations, was used for 
FSC calculations performed with EMAN2.11 (e2proc3d.py–calcfsc). The FSC curves 
calculated are presented in SI Appendix, Fig. S1E.  
 









The direction of the quasi-three-fold axis of AcrB, Z, is taken to be perpendicular to the 
lipid bilayer. Z coordinates of the 10 phosphorus atoms from the inner leaflet and of the 
12 phosphorus atoms from the outer leaflet were averaged separately, and the averaged 
absolute difference was regarded as the thickness of the lipid bilayer. The standard 
deviations for phosphorus Z coordinates from the inner and outer leaflets were 1.3 Å and 
2.4 Å, respectively. 
 
Data availability 
3D density maps and atomic models have been deposited in the Electron Microscopy 
Data Bank and Protein Data Bank under the following accession number: Wild type 
AcrB and lipid bilayer, EMD-7074 and PDB ID 6BAJ; AcrB D407A mutant and lipid 












Fig. S1. Single-particle cryo-EM of AcrB in native lipids. (A) SDS-polyacrylamide gel 
electrophoresis (SDS-PAGE) analysis of the E. coli native cell membrane nanoparticle of 
AcrB.  M is as a protein marker.  AcrB (Lane 1) has a molecular weight about 110kDa. 
(B) Representative raw micrograph images showing single AcrB particles. (C) Euler 
angle distribution of all particles of AcrB for the final three-dimension determinations. 
(D) Gallery of two-dimensional average of classified particles in different orientations. 
(E) Fourier shell coefficient (FSC) curves between two independently refined half maps 
before (red) and after (blue) the post-processing in RELION. (F) FSC curves for cross-
validation: model versus summed map (blue), model versus half map 1(orange), model 











Fig. S2. Conformation changes among the three conformational states of AcrB 
protomers. (A) Stereo view of the differences between chain A (cyan, L state) and chain 
B (orange, T state) of AcrB. (B) Morphing movie (Movie S1) showing the conformation 
changes between chain A (L state) and chain B (T state). (C) Stereo view of the 
differences between chain A (cyan, L state) and chain C (grey, O state) of AcrB. (D) 
Morphing movie (Movie S2) showing the conformation changes between chain A (L 
state) and chain C (O state). (E) Stereo view of the differences between chain B (orange, 
T state) and chain C (grey, O state) of AcrB. (F) Morphing movie (Movie S3) showing 










Fig. S3. Hydrophobic interaction between the lipid bilayer and TM domains of the 
AcrB trimer. (A) Amino acid residues from chain A (L state) interact with lipid bilayer 
side facing to Chain A. M1, F4, F11 and M447 interact with the inner leaflet of the 
phospholipid bilayer; A385, F386 and F456 interact with the outer leaflet of the 
phospholipid bilayer. (B) Residues from chain B (T state) interact with lipid bilayer side 
facing to Chain B.  (C) Residues from chain C (O state) interact with lipid bilayer side 
facing to Chain C. Residues from chain A are colored cyan, those from chain B are 
colored orange, and those from chain C are colored grey. Those residues that interact 
with the outer leaflet from each chain protrude into the lipid layer, which makes the outer 











Fig. S4. Protein lipid-interactions in a close-up view. (A) H338 from chain A interacts 
with lipid-A and nearby region. (B) H338 from chain B interacts with lipid-B and nearby 
region. (C) H338 from chain C interacts with lipid-C adjacent region. (D) The guanidyl 
group of R8 from chain A has a distance of 4.3 Å from the phosphoryl group on lipid-1. 
(E) The guanidyl group on R8 from chain B forms a hydrogen bond with the oxygen 
between the phosphorus and the C1 on glycerol portion of the lipid-9 with a distance of 
3.1 Å.  (F) The guanidyl group from R8 forms a weak hydrogen bond with the nearest 
oxygen that bond with phosphorus head on the lipid-5 at a distance of 3.4 Å. (G) N from 
the backbone G460 has distance of 6.6 Å from the nearest oxygen on the phosphorus 
head of the lipid-21. (H) Backbone carbonyl group F459 has distance of 5.1 Å from the N 
on the ethanoamine portion of the lipid-21. (I) The N from the backbone G460 forms a 












Fig. S5. Hydrophobic interaction between the outer surfaces of TM domains and E. 
coli inner membrane lipids.  (A) On the left is a stereo view of the electrostatic surface 
for both chain A (L state) and chain B (T state). On the right is the same view with A 
chain colored cyan and B chain colored orange. (B) On the left is a stereo view of the 
electrostatic surface for both chain B (T state) and chain C (O state). On the right is the 
same view with B chain colored orange and C chain colored grey. (C) On the left is a 
stereo view of the electrostatic surface for both chain C (O state) and chain A (L state). 
On the right is the same view with C chain colored grey and A chain colored cyan. All 
phospholipid molecules are in the sphere model with carbon colored as yellow, phosphate 












Fig. S6. Amino acids residues participate in the formation of the hexagonal pattern.  
(A) In this sliced view of the inner leaflet of the phospholipid bilayer, the side chains of 
M1 (cyan) from Chain A (L state), M1(grey) from Chain C (O state), and F4 from chain 
B (T state) participate the formation of the hexagonal pattern.   (B) In this sliced view, the 
side chain of M1 from chain B participates the hexagonal pattern formation.  (C) Stereo 











Fig. S7. Proposed phospholipid reorganization within the inner leaflet of the lipid 
bilayer. Hexagonal pattern I is an abstract of the actual asymmetric hexagonal pattern 
that we discovered experimentally (Fig. 4B).  The color code for lipid tails at hexagonal 
grid points (C2 attachment, green; C3 attachment, purple; undetermined attachment, 
yellow) and phosphoryl head positions (red dots) is as described for Fig. 4. The C3-
symmetric pattern in the middle, surrounded by patterns I, II and III, is our proposed lipid 
pattern expected for the three-fold symmetric AcrB crystal structures. The export cycle 
proceeds from access (L, loose) to binding (T, tight) through extrusion (O, open) and 
back to L in coordination for each subunit. Thus, as shown, subunits A, B and C start as 
L, T and O in I; they change in place to T, O and L, respectively in II; then change again 
to O, L, and T in III; and finally reset to I. We suggest that this occurs through relatively 
conservative shifts in individual lipids, as indicated by blue arrow-directed lines 
specifying local translations and rotations while preserving protein-lipid interactions. As 
indicated, the symmetric pattern (middle) can potentially equilibrate to any of the 










Table S1. Data collection, processing and refinement statistics for AcrB-lipid bilayer 
cryo-EM structure. 
 
Data collection and processing 
 
Dataset AcrB-lipid bilayer AcrB-D407A 
Concentration 0.5 mg/ml 0.5 mg/ml 
Grid type 400 mesh Holey-gold 
Quantifoil R1.2/1.3 
400 mesh Holey-gold 
Quantifoil R0.6/1 
Electron Microscope Krios-GIF-K2 Krios-GIF-K2 
Defocus (um) 1.75 1.0 - 2.0 
Total exposure time (s) 10 8 
Energy filter width (eV) 20 20 





) 35 45 
Number of frames 50 40 
Frame time (ms) 200 200 
Number of micrographs 1457 4725 
Number of particles 57395 547790 
Box size (pixels) 192 320 
Symmetry C1 C1 
Resolution 3.2 2.97 
Est. accuracy rotations 
(degrees) 
1.00 0.886 
Est. accuracy translations 
(pixels) 
0.52 0.626 
Applied B-factor (sharpening) -127 -69.4 
 
Refinement 
CC_mask 0.763 0.834 
CC_volume 0.755 0.808 
CC_peaks 0.524 0.597 
rmsd (bonds) 0.01 0.009 
rmsd (angles) 1.14 1.11 
All-atom clashscore 5.14 4.59 
Ramachandran plot: outliers 0.17% 0.24 
Ramachandran plot: allowed: 7.79% 6.25 
Ramachandran plot: favored: 92.04% 93.51 










Movie S1. The conformation changes between chain A (L state) and chain B (T state).  
 
Movie S2. The conformation changes between chain A (L state) and chain C (O State). 
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Chapter 9 Data processing commands and procedures 
 
In this chapter, I document the data processing commands and procedures most frequently used.  
 
 
9.1 On the fly drift correction and ctf estimation.   
 
On the fly drift correction. Software: motioncor2 in APPION. 
 
Command 
makeDDAlignMotionCor2_UCSF.py --bin=1 --align --gpuids=0,1 --ddstartframe=0 --
MaskCentrow=0 --MaskCentcol=0 --MaskSizerows=1 --MaskSizecols=1 --Patchrows=5 
--Patchcols=5 --Iter=7 --FmRef=0 --doseweight --totaldose=46 --Bft=100 --alignlabel=a -
-nrw=1 --runname=ddstack1 --rundir=/data/appion/19apr09e/ddstack/ddstack1 --
preset=en --commit --projectid=66 --session=19apr09e --no-rejects --continue --parallel -
-expid=2361 --jobtype=makeddrawframestack 
 
On the fly ctf estimation. Software: Gctf in APPION. 
gctf.py --ampcontrast=0.07 --defstep=0.1 --dast=0.1 --resmin=50 --resmax=4 --
fieldsize=1024 --do_EPA --mdef_aveN=7 --runname=gctfrun1 --
rundir=/data/appion/19apr09e/ctf/gctfrun1 --preset=en-a --commit --projectid=66 --





Transfer data to the GPU workstation  
 
Command 





Run RELION for pre-processing, including IMPORT, CTF ESTIMATION, AUTO-PICKING, 
and PARTICLE EXTRACTION. These four jobs are repeated until the data collection and data 
transfer are done. The important notes here are a. to perform data pre-processing while data 
collection and transfer are going to save time in the following data processing steps and b. to 
adjust the data collection according to the quality of data collection.     
 
9.2.1 Open Relion in 156.111.6.170:/data2/Jack/RF1-RF3-20dC/ and start a new project here  





9.2.3 CTF estimation: put in all parameters and give a link to Gctf then schedule this job  
 
/guam.raid.home/zf2147/software/Gctf_v1.06/bin/Gctf-v1.06_sm_30_cu8.0_x86_64 
9.2.4 Auto-picking: use reference-free picking, use Laplacian-of-Gaussian, shrink factor 0.1, 
MPI process 4, then schedule. Important notes here are a. to pick all particles and b. to avoid 







`which relion_autopick` --i CtfFind/job002/micrographs_ctf.star --odir AutoPick/job003/ 
--pickname autopick --LoG  --LoG_diam_min 200 --LoG_diam_max 250 --shrink 0 --
lowpass 20 --LoG_adjust_threshold 0 
echo CtfFind/job002/micrographs_ctf.star > 
AutoPick/job003/coords_suffix_autopick.star 
 







`which relion_preprocess_mpi` --i CtfFind/job002/micrographs_ctf.star --coord_dir 
AutoPick/job003/ --coord_suffix _autopick.star --part_star Extract/job004/particles.star --
part_dir Extract/job004/ --extract --extract_size 320 --scale 80 --norm --bg_radius 30 --
white_dust 3 --black_dust 3 --invert_contrast 
 




9.3 2D classification, 3D classification, and Refinement 
Run multiple rounds of 2D classification to clean up the data set in cryosprac2. The main reason 
to run 2D in cryosparc2 is the speed.    
218 
 
Transfer particles stack to cryosparc2 workstation.  
 
Command 
rsync -avz * 156.111.7.250:/media/zf2147/Data3/RF1-RF3-
20degC/19apr07d/Extract/job004/ 
 
Create a project and workspace 
  
 















Import reference map. 
 
 





Convert .cs file back to .star file. Because of the format is different from cryosparc2 to Relion, 





















9.4 Masked classification and refinement 
 
Run masked classification in RELION to separate different conformations.  
 








MaskCreate/job038/mask.mrc --ini_threshold 0.001 --extend_inimask 3 --
width_soft_edge 3 --j 1 
 




`which relion_refine_mpi` --o Class3D/job038/run --i J16_RT70S_RRF_50sc.star --ref 
cryosparc_P26_J16_003_volume_map_sharp_local.mrc --ini_high 10 --
dont_combine_weights_via_disc --scratch_dir /scratch/ --pool 3 --pad 2  --ctf --iter 20 --
tau2_fudge 20 --particle_diameter 330 --K 8 --flatten_solvent --zero_mask --
strict_highres_exp 10 --solvent_mask MaskCreate/job032/mask.mrc --skip_align  --sym 
C1 --norm --scale  --j 6 
 
Select good class and re-run refinement in cryopsarc2. Repeat classification and refinement in 
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Structural basis of gating of cyclic nucleotide-gated channels 
 
Xiaodong Zheng*, Ziao Fu*, Deyuan Su*, Yuebing Zhang*, Minghui Li, Huan Li, Xueming Li, 
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Cyclic nucleotide-gated (CNG) channels transduce cyclic nucleotide binding into electrical 
signals in photoreceptors, olfactory receptors and neurons. The molecular conformational 
changes underpinning ligand gating of CNG channels are largely undifined. Here we report the 
open- and closed-state cryo-EM structures of TAX-4, a cyclic guanosine monophosphate 
(cGMP)-activated channel from Caenorhabditis elegans, reconstituted in lipid nanodiscs at 2.72 
and 2.74 Å. We also report a closed-state TAX-4 structure obtained independently by molecular 
dynamics (MD) simulation. The two closed state structures are similar and reveal that the 
activation gate is not located in the ion selectivity filter, as widely accepted; instead, it is located 
in the central cavity and is formed by two hydrophobic amino acids in S6. cGMP binding to the 
cyclic nucleotide-binding domain (CNBD) triggers large local conformational changes, which 
induce global conformational changes and cause the entire channel to become more compact. A 
gating ring that situates in between and interacts with the CNBD and the transmembrane domain 
transmits CNBD conformational changes and causes S6 to splay apart and rotate upon cGMP 
binding, resulting in the opening of the S6 cavity gate. Our work provides significant insights 




The ATPase activity of ABCF proteins can dynamically modulate the stereochemistry of 
the ribosomal peptidyl transferase center 
  
Shikha Singh, Gregory Boël*, Nevette A. Bailey, Kam H. Wong, Ziao Fu, Joachim Frank, 
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The genomes of all eukaryotes and most eubacteria encode multiple paralogs in the ABCF protein 
family. We recently demonstrated that one E. coli paralog (Energy-
dependent Translational Throttle A or EttA) gates entry of ribosomal initiation complexes into the 
translation elongation cycle via an interaction that depends on ATP:ADP ratio, a parameter that 
tracks cellular energy status. We have investigated the functions of the other three E. coli ABCF 
paralogs (Uup, YbiT, and YheS) using genetic, biochemical, and biophysical methods. These 
studies show that all four E. coli ABCFs interact with ribosomes with nanomolar to low-
micromolar affinity, but that knockouts of the corresponding genes produce different phenotypes. 
We used single-molecule fluorescence resonance energy transfer (smFRET) to demonstrate that 
the ATP-bound conformations of all four paralogs stabilize the global state (GS) 1 ribosome 
conformation, although the bound complexes exhibit distinct GS1 stabilities. Finally, we used 
cryogenic electron microscopy (cryo-EM) to determine near-atomic-resolution structures of ATP-
bound forms of EttA and YbiT complexed with ribosomes containing a deacylated tRNA in the P 
site. EttA and YbiT bind in similar, but not identical, geometries in the tRNA exit (E) site. The 
helical hairpin structure that links their tandem ATPase domains makes extensive interactions with 
the peptidyl-tRNA binding (P) site tRNA in both structures, consistent with our prediction that this 
motif represents a general P-site tRNA interaction motif (PtIM). The tips of the PtIM stabilize 
significantly different conformations of the CCA acceptor stem of the tRNA in the peptidyl 
transferase center (PTC) of the ribosome in the EttA vs. YbiT structures, and these differences are 
coupled to differences in the relative orientation of the small and large ribosomal subunits 
mediated by interactions with the tandem ATPase domains in the ABCF proteins. Combined with 
extensive studies of the mechanochemical properties of homologous ATPase domains, these 
findings indicate that ATP binding and hydrolysis by ABCF proteins will dynamically modulate 
the stereochemical interactions of the CCA acceptor stem of the P-site tRNA in the PTC and that 
these structural changes are likely to be coupled to concerted unidirectional rotations of the small 
and large ribosomal subunits. The totality of our results suggests that ABCF proteins are likely to 
modulate the dynamics of peptide bond synthesis on the ribosome in diverse ways to accomplish 
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The discovery in 1989 of the gene causing cystic fibrosis (CF) was a milestone in human 
molecular genetics that set the stage for the era of precision medicine. This gene encodes an 
ATP-dependent epithelial chloride channel called the human cystic fibrosis transmembrane 
conductance regulator (hCFTR) that belongs to the ABC Transporter Superfamily. 
Approximately 90% of CF patients carry an in-frame deletion of residue Phe-508 (F508del), 
which destabilizes hNBD1, the first of two nucleotide-binding domains in hCFTR, relative 
to a partially unfolded molten-globule conformation that targets nascent F508del-hCFTR 
for proteosomal degradation. We introduced second-site suppressors into hNBD1 that 
enable electrophysiologically functional F508del-hCFTR to be produced in tissue culture 
cells. We herein report cryogenic electron microscopy (cryo-EM) studies of such constructs 
harboring one of two mutations (E1371Q or H1402S) that prevent ATP hydrolysis and 
stabilize the F508del-hCFTR in the open-channel conformation in phospholipid bilayers. 
These constructs solubilized in digitonin adopt a mixture of open- and closed-channel 
conformations in the presence of Mg-ATP after phosphorylation by protein kinase A (PKA), 
suggesting the open conformation is less stable in detergent than in bilayers. Our cryo-EM 
maps show molecules missing density for hNBD1, suggesting the F508del mutation promotes 
dynamic dissociation of this domain. We refined structures of the open and closed 
conformations of F508del-hCFTR at ~3.5 Å and ~3.7 Å, respectively, and of the open 
conformation of a matched construct without the mutation at ~3.8 Å. Our open-channel 
structure shows a large and irregular pore lined by residues from 11/12 transmembrane (TM) 
a-helices that has clear portals on both sides of the membrane. The F508del mutation causes 
a repacking of the interface between hND1 and its docking site on the transmembrane 
domain that induces 3-6˚ rotations between all of the domains in hCFTR including between 
the two transmembrane domains that line the chloride-conductance pore. These global 
allosteric conformational changes are likely to account for the reduced open probability of 
F508del-hCFTR. Our observations provide explanations for many results in prior literature 
as well as guidance for development of more advanced approaches to treat CF. 
