In 1991, Weidong Fang and Huiling Li proved that there are only finitely many non-trivial linear spaces that admit a line-transitive, point imprimitive group action, for a given value of gcd(k, r), where k is the line size and r is the number of lines on a point. The aim of this paper is to make that result effective. We obtain a classification of all linear spaces with this property having gcd(k, r) ≤ 8. To achieve this we collect together existing theory, and prove additional theoretical restrictions of both a combinatorial and group theoretic nature. These are organised into a series of algorithms that, for gcd(k, r) up to a given maximum value, return a list of candidate parameter values and candidate groups. We examine in detail each of the possibilities returned by these algorithms for gcd(k, r) ≤ 8, and complete the classification in this case.
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Introduction
A finite linear space S = (P, L) consists of a finite set P of points and a non-empty set L of distinguished subsets of P called lines such that any two points lie in exactly one line and each line contains at least two points. A linear space is said to be trivial if it has only one line, or if all its lines have only two points; otherwise it is called non-trivial. The automorphism group Aut(S) of S consists of all permutations of P that leave L invariant. We are interested in line-transitive linear spaces S, that is, those for which Aut(S) acts transitively on L. In this case, the size of lines is constant, say k, and to avoid trivial cases we assume that 2 < k < v. Also, by a result of Richard Block [2] , [3] , if a subgroup G ≤ Aut(S) is transitive on the lines of S, then it is also transitive on points. It is possible for a line-transitive group G to leave invariant a non-trivial partition of the point set (see Subsection 2.1), and in this case we say that G is point-imprimitive on S.
Let v, b and r be the number of points, the number of lines, and the number of lines through a point, respectively. In 1991, Weidong Fang and Huiling Li [17, 16] proved that for a given value of k (r) := gcd(k, r), there are only finitely many line-transitive, point-imprimitive linear spaces. Moreover, in [23] , Huiling Li and Weijun Liu proved that, if G is line-primitive and k (r) ≤ 10, then G is point-primitive. The aim of this paper is to demonstrate that the 'Fang-Li bound' can be made effective without the additional assumption of line-primitivity. We present a collection of tests, based on the theory of point-imprimitive, line-transitive linear spaces S, to restrict both the parameters of such spaces, and the structure of a line-transitive, point-imprimitive subgroup G. These tests were organised into a series of algorithms, which we describe in the paper. The algorithms were then applied to produce a list of all candidate parameters and groups for pairs (S, G), in the case where G is linetransitive and point-imprimitive on S, and the Fang-Li parameter k (r) is at most eight. We then dealt with each of these possibilities and classified all line-transitive, point-imprimitive linear spaces with k (r) ≤ 8.
Theorem 1.1 Suppose that S is a linear space with v points, line size k, and r lines on each point, that admits a line-transitive, point-imprimitive subgroup of automorphisms, and is such that the Fang-Li parameter k (r) ≤ 8. Then S is the Desarguesian projective plane PG(2, 4) or PG(2, 7), or the Mills design or Colbourn-McCalla design, both with (v, k) = (91, 6), or one of the 467 designs constructed in [25] , all with (v, k) = (729, 8) .
This result may also be viewed as a strengthening of a classification of Camina and Mischke [7] : we replace their condition k ≤ 8 with the much weaker condition gcd(k, r) ≤ 8 and prove that no additional examples arise.
2 Basic facts about line-transitive, point-imprimitive linear spaces
The following equalities and inequalities are considered basic, for a linear space with parameters v, r, k and b ≥ 2, as defined above.
and v ≤ b (Fisher's inequality),
with equality if and only if S is a projective plane, that is, a space where v = n 2 + n + 1 = b and k = r = n + 1 for some integer n.
Point partitions and the Delandtsheer-Doyen parameters
A partition C of a finite set X is a set of non-empty pairwise disjoint subsets whose union equals the set X. We write C = {C 1 , . . . , C d } and call the C i the classes of C. A group G acting on a set X is said to leave the partition C invariant if, for all g ∈ G and all C ∈ C, the image C g also is a class of C. A transitive group G of permutations of X is said to act imprimitively on X if there exists a G-invariant partition of X which is not trivial, that is to say, the partition C neither consists of only one class nor does it contain only one-element classes. Otherwise, the group is said to be primitive on X.
Linear spaces admitting a line-transitive, point-imprimitive automorphism group deserve special attention due to the following result, which shows that the number of points is bounded above by a function of the line size k.
Theorem 2.1 (Delandtsheer and Doyen [13] ) Let S = (P, L) be a linear space admitting a line-transitive point-imprimitive automorphism group G. Let C = {C 1 , . . . , C d } be a G-invariant partition of P with d classes of size c. Let x be the number of inner pairs of a line λ, that is, pairs of points {α, β} ⊆ λ such that α and β lie in the same class of C. Then there exists another positive integer y such that 
We call the pair (x, y) the Delandtsheer-Doyen parameters corresponding to C. Note that the above equalities are equivalent to 
Hence the parameters (c, d, k) and (x, y, k) mutually determine each other. Moreover, if (c, d, k) corresponds to (x, y, k), then the triple (d, c, k) corresponds to (y, x, k). We emphasise that this second correspondence is purely arithmetic: if there is a line-transitive pointimprimitive linear space with Delandtsheer-Doyen parameters (x, y) corresponding to some point partition, there may or may not exist an example for which (y, x) are the DelandtsheerDoyen parameters.
The Fang-Li parameters of linear spaces
In 1991, Fang and Li introduced some more parameters of linear spaces. Let S = (P, L) be a linear space admitting a line-transitive automorphism group G. Note that (2) implies that v and r are coprime. Put Then the parameters v, k, b, r factorise naturally, as can be seen from equations (1) - (3).
Fisher's inequality in terms of the Fang-Li parameters becomes:
with equality if and only if the linear space is a projective plane, and in this case we have in fact that k (v) = b (r) = 1.
If G preserves a non-trivial partition C of the point set P with d classes of size c, much more can be said: Proposition 2.3 (Fang and Li [17] ) There exist positive integers γ and δ such that (i) c = γb (r) + 1 and d = δb (r) + 1;
(ii) x = γk (v) /2 and y = δk (v) /2; In particular, (γ, c − 1, x) = γ(1, b (r) ,
) and (δ, d − 1, y) = δ (1, b (r) ,
);
(iii) γ + δ + γδb (r) = k (r) (k − 1) and γδ < k (r) 2 ;
(iv) k (v) divides (γ + k (r) )(δ + k (r) ).
The parameters k (v) , k (r) , b (v) , b (r) , γ, δ are called the Fang-Li parameters of the linear space corresponding to the partition C. Note that parts (iii) and (iv) of Proposition 2.3 imply that k is bounded above by a function of k (r) , and then Theorem 2.1 implies that v also is bounded above by a function of k (r) .
Partition refinements
Recall the ordering of (unordered) partitions of sets: A partition C of a set X is contained in a partition C ′ if every class of C is contained in a class of C ′ . In this case, we say that C refines C ′ and that C ′ is coarser than C. The set of all partitions of X equipped with this ordering forms a lattice, called the partition lattice of X. In this paper, partitions left invariant by an imprimitive group G acting on X are of special importance. Note that the join and meet of partitions invariant under a group G are again G-invariant. Hence the set of G-invariant partitions forms a sublattice of the partition lattice of X.
We use the following notation: for a group G acting on a set X and a subset C ⊆ X, we define the setwise and pointwise stabilisers of C in G by G C and G (C) respectively. Note that G C acts on C with kernel G (C) , and we use G C to denote the permutation group on C induced by G C . Clearly,
A transitive group G of permutations of a set X leaving invariant a non-trivial partition C of X gives rise to two further permutation groups. For a class C ∈ C, we have the group G C induced on C (this group is sometimes called the bottom group and is independent of the choice of C up to permutational isomorphism). The permutation group which G induces on the set of classes is denoted by G C (this group is sometimes called the top group). By a standard result about permutation groups, G can be embedded in the wreath product
, and this wreath product is the largest subgroup of permutations on X leaving C invariant, and inducing the same top group and bottom group as G. We will therefore assume that
In any family of partitions of X that contains the two trivial partitions, we call a partition minimal if the only strict refinement in the family is the discrete partition with all classes of size 1; and a partition C in the family is maximal if the only partition in the family that is strictly coarser than C is the all-in-one partition (with a single class).
For a minimal G-invariant partition, the group G C induced on a class C is primitive. For a maximal G-invariant partition C, the group G C induced on the set of classes is primitive. If C is both minimal and maximal as a G-invariant partition of X, then we say that the action of G on X is 2-step imprimitive relative to C. Minimality and maximality of a point-partition C invariant under the action of a line-transitive automorphism group of a linear space can sometimes be infered from the parameters, as demonstrated by the next two results from [27] . [27] , Theorem 1.2) Suppose that G is a line-transitive point-imprimitive automorphism group of a linear space. Let C be a non-trivial Ginvariant partition with d classes of size c and let x and y be the Delandtsheer-Doyen parameters with respect to C. Suppose there is another G-invariant partition C ′ refining C and let this partition have d ′ classes of size c ′ with Delandtsheer-Doyen parameters x ′ and y ′ . Then
Theorem 2.4 (Praeger and Tuan
(ii) x ≥ 3x ′ + 1 and y ′ ≥ 3y + 1;
Proof. 
. It follows that
Corollary 2.5 (Praeger and Tuan [27] ) If G is a line-transitive point-imprimitive automorphism group of a linear space and C is a G-invariant partition of the point set with Delandtsheer-Doyen parameters x and y, then
In particular, if x ≤ 4 then G C is primitive, and if y ≤ 4 then G C is primitive.
Normal partitions and quasiprimitive groups
The kernel of G on C is the subgroup G (C) of elements g ∈ G with C g = C for each C ∈ C.
is transitive on each of the classes of C. Note that the set of orbits of a normal subgroup N of G always forms an invariant partition with N ≤ G (C) transitive on each of the classes. However, in general, not every G-invariant partition arises as the set of orbits of a normal subgroup. If no non-trivial Gnormal partition exists, then every normal subgroup distinct from the identity subgroup acts transitively. In this case we say that G is quasiprimitive on the set X. We then have G C ≃ G since the kernel G (C) on the set of classes is trivial in this case.
Summarizing the above remarks: for an imprimitive permutation group G on X, either G is quasiprimitive on X, or there is a non-trivial G-normal partition of X.
We now turn to the context in which X is the point set P of a linear space and G is a linetransitive, point-imprimitive group of automorphisms. In a study in [9] of the case where G was assumed to be point-quasiprimitive (that is, quasiprimitive on P), it was proved that G must be almost simple, that is, there is a non-abelian simple group T such that T ≤ G ≤ Aut(T ). However, no examples of this kind are known. In fact, in all the known examples, there is a non-trivial G-normal point-partition (see [9, Section 5] ). Theorem 2.6 (Camina and Praeger [9] ) Let G be a line-transitive point-imprimitive group of automorphisms of a linear space. Then either (i) there exists a non-trivial G-normal point-partition; or (ii) G is point-quasiprimitive and almost simple.
In an earlier study of the G-normal case, Camina and Praeger showed that an intransitive normal subgroup N must act faithfully on each of its orbits C, that is to say,
Theorem 2.7 (Camina and Praeger [8] ) If G is a line-transitive group of automorphisms of a linear space S = (P, L), and N is a normal subgroup that is intransitive on P, then, for each N-orbit C in P, (i) N acts faithfully on C; and in particular,
(ii) if N is abelian then |N| = |C| is odd.
Outline of the search strategy
In this section we describe briefly our approach to the search for line-transitive, pointimprimitive linear spaces for which the Fang-Li parameter k (r) is at most some maximum value k (r) max . In particular, we will apply this approach in the case where k (r) max = 8. Throughout the rest of the paper we assume the following.
Hypothesis. Let S = (P, L) be a non-trivial linear space, admitting a line-transitive point-imprimitive automorphism group G ≤ Aut(S). Let v, k, b, r be as in (1)-(4). Let C be a non-trivial G-invariant partition of P with d classes of size c, and let x and y be the Delandtsheer-Doyen parameters, and γ, δ be the Fang-Li parameters, corresponding to C.
First we make explicit our aims and the nature of the output, and then we describe how the search proceeds in five broad steps.
Aim and nature of the output
max , and there exists a group G ≤ Aut(S) that is line-transitive and point-imprimitive.
By Theorem 2.6, the search must take into account the following two cases. Case 1. G is point-quasiprimitive and almost simple; and Case 2. G leaves invariant a non-trivial G-normal point-partition.
If G is point-quasiprimitive then G is faithful on all non-trivial G-invariant partitions, so we search only for the maximal ones. Thus the output from searching these cases will be as follows.
Output from Case 1. all (S, G, C), where G is point-quasiprimitive and almost simple, and C is a maximal G-invariant point-partition.
Output from Case 2. all (S, G, C), where C is a non-trivial G-normal partition.
Note that the output from these two cases will produce all pairs (S, G) where G is linetransitive and point-imprimitive on a linear space S. The search will not necessarily identify every non-trivial G-invariant partition for a given (S, G). In particular, if G is not pointquasiprimitive but acts faithfully on a non-trivial point partition C then this partition will not be identified. See also Remark 3.1.
In the first part of the search we treat these two cases together, since the tests we apply are valid whether or not G is point-quasiprimitive.
Descriptions of Steps in Search
Suppose that S = (P, L) is a non-trivial linear space, G is a line-transitive group of automorphisms, and C is a non-trivial G-invariant partition of P with d classes of size c. In Section 4 we define some additional parameters that give extra information and restrictions, and extract a series of tests that form Algorithm 2. We also present Algorithm 3 that tests for certain sufficient conditions under which the partition C is guaranteed to be minimal or maximal.
Step 1. (ii) the Fang-Li parameters
, as in Subsection 2.2, and hence k, r, b,;
(iii) the Delandtsheer-Doyen parameters x and y as in (6);
(iv) the Fang-Li parameters γ and δ, as in Proposition 2.3;
and hence also spec S, as defined in Subsection 4.1.
(vi) an upper bound t max for the transitivity of the 'top group' G C , as defined in Definition 4.6, (that is to say, if G C is t-transitive then t ≤ t max ).
Step 2. (Two-Step Imprimitivity Test) To each Line of ParameterList(k It turned out that for all the Lines in ParameterList(8), the partition C was both minimal and maximal, that is to say, ParameterListB(8) was empty. Thus in each Line of ParameterListA (8) we have that the top group H := G C is primitive and also the bottom group L := G C (where C ∈ C) is primitive, and G ≤ L ≀ H.
Next we enhanced the information contained in each Line of ParameterListA(k (r) max ) by applying tests that restricted the possibilities for the groups H and L. In some cases these tests eliminated the Line as no possibilities for one of H, L remained. These tests are described in Section 5 and form Algorithms 4 and 5. These algorithms may also be applied to candidate parameter values in ParameterListB(k (r) max ) to determine candidate top groups in the case of a maximal G-invariant partition, or for candidate bottom groups in the case of a minimal G-invariant partition. The remaining Steps 4 and 5 that we describe, however, are focused on dealing with ParameterListA(k (r) max ). Some of the tests depend on the availability of a complete list of all primitive groups of a given degree, and we had available to us, through the computer system GAP [19] such lists for degrees less than 2,500. Thus the next step could be applied completely only in those cases where both the number d of classes and the class size c were less than 2,500. We make one further pass through this list before dividing our search into the two Cases. For each Line representing a possible (S, G, C), we define PossibleGrid to be 'yes' if either c = d, or there is another Line in ParameterListA(k (r) max ) corresponding to the same value of k and to a point-partition with c classes of size d. Otherwise the value of PossibleGrid is defined as 'no'. We add the value of PossibleGrid to the Line, (see Remark 3.1). This completes Step 3.
In the final Steps we divide the search into the two Cases. For each Line of the list ParameterListA(k (r) max ) for which an explicit list TopGroups is available (which means for us, d < 2, 500), Algorithm 7 produces candidates for almost simple point-quasiprimitive groups G, and for each Line of ParameterListA(k (r) max ) for which an explicit list BottomGroups is available (for us this means c < 2, 500), Algorithm 8 produces candidates for the primitive bottom group in the case where C is a G-normal partition.
Step 4. (Quasiprimitive and G-Normal Sifts) Apply Algorithm 7 to each Line of ParameterListA(k (r) max ) to obtain a list QuasiprimTopGroups: if TopGroups contains an explicit list of groups, then QuasiprimTopGroups is a list of candidate primitive top groups in the case where G is quasiprimitive, and otherwise is a list containing restrictions for this case. Apply Algorithm 8 to each Line to obtain a list GNormalBottomGroups: if BottomGroups contains an explicit list of groups, then GNormalBottomGroups is a list of candidate bottom groups in the case where C is G-normal, and otherwise is a list containing restrictions for this case.
Our final step we state only for k (r) max = 8.
Step 5. (Analysing Remaining Lines) We make a Line-by-Line consideration of the output ParameterListA(8) of Step 4 to determine all the possible linear spaces, and thereby complete the proof of Theorem 1.1.
Remark 3.1 Finally we make some comments on the need for the parameter PossibleGrid, and on its name. Consider a situation in which a group G leaves invariant two non-trivial partitions of P, namely a partition C with d classes of size c, and a partition C ′ with c classes of size d. Suppose also that the associated groups G C , G C ′ , and the groups induced on classes are all primitive. Then each class of C ′ consists of one point from each of the classes of C, and each class of C consists of one point from each of the classes of C ′ . Thus the point set P can be identified with the Cartesian product C × C ′ , and G is a subgroup of the full stabiliser Sym(C) × Sym(C ′ ) of this 'grid structure'. It is possible that the group G acts faithfully on one of these partitions, say C ′ , and is not faithful on the other partition C. (For a simple example in the group setting, take |C| = 2 and |C ′ | = 5. Then S 2 × S 5 contains a transitive subgroup isomorphic to S 5 with these properties.) In this case, G is not quasiprimitive, and C is G-normal but C ′ is not G-normal. Thus after the next steps the triple (S, G, C) will be identified in Case 2, but the triple (S, G, C ′ ) will not appear in either case. This is in line with our aim to find all possible S. However, when identifying the G-normal triple (S, G, C ′ ), the information that there was a possible grid structure could be useful at Step 5. In other Lines it could also be important at Step 5 to know that it is impossible for such a grid structure to be preserved by the group.
Parameter restrictions and 2-step imprimitivity
Let (S, G, C) be as in the Hypothesis. In this section we present several results that restrict the parameters and provide sufficient conditions for 2-step imprimitivity. These results are used to design the Fang-Li Parameter Sift and the Two-Step Imprimitivity Test in Subsections 4.3 and 4.4.
First we record some equalities and inequalities relating these parameters. The last statement of part (ii) was proved in [14] . (iii) At least one of k ≥ 2x and k ≥ 2y holds. Moreover
, and c ≥ 2k − 2y − 1 > k.
In particular k < max{c, d}.
Under additional conditions, equality holds in the bound for y in (iii) (a), namely,
. See Theorem 6.2.
Intersection numbers and spectrum
Let λ ∈ L. Define the intersection numbers
which are independent of the choice of the line λ. The intersection type is the vector (0
and the spectrum is the set of non-zero intersection sizes
We sometimes write spec C S if we need to specify the partition C.
Of particular interest are the smallest and the largest elements of this set:
i min := min(spec S), and i max := max(spec S).
For a point α, C(α) denotes the class of C containing α. A point α and a line λ are said to be i-incident if |λ∩C(α)| = i. A class C and a line λ are i-incident if |C ∩λ| = i. Transitivity of G on classes and on points implies that the following numbers are well defined, that is, they do not depend on the choice of the class C ∈ C and the choice of the point α ∈ P : b i = the number of lines which are i-incident with a class C, r i = the number of lines which are i-incident with a point α.
Recall that for two points α and β, λ(α, β) denotes the unique line joining α with β.
Next we give a few properties of spec S. As was noted in [12] , part (i) of Theorem 4.2 below can be derived from the proof of [22, Proposition 3] , but for completeness we give a short proof. For any subset F ⊆ P containing at least two points, define
Then the induced incidence structure S| F := (F, L| F ) is a (possibly trivial) linear space, called the linear space induced on F. Under certain conditions on the parameters, S| F has constant line size. (ii) c ∈ spec S; (iii) if spec S = {1, h} with h ≥ 2, then the induced linear space S| C has constant line size h. (If h is 2, this structure is essentially a complete graph with c vertices.)
Proof. Suppose that spec S = {h}. Since two points of C lie on a line, h ≥ 2. For a point α ∈ C, the set λ 1 , . . . , λ r of lines containing α gives rise to a partition {(C ∩ λ i ) \ {α} : (1) The next lemma is an immediate consequence of a result of Camina and Siemons [5, Lemma 2] . It gives sufficient conditions for S| F (as defined above by (10)) to be linetransitive. [5] ) Assume that S = (P, L) is a non-trivial linear space admitting a line-transitive automorphism group G. Let λ ∈ L and H ≤ G λ such that, for F := Fix P (H), (i) 2 ≤ |F ∩ λ| < |F |, and (ii) if K ≤ G λ and |Fix P (K) ∩ λ| ≥ 2, and H and K are conjugate in G, then H and K are conjugate in G λ .
Lemma 4.3 (Camina and Siemons
Then S| F has constant line size and N G (H) acts line-transitively on S| F .
Corollary 4.4
Assume that the Hypothesis holds. Let λ ∈ L and p be a prime dividing
Proof. Part (i) follows from Lemma 4.3, and so by [3] ,
Thus C| F forms an N G (P )-invariant partition of F , and in particular, |F | = f.|C ∩ F | where f is the number of classes in C that contain fixed points of P , and hence are fixed by P . Moreover, |C ∩ F | = 2 by Theorem 4.1(ii) so
Finally in this subsection we collect some useful arithmetical relationships between these parameters. Some parts were proved in [14] and [27] .
Proposition 4.5
The following all hold.
, and
(viii) Given a point α, the number of points β = α such that λ(α, β) is 1-incident with both α and β is r 1 (
with equality if and only if spec S = {1, 2}, that is, if and only if the intersection type is (0
Proof. (i) The equations follow from the definitions of the d i , b i and r i (also see [14] ).
(ii) The first equality is proved in [14, Proposition 2.4(iv)]. The second one follows from this and the fact that v − 1 = r(k − 1). We obtain the third equality by counting, for a fixed class C, the number of pairs ({α, β}, λ) for which α, β ∈ C ∩ λ. For the fourth equation, we count, for a fixed class C, the number of pairs ({α, β}, λ) where α, β ∈ λ and α, β ∈ P \ {C}. Similarly, counting, for a fixed class C, the number of pairs ({α, β}, λ) where α, β ∈ λ, and α ∈ C , β ∈ P \ {C} in two ways yields the last equality. (v) By (iii),
, we must have
Note that this number does not depend
is an integer, and therefore
Equality holds if and only if d i = 0 for all i ≥ 3, that is, if and only if spec S ⊆ {1, 2}. Since |spec S| ≥ 2, by Theorem 4.2 (i), this condition is equivalent to spec S = {1, 2}, which in turn is equivalent to the intersection type being (0
and we have just shown that in this case the intersection type is (0
Hence the intersection type (0
determines the numbers r i and b i via (iii):
In particular, the numbers b i are proportional to the d i .
Parameter restrictions using the top group
Here we derive an upper bound for the transitivity of the top group G C that depends only on the intersection type (0
Recall the definitions of the d i and the spectrum spec S in (8) and (9). Definition 4.6 For a given intersection type (0
, and non-empty subset S ⊆ spec S, set d(S) := i∈S d i . Define t max to be the largest positive integer t such that, for all S ⊆ spec S, and all positive integers h ≤ min{t, d(S)},
For h = 1 and any non-empty subset S of spec S, the displayed condition in Definition 4.6 is simply 'd divides b d(S)', and the truth of this follows immediately from the definition of d(S) and from the equalities db i = bd i which hold for all i ∈ S by Proposition 4.5 (iii). Hence the condition in Definition 4.6 holds for t = 1, and so t max is well-defined. We prove next that t max is an upper bound for the transitivity of G
Proof. As remarked above, t max ≥ 1, so if t = 1 then the result holds. Assume that t ≥ 2. Let S ⊆ spec S, set s := d(S) as in Definition 4.6, and let h be such that h ≤ min{t, s}. We double count the set
Since G acts t-transitively on the set C of classes, it also acts transitively on the set of h-tuples of pairwise distinct classes. Thus the number of possibilities for the line λ in the second component, for a given h-tuple (C 1 , . . . , C h ), does not depend on the choice of the h-tuple. Call this number n, so that the cardinality of the set M is
On the other hand, given any line λ, the number of choices of h-tuples of pairwise distinct classes (C 1 , ..., C h ), each intersecting λ in a number of points belonging to S, is
j=0 (s−j). Thus the displayed condition of Definition 4.6 holds for t, and so t ≤ t max .
Although the next result will not be used until we consider more detailed group theoretic properties, we derive here the following extension of Lemma 4.7.
Proof. By assumption, G C is t-transitive, where
Then, by Lemma 4.7 and Definition 4.6,
As this is the case for all i with 0 < i ≤ k, the result follows.
Finally in this subsection we record a test for determining t max , that essentially just checks the condition of Definition 4.6. 
Output: t max and spec S.
skip to instruction ( * ); else set T := T + 1; ( * ) set t max := T and return t max and spec S.
Lemma 4.9 Let d, c, k be given, and let (0
be a corresponding intersection type with i id i = k. Then, along with spec S, either Algorithm 1 returns 0 and there are no linear spaces satisfying the Hypothesis with these parameters, or it returns the correct value of t max .
Proof. Let S, T be as in Algorithm 1. Suppose that t ′ is the integer returned by Algorithm 1. If t ′ = 0 then the parameter T is not increased during the run of the 'if loop' with t = 1, and hence, for some s ∈ T , d does not divide bs, contradicting Proposition 4.5 (iii) (see the discussion preceding Lemma 4.7). Thus in this case there is no linear space with these parameters satisfying the Hypothesis.
Suppose now that t ′ > 0. This means that each run of the 'if loop' in which the parameter t ≤ t ′ finishes with T being increased by 1, so that at the end of all these runs of the 'if loop' we have T = t ′ . Also, if t ′ < d, then in the run of the 'if loop' with t = t ′ + 1 the value of T is not increased and some instance of the divisibility condition fails. Let s ∈ T , let h satisfy 1 ≤ h ≤ min{t ′ , s}, and let c(s, h) denote the condition ' 
Fang-Li Parameter Sift
In this subsection we describe Algorithm 2 that uses the results presented so far to sift for feasible parameter sets for line-transitive, point-imprimitive linear spaces satisfying the Hypothesis given at the beginning of this section. Applying this algorithm will complete
Step 1 of the search procedure outlined in Section 3.
We apply tests to determine feasible values for the parameters k, d, c and also the FangLi and the Delandtsheer-Doyen parameters. In addition, we compute feasible intersection types, and the value of t max . We restrict to the cases where
The output of Algorithm 2 is a list ParameterList(k set ParameterList(k 
i). As noted in
Step 1 in Section 3, ParamList 8 (i) will give values of the following parameters:
We give a shortened version of the list in Appendix A, namely we omit from each Line the intersection type (0
, t max and spec S. For those Lines that survive the further tests of Steps 2 − 4, the information about the intersection type, t max and spec S is needed for the final analysis. Full information about these Lines is presented in Section 7.
Testing for 2-step imprimitivity
As we noted in Subsection 2.3, information in Theorem 2.4 and Corollary 2.5 provides sufficient conditions for the partition C to be maximal or minimal, and hence also provides sufficient conditions for G to be 2-step imprimitive relative to C (that is, C is both maximal and minimal). We formalise these sufficient conditions in Algorithm 3. Applying this algorithm will complete Step 2 of the search procedure described in Section 3, the Two-Step Imprimitivity Test.
We need only the values for
max ), so we will denote this subsequence of parameters of ParamList k
max ) containing those Lines where G is guaranteed to be 2-step imprimitive relative to C, and ParameterListB(k 
if at least one of the following conditions holds
′ is a proper divisor of c, and
if C is both minimal and maximal for ParamList k (8), the group G was guaranteed to be 2-step imprimitive relative to C.
Theorem 4.11 If the Hypothesis holds and k
(r) ≤ 8, then the group G is 2-step imprimitive relative to C.
Sifting for primitive top and bottom groups
In this section we give some additional properties of the top group H = G C and the bottom group L = G C . In Subsection 5.2 we present three algorithms for determining possibilities for these groups in the cases where C is maximal or minimal respectively, and determining the value of the parameter PossibleGrid. Applying these algorithms will complete Step 3 of the search procedure described in Section 3, the Top and Bottom Group Sifts.
Subdegrees
Assume G is a transitive group acting on a set X and let α ∈ X. The orbits of the stabiliser G α in X are called the suborbits of G relative to α and all suborbits apart from {α} are called non-trivial (even if they have length 1). The lengths of the suborbits are the subdegrees of G, and a subdegree is called non-trivial if it is the length of a non-trivial suborbit. The subdegrees are independent of the choice of α because of the transitivity of G. The rank of the group, abbreviated as rk G, is the number of suborbits. We have upper bounds on the ranks of G C and G C in terms of the parameters of S.
Lemma 5.1 (Delandtsheer, Niemeyer and Praeger [14] , Proposition 2.6) Assume that the Hypothesis holds.
(i) The number b (r) divides each non-trivial subdegree of G C , and in particular, rk
(ii) The number b (r) divides each non-trivial subdegree of G C , and in particular, rk
(iii) Moreover, for α ∈ P, b (r) divides each non-trivial subdegree of G P and each orbit length of G α in {λ ∈ L : α ∈ λ}.
Next we give a link between the transitivity of the bottom group and the spectrum. A permutation group G on X is t-homogeneous if it acts transitively on the set of t-element subsets of X. For all t, a t-transitive group is t-homogeneous, while for t ≥ 2, a transitive t-homogeneous group is (t − 1)-transitive (see [15, Section 9.4 
]).
Lemma 5.2 Assume that the Hypothesis holds.
(ii) If G C is 2-homogeneous then spec S = {1, h} with h ≥ 2.
Proof. (i) Consider the linear space S| C defined at (10), which admits G C as an automorphism group. In any linear space, three points are either collinear or they form a triangle, that is, the three pairs lie on three different lines. Since G C is transitive on 3-subsets of points of C, only one of these types of three point sets is possible. If all sets of three points were collinear, then all points of C would be contained in one line of L, and hence c ∈ spec S, contradicting Theorem 4.2(ii). Hence no line of L| C contains more than two points, which means that spec S is a subset of {1, 2}. On the other hand, by Theorem 4.2(i), the cardinality of spec S is at least 2, so spec S = {1, 2}.
(ii) Here, G C is an automorphism group of S| C which is transitive on unordered pairs of points of C. Since any two points of C determine a line of L| C , and since G C is transitive on pairs from C, all lines of L| C have the same size, say h, with h ≥ 2. Thus spec S = {1, h} with h ≥ 2.
Sifting for primitive top and bottom groups
In this subsection we describe separately procedures for restricting the possible top groups H = G C and bottom groups L = G C in the cases where C is maximal and minimal respectively. Recall that the G-invariance of C implies that G ≤ L ≀ H, which is why we refer to H and L as the top and bottom groups of the wreath product. The reason for separating these procedures is that the procedures are applicable for searches over larger ranges of values of k (r) , and in particular in circumstances where it is not known that both the top group and the bottom group are primitive. We then present Algorithm 6 that completes Step 3 of the overview of the search described in Section 3.
Our procedures use tables of primitive groups of a given degree, if available. Currently such lists are available in the computer algebra package GAP [19] for all degrees less than 2, 500. A few tests derived from the theoretical results presented so far in this paper do not require these lists, but if the relevant list is available, then additional tests are applied to each primitive group in the list.
Recall that the parameters and the intersection type are fixed at this stage. First we give the algorithm to sift for G C (the top group) in the case where C is maximal, that is, where G C is a primitive group of degree d. By the transitivity of a primitive permutation group H we mean the maximum integer t such that H is t-transitive. 
Quasiprimitive and G-normal sifts
This section comprises three subsections which together enable us to complete Step 4 of the search strategy described in the overview in Section 3. In Subsection 6.1 we present an algorithm to search for candidate groups G in the cases where G is quasiprimitive. In Subsection 6.2 we prove several theorems concerning groups in the G-normal case, and in Subsection 6.3 we bring together the restrictions these theorems provide into an algorithm to refine the lists of feasible bottom groups in the case of a G-normal partition.
Sifting for primitive top groups in the quasiprimitive case
In this subsection we give an algorithm that gives more restrictions on the possibilities for top groups in the case where G is quasiprimitive on P and C is maximal. The algorithm produces, for each Line of ParameterListA(k (r) max ) for which TopGroups contains an explicit list of groups, a (possibly empty) list QuasiprimTopGroups of feasible top groups in the case where G is quasiprimitive; in other cases it gives restrictions on such a list. This is the first part of Step 4. Recall that, for a quaisprimitive group G, the kernel G (C) of the action of G on C is trivial, and therefore G ≃ G Table 3 and Line 2 of Table 1.
Further restrictions for the G-normal case
Here we give some additional restrictions on the group G in the case where C is G-normal. The algorithm given at the end of this subsection will complete Step 4 described in the overview in Section 3. First we give several results, the first of which is from [27] . Recall that d 1 is the number of classes that meet a line in exactly one point. A permutation group is semiregular if only the identity element fixes a point; it is regular if it is both transitive and semiregular. Theorem 6.1 (Praeger and Tuan [27] , Theorems 1.5 and 1.6) Assume that the Hypothesis holds and that C is G-normal. , then G (C) is semiregular on points and lines, |G (C) | = c is odd, and d 1 > 0.
has an abelian subgroup S of index at most 2 such that S is normal in G, semiregular on points, and |S| = c is odd.
(c) If either of the conditions of (a) or (b) holds, and if C is minimal, then c is an odd prime power and G C is affine.
Proof. Parts (a) and (b) follow from Theorems 1.5 and 1.6 of [27] respectively. Suppose now that C is minimal and in part (a) set S := G (C) . Then S C ∼ = S by [8, Theorem 1], and hence S C is an odd order semiregular normal subgroup of the primitive group G C . Thus S C is elementary abelian, c is a prime power and G C is affine.
Recall the definition in (10) of the linear space S| F = (F, L| F ) induced on a subset F ⊆ P of size at least two. Under certain conditions, G (C),α fixes exactly one point of each class of the partition C and, for F := Fix P (G (C),α ), the induced linear space S| F has constant line size. The next result extends a result of Praeger and Tuan [27] .
The proof of part (a) uses the fact that, for a line-transitive, point-imprimitive group G, every involution in G fixes at least one point. For if an involution in a line-transitive group G has no fixed points then it was shown in [5, Lemma 4] that k divides v, and then by [6] , G is flag-transitive and hence primitive on P. The proof also uses the fact that a group of odd order is soluble. Recall that a point α and a line λ are called i-incident if λ meets the class of C containing α in exactly i points; also C ∈ C is said to be i-incident with λ if |λ ∩ C| = i. Theorem 6.2 Assume that the Hypothesis holds and that C is G-normal and minimal. Let α ∈ C ∈ C, and set F := Fix P (G (C),α ). Then . Thus we only need to prove part (a). Let N := G (C) , so N is a non-trivial normal subgroup of G and C is the set of N-orbits in P. By the minimality of C, the permutation group G C C is primitive on C, and N C is a transitive normal subgroup. Moreover, by Theorem 2.7, N is faithful on C. Let α ∈ C. Consider first the case where N C is regular. Then N α = 1, and so N is semiregular on P. As discussed above, all involutions in G fix at least one point, and it follows that |N| is odd. Hence N is soluble. Since N C ∼ = N is a soluble regular normal subgroup of the primitive group G C C , it follows that G C C is of affine type and N C is elementary abelian of order |C| = p a for some odd prime p. Thus (a) (i) holds.
Suppose now that N C is not regular. Since N C is a normal subgroup of the transitive groupG C C , Fix C (N α ) is a block of imprimitivity for G C C , and since G C C is primitive it follows that Fix C (N α ) = {α}. Therefore F = Fix P (N α ) consists of at most one point from each class of C. If β ∈ F then N α ⊆ N β , and since
is a block of imprimitivity for G in P and its setwise stabiliser is M.
Let D be the subset of C consisting of those classes containing a point of F , and let D := C ′ ∈D C ′ . Since N fixes each class of C setwise, D is N-invariant, and since F is Minvariant, D is also M-invariant. Thus NM leaves D invariant, and since N is transitive on each class of C and M is transitive on F , it follows that NM is transitive on D. Again, since G α < NM ≤ G it follows that D is also a block of imprimitivity for G in P. It then follows easily that D is a block of imprimitivity for the action of G on C. If C is maximal then G is primitive on C, so either D = C or D = P, and hence either F = {α} or (a) (ii-2) holds respectively. Finally if F = {α}, we claim that d 1 ≤ 1. If d 1 ≥ 2 and α, β are 1-incident with a line λ, then N λ fixes both α and β. However, by [27, Corollary 4.2] , N λ = N α = N β , and so F contains both α and β contrary to our assumption.
The following result explores case (a) (ii), that is, when the kernel G (C) is not semiregular on points. It makes use of various results from [1] . is the length of the N λ α -orbit containing β. This is at most the length m β of the N λ -orbit containing β which, in turn, is contained in (λ ∩ C) \ {α}, whence ℓ 2 ≤ m β ≤ m − 1. Also ) (ii)). By Sylow's Theorems, the stabiliser in N of an arbitrary point of P is conjugate to N α , and hence N α fixes a point from each class of C. Thus (b) is proved, except for proving that a ≥ 2 in case (b) (ii) (see below for the proof).
Suppose next that m = 3. Then ℓ 1 ≤ 3, ℓ 2 ≤ 2, and ℓ = ℓ 1 ℓ 2 ≤ 6/z. Thus either ℓ divides 6 or ℓ 1 = ℓ 2 = 2 and z = 1. However in the latter case, |N λ : N λ α | = |N α : N λ α | = ℓ 1 = 2, and since |λ ∩ C| = m = 3 it follows that N λ fixes a point of (λ ∩ C) \ {α}, and hence that ℓ 2 = |N λ α : N α β | ≤ m − 2, contradicting the fact that ℓ 2 = 2. Now assume that m = 4. Here ℓ 1 ≤ 4/z, ℓ 2 ≤ min{3, m β } and ℓ = ℓ 1 ℓ 2 ≤ 12/z. Hence ℓ divides 12, or ℓ 1 = 4, ℓ 2 = 2, z = 1, or ℓ 1 = ℓ 2 = 3, z = 1. In the third case, we obtain a contradiction using the same argument as for m = 3. Thus we may assume that ℓ 1 = 4, ℓ 2 = 2, z = 1. In this case |N λ : N λ α | = |N α : N λ α | = ℓ 1 = 4 so N λ is transitive on λ ∩ C. Since |N λ α : N α β | = ℓ 2 = 2 it follows that N λ α fixes two points of λ ∩ C and interchanges the remaining two points. Replacing β with the point in (λ ∩ C) \ {α} fixed by N λ α , we obtain a new N α -orbit of length equal to the new value of ℓ, namely 4. This completes the proof of part (c).
It remains to prove that a ≥ 2 in part(b) (ii). Suppose then that (b) (ii) holds with a = 1. We showed above that the N α -orbit ∆ := {β g | g ∈ N α } has length 2. Let λ 0 be the (unique) line containing ∆. Then N α fixes λ 0 setwise, and hence λ 0 is a union of some N α -orbits. Let
, |D C | = 2c and it follows that |D| = 2cd = 2v. Now the setwise stabiliser of ∆ satisfies G ∆ ≤ G λ 0 < G, and since G is line-transitive it follows that each line contains exactly s := |G λ 0 : G ∆ | elements of D, and that the stabiliser of a line acts transitively on the s elements of D it contains. This implies that bs = |D| = 2v ≤ 2b (by Fisher's inequality (4) a 1 − 1) + 2de 1 (e 1 − 1) , that is, a 1 (a 1 − 1) + 2e 1 (e 1 − 1) . Also k = a 1 + 4 + 8a 8 = e 1 + 4 + 8e 8 . If λ ′ ⊇ F , then λ ′ would be fixed setwise by M, which is not the case. Hence 4)(e 1 + 3) = e 1 (e 1 − 1) + 8e 1 + 12
which is a contradiction. Hence e 8 ≥ 1, which implies that there are 2de Proof. Since the socle of an almost simple 2-transitive permutation group of degree c has at most two pairwise inequivalent transitive representations of degree c, the condition on Soc(L) holds if L is almost simple and 2-transitive. (This follows from the classification of finite 2-transitive groups, see [4] .)
Since C is G-normal, G (C) = 1. Let S := Soc(G (C) ), so S is normal in G. Since C is minimal, the classes of C are the orbits of S in P. Hence by Theorem 2.7, S is faithful on C. Since L is almost simple and S C is normal in L, it follows that S C = Soc(L) and so S ∼ = S C is simple. Let α ∈ P with α ∈ C, and let F denote the set of fixed points in P of the stabilizer S α . Since S C is normal in the primitive group L, F ∩ C is a block of imprimitivity for L in C, and so F ∩ C is either C or {α}. However, since L is primitive and almost simple, its socle S C is not regular, and hence F ∩ C = {α}. Moreover, since S is normal in G, F is a block of imprimitivity for G in P, and so determines a non-trivial G-invariant partition, C ′ say.
We claim that F consists of exactly one point from each class of C. Define a relation on the classes of C by C 1 ∼ C 2 if, for α 1 ∈ C 1 , S α 1 fixes a point in C 2 . Clearly this is an equivalence relation and there are at most two equivalence classes by the assumption on Soc(L). Moreover, it follows, from the definition of ∼, that ∼ is G-invariant. Suppose that there are two ∼-equivalence classes, and consider the two-class partition of P where each class is the union of the C-classes in a ∼-equivalence class. This is a G-invariant point partition with two classes, contradicting Theorem 4.1 (ii). Thus there is only one ∼-equivalence class, and hence F contains at least one point from each class of C. The argument in the previous paragraph shows conversely that |F ∩ C| ≤ 1 for each class C, and hence F consists of exactly one point from each class of C, proving the claim. Finally, L acts on C ′ in the same way that it acts on C. Then, as S ⊳ G, we must have that G C ′ is almost simple with socle S C ′ ∼ = S.
Sifting for primitive bottom groups in the G-normal case
In this subsection we describe an algorithm for restricting the possibilities for the bottom group L = G C in the case where the partition C is G-normal and minimal. This will complete Step 4 of the overview in Section 3.
Output: An enhanced ParameterListA(k (r) max ) such that each Line has an extra entry GNormalBottomGroups appended: the algorithm may prove that C is not G-normal and in this case GNormalBottomGroups is an empty list; if this is not the case then if BottomGroups has first entry 'Prim(c) unavailable', then GNormalBottomGroups contains 'Prim(c) unavailable' and possibly some other information about the bottom groups in the case when C is G-normal; otherwise GNormalBottomGroups is a (possibly empty) list of candidate bottom groups for this Line in the case when C is G-normal. , Table 5 and Table 1. 7 Results of algorithms applied for k
In this section we present summaries of the output of Algorithms 6, 7 and 8 in the case k (r) max = 8. In [7] , Camina and Mischke classified all line-transitive and point-imprimitive linear spaces with k ≤ 8, extending the classification of [25] , [26] . We decided to include these cases in the parameter sift so that it could provide a check of our sifting process. In light of their result, we present the surviving Lines from ParameterListA(8) in three separate tables: (i) those Lines with k ≤ 8; (ii) those Lines with k > 8 and which are potentially quasiprimitive; and (iii) those Lines with k > 8 and which are potentially Gnormal.
The entry in the column labeled Line in each of these tables is the line number from ParameterList(8), which is given in increasing order of v. The column labeled "int type" records the intersection type (0 
Surviving
Lines with k ≤ 8 Table 1 displays the output of Algorithms 6, 7 and 8 with the restriction k ≤ 8. All Lines form the output of Algorithm 8, and hence are potentially G-normal. The information obtained concerning the candidate groups is displayed in Table 2 . Algorithm 7 also produced Line 2 as the unique (potentially quasiprimitive) output, with candidate top group G ∼ = G C ∼ = PSL(3, 2) < S 7 and bottom group G C either A 3 or S 3 . Tables 3 and 4 display the output of Algorithm 7 with the restriction that k > 8. In particular, Table 3 displays the parameters of those Lines in ParameterListA(8) with k > 8 for which QuasiprimTopGroups was not an empty list in the output of Algorithm 7 (including those for which d ≥ 2500), with Table 4 displaying information about the candidate top and bottom groups for each surviving Line. Recall that G ∼ = G C is almost simple (see Section 3). Tables 5 and 6 display the output of Algorithm 8 with the restriction that k > 8. In particular, Table 5 displays the parameters of those Lines in ParameterListA(8) with k > 8 for which GNormalBottomGroups was not an empty list in the output of Algorithm 8 (including those for which c ≥ 2500), with Table 6 displaying information about the candidate top and bottom groups for each surviving Line. 
Analysing remaining Lines
In this section we consider each of the surviving cases (S, G) appearing in the tables of Section 7 and complete the proof of Theorem 1.1. Before treating the three distinguished situations, we give two useful lemmas.
Lemma 8.1 (Davies [11] ) Let g be a non-trivial automorphism of a linear space S with constant line size k and r lines through a point. Let g have prime order p. Then g has at most max(r + k − p − 1, r) fixed points. Moreover, |Fix(h)| ≤ k + r − 3 for any non-identity automorphism h of such a linear space. 
. Since G C is primitive, the normal subgroups (Y ∩ K) C and S C are both transitive, and since the centraliser in Sym(C) of a transitive group is semiregular, it follows that both (Y ∩ K)
C and S C are regular and are isomorphic to each other. Moreover in this case Y ∩ K ⊆ Soc(K) = S, and hence Y ∩ K = S is elementary abelian.
(b) Since S ≤ K, we have X ≤ Y . Thus if Y ∩K = 1 then X ∩K = 1. So we may assume by part (a) that Y ∩ K = S and S is elementary abelian. As in the previous paragraph, S C ∼ = S is self-centralising in Sym(C) and in fact S C is a minimal normal subgroup of
C centralising S ∼ = S C , and so X ∩ K ≤ S. By the minimality of S C , either X ∩ K = 1 or X ∩ K = S. Since also X ∩ K = Z(K), in the case X ∩ K = S we have S = K.
(c) Suppose such a subgroup N exists. We claim that N ∩ K = 1. If not, then N ∩ K is a non-trivial normal subgroup of K and so contains some minimal normal subgroup U of K. Then U ≤ N ∩ S, which is a contradiction. Hence N ∩ K = 1 and so N C ∼ = N. Also N C is normal in the primitive group G C (since N is normal, and C is maximal), and thus N C is transitive. Let C ′ be an N-orbit in P. Then C ′ contains an equal number of points from each class of C and for C ∈ C, C ∩ C ′ is an orbit for
′ is a block of imprimitivity for the primitive group G C . Hence either
Since N is intransitive it follows that |C ∩ C ′ | = 1 and hence N has c orbits of size d, and so the set of N-orbits in P forms a G-normal partition with c classes of size d.
Lines with k ≤ 8
As mentioned above, line-transitive, point-imprimitive linear spaces with k ≤ 8 have been classified by Camina and Mischke [7] . We apply this result in our proof of the following Proposition.
Proposition 8.3 Suppose k ≤ 8 so that one of Lines 1 − 10, 12, 14 − 16, 35 hold, as in Table 1 . Then one of the following holds. In part (d) (see [25] , [26] ) all the automorphism groups Aut(S) are of the form N.Z with |N| = 3 6 and |Z| = 13. There are three possibilities for N, namely Z , and a special 3-group of exponent 3; these correspond to 27, 13 and 427 linear spaces respectively.
Proof. First we prove that C is G-normal. Suppose this is not so. Then we are in Case 1 and G is quasiprimitive. From Subsection 7.1, Line 2 of Table 1 holds and the only possibility for G is G ∼ = G C ∼ = PSL (3, 2) . By [7] , S = PG(2, 4). However PSL(3, 2) is not transitive on the points of PG(2, 4) (see [10] ). Thus C is G-normal.
Next we apply the classification in [7] to deduce that Lines 3, 6 − 8, 12, 14 − 16 of Table 1 do not occur. We consider the remaining Lines. Suppose that Line 1 or 2 of Table 1 holds. By [7] , S is a projective plane, and by [26, p232] , S = PG(2, 4) and G = Z 21 or Z 21 .Z 3 as in (a) and there are two G-normal partitions satisfying Lines 1 and 2. Next suppose that Line 4 or 5 of Table 1 holds. By [7] , S is a projective plane, and as there is a unique projective plane of order 7 (see [20] , [21] ), S = PG(2, 7). If Line 4 holds then N = Soc(K) ∼ = Z 19 is normal in G. On the other hand if Line 5 holds then S = Soc(K) ∼ = Z 3 by Theorem 2.7 (and see Table 2 ). Then by Lemma 8. , 19) and so G has a normal subgroup M such that S < M ≤ Y and M/S ∼ = Z 19 . In this case the unique Sylow 19-subgroup N of M is normal in G. Thus in Line 4 or Line 5 we have a normal subgroup N ∼ = Z 19 of G. Hence G ≤ N PGL(2,7) (N) = Z 57 .Z 3 as in (a) and there are two G-normal partitions satisfying Lines 4 and 5. Now suppose that one of Lines 9 or 10 of Table 1 holds. By [7] , [28] 
Potential quasiprimitive cases with k > 8
In this section we discuss the quasiprimitive cases. In each case we have K = G (C) = 1 and G ∼ = G C is almost simple.
Proposition 8.4
There are no line-transitive point-imprimitive linear spaces with a quasiprimitive action corresponding to any of the Lines of Proof. Suppose one of the Lines of Table 3 holds. We first deal with some special cases, before giving a general argument for the remaining cases.
Line 23: Here G C is either PSL (3, 5) or PSL(5, 2), and
However, no quotient of this group has a normal subgroup Z 4 2 or A 16 . Hence G C = PSL(5, 2), and this possibility will be considered below in the general argument.
Line 675: Here G C does not contain A 3501 , and G C is either HS, A 176 or S 176 . Suppose that G C ∼ = HS. Now G C is a primitive group of degree 9 × 389, so let p = 389 and g be an element in G C of order p. Suppose g has some fixed points in C. Then it has at least 389 fixed points and q cycles of length p, where q ≤ 8. By [29, Theorem 13.10] , since G C is not alternating or symmetric, the number of fixed points should be at most 4q − 4. Thus g fixes no element of C, and the almost simple group G C satisfies the hypothesis (*) in [24] . However, by checking the list in [24, Theorem 1.1(iii), Table 3 ], we find no primitive group of degree 9 × 389. Hence G C may only be A 176 or S 176 , and these possibilities will be considered below in the general argument.
Lines 1206, 1207: Here γ = δ = 1, and by Lemma 5.1 it follows that G C and G C are both 2-transitive of degree 3128. Since 3128 is not a prime power, these groups are almost simple. Now 3127 is not a prime power, and 3128 is not of the form 2 n−1 (2 n ±1) or (q n −1)/(q −1) for a prime power q, and hence the only 2-transitive groups of degree 3128 are A 3128 and S 3128 (see [4] ). However this contradicts the fact that t max = 2. Thus Lines 1206,1207 cannot occur.
We will now treat all remaining quasiprimitive cases in a somewhat uniform manner. The approach is to construct an induced linear space on the fixed points of a certain subgroup, and then determine contradictions in the resulting parameters, hence ruling out the remaining possibilities in Table 3 .
With reference to Table 7 , we have for each Line a prime p which divides |G|, but which does not divide the number of lines b. Thus, in each case, a Sylow p-subgroup P of G will fix some line, λ say. Let F := Fix P (P ). For the line size k, define k ′ to be the integer such that 0 ≤ k ′ < k and k ≡ k ′ (mod p), and similarly define d ′ i for each i ∈ spec S. Since P fixes λ setwise, |F ∩ λ| ≥ k ′ , and these values are displayed in Table 7 . If k ′ = 0 or 1, then we consider the sizes of the intersections of the classes with λ. Since P fixes λ, P must preserve the intersection type, and so fixes the set C i of d i classes C such that |λ ∩ C| = i, for each i ∈ spec S. Within each C i , P must fix setwise at least d ′ i classes, and within each of these fixed classes, P must fix i points, since i < p for each Line. So |F ∩ λ| ≥ i∈spec S id ′ i , and these values are displayed in Table 7 where necessary. For each Line we have that |F ∩ λ| ≥ 2. Since for each Line v − k ≡ 0 (mod p), there exist points not on λ which are fixed by P , and so F λ.
Thus we may apply Corollary 4.4 to obtain, for each case, an induced linear space S| F = (F, L| F ) upon which N G (P ) acts line-transitively. Then S| F has v 0 = |F | points, and the lines have size k 0 = |F ∩ λ|. The lower bound for k 0 determined previously can be used to determine a lower bound for v 0 , since by considering the lines through a point α 0 not on some line λ 0 , we see that v 0 − 1 ≥ k 0 (k 0 − 1). However by Lemma 8.1, we have that v 0 = |F | ≤ k + r − 3. These inequalities, whose values are displayed in Table 7 for each Line, lead to a contradiction in all but the following cases: Line 23 with G C = PSL(5, 2), Line 710 with G C ≥ PSL(2, 239), Line 1184 with G C ≥ PSL(2, 1303), Line 1205 with G C ≥ PSL(2, 463). , and so in each case P fixes some class setwise, C say. So P ≤ G C , and by Corollary 4.4, |F | = |Fix C (P )| · |Fix C (P )| with |Fix C (P )| ≥ 3. Now G C ≥ PSL(2, c − 1), and in each Line, c − 1 is prime, so P C < G C ≤ PGL(2, c − 1). Since PGL(2, c − 1) is sharply 3-transitive, the nontrivial subgroup P C can fix at most 2 points of C, contradicting |Fix C (P )| ≥ 3.
Potential G-normal cases with k > 8
In this section we discuss the G-normal Lines. Set K := G (C) so that K = 1.
Proposition 8.5
There are no line-transitive point-imprimitive linear spaces with an action preserving a G-normal partition corresponding to any of the Lines of Proof. We give a general group theoretic argument for the Lines of Table 5 where c is a prime (with a slight variation for Line 46, where c is a prime power), to construct a non-trivial intransitive normal subgroup which gives rise to a second G-normal partition with c classes of size d. In each case there is no corresponding Line in Table 5 , and hence these Lines are ruled out by Lemma 8.2(c). The remaining Lines of Table 5 are then also dealt with in a somewhat uniform manner. Table 5 . In each of the remaining Lines 673, 674, 709, 1198 − 1204, we have a prime p (displayed in Table 9 ) such that p | |G C | and p ∤ b. Thus a Sylow p-subgroup P of G fixes some line, λ say. Consider Lines 673, 674. Here p = 3. Let Q := P ∩ K. Then Q < G λ and Q is a Sylow 3-subgroup of K. Since 9 | c, all P -orbits in C (for any C ∈ C) have length divisible by 9. However in each Line there is a class C such that |λ ∩ C| = 3, and this gives a contradiction. Thus one of the other Lines holds, and in particular p divides d − 2. Since Soc(G C ) = PSL(2, d − 1), it follows that P fixes exactly two classes of C setwise, say C 1 and C 2 . Consider Line 709. Here p = 17 and as P ≤ G λ , P fixes setwise each of the four classes C such that |λ ∩ C| = 19. This is a contradiction. Hence p = 11, and if the number d i of classes C such that |λ ∩ C| = i is nonzero then d i must be congruent to 0,1 or 2 modulo 11 (as otherwise P would fix more than 2 classes setwise). In each of Lines 1198 − 1204 there is an i for which the condition fails. Table 5   Table 9 : Relevant information for some potentially G-normal cases Our choice of k (r) max = 8 was an ambitious one, but we chose it in order to obtain at least a characterisation of line-transitive, point-imprimitive linear spaces that included all the known examples apart from Desarguesian projective planes. It turned out that a significant range of new theory was needed to complete this classification.
Disappointingly no new linear spaces were discovered in the project. However the outcomes include a set of computational tools for searches for such linear spaces, underpinned by a broad range of combinatorial and group theoretic results. The algorithms have been implemented as follows: Algorithms 1-3 in C and Algorithms 4-8 in GAP 4 [19] . The algorithms can easily be modified for searches over different ranges of parameters and additional group theoretic restrictions, when available, may be added. For example, these tools are being used to extend the Camina-Mischke classification to all line sizes up to and including line size 12.
