In longitudinal data arising from observational or experimental studies, dependent subject drop-out is a common occurrence. If the goal is estimation of the parameters of a marginal complete-data model for the outcome, biased inference will result from fitting the model of interest with only uncensored subjects. For example, investigators are interested in estimating a prognostic model for clinical events in HIV-positive patients, under the counterfactual scenario in which everyone remained on ART (when in reality, only a subset had). Inverse probability of censoring weighting (IPCW) is a popular method that relies on correct estimation of the probability of censoring to produce consistent estimation, but is an inefficient estimator in its standard form. We introduce sequentially augmented regression (SAR), an adaptation of the Bang and Robins (2005. Doubly robust estimation in missing data and causal inference models. Biometrics 61, 962-972.) method to estimate a complete-data prediction model, adjusting for longitudinal missing at random censoring. In addition, we propose a closely related non-parametric approach using targeted maximum likelihood estimation (TMLE; van der Laan and Rubin, 2006. Targeted maximum likelihood learning. The International Journal of Biostatistics 2(1), Article 11). We compare IPCW, SAR, and TMLE (implemented parametrically and with Super Learner) through simulation and the above-mentioned case study.
INTRODUCTION
Regression models are often used in the personalized medical literature to estimate the prognostic effect of baseline variables on a health outcome of interest. Longitudinal censoring is a common occurrence, arising from both loss to follow-up and other deviations from the conditions under which the investigator aims to study the population of interest. When the subjects in a study are observed over time, it is possible that time-varying factors affecting the outcome may also influence censoring. Such factors are called 166
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time-dependent confounders (Robins, 1986) and in their presence, estimation of the model of interest is complicated.
Inverse probability of censoring weighting (IPCW) is a semiparametric method for estimation of the model of interest that adjusts for censoring that is Missing at Random (MAR), meaning that censoring may depend on the observed past, but not on the future prognosis (Robins and others, 1995) . IPCW only requires fitting a model for the probability of censoring, and does not require a specification for the full likelihood. However, standard IPCW is not an efficient semiparametric method, relies on the correct specification of the censoring model, and is sensitive to large weights (Robins and others, 2000) , which occur frequently in practice.
Augmented IPCW (AIPCW) (Robins and Rotnitzky, 1992; Scharfstein and others, 1999) can produce double robust estimates, meaning that the estimator is consistent if either the model for censoring or a specific regression model for the outcome process is correctly specified, but not necessarily both. AIPCW estimators, which require a computationally intensive procedure in the longitudinal setting, are semiparametric efficient (under correct specification) for a saturated model of interest. van der Laan and Robins (2003) and Yu and van der Laan (2006) presented a Monte Carlo algorithm for efficient estimation of a history-adjusted marginal structural model. Bang and Robins (2005) developed a (double robust and efficient) variation of the AIPCW methodology where the full data estimating equation was modeled as a sequence of nested regressions. van der Laan and Rubin (2006) introduced targeted maximum likelihood estimation (TMLE), which provides a framework for constructing double robust and efficient substitution estimators, and has been successfully developed for longitudinal and survival data for a treatment-specific mean (Stitelman and others, 2012; van der Laan and Gruber, 2012) and marginal structural models (Schnitzer and others, 2014; Petersen and others, 2014) (the latter three articles using the fundamental theory from Bang and Robins, 2005) .
Our theoretical work was inspired by estimation of a prognostic model for an incident clinical event in HIV-positive patients had they all remained on antiretroviral treatment (ART). Even though effective treatment is available, HIV-positive patients are still subject to AIDS-defining morbidities, in addition to being at risk for a disproportionately high number of non-AIDS-defining events, such as liver, cardiovascular and renal disease (Deeks, 2011) . Clinical investigators are interested in developing prognostic models to identify patients at a higher risk of these events despite being consistently on treatment. To estimate such a model in a historical cohort, censoring is defined as deviating from the counterfactual scenario: either being lost to follow-up, or interrupting treatment for more than 21 days. Previous work (Lok and others, 2013) used IPCW to estimate a marginal logistic regression model while adjusting for censoring.
In this article, we demonstrate the derivations of two procedures that produce semiparametric efficient and double robust estimation of a non-saturated marginal logistic regression model in the presence of censoring. Previous work (Scharfstein and others, 1999; Bang and Robins, 2005) focused on procedures for the estimation of saturated marginal models. Section 2 defines the setting and notation. Section 3 describes a sequential augmented regression (SAR) procedure that adapts Bang and Robins' method for marginal mean models, and for the logistic regression model in particular. Section 4 details the procedure for fitting a non-parametric TMLE, an approach that allows for more modeling flexibility and therefore additional robustness. Our derivation is a special case of the general theory developed independently and concurrently in Petersen and others (2014) . Both of these procedures can be readily implemented with standard software. Section 5 describes a simulation study that compares the properties of IPCW with the estimators described in this article. Section 6 provides the results of the HIV application.
SETTING AND NOTATION
Consider first the full-data setting where all of n subjects remain uncensored and fully observed over a period of time. Each subject has an independent draw of longitudinal data of the form
and Y m , the monotone indicator of the occurrence of an incident event at or before time point m. The event indicator at the final time point, Y K +1 , is the outcome of interest. Although the following procedure applies to any generalized linear model (GLM) on the mean outcome, as a concrete example consider the parameters of interest to be the coefficients of a logistic model with full data. Let X be a column vector that includes the value one (for the intercept) and r potential predictors of the outcome of interest that are a subset of the baseline variables in L 1 . The logistic regression model of interest is defined by P(Y K +1 = 1 | X ) = expit(μ T X ) where expit(x) = 1/{1 + exp(−x)} and μ ∈ R r +1 . Fitting this logistic regression based on the full data corresponds to solving the score equations for the logistic regression model. The parameter of interest in this study is μ, the column vector of regression model coefficients in the logistic model. The parameter μ satisfies the equations
Had complete data been observed, under regularity conditions the empirical solution to the score equations is a consistent, asymptotically normal estimator for μ (van der Vaart, 1998) .
The full data may not be observable due to censoring, which can include both drop-out and deviation from a study scenario of interest. In our application, we wish to estimate a prediction model under the counterfactual scenario where all subjects were continuously taking ART. Define the monotone censoring variable C so that if C = m, the subject's data are only observed under the defined protocol until and including time m. Assume that the baseline variables L 1 are always observed so that C 1 for all subjects. If an outcome event is observed before censoring occurs, define C = K + 1. Therefore, the observed data are n The data are assumed to be MAR, meaning that the probability of censoring at a given time only depends on observed past variables and not further on the prognosis of patients, i.e. (Robins and others, 1995) . Intuitively, this untestable assumption means that "decisions" to exit the study only depend on the past information available to the analyst. Censoring is called "dependent" on past variables when (Robins and Rotnitzky, 1992) . We also make the positivity assumption that, for all m = 2, . . . , K + 1 andL m , there is a positive probability of remaining uncensored at each time point, i.e. P(C m |L m−1 , C m − 1) > 0. Intuitively, this means that given past information, no subject is deterministically censored. Let the true conditional probability of being observed at time m be denoted bȳ
. These quantities are therefore estimable from the data under the described assumptions, by starting with H K +1 = Y K +1 and going backward in time. Recalling that L 1 is a superset of X , by taking (2.1) and applying the property of iterated expectations, we get that
Therefore, μ can be represented as a function of H 1 and X . We can consider our parameter of interest as non-parametrically defined as the solution to (2.1) if it represents a meaningful summary of the predictive ability of the covariates on the event outcome (Neugebauer and van der Laan, 2007; Petersen and others, 2014) . The parameter μ is clinically 168 M. E. SCHNITZER AND OTHERS meaningful as the minimizer of the logistic loss function for the logistic regression model, even if this model is not assumed to partake in the underlying data generation. Therefore, we can treat the underlying data generating function of O as non-parametric and derive root-n consistent, asymptotically linear and locally efficient estimators for μ.
SEQUENTIAL AUGMENTED REGRESSION
The SAR procedure is an adaptation of the Bang and Robins (2005) procedure. It uses GLMs to estimate each H m . Starting with an estimate for H K , the models are fit recursively for m = K − 1, . . . , 1 using the identity H m = E(H m+1 |L m , C m + 1). The key feature of this procedure (and what makes it "double robust" as explained further down) is that each GLM is given an extra covariate (i.e. it is "augmented"); this covariate is the inverse probability of censoring weight for the given time point multiplied by X . The estimate of H 1 is then directly used to obtain estimates of μ, the coefficients of the logistic regression model of interest. The SAR procedure is as follows:
} be the parametric model for the conditional probability of being uncensored at time m (i.e. the last observation occurs at time m or later), a function ofL m−1 (under MAR). Letα be the maximum likelihood estimate (MLE) for this model so thatπ m (α) is a parametric estimate of the probability of being uncensored at time m. (2) and (3). (2) Using subjects with C m (excepting those with a prior event; see below), 2 (α)}. Then, the double robust estimatorμ DR for μ is obtained by running a logistic regression ofĤ 1 on X . The estimatorμ DR therefore solves the estimating equation
The GLM in
Step (2) 
Step (2) is conditional on the entire historȳ L m−1 , the occurrence of a previous event sets this expectation to one. Therefore, only subjects who have not experienced a previous event should be used to fit the parameters of E(Ĥ m |L m−1 , C m). Note that fitting this GLM by maximum likelihood estimation (or iteratively reweighted least squares) gives vector parameter estimatesβ m−1 andφ m−1 that jointly solve the normal equations: The estimatorμ DR is double robust in the sense that if either all of the censoring modelsπ m (i.e. each hazard of censoring model λ m (L m ; α)) or all of the nested outcome models {s m−1 (L m−1 ; β m−1 )} are correct,μ DR is consistent for μ. This is proven directly in Section 4 of the Supplementary Material. This procedure produces estimates of H m and μ that jointly solve the equation of the empirical mean of the efficient influence function (EIF) set equal to zero. This implies thatμ DR is also locally semiparametric efficient in the class of regular asymptotically linear estimators for μ (van der Laan and Robins, 2003; Tsiatis, 2006) . As derived in Section 3 of the Supplementary Material, the EIF for μ up to a scalar constant is
Becauseβ m−1 andφ m−1 satisfy the normal equations (3.1) for m = K + 1, . . . , 2, they also satisfy each summand in the empirical EIF, P n D * (O) set to 0 (each summand in the EIF is a sub-component of the normal equations in (3.1) satisfied at step m in the procedure).
To contrast this procedure with Bang and Robins (2005) , the authors first define the function The limitation in this procedure is that μ is needed in the first step but it is unknown. A simple procedure cannot be defined when d and the link function used in the estimation of H m are non-linear, since a GLM is used to directly model d. Our modification of the procedure instead directly imposes a GLM on the quantity E(Y K +1 |L m ).
TARGETED MAXIMUM LIKELIHOOD ESTIMATION
TMLE is an alternative approach to SAR with the same asymptotic properties (double-robustness and local efficiency) but with fewer modeling restrictions. In this section, we focus on the derivation of the TMLE procedure and implementation for the situation where the marginal model of interest is a logistic regression model conditional on baseline covariates, and longitudinal censoring occurs. Section 3 shows that our parameter of interest μ can be identified implicitly through H 1 (2.2), an estimable quantity through our available data. Therefore, by estimating each conditional expectation H m , denoted byH m , we can construct a substitution estimator for μ, corresponding to the solution of P n {H 1 − expit(μ T X )} = 0. The TMLE procedure updates the fits of eachH m in order to reduce estimation bias. These updates are designed so that the updated estimate for H m along with the substitution estimateμ solves the equation of the empirical mean of the EIF set equal to zero. This results in the same efficiency property as SAR.
The TMLE procedure for an event outcome is as follows:
(1) Fit each censoring probabilityπ m+1 (L m ), m = 1, . . . , K , and denote the predicted values bỹ
Steps (2) The above procedure produces asymptotically efficient inference if eachH m andπ m+1 is estimated consistently. The estimateμ is consistent for μ if either all of theH m or theπ m+1 are consistent. In Section 5 of the Supplementary Material, we show that this procedure satisfies the TMLE requirement that the score functions of the update models span the EIF. For intuition, note that the update steps produce fits that solve each component of the empirical mean of the EIF in (3.2) set equal to zero. The logistic regression in Step (3) produces the estimated˜ m that solves
, is directly solved for μ by the final logistic regression of H * 1 on X . The TMLE and SAR described above are both asymptotically equivalent under correct specification of the treatment and outcome models. For an understanding of how their construction may lead to different finite-sample estimation even when all models are identically specified, see Section 6 in the Supplementary Material. The construction of SAR requires the usage of GLMs for the specification of the conditional expectations of the outcome. In contrast, TMLE does not predetermine the forms of these models (nor the censoring models). This allows for non-parametric (or data-adaptive) estimation of these quantities using, for example, Super Learner (Polley and van der Laan, 2010) . It is recommended to use cross-validation in order to avoid overfitting (van der Laan and Rose, 2011, Chapter 27).
SIMULATION
We conducted a simulation study to compare IPCW and the SAR and TMLE procedures described in the previous sections. We generated datasets of the form
where W and U are binary and continuous baseline variables, respectively, C t , t = 1, 2, 3 are censoring indicators, Y t , t = 1, 2, 3 are failure indicators, and F t , t = 1, 2 are continuous time-dependent variables. If C t = 1, then Y m is unobserved for m t. If a failure is observed, there is no subsequent censoring (by definition). See Table 1 for details about the data generation. The marginal model of interest is E(Y 3 | W ) = expit(μ 0 + μ 1 W ). Given the data generation, the true values of the coefficients (calculated using numerical integration) are μ = (0.192, 0.078).
IPCW was implemented with logistic regressions to estimate the weights. SAR was implemented with logistic regressions to estimate eachĤ m (henceforth referred to as the "outcome models"). A semiparametric version of the TMLE (TMLE-BIN) was implemented with logistic regression to estimate eachH m . The same IPCW weights were used in all of the above methods. Lastly, non-parametric TMLE (TMLE-SL) was implemented using Super Learner (Polley and van der Laan, 2010) to fit eachπ m+1 andH m . Super Learner runs a library of candidate models, combining their predictions based on each method's cross-validated risk. Using the CRAN package SuperLearner (Polley and Van der Laan, 2011), three libraries were used: all methods (referred to as "all"), data-adaptive methods ("adapt"), and several logistic regression models ("par"). See Table 2 for details. Each of the above methods was used to estimate μ, the parameter of interest. For the non-parametric TMLE, the Super Learner was given all of the parent variables of the outcome being modeled. For the other methods, we considered four different scenarios: (1) where both the models for censoring and outcome included the correct interactions and non-linear terms, (2) where the outcome models included the correct terms and the censoring models contained only the main terms, (3) where the censoring models included the correct terms and the outcome models contained only the main terms, and (4) where both sets of models used only the main terms. Even when the outcome models included the Table 1 . Simulation study data generation
where η 2 = 2 and η 3 = 1.5
Marginal probabilities of censoring P(C 1 = 1) = 16%, the probability that no Y m s are observed P(C 2 = 1, C 1 = 0) = 11%, the probability that only Y 1 is observed P(C 3 = 1, C 2 = 0, C 1 = 0) = 6%, the probability that only Y 1 and Y 2 are observed P(C 3 = 0, C 2 = 0, C 1 = 0) = 67%, the probability that all Y m s are observed Data were independently sampled for each individual according to the above distributions using the random number generator in R. The notationL 3 = (F 2 ,Ȳ 3 , W, U ) represents the full data. Each implementation of TMLE must model both binary ({0, 1}) and probability ((0, 1)) outcomes. Some methods are not available for non-categorical outcomes, which is why they were excluded when modeling probabilistic outcomes. Models for censoring and Y K +1 had binary outcomes, whereas models for H 2 and H 1 had (0, 1) outcomes.
correct terms, the models for H 2 and H 1 were not correctly specified since the true functional forms of
do not correspond with logistic regressions despite being modeled as such. (To see this, note that H 2 and H 1 are expectations of the outcome conditional on an incomplete history.) However, H 3 was correctly specified in this scenario. Table 3 contains the results of the simulation study. For all scenarios, IPCW had slightly higher mean standard error (as using the influence function-based sandwich estimator) than TMLE or SAR. When the censoring models were correct and the outcome models were conditional on the correct variables, all methods had similarly low MSE, near zero bias, and optimal coverage. When the censoring model was misspecified, only IPCW had a higher MSE and bias, and poor coverage. When the censoring model was All values (except coverage) are given as ×10 −3 . MSE: mean squared error; SE: the square-root of the mean sandwich estimator variance; TMLE-BIN:TMLE with logistic regressions for censoring and outcome models; TMLE-SL: TMLE with Super Learner, (all) with the complete SL library, (adapt) with only main terms logistic regression in addition to the adaptive methods, and (par) with only logistic regression implementations.
correct, but the outcome models were only fit with main terms, TMLE-BIN and SAR had minimal MSE and bias, as did IPCW, because it does not utilize estimates of H m . When all models were misspecified, TMLE-BIN gave highly biased results with a large MSE and poor coverage for the intercept. SAR maintained low MSE but was biased for the intercept. When TMLE was implemented with Super Learner, the procedures produced low MSE and bias, and near optimal coverage regardless of the library. When this simulation study was repeated for n = 5000, the coverage improved for both TMLE-SL implementations when adaptive models were included in the Super Learner library. Extended results for n = 500 and two strengths of dependent censoring are summarized in the Supplementary Material, Section 7. The data generation resulted in no practical positivity violations, but occasional large weights were observed. Increasing the sample size to 5000 created better controlled weights (rarely over 20) and otherwise produced comparable results. R functions for the data generation, SAR, TMLE-BIN, and TMLE-SL are available online (see Section 8).
CASE STUDY: PROGNOSTIC FACTORS OF CLINICAL EVENTS IN HIV-POSITIVE PATIENTS
Our data were obtained from patients previously enrolled in four AIDS Clinical Trials Group (ACTG) clinical trials, all of whom were ART naïve at enrollment (see Lok and others, 2013 for a complete description of the data and exclusion criteria). A subset of 1036 patients included all subjects who were virologically suppressed 1 year after ART initiation (defined as the baseline time period) and who had data on CD8 T-cell activation at that time. Eleven subjects were excluded because they had an event within 84 days prior to the year one measurement. We used up to 4 years of follow-up data (after the year one measurement) collected from the 1025 remaining patients. HIV RNA and CD4 cell count measurements were planned at least every 16 weeks. Loss to follow-up was defined by the absence of an HIV RNA measurement over six consecutive months. The data were divided into 28-day periods, and CD4 cell counts and HIV RNA levels were carried forward through these periods when unavailable.
The outcome of interest was the occurrence of a clinical event in years 2-5 after ART initiation. Clinical events included both AIDS-defining (as defined by the Centers for Disease Control, 1992) and non-AIDSdefining (as defined in previous ACTG projects; Overton and others, 2013) . Non-AIDS-defining events included non-accidental death, hepatic end organ disease, cardiovascular end organ disease, serious renal disease, non-AIDS cancers, hip, spine or wrist fractures, diabetes mellitus, and serious bacterial infections. A total of 104 events were observed, and by the end of year five, 318 patients were still event-free, in follow-up and on treatment throughout.
Interest lies in determining the baseline predictors for an outcome event over the 4 years of follow-up, had all subjects remained in follow-up and without ART interruption. However, the patients in the study did not consistently remain on ART. Patients were considered censored at a given time point when they were either lost to follow-up or interrupted ART for longer than 21 days. Lok and others (2013) estimated the coefficients of a logistic model with square-root of CD4 cell count, % CD8 T-cell activation, and age as the prognostic factors of interest. Additional work was deemed necessary to determine whether there was a true prognostic association.
We estimated the coefficients of the same marginal logistic regression model as Lok and others (2013) . As in the original analysis, the conditional probabilities of censoring at each time point were estimated using two models: one for loss to follow-up and the other for remaining on ART. Both of these models pooled over all periods, and adjusted for baseline variables, variables at the previous time point, period and period squared. We also implemented the augmented regression procedure from Section 3, and the TMLE procedure from Section 4. The TMLE was implemented in two ways: the first with weights and H k estimated using logistic regressions and the second using Super Learner for these models. Following Lok and others (2013) , the potential baseline confounders adjusted for in all analyses were age, age squared, sex, CD8 T-cell activation, and whether the patient was ever an injection drug user. The timedependent variables (also measured at baseline) adjusted for were square-root of CD4 cell count, whether the HIV-RNA level was <50 copies/mL, and study stage (clinical trial, end of clinical trial, or enrolled in a subsequent observational study). It is believed that sequential ignorability for treatment and loss to followup holds conditional on the baseline variables and the most recently reported values of the time-dependent variables. This is because treatment decisions were generally made based on the most recently available measures of the disease state.
As is common in survival settings with events registered on a fine grid, it became a challenge to model H 51 = E(Y 52 |L 51 , C 52) due to the sparsity of events in a single period. Therefore, for both SAR and TMLE, we estimated H 51 using a pooled model across all time points, adjusting for period and period squared as in the censoring models. All subsequent steps for fitting the SAR and TMLE were followed as given in Sections 3 and 4. All analyses used R statistical software version 2.15.1. Super Learner was fit using the SuperLearner package and implemented with the same library used in the simulation study (with both parametric and adaptive methods). The Random Forests algorithm often failed (due to memory issues) and was removed from all models. The results from the four methods are given in Table 4 . The IPCW results corresponded with the results obtained in Lok and others (2013) . Using the sandwich estimator for variance, SAR concluded a significant odds ratio for CD8 T-cell activation and generally smaller confidence intervals. TMLE implemented with logistic regression or Super Learner gave similar results to IPCW. TMLE produced only slightly smaller confidence intervals than IPCW, when the confidence intervals were obtained using the EIF sandwich estimator. The 95% confidence intervals presented in the top part of Table 4 used the variance of the influence function to estimate the standard errors of the estimators. The validity of this approach relies on the correct specification of all H m and π m+1 models, and a large sample size. However, if only the π m+1 are consistent, the EIF sandwich estimator is an asymptotically conservative estimator of the asymptotic variance (van der Laan and Rose, 2011, Section 5.2.7). The bottom part of Table 4 contains the non-parametric bootstrap confidence intervals for the three less computationally intensive methods. We used 2000 resamples with replacement of the patient IDs with a resample size of 1025. The bootstrap confidence intervals were calculated using the 2.5th and 97.5th percentiles of the resulting estimates. For IPCW, the bootstrap and sandwich estimator confidence intervals for the three odds ratios were very similar. For SAR and TMLE, the bootstrap intervals were much wider than their sandwich estimator counterparts. By plotting the quantiles of the bootstrap estimates against the quantiles of the standard normal (i.e. a quantile-quantile plot), the bootstrapped estimates for IPCW appeared to be approximately Gaussian, but the bootstrapped estimates for SAR and TMLE did not. Throughout the analysis, the inverse weights did not exceed a value of 15, and remained similarly small when bootstrapping.
DISCUSSION
This article presented methods for estimating the parameters of a marginal mean model in the presence of dependent censoring. In particular, we derived SAR, an adaptation of the Bang and Robins' estimator for the coefficients of a marginal logistic regression model. We then presented a corresponding TMLE that can optionally be fit with non-parametric methods such as Super Learner. Both methods easily generalize to estimate the coefficients of any marginal mean model (such as GLMs conditional on baseline covariates) for any outcome type and unlike the procedure given in Bang and Robins (2005) , can be readily implemented for non-linear marginal mean models. These methods were compared in a simulation study where their double robustness property was numerically confirmed. Finally, these methods were used in a case study to estimate a prognostic model for AIDS and non-AIDS events in HIV-positive patients in the presence of dependent censoring.
Since SAR is defined as a sequence of nested GLMs, it may be more susceptible to bias caused by model misspecification (van der Laan and Rose, 2011) . Because TMLE does not predetermine a parametric form for these models, non-parametric modeling can instead be used.
In the simulation study, when TMLE was implemented non-parametrically, the Super Learner library with a collection of parametric models produced the best results overall. This study demonstrated that even when the analyst is ignorant of the true data generating form, TMLE with Super Learner can perform about as well as IPCW, SAR, or TMLE with correct parametric model specification. For larger sample sizes, adding methods to the Super Learner library did not appear to impede performance. Therefore, an implementation of TMLE with Super Learner might be more likely to be successful with a more inclusive library of methods. Similar results were observed in Porter and others (2011) in their cross-sectional simulation study. Due to the reliance on the asymptotic linearity of the estimators, the standard error estimates may be invalid for smaller sample sizes.
In the case study, the discord between the confidence intervals obtained using sandwich estimation versus non-parametric bootstrap for SAR and TMLE points to an instability in variance estimation. This may have been due to the low number of outcome events. Recent investigation by Petersen and others (2014) indicates that variance estimation in cases of event sparsity might lead to incorrect variance estimates, whether by using bootstrap or large sample theory (i.e. with a sandwich estimator) for both IPCW and longitudinal TMLE. In addition, a drawback of inverse-weighting methods is small-sample instability (Robins and others, 2007) .
In the case study, IPCW, SAR, and both implementations of TMLE produced very similar results. The sandwich-estimated confidence intervals for TMLE and SAR were only marginally smaller than for IPCW. SAR estimated a significant odds ratio for CD8 activation (using sandwich estimation of the variance). Because the non-parametric TMLE was implemented with an inclusive Super Learner library and was therefore more robust to model form misspecification, we are inclined to believe those results, which confirm, in this case, the original IPCW results.
SOFTWARE
Software in the form of R functions and complete documentation are available online at http://www. mireilleschnitzer.com/double-robust-estimation-of-marginal-models.html.
SUPPLEMENTARY MATERIAL
Supplementary Material is available at http://biostatistics.oxfordjournals.org.
