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Resumen y objetivos
A lo largo de toda la historia, la Humanidad se ha visto afectada por grandes
epidemias como la peste, la viruela o el sida. Estas epidemias se han estudiado
matema´ticamente dando lugar a diversos modelos epidemiolo´gicos. Estos modelos
tienen dos posibles enfoques, el determinista que se modeliza mediante sistemas de
ecuaciones diferenciales y el enfoque estoca´stico que nosotros lo modelizaremos me-
diante cadenas de Markov y cuyo modelo subyacente es el modelo SIS estoca´stico.
En ambos casos disponemos de ciertos indicadores los cuales nos permitira´n cuanti-
ficar la epidemia. Estos son el nu´mero reproductivo ba´sico, el nu´mero reproductivo
exacto y el nu´mero reproductivo poblacional.
El objetivo principal de este trabajo es el estudio en tiempo discreto de una
epidemia en poblaciones de taman˜o moderado sin inmunidad y aunque la mayor
parte de los estudios son en tiempo continuo estos no se ajustan bien a los datos
disponibles en la vida real porque se suelen tener datos medidos sobre intervalos de
tiempo como por ejemplo d´ıas o meses y no en cualquier instante (inspecciones).
La metodolog´ıa usada para el estudio del modelo epidemiolo´gico, objeto de este
trabajo, es la que concierne a las cadenas de Markov en tiempo discreto, en concreto
a los procesos de nacimiento y muerte. Al modelizarse mediante cadenas de Markov
se garantiza que todos los brotes epide´micos finalicen en un tiempo esperado finito
y por ello se estudia el nu´mero de etapas hasta la finalizacio´n de la epidemia. Para
su ana´lisis hemos usado ecuaciones en diferencias finitas, me´todo de la primera
transicio´n. Su posterior ana´lisis nume´rico para evaluar la influencia de los para´metros
del modelo se ha realizado con el software R.
Palabras clave: epidemiolog´ıa, modelo SIS, cadenas de Markov, nu´mero repro-
ductivo ba´sico, tiempo hasta la extincio´n.
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1. Introduccio´n
En este cap´ıtulo hablaremos sobre el origen de la epidemiolog´ıa y las principales
figuras que iniciaron el desarrollo gracias a la aplicacio´n de modelos matema´ticos. La
situaremos histo´ricamente y expondremos algunas de las enfermedades contagiosas
ma´s importantes de la historia. Tambie´n describiremos y expondremos las te´cnicas
ma´s importantes en las que se apoya.
1.1 Preliminares
Las epidemias han sido uno de los grandes temores del ser humano ya que aca-
baron con la vida de numerosas personas a lo largo de la historia. Nos encontramos
con epidemias tan importantes como la peste bubo´nica, que asolo´ la poblacio´n de
la Edad Media, cobra´ndose como v´ıctimas a un tercio de la poblacio´n, el co´lera o la
s´ıfilis, que afectaron al 15% de la poblacio´n europea en el siglo XX.
El nu´mero de v´ıctimas cobradas por estas enfermedades era tan elevado que provo-
caba que hubiera grandes cambios demogra´ficos. Por ello fue de vital importancia
estudiar y sobre todo modelizar el comportamiento de estas epidemias, lo que dio
lugar a la aparicio´n de la epidemiolog´ıa.
La epidemiolog´ıa estudia la evolucio´n de una epidemia a lo largo del tiempo,
con el fin de poder predecir su comportamiento, explicar su dina´mica y as´ı poder
desarrollar planes de prevencio´n. La palabra epidemia hace referencia a la aparicio´n
de una enfermedad, por lo general de tipo infeccioso, que afecta simulta´neamente a
un gran nu´mero de personas de una misma regio´n.
El origen del estudio de las enfermedades infecciosas se remonta a la Prehistoria.
El Papiro de Ebers, es quiza´s el documento ma´s antiguo en el que se habla sobre
enfermedades de tipo infeccioso. En e´l se mencionan unas fiebres pestilentes, pro-
bablemente de malaria, que asolaron a la poblacio´n cercana del Nilo alrededor del
an˜o 2000 a. C., quiza´s sea el texto ma´s antiguo en el que se hace referencia a un
padecimiento colectivo.
La aparicio´n de plagas a lo largo de la historia tambie´n fue registrada en la mayor
parte de los libros sagrados en especial en la Biblia, el Talmud y el Cora´n, en los
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cuales podemos encontrar adema´s los primeros planes de prevencio´n de enfermeda-
des contagiosas [1].
La palabra epidemiolog´ıa que proviene de los te´rminos griegos “epi” (sobre), “de-
mo” (pueblo) y “logos” (estudio), etimolo´gicamente significa “el estudio sobre las
poblaciones”.
Tras el Papiro de Ebers, la primera referencia propiamente me´dica se debe a Hipo´cra-
tes (460-385 a. C.) quien uso´ las expresiones epide´mico y ende´mico para referirse a
los padecimientos segu´n fueran o no propios de un determinado lugar. Su postura
profundamente racionalista sobre el desarrollo de las enfermedades (ninguno de sus
trabajos menciona curas sobrenaturales) y sus afirmaciones sobre la influencia del
modo de vida y el ambiente en la salud de la poblacio´n, hacen de este me´dico el
principal representante de la epidemiolog´ıa antigua [2].
En 1580, el me´dico france´s Guillaume de Baillou (1538-1616) publico´ el libro
Epidemiorum II (“Sobre las epidemias”) que contiene una relacio´n completa de las
epidemias de sarampio´n, difteria y peste bubo´nica ocurridas en Europa entre 1570
y 1579, sus caracter´ısticas y modo de propagacio´n.
En castellano, la primera referencia al te´rmino epidemiolog´ıa se la debemos a Quinto
Tiberio Angelerio, en Madrid en 1598.
Segu´n sen˜ala J. Ruiz [3], el proceso matema´tico que condujo a la elaboracio´n de
leyes de la enfermedad se inicio´ con el ana´lisis de la distribucio´n de los nacimientos
con J. Graunt y W. Petty.
En 1710 J. Arbuthnot, continuador de los trabajos de Graunt y Petty, hab´ıa demos-
trado que la razo´n de nacimientos entre varones y mujeres era siempre de 13 a 12,
independientemente de la sociedad y pa´ıs en el que se estudiaran. Para Arbuthnot,
esta regularidad no pod´ıa deberse al azar y ten´ıa que ser una disposicio´n divina,
encaminada a equilibrar el exceso de muertes masculinas debidas a la violencia y
la guerra. Entre 1741 y 1775, el sacerdote alema´n J.P. Su¨ssmilch, escribio´ varios
tratados que segu´ıan los me´todos de enumeracio´n propuestos por Graunt, Petty y
Arbuthnot. Para Su¨ssmilch, la regularidad encontrada en el volumen de nacimien-
tos por sexo era toda una “ley estad´ıstica”(como las leyes naturales de la f´ısica), y
deb´ıan existir leyes similares capaces de explicar el desarrollo de toda la sociedad.
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Pronto nacio´ la idea de una “ley de mortalidad” y poco ma´s tarde la conviccio´n
de que habr´ıa leyes para todas las desviaciones sociales: el suicidio, el crimen, la
vagancia, la locura y naturalmente la enfermedad [4]. Como podemos ver, las ma-
tema´ticas han sido de gran importancia para el desarrollo de la epidemiolog´ıa. Uno
de los primeros en desarrollar un modelo matema´tico fue el gran Daniel Bernouilli
con un estudio sobre la te´cnica de variolacio´n, en relacio´n a la viruela. Aunque la
Academia de Ciencias de Paris publico´ su trabajo en 1760, el me´todo nunca fue
adoptado de forma oficial y el propio Rey Luis XV de Francia morir´ıa de viruela
an˜os despue´s, en 1774.
Otro precursor relevante fue W. Farr, quien en 1840 modelizo´ la evolucio´n de una
enfermedad que ten´ıa el ganado vacuno y que en nuestros d´ıas ha sido aplicado a
la evolucio´n del sida. Solo a principios del siglo XX resurgio´ con vigor la idea de
modelizar matema´ticamente la propagacio´n de epidemias.
Tal y como cuenta J. Velasco [5], en el siglo pasado es cuando realmente aparece el
intere´s por aplicar me´todos cuantitativos a la biolog´ıa. El motivo es que su uso en
la f´ısica hab´ıa resultado tan satisfactorio que decidieron aplicarlo a otros campos.
Ra´pidamente se observo´ que las enfermedades infecciosas se transmiten por con-
tacto entre un individuo susceptible y otro infectado. De esta idea W. Hamer en
1906 formulo´ la ley de accio´n de masas, donde establece que el nu´mero de contactos
infecciosos por unidad de tiempo, es proporcional al nu´mero total de contactos entre
invividuos infecciosos y sanos.
Ma´s tarde, en 1927, Kermack y McKendrick formular´ıan el que es considerado el
primer modelo general matema´tico en epidemiolog´ıa para describir la epidemia de la
peste en India de 1906. En la siguiente figura podemos ver la gra´fica de mortalidad
durante la epidemia de peste que se produjo en Bombay entre los an˜os 1905 y 1906.
Los puntos describen los casos observados y la l´ınea continua las predicciones de
Kermack y McKendrick, basadas en su modelo publicado.
4
ESTUDIO EN TIEMPO DISCRETO DE LA EXPANSIO´N DE UNA EPIDEMIA
Mar´ıa Gamboa Pe´rez
Figura 1: Mortalidad durante la peste de Bombay.
Las te´cnicas estad´ısticas que ma´s han influenciado a la biomedicina en los u´lti-
mos an˜os han sido los modelos lineales generalizados (incluida la regresio´n lineal
mu´ltiple), ana´lisis de supervivencia, ana´lisis de datos catego´ricos, estad´ıstica espa-
cial y los me´todos bayesianos. Los metaana´lisis tambie´n han sido de gran intere´s
en los u´ltimos an˜os. En 1994 surgieron nuevos me´todos estad´ısticos que tendr´ıan
un rol importante, como son el me´todo Boostrap, los me´todos bayesianos, los a´rbo-
les de clasificacio´n y regresio´n, los modelos para datos longitudinales GEE (general
estimating equations), los modelos para datos jera´rquicos y las redes neuronales.
1.2 Marco te´orico
Las cadenas de Markov son probablemente uno de los procesos ma´s estudiados
en todo el a´mbito de la epidemiolog´ıa. Un libro cla´sico donde se puede encontar
un amplio desarrollo de esta teor´ıa es el libro de Kenelly y Snell [6]; otras buenas
referencias son los libros de Karlin y Taylor [7], o el de Schinazi [8].
A continuacio´n describiremos las principales caracter´ısticas y resultados de las
cadenas de Markov en tiempo discreto.
Un proceso estoca´stico es una coleccio´n de variables aleatorias {Xt : t 2 T} pa-
rametrizada por un conjunto T, llamado espacio parame´trico, en donde las variables
toman valores en un conjunto S llamado espacio de estados.
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Si el proceso se controla u observa en instantes de tiempo concretos (d´ıas, cada
vez que llueve...) se dice que es un proceso estoca´stico en tiempo discreto y se
denotara´ por {Xn : n = 0, 1, 2...}. En adelante diremos que Xn es la observacio´n del
feno´meno en estudio en la etapa n.
Un proceso estoca´stico es llamado cadena cuando el espacio de estados es dis-
creto. El nombre de Markov es gracias a A.A. Markov, un matema´tico Ruso (1856-
1922), quien contribuyo´ profundamente al desarrollo de los procesos estoca´sticos.
Asociada a cada variable aleatoriaXn, denotamos su funcio´n de masa por la siguiente
expresio´n:
pi(n) = P{Xn = i}, i   0, 8n   0. (1)
En adelante la funcio´n de masa de la etapa 0 se llamara´ distribucio´n inicial de la
cadena y se denotara´ por a0 = (a01, a
0
2, ...).
Definicio´n 1. Un proceso estoca´stico discreto {Xn : n   0} se dice que tiene la
propiedad Markoviana si P{Xn = in|X0 = i0, ..., Xn 1 = in 1}
= P{Xn = in|Xn 1 = in 1}, donde los valores de ik 2 {1, 2, ...}, para k = 0, 1, 2.., n.
En este caso el proceso estoca´stico se llama cadena de Markov o ma´s espec´ıfica-
mente cadena de Markov en tiempo discreto.
Las probabilidad de transicio´n denotada por pij(n), se define como la probabili-
dad condicionada siguiente:
pij(n) = P{Xn+1 = j|Xn = i}
es decir, la probabilidad de que el proceso se encuentre en el estado j en el instante
n+ 1 , sabiendo que en el instante n, estaba en i, para i, j=1,2,.. .
Si las probabilidades de transicio´n pij(n) de una cadena de Markov no dependen
del instante de tiempo n, se dice que es homoge´nea. En lo que sigue utilizaremos
cadenas homoge´neas y por lo tanto eliminaremos ’n’ de la notacio´n.
Proposicio´n 1. En cualquier estado i del espacio de estados se verifica que
pij   0,
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1X
j=1
pij = 1; 8i, j = 1, 2, ...
Lo que significa que, con probabilidad 1, el proceso en cualquier estado i en el
instante n, se mueve a otro estado j 6= i, o permanece en el estado i, en la siguiente
etapa n+1. Si fijamos i, {pij} es una funcio´n de probabilidad. Las probabilidades de
transicio´n en una etapa se pueden expresar en forma matricial, a la que llamaremos
matriz de transicio´n P .
Definicio´n 2. La matriz de transicio´n de una cadena de Markov en tiempo discreto
{Xn}1n=0 con espacio de estados S = {1, 2..} y probabilidades de transicio´n en una
etapa {pij}1i,j=1, se denota por P = (pij) y es
P =
0BBBBBBBBB@
p11 p12 p13 ...
p21 p22 p23 ...
p31 p32 p33 ...
. . . .
. . . .
1CCCCCCCCCA
.
Las probabilidades de transicio´n denotadas por p(n)ij son las probabilidades de ir
del estado i al estado j en n etapas.
p(n)ij = P{Xn = j|X0 = i}
y su matriz de transicio´n en n etapas se denota por P (n).
Observamos que:
p(0)ij =
8><>:1, si, i = j,0, si, j 6= i.
Teorema 1. La relacio´n entre las probabilidades de transicio´n en n y (n  s) pasos
son las conocidas como Ecuaciones de Chapman-Kolmogorov y son las siguientes:
p(n)ij =
1X
k=1
p(s)ik p
(n s)
kj , 0 < s < n.
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La demostracio´n de las ecuaciones de Chapman-Kolmogorov las podemos encon-
trar en [9].
Teorema 2. La matriz de transicio´n en n etapas verifica:
P (1) = P
P (2) = P 2
...
En general,
P (n) = P n.
Denotamos p(n) el vector de probabilidades de la funcio´n de masa asociada a la
variable Xn
p(n) = (p1(n), p2(n), ....)
T .
p(n+m) = a0P
n+m = P n(a0P
m) = p(m)P n.
A la hora de estudiar el comportamiento a largo plazo de las cadenas de Markov
es necesario conocer y clasificar sus estados.
Definicio´n 3. Se dice que el estado j es accesible desde el estado i si la probabilidad
de ir desde i a j es mayor que 0, para alguna etapa, es decir :
9n   0, tal que p(n)ij > 0.
La anterior relacio´n entre los estados es una relacio´n de equivalencia e induce
una particio´n en el espacio de estados. A las clases de equivalencia las llamaremos
clases de comunicacio´n, o simplemente clases.
Definicio´n 4. Si existe una sola clase, entonces se dice que la cadena de Markov
es irreducible; en caso contrario se dice que es reducible.
Definicio´n 5. Se dice que un conjunto de estados de una cadena de Markov es
cerrado si es imposible acceder a cualquiera de sus estados, desde un estado que no
pertenezca a e´l.
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Asumiendo que el proceso empieza en un estado inicial X0 = i, definiremos las
probabilidades de retornar al estado i, y la probabilidad de pasar por primera vez
al estado j.
Definicio´n 6. Sea f (n)ii la probabilidad de que empezando desde el estado i retorne
por primera vez al estado i, en la etapa n, n > 0; es decir: f (n)ii = P{Xn = i, Xm 6=
i,m = 1, 2, .., n  1|X0 = i}.
Estas probabilidades son conocidas como las probabilidades de primer retorno.
Definimos f (0)ii = 1.
Como podemos observar las probabilidades f (1)ii = pii pero en general f
(n)
ii no es igual
a p(n)ii . Como vemos estas probabilidades representan la primera vez que la cadena
retorna al estado i, verificando:
0 
1X
n=1
f (n)ii  1.
El valor del sumatorio permite distinguir si un estado es transitorio, o no.
Definicio´n 7. El estado i se dice que es transitorio si
P1
n=1 f
(n)
ii < 1.
El estado i se dice que es recurrente si
P1
n=1 f
(n)
ii = 1.
Si el estado i es recurrente, entonces el conjunto {f (n)ii }1n=0 define una distribucio´n
de probabilidad para la variable aleatoria que representa el tiempo de primer retorno,
es decir de la variable:
Tii = infm 1{m|Xm = i, X0 = i}.
Por lo tanto P{Tii = n} = f (n)ii , n = 0, 1, 2... .
A partir de la distribucio´n de Tii podremos obtener su media, la cual indica el
tiempo medio de recurrencia, o el tiempo medio de regresar al estado i por primera
vez, y es denotado por
µii = E(Tii). Para un estado recurrente i:
µii =
1X
n=1
nf (n)ii .
Aunque Tii no esta´ definido para un estado transitorio, tomamos por convenio
que el tiempo medio de recurrencia de un estado transitorio es siempre infinito.
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En cambio para un estado recurrente puede ser finito o infinito y por lo tanto se
introduce una nueva clasificacio´n de los estados.
Definicio´n 8. Si un estado recurrente satisface que µii <1 se dice que es recurrente
positivo.
Si un estado recurrente satisface que µii =1 se dice que es recurrente nulo.
El estudio de los primeros retornos se puede extender a visitar por primera vez un
estado desde cualquier otro. Las nuevas variables Tij se apoyan en las probabilidades
f (n)ij = P{Xm = j,Xm 6= j,m = 1, 2, ..., n  1|X0 = i}, i 6= j.
Definimos f (0)ij = 0 si i 6= j. Adema´s:
0 
1X
n=1
f (n)ij  1.
Si
P1
n=1 f
(n)
ij = 1, el conjunto {f (n)ij } define la distribucio´n de la variable Tij.
Si X0 = i entonces el tiempo medio de primer paso al estado j, E(Tij), se denota
µij y se define como:
µij =
1X
n=1
nf (n)ij , i 6= j.
Esta definicio´n se puede extender al caso en el que fij =
P(n)
n=1 fij < 1 donde
definen las probabilidades de no alcanzar el estado j desde i como 1  fij.
Si fij < 1, entonces el tiempo medio de primer paso de i hasta j es infinito.
Existe una relacio´n entre las probabilidades de transicio´n de una cadena de Mar-
kov y las probabilidades de retornar por primera vez a un estado. Esta relacio´n es
la siguiente:
p(n)ii =
nX
k=1
f (k)ii p
(n k)
ii
con f (0)ii = 1, p
(0)
ii = 1.
Una expresio´n similar para f (n)ij y p
(n)
ij es:
p(n)ij =
nX
k=1
f (k)ij p
(n k)
jj .
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Teorema 3. Un estado es recurrente si y solo si
P1
n=0 p
(n)
ii diverge, es decir
1X
n=0
p(n)ii =1.
Un estado es transitorio si y solo si
P1
n=0 p
(n)
ii converge, es decir
1X
n=0
p(n)ii <1.
Corolario 1. Asumiendo que i y j intercomunican, podemos encontrarnos las si-
guientes relaciones:
i) El estado i es recurrente si y solo si j es recurrente.
ii) El estado i es transitorio si y solo si j es transitorio.
Corolario 2. Cada clase de estados recurrentes de una cadena de Markov en tiempo
discreto es un conjunto cerrado.
Definicio´n 9. Un estado es ergo´dico si es aperio´dico y recurrente positivo. Una
cadena de Markov es ergo´dica si es irreducible, aperio´dica y positiva recurrente.
Definicio´n 10. Un estado i es absorbente si y solamente si ningu´n estado de la
cadena es accesible desde e´l, es decir si pii = 1.
Cuando estudiamos las probabilidades de transicio´n en n etapas p(n)ij podemos
hablar, bajo algunos supuestos, de su distribucio´n estacionaria.
Se dice que una cadena de Markov en tiempo discreto admite una distribucio´n
estacionaria cuando las probabilidades de ir a largo plazo de un estado i a otro j
existen y son independientes de la distribucio´n inicial; es decir si
l´ım
n!1
p(n)ij = p(j).
Teorema 4. Suponemos una cadena de Markov discreta, irreducible, recurrente
positiva, aperio´dica, con espacio de estados S={1,2,..} y matriz de transicio´n P.
Entonces existe una u´nica distribucio´n estacionaria positiva ⇡ = (⇡1, ⇡2, ...)T , de
manera que
⇡ = ⇡P
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verificando
l´ım
n!1
p(n)ij = ⇡j; 8i, j   1.
Teorema 5. Para una cadena de Markov ergo´dica e irreducible existe el limn!1p
(n)
ij
y es independiente de i. Adema´s, haciendo ⇡j = l´ımn!1 p
(n)
ij , entonces ⇡j es la u´nica
solucio´n no negativa de
⇡j =
1X
i=1
⇡ipij, j   1
con
P1
j=1 ⇡j = 1.
Por lo tanto si la distribucio´n l´ımite es independiente de la distribucio´n inicial
la matriz de transicio´n satisface
l´ım
n!1
P n =
0BBBBBB@
⇡1 ⇡2 ⇡3 ...
⇡1 ⇡2 ⇡3 ...
. . .
. . ..
1CCCCCCA .
Es decir:
l´ım
n!1
a0P
n = ⇡
con ⇡ = (⇡1, ⇡2, ..)T .
Se puede comprobar que cuando nos encontramos con cadenas de Markov, dis-
cretas, finitas, el comportamiento a largo plazo se puede obtener de una manera muy
sencilla. En ese caso, nos vamos a encontrar so´lo cuatro diferentes tipos de estados,
atendiendo a su periodicidad y recurrencia.
Lema 1. Si j es un estado transitorio de una cadena de Markov entonces para
cualquier estado i se verifica l´ımn!1 p
(n)
ij = 0.
Teorema 6. En una cadena de Markov finita, una clase es recurrente si es cerrada.
Teorema 7. En una cadena de Markov finita no todos los estados pueden ser tran-
sitorios y no hay estados recurrentes nulos. En particular, una cadena de Markov
finita e irreducible es recurrente positiva.
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Corolario 3. Sea una cadena de Markov finita, irreducible y aperio´dica, entonces
existe una u´nica distribucio´n estacionaria de probabilidad ⇡ = (⇡1, ⇡2, ..., ⇡N)T tal
que
l´ım
n!1
p(n)ij = ⇡i i, j = 1, 2, ..., N.
Cuando nos encontramos con las condiciones descritas en el Corolario 3, podemos
determinar de manera ra´pida la matriz de transicio´n en n etapas usando a´lgebra
elemental. Tendremos que la matriz en n etapas satisface lo siguiente:
P n =
NX
i=1
 ni xiy
T
i ,
donde  i son los autovalores asociados a la matriz P, xi es autovector por el lado
derecho asociado al autovalor  i e yi es autovector por la izquierda asociado a ese
mismo autovalor.
Su distribucio´n estacionaria se podra´ calcular tomando como autovalor   = 1
como se sigue a continuacio´n y cuya demostracio´n se puede consultar en [7]:
l´ım
n!1
P n = x1y
T
1 =
0BBBBBB@
⇡1 ⇡2 ... ⇡N
⇡1 ⇡2 ... ⇡N
. . ... .
⇡1 ⇡2 ... ⇡N
1CCCCCCA
con x1 = ⇡ , yT1 = (1, 1, ..., 1).
Cuando nos encontramos con cadenas de Markov con estados absorbentes la
distribucio´n estacionaria asigna probabilidad solo a los estados absorbentes y es
necesario estudiar los tiempos necesarios hasta la absorcio´n. Para ello es preciso
reordenar la matriz de transicio´n de forma que las filas correspondientes a los esta-
dos absorbentes aparezcan en primer lugar. As´ı ordenada se dira´ que la matriz de
transicio´n esta´ en la forma cano´nica. Podemos dividir la matriz en forma cano´nica
en cuatro submatrices. La primera es la matriz unidad, del orden correspondiente.
La segunda la matriz nula. La tercera contiene las probabilidades de paso de estados
transitorios a estados absorbentes. La cuarta contiene las probabilidades de estados
transitorios a estados transitorios.
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Teorema 8. Consideramos una cadena de Markov recurrente, irreducible, y ape-
rio´dica. Entonces
l´ım
n!1
p(n)ij =
1
µii
donde µii, es el tiempo medio de recurrencia del estado i.
A continuacio´n explicaremos un me´todo para calcular el tiempo medio de recu-
rrencia µii y tiempos de primer paso µij para el caso particular de una cadena de
Markov finita e irreducible con N estados.
Para ello utilizaremos la siguiente matriz, cuyos elementos son justamente esos tiem-
pos medios de recurrencia y tiempos medios de primer paso:
M = (µij) =
0BBBBBBBBB@
µ11 µ12 µ13 ... µ1N
µ21 µ22 µ23 ... µ2N
µ31 µ32 µ33 ... µ3N
. . . . .
µN1 µN2 µN3 . µNN
1CCCCCCCCCA
.
En este caso en vez de calcular los elementos de la matriz usando las probabilida-
des de primer paso {f (n)ij } utilizaremos otro me´todo alternativo, el llamado me´todo
de la primera transicio´n. Este me´todo utiliza la relacio´n existente entre los tiempos
medios de recurrencia y tiempos medios de primer paso, para as´ı poder construir un
sistema lineal, cuya solucio´n es justamente M.
El proceso para su construccio´n considera que´ es lo que ocurre en la primera etapa.
Cualquier estado j puede ser alcanzado desde i con probabilidad pij, o necesitara´
ma´s de una etapa para alcanzarlo, siendo ese el caso, se alcanzara´ otro estado k,
k 6= j con probabilidad pik. Entonces el tiempo en llegar al estado j es 1 + µkj, es
decir una etapa ma´s el tiempo medio de ir por primera vez desde j hasta k.
Esta relacio´n viene dada por :
µij = pij +
NX
k=1,j 6=k
pik(1 + µkj) = 1 +
NX
k=1,j 6=k
pikµkj. (2)
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La relacio´n (2) asume que la matriz P es irreducible, es decir cada estado j
puede ser alcanzado desde cualquier otro i. Las ecuaciones (2) pueden expresarse de
matricialmente de la siguiente forma:
M = E + (M   diag(M))P. (3)
Donde E es una matriz de dimensio´n N ⇥N de unos.
Como la cadena de Markov es irreducible, en particular es recurrente positiva, ga-
rantizamos que los tiempos de retorno y de primer paso sean finitos en todos los
casos.
Por consiguiente el sistema de ecuaciones (3) tiene solucio´n. En concreto en [9] se
muestra un me´todo iterativo para resolver dicho sistema de ecuaciones lineales.
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2. Modelizacio´n matema´tica de epidemias
La construccio´n de modelos matema´ticos para estudiar y predecir el comporta-
miento de enfermedades infecciosas es uno de los principales objetivos de los cient´ıfi-
cos en la actualidad. La principal funcio´n de estos modelos es mejorar la comprensio´n
de un sistema para prevenir futuras situaciones de enfermedad, determinar la pre-
valencia e incidencia, y ayudar a tomar decisiones para controlar o erradicar esas
enfermedades.
Existen dos tipos de modelos matema´ticos: deterministas y estoca´sticos. En un
modelo determinista las mismas entradas producira´n invariablemente las mismas
salidas, no contempla´ndose la existencia del azar ni el principio de incertidumbre.
En cambio, en un modelo estoca´stico, el azar interviene en el modelo, de modo que
una misma entrada puede producir diversas salidas de manera impredecible y por
lo tanto los resultados posibles se generara´n con una funcio´n de probabilidad.
Para el modelo deterministico, se genera un u´nico valor posible, mientras que en
el estoca´stico se permiten diferentes valores adjudicando una cierta probabilidad a
cada uno de estos sucesos.
Supongamos una poblacio´n de taman˜o inicial N afectada por una enfermedad
de tipo contagioso, de los cua´les tenemos S sanos, e I infectados. Los infectados,
lo esta´n por una enfermedad de tipo contagiosa, y por lo tanto podra´n transmitir
esa enfermedad. Mientras el procesos infeccioso este´ activo y dependiendo del tipo
de enfermedad, los individuos pueden pasar por todos o algunos de los siguientes
estad´ıos:
-Susceptible (S): estado en el cual el individuo puede ser contagiado por otro
individuo que este´ infectado.
-Infectado (I): estado durante el cual el individuo se halla infectado y puede
adema´s infectar.
-Recuperado o Removido (R): estado durante el cual el individuo no puede ser
infectado por haber adquirido inmunidad (temporal o permanente), ni infectar a los
dema´s (por haber recuperado o haber pasado la etapa contagiosa de la enfermedad).
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Entre las enfermedades infecto-contagiosas encontramos dos grupos principales:
-Las que confieren inmunidad (temporal o permanente) al infectado; es decir una
vez recuperado no podra´ volver a ser infectado o infectar en el tiempo que le dure
su inmunidad. La mayor´ıa son de origen viral (sarampio´n,varicela...).
-Las que una vez recuperado, el individuo vuelve a ser susceptible inmediatamen-
te, estas suelen ser de tipo bacteriano (enfermedades vene´reas, peste..) o protozoos
(malaria).
Teniendo en cuenta los distintos estad´ıos relacionados con un proceso infeccio-
so, podemos encontrarnos diversos modelos epidemiolo´gicos matema´ticos como SIS,
SIR, SI...
El modelo de Kermack y McKendrick ha sido probablemente el ma´s influyente
en las u´ltimas de´cadas. Es un modelo SIR (Susceptible-Infeccioso-Recuperado) y
sus variantes se han convertido en prototipos de sistemas no lineales para explicar
el comportamiento de enfermades infecciosas.
Segu´n este modelo, un individuo susceptible puede entrar en contacto con un
infectado, y con una cierta probabilidad sera infectado, y por lo tanto su estad´ıo
pasara´ a ser infectado. Por otra parte con la ayuda de su sistema inmunolo´gico,
cada individuo infectado entrara´ en el estad´ıo recuperado, dejando de ser un posible
transmisor de la enfermedad.
Figura 2: Modelo SIR.
En el modelo SIS tenemos dos tipos de estad´ıos para los individuos. Los indivi-
duos susceptibles que pueden ser infectados pero no adquieren la inmunidad tras su
recuperacio´n y por lo tanto vuelven a ser susceptibles.
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Figura 3: Modelo SIS.
La mayor´ıa de los estudios epidemiolo´gicos se basan en procesos continuos, yo
considerare´ un modelo estoca´stico en tiempo discreto.
2.1 Enfoque determinista
La evolucio´n de la epidemia se representa a trave´s de funciones que muestran la
variacio´n de la proporcio´n de individuos en cada situacio´n cl´ınica, en cada instante
de tiempo. Dichas funciones se obtienen como la solucio´n de un sistema de ecuaciones
diferenciales. As´ı, en el modelo SIS intervendra´n S(t) e I(t) que son respectivamente,
las proporciones de individuos susceptibles e infectados presentes en la poblacio´n en
un instante t. En el modelo SIR es preciso incluir tambie´n la proporcio´n de individuos
recuperados: R(t).
Dada una poblacio´n finita, cerrada, de taman˜o N definimos  t como un intervalo
de tiempo en el que a lo sumo pueda ocurrir un u´nico evento. Denotaremos ↵ al
nu´mero de contactos hechos por un infeccioso que resulta en infeccio´n en  t; es decir
es la tasa de contagio y   a la tasa de recuperacio´n de un individuo infectado.
El modelo SIS determinista tiene la siguiente forma:
S(t+ t) = S(t)  ↵S(t)I(t)
N
+ I(t) 
I(t+ t) =
↵S(t)I(t)
N
+ I(t)(1   )
(4)
donde t   0, 0 < ↵  1 y 0 <    1.
Buscamos una solucio´n a (4) bajo las siguientes condiciones frontera:
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S(0), I(0) > 0,
S(t) + I(t) = 1, 8t   0.
S(0) > 0, indica que el nu´mero de susceptibles en el instante inicial tiene que ser
mayor que 0.
I(0) > 0, indica que el nu´mero de infectados en el instante inicial tiene que ser
de al menos un individuo.
S(0)+I(0)=1 y S(t)+I(t)=1,8t, indican que la poblacio´n inicial es constante a lo
largo del tiempo.
En cambio en el modelo SIR determinista los individuos adquieren la inmunidad
una vez superada la fase infecciosa. Si asumimos taman˜o poblacional constante N
y manteniendo la notacio´n del modelo SIS, el modelo SIR cla´sico se puede expresar
de la siguiente manera:
S(t+ t) = S(t)  ↵S(t)I(t)
N
I(t+ t) = I(t)(1   ) + ↵S(t)I(t)
N
R(t+ t) = R(t) +  I(t)
(5)
junto a las siguientes condiciones frontera:
S(0), I(0) > 0, R(0)   0,
S(0) + I(0) +R(0) = 1,
S(t) + I(t) +R(t) = 1, t   0.
En ambos modelos segu´n sea la combinacio´n de nuestros para´metros ↵ y  ,
podremos obtener diferentes conclusiones respecto a la extincio´n de la epidemia.
Intuitivamente es admisible que si ↵   1 la epidemia se extinguira´; mientras que
si ↵  > 1 no podra´ erradicarse.
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Es decir cuando la tasa de contagio es menor o igual a la de recuperacio´n la epidemia
se extinguira´ en un nu´mero de etapas, mientras que cuando es mayor no podra´
erradicarse y la enfermedad sera´ ende´mica. A la vista de estos resultados es necesario
apoyarse en algu´n indicador que cuantifique la epidemia estudiada.
2.1.1 Medidas de transmisio´n de una en-
fermedad contagiosa
El nu´mero reproductivo ba´sico, R0, es quiza´s uno de los indicadores ma´s estu-
diados en epidemiolog´ıa. Aunque el origen de la modelizacio´n matema´tica con este
cuantificador fue propiamente determinista y aplicado a la demograf´ıa [10], tambie´n
fue aplicado posteriormente para enfermedades contagiosas como la malaria. Ma´s
tarde se aplicar´ıa a numerosas infecciones humanas como la peste, la viruela... Ve´ase
[11]. Siendo probablemente el cuantificador ma´s importante en epidemiolog´ıa.
Podemos definir R0 como el nu´mero esperado de casos nuevos que producir´ıa
una persona infectada durante su per´ıodo de contagio, en una poblacio´n de personas
susceptibles a la enfermedad; es decir sin resistencia espec´ıfica frente a ese pato´geno
[12]. El valor de R0 en los modelos SIS y SIR, descritos anteriormente se calcula
como:
R0 =
↵
 
.
Sin embargo esta definicio´n puede variar dependiendo del contexto epide´mico o
poblacional considerado.
La propiedad ma´s importante de R0 es la posibilidad de medir la transmisio´n
potencial de una epidemia durante la fase inicial. En enfermedades con R0  1, cada
individuo infectado contagia en promedio como mucho a un individuo y por lo tanto
la epidemia se extinguira´. En cambio si R0 >1 el pato´geno puede establecerse en
toda la poblacio´n y permanecer en ella para siempre.
Por lo tanto es muy importante conocer el valor de R0 en enfermedades infecciosas,
para poder controlar factores que intervengan en e´l y as´ı poder tomar medidas
frente a esa epidemia. En pandemias y epidemias el conocimiento de R0 permite
poder establecer un nivel de alerta y el riesgo que tenemos frente a esa enfermedad.
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El matema´tico Klaus Dietz, del Instituto de Epidemiolog´ıa Cl´ınica de la Univer-
sidad de Tubinga (Alemania), lleva desde la de´cada de los 70 estudiando la propa-
gacio´n de una enfermedad contagiosa con la ayuda de las matema´ticas.
A continuacio´n, ba´ndonos en sus estudios y apoya´ndonos tambie´n en [13], mostramos
en la Figura 4 los valores de R0 para las principales enfermedades contagiosas.
Figura 4: Principales R0 de enfermedades contagiosas actuales [14].
Como podemos ver el sarampio´n y la tos ferina son enfermedades cuyos nu´meros
reproductivos ba´sicos oscilan entre 12 y 18. Esto quiere decir que un individuo
con sarampio´n puede infectar entre 12 y 18 personas durante su periodo infeccioso.
En cambio la enfermedad e´bola lleva asociado un R0 entre 2 y 3 y por lo tanto una
persona infectada con e´bola contagiara´ entre 2 y 3 personas antes de su recuperacio´n
o muerte.
Comparado con otras enfermedades infecciosas, el e´bola tiene un factor de trans-
misio´n muy bajo, sin embargo en los u´ltimos an˜os ha ocasionado grandes temores a
la poblacio´n ya que su cura es muy improbable, pues no existe tratamiento efectivo
al 100%, y es mortal. En cambio para el sarampio´n, aunque tiene un R0 ma´s alto y
podr´ıa infectar a ma´s personas, contamos con fa´rmacos para su tratamiento y a d´ıa
de hoy es muy improbable que alguien muera de esta enfermedad.
Son muchos los factores, entre ellos el temporal, que los biomatema´ticos tienen
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que tener en cuenta en el ca´lculo de R0. Por ejemplo, aunque el VIH es menos
contagioso que el e´bola, el primero tiene un periodo de infeccio´n de muchos an˜os
y el segundo solo puede infectar durante las pocas semanas que el paciente con
s´ıntomas pelea con la enfermedad hasta que la vence o sucumbe.
El factor de transmisio´n R0 presenta un comportamiento distinto en cada brote
de una misma enfermedad, aunque dentro de unos umbrales mı´nimos y ma´ximos.
Otros elementos que intervienen en su estimacio´n son el nu´mero inicial de infec-
tados, poblacio´n total de la zona afectada, si se trata de zonas aisladas o densamente
pobladas o la redes de comunicaciones, que funcionan como vectores.
Pero el factor que ma´s puede hacer variar esta ratio de contagio es el propio ser
humano. Los nu´meros mostrados hasta aqu´ı solo son ciertos en el caso de que no se
haga nada para combatir la enfermedad.
A continuacio´n mostraremos algunos de los diferentes me´todos de ca´lculo de R0.
El cuantificador R0, es fundamentalmente determinista. El primero en realizar un
ca´lculo detallado fue H. Rietze en 1996 con un me´todo basado en la funcio´n de
supervivencia. Consideramos una poblacio´n grande y sea F(a) la probabilidad de
que un nuevo individuo infectado permanezca al menos infectado un tiempo a y
denotamos por b(a) al promedio de nuevos infectados que un individuo infectado
produce por unidad de tiempo cuando ha estado infectado al menos un tiempo a.
Con esta descripcio´n, R0 viene dado por
R0 =
Z 1
0
b(a)F (a)da.
Esta definicio´n de R0 es muy general y se puede aplicar a muchas enfermedades
contagiosas. No obstante hay casos como la malaria, en los que la transmisio´n se
puede producir adema´s por mosquitos y por lo tanto la funcio´n de supervivencia debe
de incluir tambie´n ese factor de transmisio´n. Este problema se soluciona gracias a
los “next generation methods”, que se adaptan a epidemias en las que existen ma´s
de una clase de elementos infecciosos transmisores. Este u´ltimo me´todo, que se
deriva del anterior, fue propuesto por Dieckman en 1990. Ma´s informacio´n acerca de
otros me´todos de ca´lculo los cuales incluyen jacobianos, autovalores, ... se pueden
encontrar en [15].
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Pese a que R0 es fundamental en epidemiolog´ıa, ya que cuantifica la propagacio´n
de una enfermedad, se puede ver que hay casos que ocurre justamente lo contrario
a lo esperado.
Hay situaciones en las que la enfermedad persiste aunque la transmisio´n esperada
sea inferior a 1 y se erradica en caso contrario.
Al existir diferentes me´todos de ca´lculo para R0, obtendremos diferentes valores de
nuestro cuantificador y por lo tanto la interpretacio´n variara´ segu´n el me´todo usado.
Adema´s R0 no es el promedio exacto buscado ya que existe una sobreestimacio´n
de contagios porque contabiliza como nuevo contagio los que ya han sido infectados
con anterioridad. Este cuantificador es ma´s acertado en poblaciones grandes ya que
cuando tenemos poblaciones como hospitales [16], prisiones [17]..., las poblaciones
son ma´s pequen˜as y el valor de R0 sobreestima la transmisio´n.
Para solventar este problema se deben de usar otros cuantificadores que no tengan
en cuenta aquellos contagios secundarios.
2.2 Enfoque estoca´stico
En este caso la evolucio´n de la epidemia se representa mediante procesos es-
toca´sticos. Suponiendo que el nu´mero de individuos de la poblacio´n no var´ıa durante
la fase activa de la epidemia en cada instante t > 0, y denotando ahora a S(t), I(t)
y R(t) como el nu´mero de individuos susceptibles, infectados y recuperados en el
instante t respectivamente, se verifica que S(t) + I(t) = N , en el modelo SIS o bien
S(t) + I(t) +R(t) = N , en el modelo SIR.
Por consiguiente, la evolucio´n de una epidemia en un modelo SIS se representa
por el proceso univariante {I(t), t > 0} que informa de la variacio´n del nu´mero de
individuos infectados a lo largo del tiempo. Mientras que la evolucio´n de un modelo
SIR viene dada por un proceso bidimensional {S(t), I(t), t > 0}, que proporciona in-
formacio´n sobre la cantidad de susceptibles e infectados que conviven en la poblacio´n
en un mismo instante de tiempo.
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Una hipo´tesis frecuente en estos modelos es suponer que los tiempos entre con-
tactos o de recuperacio´n sean variables aleatorias exponenciales, lo que da lugar a
procesos markovianos. En concreto el modelo SIS es un proceso de nacimiento y
muerte. Conocidas las tasas de contagio entre dos individuos ↵ y de recuperacio´n de
un individuo  , obtendremos directamente las tasas de nacimiento  i y de muerte
µi como
↵i =
↵
N i(N   i), 0  i  N,
 i =  i, 0  i  N .
En este tipo de modelos es necesario, al igual que en el determinista, cuantificar
la epidemia.
2.2.1 Medidas de transmisio´n en modelos
markovianos
En toda esta seccio´n explicaremos los cuantificadores utilizados en los mode-
los estoca´sticos Markovianos segu´n los estudios realizados por J.R. Artalejo y M.J.
Lo´pez-Herrero [18]. El cuantificador determinista R0 conduce a valores de transmi-
sio´n aceptables cuando se estudian en poblaciones grandes, pero no siempre tenemos
estas condiciones. Por ello introduciremos el nu´mero reproductivo exacto, al que de-
notaremos por Re0 y el nu´mero de transmisio´n poblacional denotado por Rp. A
diferencia del nu´mero reproductivo ba´sico que sobreestimaba los contagios, estas
medidas no cuentan aquellos contagios secundarios que R0 s´ı que hac´ıa. De esta
manera se da una mejor cuantificacio´n de la propagacio´n de la enfermedad.
El nu´mero reproductivo exacto Re0 es una variable aleatoria que se define como
el nu´mero exacto de contagios producidos por un individuo infectado durante su
periodo de infeccio´n.
Cabe recalcar que aqu´ı no esta´n incluidas las infecciones a individuos que ante-
riormente habian sido infectados y ahora eran susceptibles. El efecto de esos conta-
gios son ignorados.
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Para poder estudiar la distribucio´n de Re0 en el modelo SIS, la idea que proponen
J.R. Artalejo y M.J. Lo´pez-Herrero es marcar al individuo causante de la epidemia
y distinguir en la tasa de contacto quie´n causa cada nueva infeccio´n. Para ello
descomponen ↵i como
↵i = ↵
⇤
i + ˜↵i 1, 1  i  N
con ↵⇤i =
↵
N (N   i) tasa de contacto del individuo marcado y ˜↵i 1 = ↵N (i 1)(N   i)
que lo asocian al promedio de superposiciones de tasas de contagio del resto de (i-1)
infectados.
A continuacio´n definen 'i(z) como la funcio´n generatriz de probabilidad para
Re0, condicionada a i infectados iniciales, es decir:
'i(z) = E[z
Re0 |I(0) = i] =
1X
k=0
zkP{Re0 = k|I(0) = i}, si|z|  1.
El objetivo es determinar, en cada z, el valor de las funciones generatrices. La me-
todolog´ıa que ellos han utilizado se basa en argumentos de primer paso y contempla
las posibles transiciones de la cadena {I(t) : t > 0} desde el estado i, que son las
siguientes:
i) Recuperacio´n del individuo marcado.
ii) Recuperacio´n de otro que no este´ en el caso anterior.
iii) Contagio entre un individuo marcado y un susceptible.
iv) Contagio entre otro infectado y un susceptible.
Por lo tanto las funciones generatrices verifican para i, 1  i  N
'i(z) =
 
↵i +  i
+
 (i  1)
↵i +  i
'i 1(z) +
↵⇤i 1
↵i +  i
z'i+1(z) +
˜↵i 1
↵i +  i
'i+1(z) (6)
con 1  i  N.
Resolviendo el sistema de ecuaciones (6), en cada punto z, se conseguir´ıa el
valor nume´rico de las transformadas (funciones generatrices) y, aplicando me´todos
de inversio´n, se obtienen los valores nume´ricos de la funcio´n de distribucio´n de la
variable Re0 condicionada a cualquier cantidad de infectados.
Sea k un valor entero no negativo, se definen los momentos factoriales de orden
k de Re0 condicionado a i infectados iniciales como
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mki = E[Re0(Re0   1)...(Re0   k + 1)|I(0) = i], 1  i  N, k   0.
No´tese que m0i = 1, 8i = 1, 2, .., N.
Para obtener los momentos tomaremos derivadas en la expresio´n (6), ya que
mki =
dk['(z)]
dzk |z=1. Derivando k veces la expresio´n (6) y haciendo z = 1, se obtiene la
siguiente relacio´n entre los momentos factoriales.
mki =
 (i  1)
↵i +  i
mki 1 +
↵i
↵i +  i
mki+1 +
↵⇤i
↵i +  i
kmk 1i+1 , para 1  i  N, k   1. (7)
La ecuacio´n (7) muestra que es posible obtener recursivamente los momentos de
orden k en funcio´n de los de orden k-1.
No´tese que el valor esperado m11 = Re0 es conceptualmente el factor de transmi-
sio´n cla´sico de R0.
Los me´todos para resolver sistemas de ecuaciones como (7) se desarrollan en
libros como [19], [20] o [21].
J.R. Artalejo y M.J. Lo´pez-Herrero presentan un me´todo directo para resolver
(7) que se recoge en el siguiente teorema.
Teorema 9. Los valores esperados {m1i ; 1  i  N} pueden calcularse mediante la
siguiente expresio´n:
m1N =
(N 1)DN 1
NaN 1+↵N 1
.
m1i =
Di+↵im1i+1
ai+↵i
, i = N   1, ..., 1
los coeficientes ai, Di, 1  i  N  1 vienen dados por las siguientes expresiones:
a1 =  ,
ai =
 (iai 1+↵i 1)
ai 1+↵i 1 , 2  i  N   1,
D1 = ↵⇤1,
Di = ↵⇤i +
 (i 1)Di 1
ai 1+↵i 1 , 2  i  N   1.
Se puede comprobar nume´ricamente que
l´ım
N!1
Re0 = R0 (8)
y tambie´n que
l´ım
↵!1
Re0 = 1 +
N 1X
k=1
1
k
. (9)
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El resultado obtenido en (8) indica que los contactos mu´ltiples entre dos in-
dividuos son insignificantes cuando el taman˜o poblacional es grande, y por ello el
nu´mero reproductivo exacto tiende al nu´mero reproductivo ba´sico.
El resultado de (9) se puede interpretar del siguiente modo; cuando ↵ tiende
a infinito los contagios se vuelven casi instanta´neos y por lo tanto el nu´mero de
infectados, si partimos de uno solo al inicio de la epidemia, pasar´ıa de 1 a N casi
inmediatamente. De los N   1 casos infectados, el k-e´simo es debido a un contacto
directo con el infectado inicial y ocurre con probabilidad 1k .
Cuando toda la poblacio´n esta´ infectada estamos en el caso I(0) = N .
Sea (⇠|I(0) = N) el nu´mero de recuperaciones ocurridos mientras el per´ıodo
de infeccio´n del individuo inicial. El comportamiento probabil´ıstico de esta variable
aleatoria se recoge en el siguiente resultado.
Proposicio´n 2. Si ↵ ! 1 entonces (⇠|I(0) = N) es una variable geome´trica de
para´metro p = 1N
P{⇠ = k|I(0) = N} = (1  p)kp, k   0.
Por lo tanto
E[Re0|⇠ = k, I(0) = N ] = k
N   1
ya que (Re0|⇠ = k, I(0) = N) se distribuye como una B(k, 1N 1).
Finalmente, deducimos que
E[Re0|I(0) = N ] =
1 p
p
N   1 = 1,
y queda explicado ese 1 que aparece en (9).
Como Re0 es una variable aleatoria adimensional todo lo anterior es ana´logo si
  ! 0 para ↵ constante.
Al comenzar la seccio´n se estudiaron las funciones generatrices de las que se puede
conseguir la distribucio´n de la variable, mediante un procedimiento de inversio´n. Sin
embargo ellos obtienen la funcio´n de masa de la variable Re0 de modo directo.
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Sean xki las probabilidades definidas por
xki = P{Re0 = k|I(0) = i}, 1  i  N, k   0,
que son las funciones de masa de Re0 condicionada a un nu´mero i de infectados ini-
ciales. De nuevo un argumento de primer paso permite obtener la siguiente relacio´n:
xki =  k0
 
↵i +  i
+
 (i  1)
↵i +  i
xki 1 + (1   k0)
↵⇤i
↵i +  i
xk 1i+1 +
˜↵i 1
↵i +  i
xki+1 (10)
con 1  i  N y k   0 donde  ab es la delta de Kronecker definida por:
 ab =
8><>:1, si a = b,0, si a 6= b.
Para obtener recursivamente las probabilidades xki podemos utilizar el esquema
del Teorema 9.
En el caso k=0 tendremos que:
i) Intercambiar m1i por x
0
i .
ii)Tomar ⌘i =   ˜↵i 1 y ⌫ =   para 1  i  N.
Para k   1 tendremos que:
i) Las inco´gnitas son xki .
ii) Tomar ⌘i =   ˜↵i 1 y ⌫i = ↵⇤ixk 1i+1 , para 1  i  N.
Como el soporte de la variable aleatoria Re0 es infinito es necesario establecer un
criterio de parada y detener la computacio´n al acumular la cantidad de probabilidad
fijada de antemano.
Otra variable aleatoria, introducida en [18] como un cuantificador de la propa-
gacio´n de la enfermedad, es Rp. Su finalidad es medir el impacto de la epidemia a
nivel global y por ello tiene en cuenta cualquier caso de contagio durante un periodo
determinado.
Se define la variable aleatoria Rp como el nu´mero exacto de contagios exitosos
de cualquiera de los infectados, sin distinguir cua´l transmite la enfermedad.
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Los individuos espec´ıficos son considerados como un total y por lo tanto Rp puede
verse como una medida de la propagacio´n global.
Adema´s tanto Rp, como Re0, nos permiten controlar R0.
Sea Rp la variable aleatoria que contabiliza el nu´mero exacto de contagios, debido
a la totalidad de infectados, hasta que ocurre la primera recuperacio´n. Denotamos
por Rp = E[Rp|I(0) = 1] al valor esperado de la variable Rp.
A continuacio´n analizaremos las funciones generatrices de la variable aleatoria
Rp, para proseguir con el estudio de momentos y probabilidades puntuales.
De nuevo utilizaremos el proceso de nacimiento y muerte {I(t) : t   0}, con
estado absorbente 0, que informa de la cantidad de infectados en el instante t.
Sea  i(z) la funcio´n generatriz de Rp, suponiendo que el nu´mero de infectados
es i, con 1  i  N. Un argumento de primer paso permite obtener la siguiente
relacio´n entre funciones generatrices.
 i(z) =
 i
↵i +  i
+ (1   iN) ↵i
↵i +  i
z i+1(z), 1  i  N. (11)
Los momentos factoriales Mki tambie´n se obtienen recursivamente a partir de la
siguiente expresio´n.
Mki = (1   i,N 1)k
N 2X
l=i
Mk 1l+1
lY
j=1
↵j
↵j +  j
+  k1
N 1Y
j=i
↵j
↵j +  j
(12)
con 1  i  N   1, k   1.
A consecuencia de que P{Rp < 1|I(0) = i} = 1, 1  i  N y que Rp = 0
cuando I(0) = N , se tienen los resultados triviales M0i = 1, para 1  i  N y
MkN = 0, para k   1.
Para 1  i  N   1 definimos las siguientes probabilidades
yki = P{Rp = k|I(0) = i}.
Al igual que en la discusio´n de la variable Re0 un argumento de primer paso, y
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manipulaciones algebraicas, proporciona la expresio´n expl´ıcita de las probabilidades
puntuales
yki =
 i+k
↵i+k +  i+k
i+k 1Y
l=i
↵l
↵l +  l
, 0  k  N   i
donde
Qi 1
l=i
↵l
↵l+ l
⌘ 1. Adema´s y0N = 1.
Con la eleccio´n de las tasas del modelo SIS cla´sico los valores esperados M1i y las
varianzas  2i = M
2
i +M
1
i   (M1i )2, 1  i  N presentan las siguientes expresiones
expl´ıcitas.
M1i =
(N   i)R0
R0 +N
, 1  i  N, (13)
 2i =
N(N   i)R0((N   i+ 1)R0 +N)
(2R0 +N)(R0 +N)2
, 1  i  N. (14)
Como podemos observar en (13) y (14), ambas caracter´ısticas disminuyen en
cuanto el nu´mero de infectados aumenta.
Adema´s podemos observar que R0 2 (0,1), mientras que Rp 2 (0, N   1), es
decir tienen dominios distintos, sin embargo al igual que ocurr´ıa con el nu´mero
reproductivo exacto, Rp converge a R0 cuando el taman˜o de la poblacio´n crece.
Es decir,
l´ım
N!1
Rp = l´ım
N!1
(N   1)R0
R0 +N
= R0.
As´ı pues, el promedio Rp cuantifica de una manera similar a R0 en poblaciones
grandes.
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2.2.2 Comportamiento de la epidemia en
su fase activa
La extincio´n de la epidemia en una poblacio´n finita ocurre con probabilidad 1,
ya que el proceso markoviano tiene un espacio de estados finito y un u´nico estado
absorbente que corresponde a la situacio´n en la que no hay infectados en la poblacio´n.
Tenemos intere´s en conocer el comportamiento probabil´ıstico de la epidemia en
su fase activa ya que la extincio´n es segura, pero el tiempo hasta dicha extincio´n
puede ser largo, aunque finito en media. La distribucio´n estacionaria modela el com-
portamiento a largo plazo. Cuando adema´s el espacio de estados es finito con un
u´nico estado absorbente la distribucio´n estacionaria asigna probabilidad u´nicamente
a dicho estado. Por ello es necesario considerar distribuciones ana´logas a la distri-
bucio´n estacionaria y que describan el comportamiento de la cadena en sus estados
transitorios.
La distribucio´n RE, o de razo´n de esperanzas, es una alternativa con la que podre-
mos entender y estudiar la dina´mica del sistema antes de la absorcio´n. Este estudio
tambie´n se pude hacer observando la distribucio´n quasi-estacionaria, pero nosotros
nos limitaremos al estudio de la distribucio´n RE segu´n los estudios realizados por
J.R. Artalejo y M.J. Lo´pez-Herrero [22].
Sea {X(t) : t   0} una cadena de Markov en tiempo continuo, con espacio de
estados numerables, S. Dicho espacio esta´ formado por la unio´n de los subconjuntos
disjuntos SA y ST que agrupan, respectivamente, a los estados absorbentes y a los
transitorios. Esto es, S = SA [ ST .
Definicio´n 11. Sea Tj el tiempo que el proceso {X(t) : t   0} pasa en el estado
j 2 ST , antes de la absorcio´n . Dado X(0) = i 2 ST , denotaremos el tiempo esperado
hasta la absorcio´n condicionado al estado inicial i como Ei[T ]. La distribucio´n RE,
condicionada al estado inicial i, viene dada por la siguiente expresio´n:
pi(j) =
Ei[Tj]
Ei[T ]
, i, j 2 ST .
Como podemos ver este cociente de esperanzas siempre existe ya que el tiempo
esperado hasta la absorcio´n condicionado al estado inicial i es finito.
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Observamos que la distribucio´n RE asigna probabilidades positivas a todos los
estados j accesibles desde i.
La distribucio´n RE reformulada, sin condicionar a la informacio´n X(0) = i, se
expresa de la siguiente manera
p(j) =
P
i2ST aiEi[Tj]P
i2ST aiEi[T ]
, j 2 ST .
Como vemos la distribucio´n RE depende de la distribucio´n inicial (ai : i 2 ST ).
Volviendo a las probabilidades RE, para calcularlas necesitamos determinar los
promedios Ei[T ].
Por una parte, cuando P{T < 1|X(0) = i} < 1 se tiene que Ei[T ] = 1. Pero
en el caso de que la P{T <1|X(0) = i} = 1, y siguiendo la metodolog´ıa detallada
en el libro de Kulkarni [20], cada Ei[T ] se calcula como la solucio´n del sistema de
ecuaciones
Ei[T ] =
1
qi
+
X
j2ST ,i 6=j
qij
qi
Ej[T ], i 2 ST .
Los valores qij son las probabilidades instanta´neas con la que el proceso realiza una
transicio´n de los estados i a j, definidas por qij = l´ımt!0
pij(t)
t si i 6= j, y
qi =  
P
i 6=j qij.
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3. Estudio en tiempo discreto de una epi-
demia sin inmunidad
En este cap´ıtulo estudiaremos el comportamiento de una enfermedad contagiosa,
sin inmunidad, utilizando un modelo SIS y asumiendo un enfoque Markoviano. Los
resultados obtenidos son originales y au´n esta´n sin publicar.
La mayor´ıa de los estudios basados en modelos estoca´sticos publicados utilizan
procesos en tiempo continuo. En la vida real esto es por una limitacio´n ya que
muchas veces nos encontramos con datos agrupados por unidades de tiempo. En
nuestro contexto particular, vendr´ıa a significar que no se tiene informacio´n del
instante concreto del dia en la que se ha producido una nueva infeccio´n pero si se
dispone del nu´mero de infecciones que han tenido lugar d´ıa a d´ıa, mes a mes...
En este trabajo se va a considerar un modelo estoca´stico en tiempo discreto
para tratar de subsanar este inconveniente. La literatura de modelos epide´micos en
tiempo discreto no es demasiado extensa aunque s´ı es heteroge´nea; en este trabajo
seguiremos la descripcio´n y notacio´n empleada por Allen y Burgin en [23].
Supongamos que en una poblacio´n de N individuos tiene lugar un brote epide´mi-
co de una enfermedad contagiosa.
Supongamos adema´s que durante este brote epide´mico la poblacio´n permanece inal-
terada, es decir el taman˜o poblacional no var´ıa.
Para representar la evolucio´n de la enfermedad en la poblacio´n, durante el brote
epide´mico, consideramos el proceso estoca´stico discreto {In : n   0}; que describe
el nu´mero de infectados al comienzo de cada etapa. Las hipo´tesis de la modelizacio´n
se refieren al tiempo transcurrido hasta una nueva infeccio´n o una recuperacio´n y
son las siguientes:
i) Sea Yi la variable aleatoria tiempo hasta un nuevo caso de infeccio´n, sabiendo
que hay i infectados; asumimos que la variable Yi ⇠ exp(↵i), donde ↵i = ↵i(N i)N ,
siendo ↵ la tasa de contagio; es decir el nu´mero medio de contagios ocurridos por
unidad de tiempo, i el nu´mero de individuos infectados y N el taman˜o poblacional.
ii) Asumimos que los individuos se recuperan independientemente y que cada uno
de ellos necesita un tiempo exponencial de tasa   en conseguirlo. Por consiguiente,
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la variable Zi, asociada al tiempo transcurrido hasta que uno de los i individuos
infectados se recupera, sigue una distribucio´n exponencial de tasa i , es decir
Zi ⇠ exp(i ) para i   1.
Nuestro proceso estoca´stico junto a las hipo´tesis i) y ii), nos permite modelizar
{In : n   0} como una cadena de Markov en tiempo discreto.
Sea la variable Sn definida como el nu´mero de individuos susceptibles al comenzar
la etapa n. En este modelo matema´tico recordamos que la cura de la enfermedad no
proporciona la inmunidad y por lo tanto cualquier infectado que se recupera pasa
inmediatamente a ser susceptible otra vez.
Consideramos una poblacio´n cerrada de taman˜o N que sufre una enfermedad
contagiosa donde los individuos pueden pasar por los estad´ıos susceptible o infectado
u´nicamente. En cualquier etapa se verificara´ que Sn + In = N.
Como vamos a utilizar procesos en tiempo discreto, supondremos que la pobla-
cio´n se observa a intervalos regulares de amplitud  t y llamaremos etapas a dichos
intervalos.
Lo primero que tenemos que hacer es elegir  t de manera que en ese intervalo de
tiempo a lo sumo pueda ocurrir un evento; siendo estos eventos: nueva infeccio´n o
recuperacio´n. Es decir, no podemos observar, en el paso de una etapa a otra, dos
eventos o ma´s. De esta manera los cambios que se pueden observar en una etapa,
son:
- Un susceptible es infectado, el nu´mero de susceptibles disminuye en una unidad
y el de infectados aumenta una unidad.
- No ocurre nada, los valores de infectados y susceptibles se mantienen.
- Un infectado se recupera, el nu´mero de susceptibles aumenta en una unidad
mientras que infectados disminuye en una unidad.
A continuacio´n podemos ver una simulacio´n de varias trayectorias de este tipo de
modelo, asumiendo que inicialmente hay un u´nico individuo infectado y transmisor
de la enfermedad. Este modelo podr´ıa corresponderse con una epidemia de gripe en
un barco pesquero, suponiendo que el barco parte del puerto con un u´nico tripulante
infectado.
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Para la realizacio´n de la simulacio´n, hemos considerado una poblacio´n de 20 indivi-
duos, sometidos a una enfermedad contagiosa de la que cada individuo se recupera
en media en una unidad de tiempo, con tasa de contagio 2 individuos por unidad de
tiempo y que se realizan 25 observaciones del estado de los individuos por unidad
de tiempo. Es decir los para´metros elegidos en este escenario son:
N = 20,   = 1 ↵ = 2, y  t = 0,04.
Figura 5: Simulacio´n de las primeras 100 etapas de la epidemia.
Como vemos en la Figura 5, al ser un modelo estoca´stico, se pueden dar diferen-
tes trayectorias. Partiendo de diferentes semillas, hemos obtenido cuatro trayectorias
totalmente diferentes. Se observa que en la trayectoria azul la extincio´n de la epide-
mia se alcanza en un nu´mero de etapas inferior a 100, en concreto a las 72 etapas.
En cambio las otras tres necesitara´n ma´s etapas para la erradicacio´n de la epidemia,
es decir la duracio´n del brote epide´mico es superior a 100 etapas.
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Figura 6: Simulacio´n hasta la erradicacio´n.
En la Figura 6 aparecen las mismas trayectorias que en la Figura 5, pero esta vez
no hemos restringido el nu´mero de etapas a 100, si no que hemos dejado evolucionar
el proceso hasta llegar a la extincio´n de la epidemia. En la trayectoria presentada
con color azul, como anteriormente hab´ıamos dicho, el brote epide´mico concluye
sobre las 72 etapas, en la verde sobre los 400, en la roja sobre las 750 y en la negra
sobre las 1500.
El proceso estoca´stico {In : n   0} asociado al modelo SIS tiene los enteros
entre 0 y N como espacio de estados y, debido a la eleccio´n de las etapas, las u´nicas
probabilidades de transicio´n en una etapa, Pij = P{In+1 = j|In = i}, no nulas son
las siguientes:
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8>>><>>>:
pi,i+1 = P{In+1 = i+ 1|In = i} = (1   Ni) ↵N i(N   i) t = ↵N i(N   i) t
pi,i 1 = P{In+1 = i  1|In = i} = (1   0i)i  t = i  t
pi,i = P{In+1 = i|In = i} = 1  ( ↵N i(N   i) t+ i  t).
(15)
La matriz de transicio´n obtenida es la siguiente:
P =
0BBBBBBBBB@
1 0 0 0 0 . . . 0 0
p10 p11 p12 0 0 . . . 0 0
0 p21 p22 p23 0 . . . 0 0
0 0 p32 p33 p34 0 . . 0 0
0 0 0 0 0 . . . pNN 1 pNN
1CCCCCCCCCA
.
Como podemos ver nos encontramos con un u´nico estado absorbente en {0}
mientras que los dema´s son todos transitorios.
Atendiendo a la estructura de las probabilidades de transicio´n debemos de ele-
gir  t, de modo que la matriz de transicio´n sea estoca´stica para cada eleccio´n de
para´metros ↵,   y N . Esto equivale a imponer las siguientes condiciones:
a) 0  pij  1, 8i, j = 0, 1, ..., N.
b)
PN
j=0 pij = 1, 8i = 0, 1, ..., N.
Es decir, debemos de encontrar un taman˜o de etapa positivo de manera que en
la matriz de transicio´n la suma por filas sea exactamente 1, esto es:
 t > 0,
↵
N
i(N   i) t+ i  t  1, i = 0,1, ..., N. (16)
Por lo tanto la condicio´n que tiene que verificar  t despejando en (16) es :
(
↵i(N   i)
N
+ i ) t  1
o equivalentemente
 t  1
↵i(N i)
N + i 
. (17)
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A continuacio´n vamos a analizar la funcio´n:
f(x) =
1
↵x(N x)
N + x 
, x 2 [0, N ] \ Z+.
La amplitud de la etapa,  t, esta´ acotada por el mı´nimo valor de la funcio´n f(x),
en el dominio de los valores enteros no negativos, inferiores o iguales al taman˜o de
la poblacio´n. Obtendremos el mı´nimo de f(x), ya que el taman˜o de etapa tiene que
ser inferior a esa expresio´n y por lo tanto si tomo el mı´nimo me asegurare´ que  t
es menor que cualquier valor de esa funcio´n sea cual sea el valor de x.
Como podemos ver f(x) es positiva en su dominio de definicio´n, ya que tanto
como dividendo como divisor son valores positivos, pues x es siempre menor o igual
a N . Adema´s f(x) tiende a infinito si nos aproximamos a 0 por la derecha; y tiende
a una constante cuando nos aproximamos a N por la izquierda.
No´tese que localizar el valor mı´nimo de f(x), en x > 0, es equivalente a buscar
el valor ma´ximo de la funcio´n
g(x) =
↵x(N   x)
N
+ x .
Derivando g(x) obtenemos la siguiente expresio´n:
g
0
(x) =
↵
N
[N(1 +
 
↵
)  2x]
e igualando a 0, tenemos que el candidato a ma´ximo es:
g
0
(x0) = 0, x0 = N
2
(1 +
 
↵
).
Como en la poblacio´n podemos tener a lo sumo N infectados, consideramos dos
posibles casos:
a) Si x0  N ) f(x0)  f(x) 8x 2 [0, N ].
b) Si x0 > N ) f(N)  f(x) 8x 2 [0, N ].
Por lo tanto siempre podremos elegir un taman˜o de etapa o´ptimo que ser´ıa:
 t  min{f(x0), f(N)}.
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Por analog´ıa con los modelos cla´sicos denotaremos al cociente ↵  por R0 y por lo
tanto obtendremos la siguiente relacio´n entre el taman˜o de la etapa y el valor del
nu´mero ba´sico de reproduccio´n del modelo SIS.
x0  N , n
2
(1 +
 
↵
)  N , 1 +  
↵
 2,  
↵
 1, R0   1.
Si x0  N el mı´nimo restringido a nuestros posibles valores de x, sera´ justamente
f(x0) y debemos por lo tanto elegir como  t un valor inferior o igual a ese valor
f(x0). Sustituyendo x0 por
N
2 (1 +
 
↵) en la funcio´n f(x) obtenemos :
SiR0   1)  t  f(x0) = N/↵N2
4 (1 +
 
↵)
2
=
4↵
N(↵ +  )2
. (18)
Si x0 > N el mı´nimo restringido a nuestros posibles valores de x, sera´ justamente
f(N) y debemos por lo tanto elegir como  t un valor inferior o igual a f(N).
Sustituyendo N en la funcio´n obtenemos :
SiR0 < 1)  t  f(N) = 1
 N
. (19)
Una vez elegido el taman˜o de etapa atendiendo a las condiciones de (18) y (19),
construiremos la matriz de transicio´n del nu´mero de individuos infectados segu´n las
probabilidades de transicio´n expresadas en (15).
Recordamos que {In : n   0} es una cadena de Markov con espacio de estados
finito y un u´nico estado absorbente en {0}, por lo tanto a largo plazo se verifica que
l´ım
n!1
P n =
0BBBBBBBBB@
1 0 0 ... 0
1 0 0 ... 0
1 0 0 ... 0
. . . ... .
1 0 0 ... 0
1CCCCCCCCCA
.
La distribucio´n es degenerada sobre el u´nico estado absorbente, es decir
l´ımn!1 P{In = j|I0 = i} =  0j, 8i 2 {1, 2, ..., N}.
39
ESTUDIO EN TIEMPO DISCRETO DE LA EXPANSIO´N DE UNA EPIDEMIA
Mar´ıa Gamboa Pe´rez
Esta conclusio´n permite afirmar que con total seguridad a largo plazo la enferme-
dad contagiosa se extingue, en un tiempo medio finito, sean cuales sean los valores
de nuestros para´metros usados.
Entonces, independientemente del valor de R0 y a diferencia de los modelos
deterministas, la epidemia se erradicara´. Pero, aunque la epidemia finalice con total
seguridad, no podemos predecir exactamente su duracio´n. Por ello, a continuacio´n
estudiaremos el nu´mero de etapas transcurridas hasta la extincio´n de la epidemia.
Sea la variable T = min{n   0 : In = 0}, que denota el nu´mero mı´nimo de
etapas transcurridas hasta finalizar la epidemia.
La variable T es una variable aleatoria discreta con infinitos puntos de masa, por lo
que no se puede garantizar que exista un nu´mero ma´ximo de etapas que aseguren
la finalizacio´n del proceso infeccioso.
En primer lugar nos ocuparemos de estudiar la funcio´n de masa de T, suponiendo
que hay 1 infectado inicial, esto es I0 = 1; es decir
↵1(n) = P{T = n|I0 = 1}, n   1. (20)
En general podemos definir probabilidades similares suponiendo que observamos
i infectados al comienzo del estudio. Esto es,
↵i(n) = P{T = n|I0 = i}, n   1 , i   1. (21)
Para poder determinar estas probabilidades es preferible trabajar con las proba-
bilidades acumuladas
ui(n) = P{T  n|I0 = i}. (22)
Conocidas estas probabilidades auxiliares determinamos la funcio´n de masa utili-
zando la relacio´n
↵i(n) = ui(n)  ui(n  1), 8n > 0. (23)
con
ui(0) = 0, 8i > 0.
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Teorema 10. Las probabilidades auxiliares son la solucio´n del sistema de ecuaciones
ui(n) = pi0 +
i+1X
j=i 1,j 6=0
pijuj(n  1). (24)
La demostracio´n de (24) se puede consultar en la pa´gina 163 del libro de Kulkarni
[20].
El sistema de ecuaciones (24) se resuelve recursivamente partiendo de las relaciones
triviales
ui(n) = 0, n+ 1  i  N. (25)
A modo de ejemplo muestro los resultados para las etapas 1 y 2.
u1(1) = p10 =   t.
ui(1) = 0, i   2.
u1(2) = p10 + p11u1(1) + p12u2(1) =   t(2  ↵N 2(N   2) t    t).
u2(2) = p20 + p21u1(1) + p23u3(1) = 2(  t)2.
ui(2) = 0, i   3.
...
(26)
Como la variable T tiene soporte infinito numerable a la hora de resolver las
ecuaciones (22) deberemos de establecer un criterio de parada, que depende de la
probabilidad acumulada, como por ejemplo iterar la recursio´n hasta la etapa que
acumule el 99% de la distribucio´n.
Calculadas las probabilidades acumuladas, ui(n), podremos calcular las proba-
bilidades puntuales utilizando (21).
El siguiente algoritmo permite obtener nume´ricamente las probabilidades acu-
muladas en cada escenario concreto.
Algoritmo 1 Las probabilidades acumuladas definidas en (22) se pueden calcular
recursivamente segu´n el siguiente esquema:
Fijar ✏ > 0
Paso 1: Tomamos n=1.
Paso 2: Tomamos i=1.
Paso 3: Calculamos ui(n) mediante (24) y usando (25).
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Paso 4: comprobamos si ui(n) > ✏, si es as´ı paramos.
Paso 5: hacemos i = i+ 1. Si i  N , vamos al paso 3.
Paso 6: hacemos n = n+ 1, vamos al paso 2.
Fijado el valor de ✏, con el algoritmo anterior se consigue determinar nume´ri-
camente cualquier probabilidad ui(n) y a partir de ellas obtendremos ↵i(n), para
cualquier i   1.
Como mostraremos en la seccio´n 4, para obtener todas las probabilidades, el
criterio de parada a veces puede acarrear muchas iteracciones, y convertirse en un
me´todo largo en cuanto a la computacio´n.
A continuacio´n nos ocuparemos de estudiar los momentos de T . Como no po-
dremos obtener de manera expl´ıcita su funcio´n de masa tenemos que ocuparnos de
obtener dichos momentos sin contar con dicha funcio´n.
Para ello recordamos que la cadena {In : n   0} tiene espacio de estados finito,
con un u´nico estado absorbente y por lo tanto la probabilidad de que finalice la
epidemia en un nu´mero finito de etapas es 1. Es decir, T es una variable aleatoria
propia y satisface
P{T <1|I0 = i} = 1, 8i   1.
Por consiguiente su esperanza es finita; es decir el nu´mero medio de etapas hasta
la extincio´n de la epidemia es finito como hab´ıamos afirmado.
Denotamos por mi, al nu´mero medio de etapas hasta la erradicacio´n de la epi-
demia, partiendo de i infectados, esto es
mi = E[T |I0 = i].
El ca´lculo de mi se puede hacer a partir del Teorema 4.4 del libro de Kulkarni
[20] y es el siguiente:
Teorema 11. Los valores esperados mi, son la menor solucio´n de :
mi = 1 +
i+1X
j=i 1,j 6=0
pijmj, 1  i  N. (27)
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Este sistema de ecuaciones puede expresarse matricialmente de la siguiente ma-
nera
m = 1+ PTm (28)
donde m = [m1,m2, ...,mN ]T , 1 = es un vector de unos yPT es la parte de la matriz
de transicio´n que corresponde a los estados transitorios.
La ecuacio´n (28) puede resolverse algebraicamente de la siguiente manera:
m =  (PT   I) 11. (29)
Dependiendo del taman˜o poblacional elegido, el ca´lculo de esta matriz puede ser
algo engorroso, y cuando estamos trabajando con poblaciones grandes o incluso no
muy pequen˜as, la inversio´n de esas matrices de dimensio´n N ⇥ N requiere de la
ultilizacio´n de softwares muy potentes.
Para evitar la dificultad computacional vamos a trabajar sobre las ecuaciones (27)
de una manera ma´s anal´ıtica y para ello utilizaremos la metodolog´ıa de ecuaciones
en diferencias finitas.
Teniendo en cuenta que {In : n   0} es un proceso de nacimiento y muerte, cada
ecuacio´n de la expresio´n (27) involucra como ma´ximo tres probabilidades. Esto es,
(1  p11)m1 = 1 + p12m2
(1  p22)m2 = 1 + p21m1 + p23m3
...
(1  pii)mi = 1 + pi,i 1mi 1 + pi,i+1mi+1
...
(1  pNN)mN = 1 + pN,N 1mN 1.
(30)
Para cualquier estado inicial i, con 1  i  N , se tiene que
1  pii = pii 1 + (1   iN)pii+1.
Podemos expresar las ecuaciones (30) como:
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p10m1 = 1 + p12(m2  m1)
p21m2 + p23m2 = 1 + p21m1 + p23m3
...
pii 1mi + pii+1mi = 1 + pi,i 1mi 1 + pi,i+1mi+1
...
pNNmN = 1 + pN,N 1mN 1.
(31)
Definimos las diferencias
8<: d1 = m1, si i = 1di = mi  mi 1 , si i = 2, ..., N, (32)
y expresamos el sistema (31) en funcio´n de ellas. Resultando el siguiente sistema de
ecuaciones
p10d1 = 1 + p12d2
p21d2 = 1 + p23d3
...
pii 1di = 1 + pi,i+1mi+1
...
pNN 1dN = 1.
(33)
No´tese que la u´ltima ecuacio´n tiene solucio´n expl´ıcita
dN =
1
pn,n 1
=
1
N  t
. (34)
Y que todas las dema´s se solucionan recursivamente a partir de ella.
Dado k, con 1  k  N   1, definimos
Ak =
pk,k+1
pk,k 1
y Bk =
1
pk,k 1
.
Reescribiendo (33) en funcio´n de ellas obtendremos una expresio´n ma´s sencilla
dk = Akdk+1 +Bk, 1  j  N   1. (35)
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Resolviendo en orden inverso se obtienen las siguientes expresiones:
dN 1 = AN 1dN +BN 1,
dN 2 = AN 2dN 1 +BN 2 = AN 2(AN 1dN +BN 1) + BN 2
= AN 2AN 1dN + AN 2BN 1 +BN 2
dN 3 = AN 3dN 2 +BN 3 = AN 3(AN 2AN 1dN + AN 2BN 1) + BN 2) + BN 3
= AN 3AN 2AN 1dN + AN 3AN 2BN 1 + AN 3BN 2 +BN 3
= (
Q3
j=1AN j)dN +
P3
j=1BN j
dN 4 = AN 4dN 3 +BN 4
= AN 4[
Q3
j=1AN j]dN + AN 4
P3
j=1BN j(
Q3
i=j+1AN i) + BN 4
= (
Q4
j=1AN j)dN +
P4
j=1BN j(
Q4
i=j+1AN i).
...
(36)
En general, si 1  k  N   1
dk = (
N kY
j=1
dN) +
N kX
j=1
BN j(
N kY
i=j+1
AN i).
Tras un cambio de variables, haciendo m = N   j y s = N   i tenemos:
dk = (
N 1Y
m=k
dN) +
N 1X
m=k
Bm(
m 1Y
s=k
As). (37)
Sustituyendo las expresiones Am y Bm en (35) se tiene que:
dk =
N 1Y
m=k
(
pm,m+1
pm,m 1
)
1
pN,N 1
+
N 1X
m=k
1
pm,m 1
m 1Y
s=k
(
ps,s+1
ps,s 1
) (38)
para 1  k  N   1.
Un poco de trabajo algebraico permite obtener una expresio´n expl´ıcita para las
diferencias dk
dk =
N 1Y
m=k
↵
Nm(N  m) t
m  t
1
N  t
+
N 1X
m=k
1
m  t
m 1Y
s=k
↵
N s(N   s) t
s  t
=
N 1Y
m=k
(
↵
 
N  m
N
)
1
N  t
+
N 1X
m=k
1
m  t
m 1Y
s=k
↵
 
N   s
N
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= (
R0
N
)N k
1
N  t
N 1Y
m=k
(N  m) +
N 1X
m=k
1
m  t
m 1Y
s=k
R0
N   s
N
= (
R0
N
)N k
1
N  t
(N   k)! + 1
  t
N 1X
m=k
(
Rm k0
m
m 1Y
s=k
N   s
N
)
= (
R0
N
)N k
(N   k)!
N  t
+
1
  t
N k 1X
n=0
1
k + n
(
R0
N
)n
(N   k)!
(N   k   n)! .
Finalmente, las diferencias son
dk =
8<: (R0N )N k
(N k)!
N  t +
1
  t
PN k 1
n=0
1
k+n(
R0
N )
n (N k)!
(N k n)! , si 1  k  N   1,
1
N  t , si k = N.
(39)
Sustituyendo la expresio´n (39) en (32) y despejando los valores mi podemos
conseguir el nu´mero medio de etapas hasta la extincio´n de la epidemia, partiendo
de cualquier cantidad inicial de infectados.
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4. Ilustracio´n nume´rica de los resultados
teo´rico-algor´ıtmicos obtenidos
A continuacio´n ilustraremos nume´ricamente el comportamiento probabil´ıstico de
la variable T . Esto incluye funciones de masa y momentos de la variable nu´mero de
etapas hasta la erradicacio´n de la epidemia. Recordamos que la funcio´n de masa de
T condicionada a que partimos en el instante inicial con i infectados ven´ıa definida
por
↵i(n) = P{T = n|I0 = i}, 8i   1, 8n   1.
El proceso de obtencio´n de estas probabilidades acarrea en muchas ocasiones
la necesidad de iterar el Algoritmo 1, un nu´mero de veces muy grande para poder
satisfacer el criterio de parada elegido. Esto hace que el ca´lculo de la funcio´n de
masa, para algunas combinaciones de para´metros, sea un proceso largo.
En la siguiente figura podemos ver el diagrama de transicio´n entre los estados
asociado a un modelo SIS con taman˜o poblacional igual a 5 y para´metros ↵,  t y  
gene´ricos.
Figura 7: Diagrama de transicio´n.
A continuacio´n se proponen dos posibles elecciones de para´metros y se comparan
las matrices de transicio´n y la distribucio´n de T en ambos escenarios. En concreto
consideramos:
a) ↵ = 2,   = 1 y  t = 0,01.
b) ↵ = 20,   = 10 y  t = 0,01.
En ambos se realizan 100 inspecciones de la poblacio´n por unidad de tiempo
y podemos ver que ambos comparten el mismo valor para el nu´mero ba´sico de
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reproduccio´n R0 = 2.
Las matrices de transicio´n obtenidas para ambos casos son las siguientes:
Pa =
0BBBBBBBBBBBB@
1 0 0 0 0 0
0,01 0,974 0,016 0 0 0
0 0,02 0,956 0,024 0 0
0 0 0,03 0,946 0,024 0
0 0 0 0,04 0,944 0,016
0 0 0 0 0,05 0,95
1CCCCCCCCCCCCA
Pb =
0BBBBBBBBBBBB@
1 0 0 0 0 0
0,1 0,74 0,16 0 0 0
0 0,2 0,56 0,24 0 0
0 0 0,3 0,46 0,24 0
0 0 0 0,4 0,44 0,16
0 0 0 0 0,5 0,5
1CCCCCCCCCCCCA
El taman˜o de etapa seleccionado es  t = 0,01, que es el ma´ximo factible comu´n
a todas las combinaciones expuestas de nuestros para´metros tal y como se expuso
en (18) y (19). Como podemos observar cuando multiplicamos ambos para´metros ↵
y   por la misma cantidad, en este caso en particular ha sido 10, las probabilidades
de transicio´n entre estados distintos tambie´n quedan multiplicadas por ese mismo
valor.
En estos dos casos la tasa de contagio es el doble que la de recuperacio´n y por lo tanto
la extincio´n de la epidemia sera´ un proceso largo. Las funciones de distribucio´n de la
variable aleatoria nu´mero de etapas hasta la extincio´n de la epidemia suponiendo que
partimos de un u´nico infectado inicial I0 = 1 para cada uno de los casos anteriores
tienen el siguiente aspecto:
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Figura 8: Funciones de distribucio´n para N = 5.
En ambos casos el nu´mero de iteracciones requerido para acumular al menos el
99% de probabilidad es muy elevado, por ello u´nicamente se muestra hasta la etapa
30.
A continuacio´n mostraremos la distribucio´n del tiempo hasta la extincio´n de la
epidemia al variar la cantidad de individuos que integran la poblacio´n:
Figura 9: Funcio´n de masa para N = 50.
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En la Figura 9 representamos la funcio´n de masa asociada a la variable T cuando
N = 50, ↵ = 2,   = 1 y  t = 0,01. Como podemos observar, la funcio´n de masa
es una funcio´n mono´tona decreciente y ha sido representada u´nicamente hasta las
primeras 150 etapas. Con esta combinacio´n de para´metros se necesitan ma´s de 30,000
etapas para poder acumular una probabilidad de al menos el 99% y por lo tanto
la funcio´n de masa tendra´ una larga cola a la derecha. Esto quiere decir que la
extincio´n se puede dar en un nu´mero elevado de etapas.
Adema´s a medida que aumentamos el taman˜o poblacional el nu´mero de etapas
requerido aumenta tambie´n. Esto queda ilustrado en la siguiente tabla, donde po-
demos ver las probabilidades acumuladas hasta la etapa n para distintos valores de
N y manteniendo la misma eleccio´n para el resto de para´metros (↵ = 2,   = 1 y
 t = 0,01).
Tabla 1: Probabilidad de que la epidemia finalice antes de la observacio´n n.
P{T  n} N = 5 N = 25 N = 50 N = 100
n = 1 0,0100 0,0100 0,0100 0,0100
n = 10 0,0894 0,0882 0,0880 0,0879
n = 20 0,1599 0,1558 0,1553 0,1551
n = 30 0,2172 0,2093 0,2083 0,2078
n = 50 0,3047 0,2879 0,2858 0,2848
n = 75 0,3827 0,3536 0,3501 0,3483
n = 100 0,4400 0,3983 0,3932 0,3907
n = 125 0,4856 0,4302 0,4236 0,4204
n = 150 0,5226 0,4539 0,4458 0,4418
Tal y como se puede contemplar en la Tabla 1 a medida que aumentamos el
taman˜o poblacional acumulamos probabilidad ma´s lentamente. En este caso en par-
ticular la extincio´n de la epidemia se produce en un nu´mero de etapas menor o igual
a 1, con probabilidad igual a 0,01 en los 4 casos. En cambio al calcular las probabi-
lidades acumuladas en etapas superiores se ve como esas probabilidades disminuyen
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a medida que incrementamos el taman˜o poblacional. En concreto para N = 5, acu-
mulamos 0,5226 de probabilidad en la etapa 150, mientras que para N = 100 esa
probabilidad es 0, 4418.
El nu´mero de etapas necesarias hasta la extincio´n no solo se ve afectado por el
incremento de taman˜o poblacional, sino tambie´n por la combinacio´n de las tasas
de contagio y recuperacio´n. Cuando tenemos tasas de contagio con valores ma´s
grandes que las de recuperacio´n se requiere un mayor nu´mero de etapas hasta la
erradicacio´n. De igual manera, cuando vamos incrementando el valor de la tasa
de contagio, manteniendo constante la tasa de recuperacio´n, ese nu´mero de etapas
tambie´n se ve aumentado.
Para ilustrarlo representaremos los diagramas de cajas de la distribucio´n T para
N = 20,   = 2 y un taman˜o de etapa de 0,01 combina´ndolos con los valores de
↵ = 0,5, 1, 2. El valor ma´s alto en cada uno de los gra´ficos corresponde al cuantil
que acumula un 99% de probabilidad.
Figura 10: Gra´ficos caja para   = 2.
A la vista de los diagramas de la Figura 10 podemos ver como a medida que
aumentamos la tasa de contagio, obtenemos una cola a la derecha cada vez mayor.
Adema´s las medianas se desplazan tambie´n a la derecha y esto es ma´s acusado con
el cuartil 3.
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Por otra parte, en la Figura 11 presentamos los diagramas de cajas cuando la
tasa de recuperacio´n es   = 5, observamos que las partes finales de las colas derechas
de la distribucio´n alcanzan valores ma´s pequen˜os que si tomamos el caso anterior
con   = 2.
A grandes rasgos, el nu´mero de etapas hasta la extincio´n del brote epide´mico, para
↵ = 0,5 no sobrepasan las 120 etapas mientras que en el anterior sobrepasaban las
200.
Figura 11: Gra´ficos caja para   = 5.
Cuando hablamos del nu´mero medio de etapas hasta la erradicacio´n partiendo
de i infectados iniciales, mi = E[T |I0 = i], el comportamiento al variar los distintos
para´metros es similar.
En la Tabla 2 resumimos los valores del nu´mero medio de etapas transcurridas
hasta la finalizacio´n de un brote epide´mico, para distintas combinaciones de las
tasas de contagio y recuperacio´n. La poblacio´n elegida tiene N = 20 individuos y
la amplitud de etapa es  t = 0,01 para todos los casos y un u´nico infectado inicial.
Los resultados obtenidos son los siguientes:
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Tabla 2: Nu´mero medio de etapas hasta la extincio´n.
E(T ) ↵ = 0, 5 ↵ = 1 ↵ = 2 ↵ = 5
  = 0, 5 444, 73 6242, 14 1, 294⇥ 107 1, 917⇥ 1013
  = 1 134, 19 222, 36 3121, 07 1, 536⇥ 108
  = 2 56, 99 67, 09 111, 18 11325
  = 5 21, 01 22, 16 25, 02 44, 47
Si comparamos el nu´mero medio de etapas hasta la extincio´n segu´n la combi-
nacio´n de para´metros ↵ y  , podemos ver como estos valores aumentan segu´n nos
desplazamos de izquierda a derecha y de abajo a arriba. En concreto, el nu´mero
medio de etapas durante las cuales la epidemia esta´ activa aumenta al aumentar la
tasa de contagio, ↵, y tambie´n cuando disminuye la tasa de recuperacio´n  . Lo que
concuerda con la intuicio´n, pues es esperable que la epidemia se observe durante
ma´s etapas cuando se produzcan ma´s contagios o cuando los individuos tarden ma´s
tiempo en recuperarse.
Por ejemplo si ↵ = 1 y   = 1 lo que viene siendo que un individuo infecta a una
persona por unidad de tiempo hasta su recuperacio´n, mientras que en esa unidad
de tiempo hay una recuperacio´n, tenemos que el nu´mero medio de etapas hasta la
extincio´n con esa eleccio´n de 222,36, es decir el nu´mero esperado de etapas necesa-
rias hasta la erradicacio´n de la enfermedad partiendo de un u´nico infectado es de
222,36.
Si aumentamos   a 5, obtenemos que el nu´mero esperado se reduce a 22,16
ya que ahora hay ma´s recuperaciones por unidad de tiempo que antes. En cambio
si modificamos ↵ a 5 y mantenemos   a 1 el valor obtenido de la esperanza es
1, 536⇥108, ya que ahora hay muchisimos ma´s contagios, para ser exactos 5 contagios
ma´s que recuperaciones por unidad de tiempo.
Como se puede observar el caso ma´s favorable se da cuando tenemos la combina-
cio´n de ↵0s bajos con  0s altos; de hecho a la vista de nuestros datos esto se dar´ıa con
valores de ↵ = 0,5 y   = 5 , los cuales nos dan una esperanza para T condicionada
a i0 = 1 de 21,01 etapas, si desplazamos hacia la derecha o hacia arriba en la tabla
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veremos como esa esperanza vuelve a aumentar. Al igual el caso ma´s desfavorable
se produce con valores de ↵ = 5 y   = 0,5 que proporciona un valor tan alto como
1, 917⇥ 1013.
Este promedio tambie´n se ve afectado, como era de esperar, por los distintos
taman˜os poblacionales. En el siguiente gra´fico representamos el nu´mero medio de
etapas hasta la extincio´n como funcio´n del taman˜o de la poblacio´n, en todos los
casos  t = 0, 01, ↵ = 1, 6 y   = 0, 8.
Figura 12: Valores esperados m1 variando N con ↵ = 1,6 y   = 0,8.
La funcio´n obtenida es creciente, con un comportamiento de tipo asinto´tico a
medida que aumenta la cantidad de individuos. Como el promedio para N = 100 es
bastante ma´s grande que para valores inferiores a e´l, daremos los valores concretos
de algunos de ellos para que se aprecie este aumento mejor.
Para un taman˜o de N = 5, el momento de orden 1 es 368,36, para N = 20 es
3901, 34, para N = 50 es de 728284,59 y para N = 100 el promedio obtenido es
de 7834803778. Se puede ver que a medida que vamos aumentando la poblacio´n
estos promedios van creciendo, siendo este aumento mucho ma´s acusado en valores
superiores a 100.
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Proseguimos observando la cantidad media de etapas que la infeccio´n permanece
activa, pero teniendo en cuenta el nu´mero inicial de individuos infectados. Intuiti-
vamente, al aumentar la cantidad inicial de infectados esperamos que la epidemia
tenga una duracio´n mayor.
Para ilustrarlo representaremos en la Figura 13 el nu´mero medio de etapas hasta
la extincio´n como funcio´n de la cantidad inicial de infectados. Consideramos una
poblacio´n formada por 20 individuos, con para´metros ↵ = 1, 6,   = 0, 8 y fijaremos
etapas de amplitud  t = 0, 01.
Figura 13: Valores esperados mi con N = 20,↵ = 1,6 y   = 0,8.
Observamos como a medida que aumenta la cantidad de infectados tambie´n crece
la cantidad de etapas en las que se observa una epidemia activa. Este crecimiento es
ma´s acusado en los casos con pocos infectados iniciales y nos muestra la importancia
de la deteccio´n temprana de las epidemias.
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A continuacio´n fijaremos   = 1 para ver la variacion que producen en la eleccio´n
del taman˜o de etapa y en la esperanza de la variable T distintas combinaciones de
N y ↵.
Tabla 3: Amplitud y nu´mero esperado de etapas al variar N y ↵.
 t/E(T ) N = 5 N = 25 N = 50 N = 100
↵ = 0, 5
0,2 0,04 0,02 0,01
6,2324 33,751 68,3658 137,656
↵ = 1
0,2 0,04 0,02 0,01
8,0784 58,148 132,458 297,89
↵ = 2
0,17 0,03 0,01 0,008
17,334 2364,74 582627,67 7, 834⇥ 109
↵ = 5
0,11 0,02 0,01 0,005
161,81 3, 915⇥ 109 3, 371⇥ 1018 1, 791⇥ 1036
A la vista de los resultados de la Tabla 3 podemos decir que a medida que
el taman˜o poblacional crece tambie´n lo hace el nu´mero medio de etapas hasta la
extincio´n, como ya hab´ıamos comprobado antes. En cambio el taman˜o de etapa se
debe de tomar ma´s pequen˜o para cumplir las hipo´tesis expuestas en (16).
Este resultado es razonable pues al aumentar la cantidad de individuos, los contactos
aumentan y para que en la etapa de observacio´n se produzca como mucho un contagio
o recuperacio´n debemos de tomar etapas cada vez ma´s cortas.
Las variaciones del taman˜o de etapa se ilustran en la siguiente figura, donde se
ha considerado una poblacio´n de N = 20 individuos y se compara la funcio´n de
masa para dos tasas de contagio 0, 75 y 1, 25 respectivamente para tres amplitudes
de etapa.
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Figura 14: Funciones de masa al variar  t.
Como podemos apreciar en las ima´genes de la Figura 14, a medida que vamos
disminuyendo el taman˜o de etapa los saltos van disminuyendo proporcionalmen-
te al valor  t; las funciones de masa se van aproximando a la funcio´n de densidad
de la caracter´ıstica continua equivalente: el tiempo hasta la extincio´n de la epidemia.
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5. Conclusiones
Sobre una poblacio´n de taman˜o moderado (por ejemplo una unidad de cuidados
intensivos, una guarder´ıa...) hemos estudiado la evolucio´n de una enfermedad con-
tagiosa no inmunizante.
El modelo epidemiolo´gico subyacente es el modelo SIS planteado desde el punto de
vista estoca´stico. Si la epidemia tuviese lugar en una poblacio´n de gran taman˜o es
preferible representar la evolucio´n de la enfermedad mediante un modelo SIS deter-
minista, ya que las diferencias individuales no afectan el comportamiento global de
la epidemia.
En el caso determinista el conocimiento de R0, nu´mero reproductivo ba´sico, juega
un papel fundamental a la hora de cuantificar la epidemia. Definido R0 como el
cociente entre las tasas de contagio y recuperacio´n, se observa que para R0 < 1 la
epidemia desaparece, y en otro caso la epidemia persiste en la poblacio´n, sin llegar a
desaparecer por completo. Si utilizaramos otra definicio´n de R0 lo anterior no tiene
por que´ ser cierto.
Tambie´n se puede decir al respecto que aunque R0 se defina como el nu´mero
esperado de casos nuevos que producira´ una persona infectada durante su per´ıodo
de contagio en una poblacio´n de personas susceptibles a la enfermedad, el me´todo
de ca´lculo de R0 no conduce a su valor exacto, ya que sobreestima el nu´mero de
contagios porque no diferencia segundos contagios. Por este motivo en poblaciones
moderadas es preferible el enfoque estoca´stico. En este tipo de modelos nos basamos
en otros tipos de cuantificadores: Re0 y Rp. Ambos se definen como variables aleato-
rias y Re0, a diferencia de R0, no tiene en cuenta esos contagios secundarios. Como
mostramos en su momento cuando el taman˜o poblacional es grande, este cuantifica-
dor Re0 tiende al nu´mero reproductivo ba´sico R0. La variable Rp permite estudiar
globalmente el impacto de toda la poblacio´n; es decir el nu´mero exacto de conta-
gios exitosos causados por todos los individuos infectados hasta que se produce la
primera recuperacio´n.
La particularidad de nuestro estudio es la hipo´tesis de que la poblacio´n se su-
pervisa a intervalos regulares. Esta condicio´n implica la utilizacio´n de cadenas de
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Markov en tiempo discreto para representar la evolucio´n de la epidemia.
Al considerar una poblacio´n finita y de taman˜o constante (al menos durante el brote
epide´mico), las propiedades de las cadenas de Markov garantizan que todos los bro-
tes epide´micos finalizan con total seguridad en un tiempo esperado finito. Es decir,
en promedio hay una cantidad finita de inspecciones en las que se observa algu´n
individuo infectado en la poblacio´n.
Precisamente, la contribucio´n original de este trabajo esta´ relacionada con la canti-
dad de etapas (inspecciones) que transcurren hasta que la epidemia finaliza.
Esta variable aleatoria se ha estudiado anal´ıticamente, se han presentado algorit-
mos que conducen a evaluar su distribucio´n y caracter´ısticas nume´ricas interesantes
y se ha realizado un ana´lisis nume´rico para observar la influencia de los para´metros
del modelo: el taman˜o de la poblacio´n, las tasas de contagio y de recuperacio´n, y la
distancia entre las supervisiones.
Como hemos visto en la Seccio´n 4, escenarios con tasa de contagio superior a la
de recuperacio´n dan lugar a funciones de masa con largas colas a la derecha y por lo
tanto es muy probable que la epidemia tarde ma´s en extinguirse que cuando la tasa
de recuperacio´n supera a la de contagio. Adema´s, cuando se fijan las tasas de con-
tagio y recuperacio´n, a medida que aumentamos el taman˜o poblacional tambie´n se
incrementa el nu´mero de etapas requeridas hasta la finalizacio´n del brote epide´mico.
Este comportamiento es similar al estudiar los valores esperados condicionados a
distintos infectados iniciales. Si mantenemos constantes todos los para´metros (N ,
↵,   y  t) y vamos aumentando el nu´mero de infectados iniciales, el promedio de
etapas requeridas hasta que la epidemia finaliza tambie´n se ve aumentado.
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6. Anexos
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