Introduction
Knowledge of particle motion is important in several areas of science and engineering that are concerned with quantifying deposition patterns and intensities, local transit times, and shear exposure. In order to compute these quantities, one requires knowledge of a particle's path history. Thus, to determine these quantities using computational fluid dynamic ͑CFD͒ modeling, a one-way coupled Eulerian-Lagrangian approach ͑simply referred to as a Lagrangian approach in this paper͒ must be employed. This approach involves computing the particle trajectories from a precomputed ͑Eulerian͒ velocity field.
In biomedical engineering situations, this Lagrangian approach is used to compute path dependent quantities in various arterial and respiratory structures. For respiratory tract models, the path dependent quantities of interest are primarily particle deposition patterns ͓1-4͔, and transit time distributions ͓5͔. These quantities are used to study health risks arising from exposure to urban particulate matter, and for estimating aerosol drug delivery to target sites in the lungs. In arterial models, knowledge of local residence times, shear exposure, and deposition of blood particles such as platelets and monocytes is used to study the hemodynamic influence on thrombus ͑clot͒ and atherosclerotic plaque formation. For example, studies using these path dependent quantities have been carried out to examine the hemodynamic effects on thrombus and plaque formation arising from different blood rheologies ͓6,7͔, and arterial geometries ͓8͔.
Models of particle motion may also include the coupling of relevant external force mechanisms with the pre-computed velocity field. For example, external force mechanisms relevant to airway flow models include gravitational sedimentation, Brownian diffusion, and inertial impaction of a particle with the model wall ͓9͔. For blood flow in large arteries, external forces have a minimal effect, so as a reasonable first approximation, computing particle motion reduces to finding the path-lines of fluid elements ͓6,10͔. Although inclusion of external forces is important for airway flow models, the first order motion of the particles is primarily dictated by the Eulerian flow field. Thus, in order extract meaningful path dependent information for both arterial and respiratory structures, it is necessary to ensure that the quality of the flow field yields particle trajectories that accurately represent physical trajectories in the absence of external forces.
In this paper, we have extended and adopted a concept known as volumetric residence time ͑VRT͒ ͓11͔, which was originally introduced for the purpose of quantifying the concentration distribution of a sub-population of platelets in 2-D arterial geometries. The goal of this work is to demonstrate the use of VRT for the purposes of evaluating the quality of 3-D incompressible flow fields used for Lagrangian studies. The assumption of incompressible flow is valid for conditions present in respiratory ͓9͔ and arterial ͓12͔ structures. To achieve the goal of this work, we have constructed an optimal seeding method and determined the number of points required for computing VRT for a 30% concentrically stenosed 3-D carotid artery bifurcation model. We control the flow field quality by using different finite element mesh resolutions, and as an example of how the quality of the field may affect a path dependent quantity we present local deposition densities for these models.
these velocity fields to calculate the trajectories of uniformly distributed fluid elements; and ͑iii͒ quantify fluid element distributions throughout each model volume.
3-D Flow Field Computation.
Three nominally uniform meshes ͑i.e. each mesh contains elements of approximately the same size͒ of increasing density and one adaptively refined mesh were constructed for the 30% concentrically stenosed carotid bifurcation ͓13͔. Owing to the symmetry of the model, only half of the original geometry was meshed and solved. The meshes consisted of 10-node quadratic tetrahedral finite elements, and the uniform mesh densities used for the concentric stenosis model were 35575 elements ͑36k uniform͒, 73157 elements ͑73k uniform͒, and 147429 elements ͑147k uniform͒. The adaptively refined mesh consisted of 181000 elements ͑181k adaptive͒. Figure  1 shows the unstructured meshes and the corresponding nodal densities.
The unsteady, incompressible, three-dimensional Navier-Stokes and continuity equations were solved in Cartesian coordinates using a well-validated finite element-based code assuming rigid walls and a Newtonian fluid behavior. Details of the algorithm and code validation are provided elsewhere ͓14,15͔. Fully developed ͑parabolic͒ velocity profiles were imposed at the common carotid artery ͑CCA͒ inlet and external carotid artery ͑ECA͒ branch outlet, and traction-free boundary conditions at the internal carotid artery ͑ICA͒ branch outlet. The inlet Reynolds number was 400, and the internal:external flow division was 70:30 ͓16͔. Solutions for steady flow were achieved by iterating from a zero initial condition until convergence to the fourth decimal place was achieved. To ensure that any error in the resulting solution could be attributed to inadequate spatial discretization, care was taken to use sufficiently small time-steps so as to minimize any temporal discretization errors.
The adaptive mesh was derived from a refinement of the 147k uniform mesh solution. Elemental errors from consecutive solutions of the adaptive mesh were estimated using an extension of the Zienkiewicz and Zhu (Z 2 ) velocity gradient recovery technique ͓17͔. After estimation of the elemental errors, 1% of the total number of mesh elements were tagged for either 8 or 64 subdivisions. Further details of the adaptive refinement procedure are provided in reference ͓17͔.
To demonstrate convergence in the flow fields, discretization errors for the fields were estimated by computing the L 2 and L ϱ norms of the error using the 181k adaptive mesh velocity field as a reference. Table 1 illustrates these error estimates and shows that the L 2 and L ϱ error norms decrease with increasing number of elements.
Lagrangian Fluid Element
introduced the concept of volumetric residence time because they were interested in developing a technique for identifying regions where activated platelets traveled and accumulated. Since platelet concentrations in blood are much too high ͑250000 Ϯ100000/mm 3 ͓18͔͒ to computationally track individual platelets, they obtained a measure of platelet motion using the concept of a Lagrangian fluid element ͑LFE͒. A LFE is defined as a deformable fluid volume of constant fluid density whose size is sufficiently small that its motion can be approximated by the motion of its centroid. The size of a LFE will depend on the nature of the velocity field, with smaller LFE's required for more complicated flow fields. To model platelet motion, Kunov et al. assumed each LFE contained a uniform volumetric platelet concentration, and since a LFE's motion is approximated by the motion of its centroid, all the platelets in the LFE were assumed to be located at the fluid element's centroid. Using this method, a computationally practical number of LFE centroids representing platelet motion could be seeded and tracked.
Volumetric
Residence Time "VRT…. Kunov et al. defined VRT for a finite element e within the mesh as:
where, V e is the volume of the finite element for which VRT e is being calculated ͑included in order to normalize against finite element volume͒, H i e (t) is a function which equals 1 if ith LFE is in element e at time t otherwise it is equal to zero, ␦V i is the volume associated with the ith LFE, and f is a normalizing factor given by 
In Eq. ͑2͒ R is the model's radius upstream at the seeding inlet, U is the spatially and temporally averaged blood velocity at the seeding inlet, T is the period of the cardiac cycle, N LFE's,activated is the number of shear activated LFE's, and N LFE's,seeded is the total number of LFE's seeded.
VRT:
Measure of Mass Conservation in the Lagrangian Frame. Although VRT was defined for the purposes of quantifying where activated platelets traveled and accumulated, it was shown that VRT could also be interpreted as a time-averaged, normalized concentration of activated particles. That is, Eq. ͑1͒ is equivalent to
where c is the uniform volumetric concentration of LFE centroids seeded at the inlet, and c e is the time-averaged concentration of activated LFE centroids within element e. In this paper, we demonstrate how this interpretation of VRT as normalized concentration can be used to assess the quality of an incompressible flow field for Lagrangian studies. To see how this is done, we first note that mass conservation for incompressible flow fields is equivalent to maintaining a constant fluid density throughout the model volume. That is,
where u is the velocity field and is the fluid density. 
Noting that m LFE is a constant, and using Eqs. ͑4͒ and ͑5͒, we can write
This equation implies that LFE mass conservation is equivalent to maintaining a uniform concentration of LFE's. As mentioned above, VRT can be interpreted as a normalized measure of LFE concentration. Thus VRT/T can be used to test how well a computed velocity field, using the assumption of incompressible flow, satisfies Lagrangian mass conservation. To do this, LFE's are seeded in a contiguous uniform distribution ͑uniform volumetric seeding͒ to represent a volume of constant fluid density and we perform the VRT computation using Eq. ͑1͒, with N LFE's,activated ϭN LFE's,seeded to see if a uniform distribution of LFE's is maintained downstream. It is important to note that by definition, uniform volumetric seeding at the inlet plane implies that
Hence substituting Eq. ͑7͒ and N LFE's,activated ϭN LFE's,seeded into Eq. ͑2͒, we obtain f ϭ1. Since we are considering all LFE's to be activated, and we know from Eq. ͑6͒ that the concentration of LFE's should remain constant for incompressible flow, we also have c e ϭc for each element e. With f ϭ1 and c e ϭc we see that if a flow field conserves particle mass, the dimensionless normalized quantity VRT e /T from Eq. ͑3͒ should equal unity for all finite elements comprising the model. That is,
For steady flow studies we may set Tϭ1, so that from Eqs. ͑6͒ and ͑8͒ it is obvious that VRTϭ1 is equivalent to conserving particle mass ͑Lagrangian mass conservation͒, and maintaining a uniform particle concentration throughout the open flow domain ͑i.e. the entire model domain excluding possible closed separation regions͒. However, it important to note that Eq. ͑8͒ is expected to be strictly satisfied only in the continuum limit in which the size of the finite elements and LFE's approaches zero as their numbers approach infinity. Since in practice one has only a finite size and number of discrete finite elements and LFE's, the quality of a computed velocity field, intended for extracting path dependent quantities, can be assessed by seeing how close the field allows one to approach VRTϭ1 throughout the open flow domain. This would be accomplished by employing the uniform volumetric seeding with the necessary number of LFE's that is required for VRT to converge for the given field resolution.
To quantify the quality of the flow field for the purpose of Lagrangian particle tracking, we define a volumetric mass conservation index ͑VMCI͒:
where ⑀ is a specified range of tolerance for VRT.
Lagrangian Fluid Element Seeding.
The Lagrangian fluid element seeding method was chosen to satisfy the following objectives:
• Minimize computational work. Since the accuracy of VRT is limited by the size of the largest LFE, for a given level of accuracy, the minimum computational work is achieved if all fluid elements have the same fluid volume ␦V ͓11͔.
• Uniform volumetric seeding. Since LFE centroids collectively approximate a moving fluid volume of constant density, they must be seeded with a uniform distribution.
• Maximize accuracy. Since LFE centroids approximate the motion of a surrounding fluid volume, their uniform distribution must be as compact as possible so as to yield the best LFE approximation for the fewest number of centroids seeded. In addition, the spacing between neighboring LFE centroids should be small enough to achieve a converged VRT map for a given flow field.
To achieve the above objectives, the inlet plane ͑planar region perpendicular to the axial component of the inlet velocity͒ distribution of LFE centroids is such that each centroid, except for centroids closest to the model wall, has six closest equidistant neighbors ͑Fig. 2͑a͒͒. This ''triangular'' inlet plane distribution is the most compact uniform planar point distribution possible.
A cross-sectional area, ␦AϭR 2 /N T , where N T is the total number of inlet plane LFE centroids, is associated with each centroid. To ensure that the centroids represent a contiguous and equal uniform volumetric distribution of LFE's, the number of centroids seeded at a given position within the inlet plane is proportional to the velocity at that location ͑see Fig. 2͑b͒͒ . Thus, for a general flow field ͑steady or unsteady͒, the number of LFE centroids seeded at position ͑r l , ͒, where r l is the radial location and is an angle that uniquely identifies a point in the seeding plane, is given by
In Eq. ͑10͒ u(r l ,,t)ϭu(r l ,t) is the axial component of the inlet velocity, given by the boundary condition chosen for the particular
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Transactions of the ASME problem to be studied, and ␦Lϭ␦V/␦A is the length of a LFE.
For example, if transient flow is being investigated, the inlet velocity would be given by the Womersley solution for the specific waveform being considered, and ideally, ␦L would be a constant chosen to equal the distance between two neighboring centroids in the inlet plane so that the distance between any point on the ''surface'' of a LFE and the LFE centroid will be approximately the same. In this work, the inlet boundary condition for 3-D steady flow models being considered is fully developed parabolic flow u(r l ) ϭ2U(1Ϫ(r l /R) 2 ), where U is the mean inlet velocity, and R is the inlet radius ͑see Fig. 2͑b͒͒ . Thus, following the above seeding method, the number of LFE centroids seeded at position (r l ,) is given by Eq. ͑10͒ with inlet velocity, normalized with respect to U and R, given by u(r l ,,t)ϭu(r l )ϭ2(1Ϫr l 2 ). However, since LFE centroids seeded at different times from the same radial location in the inlet plane follow the same trajectory for steady flow, in practice, one can reduce the number of points to track by simply seeding all the points in the inlet plane at some initial time t ϭt 0 , and weighting each one according to the value of the normalized inlet velocity. In other words, one can represent the number of LFE's, N l , traveling downstream from a given position (r l ,) as one point in the inlet plane with a value N l ϭu(r l ) ϭ2(1Ϫr l 2 ). Alternatively, a point's value N l may be thought of as representing the length of a LFE ͑see Fig. 2͑c͒͒ . For unsteady flow, it is not possible to use this approach since in this case the point trajectories do not coincide with the fluid streamlines. Thus, although the extension of VRT to unsteady flow is conceptually trivial, the number of points that will need to be seeded will be significantly larger making VRT much more computationally intense. To avoid this complication, in this work, we have focused on computing VRT for 3-D steady flow models, and we use the above ''weighted'' inlet plane seeding approach to significantly reduce the number of points to seed and track. However, it is important to note that although the assumption of steady flow is generally considered a good approximation for respiratory structures, it serves only as a means of qualitatively elucidating the complex behavior of flow in large arterial structures. Unsteady flow fields would be required to compute physiologically relevant path dependent quantities for arterial models of blood flow.
Point Tracking.
Since the weighted points represent fluid element volumes, they are neutrally buoyant, non-diffusing tracers that move with the local velocity of the fluid continuum. If we let x(x 0 ,t) and ū(x 0 ,t) denote the position and velocity at time t of a weighted point originating at position x 0 at time t ϭ0, then the equation of motion of the point is
subject to the initial condition x(x 0 ,0)ϭx 0 . The bar '' '' signifies a Lagrangian flow variable, and the Lagrangian velocity ū(x 0 ,t) is related to the Eulerian velocity u(x,t) by
To find the velocity of a point at an arbitrary position in the mesh, we first used an efficient searching scheme ͓19͔ to find the element in which the point resides. Once the element is found we used the quadratic finite element shape functions to interpolate the Eulerian velocity field u(x,t) known at the nodes of the mesh. The point tracking was performed by numerically integrating Eq. ͑11͒ for each weighted point seeded using fourth-order Runge-Kutta marching. To reduce the VRT computation errors associated with points skipping over elements as they are being tracked, we carried out adaptive time-stepping based on element size. That is, the time interval used for a Runge-Kutta integration step for a given element was always chosen such that a point would travel a fixed distance, ⌬s, equal to one-tenth the size of the smallest edge of the element. Furthermore, when a point traversed into a neighboring element for the first time it was brought back to its previous position and the Runge-Kutta time-step was adjusted so that the point traveled a fixed distance of one-fifth ⌬s until it re-entered a neighboring element. This element based adaptive stepping is particularly well suited for adaptive meshes whose element sizes are dependent on the local velocity gradients. For such meshes, the integration step is naturally adjusted according to these gradients ͑ensuring higher accuracy in the point trajectory͒, and points do not skip over small neighboring elements ͑ensuring higher accuracy in VRT͒. Also, it is worth noting that the above choice of ⌬s ͑one-tenth the size of the smallest edge of the element͒ was found to be optimal for ensuring that the VRT computation is independent of integration step.
Particle Deposition and Numerical Boundary Layer.
As an example of how the flow field resolution may affect a path dependent quantity we examined particle deposition density patterns for the various mesh densities of the concentric stenosed carotid bifurcation model. Until now, for the purposes of computing VRT, we have considered a LFE to be a deformable fluid volume of constant fluid density. In this part of the study, each LFE is now assumed to contain a uniform distribution of neutrally buoyant, non-interacting, and non-diffusing particles. All the particles in a LFE are assumed to be located at the fluid element's centroid, and to obtain a quantitative measure of particle deposition we define the deposition density index ͑DDI͒ for a given surface element e ͑i.e. the face of element e that lies on the model surface͒: 
DDI
e ϵ sum of weighted LFE centroids deposited on surface element ͑ area of surface element e ͒ϫ͑ sum of all weighted LFE centroids seeded͒ .
Employing the uniform volumetric seeding approach, DDI e is computed using the following equation,
where ␦V i is the volume represented by the ith LFE centroid, ␦A e is the area of surface element e, and N deposit e is the total number of LFE centroids deposited on surface element e. In this study, the mechanism for particle deposition is the interception of a LFE with a predefined ''numerical wall boundary layer'' ͓9,20͔ in the vicinity of the model surface. That is, the concentration of particles within a LFE is considered deposited if the LFE centroid comes within a distance to the model surface, where is equal to the width of the numerical boundary layer. Since in principle, there is a possibility that a LFE could enter and exit the numerical boundary layer several times along its trajectory, a LFE is considered deposited only the first time it comes within a radial distance to the wall. The details of how the distance of a point to a model wall is computed for unstructured quadratic meshes may be found in ͓21͔.
For the purposes of the VRT computation, the numerical wall boundary layer concept is used to avoid a numerical round off problem that may arise as a result of LFE centroids travelling arbitrarily close to the model surface. To understand how the round off problem arises, it is important to note that velocity fields approach zero near the model surface ͑due to the no slip condition at the surface͒. This means that points that follow streamline paths near the surface of the model may experience extremely low, but nonzero velocities. However, since numerical velocity fields are known with only finite precision, the interpolation of a point's velocity near the model surface may lead to round off errors that effectively result in a zero or extremely low random velocity magnitudes for the point. In other words, a point being tracked near the surface may become struck or move artificially slow in random directions. Both of these situations will lead to artificially high VRT values near the model surface. The numerical wall boundary solves this problem by preventing points from entering the near surface region where velocities are dominated by numerical round off. In practice, for a point on the wall boundary, this is accomplished by setting the particle's velocity component perpendicular to and pointing toward the model surface equal to zero. Thus, for the purpose of computing VRT, a point is passively advected along the wall boundary ͑i.e. the point ''rolls'' along the wall͒ until it reaches a position on the boundary in which the velocity field is directed toward the interior of the model.
To minimize the effects of this numerical wall boundary layer on the point trajectories, its width ͑taken to be an input constant͒ must be chosen to be as small as possible. For our particle deposition studies is chosen to be equal to the average platelet radius ͑1.2 m͒ ͓22͔, normalized to the inlet radius (4mm), that is, ϭr p ϭ3.0ϫ10
Ϫ4 . There were two reasons for this choice. The first reason is that near the wall of the meshes used in these studies, numerical round off typically occurred in the third or fourth decimal places of the velocity field, and normalized velocities for points less than a distance r p away from the model surface are typically less than 1ϫ10
Ϫ3 . For example, in a parabolic velocity field, the normalized velocity of a point that is a distance r p from the model surface is approximately 1.2ϫ10
Ϫ3 . Hence, to avoid the problems associated with numerical round off error, the wall boundary must be chosen to be greater than or equal to r p . The second reason for this choice is that it is consistent with our physical model of particle motion. That is, if a LFE is thought of as containing rigid particles of radius r p , then this radius limits the ''deformation'' of the LFE volume in such a way that its centroid could not come closer than the distance r p to the model surface. It is also important to note that for the 30% concentric stenosis model, the choice of ϭr p ϭ3.0ϫ10
Ϫ4 for the width of the numerical boundary layer is, on average, one order of magnitude smaller than the approximate thickness of the physical diffusion boundary layer for platelets ͓22͔ ͑given by ␦ 0 ϭ␦ D (Sc) Ϫ3 in the CCA. Hence, for the purposes of modeling platelet motion with diffusion effects and deposition, the numerical boundary simply serves to keep track of platelet deposition, and does not interfere with the effects of the diffusion boundary layer.
To ensure that the above choice for the width of the numerical boundary layer did not affect the VMCI results of this study, we carried out runs that did not include a numerical boundary layer and found that in the most refined 181k adaptive mesh the VMCI decreased slightly from 88.1% ͑with wall boundary͒ to 87.2% ͑without wall boundary͒. In addition, the percentage of volume elements that were not sampled by LFE's, which, in the 181k adaptive mesh, increased slightly from 0.16% ͑with wall boundary͒ to 0.19% ͑without wall boundary͒. This small difference in element sampling may be explained by the fact that in the case where the numerical wall boundary was excluded, some of the LFE's travelling near the wall ͑3.4% of the total number of LFE's seeded͒ experienced numerical round off errors which caused them to randomly drift too close to the wall where they became ''numerically stuck.'' As a result, some of the downstream regions that are fed by near wall particles were not sampled since some of these particles were artificially stuck upstream. In contrast, for the purposes of computing VRT, the numerical boundary layer ensured that all LFE's seeded upstream at the inlet made it to the outlet.
Results and Discussion

Volumetric Residence Time Validation.
To test the volumetric seeding approach, and validate the VRT calculation, we used an analytic parabolic velocity field representing Poiseuille flow in a 3-D rigid tube model. Using the LFE weighted centroid seeding approach ͑uniform volumetric seeding͒ described above, we examined the change in the volumetric mass conservation index, VM CI(ϭ0.01), with increasing LFE seeding using the compact triangular seeding distribution and the less compact rectangular seeding distribution in which the seeded points form a rectangular grid. Figure 3 shows the advantage of using the triangular seeding distribution for computing VRT. That is, the triangular seeding yields a more accurate VRT for a given number of points than does the rectangular seeding. Moreover, Fig. 3 also shows that with an increasing number of LFE's seeded, the percentage of model volume having VRTϭ1 ͑i.e. VMCI͒ approaches 100% with the triangular seeding, as expected.
To further evaluate the volumetric seeding approach, investigate the dependence of VRT on mesh resolution, and validate the VRT calculation for a more complex 3-D mesh geometry, we constructed a series of adaptively refined meshes for the 30% concentric stenosis model with inlet Reynolds number equal to zero. The initial solution for the adaptation was computed on the 147k uniform mesh, and the final adaptive mesh contained 162500 elements ͑see Fig. 4͑a͒͒ . Table 2 shows that the L 2 and L ϱ error norms decrease with increasing number of elements in the adaptive mesh series.
Figures 4͑b͒ and ͑c͒ show cross-sectional slices of the VRT map computed for the model, displayed to highlight the accuracy ͑i.e. VRTϭ1͒ to within 5 and 25% tolerance, respectively. To ensure that the VRT computation was independent of the number of LFE's seeded the computation was carried out by seeding 55790 points ͑double the number found to achieve convergence in this model͒ with a weighted triangular distribution at the inlet-seeding plane. Except for some near wall elements in the ECA and ICA, and some randomly distributed elements in the CCA of Fig. 4͑b͒ , VRTϭ1 throughout the model, as expected. To demonstrate the dependence of VRT on mesh resolution and show that it approaches unity throughout the model as the resolution increases, the VRT computations were also carried out in the 36k, 73k, and 147k uniform meshes with inlet Reϭ0. Figure 5 shows that as the mesh resolution is increased the percentage of model volume having VRTϭ1.00Ϯ0.05 approaches 100%. This trend is particularly evident with the higher tolerance of 25% ͑not shown in the figure͒ for which 98.3% of the 162k adaptive model volume satisfies VRTϭ1.00Ϯ0.25.
VRT in the 3-D Stenosis Model With Inlet ReÄ400.
To assess the effect of mesh refinement on the quality of more physiologically relevant (Reϭ400) velocity fields used for Lagrangian studies, we constructed three nominally uniform meshes and one adaptively refined mesh for the 30% concentric stenosis model ͑see Fig. 1 , and Methods section͒. As mentioned above, the LFE volumes are represented by their centroids. This approximation does not account for the flow-induced deformation of the original LFE volumes seeded at the inlet. As such, it may affect the quality of the VRT maps because the VRT computation is derived from centroid trajectories which occupy only one finite element at any given time, whereas, the deformed LFE volume may stretch across two or more elements. However, if the LFE volumes are much smaller than the finite elements of the mesh and sufficiently small so that the flow-induced deformations do not cause them to overlap multiple finite elements, then the centroid tracking approximation is expected to be acceptable. Hence, to be sure we seeded sufficiently small LFE's for these models, we also examined the effect of varying the number, and consequently the size, of LFE's seeded for each mesh density. The above described effects of varying mesh density and LFE size were assessed using VM CI(ϭ0.25) , as shown in Fig. 6 . From this figure, we observe that for each mesh density VM CI(ϭ0.25) asymptotes as the number of LFE's seeded increases. This asymptotic behavior indicates that for the meshes used in this study VRT becomes independent of the number of LFE's seeded ͑i.e. the LFE's become sufficiently small for the VRT computation͒. The number of LFE's required for convergence in VM CI(ϭ0.25) , within 1% of the asymptotic value, is about 20000. From Fig. 6 , we also observe that VMCI values are about the same in the three most refined meshes when fewer than 5000 LFE's are seeded. This result is expected because the more refined meshes contain smaller elements that consequently require more points to be seeded in order to achieve the same level of element sampling ͑i.e. interrogation of elements by point trajectories͒ as the less refined meshes.
We achieved the best result, VM CI(ϭ0.25)Ϸ88.1% with the 181k adaptive mesh, and a seeding of 55473 weighted LFE centroids. This result indicates that even though enough LFE's are seeded to achieve convergence in the VRT maps, mass conservation in the Lagrangian framework is still not satisfied ͑within the allowed tolerance range of ϭ0.25͒ throughout the entire volume of even this most adaptively refined model. However, it is worth noting that although an approximate doubling of mesh elements ͑73k to 147k͒ was necessary to improve VMCI by 3%, only 34000 additional elements were required to achieve the same improvement with adaptive mesh refinement ͑147k uniform to 181k adaptive͒. This suggests that adaptive meshing techniques may hold promise in significantly reducing the number of elements required to adequately satisfy Lagrangian mass conservation, and make such computations practical.
If the percentage of the model volume having VRT͓1.00 Ϫ0.25,1.00ϩ0.25͔ continues to increase by about 3% with each adaptive mesh refinement, and one assumes 34000 additional elements for each new adaptation, then one may extrapolate that about 317000 quadratic elements would be required to satisfy Lagrangian mass conservation within our chosen tolerance of 25%. However, it is important to note that as the allowed tolerance range is decreased, the number of mesh elements required to approach a VRT of unity throughout the model will naturally increase. Figure 7 illustrates this dependence of VMCI for various tolerance ranges. Hence, if one chooses a stricter tolerance of, say 10%, and assumes the above trend of 3% increase in VMCI with the addition of 34000 new elements with each adaptation, then from Fig. 7 one may conclude that approximately 408000 quadratic elements would be required to achieve VRT͓1.00 Ϫ0.10,1.00ϩ0.10͔ throughout the model volume. However, great care would be needed to avoid numerical difficulties related to an ill-conditioned system of equations resulting from large differences between the relative sizes of the largest and smallest elements in such a highly refined adaptive mesh. Moreover, for an explicit solver, care would be needed to avoid numerical difficulties associated with maintaining stability in the time integration procedure of the solver, which is dependent on the relative sizes of the time-step and spatial discretizations as well as the problem parameters.
To visualize the differences in VRT for the different meshes and identify the ''problem regions,'' we plotted cross-sectional slices of the volumetric residence time maps computed by seeding 55473 weighted LFE's ͑Fig. 8͒. From these maps, we see the gradual improvement in VRT with increasing mesh refinement; however, it is obvious that a uniform map of VRTϭ1 is not achieved for even the most refined meshes. The problem regions appear to be situated primarily in the post-stenotic internal carotid artery regions where zones of both high and low VRT are present. This result is not surprising since these regions have spatially complex velocity fields with large velocity gradients and regions of recirculation that may still not be sufficiently resolved with the mesh resolutions used in these studies. Figure 9 shows that as the number of LFE's increases the percentage of the model volume having VRTϭ0 ͑corresponding to regions that have not been sampled by LFE centroids͒ converges to about 0.32% and 0.16% for the 147k uniform and 181k adaptive mesh, respectively. Hence, the adaptive mesh has resulted in a decrease by a factor of two of the volume region not being sampled by LFE's. Although the percentage of the model volumes that were not sampled by the LFE centroids is small, Fig. 10 clearly illustrates that these regions are concentrated along the inner wall of the post-stenotic internal carotid artery. Since closed separation regions are not expected to occur in 3-D bifurcation geometries due to fluid communication via secondary flows ͓22,23͔, the VRTϭ0 regions in our model are likely due to an under-resolved flow field that limits or distorts fluid communication to these regions. This is supported by the fact that the percentage of model volume that has not been sampled depends on mesh resolution, and decreases with increasing mesh refinement ͑see Fig. 9͒ . In addition, we have found that most LFE's seeded and traced backward from the VRTϭ0 region of the 147k uniform model become stuck on the outer wall of the post-stenotic region of the ICA, where the stenosis flow jet impacts the wall. This region is more resolved in the 181k adaptive mesh ͑Fig. 1͒, and as mentioned above this mesh also has a correspondingly much smaller VRTϭ0 volume than the 147k uniform mesh ͑Fig. 10͒. From this observation, one may infer that the 
Regions With Zero VRT.
Implications for Using VRT to Quantify Regions of
Platelet Activation in 3-D Models. As mentioned above, Kunov et al. ͓11͔ introduced the VRT concept for the purposes of identifying regions where activated platelets traveled and accumulated. In order to use VRT for this purpose, it is necessary to first be sure the flow field satisfies VRTϭ1 ͑within a sufficiently small tolerance͒ everywhere in the flow domain, excluding possible closed separation regions. Since VRT is a measure of mass conservation ͑via proper particle distribution͒, this requirement is necessary otherwise the results from the VRT computation using only activated LFE's ͑see Eqs. ͑1͒ and ͑2͒͒ would not yield the correct distribution of regions where activated platelets travel and accumulate. For example, from Fig. 8 it is obvious that the concentration of activated platelets would be severely underestimated in the post-stenotic regions which have low VRT and overestimated in the regions that have high VRT. Hence, using VRT to quantify regions of low and high concentrations of activated platelets in even the most refined physiological flow fields used in this study could result in conclusions that are misleading. Further- more, since a uniform VRT of unity throughout the entire flow domain could not be achieved with even the large tolerance of 25% suggests that the use of VRT for identifying and quantifying activated platelet ''hot spots'' in complex 3-D arterial models may require impracticably high field resolutions, or meshes that are specifically adapted for Lagrangian studies.
3.5 Particle Deposition. The deposition density index ͑DDI͒ defined above was used to study how particle deposition-an example of a path dependent quantity-is affected by mesh resolution and number of LFE's seeded. To examine the effect of mesh resolution, we seeded 55473 weighted LFE's and computed DDI in the uniform and adaptive models. From Fig. 11 , it is clear that local deposition patterns and intensities tend to decrease with increasing mesh resolution. The uniform models have a slightly greater degree of spurious deposition of particles along the junction of the CCA with ECA. The generally low DDI regions ͑representing LFE centroids that were seeded near the model surface͒ in the CCA indicate the importance of constructing meshes with a higher element density near the surface to capture subtle changes in the curvature and prevent spurious deposition. In comparing deposition patterns between the uniform meshes and 181k adaptive mesh, one observes that the uniform models suggest enhanced deposition on the inner versus the outer wall of the stenosis; this is less evident with the adaptive model. Furthermore, the adaptive model has significantly less overall deposition at the apex of the bifurcation and around the stenosis. It turns out that deposition in these regions is not primarily due to LFE's that were travelling near the wall in the CCA. In fact, if the LFE's deposited at the apex and near the inner and top walls of the stenosis in the 147k uniform mesh are traced backwards, one finds these LFE's arise from the interior region of the CCA inlet ͑away from the walls͒ as also indicated by the high DDI values ͑representing high LFE weightings͒. Thus, the significantly less deposition found at the bifurcation apex and stenosis of the 181k adaptive model, which possess higher resolution in these regions than the 147k uniform model, indicates the importance of having adequate mesh resolutions in regions of complex surface curvature and high velocity gradient.
Thus, it is evident that the quality of the flow field ͑as a function of mesh refinement͒ does influence deposition intensities and patterns in the models, and the significant differences in DDI patterns between the 147k uniform and 181k adaptive mesh indicates that local deposition patterns are not being represented properly in these models. Since the number of nodes ͑approximately 217,000͒ used in the 147k uniform mesh of this study is about 4 times greater than some current particle deposition models ͓5,24͔, care should be taken to ensure that such models are adequately resolved to extract meaningful deposition data.
Conclusions and Future Work
In this work, we have constructed an optimal seeding method for computing VRT for complex 3-D incompressible steady flow models. We have adopted the VRT concept as a measure of Lagrangian mass conservation, and we have defined the volumetric mass conservation index ͑VMCI͒ that uses the VRT computation to assess the quality of a flow field for Lagrangian studies. Our validation results with the Reϭ0 concentric stenosis model have shown that VM CI(ϭ0.05), i.e., the percentage of model volume having VRTϭ1.00Ϯ0.05, is a function of mesh resolution, and approaches 100% as the resolution increases. However, although VMCI also improves steadily with increasing mesh resolution in the more physiologically relevant Reϭ400 concentric stenosis model, Lagrangian mass conservation is not adequately satisfied for even the most resolved adaptively refined mesh. This suggests that impracticably high mesh resolutions are required to resolve the complex flow fields for Lagrangian studies in these more realistic models. The VRT and deposition results have provided important general insights about the development of meshes that would be best suited for such studies. For example, the spurious deposition and high near wall VRT values that occur in the tapered region of the CCA indicate that high resolutions are required in near wall regions to adequately resolve subtle changes in geometry. In other words, although some regions may not contain complex or rapidly changing velocity fields, more refined mesh elements are required near the walls of such regions if they exhibit changes in geometry. Moreover, a comparison of VRT, and deposition intensities and patterns between the 147k uniform and 181k adaptive mesh have shown that even a highly resolved uniform mesh could be under-resolved at the bifurcation and in complex flow regions. To achieve the level of resolutions in these region that are found in the adaptive meshes using a uniform element distribution would require an impracticably high number ͑mil-lions͒ of elements.
It has been shown that if a sufficient number of LFE's are seeded, then the quality of the velocity field ͑as a function of mesh density͒ does appear to influence deposition patterns and intensities in the models. In other words, the results of this paper indicate that particle trajectories, and moreover the path dependent quantities derived from these trajectories, are very sensitive to the quality of a velocity field. ͑We note that Prakash and Ethier ͓17͔ Transactions of the ASME reached a similar conclusion regarding the sensitivity of wall shear stress calculations to the small errors in the underlying velocity field.͒ Since many airway and arterial studies are based upon a Lagrangian approach, there is a need to use the type of analysis presented in this paper to assess the quality of a computed flow field in order to ensure that the studies accurately represent the physical system being modeled. Moreover, since the VRT concept is ideally suited for identifying regions of a mesh that are under-resolved for Lagrangian studies, this information could be used as a guideline for constructing adaptive meshes which would be better suited for such studies. Future work will focus on evaluating the use of velocity fields computed from adaptively refined meshes containing thin layers of near wall elements. This approach of using adaptive meshes with small near wall elements as opposed to impracticably high uniform meshes may significantly reduce computational demands required to compute Eulerian flow fields for the purposes of Lagrangian studies.
