Abstract: Bioluminescence tomography (BLT) poses a typical ill-posed inverse problem with a large number of unknowns and a relatively limited number of boundary measurements. It is indispensable to incorporate a priori information into the inverse problem formulation in order to obtain viable solutions. In the paper, Bayesian approach has been firstly suggested to incorporate multiple types of a priori information for BLT reconstruction. Meanwhile, a generalized adaptive Gaussian Markov random field (GAGMRF) prior model for unknown source density estimation is developed to further reduce the ill-posedness of BLT on the basis of finite element analysis. Then the distribution of bioluminescent source can be acquired by maximizing the log posterior probability with respect to a noise parameter and the unknown source density. Furthermore, the use of finite element method makes the algorithm appropriate for complex heterogeneous phantom. The algorithm was validated by numerical simulation of a 3-D micro-CT mouse atlas and physical phantom experiment. The reconstructed results suggest that we are able to achieve high computational efficiency and accurate localization of bioluminescent source. 
Introduction
Molecular imaging, especially small-animal molecular imaging, is rapidly becoming an active research filed [1] . Among all the imaging modalities that are used for molecular imaging, optical techniques stand out because of their ability to reveal molecular and cellular activities in a small animal in vivo [1, 2, 3, 4] , including bioluminescence tomography (BLT) [5] and fluorescence tomography (FMT) [6] , and so on. Their mechanism is to identity light source from the collected emitted photons from multiple 3-D directions with respect to a living mouse marked by reporter luciferases, which has been applied to cancer research including studies of tumor burden, response to therapy, assessment of gene expression, and development of metastatic lesions [7] . In this paper, we focus exclusively on bioluminescence tomography.
There has been a great effort lately devoted to transforming bioluminescence imaging from a 2-D, planar bioluminescent imaging technique into a truly 3-D tomographic imaging modality applicable to small animals, because planar bioluminescent imaging cannot generate depth information [3, 8] . Therefore, bioluminescence tomography (BLT) has become a research hot spot. Compared with other imaging modalities, the advantages of BLT are sensitivity, speed, non-invasiveness, low cost and background noise [9, 10] . The aim of BLT is to reconstruct an internal bioluminescent source distribution based on both the outgoing bioluminescent photons captured using a highly sensitive charge-coupled device (CCD) camera and a prescanned tomographic volume, such as a CT/Micro-CT or MRI volume, of the same mouse [11] .
Bioluminescent photons propagation in biological tissue is governed by the radiative transfer equation (RTE) [12] . However, to solve for the distribution of bioluminescent source in a large 3-D volume, as is required in BLT, the RTE is computationally expensive [13] . Given the dominance of scattering over absorption in bioluminescent imaging, RTE can be replaced by diffusion equation and Robin boundary condition, which provide a quite accurate description of propagation of the photon transport. However, a major difficulty in determining the bioluminescent source distribution is imposed by multiple scattering of photons that propagate through heterogeneous biological tissues. In addition, the absence of external illumination accords a high sensitive signal, it complicates the tomographic problem.
So far, although BLT has made a great progress in modeling and reconstruction algorithms [9, 11, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] , the current technique has not full explored the potential of this approach.
Wang et al. [11] has theoretically proved the solution uniqueness for BLT under practical constrains and presented that the BLT problem can be reduced to an inverse source problem by incorporating sufficient a priori information. The commonly used a priori information is the permissible source region strategy and its importance in BLT reconstruction has been well recognized [9] . Now, various reconstruction methods and real experiments have been developed and reported based on the strategy [10, 18, 19, 21, 22, 24] and promising results have demonstrated the merits and potential of the strategy. Aside from the permissible source region strategy, the anatomic structure information of the small animal which can be imaged by Xray CT and MRI techniques can be considered as a priori information. The geometrical shape of major organ regions can be acquired by 3-D computer graphic techniques. Then, the organ region can be associated with tissue optical parameters which can be determined by diffusion optical tomography (DOT). Based on the permissible source region strategy, anatomic structure information and tissue optical parameters, the ill-posedness of BLT will be further reduced and the viable solutions can be solved [25] .
Bayesian approach provides a nature framework to incorporate multiple types of a priori information. Recently, Bayesian approachs have been applied to nonlinear inverse problems such as diffusion optical tomography (DOT) [26, 27] . But surprisingly, Bayesian approach has not been applied to the BLT problem. In addition, Bayesian reconstruction methods for DOT can not be directly applied to BLT problem because of the differences between DOT problem and BLT problem. Furthermore, the known Bayesian methods used in DOT problem are not appropriate to complex phantoms such as real mouse [27] . Therefore, there is a critical need to derive and construct a method based on Bayesian approach that can accurately reconstruct bioluminescent sources in heterogeneous and complex tissues.
In the work, various a priori information is incorporated into a Bayesian network to reduce the ill-posedness of BLT problem and an adaptive Gaussian Markov random field prior model for unknown source density estimation is developed on the basis of finite element theory. Under the framework of Bayesian approach, we develop a reconstruction algorithm to identify the bioluminescent source distribution in complex phantoms. The paper is organized as follows. The next section describes the details of the proposed reconstruction algorithm. In the third section, numerical experiments are presented to demonstrate the feasibility and merits of the algorithm with a 3-D micro-CT mouse atlas. With the model, the reconstructions were carried out from the data on the surface of the phantom, which were synthesized by molecular optical simulation environment (MOSE) developed by our group [28] . Furthermore, real physical phantom experiment was performed to valuate the algorithm. Finally, Section 4 discusses the relevant issues and makes concluding remarks.
Methods

Forward model for BLT
In bioluminescence imaging experiment, it is necessary to depict the propagation of the photon transport accurately. Generally, the bioluminescent photon is subject to both scattering and absorption in biomedical tissues. However, in the wavelength range of bioluminescent light, the biomedical tissues are highly scattering, photon scattering predominates over photon absorption. Assuming the bioluminescent source density is stable when photons are collected, the photon propagation in biological tissues can be modeled by steady-state diffusion equation and Robin boundary condition [9, 29, 30] :
(1)
where r ∈ R 3 represents the location vector, Ω and ∂ Ω are the domain and its boundary respectively; Φ(r) denotes the photon flux density [Watts/mm 2 ]; x(r) is the source energy density
and g the anisotropy parameter; ν(r) is the unit outer normal on ∂ Ω. Given the mismatch between the refractive indices n for Ω and n for the external medium, A(r; n, n ) can be approximately represented:
where n is close to 1.0 when the mouse is in air; R(r) can be approximated by: R(r) ≈ −1.4399n −2 + 0.7099n −1 + 0.6681 + 0.0636n [31] . The measured quantity is the outgoing flux density Q(r) on ∂ Ω, that is:
Formulation of the Bayesian Problem
We use the vector x to denote the set of unknown source density. Φ meas k is assumed as the measured photon flux density at the kth detector position (k = 1, 2,...,M) and then organize the measurements as a single column vector y:
Bayesian methods provide a natural framework for incorporating prior information about unknown source density x. The MAP estimate of x given the measurement vector y can be represented as follows:
Considering the real physical meaning, x ≥ 0 nonnegative constrain is adopted. Taking into the anatomical tissue information C which is derived from a priori anatomical image, the MAP estimate can be modified aŝ
When the permissible source region information PS is used as a priori information to reduce the ill-posedness of BLT, the MAP estimate can be further modified aŝ
Where p(y|x, C, PS) is the data likelihood and p(x|C, PS) is the conditional probability density function of x given the tissue information C and permissible source region information PS. Given the forward model Eqs. (1) and (2), the data likelihood is governed mainly by the noise statistics, therefore Eq. (7) reduces tô
The data likelihood model
In a Bayesian framework, the data likelihood p(y|x) is required. The bioluminescence experiment is generally operated at low temperature, photon detection can be modeled using shot noise statistics, then the data likelihood can be given by [26] :
Where α is the parameter related to the noise variance, Λ is the diagonal covariance matrix, ω 2 Λ = ω T Λω, and the vector value function f (x) represents the exact value of the outgoing flux for the assumed value of the source density x. For BLT, we can assume that the measurements are statistically independent with the variance of each measurement equal to its mean [27] , so Λ is diagonal. In our simulations, we approximately assume Λ as:
To compute the likelihood of the data, we need to solve the diffusion equation. The finite element method (FEM) has been used for the purpose and the detailed formulation of f (x) can be determined. The FEM method used in the paper is proposed in [19] . In finite element analysis, the given domain Ω can be discretized into N T tetrahedron elements and N v vertex nodes. Taking the permissible source region information PS into account, there are N p tetrahedron elements in the permissible source region which represent the possible unknown source distribution. Then the column vector x is reduced to the set of N p elements' source density distribution.
Source reconstruction
Bayes requires that we must assign a prior to unknown variable x. When the generalized adaptive Gaussian Markov random field (GAGMRF) prior model is used [32, 33] ,
Where σ is a normalization hyperparameter and 1 ≤ p ≤ 2 with p = 2 corresponding to the Gaussian case. Given the ith and jth tetrahedron elements, their four local vertexes are E ie and E je (e = 1, 2, 3, 4), respectively. If one of vertex of E ie is identified to any vertex of jth element, we assume that jth element is the adjacent element. b i j denotes the weighting assigned to be inversely proportional to the pair {i, j}, for each i, the weights b i j sum to 1. N is adaptively determined in the algorithm, which consists of all pairs of adjacent element. z(p) is partition function. If α is unknown, take the Eqs. (9) and (11), the source reconstruction problem can be stated as following optimization problem:
In the optimization process, α is adaptively estimated, which can be solved by viewing the Eq. (12) as a cost function of α, and setting the derivative with respect to α equal to zero. Then we can obtain:
By substituting Eq. (13) into Eq. (12), the optimization problem is converted intô
wherex is an estimate of the unknown source density x. After neglecting constant terms, the Eq. (14) can simplified as :
In practical calculation procedure, for maximizing l(x) by maximizing with respect to α and x using the following equations:α
Eq. (16) is a straight-forward computation, and Eq. (17) is a computationally expensive optimization problem. In order to calculate Eq. (17), the spectral projected gradient-based largescale optimization algorithm is employed [26, 27, 34, 35, 36, 37] . In the optimization procedure, each tetrahedron element of the phantom is updated sequentially. After every tetrahedron element has been updated, the procedure is repeated, starting from the first tetrahedron again.
We define a single update of every tetrahedron as a scan. There are a number of scans in the optimization procedure until the convergence criterion is satisfied [26] .
As far as convergence criterion is concerned, we use the discrepancy between the measured and computational boundary nodal flux data, maximum number of scan, or the discrepancy between the current scan and last scan log posterior probability to evaluate if the procedure should be terminated, that is,
Experiments and results
A series of experiments were designed to evaluate our proposed algorithm, including numerical and physical phantom experiments. Reconstructions were carried out on a personal computer with 2.8 GHz Pentium 4 processor and 1.75 GB RAM.
Numerical experiments
Phantom and Synthetic data
In order to optimally establish and evaluate the proposed algorithm, a 3-D mouse atlas of micro-CT was employed to provide 3-D anatomical information. For this, we first prepared a 20 g male BALB/c mouse because of its broad applications in biological and medical research and convenient tail vein injection in albino mouse. All animal studies were performed according to procedures approved by the Animal Care and Use Committee. After fasting for 24 hours, the mouse tail was immersed in warm water for 30-60 seconds to increase blood flow to the tail and dilate the vessels prior to injection of the contrast agent. Then the Fenestra LC at a dose of 15 mL/kg was slowly injected over a period of 30-60 seconds via the lateral tail vein. Finally the mouse was anesthetized with intraperitoneal injection of a 13% aqueous urethane (0.15 mL/20 g body weight).
The anesthetized mouse was scanned 40 minutes after injection of the contrast agent using a micro-CT system. During scanning, the X-ray source was operated in a continuous mode with a 1 mm aluminum filter, and the typical tube voltage was 50 kVp with tube current 1.4 mA [43] . The source to detector distance (SDD) and source to object distance (SOD) were set to 541.36 mm and 448.50 mm, respectively. 500 projection views with image size of 2240 × 2344 pixels were obtained by 360 • full scan. Finally, the FDK filtered backprojection method using GPU hardware acceleration was performed for 3-D reconstruction [44] . After micro-CT scanning and 3-D reconstruction, the real mouse was manually segmented into different tissue organs, shown in Fig. 1 . In the following bioluminescence experiments, only the thorax micro-CT images were used, including lung, bone, heart, liver and muscle as shown in Fig. 2(a) . Optical parameters from the literature [15, 19] and the references therein were assigned to each of the five components, as listed in Table 1 . For finite-element-based BLT reconstruction, the mouse phantom was discretized into a tetrahedral-element mesh, illustrated in Fig. 2(b) . For inverse problems, numerical simulations of reconstruction methods usually make use of the synthetic data from the forward problem. Therefore, the inverse crime is likely to occur when closely correlated computational ingredients are used in the forward solver and the inverse scheme [19] . In order to avoid the inverse crime problem, the synthetic data was produced by Molecular Optical Simulation Environment (MOSE) which is developed based on Monte Carlo method [28] . In the single source simulation, the solid spherical source with 1mm radius and source density of 0.238nano − Watts/mm 3 was centered at (22.8, 28.6, 12.5) inside the lung. The bioluminescent source was sampled by 1.0 × 10 6 photons and was assumed to obey the uniform distribution. In MOSE, the 3-D atlas was discritized by triangular elements with 49992 triangles and 24998 surface measurement points, shown in Fig. 2(c) . In the following experiments, the default value σ and p used in prior model were set 0.1 and 1.1, respectively. The stopping thresholds ε Φ , K max and ε log were 1.0 × 10 −8 , 10 and 1.0, respectively. In the experiment of single bioluminescent source, a priori permissible source region can be inferred from the surface light power distribution. Figure 3 shows four views of the surface light power distribution with an angular increment of 90 degrees, and red lines denotes the isoline of light power distribution on the phantom surface. From the Fig. 3 , the permissible source region can be inferred as:
when default value σ and p were used, the BLT reconstruction was performed and the procedure was terminated after 3 scans, the computational time was about 4 minutes. The corresponding results are shown in Fig. 4 and the reconstruction result indicates that the location of light source is accurately identified. The reconstruction central position and maximum source density were (22.88, 28.93, 12.87) and 0.234nano − Watts/mm 3 , respectively. The relative error (RE) between the real source and reconstruction result was 1.7%, which was calculated according to RE = S recons − S real /S real . S recons and S real are reconstructed source density and real source density, respectively.
In Table 2 , the actual bioluminescent source and the bioluminescent source reconstructed with and without Bayesian approach are compiled together for easy comparison. From the Table 2 , it can be seen that when the Bayesian approach is used, the bioluminescent source is more accurately reconstructed in terms of the position and source density.
In order to evaluate the robustness of the algorithm, different values of σ and p were set to perform BLT reconstruction when Gaussian noise with different levels was added to the Fig. 5 and corresponding quantitative results are compiled in Table 3 . The results show that the method is fairly robust with respect to both σ and p. Furthermore, the proposed algorithm was evaluated in the case of multiple bioluminescent sources. In the experiments, two light sources were placed in the lung with different edge-toedge distance and 20dB Gaussian noise was added to the synthetic data. The reconstruction results were demonstrated in Fig. 6 and quantitative results were compiled in Table 4 . In both cases, the maximum relative error between the actual and reconstructed source densities were 42%, but the reconstructed center positions were around the centers of the actual light sources. The physical phantom measurements were acquired based on an imaging configuration of the free-space BLT with 360 • geometry projections [38, 39] . The sketch of the system structure is shown in Fig. 7 . In the experiment, a cube resinous phantom with 20 mm side length was designed and manufactured. The phantom is made from polyoxymethylene, and one hole of 1.25 mm radius was drilled in the phantom to emplace the light source, as shown in Fig. 7(b) . According to luminescence principle of luminescent light stick, peroxide, ester compound solutions and fluorescent dye were injected into the hole in the phantom after thorough mix, and then the red light whose central wavelength located about 660 nm was emitted due to the chemical reaction of the mixed resolutions. In bioluminescent imaging, a liquid-nitrogen-cooled backilluminated CCD camera (Princeton Instruments VersArray 1300B) and a Micro-Nikkor 55 mm f/2.8 lens are used for data acquisition by multi-view noncontact detection mode in a dark environment. The sensitive CCD can generate 1340 × 1300 pixels and 16 bits dynamic range images with 20μm × 20μm sized pixel even if the detectable photon flux density of bioluminescent source on the phantom surface was very weak, reaching pico −Watts/mm 2 . The collected bioluminescent views need to be transformed from grey-scale pixel values into corresponding numbers in physical units. Therefore, camera calibration is a prerequisite for BLT [40] . In order to do this, we used an absolutely calibrated integrating sphere of 8-inches in diameter. A filter and variable attenuator help to select a particular wavelength and to control the light level entering the sphere. For a given wavelength, gray levels are associated with varying intensity values. In our experiment, the wavelength range is about 660 nm, and the calibration formula for the CCD camera is given by the formula
where ϕ represents phantom density (nano − Watts/mm 2 ) and pixel the pixel value. In addition, the optical parameters of the phantom were determined by a time-correlated single photon counting (TCSPC) system specifically constructed for the optical properties of the turbid medium [41] . The final measured optical parameters of the phantom at the wavelength around 660 nm were given as follows: the absorption coefficient μ a ≈ 0.0002mm −1 and the reduced scattering coefficient μ s = (1 − g)μ s ≈ 1.0693mm −1 [42] .
Experimental data acquisition and analysis
The physical phantom containing one source centered at (8.75, 8.75, 10) was mounted on a sample stage in front of the CCD camera and the experimental setup is placed in a totally dark imaging chamber to avoid external disturbance and light leaking. Under the computer control, a motorized rotation stage was used to rotate the phantom for recording the flux density with the CCD camera on the four surfaces of the phantom, as schematically shown in Fig. 7(c) . During each data acquisition, one luminescent view was taken by exposing the camera for 10 seconds. The collected pixel gray levels of each luminescent view were transformed into corresponding light units according to the aforementioned calibration formula Eq. (18) , and the light distribution of each view is demonstrated in Fig. 8 . For BLT reconstruction, a finiteelement mesh was built consisting of 1934 tetrahedron elements and 495 nodes with 225 datum nodes on the phantom surface, as shown in Fig. 9(a) . Then, the proposed algorithm was applied to reconstruct the light source distribution in the phantom, the result is presented in Fig. 9(b) . The reconstructed source located at (8.03, 8.40, 9.31) , the computational time was about 37 seconds. The reconstruction results indicates that the position of the light source is accurately identified. 
Discussion and conclusions
We have developed a novel BLT reconstruction algorithm to identify the bioluminescent source distribution based on Bayesian approach. The proposed algorithm was not only evaluated with a 3-D micro-CT atlas of inhomogeneous optical properties but also tested through a physical phantom experiment. All results demonstrate preferred localization and quantification both in source center and power. Our work shows the merits and potential of the Bayesian approach for optical molecular tomography. Taking into account the whole computational framework, there are several novel features which have been applied to the proposed algorithm. First, the Bayesian approach for BLT is firstly proposed. BLT attempts to reconstruct the distribution of the bioluminescent source from boundary measurements. While Bayesian approaches are well suited to the ill-posed problem and it provides a framework to incorporate multiple types of a priori information to reduce the ill-posedness of BLT such as anatomical tissue information, tissue optical parameter information and permissible source information. The algorithm maximizes the log posterior probability with respect to a noise parameter and the unknown source. In each scan, the spectral projected gradient-based optimization algorithm is used. Compared with known EM algorithm for BLT, the reconstruction time reported for EM is about several hours [21] , but our algorithm needs much less time than that, about tens or hundreds of seconds. Thus, the proposed algorithm is relative computationally inexpensive. Our study shows that the Bayesian approach provides an effective framework to reconstruct the distribution of bioluminescent source. Furthermore, the proposed Bayesian formulation can be extended to incorporate spectral character of bioluminescent source. Recently, the fusion of multi-modality is becoming an active research field. The Bayesian framework will present a new avenue to deal with the multi-modality information.
Second, in the Bayesian framework, a generalized adaptive Gaussian Markov random field (GAGMRF) prior model for unknown source density estimation is developed. The prior model introduce a prior information for unknown source, therefore, the ill-posedness of BLT can be further reduced. In addition, the prior model is adaptively determined on the basis of finite element analysis, which makes the proposed algorithm possible to handle a more complex geometrical model such as the real mouse phantom.
Another advantage of the proposed algorithm is its regularization property. For most algorithms existed for BLT, Tikhonov approaches are adopted and the regularization parameter has an important role in reconstruction result. Although regularization parameter can be determined with the well-known L-curve methods, the computational burden is expensive. Furthermore, the regularization parameter is not often selected accurately because of the ill-posedness of BLT. However, our algorithm is iterative and imposes regularization to the BLT problem by setting iteration numbers.
With the development of in vivo molecular imaging for small animals, it is necessary for reconstruction using a real animal-shape model. Furthermore, there is a need to take into consideration the heterogeneous optical properties of biomedical tissues. In our algorithm, a geometrical model is generated from a 3-D micro-CT mouse atlas, which is more accurate to evaluate the proposed algorithm than previous regular models. In addition, in order to avoid inverse crime, a Monte Carlo method is adopted to synthesize the measured data, which further ensures the presented algorithm evaluated properly.
In summary, we have presented a novel BLT reconstruction algorithm based on Bayesian approach and demonstrated its feasibility and potential with a micro-CT atlas. It can provide a preferred performance in view of reconstruction quality. Future work will focus on extending our algorithm to real mouse experiments to evaluate its performance as well as developing adaptive finite element meshes to enable increased resolution without overly increasing the computation burden. Relevant results will be reported later.
