By using a perturbation technique in critical point theory, we prove the existence of solutions for two types of nonlinear equations involving fractional differential operators.
Introduction
In this note we propose a few existence results for solutions to nonlinear elliptic equations driven by fractional operators. We will focus on two models: a pseudo-relativistic Hartree equation, and an equation involving the fractional laplacian. We refer to the next sections for more details on these problems.
Our approach relies on a perturbation technique in Critical Point Theory introduced some years ago by Ambrosetti and his collaborators. It is very useful when dealing with perturbation problems with lack of compactness. For the reader's sake, we collect in this Introduction the main ingredients of this method. The interested reader will find the complete theory in the book [2] .
The abstract setting
Consider a (real) Hilbert space H, and a family { f ε } of functionals f ε : H → R of class C 2 . We assume that
where G : H → R and f 0 : H → R satisfies (h 1 ) f 0 ∈ C 2 (H) has a smooth manifold Z of dimension d < ∞, such that f 0 (z) = 0 for every z ∈ Z.
(h 2 ) The linear operator f 0 (z) is a Fredholm operator of index zero, for every z ∈ Z.
f ε (z + w(z, ε)) = f 0 (z + w(z, ε)) + εG(z + w(z, ε)) = f 0 (z) + εG(z) + o(ε),
shows the following existence result. 1 Proposition 1.2. Under our general assumptions (h 1 ), (h 2 ) and (h 3 ), the functional f ε has at least one critical point, provided that G |Z has a stable critical point. In particular, this happens whenever there exist an open set A ⊂ Z and a point z 0 ∈ A such that G(z 0 ) < inf
For a neat exposition of the complete theory we refer to the book [2] , where the interested reader will find many applications and generalizations.
Pseudo-relativistic Hartree equations
As a first application of the general principle, we study a class of equations involving a fractional differential operator:
We suppose that µ > 0 is a given parameter. This equation, when ε = 0, is related to models from astrophysics and boson stars (see [7, 8] for references). For the reader's sake, we recall that the operator −∆ + m 2 can be defined on f ∈ H 1 (R 3 ) by the following formula:
where F is the Fourier transform and ξ ∈ R 3 . An alternative approach to this fractional operator is through a local realization:
Here
and this implies that
and therefore
Since the group of translations acts on solutions to (3), we face here a non-trivial lack of compactness: generally speaking, Palais-Smale sequences need not be (relatively) compact. Let us see how the perturbation technique presented in the Introduction may help us to overcome this issue.
To embed this problem into our abstract scheme, we set H = H 1 2 (R), the usual Sobolev space of fractional order that can also be seen as the trace space of H 1 (R 3+1 + ), and
We assume that g ∈ L ∞ (R 3 ). Since the convolution kernel x → |x| −1 belongs to the Lorentz space L 3 w (R 3 ), we can invoke the following weak Young inequality to conclude that f ε is well-defined:
where C > 0 is a universal constant independent of u ∈ H 1 2 (R 3 ). We recall that the Lorentz space (or weak L 3 space) L 3 w (R 3 ) is the set of those functions f for which the quasi-norm 2 f
, as is immediately seen by writing, for R > 0,
It is also easy to check that f ε ∈ C 2 (H). For our setting we define
Let us recall some important facts proved in [14] . If
we consider the variational problem
Then there exists a number (called the Chandrasekar mass) N c > 4/π such that
• E(N) is attained if and only if 0 < N < N * ; the corresponding minimizer
for some Lagrange multiplier µ ∈ R.
• Any minimizer Q of E(N) belongs to H s (R 3 ) for all s ≥ 0 and Q decays exponentially fast at infinity.
• Any minimizer Q is radially decreasing and positive everywhere.
• If N 1, then there exists one and only one minimizer Q (up to translations), which is non-degenerate in the following sense: the linearized operator
satisfies the condition
Remark 2.1. The Lagrange multiplier µ cannot be discarded. From a technical viewpoint this is due to the lack of scaling properties for
But this also reflects the fact that E(N) is attained only if N is strictly smaller than the Chandrasekar mass.
From this moment we fix N 1 and its Lagrange multiplier µ in such a way that E(N) is uniquely solvable by a non-degenerate element Q. Without loss of generality, we can assume m = 1.
We define the manifold
Since the Euler-Lagrange equation associated to critical points of f 0 is invariant under translations, each element of Z is a critical point of f 0 .
Lemma 2.2. The linear operator f 0 (z) is Fredholm of index zero at every z ∈ Z.
Proof. Since
it suffices to check that f 0 (z) is a compact perturbation of the identity. Therefore, we need to check that
whenever {v n } and {w n } are bounded sequences in H 1 2 (R 3 ). Of course, we can assume without loss of generality that v n 0 and w n 0.
The first term in K(v n , w n ) goes to zero because it can be seen as a multiplication operator with |x| −1 * |Q| 2 , and
This was proved in [6, Lemma 2.13] in a slightly different context. We recall the short argument in [7] : given ε > 0, fix ρ > 0 such that
for r > 3/2, and we conclude by letting |ζ | → +∞.
As for the second term, fix δ > 0 and R > 0. Define
and remark that supp Θ R δ ⊂ B(0, R). We apply Young's inequality and get
We need to prove that
To this aim, pick any ε > 0 and choose a radius R 1 > 0 such that
Then write R 2 = R 1 + R, so that Θ R δ (z − y) = 0 whenever |y| < R 1 and |z| ≥ R 2 . Now,
, and the right-hand side goes to zero because v n → 0 strongly in L 2 loc thanks to Lemma 3.1. Our claim (7) follows by letting n → +∞, R → +∞ and finally δ → 0.
As a consequence, our problem fits into the abstract framework. Here is a possible existence result. Theorem 2.3. Pick N > 0 so small that the variational problem E(N) has a unique non-degenerate ground state Q ∈ H 1 2 (R 3 ); let µ ∈ R 3 be the corresponding Lagrange multiplier. Assume moreover that g ∈ L ∞ (R 3 ) vanishes at infinity and does not change sign. Then, for every ε sufficiently small, equation (3) has (at least) a solution u ε ∈ H 1 2 (R 3 ) such that u ε Q(· − ξ ), for a suitable choice of ξ ∈ R 3 .
Proof. Set Q = |x| −1 * |Q| 2 |Q| 2 ∈ L 1 (R 3 ), and recall that |x| −1 * |Q| 2 ∈ L ∞ (R 3 ) by (6) . The abstract scheme invites us to looking for stable critical points of the (finitedimensional) function
Let us decompose G(ξ ) = G 1 (R, ξ ) + G ∞ (R, ξ ), where R > 0 and
We can estimate, for some constant C ∞ > 0,
On the other hand,
Let ε > 0. Fix R = R(ε) > 0 such that sup |x|≥R |g(x)| < ε. The right-hand side of (9) tend to zero as |ξ | → +∞, and thus lim sup
Since this is true for any ε > 0, we conclude that
and that G does not change sign. Therefore G must have a strict local maximum (or minimum) point at some ξ 0 . It now suffices to apply Proposition 1.2.
By exploiting the exponential decay of Q, we can prove a similar result under different assumptions.
Theorem 2.4. Pick N > 0 so small that the variational problem E(N) has a unique non-degenerate ground state Q ∈ H 1 2 (R 3 ); let µ ∈ R 3 be the corresponding Lagrange multiplier. Assume moreover that g ∈ L θ (R 3 ) for some θ > 1 and g does not change sign. Then, for every ε sufficiently small, equation (3) has (at least) a solution u ε ∈ H 1 2 (R 3 ) such that u ε Q(· − ξ ), for a suitable choice of ξ ∈ R 3 .
Proof. Once more, G does not change sign, and G(ξ ) = G 1 (R, ξ ) + G ∞ (R, ξ ). Now,
Similarly,
In these estimates, 1/θ + 1/θ = 1, and Q ∈ L θ (R 3 ) thanks to the exponential decay. Letting R → +∞ and then |ξ | → +∞, we conclude as before that lim |ξ |→+∞ G(ξ ) = 0, and consequently G attains either a strict local maximum or a strict local minimum (or both).
Remark 2.5. The assumption that g has constant sign ensures that G is non-constant. We can also allow sign-changing perturbations g, for example under the assumption that
Remark 2.6. The reader will realize that we can deal with perturbed equations other than (3). For example we could prove a similar existence result for
provided that the integral R 3 g(x)|u(x)| p+1 dx is finite for every u ∈ H.
A model with the fractional laplacian
Equations governed by fractional powers of the Laplace operator ∆ arise in several physical models, and we refer to [13] for some discussion. In this section we show that some existence results can be easily proved also for some of these problems. Let us consider the problem
where 0 < s < 1 and
The function h is a bounded potential and ε > 0 is a "small" parameter. Our aim is to find solution of (10) as ε → 0.
Equations of this form have been widely investigated in the last decades when s = 1, i.e. when the differential operator coincides with the standard laplacian. For fractional operators, to the best of our knowledge, the literature is still growing. With ε = 1 and in dimension N ≥ 2, a similar problem is studied in [11] and in [10] under suitable assumptions on h. See also references therein.
We wish to spend a few words on the operator (−∆) s appearing on the left-hand side of (10) . This operator is called fractional laplacian (of order s) and there are several almost equivalent definitions. A first approach is to regard this operator via Fourier analysis: for every test function ϕ, 
where
Either definition makes it clear that (−∆ s ) is a non-local operator: unlike the standard laplacian (s = 1), the value of (−∆ s )ϕ depends on the values of ϕ in the whole R. In particular, compactly supported functions won't have, in general, compactly supported fractional laplacians. This is a serious obstruction to the use of standard techniques of nonlinear differential equations such as localization and cut-offs. Recently, Caffarelli and Silvestre proved in [5] a very interesting local realization of the fractional laplacian via a Dirichlet-to-Neumann operator. Roughly speaking, we can add one more variable and solve the linear problem in
This approach is very useful for solving differential equations, as we can work again in a local setting. Once more, it is clear from either definition that problems like (10) are non-compact, due to the action of the group of translations.
In the sequel, the rôle of (−∆) s will be somehow hidden in the unperturbed problem (see below for the definition), and we will use the definition via Fourier analysis only for definiteness.
A function space that can be used quite naturally to study equation (10) is the fractional Sobolev space 4
endowed with the norm
We recall an embedding property for this space. For more information about fractional Sobolev spaces, we recommend the recent survey [9] .
is continuously embedded into L q (R). Moreover, this embedding is locally compact provided that 2 ≤ q < 2 s .
Theorem 3.5 (Franck and Lenzmann). Let 0 < s < 1 and 0 < p < p † . Suppose that Q ∈ H s (R) is a positive solution of (12) and consider the linearized operator
. Then the following condition holds: If Q ∈ H s (R) is a local minimizer for J s,p , then L+ is non degenerate, i.e. its kernel satisfies ker L+ = span{Q }.
In particular, any ground state solution Q = Q(|x|) of equation (12) has a non degenerate linearized operator L + .
Theorem 3.6 (Franck and Lenzmann). Let 0 < s < 1 and 0 < p < p † . Then the ground state solution Q = Q(|x|) > 0 for equation (12) is unique.
We now introduce our manifold
where Q is the unique, radially symmetric, positive ground state solution of (12) . Each element of Z is a critical point of f 0 ; moreover, since Q decays at infinity, it is standard to check that D 2 f 0 (z) is a compact perturbation of the identity, for every z ∈ Z, and assumption (h 2 ) is thus matched. By the same token as in the previous section, we can prove the next existence result.
Theorem 3.7. Assume h ∈ L ∞ (R) has constant sign and lim |x|→+∞ h(x) = 0. Suppose that 0 < s < 1 and 0 < p < p † . Then, for every ε sufficiently small, equation (10) has a non-trivial solution u ε Q(· −θ ), for someθ ∈ R.
Proof. We need to find stable critical points of the function
As in the proof of Theorem 2.3, G(θ ) → 0 as θ → ±∞, and sign G = sign h. Hence G has either a strict minimum or a strict maximum point (or both), and we conclude.
Also in this case we can modify the assumptions on h and replace them by some integrability condition. However, the solution Q no longer decays exponentially fast at infinity, and we must be more precise.
If h does not change sign, then, for every ε sufficiently small, equation (10) has a non-trivial solution u ε Q(· −θ ), for someθ ∈ R.
Proof. The proof is similar to that of Theorem 2.4. However, when applying Hölder's inequality, we must be sure that
where 1/θ + 1/θ = 1. This is true if
which boils down to
The case 1/2 ≤ s < 1 is easier.
Remark 3.9. Of course stable critical points of G may also occur under different assumptions on h. Moreover, different stable critical points of G give rise to different solutions of (10); if we know that G has two (ore more) stable critical points, then our equation will have two (or more) solutions.
Comments and perspectives
• It is easy to use the regularity estimates of [7, 8] and [11] to prove that our solutions have additional regularity.
• Although obtained by rather easy considerations, we believe that our existence results are new and cannot be easily recovered by adapting the corresponding methods for the unperturbed problems. We wish to remark that, to the best of our knowledge, for fractional operators there is no precise analysis of loss of compactness in the existing literature. In the recent preprint [16] the author's assumptions allow non-constant potential functions, but they should be radially symmetric. We do not expect our solutions to be necessarily invariant under rotations.
• Unlike the operator √ −∆ + m 2 , the fractional laplacian (−∆) s scales in a standard way: under a dilation x → εx, the fractional laplacian becomes ε 2s (−∆) s . Therefore it is tempting to investigate the singularly perturbed equation
where V : R → R is ax external potential function. When s = 1, i.e. when the fractional laplacian reduces to the local Laplace operator, equations like (13) appear in a lot of papers. Roughly speaking, single-peak solutions, i.e. solutions that concentrate at some point as ε → 0, are generated by "good" critical points of V . These solutions can also be discovered by a suitable modification of the perturbation developed in [1] and generalized in [3] . See also [2] for a survey. However, it seems that the slow decay at infinity of solutions to (−∆) s u + u = |u| p u is a severe obstruction. We believe that the analysis of singularly perturbed problems for non-local operators should be pursued further.
• Another interesting issue is to extend the results of non-degeneracy for the fractional laplacian to higher dimensions. The main ingredient for our approach to work again is a version of Theorem 3.5 in general dimension N > 1. The proof of [13] is heavily based on results about the number of zeroes of an eigenfunction corresponding to the second eigenvalue for operators like (−∆) s +V , where V is a suitable potential (see the comments in [12] ). This approach cannot be immediately generalized to any space dimension.
