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resumo 
 
 
A presente dissertação tem como objetivo abordar a 
inferência bayesiana e algumas das suas aplicações 
económicas mais recentes, como é o caso dos modelos 
Dynamic Stochastic General Equilibrium (DSGE) e dos 
Modelos Autorregressivos Bayesianos (BVAR). São 
apresentados e descritos aspectos teóricos importantes 
relativamente à inferência Bayesiana, tais como o 
teorema de Bayes, distribuições a priori e métodos 
Monte Carlo Via Cadeia de Markov (MCMC). Usando 
um modelo de três equações, a metodologia Bayesiana 
é aplicada aos modelos DSGE, mais precisamente um 
Novo Modelo Macroeconómico Keynesiano. Uma 
aplicação prática é apresentada para a Roménia, 
representada numa pequena economia fechada, descrita 
em três equações que definem a dinâmica do modelo 
com os três agentes económicos principais: famílias, 
empresas e autoridades institucionais; e inclui 3 
choques: na oferta, na procura e monetário. Também se 
apresenta um modelo BVAR para a economia Romena, 
apresentando-se a definição teórica e usando o software 
Eviews para o cálculo das funções impulso-resposta. 
Para o cálculo, é escolhido a distribuição a priori 
de Sims-Zha Normal Flat. Para este modelo também é 
apresentado uma interpretação económica dos outputs. 
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abstract 
 
This dissertation aims to provide a Bayesian 
approach and its most recent economic applications, such 
as the Dynamic Stochastic General Equilibrium (DSGE) 
and Bayesian Autoregressive models (BVAR). Important 
theoretical aspects regarding Bayesian inference are 
presented and described such as the Bayes Theorem, prior 
distributions and MCMC methods. Using a three equations 
model, the Bayesian methodology is applied to DSGE 
models, more precisely a New Keynesian Macroeconomic 
Model. A practical application is presented for Romania, 
represented as a small closed economy, described in three 
equations that define the dynamics of the model with the 
three main economic agents: households, firms and 
budgetary authorities; and includes 3 shocks: supply, 
demand and money. It is also presented a BVAR model for 
the Romanian economy, showing the theoretical definition 
and using Eviews software to calculate the impulse-
response functions. For the calculation it is chosen a Sims-
Zha Normal Flat prior distribution. An economic 
interpretation of the outputs is also presented for this 
model. 
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1. Introdução 
 
Durante o ano de 1740, o então Reverendo Thomas Bayes fez uma inusitada 
descoberta à qual atribuíu o seu nome mas que, por razões desconhecidas, foi esquecida.  
Duranto o século XVIII, Thomas Bayes decidiu estudar o que se pode chamar “inferir 
causas a partir de efeitos”. Basicamente, estudou a probabilidade de um determinado 
evento futuro ocorrer se só é conhecido quantas vezes ocorreu ou se nunca ocorreu no 
passado. A experiência que Bayes realizou para provar o seu ponto de vista consistia em 
ele estar de costas viradas para uma mesa, enquanto o seu assistente atirava uma bola para 
cima da mesa. A probabilidade da bola cair em qualquer ponto da mesa é igual, no entanto, 
Bayes teria de descobrir em que ponto da mesa a bola caiu. De seguida, o assistente atiraria 
uma segunda bola, mas informaria se a bola caiu à esquerda ou à direita. Assim, e segundo 
pensou Bayes, se a segunda bola caiu à esquerda, era mais provável que a primeira bola 
teria caído à direita. Pedindo ao assistente que atirasse a segunda bola uma vez mais, e se 
esta caísse mais uma vez à esquerda, então a probabilidade da primeira bola estar à direita 
aumentaria ainda mais (McGrayne, 2011). 
A cada experiência realizada com a segunda bola, Bayes poderia descrever a 
probabilidade resultante da queda da primeira bola. 
O sistema descrito por Bayes era simples: existia uma crença inicial, e a cada 
experiência realizada com a segunda bola, nova informação era adicionada, resultando 
sempre numa nova e melhorada crença (neste aspecto, isto pode ser resumido numa a 
priori mais uma verosimilhança de uma nova observação dada uma hipótese a fim de obter 
uma a posteriori). 
No entanto, o trabalho de Thomas Bayes foi esquecido e até exaustivamente 
criticado de forma negativa por outros matemáticos da época por ser um trabalho que se 
baseava em “adivinhar” ou “ter um palpite” acerca da experiência realizada; segundo, 
Bayes atribui probabilidade igual a cada experiência, visto que não sabia o que acreditar. 
Para os matemáticos da época, este “palpite irrealista” que hoje podemos chamar de 
informação a priori, era visto como imensurável. 
As suas experiências apenas foram publicadas após a sua morte  em 1761, pelo seu 
amigo Richard Price que encontrou as suas notas e decidiu publicá-las. No entanto, nunca 
foi dada grande importância à sua descoberta mesmo depois de publicada. 
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Tudo mudou quando o então jovem matemático Pierre-Simon Laplace teve acesso 
a um (quase) infinito conjunto de dados sobre astronomia, resultado de um progresso 
científico avançado que se viveu na Europa no final do século XVIII. Laplace acreditava 
que um vasto conjunto de dados poderia ser estudado usando a teoria da probabilidade. O 
mecanismo de Bayes permitiu a Laplace estudar taxas de nascimento. Ele notou que, 
apesar de pouco significamente, nasciam mais rapazes que raparigas e queria saber se este 
fenómeno era constante ou abnormal. Aos seus palpites, Laplace começava por atribuir 
uma probabilidade igual. À medida que novas informações lhe chegavam às mãos, os seus 
palpites eram actualizados (Moore, 2008). 
 
De acordo com McGrayne (2011) a estatística Bayesiana teve a sua importância na 
teoria económica quando, nas décadas de 1960-70, os modelos macroeconómicos da altura 
começaram a sofrer fortes críticas relativamente à sua eficácia em avaliar e prever 
variáveis macroeconómicas. 
Durante a década de 1980, começaram a surgir pesquisas relacionadas com os 
“Real Business Cycles” (RBC), uma nova forma de estudar flutuações macroeconómicas, 
sendo um dos principais trabalhos na área realizado por Kydland e Prescott (1982). Surgia 
assim um novo tipo de modelos onde os agentes económicos privados tinham um 
comportamento direccionado para a optimização, beneficiando de expectativas racionais. 
Apesar do novo modelo se comportar como um modelo “Dynamic Stochastic General 
Equilibrium” (DSGE), os estudos realizados nesta área começaram a sofrer fortes críticas, 
nomeadamente de serem modelos insuficientes para os Bancos Centrais e nas suas análises 
macroeconómicas. 
Foi então que, na década de 1990, uma nova abordagem a estes modelos foi feita: 
modelos baseados nos paradigmas da macroeconomia Keynesiana. Apesar de que, na 
génese dos modelos DSGE ainda existam conceitos dos modelos RBC (“Real Business 
Cycles”), os modelos Keynesianos verificaram uma abordagem largamente distinta na 
forma em que   introduziam um novo conjunto de abordagens aos modelos DSGE. 
De uma forma geral, a estatística Bayesiana começou a ser aplicada à teoria 
económica nos anos de 1960-70, apesar de que, Marschak (1951) reconheceu as vantagens 
da mesma. Pode-se afirmar que os primeiros trabalhos econométricos que usam estatística 
Bayesiana surgiram no início dos anos 1960 por Jacques Drèze, Clifford Hildreth, Thomas 
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J. Rothenberg, George Tiao e Arnold Zellner. Entre os anos de 1960-70 tecnicas 
econometrico-Bayesianas foram um foco muito importante, o que levou Arnold Zellner a 
publicar um importante trabalho na área, An Introduction To Bayesian Inference in 
Econometrics (1971). A estatística Bayesiana também se tornou bastante atractiva para 
Christopher Sims, e no seu estudo para modelos “Vector Autoregressive” (abreviadamente 
VAR), nomeadamente para o estudo de modelos “Bayesian Vector Autoregressive” 
(designados por BVAR).  
Devido aos avanços computacionais nos anos de 1980, os métodos de Monte Carlo 
via Cadeias de Markov tonaram-se extremamente populares, verificando-se um enorme 
crescimento na área da econometria Bayesiana a partir de 1990. 
 
 O objectivo deste estudo é abordar os principais tópicos de inferência Bayesiana e a 
sua aplicação na teoria económica, nomeadamente a apresentação empírica e teórica de um 
modelo DSGE e um modelo BVAR. Ambos os modelos foram aplicados à economia 
Romena. A escolha da Roménia prendeu-se, sobretudo, pelo fraco desenvolvimento dos 
modelos em estudo neste país. O desenvolvimento desta dissertação baseou-se em 
documentos, textos, trabalhos e/ou publicações onde se resumem os principais tópicos de 
inferência Bayesiana e aplicações práticas (neste caso, à ciência económica), visto ser 
actualmente um campo de grande estudo e aplicações a diferentes áreas científicas.  
Assim, no capítulo 2, referimos os principais aspectos teóricos Bayesianos, como é o caso 
do teorema de Bayes, distribuições a priori, inferência Bayesiana e, claro, computação 
Bayesiana (Métodos de Monte Carlo). No capítulo 3 são discutidos os aspectos gerais dos 
modelos DSGE, como a função verosimilhança e o filtro de Kalman, assim como a ponte 
entre estes modelos e a teoria Bayesiana. É aplicado a um conjunto de dados da economia 
romena um modelo Keynesiano de 3 equações, fazendo-se, posteriormente, a interpretação 
económica dos outputs, usando-se, para tal, o software Matlab. Por fim, no capítulo 4, é 
discutida a formulação dos modelos BVAR e a sua conexão à inferência Bayesiana, 
concluindo, mais uma vez, com uma aplicação prática à economia romena que foram 
trabalhados no software Eviews. Finaliza-se o trabalho tecendo algumas conclusões no 
capítulo 5. Os Apêndices A, B e C apresentam respectivamente a teoria microeconómica 
para o modelo Keynesiano de três equações, o código do programa feito para o Dynare, e o 
diagnóstico de convergência do método Metropolis-Hastings e validação do modelo. Em 
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suma, o trabalho está dividido em 3 grandes tópicos: descrição dos aspectos mais 
importantes da inferência Bayesiana; teoria e aplicação prática de um modelo DSGE de 3 
equações à economia romena e por fim, teoria e aplicação prática de um modelo BVAR 
também à economia romena. 
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2. Tópicos de Inferência Bayesiana 
 
A informação dada sobre uma determinada quantidade de interesse 𝜃 é fundamental na 
estatística. O verdadeiro valor de 𝜃 é desconhecido e o objectivo é tentar reduzir este 
desconhecimento. Além disso, a intensidade de incerteza a respeito de 𝜃 pode assumir 
diferentes graus. Do ponto de vista Bayesiano, estes diferentes graus de incerteza são 
representados através de modelos probabilísticos para 𝜃. Neste contexto, é natural que 
diferentes investigadores possam ter diferentes graus de incerteza sobre 𝜃, por exemplo, ao 
especificar modelos distintos. Sendo assim, não existe nenhuma distinção entre 
quantidades observáveis e os parâmetros de um modelo estatístico; todos são considerados 
quantidades aleatórias. 
 
2.1. Teorema de Bayes 
 
Considere-se uma quantidade de interesse desconhecida 𝜃 (não observável). A 
informação que dispomos sobre 𝜃, quantificada probabilisticamente através de 𝑝(𝜃) pode 
ser aumentada observando-se uma quantidade aleatória 𝑋 relacionada com 𝜃. Esta relação 
pode ser escrita como sendo a distribuição conjunta entre duas densidades a que referimos 
como sendo a distribuição a priori 𝑝(𝜃) e a distribuição amostral 𝑝(𝑥|𝜃), 
 
𝑝(𝜃, 𝑥) = 𝑝(𝜃)𝑝(𝑥|𝜃). 
  
Desta expressão, sabendo o valor de um conjunto de dados 𝑋 = 𝑥 , e que 𝜃  é 
contínuo, usando o conceito de probabilidade condicional podemos obter a distribuição a 
posteriori através da função densidade de probabilidade 
 
𝑝(𝜃|𝑥) =
𝑝(𝜃,𝑥)
𝑝(𝑥)
=
𝑝(𝑥|𝜃)𝑝(𝜃)
𝑝(𝑥)
=
𝑝(𝑥|𝜃)𝑝(𝜃)
∫ 𝑝(𝜃,𝑥)𝑑𝜃
 . 
 
A ideia é que após observar 𝑋 = 𝑥 a quantidade de informação sobre 𝜃 aumenta e o 
teorema de Bayes é a regra de actualização utilizada para quantificar este aumento de 
informação. Assim, a expressão anterior fica conhecida como teorema de Bayes. 
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Note-se que 1/𝑝(𝑥),  que não depende de 𝜃,  funciona como uma constante 
normalizadora para 𝑝(𝜃|𝑥).  
Para um valor fixo de 𝑥, a função 𝑙(𝜃; 𝑥) = 𝑝(𝑥|𝜃) fornece a plausibilidade ou 
verosimilhança de cada um dos possíveis valores de 𝜃 , enquanto que 𝑝(𝜃) é chamada 
distribuição a priori de 𝜃. Estas duas fontes de informação, a priori e verosimilhança, são 
combinadas levando à distribuição a posteriori  𝑝(𝜃|𝑥). Assim, a forma usual do teorema 
de Bayes é 
 
𝑝(𝜃|𝑥) ∝ 𝑙(𝜃, 𝑥)𝑝(𝜃). 
 
Note-se que ao omitir o termo 𝑝(𝑥), a expressao da a posteriori é conhecida a 
menos de uma constante de proporcionalidade. Esta forma simplificada do teorema de 
Bayes é útil em problemas que envolvam estimação de parâmetros, já que o denominador é 
apenas uma constante normalizadora.  
Também é fácil de observar que a probabilidade a posteriori de um particular conjunto de 
valores 𝜃 será pequena se 𝑝(𝜃) ou 𝑙(𝜃; 𝑥) for pequena para este conjunto. Em particular, se 
atribuirmos probabilidade a priori igual a zero para um conjunto de valores de 𝜃 então a 
probabilidade a posteriori será zero qualquer que seja a amostra observada. 
A constante normalizadora da a posteriori pode ser facilmente recuperada, pois 
𝑝(𝜃|𝑥) = 𝑘𝑝(𝑥|𝜃)𝑝(𝜃) onde 
 
𝑘−1 = ∫ 𝑝(𝑥|𝜃)𝑝(𝜃) 𝑑𝜃 = 𝐸𝜃[𝑝(𝑋|𝜃)] = 𝑝(𝑥) 
 
chamada de distribuição de previsão. Esta é a distribuição esperada para a observação 𝑥 
dado 𝜃. Assim: 
i. antes de observar 𝑋 podemos verificar a adequação da priori fazendo previsões via 
𝑝(𝑥); 
ii. se 𝑋 observado recebia pouca probabilidade de previsão então o modelo deve ser 
questionado; 
iii. Se, após observar 𝑋 = 𝑥, estamos interessados na previsão de uma quantidade 𝑌, 
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também relacionada com 𝜃, e descrita probabilisticamente por 𝑝(𝑦|𝜃), então 
 
𝑝(𝑦|𝑥) = ∫ 𝑝(𝑦, 𝜃|𝑥) 𝑑𝜃 = ∫ 𝑝(𝑦|𝜃, 𝑥)𝑝(𝜃|𝑥) 𝑑𝜃 = ∫ 𝑝(𝑦|𝜃)𝑝(𝜃|𝑥) 𝑑𝜃 
 
onde a última igualdade deve-se à suposição de independência de 𝑋 e 𝑌 condicionados por 
𝜃 . Esta hipótese de independência condicional está presente em muitos problemas 
estatísticos. Note-se que as previsões são sempre verificáveis uma vez que 𝑌  é uma 
quantidade observável. Finalmente, segue-se da última equação que 
 
𝑝(𝑦|𝑥) = 𝐸𝜃|𝑥[𝑝(𝑌|𝜃)]. 
 
 
Fica claro também que os conceitos de a priori e a posteriori são relativos àquela 
observação momentânea. Assim, 𝑝(𝜃|𝑥) é a distribuição a posteriori de 𝜃 em relação a 𝑋 
(que foi observado) mas é a distribuição a priori de 𝜃 em relação a 𝑌 (que ainda não foi 
observado). Após observar 𝑌 = 𝑦 uma nova distribuição a posteriori (relativa a 𝑋 = 𝑥 e 
𝑌 = 𝑦) é obtida aplicando-se novamente o teorema de Bayes.  
 
2.2. Distribuições a priori 
 
A utilização de informação a priori em inferência Bayesiana requer a especificação de 
uma distribuição a priori para a quantidade de interesse 𝜃 . Esta distribuição deve 
representar, probabilisticamente, o conhecimento que se tem sobre 𝜃 antes da realização da 
experiência.  
 
2.2.1. A priori’s conjugadas 
 
Tendo em conta o conhecimento que se tem sobre 𝜃, podemos definir uma família 
paramétrica de densidades. Neste caso, a distribuição a priori é representada por uma 
forma funcional, cujos parâmetros devem ser especificados de acordo com este 
conhecimento. Estes parâmetros indexadores da família da distribuições a priori são 
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chamados de hiperparametros, de forma a distingui-los dos parâmetros de interesse 𝜃. 
Esta abordagem, no geral, facilita a análise e o caso mais importante é o de a priori’s 
conjugadas. A ideia é que as distribuições a priori e a posteriori pertençam à mesma classe 
de distribuições e, desta forma, a actualização que se tem de 𝜃  apenas envolve uma 
mudança nos hiperparametros. Neste caso, o aspecto sequencial do método Bayesiano 
pode ser explorado definindo-se apenas a regra de actualização dos hiperparametros, já que 
as distribuições permanecem as mesmas.  
 
Definição 1.1 : Se 𝐹 = {𝑝(𝑥|𝜃), 𝜃 ∈ 𝛩} é uma classe de distribuições amostrais, então 
uma classe de distribuições 𝑃 é conjugada de 𝐹 se ∀ 𝑝(𝑥|𝜃) ∈ 𝐹 e 𝑝(𝜃) ∈ 𝑃 ⇒ 𝑝(𝜃|𝑥) ∈
𝑃. 
 
Gamerman (1997) alerta para o cuidado com a utilização indiscriminada de a a 
priori’s conjugadas. Essencialmente, o problema reside no facto de que a priori conjugada 
nem sempre ser uma representação adequada da incerteza a priori. A sua utilização está 
muitas vezes associada à facilidade do tratamento analítico.  
Uma vez entendidas as suas vantagens e desvantagens, a questão que se coloca agora é 
como obter uma família de distribuições conjugadas. Para tal, basta seguir os seguintes 
passos: 
i. Identificar a classe 𝑃  de distribuições tal que 𝑙(𝜃; 𝑥)  seja proporcional a um 
membro desta classe; 
ii. Verificar se 𝑃 é fechado por amostragem, i.e, se ∀ 𝑝1, 𝑝2 ∈ 𝑃 ∃ 𝑘 tal que  
𝑘𝑝1𝑝2  ∈ 𝑃. 
Se, além disso, existe uma constante 𝑘  tal que 𝑘−1 = ∫ 𝑙(𝜃; 𝑥)𝑑𝜃 <  ∞ e todo 𝑝 ∈ 𝑃  é 
definido como 𝑝(𝜃) = 𝑘 𝑙(𝜃; 𝑥) então 𝑃 é a família conjugada natural ao modelo amostral 
gerador de 𝑙(𝜃; 𝑥). 
 
 
2.2.2. A priori’s não informativas 
 
Neste caso, analisaremos a especificação de distribuições a priori quando se espera que 
a informação dos dados seja dominante, no sentido em que a nossa informação a priori é 
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vaga.  
Os conceitos de conhecimento « vago », « não informação », ou « ignorância » a priori, 
claramente não são únicos e o problema de caracterizar a priori’s com tais características 
pode-se tornar bastante complexo.  
Por outro lado, reconhece-se a necessidade de alguma forma de análise que, em certo 
momento, consiga captar esta noção de uma a priori que tenha efeito mínimo 
relativamente aos dados, na inferência final. Tal análise pode ser pensada como ponto de 
partida quando não se consegue fazer uma elicitação detalhada do verdadeiro 
conhecimento a priori.  
A primeira ideia de não informação a priori que se pode ter é pensar em todos os 
possíveis valores de 𝜃  como igualmente prováveis, i.e, com uma distribuição a priori 
uniforme. Neste caso, fazendo 𝑝(𝜃) ∝ 𝑘  para 𝜃  variando num subconjunto da recta 
significa que nenhum valor em particular é preferível (Bayes, 1763). Porém, esta escolha 
da distribuição a priori pode trazer algumas dificuldades técnicas, nomeadamente   
I. se o intervalo de variação de 𝜃 for ilimitado, então a distribuição é imprópria, i.e, 
∫ 𝑝(𝜃) 𝑑𝜃 = ∞ ; 
 
II. se ∅ = 𝑔(𝜃) é uma reparametrização não linear monótona de 𝜃, então 𝑝(∅) é não 
uniforme já que pelo teorema de transformação de variáveis 𝑝(∅) =
𝑝(𝜃(∅)) |
𝑑𝜃
𝑑∅
| ∝ |
𝑑𝜃
𝑑∅
|. 
 
Na prática, como estamos interessados na distribuição a posteriori não se dá muita 
importância ao facto da distribuição a priori não ser própria. No entanto, devemos sempre 
verificar se a distribuição a posteriori é própria antes de fazer qualquer inferência, porque 
toda a inferência é feita a partir dela.  
 
Jeffreys (1961) propõe um procedimento para a obtenção de a priori’s impróprias baseado 
na quantidade de informação de Fisher. 
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2.3. Inferência Bayesiana 
 
i. Estimação pontual 
 
Uma vez calculada a distribuição a posteriori, terão de ser estimados os parâmetros do 
modelo.  
Como a distribuição a posteriori incorpora toda a informação, é com base nela que se 
aborda toda a problemática da inferência. 
Com o objectivo de se estimarem os parâmetros, qualquer medida de localização da 
distribuição a posteriori poderá ser usada, i.e, a moda a posteriori, a média a posteriori ou 
a mediana a posteriori. A sua escolha depende das características da distribuição a 
posteriori (por exemplo, se é simétrica ou não, muito ou pouco enviesada,…). 
Usualmente, e quando as distribuições a posteriori são aproximadamente simétricas, usa-
se a média a posteriori, caso contrário usa-se a mediana da distribuição a posteriori.  
 
ii. Estimação por intervalos de credibilidade 
Voltamos a enfatizar que a forma mais adequada de expressar a informação que se tem 
sobre um parâmetro  é através da sua distribuição a posteriori. A principal restrição da 
estimação pontual é que quando estimamos um parâmetro através de um único valor 
numérico toda a informação presente na distribuição a posteriori é resumida num único 
valor numérico. É também importante associar alguma informação sobre o quão precisa é a 
especificação deste número.  
Em estatística Bayesiana, um intervalo de credibilidade é um intervalo de probabilidade a 
posteriori, usado para fins similares aos dos intervalos de confiança na estatística clássica. 
No entanto e, no geral, os intervalos de credibilidade Bayesianos não coincidem com os 
intervalos de confiança visto que o intervalo de credibilidade incorpora toda a informação 
sobre o problema usando a  distribuição a posteriori (que incorpora a informação a priori 
sobre o parâmetro e a informação contida nos dados); por outro lado, os intervalos de 
confiança são baseados unicamente na informação contida nos dados e traduzida pela 
verosimilhança da amostra. 
Existem vários modos de construir intervalos de credibilidade a partir de uma dada 
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distribuição de probabilidade. Por exemplo: 
 
I. escolher o intervalo mais estreito, o qual, para uma distribuição unimodal envolverá 
a escolha dos valores de mais alta densidade probabilística (também conhecidos 
como intervalos highest probability density (HPD)), incluindo a moda. 
II. escolher o intervalo onde a probabilidade de estar abaixo do intervalo é tão 
provável quanto estar acima dele; o intervalo incluirá a mediana. 
III. escolher o intervalo no qual a média seja o ponto central. 
 
2.4. Computação Bayesiana 
 
Como dito anteriormente, estamos interessados em estimar parâmetros. Estes podem ser 
calculados através de valores esperados, usando métodos baseados em simulação, sendo o 
Método de Monte Carlo um dos mais usados e importantes. 
 
2.4.1. Método de Monte Carlo 
 
A ideia do método consiste em escrever o integral que se pretende calcular (que, muitas 
vezes, pode ser analiticamente difícil de resolver, ou mesmo impossível) como um valor 
esperado.  
Considere-se o problema de calcular o integral 𝐼 de uma função 𝑔(𝜃) no intervalo (𝑎, 𝑏), 
i.e,  
 
𝐼 = ∫ 𝑔(𝜃) 𝑑𝜃
𝑏
𝑎
. 
 
Este integral pode ser reescrito como 
 
𝐼 = ∫ (𝑏 − 𝑎)𝑔(𝜃)
1
𝑏 − 𝑎
𝑏
𝑎
𝑑𝜃 = (𝑏 − 𝑎)𝐸[𝑔(𝜃)],       𝑎 < 𝑏 
 
identificando 𝜃 como uma variável aleatória com distribuição 𝑈(𝑎, 𝑏). Transformamos o 
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problema de avaliar o integral no problema estatístico de calcular um valor médio, 
𝐸[𝑔(𝜃)]. Se dispomos de uma amostra aleatória de tamanho 𝑛, com observações 𝜃1, … , 𝜃𝑛, 
da distribuição uniforme no intervalo (𝑎, 𝑏)  teremos também uma amostra de valores 
𝑔(𝜃1), … , 𝑔(𝜃𝑛), da função 𝑔(𝜃) e o integral acima referido pode ser estimado pela média 
amostral, i.e,  
 
𝐼 = (𝑏 − 𝑎)
1
𝑛
∑ 𝑔(𝜃𝑖)
𝑛
𝑖=1 . 
 
Não é difícil de verificar que esta estimativa é não enviesada já que 
 
𝐸(𝐼) =
(𝑏−𝑎)
𝑛
∑ 𝐸[𝑔(𝜃𝑖)] = (𝑏 − 𝑎)𝐸[𝑔(𝜃)] = ∫ 𝑔(𝜃) 𝑑𝜃
𝑏
𝑎
𝑛
𝑖=1 = 𝐼. 
 
Assim, podemos utilizar o seguinte algoritmo: 
 
I. Gerar 𝜃1, … , 𝜃𝑛 da distribuição 𝑈(𝑎, 𝑏); 
 
II. Calcular 𝑔(𝜃1), … , 𝑔(𝜃𝑛); 
 
III. Calcular a média amostral ?̅? = ∑
𝑔(𝜃𝑖)
𝑛
𝑛
𝑖=1 ; 
 
IV. Calcular 𝐼 = (𝑏 − 𝑎)?̅? 
 
 
A generalização é simples para o caso em que o integral é a esperança matemática de 
uma função 𝑔(𝜃), onde 𝜃 tem função densidade 𝑝(𝜃), i.e 
 
𝐼 = ∫ 𝑔(𝜃)𝑝(𝜃) 𝑑𝜃 = 𝐸[𝑔(𝜃)]
𝑏
𝑎
 
 
 
Neste caso, podemos usar o mesmo algoritmo acima descrito modificando o passo 
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1 para gerar 𝜃1, … , 𝜃𝑛 da distribuição 𝑝(𝜃) e calcular 𝐼 = ?̅?.  
 
Uma vez que as gerações são independentes, pela Lei Forte dos Grandes Números 
segue-se que 𝐼 converge quase certamente para 𝐼. Além disso, a variância do estimador 
pode também ser estimada por 
 
𝑣 =
1
𝑛2
∑(𝑔(𝜃𝑖) − ?̅?)
2
𝑛
𝑖=1
 
 
i.e, a aproximação pode ser tão precisa quanto se deseje, bastando aumentar o valor de 𝑛. 
Importante também, 𝑛 está sobre o nosso controlo, não se tratando do tamanho da amostra 
de dados, mas do número de gerações que se faz. 
Para determinado 𝑛 suficientemente grande segue-se que 
 
?̅? − 𝐸[𝑔(𝜃)]
√𝑣
 
 
tem distribuição aproximada 𝑁(0,1). Podemos utilizar este resultado para tentar testar a 
convergência e construir intervalos de confiança.  
 
2.4.2. Monte Carlo via Função de Importância 
 
Em muitas situações pode ser muito custoso computacionalmente, ou até mesmo 
impossível, simular valores da distribuição a posteriori. Neste caso, podemos recorrer a 
uma função que seja de amostragem fácil, 𝑞(𝜃), comummente chamada de Função de 
Importância.  
Se 𝑞(𝜃) for uma função densidade definida no mesmo suporte de 𝜃, então o integral 
∫ 𝑔(𝜃)𝑝(𝜃)𝑑𝜃
𝑏
𝑎
 pode ser reescrito como 
 
𝐼 = ∫
𝑔(𝜃)𝑝(𝜃)
𝑞(𝜃)
𝑞(𝜃) 𝑑𝜃 = 𝐸 [
𝑔(𝜃)𝑝(𝜃)
𝑞(𝜃)
] 
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onde o valor esperado diz respeito à distribuição 𝑞. Assim, se dispomos de uma amostra 
aleatória 𝜃1, … , 𝜃𝑛   da distribuição 𝑞 , o estimador de Monte Carlo do integral acima 
referido é dado por 
 
𝐼 =
1
𝑛
∑
𝑔(𝜃𝑖)𝑝(𝜃𝑖)
𝑞(𝜃𝑖)
𝑛
𝑖=1
 
 
e tem as mesmas propriedades do estimador de Monte Carlo simples.  
Em princípio, não há restrições quanto à escolha da densidade de importância 𝑞, no entanto 
é aconselhável que o suporte da distribuição de 𝑞 inclua o suporte de 𝑝 e as caudas de 𝑞 
devem ser mais pesadas que as de 𝑝. 
 
2.4.3. Monte Carlo via Cadeias de Markov (MCMC) 
 
Muitas vezes, principalmente na prática, é muito difícil simular valores para certas 
distribuições. A ideia dos métodos MCMC consiste em gerar valores nas seguintes duas 
etapas : 
 
I. Gerar valores de uma distribuição auxiliar conhecida; 
II. Utilizar algum tipo de mecanismo de correcção  para que os valores gerados sejam 
aproximados aos da distribuição a posteriori. 
 
Nos métodos acima referidos, obtemos uma amostra da distribuição a posteriori num 
único passo. Os valores são gerados de forma independente e não há preocupação com a 
convergência do algoritmo, bastando apenas que o tamanho da amostra seja 
suficientemente grande. No entanto, em muitos problemas pode ser bastante difícil, ou 
mesmo impossível, encontrar uma densidade de importância que seja simultaneamente 
uma boa aproximação da a posteriori e de fácil simulação.  
Os métodos MCMC são uma alternativa a este tipo de situações. A ideia continua a ser 
obter uma amostra da distribuição a posteriori e calcular estimativas amostrais das 
características desta distribuição. A diferença é que aqui usam-se técnicas de simulação 
iterativas, baseadas em cadeias de Markov, pelo que os valores gerados não serão 
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independentes, deixando de ter uma amostra i.i.d..  
 
i. Amostrador de Gibbs 
 
O Amostrador de Gibbs, um caso particular do Algoritmo de Metropolis-Hastings,  
permite gerar amostras da distribuição a posteriori através de cada variável (ou bloco de 
variáveis), obtendo amostras a partir da distribuição de cada parâmetro 𝜃𝑖 (ou bloco de 
parâmetros) condicional à amostra 𝑥 e aos valores fixos dos restantes parâmetros.  Apenas 
com a finalidade de ilustração  vamos considerar  𝜃 = (𝜃1, 𝜃2, 𝜃3). Atribuem-se os valores 
iniciais  𝜃1
(0)
, 𝜃2
(0)
, 𝜃3
(0)
  aos parâmetros (normalmente valores obtidos a partir da 
distribuição 𝑞, ou antes obtidos por outro método de amostragem).  
O algoritmo pode ser descrito por: 
 
I. Iniciar com 𝜃(0) = (𝜃1
(0)
, 𝜃2
(0)
, 𝜃3
(0)
)  
II. Para a iteração 𝑖 = 1,2, … , 𝑁 fazemos 
 
𝜃1
(𝑖)
~𝑝(𝜃1 = 𝜃1|𝜃2 = 𝜃2
(𝑖−1), 𝜃3 = 𝜃3
(𝑖−1)) 
𝜃2
(𝑖)
~𝑝(𝜃2 = 𝜃2|𝜃1 = 𝜃1
(𝑖), 𝜃3 = 𝜃3
(𝑖−1)) 
𝜃3
(𝑖)
~𝑝(𝜃3 = 𝜃3|𝜃1 = 𝜃1
(𝑖), 𝜃2 = 𝜃2
(𝑖)) 
 
III. Finalizar (tendo-se obtido a sequência 𝜃(1), 𝜃(2), … , 𝜃(𝑁)). 
 
Como iniciamos o algoritmo atribuindo valores iniciais, as amostras simuladas com este 
algoritmo em iterações iniciais, podem não representar a distribuição a posteriori actual. 
No entanto, a teoria subjacente aos métodos MCMC garante que a distribuição estacionária 
da cadeia de Markov associada ao processo de geração é a distribuição conjunta « alvo » 
(Gilks et al., 1996). Por esta razão, os métodos MCMC são usados, na sua maioria, para 
um grande número de iterações, na esperança de que se atinja a convergência. É usual 
descartar as primeiras iterações para evitar usarem-se observações de uma distribuição que 
ainda não é estacionária, ao que se chama fazer o « burn-in » e usarem-se observações de 
20 em 20 (ou de 10 em 10), para diminuir a correlação entre os valores simulados. 
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ii. Algoritmo de Metropolis-Hastings 
 
A ideia deste algoritmo é gerar valores de uma distribuição auxiliar e aceitar os valores 
com uma determinada probabilidade. Este mecanismo de correcção garante a convergência 
da cadeia para a distribuição de equilíbrio, que tal como acontece no anterior, é a 
distribuição a posteriori. 
Suponhamos que a cadeia se encontra no estado 𝜃 e que um valor 𝜃′  é gerado a partir 
de uma distribuição proposta 𝑞(. |𝜃). Note-se que a distribuição proposta pode depender do 
estado actual da cadeia, por exemplo 𝑞(. |𝜃) poderia ser uma distribuição normal centrada 
em 𝜃. O novo valor 𝜃′ é aceite com probabilidade 
 
𝛼(𝜃, 𝜃′) = 𝑚𝑖𝑛 (1,
𝜋(𝜃′)𝑞(𝜃|𝜃′)
𝜋(𝜃)𝑞(𝜃′|𝜃)
) 
 
onde 𝜋 representa a distribuição da qual se pretendem gerar valores. 
Uma característica importante é que só precisamos de conhecer 𝜋 parcialmente, i.e, 
a menos de uma constante, já que neste caso a probabilidade não se altera. Isto é 
fundamental em aplicações Bayesianas onde não conhecemos completamente a posteriori. 
Em termos práticos, o algoritmo de Metropolis-Hastings pode ser descrito nos 
seguintes passos: 
 
I. Iniciar o contador  de iterações 𝑡 = 0 e especificar um valor inicial 𝜃0; 
 
II. Gerar um novo valor 𝜃′ da distribuição 𝑞(. |𝜃); 
 
III. Calcular a probabilidade de aceitação 𝛼(𝜃, 𝜃′) e gerar 𝑢~𝑈(0, 1); 
 
IV. Se 𝑢 ≤ 𝛼 então aceitamos o novo valor e fazemos 𝜃𝑡+1 = 𝜃′. Caso contrário, o 
novo valor é rejeitado e fazemos 𝜃𝑡+1 = 𝜃; 
 
V. Incrementar o contador de 𝑡 para 𝑡 + 1 e voltar ao passo 2.  
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Uma vantagem deste algoritmo é que a distribuição alvo só precisa ser conhecida a 
menos de uma constante visto que o rácio 𝜋(𝜃′)/𝜋(𝜃)  é usado para a probabilidade de 
aceitação. Também é importante reparar que a cadeia pode permanecer no mesmo estado 
durante muitas iterações e na prática torna-se útil monitorizar este facto, por exemplo, pela 
percentagem de iterações das quais os movimentos de estado para estado são aceites. 
Hastings (1970) sugere que esta monitorização deva ser sempre utilizada em aplicações 
práticas. 
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3. Modelos DSGE e sua Aplicação 
 
Os modelos Dynamic Stochastic General Equilibrium (DSGE) constituem um ramo da 
teoria de equilíbrio geral aplicada que é influente na macroeconomia contemporânea. A 
metodologia DSGE visa explicar fenómenos económicos agregados, como o crescimento 
económico, os ciclos económicos e os efeitos da política orçamental e monetária, com base 
em modelos macroeconómicos derivados de princípios microeconómicos. 
 
3.1. Formulação Geral de Modelos DSGE 
 
Neste contexto, vamos ter um conjunto de dados, 𝑦𝑇 = {𝑦𝑡}𝑡=1
𝑇 ∈ ℝ𝑁×𝑇. O indíce 𝑡 é 
usado já que num contexto de séries temporais é mais comummente utilizado (para dados 
em painel ou secções cruzadas, basta mudar o indíce). 
A estatística clássica parte do pressuposto ex ante, ou seja, a aplicação de 
procedimentos aplicados a um repetido número de amostras de forma a obter uma resposta 
certa numa  determinada percentagem de casos.  
Portanto, em muitos dos casos, temos um modelo, por exemplo, económico (ou de outra 
qualquer área de interesse a ser estudada), onde indexamos um parâmetro 𝑖  que pode 
representar um instante de um determinado conjunto de modelos 𝑀, i.e, 𝑖 ∈ 𝑀. 
O modelo, é então, composto por: 
 
I. Um conjunto de parâmetros, Θ𝑖 ∈ ℝ
𝑘𝑖 , que define um valor possível e admissível 
dos parâmetros que indexam as funções no modelo. Algumas restrições económicas 
podem surgir, como por exemplo o limite do factor de desconto num problema de 
escolha intertemporal de forma a assegurar que a utilidade total esteja bem definida. 
 
II. Uma função de verosimilhança definida como 𝑓(𝑦𝑇|𝜃, 𝑖) ∶  ℝ𝑘𝑖 × Θ𝑖 → ℝ
+ que 
nos diz qual probabilidade que o modelo atribui a cada observação dado algum 
valor paramétrico. Esta função de verosimilhança é nada mais que as restrições que 
o nosso modelo impõe aos dados (tanto vindas de considerações estatísticas ou de 
condições de equilíbrio). 
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III. Uma distribuição a priori 𝑝(𝜃|𝑖): Θ𝑖 →  ℝ
+ que capta a crença pré-amostral sobre 
o valor correto dos parâmetros. 
 
O resultado do teorema de Bayes, como visto anteriormente, explica como devemos 
actualizar as nossas crenças sobre os valores do parâmetro: combinamos as nossas crenças 
a prior, 𝑝(𝜃|𝑖), com a informação amostral incorporada na verosimilhança, 𝑓(𝑦𝑇|𝜃, 𝑖), e 
obtemos um novo conjunto de crenças, 𝑝(𝜃|𝑦𝑇 , 𝑖). De facto, o teorema de Bayes é uma 
óptima regra de processamento de informação, como defendido por Zellner (1988), tanto 
em grandes como pequenas amostras, sem acrescentar informação irrelevante. É com base 
na distribuição a posteriori que parte toda a inferência. 
 
3.1.1. Função de Verosimilhança 
 
Como visto anteriormente, a função de probabilidade representa um papel muito 
importante no teorema de Bayes. O importante agora é como aplicar os conceitos da 
estatística Bayesiana e criar um modelo DSGE. 
Os caminhos mais gerais que podemos tomar são as representações do espaço de 
estados e a teoria de filtragem. 
Assim que tivermos a solução para o modelo DSGE em termos das suas políticas, 
podemos obter posteriormente as leis de movimento das variáveis numa representação de 
espaço de estados que consiste em : 
 
I. Uma função de transição, 𝑆𝑡 = 𝑓(𝑆𝑡−1, 𝑊𝑡; 𝜃) , onde 𝑆𝑡  representa o vetor de 
estados que descrevem a situação do modelo num determinado instante 𝑡 ; 𝑊𝑡 
denomina o vector de inovações e 𝜃  representa um vector com parâmetros 
estruturais, que, em sentido económico, descreve a tecnologia, as preferências e o 
processo de informação ; 
II. Uma equação das observações, 𝑌𝑡 = 𝑔(𝑆𝑡, 𝑉𝑡;  𝜃) , onde 𝑌𝑡  e 𝑉𝑡 representam, 
respectivamente,  as observações e um conjunto de choques das observações (erros 
de medida). 
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Enquanto que a equação de transição é única até uma determinada classe, a equação 
das observações depende do que podemos observar, o que pode implicar muitos graus de 
liberdade. 
A representação do espaço de estados leva a muitos convenientes computacionais. Para 
começar, a partir de 𝑆𝑡 = 𝑓(𝑆𝑡−1, 𝑊𝑡; 𝜃) podemos calcular a probabilidade de transição 
𝑝(𝑆𝑡|𝑆𝑡−1; 𝜃), a partir de 𝑌𝑡 = 𝑔(𝑆𝑡, 𝑉𝑡;  𝜃)  podemos calcular a probabilidade 𝑝(𝑌𝑡|𝑆𝑡; 𝜃) e 
conjungando 𝑆𝑡 = 𝑓(𝑆𝑡−1, 𝑊𝑡; 𝜃) e 𝑌𝑡 = 𝑔(𝑆𝑡, 𝑉𝑡;  𝜃) temos 
 
𝑌𝑡 = 𝑔(𝑓(𝑆𝑡−1, 𝑊𝑡; 𝜃), 𝑉𝑡;  𝜃), 
 
viabilizando  o cálculo de  𝑝(𝑌𝑡|𝑆𝑡−1;  𝜃). 
Se estamos determinados em avaliar a função de verosimilhança das observações 
𝑦𝑇 , uma vez fixos os valores paramétricos 𝜃 , 𝑝(𝑦𝑇;  𝜃) , podemos começar por tirar 
vantagem da estrutura de Markov das nossas representações do espaço de estados para 
escrever 
 
𝑝(𝑦𝑇|𝜃) = 𝑝(𝑦1, … , 𝑦𝑇|𝜃) = 𝑝(𝑦1|𝜃)𝑝(𝑦2|𝑦1, ; 𝜃) … 𝑝(𝑦𝑇|𝑦1, 𝑦2, … , 𝑦𝑇−1; 𝜃) =
𝑝(𝑦1|𝜃) ∏ 𝑝(𝑦𝑡|𝑦1, … , 𝑦𝑡−1;  𝜃) = 𝑝(𝑦1|𝜃) ∏ 𝑝(𝑦𝑡|𝑦
𝑡−1; 𝜃)𝑇𝑡=2
𝑇
𝑡=2 . 
 
Como  
 
𝑝(𝑦𝑡|𝑦
𝑡−1; 𝜃) = ∫ 𝑝(𝑦𝑡, 𝑆𝑡| 𝑦
𝑡−1; 𝜃)𝑑𝑆𝑡 = ∫ 𝑝(𝑆𝑡|𝑦
𝑡−1; 𝜃)𝑝(𝑦𝑡|𝑆𝑡, 𝑦
𝑡−1; 𝜃)𝑑𝑆𝑡 
 
então,  
 
𝑝(𝑦1|𝜃) ∏ 𝑝(𝑦𝑡|𝑦
𝑡−1; 𝜃)
𝑇
𝑡=2
= ∫ 𝑝(𝑆1| 𝜃)𝑝(𝑦1|𝑆1; 𝜃)𝑑𝑆1 ∏ [∫ 𝑝(𝑆𝑡|𝑦
𝑡−1;  𝜃)𝑝(𝑦𝑡|𝑆𝑡, 𝑦
𝑡−1;  𝜃)𝑑𝑆𝑡]
𝑇
𝑡=2
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Assim, o conhecimento de {𝑝(𝑆𝑡|𝑦
𝑡−1;  𝜃)}𝑡=1
𝑇  e de 𝑝(𝑆1| 𝜃)  permite avaliar a 
verosimilhança do modelo.  
 
Na teoria de filtragem, procuramos uma sequência de distribuições condicionais dos 
estados dadas as observações  {𝑝(𝑆𝑡|𝑦
𝑡−1;  𝜃)}𝑡=1
𝑇 . Para isso, e usando a metodologia 
Bayesiana, precisamos de duas ferramentas fundamentais : 
 
I. Equações de Chapman-Kolmogorov, 
 
𝑝(𝑆𝑡+1|𝑦
𝑡;  𝜃) = ∫ 𝑝(𝑆𝑡+1|𝑆𝑡; 𝜃)𝑝(𝑆𝑡|𝑦
𝑡;  𝜃)𝑑𝑆𝑡 
 
II. Teorema de Bayes, que neste caso, fica 
 
𝑝(𝑆𝑡|𝑦
𝑡; 𝜃) =
𝑝(𝑆𝑡, 𝑦𝑡|𝑦1, … 𝑦𝑡−1; 𝜃)
𝑝(𝑦𝑡|𝑦1, … , 𝑦𝑡−1; 𝜃)
=
𝑝(𝑦𝑡|𝑆𝑡;  𝜃)𝑝(𝑆𝑡|𝑦
𝑡−1;  𝜃)
𝑝(𝑦𝑡|𝑦𝑡−1;  𝜃)
 
 
onde, 
 
𝑝(𝑦𝑡|𝑦
𝑡−1;  𝜃) =  ∫ 𝑝(𝑦𝑡, 𝑆𝑡|𝑦
𝑡−1; 𝜃)𝑑𝑆𝑡 
 
representa a probabilidade de transição. 
 
No entanto, as equações de Chapman-Kolmogorov só indicam a relação entre as 
distribuições dos estados de “amanhã” dada uma observação de “hoje”, i.e, 𝑝(𝑆𝑡+1|𝑦
𝑡;  𝜃) 
é igual ao produto da distribuição de “hoje” de 𝑝(𝑆𝑡|𝑦
𝑡; 𝜃)  com as probabilidades de 
transição 𝑝(𝑆𝑡+1|𝑦
𝑡;  𝜃) integradas em todos os possíveis estados. Assim, só teremos  uma 
regra de previsão para a avaliação dos estados. O teorema de Bayes actualiza a distribuição 
dos estados 𝑝(𝑆𝑡|𝑦
𝑡; 𝜃) quando uma nova observação aparece, dada a sua probabilidade 
𝑝(𝑦𝑡|𝑆𝑡;  𝜃). Aplicando previsões e actualizações recursivas, podemos gerar a sequência 
completa, {𝑝(𝑆𝑡|𝑦
𝑡−1;  𝜃)}𝑡=1
𝑇 , que procuramos.  
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Apesar da utilidade do teorema de Bayes e das equações de Chapman-Kolmogorov é 
necessária alguma atenção, já que estes requerem o cálculo de inúmeros integrais que, por 
sua vez, podem implicar um grande custo computacional ou serem analiticamente difíceis 
de calcular, mesmo que o número de estados seja moderado. 
 
3.1.2. Filtro de Kalman 
 
 De seguida considera-se uma abordagem baseada no filtro de Kalman, (Welch e 
Bishop, 2001). 
 
Para resolver alguns problemas computacionais, podemos admitir que as equações de 
transição e de medida são lineares e os choques seguem distribuição normal; tiramos 
vantagem do facto de que as distribuições relevantes são Gaussianas. Desta forma, só 
temos de manter a nossa atenção na média e na variância das distribuições condicionais 
normais.  
Para tal, começamos por escrever a aproximação linear de primeira ordem da solução 
do modelo, na representação do espaço de estados, 
 
𝐸𝑞𝑢𝑎çã𝑜 𝑑𝑜𝑠 𝑒𝑠𝑡𝑎𝑑𝑜𝑠:           𝑆𝑡 =  𝐴𝑆𝑡−1 + 𝐵𝜀𝑡 
 
𝐸𝑞𝑢𝑎çã𝑜 𝑑𝑎𝑠 𝑡𝑟𝑎𝑛𝑠𝑖çõ𝑒𝑠:            𝑦𝑡 = 𝐶𝑆𝑡 + 𝐷𝜀𝑡 
 
𝜀𝑡~𝑁(0, 𝐼) 
 
onde se usam letras minúsculas para denotar as realizações das variáveis aleatórias e  𝜀𝑡 
representa o vector de inovações ao modelo inerente a 𝑊𝑡 e 𝑉𝑡. 
Definimos as projecções lineares 𝑆𝑡|𝑡−1 = 𝐸(𝑆𝑡|𝑦𝑡−1)  e 𝑆𝑡|𝑡 = 𝐸(𝑆𝑡|𝑦
𝑡)  onde 𝑦𝑡 =
{𝑦1, … , 𝑦𝑡} é o subindíce que acompanha o conjunto condicionado, i.e, 𝑡|𝑡 − 1 significa 
uma representação no momento 𝑡  condicionada à informação até ao momento 𝑡 − 1 . 
Usando a notação (. )′ para representar o transposto de (. ), temos as matrizes de variâncias 
e co-variâncias dadas por 
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𝑃𝑡−1|𝑡−1 = 𝐸[(𝑆𝑡−1 − 𝑆𝑡−1|𝑡−1)(𝑆𝑡−1 − 𝑆𝑡−1|𝑡−1)′] 
e 
𝑃𝑡|𝑡−1 = 𝐸[(𝑆𝑡−1 − 𝑆𝑡|𝑡−1)(𝑆𝑡−1 − 𝑆𝑡|𝑡−1)′]. 
 
Dadas estas projecções lineares e a estrutura Gaussiana das representações do 
espaço de estados, o erro de previsão a um passo à frente, 𝜂𝑡 = 𝑦𝑡 − 𝐶𝑆𝑡|𝑡−1 é ruído branco, 
com distribuição normal. 
 
Prevemos a evolução dos estados através de,  
 
𝑆𝑡|𝑡−1 = 𝐴𝑆𝑡−1|𝑡−1. 
 
Como a possível correlação nas inovações não muda a natureza do filtro (Stengel, 1994), 
temos ainda o caso em que 
 
𝑆𝑡|𝑡 = 𝑆𝑡|𝑡−1 + 𝐾𝜂𝑡 
 
onde 𝐾 é o ganho de Kalman no momento 𝑡. 
Uma vez que 𝜂𝑡  é ruído branco Gaussiano, então a distribuição de 𝑦𝑡  condicional ao 
parâmetro 𝜃, tem função densidade de probabilidade  
 
𝑝(𝑦𝑡|𝜃) =
1
(2𝜋)
𝑛
2[𝑑𝑒𝑡𝑉𝑦]
1
2⁄
𝑒−
1
2𝜂′𝑡𝑉𝑦
−1𝜂𝑡 
 
significando que segue uma distribuição normal multivariada com vetor de valor médio 
nulo e matriz de variâncias e co-variâncias 𝑉𝑦, com 
 
𝑉𝑦 = 𝐶𝑃𝑡|𝑡−1𝐶
′ + 𝐷𝐷′. 
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Por fim, o último passo consiste em actualizar as estimativas dos estados. Definimos os 
residuais 𝜉𝑡|𝑡−1 = 𝑠𝑡 − 𝑠𝑡|𝑡−1 e 𝜉𝑡|𝑡 = 𝑠𝑡 − 𝑠𝑡|𝑡. 
Fazendo alguns ajustes, sabemos que 
 
𝑠𝑡 − 𝑠𝑡|𝑡−1 = 𝐴𝑠𝑡−1 + 𝐵𝜀𝑡 − 𝐴𝑠𝑡−1|𝑡−1 = 𝐴(𝑠𝑡−1 − 𝑠𝑡−1|𝑡−1) + 𝐵𝜀𝑡 
pelo que, 
 
𝜉𝑡|𝑡−1 = 𝐴𝜉𝑡−1|𝑡−1 + 𝐵𝜀𝑡. 
 
E, como 
 
𝑠𝑡 − 𝑠𝑡|𝑡 = 𝑠𝑡 − 𝑠𝑡|𝑡−1 − 𝐾𝜂𝑡 = 𝑠𝑡 − 𝑠𝑡|𝑡−1 − 𝐾(𝑦𝑡 − 𝐶𝑠𝑡|𝑡−1) 
 
então, 
 
𝜉𝑡|𝑡 = 𝜉𝑡|𝑡−1 − 𝐾[𝐶𝜉𝑡|𝑡−1 + 𝐷𝜀𝑡]. 
 
Note-se que 𝑃𝑡|𝑡−1 pode ser escrito como 
 
𝑃𝑡|𝑡−1 =  𝐸 [(𝑠𝑡 − 𝑠𝑡|𝑡−1)(𝑠𝑡 − 𝑠𝑡|𝑡−1)
′
] = 𝐸 [𝜉𝑡|𝑡−1𝜉
′
𝑡|𝑡−1
]
= 𝐸 [(𝐴𝜉𝑡−1|𝑡−1 + 𝐵𝜀𝑡)(𝐴𝜉𝑡−1|𝑡−1 + 𝐵𝜀𝑡)
′
]
= 𝐸 [𝐴𝜉𝑡−1|𝑡−1𝜉
′
𝑡−1|𝑡−1
𝐴′] + 𝐸[𝐵𝜀𝑡𝜀
′
𝑡𝐵
′] + 𝐸[𝐴𝜉𝑡−1|𝑡−1𝜀
′
𝑡𝐵]
+ 𝐸 [𝐵𝜀𝑡𝜉
′
𝑡−1|𝑡−1
𝐴′] = 𝐴𝐸[𝜉𝑡−1|𝑡−1𝜉′𝑡−1|𝑡−1]𝐴
′ + 𝐵𝐸[𝜀𝑡𝜀′𝑡]𝐵′
= 𝐴𝑃𝑡−1|𝑡−1𝐴
′ + 𝐵𝐵′ 
 
isto porque 𝑉(𝜀𝑡) = 𝐸[𝜀𝑡𝜀′𝑡] = 𝐼 e 𝐸[𝜀𝑡] = 0. 
 
Seguindo uma metodologia análoga, mostra-se que 𝑃𝑡|𝑡 pode ser escrito como  
𝑃𝑡|𝑡 = 𝐸𝜉𝑡|𝑡𝜉′𝑡|𝑡 = 𝐸(𝜉𝑡|𝑡−1 − 𝐾[𝐶𝜉𝑡|𝑡−1 + 𝐷𝜀𝑡])(𝜉𝑡|𝑡−1 − 𝐾[𝐶𝜉𝑡|𝑡−1 + 𝐷𝜀𝑡])
′
=
(𝐼 − 𝐾𝐶)𝑃𝑡|𝑡−1(𝐼 − 𝐶
′𝐾′) + 𝐾𝐷𝐷′𝐾′ − 𝐾𝐷𝐵′ − 𝐵𝐷′𝐾′ + 𝐾𝐶𝐵𝐷′𝐾′ + 𝐾𝐷𝐵′𝐶′𝐾′. 
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O ganho óptimo 𝐾 minimiza 𝑃𝑡|𝑡 com a condição de primeira ordem dada por 
 
𝜕𝑇𝑟(𝑃𝑡|𝑡)
𝜕𝐾
= 0 
 
e com solução (Stengel, 1994), 
 
𝐾 = [𝑃𝑡|𝑡−1𝐶
′ + 𝐵𝐷′][𝑉𝑦 + 𝐶𝐵𝐷
′ + 𝐷𝐵′𝐶′]
−1
. 
 
Consequentemente, as equações de actualização são 
 
𝑃𝑡|𝑡 = 𝑃𝑡|𝑡−1 − 𝐾𝑜𝑝𝑡[𝐷𝐵
′ + 𝐶𝑃𝑡|𝑡−1] 
 
𝑠𝑡|𝑡 = 𝑠𝑡|𝑡−1 + 𝐾𝑜𝑝𝑡𝜂𝑡 
 
e finalizamos o processo das iterações. Só é necessário aplicar as equações de 𝑡 = 1 até  𝑇 
e podemos calcular a função de verosimilhança.   
 
Assim, a alternativa Bayesiana obtém-se calculando a a posteriori do parâmetro 𝜃 
 
𝑝(𝜃|𝑦𝑇) =
𝑝(𝑦𝑇|𝜃)𝑝(𝜃)
∫ 𝑝(𝑦𝑇|𝜃)𝑝(𝜃) 𝑑𝜃
. 
 
Podemos, então, avaliar 𝑝(𝜃|𝑦𝑇)  para um dado 𝜃,  mas caracterizar a distribuição a 
posteriori é quase impossível, uma vez que não temos uma forma fechada da solução para 
𝑝(𝑦𝑇|𝜃). Para contornar esta limitação, podemos usar métodos MCMC, sendo o mais 
frequentemente utilizado o algoritmo de Metropolis-Hasting, como descrito anteriormente. 
O objectivo é produzir cadeias de Markov, visto que o modelo DSGE implica um processo 
de Markov para o output (que, por sua vez, o queremos caracterizar).  
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3.2. Modelo DSGE Keynesiano de 3 equações 
3.2.1. Formulação 
 
Começamos com um modelo DSGE Keynesiano de 3 equações publicado por Poutineau et 
al. (2015). A especificação do modelo apresentado na presente dissertação segue as 
directrizes formuladas pelos autores deste artigo. O intuito do modelo é explicar como 
funciona a evolução da economia, em termos de variáveis macroeconómicas, no curto 
prazo, considerando que a economia está sujeita a choques reais e monetários. O modelo é 
apresentado como um « modelo de 3 equações » no sentido em que corresponde a integra 
as abordagens dos modelos IS-LM1 e AS-AD2. A curva AS é representada pela Nova 
Curva de Phillips3 Keynesiana que relaciona a inflação com o output gap4. A curva AD 
combina a curva dinâmica IS (que relaciona a taxa de juro com o output da economia (Y), 
também denominado de “ouput gap”) e uma política monetária (que descreve como as 
taxas de juro nominais são definidas pelo banco central seguidas de flutuações na taxa de 
inflação e “output gap”) dada pela curva LM ou RT. Esta nova síntese Keynesiana 
apareceu em meados dos anos 90, como uma nova abordagem para a análise da economia 
no curto prazo.  
Como os autores defendem, o modelo é baseado na regra de decisão dos agentes 
económicos: os consumidores maximizam o seu bem estar sujeitos a uma restrição 
orcamental intertemporal; e as empresas maximizam os seus lucros, sujeitas a rigídez 
nominal5, o que caracteriza as imperfeições dos mercados de trabalho ao tentar ajustar os 
preços.  
 
 
                                                        
1  O modelo IS-LM ou IS-RT permite obter o equilíbrio simultâneo no mercado real ou mercado dos bens, 
dado pela curva IS, e no mercado monetário, dado pela curva LM ou RT. O modelo IS-LM é um modelo com 
uma maior aplicação até aos anos de 1990s, enquanto o modelo IS-RT tem uma maior aderência às modernas 
economias após a década de 1990s, devido à aplicação da Regra de Taylor (RT) por parte dos bancos centrais 
das economias mais desenvolvidas.  
2 O modelo AS-AD define-se sendo um modelo que permite analisar os efeitos dos choques exógenos sobre o 
rendimento real, a taxa de juro e o nível de preços. A curva AD representa a procura agregada e a curva AS 
representa a oferta agregada. 
3 A curva de Phillips representa a interação entre inflação e desemprego, analisando a sua relação inversa no 
curto prazo. 
4 O Output Gap (ou hiato do produto) é um indicador que estabelece a diferença entre o output actual da 
economia e o potencial máximo do output na economia, expresso em percentagem do PIB. 
5 Se, durante um determinado período, a variação da taxa do salarário for nula, chama-se a esse fenómeno 
rigidez nominal. 
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O modelo engloba, então, na sua definição: 
A Nova Curva de Phillips Keynesiana: que relaciona a inflação presente ?̂?𝑡 com a inflação 
esperada 𝐸𝑡{ ?̂?𝑡}, com o output gap ?̂?𝑡 presente e com um choque da oferta 𝜀𝑡
𝑆, dado por 
 
?̂?𝑡 = 𝛽𝐸𝑡{ ?̂?𝑡} + 𝑘?̂?𝑡 + 𝜀𝑡
𝑆. 
 
Na equação anterior pode-se assumir que 𝜀𝑡
𝑆  segue um processo 𝐴𝑅(1), ou seja, 𝜀𝑡
𝑆 =
𝜌𝑆𝜀𝑡−1
𝑆 + 𝜂𝑡
𝑆 com 𝜂𝑡
𝑆~𝑁(0, 𝜎𝑆
2) e i.i.d 
Tal como se mostra no Apêndice A, esta relação vem da agregação das decisões das 
empresas no que toca ao poder de mercado e poder voltar a otimizar os seus 
preços de venda com descontinuidades (isto é, rigidez nominal - não podem modificar 
os seus preços de venda em qualquer altura do tempo). Assim, as empresas estabelecem os 
preços de venda dos seus produtos dependendo de três importantes critérios:  
1. Inflação antecipada: como as empresas não conseguem voltar a optimizar os preços, têm 
de ter em conta a inflação futura;  
2. Output Gap: quando as empresas estabelecem os preços, têm de ter em conta a diferença 
entre oferta e procura de forma a que a inflação reflita stresses no mercado de bens, i.e, as 
empresas aumentam os preços em períodos de expansão;  
3. Choques que podem ser, por exemplo, preços da energia na economia ou de alterações 
dos preços de matéria-primas. 
 
A curva IS dinâmica é uma versão log-linearizada da Equação de Euler que descreve a 
alocação do consumo intertemporal dos agentes na economia, ou seja, 
 
?̂?𝑡 = 𝐸𝑡{?̂?𝑡+1} −
1
𝜎
(?̂?𝑡 − 𝐸𝑡{?̂?𝑡+1}) + 𝜀𝑡
𝐷. 
 
A política monetária é baseada na Regra de Taylor (RT) (determinação exógena da taxa de 
juro), e liga a taxa de juro nominal (controlada pelas autoridades orçamentais) com a taxa 
de inflação e o output gap através da expressão: 
 
?̂?𝑡 = 𝜙
𝜋?̂?𝑡 + 𝜙
𝑦?̂?𝑡 + 𝜀𝑡
𝑅. 
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Nesta equação a variável 𝜀𝑡
𝑅 denota um choque monetário e segue um processo 𝐴𝑅(1) da 
forma 𝜀𝑡
𝑅 = 𝜌𝑅𝜀𝑡−1
𝑅 + 𝜂𝑡
𝑅  com 𝜂𝑡
𝑅~𝑁(0, 𝜎𝑅
2)  e i.i.d. Este choque identifica decisões das 
políticas monetárias que se desviam da Regra de Taylor. 
 
Assim, as equações ?̂?𝑡 = 𝛽𝐸𝑡{ ?̂?𝑡} + 𝑘?̂?𝑡 + 𝜀𝑡
𝑆, ?̂?𝑡 = 𝐸𝑡{?̂?𝑡+1} −
1
𝜎
(?̂?𝑡 − 𝐸𝑡{?̂?𝑡+1}) + 𝜀𝑡
𝐷  e 
?̂?𝑡 = 𝜙
𝜋?̂?𝑡 + 𝜙
𝑦?̂?𝑡 + 𝜀𝑡
𝑅 definem o modelo Keynesiano em estudo. 
 
Este modelo de 3 equações descreve, então, a relação entre oferta e procura. Esta relação 
entre oferta e procura, por sua vez, caracteriza a forma como as variáveis de interesse (taxa 
de juro nominal, taxa de inflação e output gap) se comportam face a choques exógenos da 
oferta e da procura. 
 
No entanto, este modelo pode ser simplificado, ignorando a dinâmica do modelo e 
observar simplesmente o quadro estático do mesmo. Esta forma estática torna-se bastante 
útil para o modelo devido ao facto de que é mais facil de obter a forma reduzida das 
variáveis de interesse, assim como para perceber o funcionamento do modelo AS-AD.  
Segundo Poutineau et al. (2015) a forma mais simples de obter o modelo na sua forma 
reduzida começa por assumir que as autoridades orçamentais são perfeitamente credíveis 
na forma como gerem políticas orçamentais, de tal forma que as empresas e outros sectores 
privados esperam atingir o objetivo da inflação em algum momento no futuro, 𝐸𝑡{?̂?𝑡+1} =
𝜋0 , onde 𝜋0  corresponde ao objetivo da taxa de inflação no longo prazo. Depois, por 
simplificação, assume-se que a economia é fechada, de tal forma que as autoridades 
governamentais consigam atingir o ouptup gap no futuro, 𝐸𝑡{?̂?𝑡+1} = 𝑦0 . Assim, o 
desfasamento entre a taxa de juro real e a taxa de juro « natural » desaparece. Impondo 
estas restrições, o modelo pode ser simplificado para 
 
𝜋 = 𝜋0 + 𝑘𝑦 + 𝜀
𝑆 
 
𝑦 = 𝑦0 − 𝜎𝑟 + 𝜀
𝐷 
 
𝑟 = 𝜙𝑟(𝜋 − 𝜋0) + 𝜙
𝑦𝑦 + 𝜀𝑅. 
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No equilíbrio, os valores óptimos do output gap 𝑦∗, da taxa de inflação 𝜋∗ e da taxa de juro 
𝑟∗ do modelo acima descrito, são uma combinação linear dos choques exógenos, i.e, 
 
𝑦∗ =
𝑦0
Ω
−
𝜎𝜙𝜋
Ω
𝜀𝑆 −
𝜎
Ω
𝜀𝑅 +
1
Ω
𝜀𝐷 
 
𝜋∗ − 𝜋0 =
𝑘
Ω
𝑦0 −
𝜎𝑘
Ω
𝜀𝑅 +
𝑘
Ω
𝜀𝐷 +
Ω − 𝑘𝜎𝜙𝜋
Ω
𝜀𝑆 
 
𝑟∗ =
(𝜙𝜋𝑘 + 𝜙𝑦)𝑦0
Ω
+
𝜙𝜋𝑘 + 𝜙𝑦
Ω
𝜀𝐷 +
𝜙𝜋
Ω
𝜀𝑆 +
1
Ω
𝜀𝑅 
 
onde, Ω = 1 + 𝜎(𝜙𝜋𝑘 + 𝜙𝑦). 
 
O procedimento para a solução é baseada no cálculo matricial, de forma a encontrar um 
único caminho dinámico estável para descrever a reacção das variáveis depois da 
ocorrência de choques exógenos (Blanchard e Kahn, 1980). As condições de Blanchard-
Kahn  definem um critério necessário para conseguir este resultado através da igualdade de 
variáveis « forward » e o número de valores próprios instáveis. Neste caso, o problema 
prende-se maioritariamente que os valores próprios transmitem os valores apropriados dos 
parâmetros estruturais do modelo ou as suas combinações. Assim, para que o modelo seja 
resolvido, este tem de ser escrito na forma de espaço de estados. Definindo Ξ =
(𝜎 + 𝜙𝑦 + 𝑘𝜙𝜋)−1, a representação do espaço de estados pode ser definida como : 
 
[
?̂?𝑡
?̂?𝑡
] =
Ξ
𝛽𝜎
[
𝜎 1 − 𝛽𝜙𝜋
𝜎𝑘 𝑘 + 𝛽(𝜎 + 𝜙𝑦)
] [
𝐸𝑡{?̂?𝑡+1}
𝐸𝑡{?̂?𝑡+1}
] +
Ξ
𝛽𝜎
[
−𝜎𝜀𝑡
𝑆
𝜎𝛽𝜀𝑡
𝐷 + 𝛽𝜀𝑡
𝑆 − 𝛽𝜀𝑡
𝑅]. 
 
As condições Blanchard-Kahn afirmam que existem tantos valores próprios da matriz Ζ =
[
𝜎 1 − 𝛽𝜙𝜋
𝜎𝑘 𝑘 + 𝛽(𝜎 + 𝜙𝑦)
] maiores que um (em módulo) como variáveis não pré-determinadas.  
Como neste modelo só existem duas variáveis « foward » (?̂?𝑡 e ?̂?𝑡), sabe-se que vão existir 
dois valores próprios fora do círculo unitário para conseguir uma trajectória estável de cada 
variável do modelo à volta do estado estacionário. Dada a forma da matriz Ζ, a condição de 
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Blanchard-Kahn reduz-se a 𝑘(𝜙𝜋 − 1) + (1 − 𝛽)𝜙𝑦 > 0 . Consta-se que esta condição 
reduz-se à escolha dos valores dos parâmetros do modelo. Uma condição será a de que as 
autoridades governamentais devam responder mais que proporcionalmente aos 
desenvolvimentos da inflação (nomeadamente, 𝜙𝜋), de acordo com a Regra de Taylor. 
Neste caso, um aumento da taxa de inflação leva a um aumento mais que proporcional da 
taxa de juro nominal causando um aumento da taxa de juro real que afecta as decisões dos 
agentes económicos e, assim, o equilíbrio real da economia.  
 
Portanto, a escolha dos valores dos parâmetros é de grande importância por forma a que a 
análise económica seja o mais rigorosa possível (e neste caso, que vá de encontro às 
condições de Blanchard-Kahn). A elasticidade de substituição entre bens intermediários é 
fixada em 6, o que implica um mark-up em regime estacionário de 40% (Figuras 2, 3 e 4) 
no mercado de bens (Almeida, 2009). Seguindo as directrizes de Galí (2008), os 
parâmetros são calibrados de acordo com a seguinte tabela: 
 
Tabela 1: Calibração de Parâmetros 
Parâmetros Valores Descrição 
𝜷 0.99 Factor de desconto 
𝝈 1 Aversão (relativa) ao risco 
𝜺 6 Elasticidade de substituição entre bens 
𝝋 1 Elasticidade da desutilidade marginal relativamente ao 
trabalho 
𝝓𝝅 1.5 Influência da taxa de inflação na taxa de juro 
𝝓𝒚 0.5/4 Influência do output gap na taxa de juro 
𝝆𝑺 0.90 Persistência de um choque na oferta 
𝝆𝑫 0.90 Persistência de um choque na procura 
𝝆𝑹 0.40 Persistência de um choque na política monetária 
𝜽 3/4 Probabilidade de retenção de um preço antigo 
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3.2.2. Aplicação a um Conjunto de Dados da Economia Romena 
  
As variáveis utilizadas foram a taxa de crescimento do PIB (y), a taxa de inflação (π) e 
taxa de juro nominal (r), no período compreendido entre o 1ºtrimestre de 1993 (designado 
por 1993Q1) ao 4º trimestre de 2016 (denotado por 2016Q4), para a economia da Roménia. 
 
Os dados foram retirados do site do Banco Nacional da Roménia em que tanto a 
eliminação da tendência como o ajustamento da sazonalidade já estão considerados na base 
de dados do referido banco central. 
 
Para implementar a metodologia Bayesiana, foram consideradas distribuições a priori’s 
para os parâmetros, como referido anteriormente. Para os parâmetros  
𝜎, 𝜃, 𝜌𝐷 , 𝜌𝑆  e  𝜌𝑅, forçosamente positivos, utilizou-se a distribuição gama inversa. Para o 
desvio-padrão dos choques, não tínhamos fortes convicções a priori e, portanto, 
estabelecemos os valores mais suaves possíveis. Para os choques, a média foi estabelecida 
em 0.15, um valor que se está em consonância com o que normalmente é usado na 
literatura. Os desvios-padrão para todos estas a priori’s foram estabelecidos em 0.1, um 
valor também baseado na revisão de literatura efetuada.  
 
Como os parâmetros autorregressivos, 𝛽, 𝜑, 𝜙𝜋, 𝜙𝑦 terão de variar entre 0 e 1 para existir a  
estacionaridade, considerou-se a distribuição a priori beta. Por outro lado e pela falta de 
informação forte usaram-se hiperparâmetros que suavisassem a distribuição beta;  
considerou-se uma  distribuição beta com valor médio  0.6 e desvio-padrão 0.1.  
 
 
O resultados obtidos para o modelo proposto por Poutineau et al. (2015) foram calculados 
usando o software Dynare (Versão 4.4.3), uma extensão do MatLab (na presente 
dissertação de mestrado  usou-se a versão R2011b). O comando utilizado pode ser 
encontrado no Apêndice B. 
 
As estimativas para os nove parâmetros podem ser encontrados na Tabela 2. Nesta tabela 
podem também encontrar-se as médias a posteriori e a priori, e os intervalos de 
credibilidade a 90%, baseados em 10000 amostras com 5 cadeias distintas.  
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A taxa média de aceitação de cada cadeia para o algoritmo de Metropolis-Hastings são as 
seguintes: Cadeia 1: 73.3327%; Cadeia 2: 72.9727%; Cadeia 3: 71.6728%; Cadeia 4: 
72.8227; Cadeia 5: 72.3028%. 
 
 
Tabela 2: Valores estimados para os parâmetros 
 
Parâmetros A priori A posteriori 
Distribuição Valor médio Desvio-padrão Valor médio Intervalo HPD 
𝛽 Beta 0.6 0.1 0.6775 0.5277   0.8124 
𝜎 Gama Inversa 1.15 0.1 1.1946 1.0369   1.3619 
𝜑 Beta 0.6 0.1 0.6009 0.4337   0.7650 
𝜙𝜋 Beta 0.6 0.1 0.1970 0.1271   0.2635 
𝜙𝑦 Beta 0.6 0.1 0.7159 0.5902   0.8467 
𝜃 Gama Inversa 1.15 0.1 0.9441 0.7801   1.0951 
𝜌𝐷 Gama Inversa 0.15 0.1 0.1121 0.0612   0.1603 
𝜌𝑆 Gama Inversa 0.15 0.1 0.3959 0.3376   0.4601 
𝜌𝑅 Gama Inversa 0.15 0.1 0.2290 0.0864   0.3715 
 
 
 
Na Figura 1, podem ser encontradas as distribuições a priori e a posteriori, para cada 
parâmetro. 
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Figura 1: A priori’s e a posterioris’s dos parâmetros estimados 
 
 
No Apêndice C, as figuras 8 e 9 representam o diagnóstico de convergência do algoritmo 
MH. A Figura 8 mostra de uma forma global - multivariado - e a figura 9 faz o diagnóstico 
da convergência do método mas considerando isoladamente cada parâmetro - univariado.  
No caso multivariado, esta avaliação do diagnóstico é feita tendo como base a evolução de 
três medidas: uma, designada “interval” é a média, a “m2” é a variância e “m3” é o terceiro 
momento das distribuições geradas. As duas linhas apresentadas (a vermelho e azul) 
representam os resultados das medidas anteriores entre as cadeias e dentro das cadeias.   O 
que se deseja, se houver convergência, é que as linhas não oscilem muito e se aproximem 
uma da outra. 
Como pode ser visto claramente, a convergência global é atingida, tanto entre como dentro 
das cadeias, para as três medidas consideradas.  
 
Analizando os resultados de cada parâmetro individualmente (caso univariado), observa-se 
que a maioria dos parâmetros não apresentam problemas de convergência, notando-se este 
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facto mais em alguns parâmetros que em outros.  
 
A figura 10 mostra as estimativas das componentes de inovação para cada choque 
estrutural. Estes aparentam respeitar as propriedades i.i.d. assumidas e são centrados à 
volta de zero, o que indica uma validação estatística positiva do modelo estimado. 
 
Alguns dos resultados das estimativas efetuadas, apresentados na Tabela 2, são dignos de 
nota e poderão ter as seguintes interpretações: 
Partindo do valor da aversão ao risco (𝜎) a posteriori, verifica-se que a convicção a priori 
não difere muito da média a posteriori, sugerindo uma aversão ao risco bastante moderada.  
No entanto, isso não parece ser o caso do choque na oferta (𝜌𝑆). A convicção a priori está 
bastante afastada do resultado a posteriori, o que pode significar que no período estudado 
exista um excesso de produção por parte das empresas. Também é importante salientar que 
com a queda do Comunismo e com a entrada da Roménia na União Europeia (UE) em 
2007, verificou-se um aumento do progresso tecnológico no país. Como a análise foi feita 
a partir da oferta agregada, pode-se supor que outros factores contribuíram para este 
aumento. Um dos mais importantes será o aumento significativo de postos de trabalho, 
principalmente com o crescimento que a Roménia viveu nos últimos 20 anos na indústria e 
no setor terciário (serviços), que consequentemente, levam a um aumento salarial. Estes 
factores, por exemplo, podem estar associados a um choque na procura de acordo com o 
descrito por Fernandes et al. (2017). A procura será afetada pelas condições que 
infuenciam o comportamento do consumidor directamente (como o aumento salarial). 
Importante também notar o choque tecnológico, que já foi mencionado. O conceito de 
choque tecnológico (ou de produtividade) empregado, por sua vez, pode refletir diversos 
fatores além daqueles estritamente ligados à inovação tecnológica. Pode refletir, por 
exemplo, choques de oferta em um sentido mais genérico, como variações climáticas ou 
aumentos de preço dos bens de produção, que pode ser visto mais abaixo (também para a 
procura). Também pode vir a refletir fatores institucionais, como mudanças no sistema 
político de um país, o que, por sua vez, se verificaram na Roménia nos últimos 20 anos. O 
ponto importante a ser retido é que o termo genérico "choque tecnológico" equivale ao 
conjunto de fatores tidos como fora da influência das empresas individuais da economia. 
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Argumenta-se que o aumento associado da produtividade (dado pela proxy do 
PIB/População) no período em estudo deveu-se provavelmente a aumentos dos gastos do 
governo relacionados com a preparação do país para a entrada na UE, o que podemos 
caracterizar como um choque de procura. 
Verifica-se, portanto, tal como referido por Grigoras (2010), que a economia romena é 
bastante mais volátil a choques da oferta, procura e de produtividade que a maioria das 
economias europeias. 
 
Na figura 2, podemos observar as consequências de um aumento de 1% na inflação (ou 
seja, resultado de choque negativo na oferta, provocado, por exemplo, por um aumento no 
preço das matérias-primas ou energia que aumentam o custo marginal de produção6). Um 
choque negativo na oferta tem um impacto direto sobre a inflação que aumenta e supera o 
seu valor objectivo. Como consequência, as autoridades monetárias devem reagir de 
acordo com a Regra de Taylor ao aumentar a taxa de juro. Uma vez que o aumento da taxa 
de juro nominal é superior à taxa de inflação, a taxa de juro real aumenta. Isto, por sua vez, 
afecta negativamente a produção que diminui sob seu valor potencial. Assim, o aumento da 
taxa de juro é uma medida adotada pelas autoridades monetárias no sentido de conter a 
inflação. A ideia é elevar os juros para que a população reduza o consumo de bens e 
serviços, obrigando o mercado a baixar os preços. Uma maior taxa de juro, como 
mecanismo de transmissão na economia, reflete-se numa diminuição do investimento e do 
consumo por via do crédito, refletindo-se num crescimento cada vez mais pequeno da 
produção.  
No entanto, com o passar do tempo, o aumento da taxa de juro amortece a inflação. 
Finalmente, o hiato do produto volta ao estado estacionário enquanto que a taxa de inflação 
atinge seu valor objectivo.  
 
 
 
 
 
 
                                                        
6 Falamos em Inflação de Custos quando a principal causa desta deriva do lado da oferta. 
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Target do Produto 
Target a Inflação 
Condições de Benchmark 
Figura 2: Função Impulso-Resposta num choque na Oferta 
 
 
 
Uma alteração ao nível da taxa de juro reflete-se na taxa de inflação, se ocorreu um 
aumento da taxa de inflação é de esperar que a taxa de juro vá aumentar, e vice versa. 
Além disso, por via do mecanismo de transmissão da taxa de juro à esfera real, 
normalmente, uma maior taxa de juro tem um efeito negativo sobre a produção. Pode-se 
observar que, em relação à  produtividade, o efeito de um choque positivo da política 
monetária, com um aumento de 1% da taxa de juro (Figura 3)  diminui no curto a médio 
prazo e, por um período inferior a 10 trimestres, não tem efeitos sobre as variáveis reais ou 
monetárias.  
Assim, e como visto anteriormente, a Regra de Taylor postula um aumento das taxas de 
juros para desincentivar o excesso de atividade, desviando recursos para poupança (em 
detrimento da preferência pela liquidez). 
 
A Regra de Taylor calcula a taxa de juro de equilíbrio que o Banco Central escolhe, dados 
os seus objectivos e as condições económicas do país ou zona monetária. A ideia principal 
é que o Banco Central reage a desvios da inflação, face ao valor alvo definido para a 
mesma e a desvios entre o produto atual e o o produto potencial (Burda e Wyplosz, 2011). 
Inflação 𝜋 Taxa de juro r Produto Y 
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As regras da política monetária, das quais a Regra de Taylor faz parte, são consideradas 
eficientes quando levam à minimização dos desvios face a variações da inflação e do 
produto em torno dos níveis estabelecidos como objetivo. O Banco Central da Roménia 
continua com o ciclo de redução prudente da taxa de política monetária. A taxa de juro 
nominal foi reduzida para 1.75% em 2017, representando um baixo valor histórico nos 
últimos 23 anos7. O ajuste prudente da taxa de juro foi justificado pela persistência de 
riscos para as perspectivas de inflação, tendo como fonte, por um lado, o ambiente externo, 
em termos de extensão da crise da dívida soberana e, por outro lado, da incerteza associada 
à conjuntura eleitoral interna (Grigoras, 2010).  
 
 
 
Target do Produto 
Target a Inflação 
Condições de Benchmark 
 
Figura 3: Função Impulso-Resposta na Política Monetária 
 
Numa análise mais detalhada, podemos também considerar o caso de curto prazo em que  
os preços são rigídos, e as empresas não ajustam os preços simultaneamente, a inflação 
resulta numa dispersão ineficiente dos preços relativos e produção entre produtores 
individuais. 
                                                        
7 O banco central da Roménia deixou sua taxa de juro de referência inalterada em 1.75%, como esperado, 
equilibrando a baixa inflação contra a pressão subjacente do aumento dos salários. O governador do Banco 
Central, Mugur Isarescu, disse que a inflação permaneceria significativamente abaixo da meta de 1.5-3.5% 
do banco central nos próximos meses e provavelmente aumentará a margem inferior para o final do ano 
(Reuters, APRIL 5, 2017, Romanian central bank keeps benchmark interest rate on hold). 
Produto Y Inflação 𝜋 Taxa de juro r 
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A utilidade da família representativa depende do seu consumo de um bem composto; 
confrontado com uma dispersão dos preços para os bens diferenciados produzidos na 
economia, a família compra mais do bem relativamente mais barato e menos do bem 
relativamente mais caro. A Figura 4 representa um choque positivo de 1% na procura. 
 
 
 
 
 
Target do Produto 
Target a Inflação 
Condições de Benchmark 
 
Figura 4: Função Impulso-Resposta num choque na Procura 
 
 
Se assumirmos uma utilidade marginal decrescente, o aumento na utilidade resultante do 
consumo de alguns bens é menor que a perda de utilidade de consumir menos dos bens 
mais caros. Assim, a dispersão de preços reduz a utilidade.  
Similarmente, se assumirmos rendimentos decrescentes para o mercado de trabalho, no 
processo produtivo, em vez de rendimentos constantes à escala, a dispersão do lado da 
produção também sairá cara. O aumento do custo de produzir mais de determinados bens é 
maior que o custo de poupar quando se trata de reduzir a produção de outros bens. Por 
estas razões, a dispersão de preços reduz a utilidade, e quando cada empresa não ajusta os 
preços em cada período, a dispersão de preços é causada pela inflação. Estes custos, no 
entanto, podem ser eliminados com uma política de estabilidade de preços (Burda & 
Wysploz, 2011) 
Produto Y Inflação 𝜋 Taxa de juro r 
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Assim, o Banco Central não tem qualquer incentivo em criar pressões inflacionistas, 
verificando o objetivo de estabilidade de preços em que e a inflação será zero (evidenciado 
pela inflação tender para zero)8.  
Um Banco Central que queira maximizar a utilidade esperada da família representativa irá 
assegurar que o produto é mantido igual ao equilíbrio de preços flexíveis do produto. Isto 
também garante uma inflação estável, assim, como referido anteriormente, eliminando o 
custo de dispersão dos preços relativos que surjem com a inflação. Quando as empresas 
não precisam de ajustar os preços, o facto de os preços serem rígidos já não se torna 
relevante (Pindyck & Rubinfeld, 2013). 
Assim, um factor chave de um modelo Keynesiano é que a estabilidade de preços é um 
objectivo muito importante na política monetária. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                        
8 Nos termos do artigo 27.º, n.º 1, do Tratado sobre o Funcionamento da União Europeia (TFUE), o objetivo 
primordial doEurosistema/ BCE é manter a estabilidade dos preços: “O objetivo primordial do [Eurosistema 
|BCE] é a manutenção da estabilidade dos preços inferior mas próximos dos 2%, dado pelo IHPC” 
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4. Modelo Autorregressivo Bayesiano (BVAR) para a 
economia Romena 
 
 
A análise Bayesiana requer sempre o conhecimento das propriedades das distribuições a 
priori, verosimilhança e a posteriori. No entanto, tendo em conta  uma das vantagens da 
estatística Bayesiana que, quando existe desconhecimento do verdadeiro valor dos 
parâmetros, pode-se pensar nestes como sendo variáveis aleatórias às quais podemos 
atribuir uma distribuição a posteriori. Na teoria económica, é frequente a análise de 
modelos BVAR para a previsão de variáveis e para o seu estudo no que toca à tendência 
futura das mesmas. 
 
4.1. Definição do Modelo 
 
Denote-se os parâmetros de interesse por 𝜃 = (𝛽, Σ) e os dados por 𝑦 . Mais uma vez, 
denote-se a distribuição a priori por 𝑝(𝜃), a função de verosimilhança por 𝑙(𝑦|𝜃) e a 
distribuição a posteriori por 𝑝(𝜃|𝑦). 
 
Supõe-se que se tem um modelo 𝑉𝐴𝑅(𝑝) da seguinte forma : 
 
𝑦𝑡 = 𝑥𝑡
′𝛽 + 𝜖𝑡 
 
onde 𝜖𝑡 = 𝜙1𝜖𝑡−1 + ⋯ + 𝜙𝑝𝜖𝑡−𝑝 + 𝑢𝑡 , sendo que 𝑦𝑡  é uma matriz 𝑚 ×  1  onde 𝑡 =
1, 2, … , 𝑇 e 𝑚 representa diferentes séries. 𝜖𝑡 é um vector de erros 𝑚 ×  1 que se assume 
ser i.i.d e 𝜖𝑡 ~ 𝑁(0, Σ𝜖). 
O modelo pode ser reescrito da seguinte forma matricial 
 
𝑌 = 𝑋𝐴 + 𝐸 
ou, identicamente, 
 
𝑦 = (𝐼𝑚 ⊗ 𝑋)𝜃 + 𝑒 
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onde, 𝑌 e 𝐸 são duas matrizes de dimensão 𝑇 ×  𝑚  e  𝑋 = (𝑥1, … , 𝑥𝑡)′ é uma matriz de 
dimensão 𝑇 × (𝑚𝑝 + 1)  para 𝑥𝑡 = (1, 𝑦
′
𝑡−1
, … , 𝑦′
𝑡−𝑞
) ; 𝐼𝑚  é a matriz identidade de 
dimensão 𝑚  e  𝑒~𝑁(0, Σ𝜖 ⊗ 𝐼𝑇). 
Atribui-se para 𝜃 uma distribuição a priori normal e para Σ𝜖 uma a priori não informativa. 
Assim, e neste caso, usamos a a priori de Sims-Zha Normal Flat (Sims e Zha, 1998), que 
nada mais é que uma a priori vaga para a qual não se tem qualquer tipo de informação 
significativa acerca de Σ𝜖 , cuja função densidade de probabilidade é proporcional a  
|Σ𝜖|
−(𝑚+1)/2. 
 
 
4.2. Aplicação aos Dados da Economia Romena 
 
Para este estudo sobre a economia Romena, tal como no capitulo anterior, usam-se 
novamente como variáveis o PIB (em taxa de crescimento) (y), a taxa de inflação (π) e a 
taxa de juro nominal (r), para o período entre 1993Q1 e 2016Q4, em dados trimestrais, 
completando um total de 92 observações, e recorreu-se ao software Eviews (Versão 9.5) 
para determinar as funções impulso-resposta. Nos gráficos apresentados nas figuras 
seguintes, o eixo horizontal representa cada semestre, ao longo dos anos em estudo, que, 
apesar de só representar 92 trimestres, acabam em 100 por uma questão de escala. Os 
dados foram retirados, mais uma vez, do site do Banco Nacional da Roménia, e incluem já 
quer a eliminação da tendência quer o ajustamento da sazonalidade. De notar que o 
software Eviews só oferece como opção distribuições a priori conjugadas (significando 
que a a posteriori pertence à mesma família de distribuições que a distribuição a priori). 
Esta restrição no software permite o cálculo analítico do modelo BVAR, em vez de uma 
estimação baseada em simulação (como por exemplo, os métodos Monte Carlo Via 
Cadeias de Markov (MCMC)).  
 
A resposta das variáveis foi introduzida na análise a um choque positivo da produção: um 
choque positivo da produção (Figura 5) levará a uma redução da inflação e uma apreciação 
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da taxa de juro. Normalmente, a resposta da inflação a um choque positivo da procura 
deve ser positiva, mas o aumento da taxa de juro absorve rapidamente esse efeito9. 
 
 
                         
 
Figura 5: Choque Positivo na Produção 
 
No geral, no caso aumento da taxa de juro nominal, que se reflete numa apreciação da 
moeda nacional (romena), ajuda a diminuir os preços. Teoricamente, a valorização da 
moeda nacional aumentará o preço das exportações e reduzirá o preço das importações. A 
diminuição da inflação, em consequência da valorização da moeda nacional, será mais 
consistente se as importações forem predominantes no consumo nacional. Este argumento 
parece acompanhar a economia da Roménia, onde a inflação diminuiu em resultado da 
apreciação da moeda nacional romena, o RON, entre 2004 e o final de 2007. Esta 
apreciação teve lugar no contexto de um consumo elevado orientado para as importações e 
um decréscimo das poupanças, aumentando tanto o déficit da conta corrente quanto a 
dívida externa.  
 
A apreciação da moeda nacional num período em que o défice da balança de transacções 
correntes era substancial pode parecer não fundamentada. Baseia-se predominantemente na 
liberalização da balança de capitais e nas admissões de moeda estrangeira na Roménia, as 
admissões que foram sustentadas pelo diferencial de juros positivo do RON contra outras 
moedas, principalmente contra o Euro. Juntamente com o surto da crise financeira, no final 
                                                        
9 Uma mais alta taxa de inflação faz com que o Banco Central aumente a taxa de juro nominal, que 
consequentemente faz aumentar a taxa de juro real. Esta condição leva a uma diminuição do 
investimento (e consumo).  
Inflação 𝜋 Taxa de juro r 
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de 2007 nos Estados Unidos, o capital estrangeiro começou a ser retirado da Roménia, 
levando a uma significativa depreciação da moeda nacional. Esta depreciação teria 
conduzido a um crescimento significativo da inflação se não tivesse sido acompanhada, 
devido à crise económica, de uma forte contracção da produção (um hiato negativo do 
produto). Esta mistura de eventos determinou uma tendência crescente para a inflação. 
Numa economia como a da Roménia que adotou uma estratégia de metas de inflação, a 
absorção e a deterioração da competitividade pelo método usual, isto é, a intervenção 
maciça das autoridades monetárias no mercado cambial através da acumulação de um 
fundo de reserva, é conflituoso. Esta intervenção, se possível, gerará um crescimento da 
oferta monetária e, implicitamente, das pressões inflacionistas.  
 
Desta forma, podemos explicar a não-intervenção do Banco Central da Roménia quando o 
RON se apreciou em relação a outras moedas (como o Euro e o Dólar). Assim, o Banco 
Central estará exposto ao dilema de praticar uma nova meta de inflação e à limitação da 
apreciação da moeda nacional. Herman (2008) afirma que a intervenção das autoridades 
monetárias para absorver a apreciação da moeda nacional dentro do sistema de metas de 
inflação só poderia ter vantagens nas condições em que a economia opera sob o seu 
potencial (hiato negativo do produto). Assim, uma política monetária expansionista gerada 
pela intervenção no mercado cambial favorecerá a realização das metas de inflação. Esta 
situação não ocorreu na Roménia, porque o hiato do produto era muito superior ao 
potencial da economia no período 2004-2008. Por outro lado, o ajustamento da apreciação 
da moeda nacional pode ser realizado através de um crescimento da taxa de juro, a fim de 
combater as pressões inflacionistas geradas pela intervenção das autoridades monetárias no 
mercado cambial e a depreciação da moeda nacional. No entanto, o crescimento da taxa de 
juro irá causar, por sua vez, uma apreciação da moeda nacional devido à atracção de 
capital para a economia. 
Montiel e Ostry (1991) salientam que, no contexto do fluxo livre de capitais, a tarefa da 
política monetária de agir contra a inflação é muito difícil (se as taxas de câmbio forem 
flexíveis). A oferta de moeda não pode ser controlada muito facilmente através de uma 
política monetária restritiva, na medida em que os agentes económicos podem obter 
liquidez externa. É por isso que a adopção de uma estratégia de metas de inflação é uma 
forma de suavizar as antecipações inflacionistas num nível tão baixo quanto o possível. 
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Estas políticas do Banco Central da Roménia, e pela análise feita do modelo BVAR, vão 
de encontro ao modelo de Mundell-Fleming (Mundell, 1963 e Fleming, 1962). 
 
O pressuposto fundamental do Modelo de Mundell-Fleming será o de uma pequena 
economia aberta com perfeita mobilidade de capitais. Assim, o que difere o Modelo BVAR 
do Modelo DSGE é a abertura da economia. Como consequência, existe uma mobilidade 
perfeita de capitais. Este pressuposto de economia aberta significa que a taxa de juro 
interna da economia (r) pode ser determinada pela taxa de retorno internacional (r*), ou 
seja, 𝑟 =  𝑟 ∗. 
 
Pressupõe-se, também, que a taxa de retorno internacional (r*) é determinada de forma 
exógena, pelo simples facto de a economia ser suficientemente pequena comparativamente 
à economia internacional para que possa conceder ou tomar empréstimos o quanto desejar 
nos mercados financeiros internacionais sem afetar a taxa de juro internacional. 
 
O modelo de Mundell-Fleming descreve, então, o mercado de bens e serviços de modo 
bastante semelhante ao modelo IS-LM, mas acrescenta um novo termo para os fluxos de 
capitais, pelo que é denominado de modelo IS - LM - BP ou IS - RT- MFI. Em particular, 
o mercado de bens (IS) é representado pela seguinte equação: 
 
𝑌 =  𝐶(𝑌 − 𝑇) +  𝐼(𝑟) +  𝐺 +  𝑁𝑋(𝑒) 
 
O termo, 𝑁𝑋(𝑒), representa as exportações líquidas que dependem negativamente da taxa 
de câmbio, 𝑒. 
 
Se 𝑒 corresponde à taxa de câmbio nominal, então a taxa de câmbio real, ε, é igual a 
𝑒𝑃/𝑃 ∗, em que 𝑃 representa o nível de preços interno e 𝑃 ∗ representa o nível de preços 
no exterior. O modelo Mundell-Fleming, entretanto, pressupõe que os níveis de preços no 
país e no exterior sejam fixos, de tal modo que a taxa de câmbio real seja proporcional à 
taxa de câmbio nominal. Ou seja, quando a moeda corrente interna sofre alguma 
valorização (e a taxa de câmbio nominal cresce), os bens no exterior passam a ser mais 
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baratos se se comparar com os bens internos do país, e isso faz com que as exportações 
caiam e as importações cresçam. 
 
A condição de equilíbrio no mercado de bens que acabamos de descrever apresenta duas 
variáveis financeiras que afetam o dispêndio com bens e serviços (a taxa de juros e a taxa 
de câmbio), mas a situação pode ser simplificada ao utilizar-se o pressuposto da perfeita 
mobilidade do capital, de modo tal que 𝑟 = 𝑟 ∗. Teremos, então, 
 
𝑌 =  𝐶(𝑌 − 𝑇) +  𝐼(𝑟 ∗) +  𝐺 +  𝑁𝑋(𝑒) 
 
Já o mercado monetário é representado por meio de uma equação representativa da LM e 
já conhecida a partir do modelo IS-LM: 
 
𝑀/𝑃 =  𝐿(𝑟, 𝑌) 
 
Essa equação enuncia que a oferta de encaixes monetários reais, 𝑀/𝑃, é igual à procura, 
𝐿(𝑟, 𝑌).  A procura por encaixes reais depende negativamente da taxa de juro e 
positivamente do produto, 𝑌. A oferta monetária, 𝑀, é uma variável exógena controlada 
pelo banco central, e, uma vez que o modelo de Mundell-Fleming é projetado no intuito de 
analisar oscilações de curto prazo, pressupõe-se, também, que o nível de preços, 𝑃 , é 
determinado de maneira exógena. 
 
Mais uma vez, acrescentamos o pressuposto de que a taxa de juro interna é igual à taxa de 
retorno internacional, de tal modo que 𝑟 = 𝑟 ∗: 
 
𝑀/𝑃 =  𝐿(𝑟 ∗, 𝑌) 
 
De acordo com o modelo Mundell-Fleming, uma economia aberta de pequena dimensão,  
com perfeita mobilidade de capitais,  pode ser descrita por duas equações: 
 
𝑌 =  𝐶(𝑌 − 𝑇) +  𝐼(𝑟 ∗) +  𝐺 +  𝑁𝑋(𝑒) 
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𝑀/𝑃 =  𝐿(𝑟 ∗, 𝑌) 
 
A primeira equação descreve o equilíbrio no mercado de bens (represenativa da IS); a 
segunda descreve o equilíbrio no mercado monetário (representativa da LM). As variáveis 
exógenas correspondem à política orçamental, 𝐺 e 𝑇, à política monetária, 𝑀, ao nível de 
preços, 𝑃, e à taxa de juro internacional, 𝑟 ∗. As variáveis endógenas correspondem ao 
produto, 𝑌, e à taxa de câmbio, 𝑒. 
 
O efeito do choque positivo da taxa de juro nominal sobre a produção é contestado (Figura 
6). Se levarmos em conta a procura agregada, a queda dos preços das importação e a 
diminuição da procura de bens produzidos em território nacional, como resultado da 
valorização da moeda nacional, levarão a um colapso da produção nacional. Assim, a 
deterioração dos preços de competitividade dos bens autóctones a nível internacional 
levará à queda das exportações e gerará uma queda na produção. Por outro lado, se 
levarmos em conta o lado da oferta agregada, uma apreciação da moeda nacional gerará 
uma diminuição dos preços dos bens intermediários importados incluídos nos factores de 
produção e, portanto, no custo de produção. Consequentemente, aumentará a procura de 
mão-de-obra, mas também a produção. Na Roménia, o impacto da apreciação real da taxa 
de juro sobre a produção parece ser dominado pela oferta agregada, com base nos 
resultados apresentados. 
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Figura 6: Choque Positivo na Taxa de Juro Nominal 
 
A taxa de crescimento da produção será reduzida como consequência de um choque 
positivo na taxa de inflação (Figura 7), estando a resposta de acordo com a revisão de 
literatura. A resposta do agregado monetário M2 10  a um crescimento inesperado da 
inflação (Figura 7) é a de aumentar a oferta monetária, ao contrário das hipóteses teóricas 
segundo as quais um crescimento inesperado dos preços indica uma diminuição da oferta 
monetária. No entanto, esta contradição também foi observada por Kim e Roubini (2000).  
 
 
 
 
 
 
 
 
 
                                                        
10 M1 = moeda em poder do público (notas e moedas) + depósitos à vista nos bancos comerciais. M1 é o total 
de moeda que não rende juros e é o agregado monetário com maior liquidez imediata. Sendo que moeda em 
poder do público é a quantidade de moeda emitida pela autoridade monetária menos as reservas bancárias. 
M2 = M1 + depósitos a prazo (depósitos para investimentos, depósitos de poupança, fundos de aplicação 
financeira e de renda fixa de curto prazo) + títulos do governo em poder do público. 
M3 = M2 + Títulos de dívida excepto capital até 2 anos + acordos de recompra. O agregado monetário M3 é 
o agregado de referência na Zona Euro. 
Inflação 𝜋 Produto Y 
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Figura 7: Choque Positivo na Inflação 
 
Um aspecto positivo que emerge da análise realizada é representado pela função de 
resposta da produção e da inflação a uma variação positiva da taxa de juros (Figura 6). Um 
choque positivo da taxa de juro levará a um preço mais alto da moeda11, o que levará as 
famílias e as empresas a pedir menos empréstimos para investimento e para consumo, o 
que se vai refletir numa diminuição da produção e da inflação. Essa resposta consolida o 
canal de transmissão da taxa de juro e apoia a estratégia de metas de inflação. Além disso, 
um crescimento da taxa de juro desencadeará uma apreciação da moeda nacional e uma 
redução no agregado monetário M2. 
Se o Banco Central faz crescer a oferta monetária, e presumindo um nível de preços fixos, 
o crescimento na oferta monetária significa um crescimento nos encaixes monetários reais.  
Consequentemente, um aumento na oferta monetária faz crescer o produto e reduz a taxa 
de câmbio. 
 
Assim, um aumento na oferta monetária começa a pressionar para baixo a taxa de juro 
interna, e o capital flui para fora da economia, à medida que os investidores procuram um 
retorno mais alto noutros lugares. Esse fluxo de saída de capital impede que a taxa de juro 
interna caia para um patamar inferior ao da taxa de juro internacional, 𝑟 ∗. Ele também 
exerce um outro efeito: como investir no exterior exige que se converta moeda corrente 
interna em moeda corrente estrangeira, o fluxo de saída de capital faz com que cresça a 
                                                        
11 O preço da moeda é dado pela taxa de juro. 
Taxa de juro r Produto Y 
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oferta de moeda corrente interna no mercado de câmbio, fazendo com que a moeda interna 
sofra uma depreciação em seu valor. Essa depreciação torna os bens internos baratos em 
relação aos bens estrangeiros, estimulando as exportações líquidas e, consequentemente, o 
total do rendimento. 
 
Assim, numa economia aberta de pequena dimensão, a política monetária influencia o 
produto, pelo fato de alterar a taxa de câmbio e não a taxa de juro. 
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Conclusões 
 
A inferência Bayesiana tem ganho grande notoriedade nos mais diversos campos 
científicos, nomeadamente na economia, objecto de estudo desta dissertação. Apresentam-
se os aspectos mais importante de inferência Bayesiana e o seu encadeamento até chegar 
aos modelos DSGE e BVAR.  
Nos últimos anos, os modelos DSGE têm sido muito aplicados por parte dos bancos 
centrais dos países das economias desenvolvidas: E.U.A., Austrália, União Europeia, entre 
outros. Grande parte desta notoriedade resultou do trabalho de Smets e Wouters (2003). 
Estes autores modificaram um modelo Keynesiano de forma a analisar e prever séries 
temporais para a Zona Euro. Estes autores, também, mostraram que os modelos DSGE são 
uma opção tão boa, ou melhor, que os modelos BVAR. No entanto, muitos economistas 
ainda se sentem relutantes no uso de modelos DSGE no sentido em que este impõe 
restrições mais « fortes » em comparação com os modelos BVAR, isto à luz do trabalho de 
Kydland e Prescott (1982). 
No caso prático apresentado, para a economia Romena, ambos os modelos foram 
estimados usando dados trimestres entre 1993Q1 e 2016Q4, de que resultaram as funções 
impulso-resposta apresentadas. A diferença dos dois tipos de modelos encontra-se no facto 
de no modelo DSGE analisarmos a economia romena como uma economia fechada e no 
modelo BVAR analisarmos a economia romena como uma economia aberta.  
Os dados do PIB foram tratados como taxas de crescimento. 
Para o caso do modelo DSGE, em que se assumiu a economia Romena como uma 
economia fechada, podemos verificar que o modelo vai de encontro à Regra de Taylor, o 
que por sua vez, pode explicar que o aumento da taxa de juro, em resposta a aumentos da 
inflação e ou do produto efetivo, leva a uma quebra da produção e uma diminuição da 
pressão inflacionista. 
As pressões inflacionistas também são explicadas pelos choques na procura, na oferta e na 
oferta de moeda, onde esta última vai de acordo, como já referido, à Regra de Taylor. 
Algumas dificuldades encontradas prendem-se, principlamente na calibração do modelo, já 
que os valores utilizados podem não estar de acordo com a economia Romena. Galí (2008), 
no entanto, calculou os valores tendo em vista uma visão geral dos modelos DSGE. 
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Quanto ao modelo BVAR, o período analisado foi o mesmo que o DSGE, com a diferença 
de que se assumiu uma economia aberta. Assim, no caso do modelo BVAR, a eficácia da 
política monetária pode ser explicada pelo Modelo de Mundell-Fleming. 
No geral, consideramos os resultados das estimativas como satisfatórios. As medidas de 
diagnóstico parecem indicar que a estimativa é robusta na maioria dos seus campos, em 
particular no que diz respeito à qualidade da maximização numérica do Kernel posterior e 
à convergência do algoritmo MH no modelo DSGE. Os dados parecem ser razoavelmente 
informativos sobre a maioria dos parâmetros e o ajuste do modelo para o conjunto de 
dados observados é bastante bom. As estimativas obtidas para os parâmetros de interesse 
geralmente estão de acordo com a literatura disponível e, na maioria dos casos, estão em 
conformidade com a aderência à realidade do ponto de vista económico. 
A escolha da economia da Roménia foi motivada pelo facto dos estudos existentes na área 
de conhecimento da presente dissertação aplicados a esta economia serem escassos.  
Para futuros estudos, seria bastante interessante um estudo mais aprofundado sobre 
modelos DSGE e BVAR sobre a economia romena, ou até o estudo de um modelo BVAR-
DSGE. Seria igualmente interessante o estudo de um modelo que compare a economia 
Romena à economia da Républica de Moldava, devido às relações históricas entre os dois 
países, ou que compare com outros países europeus que compreendam países que tiveram 
regimes políticos de economia planificada e países em regimes políticos distintos.  
Não só nos modelos DSGE e BVAR, mas o estudo profundo de inferência Bayesiana na 
ciência económica representa actualmente um campo em grande expansão e de grande 
interesse de investigação académica e de conhecimento em geral. 
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Apêndice A:  Teoria Microeconómica para o modelo 
Keynesiano de 3 equações 
 
A teoria subjacente ao modelo de 3 equações, é descrita da seguinte forma: 
 
Famílias 
 
Existe um número de famílias 𝑗 ∈ [0,1], com uma função utilidade 𝑈(𝐶𝑡, 𝐻𝑡) =
𝐶𝑡
1−𝜎
1−𝜎
−
𝜒
𝐻𝑡
1−𝜑
1−𝜑
. Considere-se uma única família, representativa de todas as outras, que maximiza o 
seu bem estar através da seguinte expressão 
 
𝑚𝑎𝑥𝐶𝑡(𝑗),𝐻𝑡(𝑗),𝐵𝑡(𝑗)𝐸𝑡 ∑ 𝛽
𝜏
+∞
𝜏=0
𝑈(𝐶𝑡+𝜏(𝑗), 𝐻𝑡+𝜏(𝑗)) 
 
onde 𝛽 ∈ (0,1) é o factor de desconto. 
 
A família representativa maximiza o seu bem estar restrito ao orçamento 
 
𝑃𝑡𝐶𝑡(𝑗) + 𝑒
𝜎𝜀𝑡
𝐷
𝐵𝑡(𝑗) = 𝑅𝑡−1𝐵𝑡−1(𝑗) + 𝑊𝑡𝐻𝑡(𝑗) 
 
onde, 𝜎 > 0 e 𝜑 > 0 são parâmetros de forma da função de utilidade, respectivamente ao 
consumo e à oferta de trabalho, enquanto que 𝜒 é um parâmetro que permite aproximar a 
oferta de trabalho a valores mais realistas. Existe um choque da procura, que segue um 
processo AR(1) no orçamento das famílias e que é denotado por 𝜀𝑡
𝐷 (Smets e Wouters, 
2005).  
As condições de primeira ordem (F.O.C.) vêm dadas por 
 
𝐸𝑡 (
𝐶𝑡+1(𝑗)
𝐶𝑡(𝑗)
)
𝜎
=
𝛽
𝑒𝜀𝑡
𝐷 𝐸𝑡 (
𝑅𝑡
𝜋𝑡+1
) 
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onde 𝜋𝑡+1 =
𝑃𝑡+1
𝑃𝑡
  é a taxa de inflação e a equação da oferta de trabalho vem dada por  
𝜒𝐶𝑡(𝑗)
𝜎𝐻𝑡(𝑗)
𝜑 =
𝑊𝑡
𝑃𝑡
 
 
Estas equações definem o caminho óptimo para a obtenção do consumo e da oferta de 
trabalho. 
 
Empresas 
 
Tal como no caso das famílias, assume-se uma única empresa representativa de todas as 
outras. Neste caso, a empresa representativa 𝑖 está interessada em maximizar os seus lucros  
 
𝑚𝑎𝑥𝐻𝑡(𝑖),𝑌𝑡(𝑖)(𝑃𝑡(𝑖)𝑌𝑡(𝑖) − 𝑊𝑡𝐻𝑡(𝑖)) 
 
sobre a restrição da oferta 
 
𝑌𝑡(𝑖) = 𝐻𝑡(𝑖) 
 
Assume-se que as empresas enfrentam um problema em dois blocos: no primeiro bloco, as 
empresas procuram trabalho num mercado perfeitamente competitivo. A condição de 
primeira ordem eé 
𝑀𝐶𝑡(𝑖) = 𝑀𝐶𝑡 =
𝑊𝑡
𝑃𝑡
 
 
onde  𝑀𝐶𝑡 representa os custos marginais de produzir uma unidade de um determinado 
bem. 
No segundo bloco, as empresas não conseguem definir preços óptimos. Existe uma fracção 
de empresas 𝜃 que não podem definir preços. Assim, os preços evoluem de acordo com 
𝑃𝑡(𝑖) = 𝑃𝑡−1(𝑖). As restantes empresas 1 − 𝜃 podem definir os preços de venda tal que 
𝑃𝑡(𝑖) = 𝑃𝑡
∗(𝑖) , onde 𝑃𝑡
∗(𝑖)  representa o preço óptimo da empresa representativa dada 
regidez nominal.  
Assim, no todo, a maximização dos lucros vem dado por 
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𝑚𝑎𝑥𝑃𝑡∗(𝑖)𝐸𝑡 ∑
𝜆𝑡+𝜏
𝑐
𝑃𝑡+𝜏
(𝛽𝜃)𝜏[𝑃𝑡
∗(𝑖) − 𝑀𝐶𝑡+𝜏(𝑖)]𝑌𝑡+𝜏(𝑖)
+∞
𝜏=0
 
 
 
sobre a restrição orcamental 
 
𝐸𝑡{𝑌𝑡+𝜏(𝑖)} = 𝐸𝑡 ((
𝑃𝑡
∗(𝑖)
𝑃𝑡+𝜏
)
−
𝜇𝑡+𝜏
𝜇𝑡+𝜏−1
𝑌𝑡+𝜏) , 𝜏 > 0 
 
onde 𝜇𝑡 =
𝜖
𝜖−1
𝑒𝑦𝜀𝑡
𝐷
 é a variação temporal do mark-up; 
𝜖 denota a substituição imperfeita entre bens diferenciados; 
𝜀𝑡
𝐷 o choque do mark-up; 
𝑦 um parâmetro de forma. 
 
Visto que as empresas são geridas pelas famílias, os lucros esperados são descontados 
usando o mesmo factor de desconto que as famílias 𝛽𝜏𝜆𝑡+𝜏
𝑐 /𝜆𝑡
𝑐. As condições de primeira 
ordem vem dadas por 
 
𝐸𝑡 ∑
𝜆𝑡+𝜏
𝑐
𝜆𝑡
𝑐
+∞
𝜏=0
(𝛽𝜃)𝜏
𝜇𝑡+𝜏 − 1
[𝑃𝑡
∗(𝑖) − 𝜇𝑡+𝜏𝑀𝐶𝑡+𝜏(𝑖)]𝑌𝑡+𝜏(𝑖) = 0 
 
 
Autoridades monetárias 
 
As autoridades monetárias estabelecem a taxa de juro de acordo com uma Regra de Taylor 
 
𝑅𝑡
?̅?
= (
𝑅𝑡
?̅?
)
𝜌
((
𝜋𝑡
?̅?
)
𝜙𝜋
(
𝑌𝑡
?̅?
)
𝜙𝑦
)
1−𝜌
𝑒𝜀𝑡
𝑅
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onde, 𝑅𝑡 representa a taxa de juro nominal; 𝜋𝑡 a taxa de inflaçao; 𝑌𝑡 o nível de output; 𝜀𝑡
𝑅 
um choque na política monetária que segue um processo 𝐴𝑅(1). Os parâmetros ?̅?, ?̅? e ?̅? 
são os valores do estado estacionário para a taxa de juro, taxa de inflaçao e PIB, 
respectivamente. O banco central reage ao desvio da inflação e do PIB na proporção 𝜙𝜋 e 
𝜙𝑦, respectivamente, assim como suaviza tudo à proporção 𝜌.  
 
Condições de Equilíbrio 
 
Depois de agregar todas as ofertas das empresas, a restrição dos recursos da economia vem 
dada por 
 
𝑌𝑡 = 𝐶𝑡 
 
A agregação das empresas que podem fixar preços e as que não podem, leva a seguinte 
equação agregadas de preços 
 
(𝑃𝑡)
1
1−𝜇𝑡 = 𝜃(𝑃𝑡−1)
1
1−𝜇𝑡 + (1 − 𝜃)(𝑃𝑡
∗)
1
1−𝜇𝑡 
 
Linearização 
 
De forma a obter os estados estacionários do modelo, os preços são normalizados, i.e, 𝑃 =
1, e assume-se que as familias trabalhem 8h/dia, ou seja, um terco do seu tempo, 𝐻 = 1/3. 
Assim, 
 
𝐶̅ = ?̅? = ?̅? 
 
?̅? = ?̅?𝐶̅ =
1
𝜇
 
 
𝜒 = ?̅?𝐶̅−𝜎𝐻−𝜑 
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Sabendo-se que ?̂? = ?̂?, a produção vem dada por 
 
?̂? = 𝐸𝑡?̂?𝑡+1 −
1
𝜎
(?̂?𝑡 − 𝐸𝑡?̂?𝑡+1) + 𝜀𝑡
𝐷 
 
A equação da oferta de trabalho, logaritmizada, vem dada por 
 
?̂?𝑡 = 𝜎?̂?𝑡 + 𝜑ℎ̂𝑡 
 
onde ?̂?𝑡  denota as variações no salário real. Com a condição de primeira ordem da 
optimização do preço óptimo e com a equação dos preços agregados, podemos obter a 
curva de Phillips-Keynesiana linearizada da seguinte forma 
 
?̂?𝑡 = 𝛽𝐸𝑡?̂?𝑡+1 +
(1 − 𝜃)(1 − 𝜃𝛽)
𝜃
𝑚?̂?𝑡 + 𝜀𝑡
𝑆 
 
Sendo o custo marginal real dado como 𝑚?̂?𝑡 = ?̂?𝑡 e a função de produção 𝑦𝑡 = ℎ𝑡, então, 
pela equação da oferta de trabalho, o custo marginal pode ser simplificado para 𝑚?̂?𝑡 =
(𝜎 + 𝜑)?̂?𝑡. Assim, a curva de Phillips vem dada por  
 
?̂?𝑡 = 𝛽𝐸𝑡?̂?𝑡+1 +
(1 − 𝜃)(1 − 𝜃𝛽)
𝜃
(𝜎 + 𝜑)?̂?𝑡 + 𝜀𝑡
𝑆 
 
Finalmente, a política orçamental vem dada por 
 
?̂?𝑡 = 𝜌?̂?𝑡−1(1 − 𝜌)(𝜙
𝜋?̂?𝑡 + 𝜙
𝑦?̂?𝑡) + 𝜀𝑡
𝑅 
 
O modelo, é entao definido por estas 3 equações, mais os choques 
 
𝜀𝑡
𝑖 = 𝜌𝑖𝜀𝑡−1
𝑖 + 𝜂𝑡
𝑖 , com 𝑖 = 𝐷, 𝑅, 𝑆 
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Apêndice B:  Comando em Dynare 
 
var y pi r s_D s_S s_r; 
  
varexo e_D e_S e_R; 
  
parameters  beta sigma phi chi rho phi_pi phi_y theta rho_D rho_S rho_R; 
  
beta        = 0.99;              
phi         = 1;                 
theta       = 3/4;  
epsilon     = 6;                 
rho         = 0;                 
phi_pi      = 1.5;               
phi_y       = 0.5/4;             
  
rho_D   = 0.9; 
rho_S   = 0.9; 
rho_R   = 0.4; 
  
R       = 1/beta; 
H       = 1/3; 
MC      = (epsilon-1)/epsilon; 
W       = MC; 
Y       = H; 
chi     = W*Y^-sigma*H^-phi; 
  
 
model(linear);  
y = y(+1) - 1/sigma*(r-pi(+1)) + s_D; 
pi = beta*pi(+1) + ((1-theta)*(1-beta*theta)/theta)*(sigma+phi)*y + s_S; 
r = rho*r(-1) +  (1-rho)*( phi_pi*pi + phi_y*y ) + s_r  ; 
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s_D = rho_D*s_D(-1)+e_D; 
s_S = rho_S*s_S(-1)+e_S; 
s_r = rho_R*s_r(-1)+e_R; 
end; 
  
shocks; 
var e_D;  stderr 1; 
var e_S;  stderr 1; 
var e_R;  stderr 1; 
end; 
  
check; 
  
steady; 
  
estimated_params;  
sigma, inv_gamma_pdf,1.15,0.1;    
rho_D, inv_gamma_pdf,0.15,0.1; 
rho_S, inv_gamma_pdf, 0.15, 0.1;  
rho_R, inv_gamma_pdf, 0.15, 0.1; 
beta, beta_pdf, 1.15,0.1; 
phi, inv_gamma_pdf,1.15,0.1; 
chi, beta_pdf,1.15,0.1;  
rho, inv_gamma_pdf,1.15,0.1;  
phi_pi, beta_pdf,1.15,0.1;  
phi_y, beta_pdf,1.15,0.1;  
theta, inv_gamma_pdf,1.15,0.1;  
end; 
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varobs y pi r; 
 
estimation(datafile=data_tese,first_obs=29,mode_check,mh_nblocks=5,mh_jscale=0.23,m
h_replic=10000,bayesian_irf,irf=40,filtered_vars) y pi r; 
stoch_simul(irf=0,periods=5000) y pi r; 
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Apêndice C:  Diagnóstico de convergência do método 
Metropolis-Hastings e validação do modelo 
 
 
 
Figura 8: Diagnóstico de Convergência de MH Multivariado 
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Figura 9: Diagnóstico de Convergência de MH Univariado 
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Figura 10: Estimação dos Choques  
