In situations where the sampling units in a study can be more easily ranked based on the measurement of an auxiliary variable, ranked set sampling provide unbiased estimators for the mean of a population that they are more efficient than unbiased estimator based on simple random sample. In this paper, we consider the Morgenstern type bivariate generalized exponential distribution (MTBGED) and obtain several unbiased estimators for a parameter mean of the marginal distribution of MTBGED based on different ranked set sampling schemes. The efficiency of all considered estimators are evaluate and has also been demonstrated with numerical illustrations.
Introduction
The Ranked set sampling (RSS) was first suggested by McIntyre (1952) for estimating the mean pasture and forage yields. His described RSS is applicable whenever ranking of a set of sampling units can be done easily by a judgement method with respect to the variable of interest. Later, Takahasi and Wakimoto (1968) provided the statistical foundation and necessary mathematical properties of the method. They indicated that in situations where the sampling units in a study can be more easily ranked based on the measurement of an auxiliary variable, RSS provide unbiased estimators for the mean of a population, and these estimators are more efficient than unbiased estimator based on simple random sample (SRS). scale parameter.
The distribution function of a Morgenstern type bivariate generalized exponential distribution (MTBGED) is defined as F X,Y (x, y) = (1 − e −θ 1 x ) α 1 (1 − e −θ 2 y ) α 2 [1 + λ(1 − (1 − e −θ 1 x ) α 1 )(1 − (1 − e −θ 2 y ) α 2 )], (1.1)
x, y > 0, −1 ≤ λ ≤ 1, α 1 , α 2 , θ 1 , θ 2 > 0, with the corresponding probability density function (pdf) f X,Y (x, y) = α 1 α 2 θ 1 θ 2 e −θ 1 x−θ 2 y (1 − e −θ 1 x ) α 1 −1 (1 − e −θ 2 y )
Note that when (X, Y ) has MTBGED, the marginal distribution of X and Y are the generalized exponential distribution with the expected values
respectively, where B(α) = ψ (α + 1) − ψ (1) and ψ (.) is the digamma function. Also, the correlation coefficient between X and Y is obtained as (see Tahmasebi and Jafari, 2013) .
In this paper, we consider estimation of the parameter µ y when α 2 is known, and propose several estimator based on RSS idea. Also, we suggest some improved version of these estimators.
In Section 2, we present unbiased estimators for the parameter, µ y in MTBGED based on the RSS, LRSS, ERSS, MERSS, and MSRSS methods. We evaluate the efficiency of all considered estimators in Section 3.
2 Unbiased estimators for µ y based on different RSS schemes
Suppose that the random variable (X, Y ) has a MTBGED as defined in (1.1). In this section, we find unbiased estimators for the parameter µ y based on different sampling schemes. In each case, first the general pattern of sampling is presented, and then an unbiased estimator with its variances is given for the parameter µ y . Also, the efficiency of proposed estimators are obtained.
RSS estimation
The procedure of RSS is described by Stokes (1977) for a bivariate random variable by the following steps:
Step 1. Randomly select n independent bivariate samples, each of size n.
Step 2. Rank the units within each sample with respect to variable X together with the Y variate associated.
Step 3. In the rth sample of size n, select the unit (X (r)r , Y [r]r ), r = 1, 2, ..., n, where X (r)r is the measured observation on the variable X in the rth unit and Y [r] r is the corresponding measurement made on the study variable Y of the same unit.
Therefore, Y [r]r , r = 1, 2, 3, · · · , n, are the RSS observations made on the units of the RSS regarding the study variable Y which is correlated with the auxiliary variable X. Therefore,
r is the concomitant of rth order statistic arising from the rth sample.
From Scaria and Nair (1999) the pdf of Y [r]r for 1 ≤ r ≤ n is given by and its mean and variance of Y [r]r is obtained by Tahmasebi and Jafari (2013) as
Since Y [r]r and Y [s]s for r = s are drawn from two independent samples, so we have
Theorem 2.1. Based on the RSS procedure, an unbiased estimator for µ y is given bŷ
and its variance is
. Now, we study the efficiency ofμ RSS relative to the BLUE of µ y ,μ, based on Y [r]r , r = 1, 2, 3, · · · , n, for MTBGED, when λ is known. From David and Nagaraja (2003, p. 185 ) the BLUE of µ y is derived asμ
where
W (α 2 ,r) ) −1 , and therefore, the relative efficiency ofμ RSS toμ is given by
In Section 3, we calculate the relative efficiency ofμ RSS toμ, e 1 , for some values of parameters and sample size.
Remark 2.1. We know that the correlation coefficient between X and Y in MTBGED is
). So when α 1 and α 2 are known, by using the sample correlation coefficient q of the
Sometimes, k units of observations are censored in the RSS schemes. Let Y [mr]mr , r = 1, 2, ..., n − k, be the ranked set sample observations on the study variable Y which is resulted out of censoring and ranking on the auxiliary variable X. We can represent the ranked set sample observations on the study variate
n , where p r = 0 if the rth unit is censored, and p r = 1 otherwise. Consider k units are censored. Hence n r=1 p r = n − k. if we write m r , r = 1, 2, . . . , n − k, as the integers such that 1 ≤ m 1 < m 2 < ... < m n−k ≤ n and
Therefore, the ranked set sample mean in the censored case is not an unbiased estimator for µ y .
However we can construct an unbiased estimator based on this expected value.
Theorem 2.2. An unbiased estimator for µ y based on the censored RSS is given bŷ
n−k r=1 δ mr , and its variance is
Proof.
and V ar(μ CRSS ) can be easily obtain from (2.2).
LRSS Estimation
Al-Nasser (2007) proposed a generalized robust sampling method called L ranked set sampling (LRSS) for estimating population mean. The procedure of LRSS with concomitant variable is as follows:
Step 3. Select the LRSS coefficient, k = [nγ], such that 0 ≤ γ < .5, where [x] is the largest integer value less than or equal to x.
Step 4. For each of the first k + 1 ranked samples of size n, select the unit (X (k+1)r , Y [k+1]r ), r = 1, 2, ..., k.
Step 5. For each of the last k + 1 ranked samples of size n, i.e., the (n − k)th to the nth ranked sample, select the unit (
Step 6.
Note that this LRSS scheme leads to the RSS when k = 0, and to the traditional MRSS when k = n−1 2 . Also, the PRSS could be considered as a special case of this scheme.
Theorem 2.3. An unbiased estimator of µ y in MTBGED based on LRSS scheme is given bŷ
with variance
we have
ERSS Estimation
The extreme ranked set sampling (ERSS) method with concomitant variable that introduced by Samawi et al. (1996) can be described as follows:
Step 1. Select n random samples each of size n bivariate units from the population.
Step 2. If the sample size n is even, then select from n 2 samples the smallest ranked unit X together with the associated Y and from the other n 2 samples the largest ranked unit X together with the associated Y . This selected observations (
Step 3. If n is odd then select from n−1 2 samples the smallest ranked unit X together with the associated Y and from the other n−1 2 samples the largest ranked unit X together with the associated Y and from one sample the median of the sample for actual measurement. In this case the selected observations (
) can be denoted ERSS 2 and (
]n ) can be denoted by ERSS 3 .
Theorem 2.4. (i) if n is even, then an unbiased estimator for µ y using ERSS 1 is defined aŝ
(ii) If n is odd then unbiased estimators for µ y using ERSS 2 and ERSS 3 are obtained aŝ
6)
respectively, where
Proof. (i) Since
(ii) In the estimatorμ ERSS 2 , it is easy to see that 
]n are all independent inμ ERSS 3 . Since
By using (2.3) and (2.5) the efficiency ofμ RSS relative to the estimatorμ ERSS 2 is given by
.
Note that e 2 's decrease in |λ| for fixed n. Also, lim n→∞ e 2 = 1. In Section 3, we calculate the relative efficiency ofμ ERSS 2 toμ RSS , e 2 , for some values of parameters and sample size.
MERSS Estimation
Al-Odat and Al-Saleh (2001) Step 1. Select n units each of size n from the population using SRS. Identify by judgment the minimum of each set with respect to the variable X together with the associated Y .
Step 2. Repeat step 1, but for the maximum.
Note that the 2n pairs of set {(X (1)r , Y [1]r ), (X (n)r , Y [n]r ); r = 1, 2, ..., n} that are obtained using the above procedure, are independent but not identically distributed.
Theorem 2.5. An unbiased estimator for µ y based on MERSS is given bŷ
Proof. The proof is similar to proof of Theorem 2.4, part (i).
MSRSS Estimation
Al-Saleh and Al-Kadiri (2000) have considered DRSS to increase the efficiency of the RSS estimator without increasing the set size n. Al-Saleh and Al-Omari (2002) generalized DRSS to MSRSS. The MSRSS scheme can be described as follows:
Step 1. Randomly selected n l+1 sample units from the population, where l is the number of stages, and n is the set size.
Step 2. Allocate the n l+1 selected units randomly into n l−1 sets, each of size n 2 .
Step 3. For each set in Step 2, apply the procedure of ranked set sampling method with respect to variable X to obtain a (judgment) ranked set, of size n; this step yields n l−1 (judgment) ranked sets, of size n each.
Step 4. Without doing any actual quantification on these ranked sets, repeat
Step 3 on the n l−1 ranked sets to obtain n l−2 second stage (judgment) ranked sets, of size n each.
Step 5. This process is continued, without any actual quantification, until we end up with the lth stage (judgement) ranked set of size n.
Step 6 
[r]r ), r = 1, ...n.
[n]r , r = 1, 2, ..., n, be the value measured on the units selected at the rth stage of the unbalanced MSRSS (Similar to suggestion by Chacko and Thomas, 2008) . It is easily to see that each Y (l) [n]r is the concomitant of the largest order statistic of n r independently and identically distributed bivariate random variables with MTBGED, and therefore, the pdf of Y (l) [n]r is given by
Thus the mean and variance of Y
[n]r for r = 1, 2, ..., n, are given as
respectively, where ξ n l = 1 + λ
and γ n l = C(α 2 ) + λ
Theorem 2.6. If α 2 and λ are known then the BLUE of µ y iŝ 8) with variance
Proof. It can easily be proved using (2.7).
If we take l = 1 in (2.8) and (2.9), then we get the BLUE of µ y based the usual single stage unbalanced RSS (URSS) asμ
where its variance is given as
If we let l → ∞ in the MSRSS method described above, then Y
[n]r , r = 1, 2, ..., n are unbalanced steady-state ranked set samples (USSRSS) of size n with the following pdf (Al-Saleh, 2004) :
The mean and variance of Y
[n]r are obtained as
Theorem 2.7. The BLUE of µ y based on USSRSS is given bŷ
(2.12)
Proof. It can easily be proved using (2.11).
From (2.3), (2.10), and (2.12), we get efficiency of unbiased estimatorsμ USSRSS andμ URSS relative toμ RSS as
Note that e 4 does not depend on the value of n. In Section 3, we calculate the relative efficiencies of estimators for µ y based on MSRSS scheme toμ RSS for some values of parameters and sample size.
Efficiency of estimators
In this Section, we compare the efficiency of the proposed estimators in Section 2 for µ y based on different RSS schemes; usual RSS, ERSS, and MSRSS. These evaluations are based numerical computation, and we did not consider LRSS and MERSS schemes. Here, we consider n = 2(2)10(5)25, α 2 = 0.8, 1.0, 2.0, 5, and λ = ±.25, ±.5, ±.75, ±1.
In Table 1 , we calculate the relative efficiency ofμ RSS toμ, e 1 , and we can conclude that i)
µ is more efficient thanμ RSS , ii) the efficiency increases with respect to |λ| for fixed n and α,
iii) the efficiency increases with respect to n for fixed λ and α, and iv) the efficiency decreases with respect to α for fixed λ and n.
In Table 1 , we calculate the relative efficiency ofμ ERSS 2 toμ RSS , e 2 , and we can conclude that i)μ ERSS 2 is more efficient thanμ RSS , ii) the efficiency decreases with respect to |λ| and α for fixed n, iii) the efficiency decreases with respect to n for fixed λ and α, iv) the efficiency closes to one for very large n, and v) the efficiency decreases with respect to α for fixed λ and n. Also,μ ERSS 2 is more efficient thanμ.
In Tables 2 and 3 , for different values for l, we calculate the relative efficiency ofμ MSRSS tô µ RSS , e 5 = e(μ MRRSS |μ RSS ) = C(α 2 )ξ 2 n l γ n l .
Note that e 5 is the relative efficiency ofμ USSRSS toμ RSS , e 4 , when l = ∞. We can conclude that i)μ MSRSS is more efficient thanμ RSS , ii) the efficiency increases with respect to λ > 0 for fixed n and α, iii) the efficiency increases with respect to n for fixed λ and α, and iv) the efficiency decreases with respect to α for fixed λ and n. Also, the efficiency increases when the number of stages, l, increases, andμ USSRSS is more efficient thanμ MSRSS for all l. 
