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Abstract
A (1-dimensional) linear recursive sequence s over a field K decomposes in the following
canonical way. Let I ⊂ K[x] be the annihilator ideal of s. Since K[x] is a principal ideal domain,
I = fK[x] for some polynomial f , which can be factored as f1 · · ·fr where the fi are coprime.
Thus s can be uniquely written as a sum of sequences si having annihilator ideals Ii = fiK[x].
Furthermore, each fi is a power of an irreducible polynomial fi = (gi)ei . Each sequence si can be
uniquely written as a ei -fold sum of pointwise products of a “binomial” sequence with a sequence
annihilated by gi . Finally, a sequence annihilated by an irreducible polynomial gi is given by a
trace formula. See, for instance, [N. Zierler, W.H. Mills, J. Algebra 27 (1973) 147–157]. We show
that a completely analogous decomposition (which subsumes the 1-dimensional case) holds for
n-dimensional linear recursive sequences, i.e., tableaus annihilated by zero-dimensional ideals of
K[x1, . . . , xn].
 2003 Elsevier Inc. All rights reserved.
1. Introduction and notations
We will use X to represent indeterminates x1, x2, . . . , xn. Let K be a field, and
let R = K[X] be the ring of polynomials in x1, x2, . . . , xn over K . For the n-tuples
a = (a1, a2, . . . , an) ∈ Nn and ω = (ω1,ω2, . . . ,ωn) ∈ Kn, we will denote the product
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will write Xa .
An n-dimensional tableau T over K is an n-dimensional semi-infinite array of elements
of K , i.e., a set-theoretic map Nn→K (convention, 0 ∈N). For an n-tuple of nonnegative
integers i = (i1, i2, . . . , in), we will denote the i1i2 · · · inth entry of an n-dimensional
tableau T by Ti . The all 0’s n-tuple will be denoted by 0, and the all 1’s n-tuple by 1.
We will (abusively) denote a tableau all of whose entries are 0 by 0. We will denote the set
of all n-dimensional tableaus over K by TKn ; the subscript n and/or the superscript K will
often be omitted when the context is clear. Under component-wise addition and the scalar
multiplication given by (cT )i = c(Ti), TKn becomes a K-vector space. Define an action of
a monomial Xa on a tableau T by
(
XaT
)
i
= Ta+i
(i.e., the n-dimensional a-shift operator). We extend this action to R to make TKn an R-
module in the natural way.
Let T ∈ TKn , and let p ∈ R. If pT = 0 then we will say that p annihilates T . The set of
all annihilators of a given tableau T forms an ideal of R (not necessarily graded), which
we will denote by Ann(T ). Note that Ann(T )=R⇔ T = 0.
A tableau T is degenerate if Xa annihilates T for some a ∈ Nn. In particular, the zero
tableau is degenerate. Let T be a degenerate tableau, let Xb be the least common multiple
of all the monomials which annihilate T , and let k be the number of nonzero components
in b. We say that T is k-degenerate. If k = n we say that T is totally degenerate.
Equivalently, T is totally degenerate if
√
Ann(T ) is the maximal ideal XR generated
by the indeterminates. From a recursion-theory point of view, the structure theory for
totally degenerate tableaus is trivial: a totally degenerate tableau is a unique finite K-linear
combination of “elementary” tableaus, i.e., tableaus which have 1 in one coordinate and
0’s elsewhere. Moreover, if k < n then T is a unique finite sum of non-degenerate (n− k)-
dimensional tableaus. As this is the point of view in the one-dimensional case, for our
generalization to higher dimensions we will focus our attention on the non-degenerate
case.
For a set T of tableaus over K we define Ann(T) to be the set of all p ∈ R which
annihilate every element T ∈ T. Clearly Ann(T) is an ideal, and Ann(T) =⋂{Ann(T ) |
T ∈ T}. On the other hand, given an ideal I of R, we define TKn (I) to be the set of all
tableaus over K which are annihilated by I ; again the subscript n and/or the superscript K
will often be omitted when the context is clear. Note that 0 ∈ T(I) for any ideal I , and that
0= T(R). In fact, T(I) is both a vector space over K and an R/I -module.
In the theory of linear recursive sequences, an ideal I of K[X] and a finite set of initial
conditions completely determine a sequence annihilated by I . This is a consequence of
the fact that K[X]/I is a finite-dimensional K-vector space. In order for a tableau to
be completely determined by an ideal I and a finite set of initial conditions, we must
have that K[X]/I is a finite-dimensional K-vector space,. i.e., the only primes containing
I are maximal, i.e., I is a 0-dimensional ideal. Not all 0-dimensional ideals of R are
annihilators of tableaus. In the paper [HF] it was shown that a 0-dimensional ideal I of
R is an annihilator of some tableau if and only if I is Gorenstein.
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x−11 , x
−1
2 , . . . , x
−1
n ; that is, TKn is the module of inverse power series over R which has
been studied by Macaulay, among others. Then T(I) is the inverse system of the ideal I as
described in [M], and the result in [HF] may be regarded as due to Macaulay, who used the
language of “principal inverse system.”
When I is a zero-dimensional ideal of R, and T ∈ T(I), we will describe the structure
of T by decomposing it into a sum of products of tableaus whose structure is known.
This decomposition is achieved in three steps. First, we will show that T may be written
uniquely as a sum of tableaus each of which is annihilated by a primary component of I .
Secondly, we will show that each tableau in the sum can be decomposed uniquely as a
sum of coordinate-wise products of ‘binomial’ tableaus and tableaus annihilated by the
maximal ideal of the corresponding primary component. Finally, we will show that tableaus
annihilated by maximal ideals are given by a trace formula.
We next give a natural duality. For any K-vector space V , let V ∗ denote the dual space
HomK(V,K).
Theorem 1.1. Let I ⊂ R be an ideal. Then T(I) can be naturally identified with the dual
space (R/I)∗ both as vector spaces over K and as modules over R/I .
This result, in spirit if not in language, is a central concept of [M], i.e., that the inverse
system of an ideal I is isomorphic to the module HomK(R/I,K). In its present form it
was shown in [HF]. The identification is given as follows. A tableau T ∈ T(I) is identified
with the map l ∈ (R/I)∗ defined by l(f¯ ) = (f T )0, and the map l ∈ (R/I)∗ is identified
with the tableau whose ith entry is l(Xi).
A finite-dimensional vector space is naturally isomorphic to its double dual. If I is
a zero-dimensional ideal of R, then R/I is a finite-dimensional K-vector space. Hence
Theorem 1.1 implies that R/I is naturally isomorphic to T(I)∗.
It is worth noting at this point that all of the above definitions can be made under the
assumption that K is a commutative ring. The proof of Theorem 1.1 in [HF] also does not
depend on K being a field, so duality still holds in this more general situation. One also
may relax slightly the assumption that K is a field and still obtain a natural isomorphism
concerning the double dual. We briefly describe this situation using [E], Chapter 21.1 as
a reference.
Let A be a zero-dimensional commutative local ring. A dualizing functor D on the
category of finitely generated A-modules is a contravariant A-linear functor such that
D2 = 1 and D is exact. If ωA is the injective hull of the residue field of A, then the functor
given by D(M) = HomA(M,ωA) is a dualizing functor of A [E, Proposition 21.2]. The
ring A is Gorenstein if A∼= ωA. In particular, a field is a zero-dimensional Gorenstein local
ring.
Corollary 1.2. Let A be a zero-dimensional Gorenstein local ring. If I is an ideal of
A[X] such that A[X]/I is a finite A-module, then A[X]/I is naturally isomorphic to
HomA(T(I),A).
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A[X]/I ∼=HomA
(
HomA
(
A[X]/I,A),A).
But by (the proof of) Theorem 1.1, T(I)∼=HomA(A[X]/I,A). ✷
2. Coprime components
Our first step in the decomposition is to pass to the primary decomposition of the
annihilator ideal of the tableau in question. Since the ideal is zero-dimensional, its primary
components are unique and coprime. We may then write the tableau as a sum of tableaus
each of which is annihilated by a primary component. Both of the following results were
proved in [HF]; we include a better statement and proof for Proposition 2.1. We remind the
reader that all ideals are ideals of R =K[X]. The results in this section require only the
commutative ring properties of K .
Lemma 2.0. Let T s (1 s  t) be tableaus with annihilators Ann(T s) which are pairwise
coprime. Then
Ann
(
T 1 + T 2 + · · · + T t )=Ann(T 1)∩Ann(T 2)∩ · · · ∩Ann(T t).
Proof. By induction on t . ✷
Proposition 2.1. Let T be a tableau and let I ⊂Ann(T ). Suppose that I = I1∩I2∩· · ·∩It
where the Is are pairwise coprime (1  s  t). Then there are unique tableaus T s
(1  s  t) with Is ⊂ Ann(T s) and T = T 1 + T 2 + · · · + T t . Moreover, I = Ann(T )⇔
Is =Ann(T s) for each s.
Proof. By Theorem 1.1, the fact that HomK(·,K) commutes with finite direct sums, and
the Chinese Remainder Theorem, we have the isomorphisms of K-vector spaces
T(I)→ (R/I)∗ →
(
t⊕
s=1
R/Is
)∗
→
t⊕
s=1
(R/Is )
∗ →
t⊕
s=1
T
(
I s
)
which give the unique decomposition and also the equivalences
I ⊂Ann(T )⇔ IT = 0
⇔ T ∈ T(I)
⇔ T s ∈ T(Is) 1 s  t
⇔ IsT s = 0 1 s  t
⇔ Is ⊂Ann
(
T s
)
1 s  t .
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When t = 2,
Ann
(
T 1
)⊂Ann(T 1)(I1 + I2)=Ann(T 1)I1 +Ann(T 1)I2
⊂Ann(T 1)I1 +Ann(T 1)Ann(T 2)=Ann(T 1)I1 +Ann(T 1)∩Ann(T 2)
=Ann(T 1)I1 +Ann(T ) (by Lemma 2.0)
=Ann(T 1)I1 + I ⊂ I1
and similarly Ann(T 2) ⊂ I2. For the general case, write I = J1 ∩ J2 where J1 = I1 and
J2 = I2 ∩ I3 ∩ · · · ∩ It , apply the t = 2 case and the induction hypothesis, and use the
uniqueness of the decomposition. Finally, the reverse implication follows directly from
Lemma 2.0. ✷
Corollary 2.2. Let T be a tableau annihilated by a 0-dimensional ideal I and let
I =Q1 ∩Q2 ∩ · · · ∩Qt
be the primary decomposition of I . Then there are unique tableaus T s (1  s  t) with
each T s annihilated by Qs such that T = T 1 + T 2 + · · · + T t .
Proof. Since I is 0-dimensional, the only primes containing I are maximal. Thus the
radicals of the Qs are maximal, hence they are coprime, hence the Qs are coprime. ✷
We note here that some of the radicals may have non-trivial intersection with XR, and
hence some of the T s may be degenerate.
3. Tableaus annihilated by a maximal ideal
We skip the second step of our decomposition for now and move to the third step: the
structure of tableaus annihilated by maximal ideals. In the one variable case, the sequences
annihilated by a maximal ideal, i.e., an ideal generated by an irreducible polynomial, are
given by a trace formula. In several variables this is also the case, and the proof is merely
a notational generalization. If L is a field extension of K and α is an element of L then we
will denote the trace of α over K by TrLK(α).
Proposition 3.1. Let m be a maximal ideal of R such that L= R/m is separable over K
and xr /∈ m for 1  r  n. For each r (1  r  n) let αr be the image of xr under the
canonical surjection from R to L. For an i ∈Nn, let αi = αi11 αi22 · · ·αinn . Then
TK(m)= {T αω ∣∣ ω ∈L},
where T αω is the tableau whose ith entry is TrL (ωαi).K
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Let L[X] be the polynomial ring obtained by extending the ground field K . Let A ∈ TL be
the tableau whose ith entry is αi . Then Ann(A)= (x1 − α1, x2 − α2, . . . , xn − αn)L[X].
Let f ∈ m. Then f (α) = 0 in L, i.e., f is in the ideal of the variety of the point α, i.e.,
f ∈Ann(A). Moreover, suppose that f =∑Supp(f ) caXa , and let ω ∈L. Then
(
f T αω
)
i
=
∑
Supp(f )
ca
(
T αω
)
i+a =
∑
Supp(f )
ca TrLK
(
ωαi+a
)= TrLK
(
ω
∑
Supp(f )
caα
i+a
)
= TrLK
(
ω(fA)i
)= TrLK(w0)= 0
and hence f T αω = 0. Therefore {
T αω
∣∣ ω ∈ L}⊂ T(m).
By Theorem 1.1 the K-vector space dimension of T(m) is t = dimK L. The set {T αω |
ω ∈ L} is also a K-vector space, and we will show that it has the same dimension.
Let ω1,ω2, . . . ,ωt be a basis of L over K . It is enough to show that the elements T αωs
(1 s  t) are linearly independent over K . Suppose that for cs ∈K (1 s  t) we have
t∑
s=1
csT
α
ωs
= 0.
Then
t∑
s=1
cs TrLK
(
ωsα
i
)= 0
for all i , and so by the K-linearity of the trace map
TrLK
((
t∑
s=1
csωs
)
αi
)
= 0
for all i . Now if
∑t
s=1 csωs = 0 then the elements (
∑t
s=1 csωs)αi, i  0 would generate
L over K , and thus the trace map would be trivial, a contradiction since L is separable
over K . Hence
∑t
s=1 csωs = 0 and by the linear independence of the ωs , each cs = 0. ✷
Example 3.2. Let K be the field Z/2Z and consider the maximal ideal
m= (x2 + x + 1, y + x + 1)
of K[x, y]. If α is the image of x in L = K[x, y]/m, then the image of y is α2. Hence
L=K(α).
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determined by its first row. Since x2+x+1 ∈m, every row of T is completely determined
by its first two entries. Hence T is completely determined by T00 and T10, and we will
write (T00, T10) to represent the tableau. There are only four such tableaus.
According to Theorem 3.1, the (i, j) entry of T is
TrLK
(
ω(α)i
(
α2
)j)= TrLK(ωαi+2j ).
Recall that for any β ∈ L, TrLK(β)= β + β2. Hence, TrLK(0)= 0= TrLK(1) and TrLK(α)=
1 = TrLK(α2). It is clear that for the zero tableau T = (0,0), one takes ω = 0. Consider
T = (1,0). We must have 1 = TrLK(ωα0) = TrLK(ω) and 0 = TrLK(ωα1) = TrLK(ωα). It
follows that for T = (1,0) one takes ω = α2. Similarly, for T = (0,1), ω = 1; and for
T = (1,1), ω= α.
4. Inverse power series and binomial tableaus
In the theory of one-dimensional linear recursive sequences, it is helpful to employ
the generating function of a sequence. Recall that the generating function of a sequence
s0, s1, s2, . . . is the power series
∑∞
i=0 sixi , where x is an indeterminate. By using negative
powers of the indeterminate, one can replace the generating function with an element of
the module of inverse power series. We will see that this is a more natural correspondence,
for the action of a polynomial on the tableau in question is the same as the action of the
polynomial on the corresponding inverse power series.
Let us first set some notation. If a = (a1, . . . , an) and b = (b1, . . . , bn) are elements
of Zn, then put a + b = (a1 + b1, . . . , an + bn). We will say that a  b (equivalently,
b a), if and only if aj  bj for each j . This partial order of Zn restricts to Nn.
Let K❏X−1❑ be the ring of inverse power series over K in the indeterminates
x−11 , x
−1
2 , . . . , x
−1
n . We now make K❏X−1❑ into an R-module as follows. If Xa ∈ R and
X−b ∈K❏X−1❑, then Xa ·X−b is the element Xa−b of K❏X−1❑ if a  b and 0 otherwise.
We extend this action in the natural way, i.e., if
∑
b0 cbX
−b ∈K❏X−1❑, then
Xa ·
∑
b0
cbX
−b =
∑
ba
cbX
a−b =
∑
i0
ca+iX−i
and if p ∈R and p =∑a∈Supp(p) daXa , then
p ·
∑
b0
cbX
−b =
∑
a∈Supp(p)
∑
i0
daca+iX−i .
The set K❏X−1❑ with this R-module action is called the module of inverse power series
over R and was studied by Macaulay [M] and later by Northcott [N] and others.
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Hence the map Γ :TK →K❏X−1❑ which assigns to a tableau its generating function, i.e.,
given by
Γ (T )=
∑
i0
TiX
−i
is an R-module isomorphism. It follows that an element p ∈ R is in Ann(T ) if and only
if p · Γ (T ) = 0 if and only if pΓ (T ) is a sum of monomials such that each monomial
contains a positive power of at least one of the variables.
If T is an r-dimensional tableau, and T ′ is an r ′-dimensional tableau, then we define
the tensor product T ⊗ T ′ to be the (r + r ′)-dimensional tableau given by
(T ⊗ T ′)i,i′ = TiT ′i′ ,
where the index i, i ′ is the concatenation of the indices i and i ′.
Lemma 4.0. Let X = Y ∪ Y ′ be a partitioning of the variables X into sets of size r and r ′.
Let T ∈ Tr and T ′ ∈ Tr ′ . Then
Γ (T ⊗ T ′)= Γ (T )Γ (T ′).
Proof. Clear upon writing the definitions. ✷
We next define and give notation for binomial tableaus. All binomial coefficients are
evaluated as integers modulo the characteristic of K . By convention,
(
r
s
) = 0 whenever
r < s. For multi-indices i = (i1, . . . , in), h= (h1, . . . , hn), m= (m1, . . . ,mn), and ω ∈Kn
we define the binomial tableau δh,m(ω) to be the tableau whose ith entry is given by
(
δh,m(ω)
)
i
=
(
h+ i
m+ i
)
ωi =
n∏
r=1
(
hr + ir
mr + ir
)
ωirr .
Note that δh,m(ω) is degenerate if and only if ω is a zerodivisor or m  h, in which
case it is 0. We fix some conventions with this notation. We let δh(ω) denote δh,0(ω),
and we let δ(ω) denote δ0(ω), (hence δ0,0(ω) = δ(ω)). Moreover, if ω = 1 then we will
omit the argument ω altogether. (If h ∈ Zn and h  0 then δh(ω) is taken to be 0.) It is
straightforward to show that
Xmδh−m(ω)= ωmδh,m(ω) (†)
and also that
δm . δh,m =
(
h
)
δh,m
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are closely tied to the power series expansions of the rational function 1/(1 − z)m in
an indeterminate z, and hence (as we will see) to the generating functions of binomial
tableaus.
Formula 4.1. For any h,m,a ∈Nn, ω in Kn we have
(X−ω)mδh,a(ω)= ωmδh,m+a(ω).
Proof. First consider the case n= 1 and a = 0; x represents a single indeterminate. Recall
that for an indeterminate z,
1
(1− z)h+1 =
∑
i0
(
h+ i
i
)
zi,
so that letting z= ωx−1, 0 = ω ∈K , we have
xh+1
(x −ω)h+1 =
∑
i0
(
h+ i
i
)
ωiX−i = Γ (δh(ω)).
Now,
(x −ω)m · Γ (δh(ω))= xh+1
(x −ω)h+1−m
which is 0 in K❏x−1❑ whenever m> h. If 0m h, we may continue the equality:
= xm x
h−m+1
(x −ω)h−m+1
= xm
∑
i0
(
h−m+ i
i
)
ωix−i
=
∑
i0
ωm
(
h+ (i −m)
m+ (i −m)
)
ωi−mx−(i−m)
=
∑
im
ωm
(
h+ (i −m)
m+ (i −m)
)
ωi−mx−(i−m)
=
∑
i0
ωm
(
h+ i
m+ i
)
ωix−i
= Γ (ωmδh,m(ω)).
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from the a = 0 formula that
ωm+aδh,m+a(ω)= (X−ω)m+aδh(ω)= (X−ω)m((X−ω)aδh(ω))
= (X−ω)mωaδh,a
and the result is obtained by dividing both sides of the above by ωa . ✷
Notation. Let ω ∈Kn be a nonzerodivisor. For a  1 ∈Nn let
M(a)(ω)= ((x1 −ω1)a1, (x2 −ω2)a2, . . . , (xn −ωn)an)R.
The radical ofM(a)(ω) isM(1)(ω), the maximal ideal of the point ω.
Corollary 4.2. For any m h ∈Nn and ω in Kn we have
(1) If ω is a nonzerodivisor then Ann(δh(ω)) isM(1)(ω) -primary.
(2) Ann(δh,m(ω))=Ann(δh−m(ω)).
(3) Ann(δh(ω))⊂Ann(δm(ω)).
Proof. Using the a = 0 case of Formula 4.1, we see that (xr − ωr)hr+1 annihilates δh(ω)
for each 1 r  n. Hence the idealM(h+1)(ω)⊂Ann(δh(ω)), (in fact, equality holds, as
we will see) and (1) follows by taking radicals.
Both (2) and (3) are trivial if ω ∈ Kn is a zerodivisor. Assume ω is a nonzerodivisor.
For (2) we have
f ∈Ann(δh−m(ω))⇔ f δh−m(ω)= 0
⇒ fXmδh−m(ω)= 0 (∗)
⇔ fωmδh,m(ω)= 0 (by †)
⇔ f δh,m(ω)= 0
⇔ f ∈Ann(δh,m(ω)).
The reverse of the implication (∗) follows from (1): Xm is not inM(1)(ω), the radical of
Ann(δh−m(ω)).
Finally, (3) is trivial if h = 0, so let r be any coordinate such that hr > 0, let 1r ∈ Nn
be the n-tuple with 1 in the rth position and 0’s elsewhere, and let f ∈ Ann(δh(ω)).
Then f δh(ω) = 0, and multiplying by (xr − ωr) and applying Formula 4.1 gives
fωrδ
h,1r (ω)= 0, which implies f ∈Ann(δh,1r (ω))=Ann(δh−1r (ω)). ✷
We wish to determine Ann(δh,m(ω)) whenever m h. From Corollary 4.2 part (2) we
see that it is enough to determine Ann(δh(ω)).
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Ann(δh(ω))=M(h+1)(ω).
Proof. We proceed by induction on |h| = h1 + h2 + · · · + hn. SinceM(1)(ω) is maximal
and Ann(δ(ω)) is a proper ideal, we get equality in the case when |h| = 0.
Now assume that |h| > 0. Then some hr > 0. Let 1r be the n-tuple with 1 in the rth
position and 0’s elsewhere, and let hr be the n-tuple with hr in the rth position and 0’s
elsewhere. Let f ∈Ann(δh(ω)). Then by Formula 4.1, f ∈Ann(δh−1r (ω)) which is equal
toM(h−1r+1)(ω) by the induction hypothesis. Thus there are elements αr ∈ R such that
f = α1(x1 −ω1)h1+1 + · · · + αr(xr −ωr)hr + · · · + αn(xn −ωn)hn+1. (∗)
Since f ∈Ann(δh(ω)) we have
0= f δh(ω)= αj (xr −ωr)hr δh(ω)= αrxhrr δh−hr (ω)
and thus αr ∈ Ann(δh−hr (ω)) =M(h−hr+1)(ω) by the induction hypothesis. But then
αr(xr − ωr)hr ∈M(h+1)(ω) and so every right-hand side term of (∗), hence f is in
M(h+1)(ω). ✷
From Corollary 4.2 and Proposition 4.3 it follows that δa(ω) ∈ T(Ann(δh(ω))) if and
only if a  h. In fact, these tableaus form a basis of T(Ann(δh(ω))) as a vector space
over K . We first prove
Lemma 4.4. Let ω be a nonzerodivisor in Kn, and let h ∈Nn. Then the tableaus
{
δh,m(w)
∣∣ 0m h}
are K-linearly independent.
Proof. We induct on |S| = |{ 0m h}|. The case |S| = 1 is trivial. Suppose that
∑
0mh
cmδ
h,m(w)= 0
then
0= (X−ω)h
∑
0mh
cmδ
h,m(ω)=
∑
0mh
cmδ
h,m+h(ω)= chδ(ω)
and hence ch = 0. By the induction hypothesis the remaining coefficients cm must be
zero. ✷
Corollary 4.5. Let h ∈Nn and let ω be a nonzerodivisor in Kn. Then {δm(ω) | 0m h}
is a basis for the K-vector space T(Ann(δh(ω))).
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Lemma 4.4. But the cardinality of the set {δm(ω) | 0  m  h} is the same as
dimK(R/Ann(δh(ω))) which is equal to dimK T(Ann(δh(ω))) by Theorem 1.1. ✷
We note here that Norton has shown in [No] that the generating function of a tableau
annihilated by a zero-dimensional ideal I of K[X] can be written as a rational function.
In fact, if I ∩K[xj ] = (fj ) and f =∏nj=l fj =∑b∈Supp(f ) cbXb , then according to [No],
Theorem 4.9, if T ∈ T(I) then
f Γ (T )= β0(f,T ),
where
β0(f,T )=X
∑
0adf−1
Taν
a+1f.
In the equation above, df is the n-tuple whose j th entry is the degree of f in xj ,
and νaf = (f |[a,df ])/Xa , where [a, df ] = {b ∈ Nn | a  b  df } and f |[a,df ] =∑
b∈Supp(f )∩[a,df ] cbXb .
5. Decomposition of tableaus annihilated by primary ideals
We are now ready for the middle step in the decomposition of tableaus, i.e.,
decomposing tableaus annihilated by an ideal primary to a maximal ideal. The analogous
situation in the one-dimensional case is that of sequences annihilated by a power of an
irreducible polynomial ( = x). We will generalize the following known theorem (e.g., see
[ZM, Theorem 1]).
Theorem 5.1. Let x = f ∈ K[x] be an irreducible polynomial such that K[x]/f is a
separable extension of K . Let s be a sequence in K with annihilator f d+1 for some d  0.
Then there are unique sequences s0, s1, . . . , sd , each annihilated by f such that
s =
d∑
i=0
δi . si ,
where δi is the sequence whose t th entry is
(
i+t
i
)
.
The separability condition is necessary, and it will also be so for our generalization.
The condition f = x avoids degenerate cases. The decomposition in the general situation
depends on a certain subset of Nn associated to the ideal, which we define as follows.
Definition 5.2. Let m be a maximal ideal of K[X], and let I be an m-primary ideal. Then
for each j , m ∩K[xj ] is a principal ideal generated by a nonzero irreducible polynomial
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to be the set
H(I)= {a ∈Nn ∣∣Ma /∈ I}.
Remarks. When n = 1 this definition coincides with the set {0,1, . . . , d} in Theo-
rem 5.1. The hull of I is a ∆-set in Nn, that is, if h ∈ H(I) and a  h then a ∈ H(I),
and its complement is a primary ideal in the additive monoid Nn. In general, |H(I)| 
dimK[X]/mK[X]/I . If I is monomial in the µi , then |H(I)| dimK(K[X]/I). In particu-
lar, if the µj are linear, then |H(I)| = dimK(K[X]/I)= dimK T(I) by Theorem 1.1. It is
interesting to note that I need not be monomial in the µj in order for equality to hold (see
Example 5.7).
Example 5.3. Let h ∈ Nn, and let ω be a nonzerodivisor in Kn. Let I be the ideal
Ann(δh(ω))=M(h+1)(ω), then
H(I)= {a ∈Nn ∣∣ a  h}.
We note that in a certain sense H(I) and
√
I completely describe the set of tableaus
annihilated by this ideal I . For if T ∈ T(I), then by Corollary 4.5 we have that T =∑
a∈H(I ) caδa(ω). Then for any c ∈K , cδ(ω) is killed by
√
I =M(1)(ω), and caδa(ω)=
δa . caδ(ω). It follows that
T =
∑
a∈H(I )
δa . T a,
where T a ∈ T(√I).
We will show that the decomposition in the above example holds over any zero-
dimensional primary ideal. We first show that the hull of such an ideal is preserved upon
passing to a separable extension of K .
Theorem 5.4. Let m be a maximal ideal of K[X], and let I be an m-primary ideal. Let
L be a finite algebraic extension of K and let J be a primary component of IL[X]. Then
H(I)⊂H(J ). Moreover, if L/K is separable, then equality holds.
Proof. Let n=√J . Then n lies over m. In particular, for 1 r  n we have
µrK[xr] =m∩K[xr] ⊂ n∩L[xr ] = νrL[xr ]
so that νr divides µr in L[xr ], say µr = νrhr . For a ∈ Nn, let Ha denote the product∏n
r=l h
ar
r , so that Ma =NaHa .
Suppose a /∈H(J ). Then Na ∈ J and
Ma =NaHa ∈ J ∩K[X] = I
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Suppose that L is separable over K . We claim that hr /∈ n for 1  r  n. If not, then
for some r , hr ∈ n ∩ L[xr ] = νrL[xr ], and so νr | hr , and hence νr2 | µr , contradicting
separability. Let a /∈H(I) then
NaHa =Ma ∈ I ⊂ J.
Now hr /∈ n for 1 r  n implies Ha /∈ n, and hence Na ∈ J , since J is n-primary, and so
a /∈H(J ). ✷
We now state the main result of this section.
Theorem 5.5. Let m be a maximal ideal of R such that R/m is separable over K and
xr /∈m for every r . Let I be an m-primary ideal, and let T ∈ T(I). Then there are unique
tableaus T a annihilated by m such that
T =
∑
a∈H(I )
δa . T a.
The conditions xr /∈m are akin to the condition f = x in the one-dimensional case; the
purpose is again to avoid degenerate cases.
We first prove this for the special case when m =M(1)(ω), i.e., when m is the point
ω ∈Kn.
Theorem 5.6. Let ω be a nonzerodivisor in Kn, let m =M(1)(ω), and let I be an m
primary ideal of R. Suppose that for each r , I ∩ K[xr ] = ((xr − ωr)hr+1) for some
nonnegative integer hr . If T ∈ T(I), then there are unique tableaus T a ∈ T(m) such that
T =∑a∈H(I ) δa . T a .
Proof. Since M(h+1)(ω) ⊆ I and T ∈ T(I), by Corollary 4.5 we can write T =∑
0ah caδ
a(ω) for unique constants ca ∈K . We need to show that this is a summation
over those n-tuples a ∈ H(I). Let 0  b  h be such that b /∈ H(I). Then (X − ω)b ∈ I ,
hence by Formula 4.1
0= (X−ω)bT =
∑
0ah
ca(X−ω)bδa(ω)=
∑
bah
caω
bδa,b(ω).
By Lemma 4.4, ca = 0 for a  b. In particular, cb = 0. Thus T =∑a∈H(I ) caδa(ω). Let
T a = caδ(ω). By Proposition 4.3, T a ∈ T(m) and we have T =∑a∈H(I ) δa . T a . Since
the constants ca are uniquely determined by T , the tableaus T a are unique. ✷
Remarks. If I is monomial in the xr −ωr , then the decomposition given in Theorem 5.6 is
the best possible, since in this case |H(I)| = dimK T(I). In the case that the cardinality
of the hull of I is larger than dimK[X]/mK[X]/I , one may employ techniques from
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of variables x ′r = a′r1x1 + · · · + a′rnxn + a′r so that the cardinality of the hull of I ′ over
K[x ′1, . . . , x ′n] is the appropriate dimension. One can then decompose the transformed
tableau and translate back to K[X]. However, even if I is not monomial in the µj , where
m∩K[xj ] = (µj ), it is not always necessary to make this transformation, as Example 5.7
shows.
Proof of Theorem 5.5. Let L = R/m, and induct on [L : K]. If [L : K] = 1, then
m=M(1)(ω) for some nonzerodivisor ω ∈Kn, and we may apply Theorem 5.6.
Suppose [L :K]> 1 and consider the extended ideal I e = IL[X] of I in L[X]. Since
I is zero-dimensional in R, I e is zero-dimensional in L[X]. Let I1, . . . , Id be the primary
components of I e , and set ms =√Is for each s. By Theorem 5.4 H(Is)=H(I) for each s.
Let G be the Galois group of L over K and extend the action of each σ ∈G to L[X]
in the usual way, i.e., if f =∑a∈Supp(f ) caXa ∈ L[X], then σf =∑a∈Supp(f ) σ (ca)Xa .
Then
I1 ∩ · · · ∩ Id = I e = σ(Ie)= σ(I1) ∩ · · · ∩ σ(Id).
Since
√
σ(Is) = σ(√Is), it follows by the uniqueness of the primary components of I e
that each σ ∈ G permutes the Is ’s. From the definition of the action of polynomials on
tableaus it follows that if J is any ideal of L[X] and U ∈ TL(J ), then σ(U) ∈ TL(σ(J )).
Here, the tableau σ(U) is defined by σ(U)i = σ(Ui).
Clearly T ∈ TK(I) implies T ∈ TL(Ie), so by Corollary 2.2 there are unique tableaus
T 1, . . . , T d with T s ∈ T(Is) such that
T = T 1 + · · · + T d .
Since T is a tableau over K , σ(T )= T , hence
T 1 + · · · + T d = T = σ(T )= σ (T 1)+ · · · + σ (T d).
But this decomposition is unique, so it follows that each σ ∈G permutes the T s ’s.
Now let Ls = L[X]/ms . By construction,L contains at least one root of at least one µr .
Therefore, [Ls :L]< [L :K] for each s, so by the induction hypothesis there exist unique
tableaus T sa annihilated by ms such that
T s =
∑
a∈H(Is)
δa . T sa =
∑
a∈H(I )
δa . T sa.
Let σ ∈ G and let T s ′ be the σ conjugate of T s . Noting that δa is a tableau over K , we
have
σ(T s)=
∑
δa . σ
(
T sa
)= T s ′ .a∈H(I )
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each a ∈H(I), σ permutes the tableaus T 1a, . . . , T da . This means that σ fixes the tableau
T a =∑ds=1 T sa . Since this is true for all σ ∈G, T a is a tableau overK . Also,m1∩· · ·∩md
annihilates T a , so sincem=ms∩K[X] for each s, it follows thatm annihilates T a . Putting
all this together, we have shown that
T =
d∑
s=1
T s =
d∑
s=1
∑
a∈H(I )
δa . T sa =
∑
a∈H(I )
δa .
d∑
s=1
T sa =
∑
a∈H(I )
δa . T a,
where T a is annihilated by m. Uniqueness follows from the uniqueness of the decomposi-
tions at each step. ✷
Example 5.7. Let K be the field Z/2Z and consider the ideal
I = (x2 + x + 1, y2 + x2 + 1)
of K[x, y]. Then I is a primary ideal with radical m = (x2 + x + 1, y + x + 1), and
I ∩K[x] = (x2 + x + 1) and I ∩K[y] = (y4 + y2 + 1). Hence H(I)= {(0,0), (0,1)}.
If T ∈ T(I), then since y2 + x2 + 1 ∈ I , T is completely determined by its first two
rows, and since x2 + x + 1 ∈ I each row is completely determined by its first two entries.
Hence T is completely determined by the 2× 2 matrix(
T01 T11
T00 T10
)
and for simplicity we will write
T =
(
T01 T11
T00 T10
)
.
As shown in Example 3.2, every T ′ ∈ T(m) is completely determined by the 1× 2 matrix
( T ′00 T ′10 ) .
However, in keeping with the notation for T , we write
T ′ =
(
T ′01 T ′11
T ′00 T ′10
)
.
Let T = ( 1 01 0 ) ∈ T(I), and T (0,0) = ( 1 00 1 ), T (0,1) = ( 0 11 1 ) ∈ T(m). Recall that δ(0,0) is
the tableau all of whose entries are 1, and δ(0,1) has alternating rows of all 1’s and all 0’s.
So we may write δ(0,0) = ( 1 11 1 ) and δ(0,1) = ( 0 01 1 ). Then as Theorem 5.5 guarantees, T
decomposes as
T = δ(0,0) . T (0,0) + δ(0,1) . T (0,1) = T (0,0)+ δ(0,1) . T (0,1).
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Example 3.2.
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