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Introduzione
La diusione di terminali wireless quali laptop e palmari, ha subito negli ultimi
anni un notevole inremento grazie ai progressi ompiuti nello sviluppo del
software e dell'hardware ed alla onseguente riduzione dei loro osti, osa he li
ha resi sempre più aessibili. Questo andamento ha portato alla disponibilità
di un sempre maggior numero di dispositivi hardware dierenti in grado di
omuniare tra loro in ondizioni di mobilità e essibilità resenti. L'utilizzo
di terminali wireless quali strumenti per l'aesso ad una rete, in partiolare
ad Internet, prevede la presenza di speiali dispositivi (aess point) on ui
instaurare una onnessione diretta. Al ne di realizzare la opertura wireless
di aree estese è neessaria la presenza di più aess point onnessi tra di loro
attraverso una rete ssa. Questa infrastruttura è in grado di fornire un aesso
anhe in aso di mobilità del dispositivo wireless.
La omuniazione tra nodi wireless può omunque avvenire anhe in assenza
di una infrastruttura ssa. Ad esempio due o più nodi he si trovano all'interno
delle reiprohe aree di opertura, possono omuniare direttamente, senza il
bisogno di aluna infrastruttura, formando una rete detta ad ho single-hop.
Tali reti hanno però la limitazione he iasun nodo riese a omuniare solo
on i nodi he raggiunge (e he lo raggiungono) direttamente.
Per permettere la formazione di reti in situazioni in ui non si ha a di-
sposizione un'infrastruttura o in situazioni in ui averla ha dei osti di tem-
po/installazione troppo elevati, e per superare la limitazione delle reti ad-ho
single hop sono quindi nate le reti ad-ho multi-hop (hiamate anhe MANET).
Il loro utilizzo è partiolarmente rilevante in aso di disastri naturali in ui non
3
Introduzione
è più disponibile una infrastruttura di rete ssa, o in senari militari. Per il
funzionamento di questo tipo di reti è neessario he i nodi siano in grado di
instradare oltre he i propri pahetti anhe quelli appartenenti alle omunia-
zioni di altri nodi. Mentre nelle reti on infrastruttura tale ompito è eseguito
proprio dall'infrastruttura (es. router), nelle reti MANET tale funzione risulta
distribuita su tutti i nodi della rete stessa he di fatto svolgono anhe il ruolo di
router. A tale sopo i nodi ondividono le informazioni derivate dalla topologia
della rete per mezzo di opportuni protoolli di routing.
Non prevedendo l'esistenza di aluna infrastruttura, le reti ad ho hanno la
aratteristia di formare reti isolate. Una evoluzione del paradigma delle reti
ad-ho sono le reti ibride o reti mesh. In queste reti, nodi mobili e ssi oesisto-
no e sono interonnessi attraverso link wireless per formare una rete MANET,
dalle quali si distinguono anhe per la presenza di una gerarhia tra i nodi. Va-
ri sono gli senari possibili, ad esempio aluni nodi possono svolgere funzioni
analoghe a quelle di un aess point formando una bakbone he permette la
onnettività ai nodi senza alune speihe funzionalità ad ho. A dierenza
delle MANET si ha osì he il protoollo di routing viene utilizzato solo dai
nodi formanti la bakbone. C'è inoltre la possibilità di introdurre dispositivi
onnessi sia alla rete mobile he a quella ssa, onsentendo la onnessione alla
rete Internet.
Per il orretto funzionamento nelle reti MANET e mesh il protoollo di
routing rappresenta ertamente un fattore ritio. Anhé i nodi possano ese-
guire il protoollo di routing e anhé possano di onseguenza omuniare in
uniast, è neessario he a iasun nodo sia assegnato un indirizzo IP unio.
Vista l'elevata mobilità he aratterizza queste reti, diventa anora più impor-
tante il modo in ui l'assegnazione dell'indirizzo avviene. A tale sopo sono
stati studiati e proposti diversi protoolli per l'assegnamento dinamio degli
indirizzi.
Per permettere l'assegnamento automatio dell'indirizzo IP e degli altri pa-
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rametri di ongurazione a nodi he entrano a far parte di una rete MANET
interonnessa on l'infrastruttura di rete ssa, abbiamo denito un nuovo pro-
toollo, hiamato Ad Ho DHCP (AH-DHCP), basato sul protoollo DHCP.
La soluzione da noi proposta si pone l'obiettivo di massimizzare l'integrazio-
ne dei nodi wireless on la parte ssa della rete ad ho etereogenea. Inatti
il protoollo AH-DHCP permette he, per l'assegnazione degli indirizzi IP, i
nodi ad ho utilizzino un server DHCP posto nella parte infrastrutturata della
rete senza avere nessuna informazione a priori ira la sua identità o posizione.
Inne si è evitato di dover apportare modihe alla parte infrastrutturata della
rete ed ai servizi forniti, fra ui il server DHCP stesso. Per validare il proto-
ollo e erare di valutare la soluzione software sviluppata in questo lavoro di
tesi, sia dal punto di vista funzionale he delle prestazioni, sono state ondotte
una serie di prove sperimentali di ui sono presentati i risultati.
La tesi è organizzata ome segue. Il apitolo 1 introdue le dierenti tipo-
logie di reti wireless e presenta l'arhitettura ed il modello di rete utilizzato.
Nel apitolo 2 viene analizzato lo stato dell'arte per l'aquisizione automatia
dell'indirizzo nelle reti MANET mentre il apitolo 3 ontiene le speihe del




Negli ultimi anni abbiamo assistito ad un notevole sviluppo delle tenologie
di rete wireless. La possibilità di ollegare dispositivi eterogenei (palmari,
omputer portatili, telefoni ellulari et.) on osti relativamente ontenuti e
senza la neessità di avi, rappresenta siuramente uno dei prinipali fattori di
suesso di questa tenologia.
La tenologia wireless onsente, all'interno di un uio o in una asa, di far
dialogare tra loro molti i dispositivi elettronii presenti, attraverso onde radio
ed eliminando qualsiasi tipo di onnessione sia.
È sempre più faile trovare aeroporti, ampus universitari, parhi ittadini e
entri ommeriali in ui le persone possono liberamente aedere ad Internet
senza l'ingombro di avi. La tenologia più largamente adottata nei dispositivi
elettronii è l'IEEE 802.11, nota anhe ome Wi-Fi (Wireless Fidelity) [10℄.
Questa onsente, attraverso l'uso di shede di rete wireless, di reare delle reti
loali he permettono di ollegarsi ad Internet. Oltre al Wi-Fi esistono altre
tenologie wireless.
Una delle più diuse è il Bluetooth [2℄, he è rivolta alle osiddette PAN
(PersonalArea Network), ovvero reti he ollegano senza li ed ad alta velo-
ità, dispositivi quali PC, PDA, stampanti o ellulari he si trovano a breve
distanza gli uni dagli altri (non oltre diei metri di raggio d'azione). Tali reti
sono estremamente versatili. È suiente, infatti, he due o piò dispositivi
Bluetooth siano viini perhé possano interagire automatiamente. Da un no-
tebook, ad esempio, è possibile inviare le verso una stampante Bluetooth,
sambiare le on un altro PC o ollegarsi ad Internet tramite il telefonino,
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magari olloato in tasa o in una borsa.
In denitiva, la tenologia wireless ore svariati vantaggi, tra ui: mobilità,
essibilità, salabilità e onvenienza. La mobilità rappresenta forse l'aspetto
più interessante delle reti wireless. L'utente, libero dai avi, si può spostare
rimanendo onnesso alla rete e ontinuando a beneiare dei servizi oerti.
Le reti wireless sono molto essibili, possono essere implementate anhe
in ambienti dove sarebbe diile avere reti ablate tradizionali e si prestano
bene a riongurazioni dinamihe. Inoltre, non avendo la neessità di ulteriori
ablaggi, è semplie aumentare nel tempo il numero di nodi e questo è iò he
rende tali reti salabili.
Inne, risultano essere molto onvenienti visto lo sviluppo dell'elettronia
he ha portato ad un abbattimento dei osti dei dispositivi wireless. Ciò rende
possibili ongurazioni di rete sostiate on una spesa relativamente limitata.
Naturalmente esistono anhe degli svantaggi, tra ui: inadabilità del a-
nale di trasmissione, siurezza e area di opertura. Le reti wireless possono
presentare problemi di inadabilitá nelle trasmissioni dovuti ad interferenze
di tipo elettromagnetio, generate, ad esempio, da altre apparehiature dislo-
ate nello stesso ediio. Inoltre, se non vengono appliati adeguati protoolli,
possono presentare seri problemi di siurezza. Le informazioni trasmesse at-
traverso onde elettromagnetihe risultano infatti siamente interettabili da
eventuali utenti malintenzionati, he potrebbero ad esempio deodiarle fa-
ilmente. Una possibile soluzione onsiste nell'usare dei protoolli di ifratura,
ome il WEP (Wired Equivalent Privay) [10℄, he rendono non intelligibile
il ontenuto della trasmissione per utenti non autorizzati. Inne esistono del-
le limitazioni all'area di opertura di una omuniazione wireless. Infatti il
raggio di opertura di un dato nodo dipende dalla banda e dalla potenza di
trasmissione. Spesso oorre limitare la potenza di trasmissione per esigenze
di risparmio energetio, riduendo onseguentemente l'area di opertura. Inol-
tre, onsiderando he il raggio di opertura è inversamente proporzionale alla
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banda trasmissiva, aumentando la stessa si ridue l'area he un singolo nodo
riese a oprire.
Nonostante i limiti sopra desritti, potenti fattori soiali, tenologii e om-
meriali ontribuisono allo sviluppo di una soietà mobile. La diusione dei di-
spositivi digitali e di Internet rendono prevedibile un futuro in ui sarà possibile
aedere alle informazioni in qualsiasi luogo e in qualsiasi momento.
1.1 Suddivisione delle reti
Sono diverse le possibili lassiazioni he possono essere individuate per le reti
di alolatori. Una prima lassiazione può essere fatta in base alla tenologia
trasmissiva utilizzata he può essere wired o wireless, dando quindi origine a
reti wired/wireless rispettivamente.
Un'altra suddivisione è tra reti sse e reti mobili. È possibile poi lassiare
le reti a seonda della loro estensione, ottenendo osì le Body Area Network
(BAN), le Personal Area Network (PAN), le Loal Area Network (LAN) o
WLAN se wireless), le Metropolitan Area Network (MAN). Citiamo inne la
dierenzazione di reti basata sulla loro topologia (ad es. reti punto-punto,
broadast, a stella).
Nel seguito onentreremo la nostra attenzione sulle reti wireless in ambiti
loali (WLAN).
1.2 Reti wireless mobili
Per i ni he i proponiamo risulta omodo suddividere le reti wireless mobili in
reti on infrastruttura, reti senza infrastruttura e reti he utilizzano entrambi
i modelli, hiamate per l'appunto reti ibride o reti eterogenee.
Le reti wireless on infrastruttura sono aratterizzate dalla presenza di una
infrastruttura ssa, in genere ostituita da aess point (AP) interonnessi tra
di loro he fornisono l'aesso alla rete per i nodi mobili, i quali rappresentano
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l'unia parte mobile della rete. In genere gli aess point sono posti in appositi
ripetitori radio dediati, onnessi alla rete Internet on la quale onsentono di
sambiare messaggi, e possono essere visti ome un'estenzione wireless delle
reti ablate alle quali sono ollegati.
Le reti appartenenti al protoollo 802.11, si basano su un'arhitettura simile
a quella delle reti ellulari ovvero le omuniazioni entro una speia area
vengono gestite da un'entità dediata, l'aess point. Aade osì he ogni nodo
he voglia far parte della rete, deve registrarsi presso un AP. Un nodo ha la
apaità di misurare la potenza del segnale rievuto e quindi in presenza di più
AP, può selezionare quello he rieve on potenza maggiore. Anora, essendo
il nodo mobile, può aadere a maggior ragione he tali ondizioni mutino
ed è infatti prevista una proedura di hando he permette di ambiare AP
mantenendo la ontinuitá delle omuniazioni. L'aesso a tutti quei terminali
non raggiungibili direttamente, viene ome detto adata all'AP, he funge in
generale da default gateway.
Nelle reti non infrastutturate, hiamate ad ho, un gruppo di dispositivi
mobili ha la apaità di auto-organizzarsi, senza la neessità di una qualsi-
voglia infrastruttura. Il più semplie esempio di una rete ad ho è una rete
peer-to-peer formata da due dispositivi mobili nello stesso raggio di opertura,
he si autoongurano dinamiamente per formare una rete ad ho single-hop
temporanea in modo da poter omuniare. Il protoollo di maggior spio
appartenente a questa ategoria è probabilmente il già itato Bluetooth, ma
anhe le stesse reti LAN wireless possono essere implementate in onformità a
questo tipo di rete, abilitando le omuniazione tra i nodi senza bisogno di un
AP.
Per permettere he la omuniazione possa avvenire anhe tra nodi he
non siano nello stesso raggio di opertura, possono essere introdotte omu-
niazioni multi-hop. In una rete multi-hop, detta MANET (Mobile Ad ho
NETworks)[11℄, i nodi devono ollaborare per permettere l'inoltro dei messag-
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gi alla destinazione, fornendo le funzionalità he nelle reti on infrastruttura
sono messe a disposizione proprio dall'infrastruttura (ad es. dai router).
Nelle reti ablate tradizionali infatti, un host può inviare direttamente nel
anale di omuniazione un pahetto ad un host di destinazione faente parte
della stessa rete loale. Altrimenti se i due host si trovano in reti distinte,
il pahetto viene inviato al router he lo inoltra attraverso l'opportuna in-
terfaia, permettendo osì di raggiungere il nodo di destinazione (passando
eventualmente per ulteriori reti). Ciasun router mantiene infatti delle tabelle
di routing in ui memorizza le informazioni neessarie atte a omprendere dove
debba essere inviato un messaggio per fare in modo he giunga ad una erta
destinazione. I router omuniano periò tra di loro sambiandosi informazio-
ni sui perorsi per raggiungere le varie reti he ollegano, utilizzando appositi
protoolli di routing.
Nelle reti MANET non si hanno unità dediate he mantengono le informa-
zioni sulla topologia della rete, ma vieversa ogni nodo svolge il ruolo di router
e inoltra i pahetti di ogni altro nodo; questo presuppone la disponibilità dei
nodi, osa he manifesta uno dei problemi delle reti MANET, il problema del-
l'egoismo. Oltre alla dinamiità della topologia della rete, una aratteristia
tipia di una MANET è he ogni nodo dispone di energia limitata [6℄. Questo,
unito al fatto he asoltare, elaborare, rilaniare ed eventualmente ritrasmette-
re pahetti, osta energia introdue appunto il problema dell'egoismo ovvero
dei nodi he evitano di inoltrare trao per le omuniazioni degli altri.
1.2.1 Le reti ibride e l'arhitettura di riferimento
A ausa della natura delle reti MANET il loro uso è attualmente limitato a par-
tiolari senari, ome nell'implementazione di reti tattihe per omuniazioni
militari o in senari di emergenza (reti di pompieri, omuniazioni in aree disa-
stratem, et.) oltre he in ambienti di riera. Ma la hiave di volta potrebbe
essere il rilasio di uno dei prinipali vinoli di queste reti, ovvero he la rete
sia isolata e non esista aluna infrastruttura. Vengono osì ad essere denite
11
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Figura 1.1: Arhitettura delle reti ad ho eterogenee
le reti ad ho multi hop eterogenee in ui nodi ssi e mobili interonnessi dal
link wireless onorrono a formarne la parte MANET.
In questa rete gruppi separati di nodi he non hanno aesso all'infrastrut-
tura di rete formano delle isole ad ho. Vengono introdotti dei nodi speiali
aventi sia interfae wireless he wired al ne di realizzare l'interonnessione
alla rete wired, formando delle LAN estese in ui nodi statii e mobili omu-
niano utilizzando tenologie wired ed ad ho (gura 1.1). Così faendo sono
possibili sia le omuniazioni nella rete Intranet, ioè tra i nodi della parte
wired e della parte wireless, sia le omuniazioni tra i nodi della LAN estesa
on Internet.
1.3 I protoolli di routing
L'alta mobilità delle reti MANET rendono il routing neessario alla omuni-
azione un fattore di importanza ritia. Un protoollo di routing he voglia
essere eiente in tale ontesto dovrebbe rispettare alune aratteristihe:
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• minimizzare l'overhead di ontrollo
• adattarsi dinamiamente ai ambiamenti della rete
• minimizzare l'uso delle risorse quali banda e energia
• raggiungere il funzionamento ottimale in poo tempo
Una prima lassiazione dei protoolli di routing può essere eseguita a seonda
di ome avviene l'invio dei messaggi, in uniast, multiast, geoast o broadast.
Il broadast è il modo di operare tipio per protoolli he operano su anale
wireless. Quando un messaggio viene inviato viene rievuto da tutti i nodi he
sono nel ampo di opertura ossia da tutti i suoi viini ad un hop. Un semplie
modo di eettuare il broadast nella rete sarebbe quello di ritrasmettere in
ogni nodo i pahetti in broadast per raggiungere nodi via via più distanti dal
nodo mittente, ma questo auserebbe il noto problema he va sotto il nome di
broadast strorm, ovvero la ripetizione ridondante dei messaggi.
Nell'uniast si hanno omuniazione uno a uno, garantendo maggiore ada-
bilità ed in tempi più brevi. I protoolli maggiormente utilizzati appartengono
a questa ategoria.
Il multiast si ha quando un nodo ha bisogno di inviare uno stesso messaggio
a destinazioni multiple, mentre il geoast è un aso speiale di multiast in ui
i nodi di destinazione sono quelli he risiedono in una preisa area geograa.
L'inoltro dei pahetti può seguire due dierenti modalità: nel soure rou-
ting il pahetto ontiene le informazioni sull'intero perorso per arrivare a
destinazione mentre nel Hop-by-Hop ogni nodo onsulta le proprie tabelle di
routing per eettuare l'inoltro in maniera orretta.
1.3.1 Routing nelle reti MANET
Gli algoritmi di routing utilizzati nelle reti MANET possono essere divisi in
tre ategorie: i protoolli di routing proative, quelli reative e quelli ibridi.
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I protoolli di routing proative mantengono le informazioni di routing re-
lative ad ogni oppia dei nodi appartenenti alla rete in uno stato aggiornato
e onsistente. Avviene osí he i nodi he eettuano il routing si sambiano
periodiamente le informazioni he hanno; ovviamente la proedura viene av-
viata anhe nel aso in ui si veriano aluni eventi, ome ad esempio quando
un link diventa non più utilizzabile. Se è vero he sono sempre disponibili
le informazioni per raggiungere un nodo, e quindi quando si vuole inviare un
pahetto si onose già dove esso debba essere inviato, d'altra parte 'è un ove-
rhead signiativamente più elevato rispetto ai protoolli reative. Appartiene
alla famiglia dei protoolli proative l'OLSR [5℄ desritto in 1.4.
Al ontrario, nei protoolli reative una rotta è determinata on-demand,
solo al momento del suo eettivo bisogno e se non è già disponibile. In eetti
la rotta non viene ristabilita per l'invio di ogni singolo pahetto ma viene
onsiderata valida nhè il nodo sorgente ne ha bisogno, o la destinazione
diventa irrangiugibile. Per aquisire il perorso, il nodo sorgente inizia di solito
una apposita proedura di route request. Come si intuise l'uso del trao di
ontrollo, limitato alla riera di una rotta solo quando neessario, fa sì he
l'overhead sia basso ma omporta un ritardo maggiore dovuto alla riera.
I protoolli di AODV (Ad ho On-Demand Distane Vetor) e quello DSR
(Dynami Soure Routing) sono inlusi in questa ategoria.
1.4 OLSR
OLSR (Optimized Link State Routing) ome detto è un protoollo di tipo
proattivo ed appartiene alla famiglia degli algoritmi link state. Nei protoolli
di tipo link state tradizionali iasun nodo individua i link on i propri viini
e distribuise in modo adabile questa informazione di stato in tutta la rete,
in modo he ogni altro nodo riesa a ostruire una mappa ompleta della rete
stessa, ne onosa la topologia.
Tale protoollo era di ottimizzare la strategia degli algoritmi link state
14
1.4 OLSR
riduendo il numero di ritrasmissioni durante la proedura di inoltro in rete
dell'informazione di stato. Per raggiungere questo sopo, ogni nodo deve se-
lezionare un sottoinsieme dei suoi viini ad un hop ed adare eslusivamente
a loro il ompito di inoltrare in rete i suoi messaggi. Tali nodi sono i osidet-
ti multipoint relay (MPR) del nodo e sono gli unii viini he ritrasmettono
in broadast i pahetti del trao di ontrollo (hiamati TC per Topology
Control). Questa strategia onsente di ridurre notevolmente il numero di ri-
trasmissioni. Inoltre iasun nodo si limita ad annuniare la raggiungibilità
di un sottoinsieme dei suoi viini ad un hop, ostituito da tutti quelli he lo
hanno selto ome MPR (questi viini sono detti multipoint relay seletor del
nodo).
Il protoollo OLSR opera in maniera ompletamente distribuita ed, essendo
basato sull'invio periodio dei messaggi di ontrollo, non ha bisogno di una
trasmissione ompletamente adabile per i propri pahetti. Quindi è in grado
di tollerare eventuali perdite di pahetti he si possono veriare all'interno
delle reti wireless per problemi di trasmissione.
L'OLSR è ostituito da alune funzionalità essenziali he devono essere pre-
senti e funzionanti in qualsiasi nodo he voglia operare in un dominio di routing
OLSR e da funzionalità ausiliarie he servono per sopi ollaterali (ad esem-
pio per gestire il ollegamento on domini di routing diversi dalla MANET,
ome Internet. Il protoollo onsente la oesistenza all'interno di una stessa
MANET di nodi he non implementano le funzionalità ausiliarie (o le imple-
mentano solo in parte) e nodi he invee dispongono di tali servizi aggiuntivi,
a patto omunque he tutti omunque abbiano le funzionalità di base. Per mi-
gliorare le prestazioni del protoollo e la sua apaità di adeguarsi rapidamente
ai ambiamenti nella topologia, è possibile ridurre il periodo di emissione dei
messaggi di ontrollo. OLSR fornise ottime prestazioni all'interno di reti ad
ho densamente popolate e aratterizzate da molte oppie (diverse nel tempo)
di nodi in omuniazione. Ad ogni pahetto del protoollo è assoiato un nu-
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mero di sequenza, he viene inrementato in seguito ad ogni invio onsentendo
al rievitore di riordinare i pahetti he rieve. Quindi OLSR non ha bisogno
di appoggiarsi a protoolli he assiurino una trasmissione ordinata.
Le informazioni di stato aquisite vengono organizzate da iasun nodo in
tabelle (si die infatti he OLSR è un protoollo table-driven) he vengono
mantenute onsistenti nel tempo. Ogni nodo è quindi in grado di alolare
loalmente il ammino di minor osto verso ogni altra possibile destinazione
nella rete, usando l'algoritmo di Dijkstra per il perorso minimo.
Per permettere l'iniezione nella rete di informazioni di routing esterne alla
rete ad ho, OLSR denise il messaggio di Host and Network Assoiation
(HNA). Un messaggio HNA lega un insieme di pressi di rete all'indirizzo IP
attaato alla rete esterna, ad esempio al nodo gateway. In questo modo, ogni
nodo è informato sugli indirizzi di rete e sulla mashera della rete he è raggiun-
gibile attraverso ogni gateway. In altre parole, OLSR impiega il meanismo
delle default routes per rendere pubblia la onnettività ad Internet. Per esem-
pio un gateway he dihiara la default route 0.0.0.0/0, rieverà ogni pahetto
destinato ad un indirizzo IP per il quale i nodi non hanno una speia rotta.
1.5 Il protoollo 802.11
Anhè la tenologia wireless si dionda, oorre disporre di protoolli stan-
dard per la omuniazione tra i nodi e di prodotti hardware he li supportino
on osti aessibili per gli utenti. I due standard più diusi in questo momen-
to sono IEEE 802.11 (nelle sue varianti 802.11a, 802.11b, 802.11g) e Bluetooth
(utilizzato prevalentemente per omuniazioni radio a breve distanza).
Lo standard IEEE 802.11 rappresenta una buona piattaforma per realizzare
reti ad ho single hop (ovvero reti in ui tutti i nodi possono omuniare di-
rettamente, rientrando nei rispettivi raggi di opertura radio) grazie alla sua
sempliità e alla diusione di dispositivi hardware eonomii he lo suppor-
tano. Allo stesso tempo, però, è possibile utilizzare questo stesso protoollo
16
1.5 Il protoollo 802.11
per implementare reti ad ho multihop he oprano aree più estese, grazie,
ome detto, all'utilizzo di opportuni protoolli di routing. Il protoollo IEEE
802.11 prevede due modalità operative: la modalità on infrastruttura e quella
senza infrastruttura o ad ho. Ogni dispositivo wireless he supporta questo
standard deve essere ongurato per operare in una delle due modalità.
Il protoollo IEEE 802.11 ha, tra gli obiettivi fondamentali, quello di gestire
la ondivisione del anale di omuniazione tra i vari nodi presenti. In prima
approssimazione si potrebbe pensare di utilizzare lo stesso protoollo utilizzato
nelle reti Ethernet per la ondivisione del anale, ovvero CSMA/CD (Carrier
sense multiple aess with Collision Detetion). Questo protoollo prevede he
iasun nodo asolti il anale di omuniazione e trasmetta soltanto quando
lo sente libero. Nel aso in ui venga rilevata una ollisione, il nodo mittente
deve attendere un tempo asuale (bako time) prima di provare a trasmette-
re di nuovo. Il presupposto di questa tenia è he iasun nodo sia in grado
di rilevare la presenza di una trasmissione in orso da parte di qualsiasi altro
nodo. Se la rileva orrettamente, non si hanno ollisioni. In realtà può su-
edere he, a ausa dei ritardi di propagazione sul anale, un nodo non rilevi
una trasmissione in orso avviata da qualhe altro nodo siamente lontano e
onsideri erroneamente il anale libero. Per utilizzare questa strategia in una
rete wireless, tutti i nodi del sistema dovrebbero essere in opertura radio rei-
proa. Chiaramente si tratta di un aso molto partiolare, del tutto irrealistio
al resere della dimensione della rete. È infatti possibile he due nodi he non
sono in visibilità diretta provino ad oupare il anale ontemporaneamente,
determinando una ollisione di pahetti sul nodo rievente, on onseguente
perdita del ontenuto informativo. Questo problema è noto in letteratura ome
problema del nodo nasosto (hidden terminal problem).
Come illustrato in gura 1.2, il nodo C, asoltando il anale, non è in grado
di rilevare la omuniazione in orso tra A e B, essendo A al di fuori del suo
raggio di opertura. Esso quindi può iniziare ad inviare pahetti a B ma nel
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Figura 1.2: Il problema del nodo nasosto
aso in ui il nodo A stia già trasmettendo verso il nodo B, i pahetti trasmessi
andranno a ollidere sul nodo rievente.
Un altro problema è il osiddetto problema del nodo esposto (exposed ter-
minal problem), derivato dall'ipotesi per ui l'asolto del anale viene sempre
svolto dal nodo trasmettitore. Tale nodo, se rileva il anale ome oupato, non
eettua aluna trasmissione anhe se il destinatario preselto non è impegnato
direttamente in aluna omuniazione. La gura 1.3 mostra ome il nodo B
Figura 1.3: Il problema del nodo esposto
non può trasmettere verso A in quanto rileva il anale oupato a ausa della
trasmissione in orso tra C e D. In realtà il nodo A, essendo al di fuori del
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raggio di opertura di C, sarebbe perfettamente in grado di rievere pahetti
da B.
I problemi preedentemente esposti sono risolti dal protoollo IEEE 802.11
attraverso l'uso di un algoritmo detto MACA (Multiple Aess with Collision
Avoidane) [10℄. L'idea di base di questo algoritmo prevede he il trasmettitore
e il rievitore, prima di avviare la omuniazione, si sambino dei pahetti di
ontrollo. In partiolare il trasmettitore dovrà mandare un pahetto di tipo
Request to Send (RTS) al rievitore, preisando per quanto tempo intende
utilizzare il anale (il valore dell'intervallo di tempo, in realtà, viene speiato
impliitamente dalla lunghezza del pahetto dati he vuole trasmettere). Il
rievitore, se disponibile, risponde on un pahetto di ontrollo di tipo Clear
to Send (CTS), restituendo la dimensione del pahetto speiata dal mittente
nel pahetto RTS. Tutti i nodi he rilevano il pahetto CTS, apisono di
essere viini al rievitore e he non possono usare il mezzo per tutto il tempo
he oorre per trasmettere un pahetto della lunghezza speiata. I nodi
he rilevano solo il pahetto RTS, non sono osì viini al rievitore e quindi
sono liberi di trasmettere.
Per ompletare il quadro oorre osservare he il rievitore, dopo aver rie-
vuto orrettamente un pahetto, repliherà al trasmettitore on un messaggio
di risontro positivo (ACK). Ogni nodo deve aspettare di rievere l'ACK pri-
ma di trasmettere nuovamente. Inoltre se due o più nodi rilevano il anale
libero e inviano i propri pahetti RTS, questi ollideranno. I trasmettitori si
aorgono di questa situazione in quanto non rievono il pahetto CTS entro
un tempo ssato. In questo aso prima di provare nuovamente la trasmissione,
devono attendere per un tempo asuale, alolato on un algoritmo di tipo
exponential bako analogo a quello usato nelle reti Ethernet.
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La maggior parte degli sforzi he sono stati fatti nelle reti MANET, riguar-
dano lo sviluppo di protoolli di routing a loro adatti. Tuttavia i nodi hanno
bisogno di essere ongurati on un indirizzo unio prima di poter utilizzare
tali protoolli di routing, osì ome prima di poter inviare e rievere pahetti
in uniast. Sono stati quindi sviluppati dei protoolli di autoongurazione
per abilitare l'assegnamento dinamio degli indirizzi di rete, anhe nel aso in
ui non sia disponibile una omponente entralizzata per l'assegnamento dei
parametri; è queso il aso delle reti MANET pure, ovvero non interonnesse
ad aluna rete infrastrutturata.
2.1 Classiazione dei protoolli di
autoongurazione
Uno dei possibili modi per lassiare i protoolli di assegnazione dell'indirizzo




nell'approio on stato viene assunta l'esistenza di un'entità entrale per
assegnare un indirizzo unio ai nodi non anora ongurati, mantenendo
periò una lista degli indirizzi disponibili e di quelli già utilizzati. In tale
ategoria rientra il protoollo DHCP.
nell'approio senza stato un nodo seleziona un indirizzo e ne veria il non
1
Un altro modo di suddividere i protoolli per esempio è in base a ome si omportano
rispetto ai onitti ovvero se li rilevano, se li evitano o se adottano una politia di best-eort.
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utilizzo da parte di altri nodi, in maniera distribuita, attraverso il rileva-
mento degli indirizzi dupliati (Dupliate Address Detetion, DAD). Un
meanismo di questo tipo è previsto tra gli altri dall'IPv6.
Nello gestire lo spazio degli indirizzi, un protoollo di autoongurazione
deve essere in grado di garantire he ogni indirizzo, assegnato ad un nodo
non ongurato, sia unio all'interno dello spazio di indirizzamento gestito.
Per permettere il riutilizzo degli indirizzi, un nodo he lasi la rete dovrebbe
eseguire il rilasio dell'indirizzo. Sono omunque previste delle soluzioni atte
a rilevare se un indirizzo non è più in uso e in tal aso a onsiderarlo non
assegnato.
Come si può intuire, lo spazio degli indirizzi è piuttosto rilevante. Risulta
evidente he al resere dello spazio di indirizzamento si hanno meno proba-
bilità di ollisioni, ma allo stesso tempo oorre onsiderare he aumentare
la lunghezza degli indirizzi porta a inrementi dell'overhead ad esempio dei
protoolli di routing. Inoltre uno spazio degli indirizzi minore è più eiente
in termini di energia e di utilizzo della banda. Questo è un altro vantaggio
dell'assegnamento dinamio degli indirizzi. In ultima analisi vanno onsiderati
i vinoli di spazio degli indirizzi qualora si utilizzi il onsueto protoollo IPv4.
I problemi maggiori relativi agli indirizzi nelle reti MANET sono rappre-
sentati dal partizionamento e dalla fusione delle reti. Nel partizionamento si
ha he un'unia rete si separa in più parti distinte il he si può veriare, ad
esempio, anhe a ausa dello spostamento di un solo nodo. I nodi he apparten-
gono ad una partizione non possono quindi più omuniare oi nodi he prima
appartenevano alla stessa MANET he adesso si trovano in un'altra partizione.
Il problema relativo alla fusione di due partizioni può invee essere ausa
di onitti di indirizzo, depreabili anhe perhé inuenzano i protoolli di
routing. Un semplie esempio di quanto possa aadere è visibile in gura 2.1.
Per risolvere tali onitti è rihiesto he tutti i nodi on lo stesso indirizzo
(tranne uno), aquisisano un nuovo indirizzo. Questa proedura può portare
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(a) prima (b) dopo
Figura 2.1: Uno dei possibili problemi in aso di merging
alla terminazione delle onnessioni dello strato di trasporto, ragion per ui
il ambio di indirizzo va eettuato solo quando realmente neessario e devono
essere previsti dei meanismi per poterli eettuare in maniera trasparente agli
alti livelli.
Un protoollo per l'autoongurazione dovrebbe tener onto delle peuliarità
delle reti MANET ome il dinamismo della loro topologia e la sensibilità agli
errori del anale wireless. Data l'importanza delle risorse di banda e di energia,
l'overhead dovrebbe essere ridotto al minimo.
In teoria il problema dell'autoongurazione potrebbe risolversi semplie-
mente ostruendo un indirizzo a partire dall'indirizzo hardware del dispositivo,
he dovrebbe essere globalmente unio. In realtà l'uniità su sala globale non
è garantita e inoltre tale indirizzo può essere failmente modiato. Oltre a




2.2 Approi on stato
I protoolli per l'autoongurazione in reti MANET he seguono questo ap-
proio possono essere ulteriormente suddivisi in base alla modalità di gesti-
tone della tabella di alloazione degli indirizzi. Una prima possibile è tra quei
protoolli he utilizzano una gestione entralizzata della tabella e quelli he
invee riorrono ad una gestione distribuita. Questi ultimi possono poi essere
ulteriormente distinti a seonda he utilizzino un'unia tabella di alloazione
o piuttosto tabelle di alloazione multiple disgiunte (la gura 2.2 mostra un
esempio dei tre asi).
2.2.1 Centralizzato
Con una tabella di alloazione entralizzata è onsentito ad un solo nodo della
rete di assegnare indirizzi a quei nodi non ongurati he ne faiano rihiesta.
Se tale nodo appartiene alla rete ad ho, potrebbe essere perennemente non
raggiungibile. Per evitare he iò aada il nodo inariato di ustodire la
tabella viene eletto dinamiamente e può mutare; purtroppo questa soluzione
porta on sé altri problemi ome il fatto he il trasferimento della tabella dal
vehio server al nuovo non è sempre possibile e quindi la tabella attuale
potrebbe essere persa e di onseguenza re-inizializzata. Tutti i nodi devono
allora esserne avvisati per erare di rinnovare o aquisire un nuovo indirizzo
IP. Il risultato è he si hanno una serie di ambi di indirizzo inutili. Un altro
problema he sorge nel porre la tabella in un unio nodo nel aso di reti vaste,
è he questo potrebbe dar origine ad un ollo di bottiglia.
2.2.2 Distribuito
L'alloazione distribuita della tabella di alloazione fa sì he tutti i nodi già
ongurati siano in grado di assegnare un indirizzo ai nuovi nodi. Si rendo-
no però neessari dei meanismi di sinronizzazione tra i nodi per evitare
l'assegnazione multipla di uno stesso indirizzo. Tali meanismi introduono
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(a) entralizzata (b) distribuita omune () multiple disgiunte
Figura 2.2: I dierenti approi al mantenimento della tabella di alloazione
problemi di utilizzo di banda dato he rihiedono il ooding periodio delle
informazioni di alloazione.
Tabella di alloazione omune
Uno dei primi protoolli di autoongurazione per reti MANET ad utilizzare un
tale approio è stato il protoollo MANETonf [13℄. Per prevenire il problema
dell'assegnamento onorrente di uno stesso indirizzo, he si può veriare
seguendo questo modello, è previsto l'utilizzo di una tabella aggiuntiva per le
alloazioni in orso ma non anora onluse.
Come prima osa un nodo he abbia bisogno di ongurarsi, il requester,
eettua la riera di un nodo ongurato inviando un messaggio broadast di
Neighbor_Query ; se entro lo sadere di un erto numero di neighbor_reply_ti-
mer, non rieve aluna risposta, ne dedue he non i sono altri nodi ongurati
nella rete e si autoassegna un indirizzo. Altrimenti, seglie uno dei suoi viini
ome initiator ; questi seleziona un indirizzo he non sia già stato assegna-
to seondo le proprie tabelle di alloazione e invia in broadast, e quindi in
partiolare a tutti gli altri nodi ongurati appartenenti alla rete, un mes-
saggio di Initiator_Request he ontiene tale indirizzo. Gli altri nodi della
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rete he rievono questo messaggio ontrollano se l'indirizzo ivi ontenuto, sia
presente o meno nella propria tabella di alloazione e in quella delle rihieste
pendenti. Ciasun nodo he veria he l'indirizzo rihiesto non è presente in
nessuna delle due tabelle, onsidera l'alloazione valida ed invia un messaggio
di Initiator_Response aggiornando la propria tabella delle Alloated_Pending.
Qualora invee l'indirizzo sia già presente, riuta la rihiesta di alloazione e
invia un messaggio di replia negativo.
Se l'initiator rieve almeno una risposta negativa, l'alloazione è anellata
e inizia nuovamente il proesso di alloazione on un nuovo indirizzo. Se invee
tutte le risposte he rieve sono risontri positivi, l'alloazione si onlude on
suesso on l'assegnazione dell'indirizzo al requester per mezzo di apposito
Requester_Reply e on l'invio agli altri nodi della rete di un messaggio di
Address_Announe. Ogni nodo he rieve tale messaggio, elimina l'indirizzo
orrispondente dalla tabella delle rihieste pendenti e lo aggiunge a quella degli
indirizzi alloati.
Dato he la tabella di alloazione ontiene gli indirizzi di tutti i nodi on-
gurati he appartengono alla rete, l'initiator sa quali nodi non hanno risposto
alla Initiator_Request e per gestire questa situazione, dovuta a perdita di
pahetti, ripete verso questi l'invio del messaggio, ma in uniast, per assiu-
rarsi he l'indirizzo non sia già in fase di assegnamento. I nodi dai quali non
rievesse anora risposta, verrebbero onsiderati ome non faenti più parte
della rete ed è previsto he l'initiator invii a questo punto un messaggio di
Address_Cleanup in modo he tali nodi vengano rimossi dalle tabelle di allo-
azione degli altri. In questo modo vengono osì resi disponibili anhe quegli
indirizzi non più utilizzati he i nodi usiti dalla rete non hanno rilasito ome
avrebbero dovuto.
Può a sua volta aadere he il messaggio di pulizia degli indirizzi non venga
rievuto da tutti i nodi, per ui le tabelle di alloazione di questi ontinuino a
onsiderare anora alloati indirizzi he in realtà non lo sono, non rendendone
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possibile la rialloazione. Il problema è risolto assoiando a iasun indirizzo
un numero di sequenza, inoltrato in ogni messaggio. Quando un nodo rieve
un Initiator_Request, è osì in grado di determinare se le informazioni he ha
dell'indirizzo sono o meno aggiornate, e può agire di onseguenza.
In merito al problema di partitioning, l'idea è he ogni partizione abbia un
proprio identiatore omposto dal più basso indirizzo IP in uso nella partizione
e da un identiatore unio (UUID) proposto dal nodo he ha tale indirizzo
IP. Ogni membro della partizione, mantiene l'ID della partizione.
Nel aso in ui un'unia MANET si divida ad esempio in due partizioni, una
delle due ha al suo interno il nodo on l'indirizzo IP più basso della MANET
originaria. Due diversi approi sono stati individuati per rilevare il partiziona-
mento. Nel primo approio il nodo on minore indirizzo invia periodiamente
l'identiatore della partizione nella rete. Se un nodo non rieve questo mes-
saggio per un erto tempo, ne dedue he la rete si è sissa e he ora appartiene
ad una nuova partizione.
Nel seondo approio un nodo omprende di essere in una nuova partizione
rilevando l'assenza dalla tabella di routing del nodo on minor indirizzo he
identia la partizione. In entrambi i asi la tabella di alloazione andrebbe
aggiornata, eliminando gli indirizzi dei nodi he si trovano in un'altra parti-
zione. Nella partizione he ontiene il nodo on indirizzo minore i nodi non
si aorgono del partizionamento e le loro tabelle di alloazione non vengono
aggiornate no ad una nuova alloazione. Di onseguenza le tabelle di alloa-
zione possono trovarsi in uno stato non aggiornato. Il problema non sussiste
nel seondo approio, in quanto il nodo he si aorge del partizionamento fa
in modo he le tabelle di alloazione vengano aggiornate (es. da origine ad una
falsa proedura di alloazione he ausa un Address_Cleanup).
Quando due nodi he si trovavano dapprima distanti entrano in ontatto,
ovvero entrano nel reiproo raggio di omuniazione, vengono a onosenza
del rispettivo ID di partizione. Se l'ID rievuto è dierente da quello della
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rete alla quale appartiene, iò india he si è in presenza di una fusione di due
partizioni. Si noti he entrambi i nodi se ne aorgono. I due nodi si sambiano
la loro tabella di alloazione e trasmettono iasuno nella propria partizione le
informazioni osì rievute ovvero la tabella di alloazione dell'altro. Ogni nodo
delle due reti esegue l'unione della propria tabella di alloazione on quella he
rieve. Gli indirizzi presenti in entrambe le tabelle sono quelli he danno origine
ad un onitto di indirizzo. Uno dei due nodi ongurati on un indirizzo sul
quale si veria un onitto, deve provvedere ad aquisire un nuovo indirizzo,
divenendo un requester e segliendo ome initiator uno tra i suoi viini on-
gurati on un IP senza onitto. L'Initiator_Request viene inviato nella rete
derivata dalla fusione delle due partizioni e l'aquisizione dell'indirizzo avviene
ome mostrato sopra. Tra i due nodi in onitto, dovrebbe ambiare l'indirizzo
quello on un numero di onnessioni minori e/o attive da meno tempo, al ne
di ridurre al minimo l'interruzione della trasmissione di dati. La fusione delle
partizioni termina quando viene risolto ogni onitto di indirizzo e un nuovo
ID della rete è generato e inviato sulla rete.
Il protoollo presenta aluni problemi senza un'adabile invio dei messaggi
nella rete. Per esempio i onitti possono restare non rilevati se i messaggi di
fusione vanno persi o se qualhe nodo non rieve i messaggi on il nuovo ID
della rete dopo aver eseguito il merge delle tabelle di alloazione. In questo
aso il nodo usa quindi il vehio ID della partizione on la nuova tabella di
alloazione. Può aadere osì he suessivamente venga rilevata ome nuova
fusione l'ingresso del nodo nella rete, on la onseguenza di generare un gran
numero di falsi onitti e suessivi ambi di indirizzo. La stessa osa può
veriarsi se una rete si divide in due partizioni, per poi riunirsi. Abbiamo visto
ome al partizionamento, la partizione (A) on il nodo he ha l'indirizzo IP
usato nel ID della rete originaria non si aorge del partizionamento e mantiene
le tabelle di alloazione no a he non arriva un nuovo nodo. Se prima he
iò aada le due partizioni si riunisono, le tabelle di A non sono aggiornate
28
2.2 Approi on stato
e quindi segnalano ome alloati gli indirizzi usati nell'altra partizione dando
origine ad un erto numero di onitti e ambi di indirizzo non neessari. Il
problema può essere risolto failmente eettuando un' aggiornamento delle
tabelle prima di eettuarne lo sambio al rilevamento della fusione.
Un ulteriore protoollo he rientra nella ategoria, è quello di Boleng [3℄ la
ui aratteristia prinipale è quella di prevedere l'uso di indirizzi di lunghezza
variabile e dunque adattabile alla dimensione della rete; questo può portare ad
una signiativa riduzione dei tempi di routing. Quando un nodo ha bisogno
di un indirizzo ed è già stato raggiunto il massimo esprimibile per quel numero
di bit, la lunghezza degli indirizzi viene inrementata di un bit e in aordo
tutti gli altri nodi aggiornano il proprio indirizzo.
A dierenza di quanto appena desritto per il MANETonf, il protoollo non
mantiene una tabella on tutti gli indirizzi alloati, ma ogni nodo appartenente
alla rete tiene traia solo del maggiore indirizzo assegnato. Aade osì he
l'initiator non puó onosere se tutti i nodi hanno o meno rievuto la sua
rihiesta e le alloazioni vengono anellate eslusivamente alla riezione di un
messaggio di replia negativo. Si nota hiaramente he in aso di perdita di
pahetti sono resi possibili assegnamenti onorrenti di uno stesso indirizzo.
Aggiungiamo inne il PAP (Prophet Alloation Protool) [9℄ he usa un
approio matematio per assegnare indirizzi in una rete MANET di larga
sala on bassa omplessità, basso overhead di omuniazione e bassa latenza.
L'idea di base è he ogni nodo può generare un indirizzo IP, segliendolo in
maniera asuale e per far iò ogni nodo fa uso di una funzione on stato f(n), il
ui stato iniziale è hiamato seed. Seed dierenti portano a sequenze dierenti,
on lo stato delle f(n) aggiornato allo stesso tempo.
Il protoollo prevede he il primo nodo selga un numero asuale ome suo
indirizzo IP e usi un valore di stato asuale o di default ome seed della propria
f(n); quando un nodo eettua una rihiesta di indirizzo libero al primo, questi
usa f(n) per ottenere un nuovo intero e un valore di stato, e li fornise entrambi
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al requester aggiornando il proprio stato. Il nodo requester usa l'intero rievuto
ome proprio indirizzo IP e il il valore di stato ome seed per la sua f(n),
diventando anh'esso in grado di fornire indirizzi ad altri nodi. Chiaramente
le omuniazioni tra i due nodi avvengono in broadast ad un hop, visto he il
requester  non ha alun indirizzo IP. Il profeta della MANET è il primo nodo
he seglie il seed per l'intera rete e onose in antiipo quali nodi saranno
alloati. Grazie a questa abilità tale nodo onose anhe i possibili onitti di
alloazione e, se i sono numeri dupliati nella sequenza, può segliere un altro
seed per generare nuove sequenze.
Tabelle di alloazione multiple e disgiunte
Le soluzioni basate su tabelle di alloazione multiple e disgiunte, prevedono he
tutti i nodi ollettivamente svolgono il ruolo di un DHCP server distribuito in
ui ogni nodo è in grado di permettere la ongurazione ad un nuovo nodo
fornendogli gli opportuni parametri. È previsto he i nodi si sinronizzino per
mantenere aggiornate le loro informazioni sulla rete. Il protoollo denito in
[12℄, prevede he all'inizio i sia un solo nodo nella rete he ha l'intero gruppo
degli indirizzi. Al sopraggiungere di un nuovo nodo he voglia unirsi alla rete,
questi ne fa rihiesta al più viino nodo ongurato al ne di ottenere un
indirizzo IP. Il nodo he rieve la rihiesta assegna un indirizzo tra quelli he
ha a disposizione al nuovo nodo ed inoltre gli ada una delle due parti in ui
divide il proprio gruppo di indirizzi.
Se un nodo lasia la rete senza darne omuniazione, la parte degli indirizzi
he gestiva non sarebbe più disponibile per alloazioni suessive. Per risolve-
re il problema viene eseguita una proedura di sinronizzazione in ui i nodi
inondano periodiamente la propria tabella di alloazione nella rete. Que-
sto meanismo aumenta la robustezza del protoollo al osto dell'aumento
dell'overhead.
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2.3 Aproi senza stato
I protoolli sopra menzionati hanno la aratteristia omune di utilizzare una
tabella di alloazione. Negli approi senza stato invee questa non è in al-
un modo presente. Ogni nodo non ongurato si autoassegna un indirizzo
selto a aso o a partire dall'identiatore del proprio hardware (es MAC).
L'uniità dell'indirizzo deve essere veriata per mezzo di una proedura DAD
e la ongurazione può avvenire sia prima he dopo he questa si sia on-
lusa (optimisti DAD). Il rilevamento degli indirizzi dupliati possono essere
indipendenti o meno dal protoollo di routing.
Per rilevare se un indirizzo sia dupliato ovvero sia utilizzato da qualuno
l'approio hiamato QDAD (query-based DAD) [4℄ prevede l'invio a tutti i
nodi della rete di una semplie rihiesta (Address_Request, AREQ) ontenente
l'indirizzo da ontrollare; se un nodo he sta già usando lo stesso indirizzo rieve
tale messaggio, invia un Address_Reply (AREP) in risposta. Se il nuovo nodo
non rieve alun messaggio di replia entro un dato intervallo e dopo aver
efettuato un erto numero di rinvii, il nodo onlude he l'indirizzo non è
usato e quindi lo usa per autoongurarsi.
Nel weak DAD (WDAD) [16℄ ogni nodo genera una hiave all'inizializzazione
e la distribuise on il proprio indirizzo in ogni pahetto previsto dal proto-
ollo. Questo fa sì he quando un nodo rieva un pahetto del protoollo di
routing ontenente un indirizzo presente nella propria tabella di routing, on-
trolla se le due hiavi, quella ontenuta nel messaggio e quella memorizzata,
orrispondano. Il dierire manifesta he è una dupliazione dell'indirizzo e
l'entry nella tabella di routing è marata ome non valida per evitare problemi
di routing verso tale destinazione. Anhe se poo probabile si nota ome tale
meanismo non funziona nel aso in ui due nodi selezionino oltre allo stes-
so indirizzo, anhe la stessa hiave. A tal proposito la selta della lunghezza
della hiave è molto inuente, infatti maggiore essa sarà, minore sarà la pro-
babilità he l'evento si verihi, ma d'altra parte al suo resere, viene anhe
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inrementato l'overhead del protoollo di routing.
La variante passiva (PDAD) [17℄ onsiste nel limitarsi ad analizzare i pa-
hetti di routing he vengono rievuti per dedurre se i siano dei onitti. Non
è previsto l'uso di informazioni ulteriori rispetto a quelle proprie del protoollo
di routing, piuttosto per il rilevamento delle ollisioni degli indirizzi si sfrutta-
no eventi he si veriano solo in aso di onitto. Possono ad esempio essere
sfruttate le informazioni sugli stati dei link bidirezionale. Se un nodo rieve
un pahetto di routing he india ome un link bidirezionale on il proprio
indirizzo, il mittente deve essere un viino reente, altrimenti si è veriato un
onitto.
2.4 Approi ibridi
I protoolli ibridi unisono elementi degli approi on e senza stato. Se è
vero he iò può portare ad avere maggiore robustezza è altrettanto vero he
arese la omplessità e l'overhead dei protoolli. Un esempio è dato dal pro-
toollo Passive Autoonguration for Mobile Ad Ho Networks (PACMAN)
[18℄. Questo ombina PDAD visto sopra on un approio on stato; la tabella
di alloazione è omune e distribuita e le sue informazioni ira gli indirizzi
assegnati nella rete sono riavate dal trao del protoollo di routing ome in
PDAD appunto, he viene usato anhe per il rilevamento degli indirizzi du-
pliati. Non prevedendo la sinronizzazione attiva delle tabelle di alloazione,
non si genera trao aggiuntivo he onsuma banda. Per erare di veloiz-
zare la ongurazione di un nuovo nodo, questi può eventualmente rihiedere
la tabella di alloazione ai propri viini. Per erare di risparmiare energia e
banda al osto di un assegnamento degli indirizzi ottimistio, il quale permette
l'assegnamento di indirizzi dupliati on una data probabilità. Si fa l'assunzio-
ne he PDAD può rilevare tale onitti in breve tempo e he i onitti possono
veriarsi omunque nella fusione delle reti.
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Oltre al PACMAN, appartiene a questa ategoria il protoollo HCQA (Hy-
brid Centralized Query-Based Autoonguration Protool) [15℄ he utilizza
QDAD on una gestione entralizzata della tabella di alloazione. Un nodo
seleziona un indirizzo per sé e ne veria l'uniità on QDAD. Se DAD ha
suesso, si ongura on l'indirizzo e lo registra presso un address authority
(AA), eletto dinamiamente, he inserise il nuovo indirizzo nella sua tabel-
la di alloazione. L'AA è in grado di difendere un indirizzo già alloato per
onto degli altri nodi, inviando un messaggio di AREP. In questo modo l'as-
segnamento di un indirizzo dupliato può essere evitato anhe se il nodo on
il orrispondente indirizzo è temporaneamente non raggiungibile. Se il nodo
AA lasia la rete viene sostituito da un AA di bakup, on il quale mantiene
sironizzata la tabella di alloazione. Se entrambi i nodi lasiano la rete si
hanno i soliti problemi relativi ad un approio entralizzato. Deve osì essere
eletto un nuovo AA e dato he questo ha inizialmente una tabella di alloazione
vuota, tutti i nodi devono registrarsi nuovamente.
Per annuniare la sua presenza e rilevare la fusione di reti, un AA invia
periodiamente nella rete messaggi on un unio ID della partizione. Se viene
rilevata una fusione tra reti, i nodi AA delle due partizioni si sambiano le
rispettive tabelle di alloazione. Messaggi di avviso ontenenti gli indirizzi sui
quali si veriano onitti, vengono diusi nella rete. Tutti i messaggi del
protoollo devono essere sambiati in modo adabile gestendo la perdita di
pahetti.
Un problema anora aperto è osa aade quando durante una fusione, il
onitto degli indirizzi si veria proprio tra i vari AA.
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Nel apitolo preedente abbiamo visto ome i protoolli di autoongurazione
degli indirizzi possano essere lassiati in protoolli he non mantengono una
tabella degli indirizzi alloati o he la mantengono (in modo entralizzato o
distribuito). Tra quelli he rientrano nella seonda ategoria va inserito il
Dynami Host Conguration Protool (DCHP) [8℄. Oorre quì preisare he
il DHCP viene onsiderato inappliabile nelle reti MANET tradizionali. Il
maggior ostaolo ad un suo uso in tale ontesto è he il nodo sul quale il
DHCP server è in eseuzione, potrebbe non essere raggiungibile da tutti i nodi
della rete ad ho in modo ontinuo; iò rappresenta un fattore ritio, sia per
i nuovi nodi he entrano in una rete ad ho e he hanno bisogno dei parametri
di ongurazione, sia per quelli già ongurati he devono rinnovare il proprio
indirizzo.
3.1 Il DHCP
Lo sopo del DHCP è di fornire i parametri di ongurazione neessari ad un
host per operare orrettamente nella rete Internet (ome ad esempio il default
gateway, la sottomashera di rete, il server DNS, et.). Il protoollo DHCP
adotta un modello lient-server in ui un nodo (il lient) interroga un server
DHCP per ottenere le informazioni di ui ha bisogno. Dopo aver ottenuto i
parametri da un server DHCP, un lient dovrebbe essere in grado di sambiare
pahetti on ogni altro host in Internet he utilizzi il protoollo IP (Internet
Protool) ome protoollo di livello 3 della pila OSI.
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Un server DHCP deve prevedere i seguenti tre metodi per l'alloazione
dell'indirizzo:
manuale: nel server DHCP è presente una tabella formata da oppie MAC ad-
dress - IP address inserite manualmente dall'amministratore; solo i lient
on MAC address presenti in tale tabella ottengono il orrispondente
indirizzo IP.
automatia: ad un lient viene assegnato un indirizzo IP permanente.
dinamia: l'indirizzo viene assegnato per un limitato periodo di tempo o
nhé il lient non lo rilasi espliitamente; tale meanismo è il solo he
preveda il riuso automatio degli indirizzi.
Il protoollo oltre al lient e al server, prevede la presenza di un'ulteriore
entità, il relay agent, denito in [20℄ e desritto in breve in 3.1.2, il ui sopo
è di trasferire orrettamente i messaggi (onsistenti) tra un lient ed un server
he non risiedano nella stessa sottorete; le funzionalità svolte da un relay agent
sono state previste in partiolare per i router he interonnettono i lient e i
server. Altri requisiti he il DHCP deve soddisfare sono i seguenti:
• garantire he non i siano assegnamenti multipli per uno stesso indirizzo
nello stesso momento, ossia evitare la dupliazione degli indirizzi.
• mantenere quando possibile i parametri di ongurazione per iasun
lient onosiuto anhe per suessivi reboot sia dei lient he dello stesso
server.
• onsentire la ongurazione ompletamente automatia dei parametri di
ongurazione per i lient.
• deve interoperare on i relay agent BOOTP 2 [7℄.
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Figura 3.1: Formato di un messaggio DHCP.
• deve permettere anhe ai lient BOOTP di ottenere i parametri.
DHCP e BOOTP
Per un lient il DHCP non è he un'estensione del protoollo BOOTP. In
eetti le dierenze maggiori tre i due protoolli riguardano il fatto he nel
DHCP sono previsti dei meanismi per assegnare al lient un indizzo IP per
un lease nito, permettendo quindi il riuso degli indirizzi. Inoltre on il DHCP
un lient riese ad aquisire tutti i parametri di ongurazione IP neessari per
operare orrettamente in una rete. In altri asi, ome per la denizione del
relay, il DHCP si rifà a quanto desritto nel BOOTP. Anhe lo stesso formato




3.1.1 I messaggi DHCP
Il formato dei messaggi sambiati è visibile in gura 3.1 mentre una breve
desrizione dei ampi la si può trovare nella tabella 3.1. Il protoollo di tra-
sporto utilizzato per inapsulare i messaggi DHCP è l'UDP e le porte riservate
sono la 67 (BOOTPS) per i server e la 68 (BOOTPC) per i lient. Essendo
il protoollo UDP non adabile, i messaggi DHCP possono andare persi nel-
la rete. Per questa ragione, speii meanismi sono pensati dal protoollo
DHCP per gestire la ritrasmissione. Responsabili delle ritrasmissioni sono i
lient he devono adottare una strategia di ritrasmissione in ui i tempi tra
due ritrasmissioni resono esponenzialmente e dipendono dalle apaità del
mezzo trasmissivo. Ad esempio in reti Ethernet 10Mb/se, il ritardo iniziale è
di 4 seondi e raddoppia ad ogni ritrasmissione suessiva no a raggiungere i
64 seondi. Al ritardo viene aggiunto un numero asuale selto tra -1, 0 e 1 da
rialolare ogni volta.
I messaggi DHCP he possono essere sambiati sono:
• DHCPDISCOVER: inviati da un lient in broadast per soprire i server
DHCP.
• DHCPOFFER: sono i messaggi di risposta dei server ai DHCPDISCO-
VER e ontengono i parametri di ongurazione he il server ore al
lient.
• DHCPREQUEST: inviato dal lient per rihiedere l'assegnazione dei
parametri di ongurazione ad uno speio server o per estendere il
lease.
• DHCPACK: risposta dal server he onlude positivamente le proedure
DHCP.




op 1 Tipo del messaggio
htype 1 Tipo dell'indirizzo hardware (es. '1' per ethernet 10Mb)
hlen 1 Lunghezza dell'indirizzo hardware (es. '6' per ethernet
10Mb)
hops 1 Il lient lo setta a zero, usato opzionalmente dagli agent
relay in fase di inizializzazione di un nuovo lient
xid 4 ID della transazione, numero asuale selto dal lient
usato anhe dal server per assoiare i messaggi alle
risposte tra un lient e un server
ses 2 Riempito dal lient, rappresenta i seondi trasorsi
dall'inizio della proedura
ags 2 Desritto a pagina 39
iaddr 4 Indirizzo IP del lient, riempito solo se il lient si trova
nello stato di BOUND, RENEW o REBINDING
yiaddr 4 Indirizzo assegnato dal server al lient
siaddr 4 Indirizzo IP del server suessivo he il lient usa nel
proesso di boostrap
giaddr 4 Indirizzo IP del relay agent
haddr 16 Indirizzo hardware del lient
sname 64 Nome opzionale del server
le 128 Speia il nome del le di boot
options var Campo omposto dalle varie opzioni [1℄
Tabella 3.1: Breve desrizione dei ampi di un messaggio DHCP.
• DHCPRELEASE: usato dal lient per rilasiare antiipatamente l'indi-
rizzo.
• DHCPINFORM: inviato in fase di inizializzazione dal lient he abbia
già assegnato un indirizzo di rete esterno.
L'informazione sul tipo di messaggio viene inserita all'interno dell'opzione
DHCP message type.
Tra i ampi presenti nei messaggi DHCP, ve ne sono aluni partiolarmente
rilevanti anhe per quel he onerne il protoollo da noi proposto:
• ags: anhe se questo ampo è ostituito da due byte, in realtà solo il
bit più signiativo, indiato ome bit BROADCAST, è realmente usato.
Il ampo è stato introdotto nel protoollo BOOTP (e ugualmente usato
nel protoollo DHCP) per permetterne un utilizzo anhe ad host he non
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possono rievere pahetti IP in uniast no a quando l'interfaia non è
stata ongurata on un indirizzo IP. I relay e i server normalmente in-
vierebbero in uniast i messaggi al lient. Se il lient ha la limitazione ora
itata, dovrebbe porre il bit BROADCAST a 1 nelle DHCPDISCOVER
E DHCPREQUEST he invia. In questo modo i server e i relay pos-
sono inviare il pahetto di risposta al lient in broadast, hiaramente
nell'opportuna sottorete.
• haddr : ontiene l'indirizzo hardware del lient ome da lui speiato nei
messaggi di DHCPDISCOVER/DHCPREQUEST. Nel protoollo DHCP
è utilizzato dai relay e dai server per le risposte in uniast al lient. Nel
protoollo AH-DHCP è utizzato per le risposte del relay al lient anhe
on il meanismo analizzato in 3.2.1.
• hops: rappresenta il numero di passaggi di una rihiesta attraverso i relay
agent.
Tra le opzioni segnaliamo:
• lient identier : questa opzione è stata introdotta nel protoollo DHCP
per rendere hiara la dierenza tra l'identiativo di un nodo ed il suo
indirizzo hardware. Resta omunque un ampo faoltativo he il lient
può segliere ed inviare al server nella prima DHCPDISCOVER. Se il
lient lo speia, l'identiatore va inserito in ogni messaggio e non
deve ambiare all'interno di una stessa proedura DHCP. Il server non
lo analizza ma lo usa per identiare il lient, periò deve essere unio.
• server identier : l'opzione è l'indirizzo IP di una interfaia del server,
usata sia per identiarlo he ome destinazione.
3.1.2 I relay BOOTP e il ampo giaddr
Ci sono situazioni in ui lient e server risiedono in sottoreti dierenti. Per
estendere l'utilizzo di tali server a lient he rientrano in questo aso, evitando
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dunque di introdurre un server per ogni sottorete, sono stati previsti i relay
agent BOOTP, usati anhe nel DHCP. È opportuno notare he un relay agent
non opera solo ome un router, inoltrando i messaggi rievuti dal lient verso
i server e vieversa. Piuttosto un relay agent deve essere onsiderato ome
la destinazione nale dei pahetti DHCP he rieve. Dopo aver interpretato
gli opportuni ampi di un messaggio DHCP rievuto, il relay agent genera un
nuovo messaggio DHCP per ontinuare in modo onsistente la transazione
tra lient e server. Per le loro funzionalità, nelle reti tradizionali i relay sono
posti in genere sui router.
Il relay, in asolto sulla porta BOOTPS, proessa e onsegna tutti i mes-
saggi broadast, multiast o uniast a lui diretti he rieve. Non deve invee
onsiderare eventuali messaggi uniast he non siano diretti a lui. Tra i on-
trolli he esegue vi è quello sul ampo hops dei messaggi DHCP, he tra l'altro
inrementa di uno, sartando tutti quelli he superano la soglia di 16. Tale
soglia può essere ongurata anhe on un valore minore (di default dovrebbe
essere 4).
Quando un relay rieve una rihiesta da un lient e la invia al server, pone
il proprio indirizzo IP nel ampo giaddr (gateway IP address) del pahetto
he invia al server. Se la rihiesta passa attraverso altri relay, questi usano lo
stesso valore in giaddr del pahetto rievuto. Tale ampo permette osì al
server di onosere su quale sottorete si trova il lient e l'indirizzo IP del relay
al quale deve essere spedito in uniast il messaggio di risposta. Si noti he il
ampo giaddr uguale a 0 implia he il lient ed il server risiedono nella stessa
sottorete, quindi nell'aquisizione dell'indirizzo non interviene alun relay.
3.1.3 Aquisizione di un indirizzo IP
In questa sezione sono desritte le modalità di sambio dei messaggi he in-
terorrono tra un lient ed un server DHCP, qualora il lient non abbia in








Figura 3.2: Client-server DHCP: il aso base
1. Il lient inizia la sessione inviando in broadast sulla sua sottorete -
sia loale, un messaggio di DHCPDISCOVER he inlude la lista dei
parametri desiderati.
2. I server rispondono on una DHCPOFFER ontenente nel ampo yaddr,
l'indirizzo he verrebbe assegnato al lient, on gli altri parametri nel
ampo opzioni.
3. Rievuta una o più oerte il lient invia in broadast una DHCPRE-
QUEST on il ampo server identier presente nelle opzioni, riempito
on l'indirizzo del server selto.
4. Il server he rieve una DHCPREQUEST on speiato il proprio in-
dirizzo, assegna l'indirizzo e replia on un DHCPACK ontenente i
parametri di ongurazione.
5. Alla riezione del DHCPACK il lient ontrolla he l'indirizzo sia disponi-
bile utilizzando il protoollo ARP (Address Resolution Protooll) ovvero
inviando una ARP_Request. Se il nodo non rieve aluna ARP_Reply
allora esegue le operazioni per ongurarsi oi parametri ottenuti. Notia-
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Figura 3.3: Diagramma di transizione di un lient DHCP.
mo he nel modello previsto e più in generale nelle reti MANET, il me-
anismo di ontrollo tramite ARP non garantise aatto he l'indirizzo
non sia assegnato a nessun nodo della rete.
Oltre all'aquisizione, sono previsti dal protoollo il rinnovo e la la riaquisi-




Figura 3.4: Il modello della rete utilizzata.
3.2 Il protoollo AH-DHCP
L'idea di base del protoollo da noi proposto, da quì in poi hiamato AH-DHCP
(Ad Ho DHCP), è quella di attivare le funzionalità dei relay agent denite nel
protoollo DHCP, in ogni nodo he appartenga alla rete ad-ho, permettendo
la ongurazione dei nuovi nodi he vogliano entrare a far parte della rete (il ui
modello è visibile in gura 3.4). Il protoollo AH-DHCP utilizza uno sambio
di messaggi tra il nodo entrante e i nodi della rete già ongurati e on un relay
agent attivo allo sopo di selezionare un unio nodo relay per eettuare on il
server DHCP, lo sambio dei messaggi neessari per l'aquisizione dell'indirizzo
IP e degli altri parametri di ongurazione.
Si può notare ome ambi la prospettiva d'uso del relay rispetto a quello
previsto dallo standard del DHCP in ui lo sopo prinipale del relay è quello
di permettere l'utilizzo di uno stesso server DHCP per lient he risiedano in
sottoreti dierenti. D'altra parte però, proprio nello standard si suggerise he
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Figura 3.5: Sambio iniziale dei messaggi in AHDHCP
i relay risiedano in generale nei router e nelle reti ad ho multi-hop è previsto
he ogni nodo funga da router.
Nella denizione dei meanismi implementati dal protoollo AH-DHCP si è
erato di privilegiare soluzioni adabili e apai di operare anhe in ondizioni
ritihe, quali mobilità dei relay o perdite dei messaggi. Ad esempio sono stati
previsti dei meanismi di ripetizione dei messaggi e si è erato di evitare
quanto più possibile le omuniazioni broadast in favore di omuniazioni
uniast. Le omuniazioni uniast sono infatti protette dai meanismi di
ripetizione previsti per le reti wireless a livello del link (ome visto in 1.5)
mentre le omuniazioni broadast non sono mai né ritrasmesse né ovviamente
onfermate dai rievitori.
A tal proposito oorre notare he nel DHCP, ome visto in 3.1 e riassunto
nella tabella 3.2, il lient invia i pahetti di DHCPDISCOVER e DHCPRE-
QUEST in broadast e quindi più soggetti a perdite per ollisione o disturbo
del anale wireless. Inoltre una DHCPDISCOVER di tipo broadast attivereb-
be ontemporaneamente tutti i nodi relay he rievessero tale messaggio, on
onseguente inremento del trao verso il server e da questi, al lient (a ausa
dell'avvio di più transazioni in parallelo tra i relay de il server). Inviando tali
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INIT-REBOOT SELECTING RENEWING REBINDING
broadast broadast uniast broadast
Tabella 3.2: Modalità di invio dei messaggi da un lient DHCP in dierenti
stati.
rihieste in uniast, si ottiene in generale una diminuzione del trao neessario
all'aquisizione dell'indirizzo.
Nel protoollo AH-DHCP l'unio messaggio broadast è quello di NEIGH-
BOR_DISCOVERY (la ui funzione verrà mostrata in 3.2.1).
3.2.1 Overview del protoollo
Quando un nuovo nodo arriva nella rete MANET, non ha onosenza della
topologia della rete, né della posizione/identità del server DHCP he gli po-
trebbe fornire i parametri IP per la ongurazione. Ad ogni modo il server
DHCP risulterebbe omunque irragiungibile visto he il nuovo nodo non può
attivare il protoollo di routing ad ho no a quando non ottiene un indirizzo
IP univoo. Il protoollo AH-DHCP prevede uno sambio iniziale di messaggi
tra il nodo entrante e i nodi della rete ad un hop di distanza he abbiano il relay
attivo; selezionato un relay tra quelli he hanno risposto, avviene tra i due uno
sambio di pahetti DHCP per iniziare il proesso he porterà all'assegnazione
di un indirizzo IP. Vediamo in quali stati può trovarsi un nodo entrante nella
rete durante l'intera fase di aquisizione dell'indirizzo (gura 3.9):
iniziale: è lo stato in ui si trova il nodo appena inizia la proedura; l'unia
osa he può fare è inviare il pahetto di NEIGHBOR_DISCOVERY e
transire nel suessivo stato di soperta_viini
soperta_viini : il nodo in questo stato olleziona le risposte di NEIGH-
BOR_ACK provenienti dai relay per tutta la durata di un tempo spei-
ato, hiamato tempo_di_osservazione; ontemporaneamente, ontinua
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ad inviare messaggi di NEIGHBOR_DISCOVERY allo sadere di un al-
tro timer. La durata di questo timer è indiato on tempo_di_ritrasmis-
sione. Trasorso il tempo_di_osservazione, il nodo può tornare nello
stato iniziale se non ha rievuto aluna risposta orretta, o nello stato di
disovering altrimenti.
disovering : il lient invia un primo messaggio di DHCPDISCOVER al relay
selto
3
e attende di rievere in risposta un DHCPOFFER; allo sade-
re di un timer ripete il messaggio di DHCPDISCOVER. In aggiunta il
lient periodiamente esegue il polling del relay al ne di veriarne la
presenza. Da questo stato si può nire nello stato di requesting alla rie-
zione di un atteso DHCPOFFER o nello stato iniziale. Allo sadere del
tempo_di_alloazione ritorna nello stato iniziale.
requesting : invia una DHCPREQUEST e attende he arrivi un DHCPACK
per transire nello stato di bound. Contemporaneamente, il lient onti-
nua il polling per veriare l'esistenza del relay selto. Allo sadere del
timeout assoiato al tempo_di_alloazione, he riordiamo viene avviato
all'entrata nello stato di disovery, il nodo dihiara fallita l'aquisizione
dell'indirizzo IP e torna nello stato iniziale.
bound : è lo stato nale, in ui il lient ha ottenuto dal server DHCP dei
parametri validi per ongurarsi.
Prima di addentrari nella desrizione di iò he avviene nei dierenti stati, i
soermiamo brevemente nella desrizione di un meanismo di omuniazione
usato.
L'invio dei messaggi
Si è giunti a fare in modo he l'unio messaggio in broadast sia quello di
NEIGHBOR_DISCOVERY; questi deve essere neessariamente in broadast,
3
La politia utilizzata per segliere un unio relay verrà illustrata a pagina 50
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Figura 3.6: Client-relay AH-DHCP nella fase di soperta_viini
dato he il lient non è ongurato e non ha onosenza dei viini. Tuttavia nel
nostro protoollo possono essere inviati dei pahetti broadast a livello II al
ne di rendere le omuniazioni lient-relay più robuste. Questo può sembrare
inonsistente, in realtà si è tenuto onto di quanto speiato in [14℄:
The broadast Internet address (the address on that network with
a host part of all binary ones) SHOULD
4
be mapped to the broa-
dast Ethernet address (of all binary ones, FF-FF-FF-FF-FF-FF
hex)
nonhé di quanto nella RFC del DHCP:
A server or relay agent sending or relaying a DHCP message dire-
tly to a DHCP lient [. . . ℄ SHOULD examine the BROADCAST
bit in the 'ags' eld. If this bit is set to 1, the DHCP message
SHOULD be sent as an IP broadast using an IP broadast ad-
dress (preferably 0x) as the IP destination address and the
link-layer broadast address as the link-layer destination address
4
dalle RFC: SHOULD: . . .means that there may exist valid reasons in partiular ir-
ustanes to ignore this item, but the full impliations should be understood and the ase
arefully weighed before hoosing a dierent ourse.
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CAMPO OCTETS DESCRIZIONE
----- ------ -----------
maaddress 6 Client/Relay hardware address
msgtype 1 NEIGHBOR_DISCOVERY | NEIGHBOR_ACK |
NEIGHBOR_POLL
nseq 4 Numero di sequenza
gwdistane 1 Distanza di un relay dal gateway attra-
verso il quale raggiunge il server DHCP
Tabella 3.3: Desrizione dei ampi in un messaggio AH-DHCP
Quando un relay risponde ad un lient, gli invia la risposta all'indirizzo IP di
broadast e all'indirizzo MAC proprio del lient; in maniera analoga il lient
invia le sue rihieste all'indirizzo IP di broadast e all'indirizzo MAC del relay
preselto. Questa soluzione ha il grande pregio di far sì he i pahetti vengano
sartati direttamente a livello II, anhe se sono onosiuti aluni problemi
5
.
Speia del protoollo nello stato di soperta_viini
Il formato dei messaggi sambiati in questi stato è mostrato in gura 3.7 mentre




| msgtype(1) | nseq(4) | gwdistane(1)|
+-------------+--------------------------+--------------+
Figura 3.7: formato di un messaggio AH-DHCP
5
Risente del fatto he esistono istanze multiple di NIC aventi lo stesso MAC address, e
he questo è failmente ongurabile (es. ifong)[13℄
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1. Per prima osa il nodo provvede ad inviare un pahetto di NEIGH-
BOR_DISCOVERY, un semplie pahetto in broadast on una porta
di destinazione pressata, he gli permette di soprire tutti quei viini
he potrebbero fare per lui l'aquisizione dei parametri tramite DHCP,
ovvero tutti quei nodi già appartenenti alla rete ad-ho sui quali sia atti-
vo un relay agent e he siano visibili al lient. In tale pahetto il lient
speia il proprio MAC address, il tipo di messaggio ovvero NEIGH-
BOR_DISCOVERY ed il numero di sequenza. Il valore del ampo nseq
viene inrementato di volta in volta ad ogni trasmissione.di un nuovo
messaggio.
2. Ogni relay he rieve il messaggio di NEIGHBOR_DISCOVERY, alo-
la la propria distanza dal gateway in termini di hop wireless, e replia
on un messaggio di NEIGHBOR_ACK nel quale speia il proprio
indirizzo sio di layer II, l'attuale distanza dal gw, un numero di se-
quenza e mettendo NEIGHBOR_ACK nel ampo msgtype. Come detto
tale pahetto viene inviato all'indirizzo IP broadast ma speiando
ome indirizzo destinatario di livello II il maadress del nodo (ontenuto
nel pahetto al quale si sta rispondendo). In altre parole un NEIGH-
BOR_ACK è un frame uniast he appare al livello IP ome un pahetto
broadast.
Speia del protoollo nello stato di disovery
Il lient, soperto uno o più relay, ne seleziona uno per l'eseuzione della proe-
dura di alloazione. La selta dovrebbe riadere sul relay più viino al gateway,
permettendo di arrivare al server DHCP ol minor numero di hop. Il lient
invia al relay selto un pahetto di DHCPDISCOVER, iniziando di fatto il
protoollo DHCP. Il messaggio non viene però inviato in broadast a livello II
ma all'indirizzo MAC he il relay selto aveva indiato nel NEIGHBOR_ACK.
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Ciò permette di attivare un solo relay, dato he le interfae di quelli non
selezionati sarteranno direttamente il pahetto.
All'entrata in questo stato, il lient attiva un timer, denito tempo_di_al-
loazione, entro il quale si deve onludere l'intera proedura DHCP; questo
tempo può esaurirsi sia in questo stato he in quello di requesting. È oppor-
tuno notare he nel protoollo DHCP prevede la ripetizione della rihiesta di
DHCPDISCOVER, seguendo la strategia di ritrasmissione presentata a pag.
38, perhé tali messaggi potrebbero andare persi (sono inviati in broadast).
Nel protoollo AH-DHCP la ritrasmissione viene ripetuta allo sadere di un
apposito timer (uguale a 1 seondo). Tuttavia per rendere il nostro protoollo
maggiormente reattivo e robusto ai ambiamenti della rete dovuti alla mobilità
dei nodi, è stata pensata una politia di polling. Infatti se il lient si limitas-
se ad inviare al relay selto dei pahetti di DHCPDISCOVERY si potrebbe
failmente inorrere nel fallimento della proedura di alloazione. Il problema
potrebbe essere dovuto sia a ritardi introdotti dalla rete, lungo il perorso he
va dal relay al server, ma anhe al fatto he il relay si sia spostato o non sia
omunque momentaneamente disponibile (es. down). Ciò omporterebbe he
il lient dovrebbe attendere la ne del tempo_di_alloazione e riominiare
l'intera proedura prima he possa rievere dei parametri di ongurazione
validi.
Con il meanismo di polling invee, si fa in modo he il lient ontrolli la
presenza e la disponibilità del relay ad intervalli molto brevi, attraverso l'invio
di messaggi di NEIGHBOR_POLL periodii
6
on speiato il proprio ma-
adress ed il numero di sequenza. Il relay deve rispondere immediatamente
on un NEIGHBOR_ACK per onfermare di essere attivo. Nel aso in ui
venga raggiunto il massimo numero di NEIGHBOR_ACK onseutive attese
ma non rievute in seguito a polling, il lient provvede a selezionare ed atti-
6




Figura 3.8: Il polling ed il tempo_di_alloazione
vare, nei modi già visti
7
, un altro relay dalla lista dei relay soperti durante
la preedentemente fase di disovery. Il lient assoia ad ogni relay un valo-
re di adabilità he viene modiato nel aso di fallimento dell'alloazione
atraverso. Se nella lista non fossero disponibili altri relay, il lient ritornerebbe
nello stato iniziale osì ome allo sadere del tempo_di_alloazione.
Oorre notare he il lient he si trovi in questo stato dovrebbe aettare
una oerta proveniente da qualunque relay, non solo dall'ultimo selezionato.
Rievuta una DHCPOFFER il lient passa nello stato di requesting.
Speia del protoollo nello stato di requesting
Quanto avviene in tale stato è del tutto analogo a quanto mostrato nella sezione
preedente, eezion fatta per il fatto he quì il lient invia DHCPREQUEST
ed attende DHCPACK/DHCPNACK. In altri termini, nello stato di disovery
si attiva un relay e si aspetta un'oerta dal server DHCP. In questo stato
invee si rihiede l'eettiva assegnazione dell'indirizzo rievuto in un'oerta e
si attende periò he il server DHCP server onfermi l'assegnazione. Anhe in
questa fase si ontinua ad eseguire la proedura di polling tra lient e relay,
in modo he il lient possa veriare l'esistenza del relay mentre attende la
7
Tramite l'invio di una DHCPDISCOVER
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riezione di un DHCPACK/DHCPNAK. La proedura di polling può portare
al ambio di relay, ome desritto nel paragrafo preedente. Si noti he se
il lient rieve il messaggio di DHCPACK/DHCPNAK atteso, lo aetta a
presindere dal relay dal quale arriva.
Inne è opportuno osservare he nel aso fossero presenti più server DHCP,
la fase di requesting andrebbe modiata per essere assoiata allo stesso server
usato nella stato di disovery.
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Figura 3.9: Diagramma di transizione di un lient AH-DHCP
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In questo apitolo vengono forniti aluni dettagli implementativi relativi al
odie sviluppato ed utilizzato durante i test sperimentali. Inoltre vengono ri-
portati i risultati delle misure ondotte per valutare le prestazioni del protoollo
AH-DHCP, in diversi senari e ondizioni.
4.1 Aluni dettagli sull'implementazione
Negli esperimenti he abbiamo ondotto, abbiamo fatto uso di una versione
del protoollo leggermente sempliato (gura 4.1) rispetto a quello presenta-
to in 3.2.1 non essendo prevista la politia di polling là desritta. Per que-
sta ragione abbiamo onsiderato solo relay statii, e non si è mai veriato il
ambio di relay all'interno di una stessa proedura DHCP, ovvero durante il
tempo_di_alloazione.
Come punto di partenza per il odie DHCP è stata utilizzata la versione
3.0.5 prodotta dall'Internet Software Consortium (ISC), alla quale sono state
apportate alune neessarie modihe.
In eetti, mentre si erava di produrre una versione di massima per lo
sambio di messaggi tra il nodo entrante e i possibili relay, prendendo un
minimo di ondenza on gli strumenti, si è erato di omprendere il odie
dell'ISC al ne di proedere poi ad una quanto più possibile integrazione dei
moduli sviluppati minimizzando le modihe neessarie al odie del lient e
del relay. Da notare he il protoollo AH-DHCP è stato progettato in modo




Figura 4.1: Diagramma di transizione per il lient utilizzato
Gli strumenti utilizzati
Le mahine utilizzate ome lient, relay e ome gateway sono dei portatili
Aer Aspire 5633WLMi on sheda wireless integrata Intel Pro-Wireless 3945
e sheda Ethernet Broadom BCM4401-B0 utilizzata solo dal gateway. Come
protoollo di routing per reti ad ho è stata utilizzata l'implementazione per
Linux di OLSR_UniK nella versione 0.4.10, on i parametri visibili nella ta-
bella 4.4. Le mahine sono state equipaggiate on sistema operativo Debian
4.1.1-21 e utilizzano il kernel Linux 2.6.19.2. I nodi ad ho sono stati onnessi
per mezzo di link wireless IEEE 802.11b on massimo rate di trasmissione a
11 Mbps.
Per generare il trao UDP di bakground durante gli esperimenti è stato
utilizzato il tool iperf, on dimensione dei pahetti ssa e on payload del











Tabella 4.4: Setting di parametri di OLSR
Lo senario e i suoi problemi
Gli esperimenti non sono stati ondotti onsiderando topologie multi hop reali,
piuttosto l'esistenza di perorsi multi-hop fra oppie di nodi è stata emulata
attraverso l'uso del tool iptables. Nelle misure sperimentali hanno avuto un
impatto signiativo i disturbi dovuti a ondivisione del anale on altre reti
e quelli dovuti a reti operanti su anali viini. Infatti tali disturbi possono
ausare perdite asuali di messaggi. In questo modo gli esperimenti ondotti
sono stati utilizzati anhe per veriare la robustezza del protoollo da noi
proposto.
4.2 Risultati
Sono stati odotti due tipi di esperimenti, ripetendo iasun set di test in
assenza o in presenza di trao di disturbo. Il primo test riguarda il tempo
neessario all'aquisizione dell'indirizzo per un nodo he entra nella rete, il
seondo invee misura il tempo he il nodo entrante impiega per soprire tutti
quei nodi-relay he dovrebbero essere a lui visibili. In tutti i risultati esposti




Figura 4.2: Senario dell'esperimento #1
4.2.1 Esperimento #1 ovvero del tempo neessario
all'aquisizione dell'indirizzo
In questo esperimento il nodo he vuole entrare a far parte della rete ad ho può
selezionare un relay he si trova non in visibilità del gateway. Per questa ragione
il trao DHCP deve attraversare diversi nodi per raggiungere il gateway e
da questi il server DHCP, e iò può portare ad un inremento dei tempi di
alloazione. Di fatto è stata ostruita una atena di nodi in modo he il nodo
entrante dovesse attraversare da 0 no a 4 nodi per raggiungere il gateway
ome mostrato nella gura 4.2 he riassume i possibili asi. Come detto, i nodi
sono ongurati in modo opportuno utilizzando iptables.
Oltre al numero di hop, il parametro he varia in questa serie di esperimenti
è il tempo_di_osservazione denito in 3.2.1 he ha assunto i valori di 30, 50,
70, 90 e 110 milliseondi. Il tempo_di_ritrasmissione usato per l'invio delle
NEIGHBOR_DISCOVERY è invee sso e pari a 20 mse.
Per omprendere al meglio i risultati deniamo il tempo_di_disovery ome
il tempo neessario al lient per ottenere almeno la risposta di un relay all'invio
di un suo messaggio di NEIGHBOR_DISCOVERY; tale tempo è di volta in


























Figura 4.3: Tempo neessario all'aquisizione dell'indirizzo in assenza di
trao
to speiato in 3.2.1, se allo sadere di un tempo_di_osservazione un lient
non ha rievuto alun NEIGHBOR_ACK ritorna allo stato iniziale e da que-
sto allo stato di soperta_viini per un ulteriore tempo_di_osservazione e osì
via, no ad ottenere almeno un'oerta da un qualhe nodo-relay. Alternativa-
mente possiamo denire il tempo_di_disovery ome il tempo he interorre
tra l'invio della prima NEIGHBOR_DISCOVERY e la transizione nello stato
di disovering he avviene in seguito all'invio della prima DHCPDISCOVER.
Deniamo inoltre il tempo totale di aquisizione ome il tempo neessario al
lient per ottenere l'assegnazione dell'indirizzo IP dal server DHCP, ovvero il
tempo totale per onludere l'intera proedura AH-DHCP.
In gura 4.3 viene mostrato il tempo totale per l'aquisizione dell'indirizzo
al variare del tempo_di_osservazione e del numero di hop on il solo trao
generato dall'OLSR tra i nodi della rete ad ho, neessario per il mantenimento
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delle rotte tra i nodi (trao pratiamente trasurabile); il numero di nodi-
relay attivi, esluso il gateway, è in questo esperimento pari al numero di hop
he il lient deve ompiere per raggiundere il gateway.
Si può notare la sarsa variabilità registrata e ome l'aumento dei tempi
orrisponda all'aumento del tempo_di_osservazione più un ritardo he rese
ol numero di nodi he devono essere attraversati.
Lo stesso esperimento riprodotto generando trao asintotio tra il nodo he
svolge il ruolo di relay per i nodo entrante ed il gateway, ha prodotto i risultati
visibili in gura 4.4 e he mostrano prestazioni deisamente peggiori. Quì
il tempo_di_osservazione non inide molto sul tempo totale, ad eezione del
aso in ui il nodo entrante sia a due hop dal relay, in ui il suo apporto è anora
apprezabile. Ciò è dovuto ai onsiderevoli ritardi introdotti nell'attraversare
la atena di nodi in partiolare a ausa dei tempi di aodamento nei buer (si
riordi he il trao generato è asintotio e tende a saturare le ode) nonhé
a possibili ritrasmissioni dovute a ollisioni visto he il trao tra relay e
server avviene in uniast. È opportuno notare he è stato eettuato un gran
numero di prove separate al ne di ottenere risultati statistiamente adabili
on intervalli di ondenza molto stretti.
Analizzando separatamente il tempo_di_disovery ed il tempo_di_alloazio-
ne nel aso senza trao, gura 4.5, possiamo notare he la fase di soper-
ta_viini è in ogni aso pari esattamente al tempo_di_osservazione ovvero per
ottenere una risposta dal nodo-relay è suiente un tempo_di_osservazione;
he non dipenda dal numero di hop è piuttosto ovvio, dato he il nodo-relay è
sempre e omunque raggiungibile direttamente dal nodo-lient ed è più prei-
samente l'ultimo nodo della atena multi-hop dei nodi he appartengono alla
rete ad ho. A resere della metria dal gateway si introduono invee dei
ritardi dovuti all'attraversamento della atena.



























































































Figura 4.5: Tempi di disovery e di alloazione in assenza di trao
disturbi anhe la fase di soperta_viini aumentandone la variabilità. Infatti
la ontesa sul anale può ausare la perdità di NEIGHBOR_DISCOVERY

































































Figura 4.6: Tempi di disovery e di alloazione in presenza di trao elevato
ome il tempo_di_disovery non orrisponda più al tempo_di_osservazione
ma sia neessario ripetere la fase di ollezione delle oerte on un maggior
numero di ritrasmissioni di NEIGHBOR_DISCOVERY prima di ottenere una
risposta; in partiolare on il tempo_di_osservazione pari a 30mse deve essere
in media ripetuta due volte la fase di soperta_viini. Si osserva inne he on
tempo_di_osservazione suientemente grandi (90-110 mse), non vi sono
signiative dierenze tra il aso in ui vi è trao di disturbo ed il aso in
ui la rete è saria.
4.2.2 Esperimento #2 ovvero del tempo neessario per la
soperta di tutti i viini
In questa serie di esperimenti, il lient he entra nella rete può trovare uno o
più relay disponibili e viene misurato il tempo neessario per ottenere almeno
una risposta di NEIGHBOR_ACK da iasuno di essi. L'esperimento viene
ripetuto on 1, 2, 3 e 4 relay senza e on trao (gura 4.7).
Dai risultati prodotti possiamo notare he in assenza di trao il tempo
di ritrasmissione sembra essere ininuente e l'intervallo di ondenza è molto
piolo, indie di una erta ostanza nei risultati. Aggiungendo il trao si ha
62
4.2 Risultati
























Figura 4.8: Tempo neessario alla soperta di tutti i relay in assenza di
trao
he tranne nel aso on due relay, i tempi si innalzano onsiderevolmente e nei
asi on tre e quattro relay hanno una grande variabilità e risentono in maniera
sensibile dei tempi di ritrasmissione. Questo fatto indue a pensare he siano
dovuti a ollisione o alla manata riezione per aluni lient dei pahetti in
broadast di NEIGHBOR_DISCOVERY, anhe in virtù del fatto he on più






























In questa tesi è stata presentata una possibile soluzione per l'autoongura-
zione di un nodo he entra a far parte di una rete ad ho etereogenea. La rete
onsiderata può essere vista ome una rete LAN estesa, formata da una parte
wired tradizionale e da una parte wireless realizzata on teonlogia ad-ho di
tipo multi-hop. Per permettere la omuniazione tra tutti i nodi della rete e
onsentire la onnessione ad Internet si è fatto riorso al protoollo di routing
OLSR. Ma per poter utilizzare il protoollo di routing 'è bisogno he i nodi
siano opportunamente ongurati ed in partiolare abbiano un unio indirizzo
IP assegnato. Nella soluzione proposta vengono utilizzati indirizzi IPv4 forniti
ai nodi da un server DHCP he si trova nella rete wired. Il server permette
quindi la ongurazione sia degli host della parte wired he utilizzano normali
lient DHCP, sia dei nodi wireless della parte ad ho per mezzo del protoollo
AH-DHCP da noi denito. Sono state eettuate prove sperimentali he hanno
permesso di valutare la orrettezza del protoollo e di quantiare le presta-
zioni delle proedure di assegnazione degli indirizzi IP. I risultati sperimentali
mostrati in questa tesi evidenziano he le prestazioni sono inuenzate da diver-
si fattori quali: intensità del trao (più elevato è il ario della rete, maggiori
sono le ollisioni e i tempi di aodamento), disturbi di ui risentono le reti
wireless (in partiolare per la presenza di altre reti wireless sullo stesso anale
o su anali viini).
Il protoollo da noi proposto potrebbe essere esteso per essere appliato in
ontesti di rete dierenti e più generali, in ui ad esempio possono essere pre-
senti più server DHCP. Permettendo questa estensione, si aumenterebbe la
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robustezza della proedura di assegnazione degli indirizzi, oltre a favorire una
più equa distribuzione del ario del protoollo sui server distinti. Tuttavia si
avrebbe il problema di garantire he una proedura DHCP di aquisizione del-
l'indirizzo del lient sia interamente rivolta ad uno stesso server, anhe nel aso
in ui un lient ambi relay durante lo svolgimento della proedura. Andreb-
bero inoltre indagati a fondo i problemi di merging e partitioning (dei quali si
è disusso nel apitolo 2) e studiati opportuni meanismi per risolverli.
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