Abstract-For any quantitative applications that use reflectivity and/or differential reflectivity, radar observations need to be compensated for attenuation effects due to precipitation. This paper presents a robust attenuation correction system (ACS) for dualpolarization radars correcting the reflectivity factor as well as differential reflectivity profiles. The major advantage of the algorithm described in this paper is that the procedures are immune to the bias effect of reflectivity and differential reflectivity. In addition, this method is not very sensitive to the variation of temperature. The proposed ACS has been evaluated with X-band radar observations simulated from drop size distribution derived from high-resolution S-band measurements observed by the CSU-CHILL radar. The evaluation of the proposed retrieval algorithm shows that the retrieved reflectivity and differential reflectivity provide an improvement over the conventional self-consistent attenuation correction technique with the differential phase constraint.
I. INTRODUCTION
T HE monitoring of precipitation using higher frequency radar system such as the X-band has become more common in the last decade (e.g., [1] ). At X-band frequency, weather radar signals are attenuated along their paths due to precipitation. For any quantitative applications that use reflectivity and/or differential reflectivity, they need to be corrected for attenuation effects due to precipitation.
Since Hitchfeld and Borden [2] proposed the attenuation correction technique based on the empirical relationship of reflectivity (Z e ) versus specific attenuation (α), many attenuation correction algorithms have been proposed. Simple reflectivitybased correction methods suffered from instability due to error propagation [3] . The attenuation correction procedures got revived attention when dual-polarization observation-based procedures were introduced. For example, a simple attenuation correction method using differential propagation phase shift (φ dp ) was discussed in [4] . Subsequently, a constrained solution for path-integrated attenuation derived from φ dp was proposed in [5] . This algorithm is sensitive to the specific attenuation versus specific differential phase (K dp ) parametrization. To eliminate this problem, Bringi et al. [6] suggested a self-consistent algorithm combining φ dp and Z dr constraints. Gorgucci and Chandrasekar [7] evaluated the various algorithms for their error structure. In addition, Gorgucci et al. [8] have developed an attenuation correction procedure using the self-consistency principle. One common drawback of the rain profiling algorithm is that it assumes that the intercept parameter (N w ) of drop size distribution (DSD) is constant along the rain path. While it is known that N w is not constant along a rain path, it is a "mean value" solution to the problem, and it is being used widely today. Lim and Chandrasekar [9] proposed a dual-polarization rain profiling algorithm (DRPA) and a selfconsistent method corresponding to the DRPA (SC-DRPA). This algorithm can successfully track variability in drop median diameter (D 0 ) and N w by incorporating reflectivity as well as differential reflectivity profiles with attenuation. However, this self-consistent method is still sensitive to the bias of reflectivity and differential reflectivity. In this paper, a new attenuation correction system for reflectivity and differential reflectivity (referred henceforth as ACS) is proposed, which is not much affected by bias effect as well as drop shape and temperature. The proposed technique is evaluated by comparing retrieved results with the theoretical consistency relation expected between intrinsic measurements. This can provide fundamental validity for the retrieval algorithm. The suggested method also compared to the conventional selfconsistent attenuation correction technique [6] , [10] . This paper is organized as follows. In Section II, the background theory of rain microphysics and radar observations are described briefly, particularly in the context of material needed for building attenuation correction algorithms. The proposed algorithm and architecture of the proposed ACS for reflectivity and differential reflectivity are developed in Section III, whereas the evaluation of the system is presented in Section IV. Finally, the important development and results are summarized in Section V.
II. BACKGROUND THEORY
The microphysical properties of rain medium can be described by DSD. To study the shape of DSD with widely 0196-2892 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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varying rainfall rates, the natural variation of DSD can be expressed in normalized Gamma model as [11] - [14] 
where N (D) is the number of the raindrops per unit volume per unit size interval, D (in mm) is the volume-equivalent spherical diameter, D 0 is the median volume diameter, μ is a measure of the shape of the DSD, and N w (mm
is the intercept parameter of the exponential distribution with same water content and D 0 .
Radar observations in rain medium can be expressed in terms of DSD. Reflectivity factors Z h,v at horizontal (h) and vertical (v) polarizations can be expressed as
where λ is the wavelength of the radar and σ h,v represents the radar cross sections at horizontal and vertical polarizations. K w is the dielectric factor of water defined as K w = ( r − 1)/( r + 2), and r is the complex dielectric constant of water. Differential reflectivity (Z dr ) can be defined as the ratio of reflectivity factors at horizontal and vertical polarizations [15] , which is sensitive to drop shape. Specific differential phase is proportional to the real part of the difference in the complex forward scatter amplitudes f at horizontal and vertical polarizations. It can be expressed as
The two-way differential propagation phase φ dp between two range locations r 0 and r is expressed in terms of K dp as φ dp = 2 r r 0 K dp (s)ds (4) where s is the path for integration. The measured differential propagation phase can be defined as ψ dp = φ dp + δ
where δ is the backscattering propagation phase that is the difference between arguments of the complex backscattering amplitudes for horizontal and vertical polarizations. Electromagnetic waves passing through precipitation suffer from the power loss resulting from absorption and scattering. Specific attenuation at two polarization states and differential attenuation are related to DSD as
where σ ext is the extinction cross section (m 2 ) derived by the sum of the absorption cross section and scattering cross section. At centimeter wavelengths, absorption dominates for all rain rates [14] . Two-way cumulative attenuation A h and differential attenuation A dp can be expressed as
A dp = 2 r r 0 α dp (s)ds.
Attenuation can also be due to atmospheric gases or cloud droplets. Although the attenuation of X-band radar signals by atmospheric gases can be comparable to rain attenuation for lighter rainfall [16] , this paper is concerned with rain attenuation which is dominant in many practical cases. For an inhomogeneous rain path, observed reflectivity (Z h,v ) at each polarization and differential reflectivity (Z dr ) can be defined as
The attenuation correction algorithms have all mostly focused on retrieving Z h,v and Z dr at each range sample.
III. ATTENUATION CORRECTION SYSTEM FOR REFLECTIVITY AND DIFFERENTIAL REFLECTIVITY (ACS) AND SELF-CONSISTENT METHOD (SC-ACS)
Lim and Chandrasekar [9] suggested a DRPA, which has introduced the usage of Z dr for attenuation correction. The algorithm proposed here (ACS) is based on the method suggested by Lim and Chandrasekar [9] . In order to develop the algorithm, the main concepts in [9] are summarized as follows.
A. Main Concept of the DRPA
DRPA is based on the notion that the specific attenuation can be retrieved by solving the integral equations for reflectivity and differential reflectivity with a cumulative differential propagation phase shift constraint. DRPA is based on four parametrizations as described in (9)- (12) 
The specific attenuation at horizontal and vertical polarizations can also be approximated through K dp as α h (r) = γK dp (r)
α dp (r) = κα h (r).
After modest algebraic manipulation, solutions for α h and α v are obtained as (13) and (14), shown at the top of the next page. Lim and Chandrasekar [9] used the above algorithm to eliminate the constant N w assumption. However, the variability
Δφ dp (r 0 ;r m ) − 1
due to temperature still existed. In addition, biases in Z dr also affected the self-consistency DRPA algorithm, and therefore, we are also reducing the impact of the Z dr bias in the following.
B. New ACS
The governing principle of the proposed algorithm is as follows. First, the attenuation correction coefficients α h and α v are constructed as a combination of the forward and backward solutions to the Histsfeld-Bordan algorithm in contrast to DRPA, where only the backward solution is used [17] . This process, as part of the proposed algorithm, will eliminate the impact of the bias in reflectivity. Then, the reconstructed profiles are optimized against possible profiles accounting for differential reflectivity bias. This optimization procedure also reduces the impact of differential reflectivity bias as well as parametrization. The relations between the two-way total attenuation and differential propagation phase at each polarization can be described as A h = γΔφ dp (r m ) (15a)
Δφ dp (r m ) = τ Δφ dp (r m )
A dp
where Δφ dp (r m ) is the difference of differential propagation phase between the starting range gate (for the retrieval) and range gate at r m . After minor algebraic manipulation of (13) and (14) with (15), solutions for α h and α v are expressed as (16) and (17), shown at the top of the page. The solutions are the combination of the forward and backward solutions. Compared with [9] , the proposed algorithm can provide more stable values of α h and α v , particularly at the starting (r 0 ) and ending points (r m ) of the retrieving region. These equations return specific attenuations, α h and α v , that are immune to radar bias. The terms I h and I v as well as Z h and Z v have the same functional form in both the numerator and denominator which eliminates the impact of bias in reflectivity. If Z h bias δZ h and Z dr bias δZ dr are imposed in (16) , a solution of α h can be expressed as (18) , shown at the top of the next page. δZ h and δZ dr are constant along the range. Therefore, (18) can be rewritten as (19) , shown at the top of the next page. δZ h and δZ dr are canceled out between the numerator and denominator of the aforementioned equation. Thus, similar to DRPA, the reflectivity values Z h and Z dr , which may be off due to the radar calibration bias, do not affect the attenuation correction process. 
After the first estimation, α h and α v are retrieved by using the retrieved values of Z h and Z dr from (20) as
Here, a 1 , a 2 , and a 3 are scale parameters to make balance between the supposed value (numerator) and retrieved value (denominator) of total attenuation. After retrieving α h , α v , and α dp , using (21) , Z h , Z v , and Z dr are again retrieved as 
C. Attenuation Correction System Using Additional Self-Consistency (SC-ACS)
In order to find the optimal values of total attenuation, A h and A dp at (15) , an optimization process is carried out. At the first step, using retrieved α h , α dp , and Z h at (21a), (21c), and (22a), the specific differential phase (K r dp ) and backscattering differential phase (δ r co ) are retrieved as
r dp (r) α r dp (r)
.
Here, a 4 is a scale parameter between the observed (numerator) and retrieved (denominator) values of total φ dp . The advantage of (23) and (24) is that retrieved K r dp and δ r co are not affected by the biases of Z h and Z dr . In these formulas, Z dr is not used, and Z h is found in the numerator and denominator raised to the same power. Thus, Z h and Z dr , which include any bias shift information, do not affect the equations. Fig. 1(a) shows the scatterplot of intrinsic K dp and retrieved K r dp given by (23) , whereas the scatterplot of intrinsic δ dp and retrieved δ r dp given by (24) is shown in Fig. 1(b) . Simulations were conducted for widely varying DSD (0.5 ≤ D 0 ≤ 3.5 mm, 3 ≤ log 10 N w ≤ 5, and −1 ≤ μ ≤ 4) with constraints of R < 150 mm/hr and 15 < Zh < 60 dBZ. Moreover, combining (21a) with (23), we can note that Fig. 1 . Scatterplots of (a) intrinsic K dp and retrieved K dp given by (21a) and (b) intrinsic δ dp and retrieved δ dp given by (21b).
In other words, K r dp is nonlinearly proportional to the reconstructed reflectivity. Looking at (21a), it is also proportional to the reconstructed differential reflectivity. Because φ dp can be expressed in terms of K dp as shown in (4), the differential propagation phase is also nonlinearly proportional to the reconstructed reflectivity. At the second step, by using K r dp and δ r co , the differential propagation phase (φ r dp ) is calculated as φ r dp (r) = 2 r m r 0 K r dp (s)ds + δ r co (r).
As noted in the above equations, φ r dp is a function of K r dp and δ r co . K r dp is a function of or related to (e.g., proportional, or more specifically, inversely proportional) the reconstructed reflectivity. Thus, φ r dp is similarly a function of or related to the reconstructed reflectivity. Next, by comparing the retrieved φ r dp (r) and observed φ r dp (r), the cost function (χ) is constructed χ = r m r=r 0 φ dp (r)−φ r dp (r) · ω ω = φ dp (r) Δφ dp (r) 10 0.1(A h +A dp ) .
As φ dp is the cumulative value of K dp along the path, the value of ω is increased along a ray path. Consequently, the optimal values of A h and A dp are selected to minimize the cost function. As shown earlier, ten coefficients (b 1 , c 1 , b 2 , c 2 , b 3 , c 3 , b 4 , a 5 , b 5 ,
AND α dp ∝ (Z h , Z dr ) ACCORDING TO DROP SHAPE MODEL AND TEMPERATURE TABLE II RELATION COEFFICIENTS OF K dp ∝ (Z h , α h ) AND δco ∝ (K dp , α dp ) ACCORDING TO DROP SHAPE MODEL AND TEMPERATURE and c 5 ) are needed to solve for α h and α dp . The values of these coefficients can depend on the drop shape model and temperature. Tables I and II show the values of the coefficients corresponding to each model and temperature. These values are obtained from theoretical simulation with constraints as 15 < Zh < 60 dBZ and R < 150 mm/hr. Two conventional drop shape models are used here. One is a combination of the Andsager et al. [18] and the Beard and Chuang [19] model (henceforth referred to as the ABC model). The other is the Brandes et al. [20] model (henceforth referred to as the BR model).
D. Architecture of SC-ACS
This section describes the architectural flow details of SC-ACS. The system consists of two subsystems. Inputs for this system are ray profiles of Z h , Z dr , and φ dp . At the preprocessing stage, signal fluctuation is reduced by smoothing the input data. Next is the main stage, which retrieves optimal cumulative attenuation and cumulative differential attenuation. Finally, using the optimal value of A h and A dp , reflectivity, differential reflectivity, and specific propagation phase are retrieved with best parameters (b 1 , c 1 , b 2 , c 2 , b 3 , c 3 , b 4 , a 5 , b 5 , and c 5 ) . The block diagram of SC-ACS is shown in Fig. 2 .
The main procedure is a multistep process. First, using Δφ dp and parameters of K dp − α h and K dp − α v corresponding to each model and temperature, the boundaries of A h and A dp are estimated. Table III shows the values of the coefficients (γ, τ) for the linear relation of K dp − α h and K dp − α v corresponding to each model and temperature. For the threeparameter gamma DSD, the parameter ranges are determined to cover different rainfall intensities and types (i.e., convective and stratiform) [20] , [21] . Some of the combinations of these parameters may have higher probability than other combinations [22] . The coefficients derived based on the assumptions will be slightly altered after changing the combination of these three parameters. By changing the combination of DSD parameters and assumptions on drop shape models and temperature, this range can be extended to wider values such as from 0.15 to 0.4. Note that the relation derived experimentally from dualwavelength measurements [22] is approximately linear with the relation in this paper. However, parameter value ranges (0.2-0.31) are different. After boundary estimation, a set of A h and A dp is constructed, and cost functions for the A h and A dp set are calculated with the parameter set for a modeltemperature. Next, each optimal value of A hk and A dpk for each model-temperature is retrieved from cost functions (χ k ), and from the set of { (A h1 , A dp1 , χ o1 ), (A hP , A dpP , χ oP ) }, final optimal values of A h and A dp and best parameters are retrieved. Finally, α h , α dp , Z h , and Z dr are retrieved with optimal values TABLE III RELATION COEFFICIENTS OF K dp ∝ α h AND K dp ∝ αv ACCORDING TO DROP SHAPE MODEL AND TEMPERATURE Fig. 3 . Detailed block diagram of the main procedure of SC-ACS.
of A h and A dp and best parameters. The detailed block diagram of the main procedure is shown in Fig. 3 .
IV. EVALUATION
The ACS and SC-ACS are evaluated using simulated X-band observations. The procedure to simulate the X-band observations from observed S-band data is described in [23] . The intrinsic X-band radar observations with realistic scenario of Fig. 4 shows an example of simulated radar observations by the BR model at a temperature of 15
• C in a polar coordinate map (or plan position indicators) without measurement noise, but affected by attenuation and differential attenuation. Fig. 4(a)-(c) displays the attenuated reflectivity, attenuated differential reflectivity, and differential propagation phase, respectively. For statistical analysis, normalized mean bias (NB) and normalized standard error (NSE) are used. The NB and NSE between intrinsic and retrieved observations can be defined as
where r and i indicate the retrieved value and intrinsic value, respectively. The angle brackets stand for sample average. The evaluation process is carried out with four scenarios: 1) without noise, bias, and backscattering phase effect; 2) with only measurement noise effect; 3) with measurement noise and back scattering differential phase effect; and 4) with noise, bias, and backscattering effect.
A. Without Noise, Bias, and Back Scattering Effect
This scenario primarily evaluates the physical consistency of the proposed algorithm [9] . For further evaluation, the retrieved results were analyzed quantitatively. Fig. 6 shows results of quantitative comparison of radar data corrected for attenuation. The intrinsic values are 
intrinsic Z dr versus retrieved Z dr , (c) intrinsic α h versus retrieved α h , and (d) intrinsic α dp versus retrieved α dp . The X-axis is intrinsic, and the retrieved results are shown in the Y -axis. shown on the X-axis, and the retrieved results are shown in the Y -axis. To test the robustness of the proposed algorithm, evaluation was carried out with various models and at different temperatures. Table IV shows the quantitative comparison of radar data corrected for attenuation using embodiments of the ACS, whereas results of SC-ACS are described in Table V. A comparative analysis of Tables IV and V shows that the SC-ACS improves the attenuation correction accuracy over ACS. 
intrinsic Z dr versus retrieved Z dr , (c) intrinsic α h versus retrieved α h , and (d) intrinsic α dp versus retrieved α dp . The X-axis is intrinsic, and the retrieved results are shown in the Y -axis.
B. With System Noise and Bias Effect
The performance of the attenuation correction algorithm can be affected by measurement fluctuation errors. Typically, in a well-maintained radar, the signal fluctuation errors can be less than 1-dBZ standard deviation for Z h , 0.2-dB standard deviation for Z dr , and 3
• standard deviation for φ dp . The evaluation is done for radar reflectivity, differential reflectivity, and differential phase in the presence of measurement noise radar data. Gaussian random errors with a standard deviation of 2 dBZ and zero mean are introduced to the measured Z h , while for the measured Z dr , random errors with a standard deviation of 0.3 dB and zero mean are added. Gaussian random errors with a standard deviation of 3
• and zero mean are also introduced for the measured φ dp . For the robustness test in the presence of signal errors (Scenario II), the proposed method is evaluated with various models and at different temperatures. The results show that the measurement error increases the bias and standard error by just a few percent, demonstrating that the procedures work well even in the presence of measurement errors. The attenuation correction algorithm using φ dp can be affected by random signal fluctuation errors as well as backscattering differential phase (Scenario III). At lower frequencies such as the S-band, δ effect is negligible, but at higher frequencies such as the X-band, δ effect is significant. Therefore, the test of δ effect is important for attenuation correction performance. For statistical analysis, the retrieved results were compared with intrinsic values quantitatively. Fig. 7 shows the results of the quantitative comparison of radar data corrected for attenuation. The intrinsic values are shown on the X-axis, and the retrieved results are shown in the Y -axis. For the robustness test in the presence of signal errors and δ effect, the proposed method is evaluated with various models and at different temperatures. It has been shown that, compared with the rain profiling algorithm and dual polarization rain profiling algorithm described in [9] , ACS is not affected by a reflectivity bias or a differential reflectivity bias. System bias effect is also tested with ABC and BR models at different temperatures (Scenario IV). Table VI shows the quantitative comparison of radar data corrected for attenuation by the ACS for the ABC model at various temperatures, whereas the performance of the BR model is in Table VII . Test results of SC-ACS with the ABC and BR models for Scenario IV are shown in Tables VIII and IX, respectively. Evaluation results for Scenario IV show that the proposed method is not sensitive to the bias effect of Z h and Z dr .
V. SUMMARY AND CONCLUSION
Atmospheric attenuation is a function of rain drop size and temperature. A number of different theoretical models are available to mathematically describe the particle drop shape that influences attenuation estimation. Each of these models has proven effective in different scenarios. It can be difficult, however, to predict which model to use. The total differential phase gives an idea of the attenuation, but it depends on the model. Moreover, the total attenuation along a rain path must be apportioned to different parts of the radar path in order to correct for attenuation along a radar path. The proposed algorithm allows for a system to apportion the attenuation to different parts of the radar beam and also allows for the optimization of a number of different theoretical models for both drop size and temperature. The method includes an estimation of the specific differential propagation phase that is related to the proportional to the reconstructed reflectivity and a reconstructed differential reflectivity. For example, the reconstructed specific differential propagation phase can be expressed as a nonlinear functional in terms of reflectivity and differential reflectivity. Radar systems require calibration in order to correlate reflectivity values with atmospheric events. A radar system that is not calibrated may provide reflectivity data that are positively or negatively biased. The proposed technique returns radar attenuation values that are immune to or independent from radar bias. The evaluation results show good performance in aspects of normalized bias and normalized standard deviation between intrinsic and retrieved radar variables.
