The objective of the present paper is to propose a novel pair of data envelopment analysis (DEA) models for measurement of relative efficiencies of decision-making units (DMUs) in the presence of non-discretionary factors and imprecise data. Compared to traditional DEA, the proposed interval DEA approach measures the efficiency of each DMU relative to the inefficiency frontier, also called the input frontier, and is called the worst relative efficiency or pessimistic efficiency. On the other hand, in traditional DEA, the efficiency of each DMU is measured relative to the efficiency frontier and is called the best relative efficiency or optimistic efficiency. The pair of proposed interval DEA models takes into account the crisp, ordinal, and interval data, as well as non-discretionary factors, simultaneously for measurement of relative efficiencies of DMUs. Two numeric examples will be provided to illustrate the applicability of the interval DEA models.
Introduction
In certain industries, such as high-tech or large-scale industries, that require large investments, sophistication of technology means a large amount of money (capital investment). In high-risk industries, such as banking industry or insurance industry, high profit is accompanied by high risk. Evaluation of investment risk is an important issue for financial institutes or individuals investing in high-risk or capital-intensive industries. Consequently, identification and quantification of investment risk is of utmost importance.
Financial institutes or individual investors must certainly evaluate the performances of firms in the industry before doing an investment. Since the pioneer work of Charnes et al. [1] , data envelopment analysis (DEA) has proved to be an effective technique for performance evaluation of a set of decision-making units (DMUs) which consume multiple inputs to produce multiple outputs. As a result, DEA is widely used for efficiency evaluation of public and private units.
The DEA technique developed by Charnes et al. [1] measures the performances of DMUs relative to the best performance frontier (the efficiency frontier). In other words, it chooses the most favorable weights for each DMU. The efficiency measured in this way is called the best relative efficiency or optimistic efficiency. Traditional DEA attempts to identify potentially problematic DMUs by measuring how much they are inefficient in the most favorable condition. It is said that the efficient frontier shows the maximum output for a given input level, so that a higher level of production cannot be achieved without improvement in technology.
For the problem of investment risk evaluation or bankruptcy prediction, it is more meaningful to evaluate the units for their worst performance under the most unfavorable conditions. The approach that measures the performances of DMUs in relation with the worst practice frontier (the inefficiency frontier) is called the pessimistic approach. In this approach, each DMU is evaluated using the most unfavorable weights. An efficiency assessed from the pessimistic point of view is called the worst relative efficiency or pessimistic efficiency [2] . Worst-practice DEA identifies the problematic DMUs by measuring how much they are efficient in being a poor-performer. In the input oriented mode, the inefficient frontier is a convex hull that is defined by the maximum input level for a given output level. In other words, DMUs for which the cost of inputs equals the revenue created by outputs constitute the inefficient frontier. Below this level, the costs will surpass revenues and a logical unit will give up working.
Little attention has been devoted to inefficient frontiers. Paradi et al. [3] showed how worst-practice DEA analysis, which aims at identification of DEA inefficient firms, can be used for classification of poor performing units, which is especially useful for risk evaluation. The idea of using worst-practice DEA specifically for identification of units with the worst performance is evidently helpful for credit evaluation, but it has more general applications too (e.g., it can predict bankruptcy). According to the fundamental economic theory, inefficient producers must be driven out of the market. Accordingly, inefficient DMUs in a given time represent the firms that are forced out of the business.
In order to differentiate between DEA efficient DMUs after determination of DEA-inefficient frontier, Jahanshahloo and Afzalinejad [4] presented a radial model as well as a slack-based model for ranking DMUs according to their distance from this frontier. Compared to previous methods for ranking of DEA efficient DMUs, this method has fewer problems. Their slackbased model can rank non-extreme efficient (or almost non-extreme efficient) DMUs. Additionally, their slack-based model can be used directly in situations where there are zero or negative data.
Liu and Chen [5] considered a slack-based measure for measurement of pessimistic efficiency with slack values. Using the peeling technique, they partitioned the whole set of DMUs into several layers with worst-practice frontiers. Using this approach, when the model is run for the first time, the DMUs on the worst-practice frontier are removed, after which the model is run again resulting in a new set of frontier units, which are then removed before the model is run a third time, and so on. Furthermore, for differentiation between pessimistic inefficient DMUs and full ranking of the DMUs that are viewed as having equal worst performance, they used the hypo-efficiency ranking technique. Hypo-efficiency can be considered as the efficiency worse than the worst efficiency.
This approach is suitable for investment risk evaluation which is required for financial institutes and individual investors who invest in capital-intensive and high-tech industries. Interested readers can refer to Parkan and Wang [2] for a discussion on extension of pessimistic efficiency.
In conventional DEA methodology, it is assumed that all input and output data are known as crisp numerical values. However, this may not be always the case in real world situations. In recent years, it is frequently observed that inputs and outputs of various DEA applications are given as ''imprecise'' data. Cook et al. [6, 7] have considered ordinal data, in which data is in the form of order relationships without exact values. Military degrees, like sergeant, master sergeant, lieutenant, captain, major, colonel, etc. are a common example of ordinal data. Cooper et al. [8] [9] [10] have also discussed about interval data. The combination of interval and ordinal data are called imprecise data and based on Cooper et al. [8] , their analysis is called imprecise DEA. Recently, Wang et al. [11] presented fuzzy DEA models for dealing with fuzzy input and output data using fuzzy arithmetic. Fuzzy DEA models are formulated as linear programming (LP) models and can be used to determine the fuzzy efficiencies of a group of DMUs. In all of these works, efficiency is measured relative to the efficient production frontier.
In this paper, we use interval arithmetic for modeling pessimistic efficiency intervals for imprecise data. The interval arithmetic technique streamlines the modeling of lower and upper bounds of efficiency intervals. The proposed approach provides a simple formula for determining the most unfavorable weights. Moreover, this pair of interval DEA models considers the crisp, ordinal, and interval data, as well as non-discretionary factors, simultaneously in the measurement of pessimistic efficiencies of DMUs. Two numerical examples will be used for illustration of the application of the proposed methodology.
The rest of this paper is organized as follows. Section 2 introduces the basic DEA model for measurement of pessimistic efficiencies of DMUs. Section 3 develops pessimistic DEA models based on interval arithmetic, then introduces pessimistic DEA models in the presence of non-discretionary factors, and finally discusses the conversion of ordinal preference information into interval data. Section 4 presents two numerical examples to illustrate the application of interval DEA models. Conclusions are set forth in Section 5.
DEA model for measurement of the worst relative efficiencies of DMUs
Consider n units each consuming m inputs and producing s outputs. We denote these with (X j , Y j ) (j = 1, . . . , n). We assume that X j ¼ ðx 1j ; . . . ; x mj Þ P 0, X j -0 (j = 1, . . . , n), and Y j ¼ ðy 1j ; . . . ; y sj Þ P 0, Y j -0 (j = 1, . . . , n). The worst relative efficiency or pessimistic efficiency of each DMU o n the sample is measured relative to a set called inefficient production possibility set, i.e. T ¼ fðX; YÞjX can produce Yg. This set is built empirically based on the observations, considering some assumptions (see [2] ). Specifically, if the classic technology with constant return to scale is used, then the inefficient production possibility set is defined as [2, 5] :
Efficiency of each DMU is generally assessed by comparing it with a dominant projection point on the frontier of the inefficient production possibility set. v i x ij P 0; j ¼ 1; . . . ; n;
If there is a set of positive weights that makes h Ã o ¼ 1, DMU o is said to be DEA inefficient or pessimistic inefficient; otherwise it is pessimistic non-inefficient or DEA non-inefficient. All pessimistic inefficient units define an inefficient frontier. Pessimistic DEA models (2) and (3) seek the most unfavorable weights for each DMU.
3. Interval DEA models based on interval arithmetic
Model formulation
Contrary to the original DEA model, interval DEA model assumes that some crisp values for inputs x ij and outputs y rj are not known; it is only known that the input-output values are in certain bounded intervals, i.e. x ij 2 ½x Let h j be the efficiency of DMU j . According to the concept of efficiency, the efficiency of DMU j (j = 1, . . . , n) can be defined as:
Substituting interval inputs and outputs and using the rules of interval data, we have
Clearly, h j should be an interval number, 1 which we denote by ½h
For measurement of the upper and lower bounds of the pessimistic efficiency of DMU o , we develop the following fractional programming models for DMU o :
. . . ; n; u r ; v i P 0; r ¼ 1; . . . ; s; i ¼ 1; . . . ; m: 
In models (6) and (7), h 
And also
It is evident thatũ r (r = 1, . . . , s) andṽ i (i = 1, . . . , m) are feasible solutions for model (6) . Therefore, we have
In the above equation, equality occurs when y 
. , m). h
For more differentiation and in order to determine whether a DMU is pessimistic inefficient, we present the following definition.
Modeling of non-discretionary factors
In this section, we consider DEA efficiency analysis in cases where there are non-discretionary factors in the production process. Consider that we can divide input variables into two sets-discretionary and non-discretionary. Then we have
where I D and I ND denote discretionary (D) and non-discretionary (ND) input variables, respectively, and £ is the empty set.
For an accurate evaluation of managerial performance, it may be required to differentiate between discretionary and nondiscretionary inputs. This is demonstrated in the following pessimistic DEA model:
Note that for non-discretionary variables i e I ND , we have v i P 0 and not v i P e. Now we develop a new pair of interval DEA models which considers both imprecise data and non-discretionary factors. The new pair of interval DEA models is given below based on the interval arithmetic:
v i P e; i 2 I D ; v i P 0; i 2 I ND ; u r P e; r ¼ 1; . . . ; s:
ð10Þ
It should be noted that models (9) and (10) do not apply the most unfavorable weights on the entire input vector, but only on the sub-vector composed of discretionary inputs. Proof. The proof is similar Theorem 1. h For judging a DMU as DEA inefficient in the presence of non-discretionary inputs, the following definition is presented.
Definition 2.
In the presence of non-discretionary input variables, DMU o is considered DEA inefficient or pessimistic inefficient, if its lower-bound worst relative efficiency is h
it is said to be DEA non-inefficient.
Converting ordinal preference information to interval data [13]
In this section, we discuss the conversion of ordinal preference information to interval data, which enables us to use the pair of interval DEA models presented in this paper also in these situations.
Assume that some input and/or output data for DMUs is given as ordinal preference information. Usually, there may be three kinds of ordinal preference information: (1) strong ordinal preference information, such as y rj > y rk and x ij > x ik , which can be expressed as y rj P v r y rk and x ij P g i x ik , where v r > 1 and g i > 1 are parameters denoting intensity of preference which are given by the decision-maker (DM); (2) weak ordinal preference information, such as y rp P y rq or x ip P x iq ; and (3) indifference relationships, like y rl = y rt or x il = x it . Since the interval DEA models presented in this paper have the property of unitinvariance, the use of scale conversion for ordinal preference information has no effect on the efficiency of DMUs. Consequently, we can perform a scale conversion on each input and output variable, so that the best ordinal value is less than or equal to unity, and then we can perform an interval evaluation for each ordinal data. Now consider the ordinal preference data for output y rj (j = 1, . . . , n) as an example. Ordinal preference information on input and output data can be converted in the same way.
For weak ordinal preference information y r1 P y r2 P Á Á Á P y rn , we have the following ordinal relationships after conversion:
1 Pŷ r1 Pŷ r2 P Á Á Á Pŷ rn P r r ;
where r r is a small positive number denoting the ratio of the minimum possible value of {y rj |j = 1, . . . , n} to its maximum possible value. Its approximation can be provided by the DM. For convenience, we call this number the ratio parameter. The acceptable interval for eachŷ rj is expressed as:
y rj 2 ½r r ; 1; j ¼ 1; . . . ; n:
For strong ordinal preference information y r1 > y r2 > Á Á Á > y rn , the following ordinal relationships are used for scale conversion:
1 Pŷ r1 ;ŷ rj P v rŷ r;jþ1 ; j ¼ 1; . . . ; n À 1;ŷ rn P r r ;
where v r is a preference intensity parameter satisfying v r > 1 provided by DM, and r r is the ratio parameter which is also provided by the DM. The permissible interval for eachŷ rj is obtained as: And finally, for the indifference relationship, the allowable intervals are the same intervals obtained for weak ordinal preference information. Using the above scale conversion and estimation of the allowable intervals, all order preference information can be converted into interval data, for which the proposed pair of interval DEA models can be applied.
Numerical examples
In this section, we present two numerical examples using the proposed interval DEA models to illustrate their applicability and effectiveness. In both examples, the value of the non-Archimedean infinitesimal is assumed to be e = 10 À10 .
Example 1. Consider the problem of measuring the performances of seven DMUs. The data set for this example is taken from Wang et al. [13] . DEA inputs include capital and labor, and DEA output is the gross output value. Data set is listed in Table 1 .
Using interval DEA models (6) and (7), we obtained the results shown in the fourth column of Table 1 . From Table 1 , it is clear that two DMUs, namely DMU 1 and DMU 7 , are pessimistic inefficient according to model (6) . These two pessimistic inefficient DMUs collectively define an inefficiency frontier. It is usually believed that the performances of the pessimistic inefficient units should be worse than the other units which are pessimistic non-inefficient.
Example 2. Consider a set of 18 suppliers (DMUs) whose inputs and outputs are shown in Table 2 . The data set for this example is taken from Farzipoor Saen [14] . Specifically, this example shows how ordinal and bounded data, as well as nondiscretionary factors, are integrated as a unified approach in the proposed interval DEA models. Here, input 1 is the total cost of shipments (TC); input 2 is distance (D), which is considered a non-discretionary input variable; and input 3 is the supplier reputation (SR), which is included as a qualitative input variable. Number of bills received from the supplier without errors is considered as the bounded data output.
For this example, the preference intensity parameter and the ratio parameter about the strong ordinal preference information are given as g 3 = 1.05 and r 3 = 0.05, respectively. To further elucidate the conversion technique described in Section 3.3, the interval estimate for DMU 5 Table 2 . Of course, Farzipoor Saen [11] has assumed that the preference intensity parameter and the ratio parameter about strong ordinal preference information have been given (estimated) as g 3 = 1.12 and r 3 = 0.01, respectively. Evidently, the condition x 3j P 1:12x 3j holds for j = 1, . . . , 9, but the condition For input and output data of Table 2 , interval DEA models (9) and (10) are run for each DMU to obtain the respective interval efficiency. The results are shown in the fifth column of Table 2. From Table 2 , it is clear that DMUs 3, 7, and 15 are DEA inefficient and determine the inefficiency frontier. As such, they have the worst performance among these 18 DMUs.
Conclusion
Measurement of efficiencies of DMUs is a complicated yet important decision-making problem that requires consideration of multiple quantitative and qualitative selection criteria. In the present article, we presented the worst-practice DEA approach for measurement of efficiencies of DMUs with imprecise data. The proposed DEA approach, measures the efficiency of each DMU in relation to inefficient frontier, which is called the pessimistic efficiency or the worst relative efficiency. The proposed interval DEA models consider crisp, ordinal, and interval data, as well as non-discretionary factors, simultaneously in order to measure the relative efficiencies of DMUs. Also, the proposed interval DEA models utilize a fixed and unified production frontier (unique frontier) as a benchmark to measure the efficiencies of all DMUs, which makes their models more rational and more reliable. The proposed interval DEA models can identify the worst DMU easily and accurately. Two numerical examples were presented to illustrate the convenience and usefulness of these interval DEA models in measuring the efficiencies of DMUs.
