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Abstract 
 
Lava flow modeling can be a powerful tool in hazard assessments; however, the ability to 
produce accurate models is usually limited by a lack of high resolution, up-to-date Digital 
Elevation Models (DEMs). This is especially obvious in places such as Kīlauea Volcano 
(Hawaiʽi), where active lava flows frequently alter the terrain. In this study, we use a new 
technique to create high resolution DEMs on Kīlauea using synthetic aperture radar 
(SAR) data from the TanDEM-X (TDX) satellite. We convert raw TDX SAR data into a 
geocoded DEM using GAMMA software [Werner et al., 2000]. This process can be 
completed in several hours and permits creation of updated DEMs as soon as new TDX 
data are available. To test the DEMs, we use the Harris and Rowland [2001] FLOWGO 
lava flow model combined with the Favalli et al. [2005] DOWNFLOW model to simulate 
the 3-15 August 2011 eruption on Kīlauea’s East Rift Zone. Results were compared with 
simulations using the older, lower resolution 2000 SRTM DEM of Hawaiʽi. Effusion 
rates used in the model are derived from MODIS thermal infrared satellite imagery.  
FLOWGO simulations using the TDX DEM produced a single flow line that matched the 
August 2011 flow almost perfectly, but could not recreate the entire flow field due to the 
relatively high DEM noise level. The issues with short model flow lengths can be 
resolved by filtering noise from the DEM. Model simulations using the outdated SRTM 
DEM produced a flow field that followed a different trajectory to that observed. 
Numerous lava flows have been emplaced at Kīlauea since the creation of the SRTM 
DEM, leading the model to project flow lines in areas that have since been covered by 
fresh lava flows. These results show that DEMs can quickly become outdated on active 
volcanoes, but our new technique offers the potential to produce accurate, updated DEMs 
for modeling lava flow hazards.
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1. Introduction 
 
A Digital Elevation Model (DEM) is arguably the most important piece of information 
used in models of geophysical mass flows. Whether modeling lava flows or lahars, a flow 
model uses a DEM to simulate the topography it will encounter. Model parameters can 
dictate the physical properties of the flow (e.g., yield strength and density), as well as 
environmental factors (e.g., air temperature and wind), but the flow trajectory is most 
dependent on the topography it is moving across. A summary diagram of the main 
features of lava flows and the various parameters used to model them can be found in 
Figure 3.10.  
During the 1984 eruption of Mauna Loa volcano (Hawaiʽi), an eruptive fissure along the 
northeast rift zone sent lava flows downslope, stalling less than 6 km (4 miles) from the 
town of Hilo. With the help of several natural diversion barriers, subsequent lava flows 
were diverted to sub-parallel flows, and the city of Hilo avoided a potential disaster. (U.S. 
Geological Survey http://hvo.wr.usgs.gov) This ‘close call’ brought lava flow hazards to 
the forefront of scientists’, as well as most Hawaiʽi residents’ minds, and serves as an 
excellent example of the most important reason to maintain an up-to-date, high resolution 
DEM for accurate flow modeling and hazard assessments. Lava flow hazards are not only 
limited to Hawaiʽi, but apply to any active basaltic volcano, including volcanoes such as 
Mt. Etna and Piton de la Fournaise. 
In the case of Kīlauea Volcano (Hawaiʽi), the East Rift Zone has been hosting a long-
lived effusive eruption for 30 years, building a lava flow field that is constantly changing. 
During the span of this eruption, near-continuous outpouring of lava has altered the 
topography drastically, often on a daily basis. The occurrence of frequently changing 
topography is why it is important to model hazards such as lava flows with the most up-
to-date and accurate DEM possible.  
The goals of this project are to demonstrate a new technique for accurate DEM 
generation, and test the resulting DEM as input to a lava flow model using a well-
constrained lava flow. In addition to a DEM, lava flow models also require estimates of 
the lava effusion rate as an input parameter. The study is divided into four main sections. 
Chapter 2 introduces our selected study site and provides a detailed account of the August 
2011 eruption of Kīlauea Volcano. The next chapter presents a new technique to create 
timely, high resolution DEMs using TanDEM-X (TerraSAR-X Add-on for Digital 
Elevation Measurement) synthetic aperture radar (SAR) satellite data. The following 
section focuses on the procedure for estimating lava effusion rates from satellite data 
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using Moderate resolution Imaging Spectroradiometer (MODIS) thermal infrared (TIR) 
imagery. The final section discusses the FLOWGO lava flow simulation model [Harris 
and Rowland, 2001], as well as the results of modeling the August 2011 eruption on one 
of the high-resolution TanDEM-X DEMs. For comparison, an older, lower resolution 
Shuttle Radar Topography Mission (SRTM; http://www2.jpl.nasa.gov/srtm/index.html) 
DEM was also used to model the August 2011 eruption. All models incorporated the 
eruption rate estimates derived from MODIS imagery, and the ground estimates from the 
Hawaiian Volcano Observatory (HVO). 
2. Study Site 
2.1 East Rift Zone, Kīlauea Volcano 
Kīlauea Volcano is located on the southeastern side of Hawaiʽi Island, abutted against the 
massive Mauna Loa volcano to the north and west. Kīlauea has been erupting along its 
East Rift Zone (ERZ), nearly continuously, since 1983. This is known as the Puʻu ʻŌʻō-
Kupaianaha eruption, and continues as of this writing. During the past 30 years of 
activity, the eruption has undergone periods of lava fountaining and cone building, shield 
building, fissure eruptions, and long-term, continuous effusion. The eruption vent has 
shifted back-and-forth along the rift zone, but has predominately remained in the Puʻu 
ʻŌʻō-Kupaianaha vicinity (Figure 2.1). During periods of prolonged effusion, lava flows 
often reach the coastline and flow into the ocean. Because of the reach of the flows, 
Kalapana, a town located approximately 15 km to the southeast of Puʻu ʻŌʻō, is 
frequently threatened by inundation. Much of the town was destroyed by lava flows in 
1986, and has continued to experience periodic lava flows that cover previous lava flows 
and bury newly built structures. The 21 July 2007 fissure eruption, which began on the 
eastern flank of Puʻu ʻŌʻō, also caused concern to communities in Pāhoa and the 
surrounding areas along the eastern tip of the island. Fortunately, the channel fed flows 
did not tube over and stalled before they posed a hazard to the communities downslope. 
[Kauahikaua, 2007] 
The flow field, as of December 2012, covers an area of 125.5 km2 (48.4 mi2), and has 
added 202 hectares (500 acres) of new land to the southeast shore (U.S. Geological 
Survey http://hvo.wr.usgs.gov). In this study, we focus on an eruption that occurred on 
the western flank of Puʻu ʻŌʻō in August 2011, which was particularly well characterized 
in the field by HVO. 
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Figure 2.1 Location map of Kīlauea Volcano. Inset: Hawaiʽi Island—the most southeastern 
island in the Hawaiian Island chain.  
2.2 August 2011 eruption summary 
The August 2011 eruption was a short-lived event which initiated the collapse of the 
crater at Puʻu ʻŌʻō, a pyroclastic cone on the ERZ of Kīlauea Volcano. Below is the 
summary of the 12 day eruption, as well as the events that led to its inception (T. Orr and 
M. Patrick, unpublished data, 2011). 
For several months leading up to the eruption, a perched lava lake occupied the eastern 
portion of Puʻu ʻŌʻō’s crater. The lava level in the lake rose during this period, 
episodically overflowing the rim and filling the crater slowly. In late June 2011, 
overflows from the lake largely stopped as the crater floor began to lift in a piston-like 
fashion. The uplift was accommodated by a circumferential fracture at the interface 
between the crater floor and the crater wall. Lava erupting from the fracture flooded the 
outer edges of the crater, forming a mote around the crater’s bulging center. By late July, 
the central part of the crater floor, still occupied by a lava lake, was higher than the 
crater’s eastern and western rims. Lava, erupting from the circumferential fracture, 
eventually overflowed the southwestern edge of the crater, producing a short-lived flow 
that traveled about 1 km before stalling.  
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On August 3, Puʻu ʻŌʻō’s crater floor began to collapse, and the western rim and flank of 
the cone was forced up, as magma suddenly intruded beneath the cone’s western flank. 
At 14:18 H.S.T. (Hawaiian-Aleutian Standard Time), lava broke the surface along a 
series of four fissures low on Puʻu ʻŌʻō’s western flank. The flood of lava that ensued 
split into two branches—a broad northwest branch that advanced into native forest, and a 
narrower southern branch that followed the western edge of the older Puʻu ʻŌʻō flow 
field. Within three hours, as the magma body beneath Puʻu ʻŌʻō drained, the crater floor 
had dropped about 80 m and the southern flow had advanced about 4 km. Over the first 
three hours, the estimated time-averaged effusion rate was 111-333 m3 s-1. 
 
Figure 2.2 Image taken from a tourist helicopter on 3 August 2011, approximately 14 minutes 
after the onset of the eruption. The image was taken looking southeast with Puʻu ʻŌʻō cone in the 
left margin. Image courtesy of the USGS Hawaiian Volcano Observatory. See Appendix D for 
documentation of permission to republish this material. 
After the initial outpouring of lava, effusion rates slowed. The two flow branches stalled, 
and lava began to accumulate at the western base of the Puʻu ʻŌʻō cone, constructing a 
perched lava pond. A low shield grew over the vent area. Repeated levee failures from 
the lower edges of the perched pond buried much of the early-emplaced lava beneath 
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rubbly levee material and ʻaʻā flows, which barely extended beyond the initial flow 
margin in a few places. The eruption continued to wane over the following days and 
ended on August 15.  
 
Figure 2.3 Map of numerous eruptive episodes during the ongoing Puʻu ʻŌʻō-Kupaianaha 
eruption. Episode 60b, colored in red, is the flow modeled in this study. Map courtesy of the 
USGS Hawaiian Volcano Observatory. See Appendix D for documentation of permission to 
republish this material. 
We selected this particular eruption for our study for several reasons. The flow did not 
reach the ocean, so the entire volume could be constrained. It was also in an area 
accessible to HVO geologists, providing them quick access for mapping and 
observations. Figure 2.3 is a map of several eruptive episodes in the current eruption, 
including the August 2011 flow (Episode 60b). The flow was mapped with a handheld 
GPS, so the flow extent is known to the accuracy of the GPS (±15 meters). The flow was 
also short-lived and occurred between TanDEM-X data acquisitions, allowing us to study 
topographic changes between successive DEMs.  
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The following sections will discuss the background and methodology used to create 
DEMs from a satellite radar system, derive effusion rates from satellite data, and, in turn, 
use this information to model the August 2011 eruption. 
3. Data, Techniques and Methods 
3.1 SAR Systems 
A SAR system is one of a number of air- and space-borne sensors that can be used to 
generate a DEM. The system is generally mounted on a satellite (although some airborne 
systems are in use) and operates in the microwave portion of the electromagnetic 
spectrum, enabling the radar waves to “see” through the atmosphere and clouds. The 
latter property of microwave radiation is one of the key advantages of the use of SAR in 
volcanic regions, which are frequently cloud-covered. SAR records data both day and 
night because it is an “active” imaging system, which means it generates a pulse of 
radiation and measures the return, rather than passively recording naturally emitted or 
reflected radiation. The radar antenna points toward the Earth at an inclination of 20 – 50 
degrees with respect to nadir (the point directly beneath the satellite on the Earth’s 
surface). In a plane perpendicular to the satellite’s orbit, the antenna sends out radar 
pulses that are scattered by objects on the Earth’s surface. Some of this radiation is 
reflected back and measured by the satellite. The area on the ground illuminated by the 
radar is the antenna footprint, which traces a specific swath width along the Earth’s 
surface. As the satellite orbits the Earth, it collects images along strips. This is known as 
‘Stripmap’ mode and is used by the TanDEM-X mission (see below) to acquire data.   
A raw SAR image contains pixels that are sized according to the spatial resolution of the 
radar system. Each pixel in a SAR image contains two pieces of information stored as a 
complex number: amplitude and phase. The amplitude of the signal returned to the sensor 
largely depends on the roughness of the surface being imaged. Highly reflective surfaces 
(at microwave wavelengths), such as water, have low amplitudes because only a small 
portion of the signal is reflected back to the sensor. On the other hand, areas with high 
surface roughness, such as an ‘a‘ā lava flow or an urban area, scatter a large fraction of 
the signal back to the sensor, producing a high amplitude. In contrast, the phase contains 
information about the distance between the satellite and the ground. Although the 
absolute number of wavelengths between the surface and the satellite is unknown, the last 
fraction of the wavelength, known as the phase, can be measured. [Ferretti et al., 2007]  
In a typical single-pass SAR system, two SAR images of the same area, acquired from 
the same point in space, but at different times, are ‘interfered’ to create an interferogram. 
An interferogram is simply the difference between the phase values for two image 
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acquisitions, once the images have been aligned based on their amplitudes. These phase 
changes correspond to topography, as well as changes in the distance between the 
satellite and the ground along the radar’s line-of-sight (slant range; which is a mix of 
vertical and horizontal change) over the time between the image acquisitions. Within the 
interferogram are areas of coherence and incoherence. An image is incoherent when there 
has been too much change in the ground surface between acquisitions. Areas that show 
incoherence have changed somehow with respect to the way they are viewed, so over 
time, incoherence occurs because trees blow in the wind, lava flows cover older surfaces, 
etc. If the images are obtained simultaneously, such as the TDX data (explained below), 
the interferograms are generally coherent, since there is no time difference between 
acquisitions. The few incoherent areas in these interferograms are caused by the slightly 
different viewing geometries of the steep crater walls or fault scarps. 
If the satellite is not in exactly the same point in space during the two image acquisitions, 
the interferogram will contain phase differences due to topography, as well as 
deformation of the Earth’s surface. If deformation is of interest, the topography must be 
removed by incorporating an existing DEM into the interferometric processing. If, 
however, the goal of the study is to map topography, a DEM can be generated directly 
from the interferogram. In this study, our data are acquired from the TanDEM-X mission, 
a radar system that utilizes a pair of satellites that simultaneously image the same point 
on the Earth’s surface from slightly different locations in space. A DEM can be created 
from these data, which contain no signal from deformation of the surface (since the 
images are acquired at the same time). The step-by-step process of creating a DEM from 
these data is outlined below in the DEM Creation section (section 3.1.2).  
Prior to the TanDEM-X mission, the Shuttle Radar Topography Mission (SRTM), flown 
on Space Shuttle Endeavour in February 2000, created a DEM of approximately 80 
percent of the Earth’s surface (between about 60° north and 56° south latitude). This 
mission used two SAR systems as well, but the two radar antennas were on the same 
shuttle. The complete SRTM DEM was created using C-band radar (5.6 cm wavelength) 
and produced a DEM with 30 m spatial resolution, while an X-band radar (3.1 cm 
wavelength) was used for experimental purposes (i.e. TanDEM-X prototype). [Farr et al., 
2007] 
3.1.1 TDX/TSX Mission 
TanDEM-X (hereafter, TDX) and TerraSAR-X (TSX) are two near-identical radar 
satellites that are currently orbiting the Earth in a tandem formation. Launched in June 
2010, TDX joined the pre-existing TSX satellite (in orbit since 2008) to begin a mission 
aimed at creating a high-precision global DEM according to the specifications of the 
HRTI-3 (High Resolution Terrain Information) standards. The standards require a 2-
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meter relative vertical accuracy on flat ground (<20 %) with an absolute vertical accuracy 
of 10 meters, and a spatial resolution of 12 meters [Krieger et al., 2007]. This mission is a 
public-private partnership between the German Space Agency (DLR) and EADS Astrium 
GmbH (European Aeronautic Defense and Space company) [During et al., 2008]. 
Each satellite is instrumented with an advanced high-resolution X-band SAR. The X-
band has a frequency range of 8-12 GHz and spans the 2.5–4 cm wavelength of the 
electromagnetic spectrum. The projected lifetime for TDX is 5.5 years, overlapping with 
TSX by 3 years [Krieger et al., 2007]. 
Data acquisition can be performed in 4 modes: pursuit monostatic, bistatic, alternating 
bistatic, and simultaneous transmit. Beginning in October 2010, TDX and TSX began 
acquiring in bistatic mode, where one satellite transmits to the Earth’s surface, and both 
satellites record the return signal simultaneously. For the creation of DEMs, the bistatic 
mode is ideal because, with the simultaneous acquisitions, there are no errors due to 
decorrelation or atmospheric changes over time. TDX and TSX follow a sun-
synchronous, dusk-dawn orbit. More specifically, they fly in a helix-like pattern along 
their respective orbits, approximately 250 – 500 meters from one another. [Krieger et al., 
2007] 
 
 
Figure 3.1 Left: Orbital arrangement of the TDX and TSX satellites flying in formation. Right: 
Bistatic data acquisition mode. Figures taken from Krieger et al. [2005]. See Appendix D for 
documentation of permission to republish this material. 
3.1.2 DEM Creation 
All available raw data from TDX and TSX were ordered for Kīlauea, resulting in 39 
image pairs spanning from 30 June 2011 to 17 November 2012. The data were acquired 
through a proposal to the DLR by Dr. Michael Poland, a geophysicist at HVO. He 
received a grant from the agency, so the data were free. The TDX data are available 
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worldwide, but there are only a few places where repeated data collections are made. 
Hawaiʽi is one of those places because of the DLR grant, as well as that fact that Hawaiʽi 
is universally recognized as an interesting place to study. 
The data come in two different tracks, each containing a summit and flow field pass (see 
Figure 3.2). Track 24 data are acquired at 6:00 H.S.T, while track 32 scenes are acquired 
at approximately 18:00 H.S.T.  
 
Figure 3.2 TanDEM-X track 24 and 32. Each track contains two TDX and two TSX images for 
both the summit and flow field. The two images (color coordinated here) are stitched together to 
create a single TDX and TSX image for the summit and the flow field, respectively.  
There are two types of error in TDX data that impact DEM formation. The first is 
atmospheric error, especially during the track 32 evening passes when heavy cloud cover 
is more likely. Even though radar can see through clouds, the signal is still affected. 
While temporal decorrelation in the TDX interferograms is not a problem (because there 
is no gap in time between scene acquisitions), it is important to note that there will be 
differences in atmospheric conditions between successive DEMs. Comparing DEMs may 
therefore result in some atmospheric artifacts. The second error is due to the orbital 
baseline, which is the distance between satellites at the time of image acquisition. This 
error becomes significant when the two satellites are not exactly aligned (which turns out 
to be most of the time). This correction is explained in more detail in steps 6 and 7 below.
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The following steps outline a procedure to convert TanDEM-X raw data into a geocoded 
DEM. Each step was run using the GAMMA software [Werner et al., 2000]. 
Step 1: SLC Creation 
We begin by creating four single look complex (SLC) scenes from data acquired on the 
same date—two from TDX and two from TSX. The two scenes from each satellite cover 
different parts of Kīlauea (summit and flow field) along the same orbital track and 
overlap in time by one to two seconds. To create a single scene for each satellite, we 
calculate the offset needed to align and overlay them. Once the offset is known, we 
combine the images to create a single SLC each for TDX and TSX that spans the entire 
acquisition time over our area of interest. 
Step 2: Interfere the Images 
To produce an interferogram, we must calculate the offset between the two SLCs (one 
from TDX and one from TSX) when they are overlain. Once they are correctly aligned, 
we interfere their phase values to produce an interferogram. The phase difference 
between the two SLCs that is represented by the interferogram contains contributions due 
to topography, noise, atmosphere, and orbital error. Orbital parameters calculated from 
the interferogram are stored in a “baseline” file (with “baseline” referring to the distance 
between the two satellites at the time of data acquisition) for later use.  
Step 3: Remove Topography 
To remove the topographic contribution to the phase values in the interferogram, we use 
NOAA’s 2005 IfSAR DEM, which has 4.5 meter resolution over the Island of Hawai‘i. 
The GAMMA software simulates how the DEM would look to the TSX-TDX pair and 
then subtracts those phase values from the interferogram. The resulting differential 
interferogram contains phase due to the difference in topography that exists between the 
time of TSX-TDX image acquisition and the 2005 IfSAR DEM, as well as other error 
sources (primarily atmospheric artifacts and orbital uncertainty). The purpose of this step 
is to reduce the interferogram to topography that is new since 2005, which allows for 
easy viewing of topographic change over time. 
Step 4: Smoothing 
Because the data are noisy and contain areas of incoherence (where the radar signal is 
weak, such as steep crater walls), we implement an adaptive filtering algorithm to smooth 
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the data and reduce phase noise [Goldstein and Werner, 1998]. This helps to reduce some 
of the variability and incoherence in the data.  
Step 5: Unwrap Image 
An interferogram contains phase values that vary between 0 and 2 pi. These values must 
be converted, or unwrapped, into a continuous set of phase data that represent changes in 
the slant range distance between the satellite and the ground. Unfortunately, the full-
resolution interferogram is too large in size to unwrap without errors. The limitation is 
that there are too many bytes of data to unwrap the full image, so it must be broken into 
subsets before it can be unwrapped. Using simple averaging, we downsample the 
topography-corrected interferogram (and accompanying coherence map) image by a 
factor of four. We then create a mask based on the coherence map that will only unwrap 
data that have a certain level of coherence (so incoherent areas, like crater walls and fault 
scarps, will not be included in the unwrapping). The downsampled image is unwrapped 
and then oversampled (using simple interpolation) to return it to its original size. Finally, 
the unwrapped image is used as a guide, or model, for unwrapping the original 
differential interferogram. 
Step 6: Refine Orbital Error 
Even at this stage of data processing, many differential interferograms still contain 
significant noise due to imprecise orbital correction. We refined the orbital parameters by 
comparing the elevations of a set of ground control points sampled from the IfSAR DEM 
to points in the topographic interferogram (i.e., the interferogram created in Step 2). The 
difference between the predicted (from the DEM) and observed (from the Step 2 
interferogram) elevations provides a correction that can be added to the orbital 
information stored in the baseline file. This refines our knowledge of the satellites’ orbits 
and positions relative to one another, and is applied to the unwrapped, topography-
subtracted image from Step 5.  
Step 7: Quadratic Fit 
Even with the refinements to the orbital information described above, residual phase 
differences due to imprecise orbits often still exist in the data. As a final procedure to 
remove any remaining orbital phase, a quadratic function is fit to the residual phase and 
subtracted from the unwrapped interferogram. The resulting image, which has been 
corrected for orbital errors and had the 2005 IfSAR topography subtracted, contains 
mostly topography that has changed with respect to the 2005 DEM. It also contains 
instrumental noise, which gives the image a granular appearance. 
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Step 8: Create a Geocoded Height Map 
Up to this point, the topography in the interferograms has been processed in terms of 
radar phase (which is a function of the radar wavelength), rather than elevation in meters. 
With knowledge of the orbital baseline and radar wavelength, these phase values can be 
converted to meters. The image is then geocoded (in other words, converted from radar 
coordinates to ground-based coordinates), producing a georeferenced map of the vertical 
elevation difference between the 2005 DEM and the time of image acquisition. We refer 
to this as a Digital Elevation Difference Model (DEDM). The data can be combined with 
the 2005 DEM to create an updated DEM or used to identify topographic change over 
time (e.g., to assess the volume of a lava flow erupted after the 2005 DEM was acquired). 
Following the steps outlined above, 34 of the 39 available image pairs were successfully 
processed into georeferenced DEDMs. The spatial resolution for the raw TDX data is 3 
meters, but the resolution of the final DEDM is 4.5 meters (consistent with the IfSAR 
DEM resolution). This is still well below the HRTI-3 standard of 12 meters. The HRTI-3 
standards also call for an absolute vertical accuracy of 10 meters, but the vertical 
accuracy in our DEDMs are variable, and range from 3-10 meters (in track 32; see Table 
3.1).     
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Figure 3.4 A hillshade image of the Puʻu ʻŌʻō-Kupaianaha flow field on the 21 August 
2012 difference DEM. Several features are labeled to highlight the quality and resolution of the 
DEDM. 
3.1.3 DEM Error Analysis 
All of the TanDEM-X DEDMs have a granular or speckly appearance to varying degrees, 
which can be attributed to noise in the radar instrument, as well as to how the radar beam 
interacts with the ground surface. The speckle pattern is caused by random phase signals 
(created by many small scatterers of a comparable size to the radar wavelength) that have 
undergone multiple reflections before combining with the directly reflected radiation. 
This causes the phase measurement to not reflect the true range between the satellite and 
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ground surface and makes the SAR resolution cell (i.e., pixel) appear closer to, or farther 
away from, the sensor than in reality. [Ferretti et al., 2007]   
                  
Figure 3.5 An example of two DEDMs created from the TDX data, showing differences in 
topography between the 2005 IfSAR DEM and the dates indicated. Note the difference in 
appearance between the two acquisitions due to noise.  
Figure 3.5 presents two of the TDX DEDMs side-by-side to compare the noise levels in 
each. Since topography from 2005 has already been removed, what remains is the 
topographic change that occurred between 2005 and 2012. The bright white areas 
represent the largest change and can be attributed to emplacement of lava flows. The 
forested area at the top of each image is incoherent, creating a salt-and-pepper appearance 
in the image, while the less-speckled areas in the image centers (especially apparent in 
the 27 June 2012 image), surrounding the white areas that denote new flows, are 
unvegetated surfaces representing older lava flows. 
To examine the noise more thoroughly, two areas on the flow field were chosen for 
statistical analysis on 13 DEDMs from the track 32 flow field pass. These areas were 
specifically targeted because they represent regions that are known to have not changed 
since at least 2005 (i.e., no new lava flows covered these areas between the acquisition of 
the 2005 IfSAR DEM and the 2012 TDX DEDM). Using the ENVI 4.8 software, two 
rectangular regions of interest (ROIs) were drawn on the DEDMs in these areas (see 
Figure 3.6). Histograms of each ROI (both of which contain approximately 45,000 
points) were created, and the mean and standard deviation were recorded in Table 3.1. A 
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linear interpolation was also performed on the cumulative probability curve of each ROI 
to calculate the value that crosses the 5 and 95 percent quantiles. These numbers give the 
range of values that 90 percent of the data will fall between. In a perfect (noise-free) 
DEDM these areas should show zero elevation difference, but since they are not (due to 
phase noise), we use this range to assign a vertical error to each DEDM. As noted in table 
3.1, each DEDM will have a different error. For example, in the 25 January 2012 DEDM 
in Figure 3.5, 90% of the pixel values across both ROIs fall between -5.4 and +6.6 
meters, but in the 27 June 2012 DEDM, which has a noticeably smoother appearance, the 
90% confidence interval spans a much smaller range of -2.4 to +1.7 meters. 
 
Figure 3.6 TDX DEDM from 27 June 2012 (as shown in Figure 3.5). The blue rectangles 
represent the areas where statistics were extracted. 
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Table 3.1 Statistical analysis of the track 32 flow field DEDMs. All values are in meters. 
DEDM   
Date 
NE 
5% 
NE 
95% 
NE  
Mean 
NE 
St. Dev. 
 SE 
5% 
SE 
95% 
SE 
Mean 
SE 
St. Dev. 
 Average 
Mean 
20110630 -4.138 3.426 -0.19436 2.44731  -4.504 2.396 -0.91252 2.20800  -0.55344 
20110813 -4.861 3.128 -0.71748 2.58375  -5.368 2.316 -1.37586 2.45569  -1.04667 
20110915 -4.812 3.104 -0.67999 2.54828  -5.573 2.327 -1.44984 2.55597  -1.06491 
20111223 -2.956 3.624 0.44962 2.09519  -4.617 4.12 -0.03844 2.77694  0.20559 
20120125 -3.922 5.627 1.00989 3.03280  -5.431 6.602 0.89398 3.78326  0.95194 
20120525 -1.857 2.052 0.21994 1.25048  -2.506 1.247 -0.53102 1.19813  -0.15553 
20120616 -2.032 1.627 -0.12012 1.16665  -2.599 1.092 -0.70154 1.18694  -0.41082 
20120627 -1.38 1.651 0.19977 0.94900  -2.355 1.304 -0.42232 1.16743  -0.11127 
20120719 -1.783 1.515 -0.05092 1.03794  -2.809 1.355 -0.64153 1.33694  -0.34622 
20120730 -2.236 1.827 -0.10808 1.30036  -2.951 1.138 -0.80179 1.30389  -0.45493 
20120821 -2.273 1.507 -0.28324 1.19653  -3.086 1.296 -0.79737 1.40373  -0.54030 
20120901 -2.191 1.844 -0.07458 1.27076  -2.908 1.451 -0.63263 1.37175  -0.35360 
20121106 -2.671 0.816 -0.84110 1.09343  -3.708 0.153 -1.66478 1.24310  -1.25293 
 
If the noise in the ROI is completely random (as we would expect if it comes from the 
radar scatters), it should have a normal (Gaussian) distribution with a mean of zero. This 
is not the case with the TDX data, which have histograms that, although symmetrical, are 
not centered about zero (most are offset by less than 1 meter in the negative).  
There are two means in the statistical examination of each DEDM because two test areas 
were chosen for analysis. The mean pixel values in the ROIs do not correlate well from 
image to image (i.e., the histogram offsets vary randomly in DEDMs from different 
dates). However, the means between ROIs in the same DEDM are highly correlated and 
thus, the means can be averaged and applied as a correction to the whole scene.  
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Figure 3.7 Histograms for the DEDMs in Figure 3.5. Note the mean is offset from zero in all four 
graphs, although the histograms are symmetrical. The area in gray represents the error range, with 
a 90% confidence. 
Executing a shift correction across the entire DEDM will increase (or decrease) the pixel 
values uniformly by a specific amount. If this correction is performed on a DEDM used 
for lava flow modeling, it is unlikely that the revised DEDM will produce a different flow 
model result, since the correction is uniform. Performing this correction does make a 
difference, however, when calculating volumes of topographic change between images, 
which is our reason for making the correction here.  
3.1.4 Volume Calculations 
Estimates of lava flow volumes can be difficult to determine for many volcanoes—even 
those that are well monitored. For example, the very low frequency (VLF) technique used 
by Kauahikaua et al. [1996] provides an instantaneous effusion rate for an eruption, but 
cannot be applied without a suitable active lava tube. If there is pre-eruptive degassing in 
the system, that can also misrepresent an effusion rate derived from sulfur dioxide 
emissions [Elias and Sutton, 2012].  
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To test a volume calculation method using the TanDEM-X data, the following steps were 
used to make a volume estimate of the August 2011 lava flow, using the ArcGIS 10.1 
software.  
1) Open one TDX DEDM that was acquired before the August 2011 eruption, and 
one that was acquired after. Using the Raster Calculator tool, subtract one DEDM 
from the other (in this case, subtract 30 June 2011 from 27 June 2012). This will 
create a difference map that represents the change in topography between 
acquisitions (i.e., the August 2011 lava flow).  
2) Because we have a detailed map of the flow extent based on field measurements, 
it can be overlain on the newly created difference map to extract a mask of the 
area (i.e., cut out the flow area so that it is the only section included in the volume 
calculation). A TIN (triangulated irregular network) is then constructed from the 
mask by creating a surface of contiguous, non-overlapping triangles over the lava 
flow.  
3) The Polygon Volume tool is used to calculate the volume of the TIN above and 
below zero. The volume below zero is not real; it represents the negative portion 
of the random noise in the data. We subtract the negative volume from the 
positive volume because our histogram analysis (Figure 3.7) indicates a normal 
distribution of pixel values. Subtracting the “negative” elevation change will 
therefore compensate for pixel values that are overestimated (i.e., too positive), 
and the mean value should be close to the actual volume of the flow (essentially, 
the high highs and low lows will average out).  
4) The volume estimate is corrected for the vertical offset we see in the data (Table 
3.1) by multiplying the average mean pixel value for a DEDM by the area of the 
mask (i.e., the flow area). This gives the volume correction for the area, which is 
then subtracted from (or added to, as appropriate) the volume from step 3.  
In the case of the August 2011 lava flow, the volume of the flow above zero is 12.67 
million m3, and below zero is 439,902 m3. Subtracting the two to account for noise, the 
volume becomes 12.23 million m3. To correct for the data shift, the average mean for the 
two images is multiplied by the area of the flow field (2.28 million m2) and added to the 
volume. We then multiply this by 0.6 [Cashman et al., 1994] to account for the 
vesicularity fraction of the lava flow, and the final volume estimate is 7.4 million m3 
dense rock equivalent (DRE). Because the uncertainty of the DEDM is high with respect 
to the thin areas of the flow (±3-4 meters), the uncertainties associated with the volume 
are also high. Most of the volume estimate comes from the thickest part of the flow, but 
there is also a large area of thin flow, causing the uncertainty to look disproportionately 
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large with respect to the volume. Hence the technique works best on thicker flows (>10 
meters). 
       
Figure 3.8 Difference DEM created by subtracting the 27 June 2012 DEDM from the 30 
June 2011 DEDM. The white area represents the change that occurred between those 
dates. Right: Actual August 2011 lava flow (based on field mapping) outlined in red. This 
was used to constrain the area of the DEM used in the volume calculation.  
3.2 MODIS Image Processing  
To run the most accurate lava flow model for the August 2011 eruption, it is essential to 
use the best lava effusion rate estimates available. This parameter is important because 
lava flow models forecast the potential extent of lava flows, aiding in hazard planning, 
warnings, and mitigation. One way to estimate an average eruption rate is to divide the 
total volume of erupted lava by the eruption duration. Similarly, an average eruption rate 
can be found by including non-eruptive periods in this calculation [Pieri and Baloga, 
1986]. In specific cases where the entirety of lava being discharged is flowing through a 
lava tube—such as periods of the ongoing Puʻu ʻŌʻō –Kupaianaha eruption on Kīlauea 
Volcano—the eruption rate can be calculated using the method of Kauahikaua et al. 
[1996]. This method utilizes a VLF electromagnetic induction device to estimate the 
cross-sectional area of a lava tube. The VLF measurements must be taken close to an 
open skylight and directly over the lava tube so concurrent velocity measurements can be 
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taken. This in turn will provide an instantaneous effusion rate. Both of these techniques 
offer good estimates, but they each have their limits. The VLF technique is limited by the 
occurrence of a skylight on a single lava tube, as well as personnel and field access 
limitations. In contrast to an instantaneous effusion rate, when obtaining an eruption rate 
using the eruption volume, the value is only an average over the time of emplacement of 
that volume, and is not representative of the entire eruption. This, however, is the only 
type of ground-based effusion rate measurement we have for the August 2011 eruption, 
and it only represents the first three hours of effusion (T. Orr and M. Patrick, unpublished 
data, 2011).  
Another valuable way to estimate eruption rates is the use of TIR satellite imagery. While 
it is the only option for inaccessible volcanoes, it is advantageous for the more accessible 
volcanoes as well. In fact, use in conjunction with ground data is paramount for model 
viability and ground truthing. In this study, looking exclusively at MODIS imagery, we 
implement the technique of Harris et al. [1997b] to estimate time-averaged discharge 
rates during the August 2011 eruption. The MODIS-derived lava eruption rates are not 
instantaneous effusion rates at the time of acquisition, but rather average effusion rates up 
to the time of acquisition [Wright et al., 2001]. 
MODIS is a sensor located on two different polar-orbiting NASA satellites—Terra and 
Aqua. The temporal resolution of each sensor is 12 hours, providing a total of four 
images per day. The images are not, however, equally spaced throughout the day. A time-
lag of approximately 3-4 hours exists between Terra (overpass at ~10:30 am local time) 
and Aqua (overpass at ~2:00 pm local time). MODIS is in a near-polar, sun synchronous 
orbit with cross track scanning. It has 36 bands that cover a range from 620 nm to 14.385 
μm—the visible to the infrared portion of the electromagnetic spectrum. The spatial 
resolution varies by band: bands 1-2 are 250 m; bands 3-7 are 500 m; and bands 8-36 are 
1 km. For the purpose of this study, we only look at the imagery in the TIR, and only in 
band 32 (wavelength 11.77-12.27 μm). We processed the MOD021KM data, which is 
Level 1B calibrated radiances at a 1 km spatial resolution.  
Over the 12 day time span of the August 2011 eruption, 42 MODIS images were 
acquired, but ultimately, only 4 were used in effusion rate calculations. Only raw data 
were processed due to inconsistencies produced by resampling images during the 
georeferencing procedure [Oppenheimer et al., 1993]. Daytime images were discarded 
due to the effects of excess solar radiation on the surrounding lava surface [Harris et al., 
1997a]. Cloud cover was the main factor limiting the number of usable images. There 
were no images entirely free of clouds. In fact, many of the images were obscured with 
enough cloud that the Big Island could not be located. Numerous other images with 
slightly less cloud contamination were discarded because the hot spot was not 
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distinguishable from the background. Luckily, of the four usable images, none were 
discarded due to scan-angle distortion effects. Because all of these images were taken 
from a scan angle of <50 degrees, the distortion was minor and they were all processed 
[Harris et al., 1997b]. 
 
Figure 3.9 A MODIS image (magnified 2x) taken from the Aqua satellite on 5 August 2011 at 
1:45 H.S.T. Inset: The red box is magnified 17x, encompassing the hot spot, outlined in red. 
3.2.1 Effusion Rate Calculation 
When evaluating an image, we look for an area with anomalously high radiance values 
compared to the surrounding area. This is our “hot spot”, i.e., area of eruptive activity and 
active lava. We record the radiance values for each hot (and corresponding background) 
pixel, and follow the method of Harris et al. [1997b] to estimate a time-averaged 
discharge rate (Er):  
𝐸r = Φtot𝜌(𝑐pΔT + 𝑐LΔφ) 
 
(1) 
where Φtot is the total thermal heat flux of the flow, ρ is the lava bulk density (DRE), cp is  
the lava bulk heat capacity (DRE), and ΔT is the temperature difference between the lava 
temperature at the vent and the temperature at which forward motion is no longer 
possible (Tvent - Tstop). cL is the latent heat of crystallization, and Δϕ is the fraction of 
crystals grown through ΔT. This gives us the TADR for the eruption up to the time of 
acquisition. For all parameter values, refer to Table 3.2.  
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By summing the thermal heat flux for each pixel, a total heat flux (Φtot) is found for the 
entire flow (active and cooling) over some period of time. This is found by combining the 
values for radiative heat flux (Φrad) and convective heat flux (Φconv) as follows: 
Φtot = Φrad+Φconv (2) 
 
To calculate the heat flux from radiation and convection, we use the following equations: 
Φrad = 𝐴c𝜀𝜎𝑇c4 (3) 
and: 
Φconv = Achc(Tc-Ta) (4) 
 
where Ac is the area of the pixel containing active lava, ε is surface emissivity, σ is the 
Stefan-Boltzmann constant, and hc is the convective heat transfer coefficient. Tc is the 
assumed temperature for the surface of the active lava, and Ta is the ambient air 
temperature. Two end-members (also referred to as the high and low temperature models) 
are chosen for the lava surface temperature, Tc, bracketing the final eruption rate 
calculation into a plausible range for the eruption (see Table 3.2).  
When calculating Ac, a complication due to the ‘mixed pixel’ problem arises. Because 
each pixel contains a variety of surface types with an equal variety of surface 
temperatures, it is known as a mixed pixel. In each mixed pixel, the temperature value for 
the pixel is actually the weighted average temperature over the entire pixel. For 
simplicity, we only consider two surface types (temperatures) in the pixel—the hot 
portion and the cold (ambient) portion. To resolve this, we must find the proportions of 
the hot and cold temperatures in the pixel. Since we assume temperature values for the 
end-member models, we calculate the radiance for each temperature model using the 
Planck Function: 
Lλ(T) = 2ℎc2λ−5
�𝑒
ℎ𝑐
𝑘λ𝑇 − 1� (5) 
 
where h is Planck’s constant, c is the speed of light in a vacuum, λ is the wavelength of 
the spectral band used (in this case, the mid-range value for Band 32), k is the Boltzmann 
gas constant and T is the object temperature.  
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With the radiances calculated for the two models, the portion of each pixel with active 
lava (𝑝) can be found using the following equation from Harris et al. [1997a]: 
𝑝 = 𝑅λ − 𝐿(λ,𝑇a)
𝐿(λ,𝑇h) − 𝐿(λ,𝑇a) (6) 
 
where Rλ is the atmospherically corrected radiance measured from the hot pixel, L(λ,Ta) 
is the radiance of the background (ambient) portion of the pixel, and L(λ,Th) is the 
radiance of the hot (active) portion of the pixel. From here, the area of the pixel covered 
by the active lava (Ac) is found by: 
𝐴c = 𝑝𝐴pixel (7) 
 
where Apixel is the area of the pixel. 
However, before Ac can be calculated, the radiance values for each pixel must first be 
corrected for emissivity and atmospheric effects. This is necessary because the radiance 
emitted from the surface of an object is not the value recorded by the satellite’s sensor. 
When radiance from an object passes through the atmosphere, the atmospheric upwelling 
radiance and variable atmospheric transmissivity can create an incorrect radiance value in 
the raw data. To correct for this, the following equation from Harris et al. [2011] is used: 
𝑅TIR = (𝑅sat − 𝑅up)
𝜏 ∗ 𝜀
 
(8) 
 
where Rsat is the at-satellite radiance, Rup is the atmospheric upwelling radiance, τ is the 
atmospheric transmissivity, and ε is surface emissivity. Because reflectance is negligible 
in the TIR, it is not taken into consideration in this correction. The values for Rup and τ 
were taken from the MODTRAN atmospheric code, and were estimated as a function of 
scan angle and vent elevation.  
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Table 3.2 Input parameters used to calculate effusion rates using MODIS data. 
Parameter Symbol Value Units Source 
Surface emissivity                                         ε 0.95 -- 2 
Planck’s constant                                           h 6.63 x 10-34 J sec constant 
Boltzmann gas constant                                 k 1.38 x 10-23 J deg-1 constant 
Stefan-Boltzmann constant                            σ 5.67 x 10-8 W m-2 K4 constant 
Convective heat transfer coefficient              hc 50 W m-2 K-1 3 
Lava bulk heat capacity (DRE)                     cp 1225 J kg-1 K-1 2,5 
Latent heat of crystallization                         cL 3.5 x 105 J kg-1 5 
Crystallization fraction*                               Δφ 0.45, 0.02 -- 5 
Tvent – Tstop*                                                   ΔT 385, 150 K 2 
Vesicularity fraction*                                     v 0.1, 0.7 -- 1 
Lava bulk density (DRE)*                             ρ 2484, 828 kg m-3 4 
Low temperature model                                 T 100 ˚C 5 
High temperature model                                T 500 ˚C 5 
Ambient air temperature                               Tamb 25 ˚C 2 
Wavelength                            λ 12.02 μm calculated 
 
*Values are given for hot and cold temperature models, respectively. 
1. Cashman et al., 1994  2. Harris et al., 1998  3. Keszthelyi et al., 2003  4. Thornber et al., 2003  5. 
Harris, 2013 
 
Table 3.3 provides the TADRs derived from the method above. Due to data quality, the 
first value was not available until approximately 1.5 days after the eruption began. The 
eruption rates available spanned the first half of the eruption, which covered the times of 
highest effusion rate. It is important to note that these TADRs are averaged over a 
number of days, so they will, in some cases, be substantially lower than the volume 
estimates given by HVO, which were only averaged over a number of hours at the start of 
the eruption. Both the high- and low-temperature model rates are presented in Table 3.3. 
We expect that the actual eruption rate at the time of acquisition lies somewhere in 
between the two models, but we prefer to use the high temperature model because it gives 
more realistic results, given that an active, channel-fed flow is probably closer to 500 
than 100 ˚C. 
Table 3.3 Time-averaged discharge rates for the August 2011 eruption, derived from MODIS 
satellite imagery. 
Acquisition Date and 
Time (H.S.T.) 
Eruption Rate (m3 s-1) 
Low Temperature Model 
Eruption Rate (m3 s-1) 
High Temperature Model 
4 August 2011 at 23:00 2.24 18.80 
5 August 2011 at 1:45 7.46 61.33 
6 August 2011 at 2:25 5.83 48.06 
8 August 2011 at 22:35 12.68 103.95 
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Our estimates of lava effusion rates from both ground estimates and satellite imagery, as 
well as the up-to-date TDX DEMs, can be combined to model the August 2011 eruption. 
To accomplish this we use the FLOWGO model [Harris and Rowland, 2001] combined 
with the DOWNFLOW model of Favalli et al. [2005]. 
3.3 Lava Flow Modeling 
FLOWGO is a self-adaptive, thermo-rheological numerical model for lava flowing in a 
channel [Harris and Rowland, 2001]. It is a cooling-limited model that calculates the 
downflow heat and velocity loss, and consequent rheological change, as lava moving 
down a channel begins to cool and crystallize. The model will continue to propagate the 
lava channel until the flow can no longer move (Figure 3.10).  
 
Figure 3.10 A summary schematic of the FLOWGO model. Figure taken from Harris and 
Rowland [2001]. See Appendix D for documentation of permission to republish this material. 
As described by Harris and Rowland [2001], this model can be used to (a) analyze lava 
flow thermo-rheological relationships; (b) identify the important factors that determine 
how far a channel-fed flow can extend; (c) assess lava flow hazards; and (d) reconstruct 
flow regimes at prehistoric, unobserved, or remote flows. In this project, we focus on 
reconstructing the August 2011 lava flow using two DEMs of different resolutions and 
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produced at different times to assess their validity and effectiveness in lava flow hazard 
assessments.  
According to Harris and Rowland [2001], four assumptions are made to simplify the 
FLOWGO model. First, the lava channel must flow between two stagnant levees, with 
one free surface in contact with the atmosphere. Next, conservation of mass is maintained 
by adjusting the channel dimensions after each successive increment. The channel 
dimensions are dependent on velocity, so when the velocity decreases, the channel width 
increases. The third assumption states that a control volume (i.e., a lava parcel) will begin 
at a distance behind the flow front. This allows for a complete thermal and structural 
evolution of the lava parcel down channel. Finally, the model assumes a three-component 
vertical thermal structure in the channel: surface, core, and base. The surface component 
consists of a chilled, broken crust, exposing high-temperature material in its cracks. The 
core is the high temperature interior component, and the base consists of a cooler, basal 
crust. 
FLOWGO contains a large number of constants and variables. Before each run, the user 
can input parameters for the specific eruption of their choice. For example, the user can 
enter the effusion rate, lava eruption temperature, vesicularity, lava density, and channel 
dimensions. If no parameters are entered, the model will run on the default parameters, 
which are calibrated for the 1984 Mauna Loa eruption. Once the eruption data have been 
entered, the model sends a control volume of lava down the channel, recalculating the 
thermal and rheological properties after each 1-m increment. The model will continue to 
update these values until the flow velocity reaches zero, or the core lava temperature 
reaches the solidus.  
Modeling the cooling limit of a single lava channel is a useful tool, but applying a 
stochastic approach to this model can produce a good representation of an eruption flow 
field. This approach can also be used to produce a probabilistic lava flow hazard map, 
although this program does not have that capability. For each individual run, the model 
starts with the pixel containing the vent location, then looks at each adjacent pixel on the 
DEM to determine the path of steepest descent. By using the stochastic approach of 
DOWNFLOW [Favalli et al., 2005], for each iteration, all pixel elevations are varied 
randomly by a range set by the user (i.e., DEM noise). This creates a slightly different 
flow line each time. By running the model enough times, a set of possible flow paths are 
produced, creating a nice reproduction of a theoretical flow field. The DEM noise 
parameter in this model is different from the inherent noise in the original DEM, and the 
two should not be confused.  
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A DEM and co-registered image in ENVI standard format are needed to run the program. 
FLOWGO reads the DEM and projects the modeled flow paths on the accompanying 
image. The final output is an image with the flow lines superimposed. In the single flow 
model, the data are written to a text file, but in the stochastic flow model, the only output 
is the image. 
As described above, there are two options when running the FLOWGO model: a single 
flow line model and an iterative “loop” model to simulate an entire flow field. The initial 
steps for both models are the same. First, locate the vent you wish to model and find the 
corresponding pixel on the co-registered image in FLOWGO. Next, use the “Drain” 
function to predict the flow’s path to the edge of the DEM, based on the line of steepest 
descent. This is represented by a yellow line on the image (e.g., Figures 3.11, 3.12). To 
estimate how far the control volume, erupted at a given effusion rate, will extend down 
the path, thermo-rheological parameters must be changed to suit the individual eruption. 
Once the parameters are set, the model displays a red line defining the distance the 
control volume will reach before cooling prevents any further motion. For each 
individual run, the channel length, elapsed time, volume, effusion rate, velocity, and 
Reynolds number are written to a text file. To run the loop model, the user must input 
additional information: the number of iterations to execute, the starting effusion rate, the 
maximum DEM noise, and the channel aspect ratio.  
3.3.1 Modeling Results 
The August 2011 eruption was modeled on two DEMs of different resolutions. The aim 
was to evaluate the accuracy of the flow model on each DEM, then compare the results of 
each to investigate how DEM resolution affects the model. Since we have a detailed map 
of the August 2011 flow, the model results can be validated by actual data. The two 
DEMs used in the model were the 2000 SRTM DEM and an updated 2011 TanDEM-X 
DEM generated using the procedure described above (Section 3.1.2). The spatial 
resolutions of the DEMs are 30 meters and 4.5 meters, respectively.  
Only a few of the FLOWGO model parameters were modified for the August 2011 
eruption, due to the similarity of Mauna Loa and Kīlauea volcanoes (see full list of 
parameters and values in Appendix B). The following values were used in both the 
SRTM and TDX runs: an ambient air temperature of 25 degrees C [Harris et al., 1998]; a 
vesicularity fraction of 0.4 [Cashman et al., 1994]; and a dense rock density of 2760 kg 
m-3 [Thornber et al., 2003]. The only model parameter that was not consistent in both 
DEMs was the DEM noise. DEM noise of 3 meters was used with the SRTM DEM while 
1 meter was used with the TDX DEM. The reason for this discrepancy is explained in 
more detail below. 
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The lava effusion rates used in the model were either derived from MODIS satellite 
imagery (section 3.2.1), or provided by a HVO geologist. The range of effusion rate 
estimates was large—spanning 19–333 m3 s-1. The lower effusion rates (19–104 m3 s-1) 
were derived from MODIS, and represent several TADRs, i.e., the average effusion rate 
from the beginning of the eruption to the time the image was acquired. The higher 
estimates (111-333 m3 s-1) originated from an estimate of the flow volume over the first 
few hours of the eruption. These rates are higher because they are averaged over a shorter 
period of time during the eruption, and the eruption rate slowed down after the initial 
surface breakout. For reference, the following effusion rates were modeled with 
FLOWGO: 19 m3 s-1, 48 m3 s-1, 61 m3 s-1, 104 m3 s-1, 222 m3 s-1, and 333 m3 s-1. 
SRTM Runs 
On the SRTM DEM, FLOWGO was programmed to run 100 iterations at each of the 
given effusion rates. The DEM noise was set to 3 m, enabling the program to cover 100 
potential flow paths within a 3 meter vertical window, and attempt to recreate the August 
2011 flow field (see Figure 3.11). After running all of the known effusion rate estimates 
through the model, 48 m3 s-1 produced the best match, in length and area, to the actual 
flow field (Figure 3.11, lower right). When using a larger effusion rate value, such as 104 
m3 s-1, the same width and flow path are followed, but the flow lines travel farther from 
the vent before they stop. Even though 104 m3 s-1 is a reasonable and realistic effusion 
rate estimate for the first few hours of the eruption, the actual flow did not reach the 
distance predicted by the model. This discrepancy can be attributed to the nature of 
FLOWGO, which is a cooling-limited, rather than volume-limited model. The high 
effusion rate estimates were likely reached in the eruption, but did not last long enough to 
produce flows that would attain the distances predicted by the model. In fact, the main 
spatial extent of the flow field was emplaced within the first few hours of eruption (T. 
Orr and M. Patrick, unpublished data, 2011), so the effusion during the latter part of the 
eruption did not significantly increase the flow field area.  
A closer look at the models in Figure 3.11 shows that, although the effusion rate of 48 m3 
s-1 provided the best match to the actual August 2011 flow, the trajectory was quite 
different from the model. Moreover, it appears that the August 2011 flow is 
topographically controlled, at least to the east, by the flow lines produced in the model. 
Because the SRTM DEM used in the model is from 2000, it is severely out of date. From 
the time the DEM was created to the time of the August 2011 eruption, many lava flows 
were emplaced on the flow field. This suggests that the models we see in Figure 3.11 are 
modeling the August 2011 eruption as if the previous lava flows were not there. In fact, 
the entire extent covered by the modeled flow lines contains topography from lava flows 
emplaced between the creation of the SRTM DEM and the TDX DEM. This is an 
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excellent example that shows the importance of regularly updating DEMs, especially in 
areas that encounter constant change, for more accurate flow modeling. 
Figure 3.11 FLOWGO model projections of the August 2011 lava flow on the 2000 SRTM 
DEM. Each flow model was run with 100 iterations. The red lines represent possible flow paths at 
the given effusion rate, and the yellow line represents the line of steepest descent. The white 
asterisk represents the eruption vent. Lower right: The field-mapped August 2011 flow outline is 
overlain on the model in blue. 
TanDEM-X runs 
Many TanDEM-X DEMs spanning different time periods were created during this study, 
but the 30 June 2011 DEM was chosen as input for the FLOWGO model because it 
represents the most recent surface topography immediately before the August 2011 
eruption. The TDX DEDM was added to the 2005 IfSAR DEM to create the up-to-date 
DEM we use in the model.  
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Unfortunately, FLOWGO currently has limited capabilities when it is run on a high 
resolution DEM. It is not equipped to handle the increased data allowance and higher 
noise values in both the IfSAR and TDX DEMs. The program only has a 100,000 point 
profile maximum and therefore crashes when the DEM noise exceeds 1. This makes it 
impossible to use the iterative function of the program. Because the TDX and IfSAR 
DEMs are very large, the DEM was subset to a smaller area surrounding the vent to 
reduce the size. A speckle-smoothing filter was also used in an attempt to reduce the 
noise, but the program crashes nonetheless.  
Since the functional options were limited in FLOWGO, we only ran single-line flow 
models using the TDX data. Using the same effusion rates as above, the model produced 
drastically different results. As shown in Figure 3.12, lava flow lengths were much 
shorter than obtained with the SRTM runs. This major discrepancy can only be due to the 
noise within the DEM itself. In the single-line model, the flow follows the trajectory of 
the line of steepest descent. Because the TDX DEM has so many more pixels than the 
SRTM DEM, the model encounters 36 times the noise. Within the small elevation 
variations between pixels of several meters, the flow has to fill in the lows (holes) before 
it can move to the next pixel. Due to the cooling-limited nature of FLOWGO, the model 
uses all of its “energy” cooling the flows while filling in these holes. If these holes 
actually existed in reality and were not attributed to noise in the DEM, the flow line 
predicted by the model would be correct. However, the holes are a byproduct of the error 
in the DEM and therefore create a “false” topography for the model to process. This 
explains why the flow line stops at a much shorter distance on the TDX DEM. In fact, the 
only way to create a flow that reaches the actual flow distance is to increase the effusion 
rate to at least 2000 m3 s-1. In reality, this is unreasonably high and is only used to 
demonstrate how the DEM noise affects the model. 
In contrast to the SRTM DEM, the TDX DEM is up-to-date, representing the flow field 
about a month before the eruption began. Using the most recent DEM, as shown in 
Figure 3.12, is clearly more accurate than the older SRTM DEM. The flow line in the 
model, which represents the line of steepest descent, aligns almost perfectly with the 
actual flow and stays within the flow boundary the majority of the time. Once all of the 
upgrades to FLOWGO have been implemented (in progress), it will have the potential to 
provide a more accurate flow model on high-resolution DEMs. 
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Figure 3.12 FLOWGO model projections for the August 2011 lava flow on a TanDEM-X DEM. 
The red line is the single flow line produced by the model at the given effusion rate. The yellow 
line is the line of steepest descent on the DEM and the black asterisk represents the vent. The 
flow line in each model is drastically affected by the amount of noise in the DEM and does not 
represent a realistic eruption at its respective effusion rate. The effusion rate that best fits the 
August 2011 flow is unrealistic and was found by trial and error. 
4. Discussion and Conclusions 
 
We have shown the importance of accurate topography in lava flow models, as well as 
the need for frequent updates of DEMs at persistently active volcanoes such as Kīlauea. 
Currently, the time delay between a TanDEM-X data acquisition and data availability is a 
few months. Hopefully, as the data are used in more studies, results will begin to show 
the importance of rapid access and reduce the time lag (especially for emergencies) 
between acquisition and availability. The time interval between acquisitions for the 
Kīlauea tracks is approximately 1-3 months, so a new DEM can potentially be created for 
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the volcano up to several times per year. This is a breakthrough for areas that experience 
prolonged lava flows such as Kīlauea, where the DEM needs constant updates.  
Since the TDX DEMs are created using a space-borne SAR, the DEMs are noisy and may 
cause problems with some lava flow models. Attempts can be made to reduce the noise, 
such as averaging multiple passes of the satellite over the same area using different look 
angles [Krieger et al., 2007], but this is done on a longer time scale, so it is not an option 
for this study. Another option is to apply various different filters to the data. This may 
help to reduce the noise, but should only be used if it does not degrade the “real” 
topography in the data. 
Unfortunately, because of the noise inherent in the TDX DEMs, as well as the age of the 
SRTM DEM, the results of modeling the August 2011 eruption using FLOWGO are not 
directly comparable. The noise in the TDX DEM reduced the functionality of the 
FLOWGO model, creating a “false” topography and overloading the profile maximum, 
so the flow runs were not viable. The model outputs on the SRTM DEM provided more 
realistic results, but because the DEM was out of date, it created a different type of 
“false” topography for the model.  
So, the next important question becomes, “What is the most optimum resolution for a 
DEM used in flow modeling?” After examining the results of the two DEMs using the 
FLOWGO model, it is still not certain. More studies are needed on the high resolution 
TDX DEMs, as well as other DEMs of intermediate resolutions, to constrain the optimum 
resolution for lava flow modeling. In this study, the high resolution of the TDX DEM 
exceeded the capabilities of the FLOWGO model, but the model could be adapted to 
cope with larger datasets. This problem may not be exclusive to FLOWGO. All models 
that utilize a DEM in their calculations must be capable of handling large amounts of 
data, because technology will continue to improve data quality.  
As the data increases in size and resolution, it is also important to constrain the lower 
limit to the task it will undertake. For example, is a DEM with 1-meter resolution needed 
for a lava flow model? What kind of problems might such a high resolution cause, and 
how will it affect the flow model? What might the DEM look like in a forested area 
where the height of the treetops, rather than the ground, is represented? Perhaps more 
importantly, at what point does the resolution no longer make a difference in the lava 
flow model? There may be no difference in a 1 meter versus 3 meter resolution DEM if 
the lava flow being modeled is, for example, 10 meters across and 5 meters thick.  
As more sophisticated instruments become available for research, higher data quality will 
follow. This will, in turn, help us to provide more accurate hazard assessments, to the 
best of our ability.   
34 
 
5. Future Work 
 
Applications for the TanDEM-X data have enormous potential, well beyond the scope of 
this study. The TDX DEMs can be used to map lava flows, or to make more sophisticated 
volume calculations when coupled with other data sets. For example, we can look at 
incoherent areas (areas of change, such as the emplacement of a lava flow) between SAR 
acquisitions and create a mask of those areas. Then we can use the incoherence mask as 
an indicator of the flow area, eliminating the need for a detailed map of the flow 
boundary. We can also create a difference DEM over the period between SAR 
acquisitions, and using that DEDM, calculate the volume within the incoherence mask 
(i.e., the volume of the lava flow).  
A more robust model is also needed to test different DEMs for an optimum resolution in 
flow modeling. Once an appropriate model is chosen, more flow validation will also be 
needed, using well-constrained lava flows such as the August 2011 flow. Experimenting 
with different filters on the TDX data may also help to smooth the DEM noise and 
improve the model results.   
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Appendix B: FLOWGO Model Parameters for the August 2011 Eruption  
 CONSTANTS  
   Gravitational acceleration (m s-2)  9.8 
 
Mass fraction of phenocrysts  0.15 
YIELD STRENGTH (Dragoni, 1989)  
  
Mass fraction of glass  0.45 
A1  1.00E-01 
  A2  0.08 
 
HEAT LOSS PARAMETERS  
B1  0.04 
 
Lava emissivity  0.95 
  
Ambient air temp (˚C)  25 
CHANNEL DIMENSIONS  
 
CONVECTIVE HEAT LOSS MODEL OPTIONS 
 Width (m)  5.5 
 
Model 1: Free Convection (Qfree) 
 Depth (m)  5.5 
 
Model 2: Forced Convection (Qforce) 
 Step Distance (m)    1 
 
Model 3: Greater of Qfree and Qforce   
 Spatial frequency for dumping values to  
output file (m)  100 
 
Convective heat loss model  1 
  
Wind Speed (m/s)  5 
TEMPERATURE PARAMETERS  
 
Forced Convection friction coefficient  0.0036 
Eruption Temp (˚C)  1150 
 
HEAT LOSS DUE TO RAIN  
 Solidus temp  (˚C)  980 
 
Rainfall rate (m s-1) 7.93E-08 
Core T - max surface T (˚C)  140 
 
Water density (kg m-3)  958 
CRUST TEMPERATURE MODEL 
  
Latent Heat of Vaporization (J Kg-1)  2.80E+06 
Model 0: Tcrust independent of fcrust 
   Model 1: Tcrust depends on fcrust  
  
ENTRAINMENT  
Model for calculation of crust temperature  0 
 
Entrainment flag (1: include heat loss from 
entrainments 0: no)  0 
At-vent crust temperature (˚C)  550 
 
Fraction of effusion rate that is entrained  0.1 
CRUST GROWTH MODEL OPTIONS 
  
Crust survival time (s)  6000 
Model 1: Light crust growth model  
(poor insulation)  
 
ENTRAINMENT TEMPERATURE OPTIONS 
 Model 2: Heavy crust growth model  
(good insulation)   
 
Option: Use effective radiation temperature 
 Model 3: User variable crust growth model  
  
Option: Use temperature of surface crust 
 
Model 4: Crust cover is constant down-flow 
  
Option: Use the high temperature surface thermal  
component 
Crust growth model (1, 2, 3, or 4)  1 
 
Option: User-defined constant 
 Offset for model 3  0.9023 
 
Entrainment temperature option  1 
Slope for model 3  -0.1601 
 
Constant entrainment temperature for option 4  
(˚C)  550 
Non-varying crust cover for model 4  0.99 
  BASAL CRUST  
  
LAVA PROPERTIES  
Fraction of flow thickness composed of  
basal crust  0.1 
 
Lava viscosity (Pa s)  1000 
Temperature at base (˚C)  700 
 
Vesicularity (fraction)  0.4 
  
Dense rock density (kg m-3)  2760 
CRYSTALLINITY PARAMETERS  
 
Lava specific heat (J kg-1 K-1)  1225 
Latent Heat of Crystallization (J Kg-1)  3.50E+05 
 
LAVA THERMAL CONDUCTIVITY OPTION 
 Inverse maximum solids  1.51 
 
Option 1: Calculated following Peck (1978) 
 CRYSTAL GROWTH MODEL OPTIONS 
  
Option 2: Constant 
 Model 1: Linear crystallization with cooling 
  
Thermal conductivity option  1 
Model 2: MELTS-based crystallization 
  
Constant thermal conductivity for option 2  1 
Crystal growth model  2 
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Appendix C: FLOWGO Flow Models 
     
   
   
Figure 7.1 FLOWGO models of the August 2011 eruption on the 2000 SRTM DEM. 
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Figure 7.2 FLOWGO models of the August 2011 eruption on the 30 June 2011 TanDEM-X 
DEM. 
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