Abstract-Cognitive radio (CR) technique is considered an effective mechanism to relieve the spectrum scarcity issue, where the secondary users (SUs) can utilize the idle spectrum of the primary users (PUs). How the performance of the wireless network will be influenced by the introduction of CR technique has been attracting much attention in past years. While many efforts have been made to study the cognitive radio network, where the data source and the destination (S-D) is homogeneously distributed, the research on cognitive radio networks (CRN) with heterogeneous S-D distribution is still very limited. In this paper, we investigate the throughput and delay scaling law in the heterogeneous cognitive radio network (HCRN), where the S-D pair follows a rank based model and SUs provide relay service for PUs in reciprocating the utilization of PUs' idle spectrum. By applying a cellular TDMA scheduling scheme, we show that the primary network throughput is the same for different heterogeneous extents of S-D distribution owing to the flexible assistance of SUs, while the throughput of secondary networks is proven to be changing with respect to the S-D heterogeneity exponent denoted by α. In addition, the delay scaling are derived for both primary and secondary networks and shown to be altering in accordance with α. Further, we reveal that the density of SUs required to assist PUs can be dramatically reduced when considering the S-D heterogeneity, while achieving the same primary network throughput.
I. INTRODUCTION
Recently, there is more and more stress over the alreadycrowded radio spectrum due to the explosive growth of largescale wireless applications. That motivates people to explore the cognitive radio network (CRN) for its efficient usage of spectrum. As Gupta and Kumar built up the foundation of throughput and delay scaling laws for wireless networks in [1] , the researchers started to explore how the fundamental performance scaling law will be affected by the cognitive radio (CR) technique. Vu et al. considered the throughput scaling law for single-hop cognitive radio networks and obtained a linear scaling of the secondary network in [2] , [3] . Jeon et al. studied the throughput scaling of a cognitive network under general environment and showed that both primary and secondary networks can achieve the same throughput scaling law as a stand-alone network while the secondary network may suffer from a finite outage probability in [4] . Yin et al. developed throughput scaling laws under a similar assumption and adopted transmission protocols which could guarantee zero outage probability for secondary networks in [5] . Further, Sun et al. investigated the impact of Blackholes on largescale CRN [6] and effectively bounded the size of Blackholes through percolation theory.
A common assumption in all the afore-mentioned works of CRN is that the source and destination (S-D) is homogeneously distributed. However, we consider a more realistic situation where the distribution of S-D is no longer homogeneous, but following a rank based model in accordance with the behavior that source would prefer the closer rather than the further destination to communicate in real life using some locating information [7] .
The distribution of S-D is developed from the original network architecture [8] , [9] to the emerging useful models which capture the characteristic of S-D such as distance based model and rank based model [10] , [11] . On foundation of these works, the heterogeneous feature of S-D distribution is brought into wireless networks and their impact on the performance of wireless networks began to draw much attention. Azimdoostv et al. considered wireless social networks with social groups consisting of local contacts as well as long-range contacts and the corresponding throughput had also been studied in [12] . Fu et al. incorporated the rank based model into wireless networks and explored the impact of traffic locality on capacity over the network under different traffic patterns in [13] .
We notice that so far, there is still no research on concerning the impact of heterogeneous distribution of S-D on cognitive radio networks. It remains unknown that how the heterogeneity of S-D distribution will influence the performance scaling law of CRN. Gao et al. considered the situation where the secondary users (SUs) are assumed to be willing to share the primary users' (PUs) burden of routing packets for utilizing the idle spectrum of PUs in [14] . Thus, the throughput of primary networks could be improved by the aid of SUs. It is also significant to investigate whether the SUs could still help improving the throughput of primary networks under the heterogeneous setting.
In this paper, we study the throughput and delay of heterogeneous cognitive radio networks (HCRN). The heterogeneous distribution of S-D is generated by employing a rank based model and we use this model to bound the distance between source and destination (S-D distance). Then we propose cooperative routing protocols to fully utilize the heterogeneity 978-1-4799-3360-0/14/$31.00 c 2014 IEEE of S-D distribution and deeply explore how the new network model will make an impact on the scaling law performance. In addition, the cost of network deployment issue is also discussed. Our main contributions are summarized as follows:
• We show that the heterogeneous distribution of S-D will not influence the PUs throughput scaling and the primary network can achieve the near optimal per-node throughput of Θ 1 log n in whatever ranges of α, where α is the S-D heterogeneity exponent. Besides, we demonstrate that the delay of primary networks differs in different ranges of α, which is affected by the heterogeneity of S-D distribution.
• The throughput and delay scaling law of the secondary network in HCRN are also investigated. It is testified that the throughput and delay of secondary networks will alter in synchronization with the range of α. Both the near optimal delay and throughput can be achieved in certain ranges of α. In addition, we prove that the secondary network can achieve the same scaling law of delay and throughput as being a stand-alone network, which means providing PUs help will not degrade the performance of the secondary network.
• A distinguishing characteristic in our paper is that the density of SUs can be different for diverse heterogeneous extents of S-D distribution, while guaranteeing the near optimal per-node throughput of primary networks. We show that our results are more general compared with that in [14] . In this situation, we could appropriately arrange the number of SUs and make the network deployment much more economical.
The rest of this paper is organized as follows. In Section II, the system model is defined. We study traffic locality under the rank based model in Section III. In Section IV, throughput and delay scaling laws of HCRN are derived. In Section V, we discuss the results. Our paper is concluded in Section VI.
II. SYSTEM MODEL

A. Network Geometry
The network extension is considered to be an unit square where primary and secondary nodes coexist. The primary and secondary nodes are randomly distributed according to a Poisson Point Process (P.P.P.) of density n and m, respectively. The nodes of the two networks are grouped into one to one source-destination (S-D) pairs upon the rank based model. n and m are correlated with
where β may change in different situations which we will show the details later in Section IV. But β > 1 is guaranteed, thus the density of the primary nodes is higher than that of the secondary nodes.
B. Transmission Model
For the wireless channel in our work, shadowing or small scale fading issues are ignored and we only consider the path loss for simplicity. Therefore, the channel power gain is given as
where d is the distance between a transmitter and its receiver, γ > 2 indicates the path-loss exponent. We assume that each transmission of primary and secondary networks deploys a scheme that can achieve the additive white gaussian noise (AWGN) channel capacity which is given by the well known formula R = log(1 + SN R). Specifically, the i-th primary Tx-Rx pair can communicate at a rate of
where . represents the Euclidean distance between arbitrary two nodes in the unit square. I 
Similarly, the j-th secondary pair can communicate at a rate of
where I j s and I j ps are similarly defined as that in Equation (4).
C. Rank Based Model
In this paper, the heterogeneous distribution of S-D is investigated to capture the relationship between source and destination in the real world. More specifically, we adopt a rank based model where the probability of any source node finding a designated destination node is inversely proportional to the α-th power of the number of closer nodes. This distinguishes our work with most of the previous analysis regarding throughput and delay scaling laws of general cognitive radio networks since the S-D distance is no longer bounded as Θ (1), and the situation would become much more complicated.
For simplicity, considering a single network with n nodes randomly distributed in a given area. Picking out arbitrary two nodes i and j, then define the rank of j with respect to i as
where Xi and Xj denote the location of node i and j in a single network, respectively. Then the probability that j is the destination of i is modeled as
where α is the S-D heterogeneity exponent and α ≥ 0,
1/j α (suppose there are n nodes in the network), the distribution law is
D. Throughput and Delay
The per-node throughput of a S-D pair is defined as the average data rate that each source node can transmit to its chosen destination, which is asymptotically determined by the network density. In the following, we use λp(n) and λs(m) to denote the per-node throughput for primary and secondary networks, respectively.
In brief, we use a fluid model [15] for delay analysis and the delay is defined as the average time slots a packet takes to be delivered from source to destination. We use Dp(n) and Ds(m) to denote packet delays for the primary and secondary networks, respectively.
III. TRAFFIC LOCALITY
It is notable that we adopt a rank based model to determine the destination for each primary or secondary source node in heterogeneous cognitive radio networks. This makes the traffic pattern significantly different from the traditional cognitive radio network. According to Equation (8) , a source node tends to choose a closer node as its destination and therefore resulting in a certain degree of traffic locality.
Some useful properties of rank based model had been established in [13] . We refer readers to [13] for details and just provide the result here, 
where α denotes the S-D heterogeneity exponent. It can be seen in Equation (9) that the average S-D distance varies with respect to α and such results will inevitably cause the complexity in our network model and bring challenge to the calculation of throughput and delay in HCRN.
IV. THROUGHPUT AND DELAY SCALING LAWS OF HETEROGENEOUS COGNITIVE RADIO NETWORKS
We notice that the distribution of S-D is much more complicated compared with that in [4] , [5] . In our model, the average S-D distance could not be easily bounded as Θ(1). We are interested in how the achievable throughput and delay alter with respect to α. We also wonder whether the throughput and delay of primary networks could be improved by the aid of SUs under the new circumstances. An interesting case is that when α increases beyond 3/2, the transmission tends to be a single-hop fashion. Furthermore, we prove that the density of SUs required to assist PUs can be dramatically reduced while achieving the same primary network throughput.
In this section, we will first introduce the transmission protocols for both primary and secondary networks and briefly analyze the corresponding interference. Then we mainly focus on the achievable throughput and delay of both networks in HCRN.
A. Primary Protocol
• The unit square is divided into small-square primary cells with size a p (n). The condition of a p (n) ≥ √ 2β log n n is derived to guarantee the full connectivity within the primary network and thus each cell has at least one primary node w.h.p..
• Every 64 primary cells are supposed to grouped into a primary cluster and we use a round-robin fashion to determine when the cells could be active in each primary cluster. The transmission time is divided into TDMA frames where each frame has 64 primary time slots that correspond to the number of primary cells in each primary cluster. Note that we make every primary cluster have 64 primary cells, thus enabling us arrange the preservation and recycling regions much more conveniently.
• Define the horizontal data path (HDP) and the vertical data path (VDP) of a S-D pair as the horizon line and the vertical line connecting a source to its destination, respectively. Each source transmits data to its destination by first hopping to the adjacent cells on its HDP and then the VDP. The detailed transmission process is explained in [5] due to page limit.
• When a primary cell is active, each primary source node transmit its own packets in order. Afterwards, each of the S-D paths passing through the cell could be served by the designated relay node for one packet only. Note that when a primary source node finished sending out its own packets, it could be a designated relay node either. Each primary time slot is divided into packet slots according to the fluid model. For each packet, it will be handed over directly to the destination if the destination node happens to be in the adjacent cell. Otherwise, the packets are blindly broadcasted to the nodes in the adjacent cell. At each packet transmission, we denote the transmitting power by P a γ 2 p (n), where P is a constant. • Note that, the above primary protocol is operating independently of whether the secondary network is present or not. We will show later that the primary network can achieve better performance than being a stand-alone network in [1] with the aid of secondary users.
B. Secondary Protocol
We assume that the secondary nodes are capable of pretending to be the primary nodes due to the so called "softwareprogrammability". So the "fake" primary nodes could be chosen to help primary users to relay packets. Once a secondary node is picked up for relaying packets, it will keep silent unless its related primary cell becomes active.
As we will discuss later that the time-sharing strategy will only incur a constant penalty on the achievable throughput and delay of secondary networks. Thus we divide each secondary frame into three equal-length phases, thus each of them equals to one primary time slot which is illustrated in Fig.1 .
Similarly as defined in the primary protocol, the unit area is divided into small-square secondary cells with size a s (m). We have to ensure a s (m) ≥ 2 log m m to maintain the full connectivity within the secondary network. The secondary cells are grouped into secondary clusters with each secondary cluster of 64 secondary cells. Accordingly, each secondary cluster follows a 64-TDMA pattern to communicate. A preservation region consisting of nine primary cells and a layer of secondary cells is defined in our paper. Each particular active primary cell is supposed to be centered at the preservation region. Only the secondary transmitters in an active secondary cell outside all the preservation regions can transmit data, otherwise, the data has to be temporarily stored in buffer until the preservation region is clear. Now we show the details about the three phases as follows: Phase 1 : When an active secondary cell is outside the preservation regions, each secondary source node is allowed to transmit one own packet and then serve each S-D path passing through the cell. The routing of secondary packets is similar to that defined in the primary protocol. At each packet transmission, the transmitting power is denoted by P a γ 2 s (m). Phase 2 : Only the secondary nodes who buffered the primary packets are permitted to access the spectrum. We notice that the throughput per secondary S-D pair is less than that of primary S-D pair which is caused by the different node densities, so packet splitting is needed to prevent the bottleneck effect from happening in relaying primary packets through the secondary network. As shown in Fig.2 , suppose primary source node pours all the split primary segments to the neighboring cell, then in each primary cell, we assume that there are N secondary nodes including the designated relay node who are preparing to relay along the data paths passing through the cell. Each secondary node is assigned to relay 1/N portion of the primary packet to the intermediate destination by using a multi-hop scheme. Due to traffic locality, the value of N may vary in different ranges of α, which is much more complicated compared with that in [14] . Based on different traffic patterns, the value of N is set as follows:
We can easily find that the heterogeneous distribution of S-D do make an impact on the number of SUs required to help relaying the primary packets from the equation above. It should point out that the range of β here is to guarantee that there are more than N secondary users in each primary cell. When 0 ≤ α ≤ 1, we can calculate the range of β ≥ 2, which is the same result as that in [14] . But when 1 < α < or β > 1, respectively, which means the node density of secondary networks can be sharply reduced compared with that in [14] and thus the cost of network deployment can be reduced in practical. The situation where α > 3 2 is ignored in Equation (10) as the transmission tends to be a single-hop fashion which we will show the details in the next subsection. The transmission scheme is similar as that in the first phase.
Phase 3 : A recycling region consisted by nine primary cells and a layer of secondary cells around them is defined as to recycle the primary packet from the intermediate destination.
Noting that each recycling region is located between two preservation regions and they are not overlapped with each other. The recycling process is assumed to happen in the center cell of the recycling region. At each packet transmission, the transmitting power of the intermediate destination node is the same as that of primary node.
C. Throughput Analysis
Before we proceed to analyze the per-node throughput of primary and secondary networks, we first consider the transmission mode over the network in term of the average hops for each packet to go through. We denote E h as the average number of hops per packet for a single network, then
where a denotes the area of each cell in the network. For simplicity, we take the transmission of primary networks as an example to show how E h changes with respect to α. By definition, in primary networks we have
It
1) Primary Network:
In order to obtain the throughput scaling law, we first give the following lemmas.
Lemma 2. The probability that a randomly selected designated relay node is a secondary node in a primary cell approaches one w.h.p..
Proof:
Denoting the probability by γ, from the proof of Theorem 1, we know that in a primary cell, the number of primary nodes is Θ (n a p (n)) and the number of secondary nodes is Θ (m a p (n)). Then the probability can be expressed as γ = Θ(m a p (n)) Θ(m a p (n))+Θ(n a p (n)) . More specifically, γ = 1 1+n 1−β , which approaches one as n → ∞, where β > 1.
Lemma 3. With the primary protocol defined previously, an active primary cell can support a constant data rate of L1, the intermediate destination node can deliver the primary packets to the intended primary destination at a constant rate of L2, where L1, L2 > 0 and are independent of n and m.
We refer readers to [14] for detailed proof of Lemma 3. Based on Lemma 2 and Lemma 3, we have the following theorem.
Theorem 1. With the protocols given previously, the primary network can achieve the following per-node throughput w.h.p.:
where a p (n) ≥ √ 2β log n/n and a p (n) = o(1).
Proof: In this proof, an upper-bound of the throughput per S-D pair is firstly derived and then we provide a lower-bound by using the secondary protocol in Subsection B. From Lemma 3, we know that the primary source node can transmit all its packets to the secondary network with a constant data rate of L1. Similarly, the primary destination node can receive all its packets with a constant data rate of L2. Since only primary source nodes transmit packets in each active primary cell while the secondary relay nodes keep silent. As the size of a primary cell equals to a p (n) and the node density of PUs is n, we can easily get that the number of primary source nodes in each primary cell is of Θ(n a p (n)) w.h.p., then the throughput per S-D pair is upper-bounded by
As to the lower-bound, we calculate the achievable throughput per S-D pair. In the analysis of secondary protocol, each primary source node transmits all its packets to the secondary network w. 
can be achieved for each primary source node, which is considered as the lower-bound.
By combining the two bounds, Equation (14) is derived and thus completing the proof.
Noting that the condition of β ≥ 2, β ≥ 1 α− 1 2 and β > 1 corresponding to different ranges of α are needed in the proof to guarantee that there are more than N secondary nodes in each primary cell w.h.p.. By setting a p (n) = √ 2β log n/n, the primary network can achieve the following per-node throughput w.h.p.:
From Equation (15) we can see that the per-node throughput scaling law of primary networks can be improved from Θ(1/ √ n log n) as in the stand-alone network to Θ(1/ log n) with the help of secondary users. We can also find that the density of secondary networks can be sharply reduced to β ≥
2 ) compared with the results β ≥ 2 in [14] , while achieving the same throughput scaling within the primary network.
2) Secondary Network: Using the similar way as the analysis of Equation (13), we can easily get that the transmission also tends to be a single-hop fashion in the secondary network when α > 3 2 , which we will show the details later. In the following, we present the throughput scaling law for the secondary network in a multi-hop fashion.
In order to obtain the throughput scaling law, we first give the following lemmas. Proof: Since the 64-TDMA scheme and the preservation region are adopted, the interference caused by the other concurrent primary or secondary transmitters could be bounded by a constant. This completes the proof.
We note that the interference at a particular receiver only depends on the scheduling scheme in this situation since all of the interference comes from the concurrent transmitters. Therefore we can use the same method to bound the interference although the S-D distance in our model is different from that in [5] .
The next lemma shows the bound of the average number of S-D paths that pass through or originate from each secondary cell.
Lemma 6. The number of secondary S-D paths (including both HDPs and VDPs) passing through or originating from each secondary cell is bounded as Θ(mE
Proof: According to Lemma 1 in Section III, the distance of secondary S-D pair is bounded by Θ(E sd (m)) w.h.p., so it is intuitive that the corresponding HDP (or VDP) has a distance of the same order.
Based on this corollary, we affirm that all the secondary sources of HDPs that passing through or originating from a particular cell should be located in an area of size Θ(E sd (m)× a s (m)) w.h.p.. We assume Θ(E sd (m) × a s (m)) could be bounded by C1 E sd (m) × a s (m) where C1 is a constant independent of m. We proceed the proof following the Lemma 3 in [4] .
Let m h denote the number of HDPs passing through or originating from each secondary cell, by assuming all secondary nodes are sources, the resulting upper bound on m h follows Poisson distribution (λ = m×C 1 Esd(m) a s (m)). Using the well known inequality [16] , for x > λ, where X is a Poisson random variable with parameter λ, we obtain
Similarly, we denote m v as the number of corresponding VDPs, and we also have
From Inequality (16) and Inequality (17), we have
where the last inequality holds due to the union bound. Therefore the probability that there is at least one cell supporting more than 4λ data paths is upper bounded by 2m( . We just show the proof for the case when α = 3 2 , Other cases could be proved in a similar way.
c2 log 3/2 m < 2me
which completes the proof. Note that Lemma 6 is new result for the heterogeneous cognitive radio network setup. Based on Lemma 4-6, we have the following theorem.
Theorem 2. With the predefined model and secondary protocol, the secondary network can achieve the following per-node throughput w.h.p.:
Proof: From Lemma 5 we know that a given TX node in a secondary cell can support a constant data rate of at least K, so each secondary S-D pair can achieve a data rate of at least K divided by the maximum number of data paths that pass through or originate from the secondary cell. We already proved that the number of data paths handled by a particular secondary cell is Θ m Esd (m) a s (m) w.h.p.. Therefore the achievable per-node throughput is of
w.h.p.. This completes the proof.
It should point out that since the given time sharing strategy only incurs a constant penalty (i.e., 1/3) on the achievable throughput and delay within the secondary network and thus will not hurt the scaling law performance of secondary networks. Therefore, Theorem 2 still holds when the secondary network operates as a stand-alone network.
3) Throughput Analysis for Single-hop Fashion: As mentioned before, when α > of primary and secondary networks by adapting the routing scheme to a single-hop fashion.
We have studied the interference for primary and secondary networks in a cellular TDMA model. Since we remain the scheduling scheme unchanged, Lemma 3 and Lemma 5 still hold in this case. Therefore the S-D pair in both networks can transmit data at a constant rate. We give the achievable per-node throughput of the single-hop fashion through the following theorem.
Theorem 3. In our proposed single-hop scheme, the primary and secondary network can achieve the following per-node throughput w.h.p.:
Proof: Since we adopt a single-hop scheme, each S-D pair can transmit data within a particular cell at a constant rate according to Lemma 3 and Lemma 5. Moreover, as stated in the proof of Theorem 1, there are at most Θ(log n) nodes in a primary cell and Θ(log m) nodes in a secondary cell. Therefore, the achievable throughput is at least the transmission rate divided by the number of nodes in a particular cell for both primary and secondary networks. This completes the proof.
D. Delay Analysis
Similar to the throughput analysis, first, we consider the situation when 0 ≤ α ≤ 
1) Primary Network:
First of all, we calculate the traveling time for the N segments of a primary packet to reach the corresponding intermediate destination node within the secondary network. Since the data paths for the N segments are along the route and an active secondary cell (outside all the preservation regions) transmits one packet for each data path passing through it within a secondary time slot. Assuming that there exists a central entity to coordinate the transmission of N packet segments, thus we can guarantee that the N segments depart from the N nodes, move hop by hop along the data paths, and finally reach the corresponding intermediate destination in a synchronized fashion. According to the fluid model, the N segments experience the same delay in Equation (23).
Let Tp and Ts denote the durations of the primary and secondary time slot, respectively. According to the proposed protocols, we have Tp = 64 Ts. Since each secondary time frame is split into three phases and one of them is used for relaying the primary packet, thus each primary packet suffers from the following delay:
where the secondary network delay Ds(m) is defined in Theorem 5. C1 denotes the average time for a primary packet traveling from the primary source node to the N secondary relay nodes, C2 denotes the average time for a primary packet traveling from the intermediate destination node to the final destination node, which C1 and C2 are both constants. In order to obtain a better delay performance, we should make a s (m) as large as we could. However, a larger a s (m) results in a decreased throughput per S-D pair in the secondary network and consequently a decreased throughput for the primary network, for the primary traffic traverse over the secondary network w.h.p..
Before proceeding, we give the following lemma.
Lemma 7. The relationship between a p (n) and a s (m) based on the predefined protocols is as follows:
Proof: According to Theorem 1, the maximum throughput per S-D pair for the primary network is Θ 1 n a p (n) . Since a primary packet is divided into N segments and then routed by N parallel S-D paths within the secondary network, the supported rate for each secondary S-D pair is required to be Θ
. And based on Theorem 2, the corresponding secondary cell size needs to be set as
, where
Substituting Equation (21) into Equation (20), we have the following theorem. 
Dp(n)
2) Secondary Network: The delay performance of the secondary network is given by the following theorem.
Theorem 5. Based on the predefined secondary protocol, the delay is given by
Proof: We first calculate the average number of hops for each packet to reach the destination along the secondary S-D path. Then we use the fact that each hop costs one secondary packet a constant time to derive the average delay for each secondary S-D pair.
We denote E .
Since we use the fluid model, the packet size of each secondary transmission scales proportionally to the throughput λs(m), each packet arriving at a secondary cell will be sent to the next active time slot of the cell. It is clear that, w.h.p.,
which completes the proof.
3) Delay Analysis for Single-hop Fashion:
We provide the delay performance of primary and secondary networks in a single-hop fashion (when α > 3 2 ) through the following theorem.
Theorem 6. Based on the predefined protocols, the primary and secondary network can achieve the following delays,
Proof: According to the analysis of Equation (13), each S-D pair is located in a particular cell w.h.p. in this case. Therefore the packet delay is the time for each packet to reach the destination through single-hop transmission. Recall that there are at most Θ(log n) nodes in a primary cell, the probability that a particular S-D pair is chosen to transmit data during its active time slot is PDelay,P = Θ( 1 log n ). Thus we have Dp(n) = 1 PDelay,P = Θ(log n). For the secondary network, as the preservation regions will not influence the delay in order sense. Hence, we have Ds(m) = Θ(log m).
V. DISCUSSION
In this section, we will discuss how the heterogeneous distribution of S-D and the cooperation between primary and secondary users affect the throughput and delay scaling law of HCRN. Specifically, α measures the S-D distance. The different ranges of α result in different S-D distances and thus affecting the network performance. We can easily find that by introducing the cooperation between primary and secondary users, the per-node throughput of primary networks can be improved to be Θ (1/log n) compared with Θ 1 √ n log n as being a stand-alone network. Further, the number of secondary users required to help improving the PUs throughput can be sharply reduced due to the heterogeneity issue.
A. Near Optimal Performance of Primary Networks
As defined in the protocols, two-thirds of a secondary time frame are allocated to serve the primary users with the time-sharing strategy. Intuitively, the per-node throughput of primary networks should have varied in accordance with that of secondary networks as the S-D distance changes. However, from Fig.3 we will discover that the primary network can achieve the near optimal per-node throughput of Θ( 1 log n ), which is independent of α. The reason is that the SUs are utilized to help PUs transmit data. By setting appropriate value of N , which is defined in Equation (10), the throughput of Θ( 1 log n ) can always be achieved in whatever ranges of α. It is notable that when α > 3 2 or α = 3 2 , the primary network not only can achieve the near optimal per-node throughput but also can obtain the near optimal delay of Θ(log n) and Θ( √ log n) respectively, which is demonstrated in Table II . Table I illustrates the throughput and delay of secondary networks in different ranges of α. According to the protocols previously defined, the proposed time-sharing strategy only incurs a constant penalty on the achievable throughput and delay within the secondary network and thus would not affect the scaling law of secondary networks as being a stand-alone network. As the S-D distance gets shorter with respect to α, there is one way in which the interference caused by the concurrent transmission in a local area is reduced, which consequently results in the throughput of secondary networks increasing. In addition, as the S-D distance tends to be shorter, the number of hops which the secondary packets need to pass through is becoming smaller either. Thus, the delay is decreasing. All of the results are demonstrated in Table I . Table II shows the throughput and delay scaling law of primary networks and we also put the required number of SUs on the table. It is easy to find that as the S-D distance tends to be shorter, the number of SUs required to help PUs becomes smaller, where δ, δ , δ , ε, ε can be chosen as arbitrary small positive values. Noting that when 0 ≤ α < 1, the S-D distance is bounded by Θ (1) and the number of SUs is n 2+ε which turns to be the same result as that in [14] . So our result is more general compared with that in [14] . More remarkable, as the number of SUs will vary due to the heterogeneous S-D distribution, we can appropriately choose the number of SUs thus making the deployment of HCRN economical in practical scenarios.
B. Throughput and Delay of Secondary Networks
C. Economical Deployment of HCRN
VI. CONCLUSION
In this paper, we study the throughput and delay scaling law of heterogeneous cognitive radio networks (HCRN). We propose the rank based model to illustrate the heterogeneity of S-D distribution and the S-D distance varies with respect 
to α. By assuming that the secondary user can pretend to be the primary user, we put forward the corresponding transmission protocols for both primary and secondary networks.
In particular, we show that the primary network can achieve the near optimal per-node throughput with the aid of SUs, which is independent of α. Meanwhile, the scaling law of secondary networks can be kept the same as being a standalone network. Apparently, the cooperation between PUs and SUs will significantly enhance the transmission of the primary network. We also prove that both the primary and secondary networks can achieve near optimal delay in certain ranges of α. Furthermore, we demonstrate that the number of SUs required to help PUs can be sharply reduced due to the heterogeneity of HCRN. This result indicates that the heterogeneity can be utilized to make the network deployment much more economical. 
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