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ON THE EXISTENCE OF STABLE OF UNDULOIDS OF
DIMENSION EIGHT
DAVID HARTLEY
Abstract. In this paper we study the stability of n-dimensional constant
mean curvature unduloids embedded in slabs in Rn+1. We prove that among
the family of half period unduloids stability is determined by whether the
volume is increasing or decreasing along this family provided some conditions
on the volume function are met. We then use this theorem to prove the
existence of stable unduloids of dimension eight.
1. Introduction
We consider the isoperimetric problem for hypersurfaces, Σ, embedded in a slab,
M = [0, d] × Rn ⊂ Rn+1, such that ∂Σ ⊂ ∂M . The free boundary critical points
of the area function under a volume constraint are the constant mean curvature
(CMC) hypersurfaces that meet ∂M orthogonally (we will refer to this as the free
boundary condition). It is further known that these hypersurfaces must be rota-
tionally symmetric, [1, 10], thus they are the Delaunay hypersurfaces, consisting
of catenoids, spheres, cylinders, unduloids, and nodoids [3, 6]. We will reject the
catenoids and nodoids as the former cannot satisfy the boundary conditions, while
the later can only satisfy them after leaving the slab.
To investigate whether these hypersurfaces minimise the area (locally under a
volume constraint), we introduce the concept of stability. A constant mean curva-
ture hypersurface Σ ⊂ Rn+1 is stable if the functional
(1) JΣ(u) =
∫ ‖∇u‖2Σ − |A|2u2 dµΣ∫
u2 dµΣ
is non-negative for all functions u on Σ such that
∫
u dµΣ = 0, where |A| is the
magnitude of the second fundamental form of Σ. When the functional is non-
negative for all functions u, we call the hypersurface strictly stable. This functional
is the second variation of area under the volume constraint and as such any solution
to the isoperimetric problem is stable.
Spheres are known to be stable hypersurfaces [2] and, in fact, the only stable
compact orientable immersion, while half spheres in the slab are also stable by
the same reasoning [1]. A cylinder is stable if and only if its radius is greater
than or equal to d
√
n−1
pi , this was proved in the n = 2 case in [1, 12] and in general
dimensions in [4, 11], with the former paper doing so in with respect to the stronger
condition of dynamic stability of the volume preserving mean curvature flow. The
stability of unduloids is a more complicated topic. Pedrosa and Ritore´, [10], proved
that if 2 ≤ n ≤ 7 then all unduloids are unstable (they also proved that nodoids
are unstable), and that the near spherical unduloids are unstable. However, they
Date: October 23, 2018.
1
ar
X
iv
:1
81
0.
05
94
2v
2 
 [m
ath
.D
G]
  2
1 O
ct 
20
18
2 DAVID HARTLEY
also showed in that paper that if n ≥ 9 there exist stable unduloids. Their proof of
existence was based on a comparison of the area of a degenerate half sphere (where
its apex touches a boundary of the slab) with the area of the cylinder of the same
volume. If n ≥ 9 then the area of the half sphere is smaller, meaning the cylinder
does not solve the isoperimetric problem at this volume. Since the half sphere
is degenerate it does not either, hence an unduloid must solve the isoperimetric
problem at this volume and hence be stable. More recent results [5, 9] considered
the near cylindrical unduloids and showed that the near cylindrical unduloids of
half period are stable if and only if n ≥ 11, with the former paper again doing
so in the context of dynamic stability. Any unduloid with over a half a period is
unstable, as it is no longer a graph over a boundary component of S.
These results have two major gaps. Do their exist stable unduloids of dimension
eight? And what characteristic determines the stability of unduloids? In this paper
we provide a positive answer to the first question, while giving an answer to the
second subject to some conditions.
The paper is organised as follows. In Section 2 we introduce a family of unduloids
and with this are able to state our main theorem. In Section 3 we consider the
functional (1) and recast the concept of stability in terms of an operator. In Section
4 we examine the null space of this operator and in Section 5 we consider how a zero
eigenvalue will vary along the family of unduloids, this allows us to prove the main
theorem. Sections 6, 7, and 8 contain the details of some technical calculations.
Acknowledgement: The author would like to thank Professor Frank Morgan
for his question regarding the isoperimetric problem, which prompted the inclusion
of Remark 2.9.
2. A Family of Rotationally Symmetric CMC Hypersurfaces
In this section we give a representation of unduloids in terms of a profile curve and
use the characteristics of this family to state the main stability theorem. We start
by defining a couple of intermediate functions that will appear in our family. The
first is a function of the parameter that is used to set the period of the hypersurface:
Q(t) :=
{
1−tn−1
1−tn , t ∈ R+\{1},
n−1
n , t = 1,
note that Q is continuously differentiable and strictly decreasing for t > 0 with
Q′(t) =
{
− tn−2(tn−nt+n−1)
(1−tn)2 , t ∈ R+\{1},
−n−12n , t = 1,
and Q(t−1) = tQ(t), so tQ(t) is strictly increasing. The second function we define
is the gradient of the profile curve:
R(x; t) :=
 1|1−t|
√(
(1−(1−t)x)n−1
1−Q(t)+Q(t)(1−(1−t)x)n
)2
− 1, t ∈ R+\{1},√
(n− 1)(1− x)x, t = 1,
where 0 ≤ x ≤ 1. We again note that this function is continuous for t > 0 and
satisfies R(0; t) = R(1; t) = 0 for all t > 0, along with R(1 − x; t−1) = tR(x; t).
From these functions we further define
(2) ζ(x; t) :=
{ ∫ 1
x
R(x˜; t)−1 dx˜, 0 ≤ x < 1,
0, x = 1,
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(3) P (t) := ζ(0; t) =
∫ 1
0
R(x; t)−1 dx,
and let ζ−1(y; t) be the inverse of ζ with respect to its first variable, that is
ζ−1(ζ(x; t); t) = x for all x and t. Also note that P (t−1) = t−1P (t). Through-
out the paper we will use subscripts to denote differentiation of functions with
respect to that variable.
We can now define the family of CMC hypersurfaces, we save the calculations
for Section 6.
Proposition 2.1. The two parameter family of functions
u(z; r, t) :=
Q(r)d
P (t)Q(t)
(
1− (1− r)ζ−1
(
Q(t)P (t)z
Q(r)d
; r
))
,
for r, t > 0 and z ∈
[
0, Q(r)P (r)dQ(t)P (t)
]
define a two parameter family of rotationally
symmetric CMC hypersurfaces with mean curvature
η(t) :=
nQ(t)P (t)
d
,
and such that
uz(0; r, t) = uz
(
Q(r)P (r)d
Q(t)P (t)
; r, t
)
= 0.
We will consider the finite unduloids of length d and fixed period 2d, these are
given by the profile curve
v(z; t) := u(z; t, t) =
d
P (t)
(
1− (1− t)ζ−1
(
P (t)z
d
; t
))
,
have a mean curvature η(t), and have an (n+1)-enclosed volume V (t) := V ol(v(·; t)).
Remark 2.2. Note that η(t−1) = η(t). It was this function that was used in [10] to
prove their instability results, although they used a different parameterisation and
considered the family of with the same mean curvature (not same period). In the
notation of this paper, they proved that if η′(t) > 0 for some t ∈ (0, 1) then v(·; t)
defines an unstable unduloid.
The main theorem of this paper is:
Theorem 2.3. Let n ≥ 2 be such that if t ∈ (0, 1) is such that V ′(t) = 0 then
V ′′(t) 6= 0 and η′(t) < 0. Let t0 ∈ (0, 1], if V ′(t0) < 0 the CMC unduloid defined by
v(·; t0) is unstable. While when V ′(t0) > 0 the CMC unduloid defined by v(·; t0) is
stable.
Remark 2.4. This also covers the t0 > 1 case by symmetry of the hypersurfaces
under the transformation t→ t−1. That is, if t0 > 1 and V ′(t0) < 0, then the CMC
unduloid defined by v(z; t0) is stable, while if V
′(t0) > 0 it is unstable.
Remark 2.5. It is conjectured that the conditions V ′′(t) 6= 0 and η′(t) < 0 when-
ever t ∈ (0, 1) is such that V ′(t) = 0, are satisfied in all dimensions n ≥ 2, however
the relevant integral bounds have not been obtained. In fact, we have the following
conjecture which is stronger than the second condition.
Conjecture 2.6. The function ξ(t) := η(t)n+1V (t) is strictly decreasing on (0, 1)
for n ≥ 2.
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Corollary 2.7. There are stable CMC unduloids of dimension eight.
Proof. In Figure 1 the functions V
′(t)
1−t (blue), V
′′(t) (orange), and ξ′(t) (green),
normalised so that the maximum of their absolute values over the domain (0, 1) is
1, for n = 8 are plotted. V ′(t) has been divided by 1 − t to remove the zero at
t = 1, which is not relevant to the discussion.
0.2 0.4 0.6 0.8 1.0
t
-1.0
-0.5
0.5
1.0
Characteristics of Eight Dimensional Unduloids
V ' (t )/(1-t )
V '' (t )
ξ ' (t )
Figure 1. Plots of dimension eight unduloid characteristics: V
′(t)
1−t
(blue), V ′′(t) (orange), and ξ′(t) (green).
From this it is clear that at a point t0 ∈ (0, 1) where V ′(t0) = 0 we have
ξ′(t0) < 0 and V ′′(t0) 6= 0. Thus the conditions of Theorem 2.3 are met, since
η′(t0) =
ξ′(t0)
9η(t0)9V (t0)
< 0. Further we see that there exists an open interval I ⊂ (0, 1)
such that V ′(t) > 0 on I and hence the unduloids v(·; t) for t ∈ I are stable. 
Remark 2.8. We note that through a change of variables we can write the function
V (t) as:
V (t) =ωn
∫ d
0
v(z; t)n dz
=
ωnd
n
P (t)n
∫ d
0
(
1− (1− t)ζ−1
(
P (t)z
d
; t
))n
dz
=
ωnd
n
P (t)n
∫ 0
1
(1− (1− t)x)n −d
P (t)
R(x; t)−1 dx
=
ωnd
n+1
P (t)n+1
∫ 1
0
(1− (1− t)x)nR(x; t)−1 dx.
Also, note that V (t−1) = V (t) and so V ′(1) = 0.
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Remark 2.9. Despite these unduloids being stable, computations show that they do
not in fact solve the isoperimetric problem. For a particular t ∈ (0, 1) the area of a
cylinder with the same volume as v(; , t) is given by SAc(t) = nω
1
n
n V (t)
n−1
n d
1
n and
the area of the half sphere of the same volume is SAs(t) = 2
−1
n+1 (n+1)ω
1
n+1
n+1V (t)
n
n+1
(provided 2V (t)ωn+1 ≤ dn+1). By subtracting the area of the unduloid:
SAu(t) =nωn
∫ d
0
v(z; t)n−1
√
1 + vz(z; t)2 dz
=
nωnd
n−1
P (t)n−1
∫ d
0
(
1− (1− t)ζ−1
(
P (t)z
d
; t
))n−1√
1 + (1− t)2R
(
ζ−1
(
P (t)z
d
; t
)
; t
)2
dz
=
nωnd
n
P (t)n
∫ 1
0
(1− (1− t)x)n−1
√
R(x; t)−2 + (1− t)2 dx,
from these areas we can plot the difference for dimension eight, see Figure 2.
0.2 0.4 0.6 0.8 1.0
t
-0.08
-0.06
-0.04
-0.02
Differences of Areas of CMC Hypersurfaces with the Same Volume
SAc (t )-SAu (t ) SAs (t )-SAu (t )
Figure 2. Differences in area for a cylinder (blue) and half sphere
(orange) compared to unduloids with the same volume in dimen-
sion eight with d = 1.
The condition for a valid half sphere, 2V (t)ωn+1 ≤ dn+1, is always satisfied. This
shows that any unduloid in dimension eight has a larger area than the corresponding
cylinder and/or half sphere of the same volume.
3. The Stability Operator for CMC Hypersurfaces
We will now recast the problem of stability in terms of an operator applicable
to our situation. We only consider the case where Σ is rotationally symmetric,
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around an axis in the z direction, with free boundary and defined by a profile curve
v : [0, d]→ R+. With this assumption the functional (1) becomes
Jv(u) =
∫
Sn−1
∫ d
0
(
1
1+v2z
u2z +
1
v2 ‖∇˜u‖2Sn−1 − |A|2u2
)
vn−1
√
1 + v2z dz dµSn−1∫
Sn−1
∫ d
0
u2vn−1
√
1 + v2z dz dµSn−1
,
for u : [0, d] × Sn−1 → R that satisfies ∫Sn−1 ∫ d0 uvn−1√1 + v2z dz dµSn−1 = 0 and
the free boundary condition uz|z=0 = uz|z=d = 0.
We perform the function substitution w = u
√
1 + v2z and create the functional
J˜v(w) = Jv
(
w√
1+v2z
)
, for functions w satisfying
∫
Sn−1
∫ d
0
wvn−1 dz dµSn−1 = 0 and
the free boundary condition. The functional is given by (see Lemma 7.1)
J˜v(w) =
∫
Sn−1
∫ d
0
(
‖∇w‖2Σ − (n−1)w
2
v2
)
vn−1√
1+v2z
dz dµSn−1∫
Sn−1
∫ d
0
w2 v
n−1√
1+v2z
dz dµSn−1
.
Due to the symmetry of v(·; t) we only need to prove this is positive on rota-
tionally symmetric functions, see the reasoning [12] (for example). The functional
acting on rotationally symmetric functions is:
J˜v(w) =
∫ d
0
(
w2z
(1+v2z)
3
2
− (n−1)w2
v2
√
1+v2z
)
vn−1 dz∫ d
0
w2 v
n−1√
1+v2z
dz
=
∫ d
0
(
− wzz
(1+v2z)
3
2
+ 3vzvzzwz
(1+v2z)
5
2
− (n−1)vzwz
v(1+v2z)
3
2
− (n−1)w
v2
√
1+v2z
)
wvn−1 dz∫ d
0
w2 v
n−1√
1+v2z
dz
=
∫ d
0
DH(v)[w]wvn−1 dz∫ d
0
w2 v
n−1√
1+v2z
dz
,
where H is the mean curvature functional on rotationally symmetric functions:
H(u) =
−uzz
(1 + u2z)
3
2
+
n− 1
u
√
1 + u2z
.
Since we are only considering functions, w, satisfying
∫ d
0
wvn−1 dz = 0, this can
also be written as
J˜v(w) =
∫ d
0
(
DH(v)[w]−
∫ d
0
DH(v)[w]vn−1 dz∫ d
0
vn−1 dz
)
wvn−1 dz∫ d
0
w2 v
n−1√
1+v2z
dz
,
so J˜v is positive on functions satisfying
∫ d
0
wvn−1 dz = 0 and the free boundary
condition if and only if
A(v)[w] := DH(v)[w]−
∫ d
0
DH(v)[w]vn−1 dz∫ d
0
vn−1 dz
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is positive definite on the same space of functions. However, since A(v) maps
back into functions with weighted mean zero, this is equivalent to proving all its
eigenvalues are greater than zero.
Proposition 3.1. A rotationally symmetric CMC hypersurface defined by the func-
tion v is stable if the operator A(v) : X → X only has positive eigenvalues, where
X := {w : [0, d]→ R : ∫ d
0
wvn−1 dz = 0, wz|z=0 = wz|z=d = 0}.
4. Null Space of the Stability Operator
In order the determine the stability of unduloids in our family, it is necessary to
determine the critical cases, that is at which t does the operator A˜(t) := A(v(·; t))
have a zero eigenvalue when acting on the space of functions:
Xt := {w : [0, d]→ R :
∫ d
0
w(z)v(z; t)n−1 dz = 0, wz|z=0 = wz|z=d = 0}.
A zero eigenvalue of A˜(t) means that the linearised mean curvature operator is
constant, so we first consider this situation without restricting to functions in Xt.
Theorem 4.1. Let w satisfy DH(v(·; t0))[w] = C for some t0 > 0 and C ∈ R. We
have three cases:
• If η′(t0) 6= 0, there exists α, β ∈ R such that
w(z) = αur(z; t0, t0) + βuz(z; t0, t0) +
C
η′(t0)
ut(z; t0, t0).
• If η′(t0) = 0 and t0 6= 1, let k ≥ 2 be the first k such that η(k)(t0) 6= 0, then
there exists α, β ∈ R such that
w(z) = αur(z; t0, t0) + βuz(z; t0, t0) +
C
η(k)(t0)
utk(z; t0, t0).
• If t0 = 1, there exists α, β ∈ R such that
w(z) = α cos
(piz
d
)
+ β sin
(piz
d
)
− Cd
2
pi2
.
Proof. We start by considering the η′(t0) 6= 0 case. By differentiating the equation
H(u(z; r, t)) = η(t) with respect to each of the variables we obtain
(4)
DH(u(z; r, t))[uz(z; r, t)] = 0, DH(u(z; r, t))[ur(z; r, t)] = 0,
DH(u(z; r, t))[ut(z; r, t)] = η
′(t),
so at r = t = t0 we have
(5)
DH(v(z; t0))[uz(z; t0, t0)] = 0, DH(v(z; t0))[ur(z; t0, t0)] = 0,
DH(v(z; t0))[ut(z; t0, t0)] = η
′(t0),
so the statement follows from standard linear second order DE theory provided
uz(z; t0, t0) and ur(z; t0, t0) are linearly independent. To see this is the case we note
that uz(0; t0, t0) = 0 and uz(z; t0, t0) ≡ 0 if and only if t0 = 1, which is excluded
from this case. Therefore the functions are linearly independent if ur(0; t0, t0) 6= 0.
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We have u(z; r, t) = nQ(r)η(t)
(
1− (1− r)ζ−1
(
η(t)z
nQ(r) ; r
))
, so
ur(z; r, t) =
nQ′(r)
η(t)
(
1− (1− r)ζ−1
(
η(t)z
nQ(r)
; r
))
+
nQ(r)
η(t)
ζ−1
(
η(t)z
nQ(r)
; r
)
+
(1− r)Q′(r)z
Q(r)
ζ−1y
(
η(t)z
nQ(r)
; r
)
− n(1− r)Q(r)
η(t)
ζ−1r
(
η(t)z
nQ(r)
; r
)
,
and hence by using ζ−1(0; r) = 1 (and therefore ζ−1(0; r) = 0)
ur(0; r, t) =
n(rQ′(r) +Q(r))
η(t)
=
n(rQ(r))′
η(t)
> 0.
Next we consider the case where η′(t0) = 0 and t0 6= 1. We have
ut(z; r, t) =− nQ(r)η
′(t)
η(t)2
(
1− (1− r)ζ−1
(
η(t)z
nQ(r)
; r
))
− (1− r)η
′(t)z
η(t)
ζ−1y
(
η(t)z
nQ(r)
; r
)
=− η
′(t)
η(t)
(
nQ(r)
η(t)
(
1− (1− r)ζ−1
(
η(t)z
nQ(r)
; r
))
+ (1− r)zζ−1y
(
η(t)z
nQ(r)
; r
))
,
and hence ut(z; t0, t0) ≡ 0, in fact uti(z; t0, t0) ≡ 0 for all i = 1, . . . , k − 1. By now
differentiating the final equation of (4) again with respect to t we obtain
D2H(u(z; r, t))[ut(z; r, t), ut(z; r, t)] +DH(u(z; r, t))[utt(z; r, t)] = η
′′(t)
Therefore DH(v(z; t0))[utt(z; t0, t0)] = η
′′(t0) and it is clear that
DH(v(z; t0))[uti(z; t0, t0)] = η
(i)(t0),
for all i = 1, . . . , k. In particular, DH(v(z; t0))[utk(z; t0, t0)] = η
(k)(t0) 6= 0. The
proof of linear independence of uz(z; t0, t0) and ur(z; t0, t0) is the same as in the
previous case, so we obtain the conclusion.
Lastly, we consider the case when t0 = 1. In this case we use that v(z; 1) =
d
P (1)
to write out the differential equation for w:
DH
(
d
P (1)
)
[w] = −w′′(z)− (n− 1)P (1)
2
d2
w(z) = C,
which, using that P (1) =
∫ 1
0
1√
(n−1)(1−x)x dx =
pi√
n−1 , is easily solved to give the
conclusion. 
Remark 4.2. We note that in the t0 = 1 case, ζ(x; 1) =
2√
n−1 arcsin(
√
1− x) and
hence ζ−1(y; 1) = cos2
(√
n−1y
2
)
= 12 +
1
2 cos(
√
n− 1y). Therefore
ur(z; 1, 1) =
nQ′(1)
η(1)
+
nQ(1)
η(1)
ζ−1
(
η(1)z
nQ(1)
; 1
)
=
d
√
n− 1
2pi
cos
(piz
d
)
.
Also utt(z; 1, 1) ≡ −d
2η′′(1)
pi2 = − (n
2−10n+10)√n−1d
48pi 6= 0, so the second case holds
with k = 2 and uz(z; t0, t0) replaced with sin
(
piz
d
)
.
Corollary 4.3. If V ′(t0) 6= 0 then Null(A˜(t0)) is empty, otherwise it is one di-
mensional and Null(A˜(t0)) = span{vt(z; t0)}.
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Proof. We consider the three cases found in Theorem 4.1 separately and determine
when there is a non-trivial solution in Xt.
When η′(t0) 6= 0 we have w(z) = αur(z; t0, t0) + βuz(z; t0, t0) + Cη′(t0)ut(z; t0, t0)
for some α, β, C ∈ R and so
w′(z) = αurz(z; t0, t0) + βuzz(z; t0, t0) +
C
η′(t0)
utz(z; t0, t0).
Using that uz(0; r, t) = 0 for any r, t > 0 we therefore have w
′(0) = βuzz(0; t0, t0),
and uzz(0; t0, t0) =
(
(n−1)P (t0)
dt0
− η(t0)
)
= η(t0)
(
n−1
nt0Q(t0)
− 1
)
using the CMC
equation. So uzz(0; t0, t0) = 0 if and only if t0 = 1 (using that tQ(t) is increasing),
which is excluded from this case, and hence we require β = 0. Next we use that
since uz
(
η(r)d
η(t) ; r, t
)
= 0 we have
(6) uzz
(
η(r)d
η(t)
; r, t
)
η′(r)d
η(t)
+ uzr
(
η(r)d
η(t)
; r, t
)
= 0,
and
(7) − uzz
(
η(r)d
η(t)
; r, t
)
η(r)η′(t)d
η(t)2
+ uzt
(
η(r)d
η(t)
; r, t
)
= 0,
to conclude that
w′(d) = −αη
′(t0)d
η(t0)
uzz(d; t0, t0) +
Cd
η(t0)
uzz(d; t0, t0) =
d(C − αη′(t0))
η′(t0)
uzz(d; t0, t0).
We use that uzz(d; t0, t0) =
(n−1)P (t0)
d − η(t0) = η(t0)
(
n−1
nQ(t0)
− 1
)
, which again is
zero only in the excluded t0 = 1 case (since Q(t) is decreasing), to conclude that
α = Cη′(t0) . Hence w(z) =
C
η′(t0)
(ur(z; t0, t0) + ut(z; t0, t0)) =
C
η′(t0)
vt(z; t0) with
C 6= 0. We now calculate the weighted integral:∫ d
0
C
η′(t0)
vt(z; t0)v(z; t0)
n−1 dz =
C
nωnη′(t0)
V ′(t0),
and hence we require V ′(t0) = 0 for the null space to be non-empty, in which case
a spanning function is vt(z; t0).
Next we consider when η′(t0) = 0 and t0 6= 1, so
w(z) = αur(z; t0, t0) + βuz(z; t0, t0) +
C
η(k)(t0)
utk(z; t0, t0).
As above we use that w′(z) = αurz(z; t0, t0) + βuzz(z; t0, t0) + Cη(k)(t0)utkz(z; t0, t0)
to obtain w′(0) = βuzz(0; t0, t0) and conclude that β = 0. By differentiating (7)
another k − 1 times and using that η(i)(t0) = 0 for all i = 1, . . . , k − 1 we obtain
−uzz(d; t0, t0)η
(k)(t0)d
η(t0)
+ uztk(d; t0, t0) = 0,
and hence by also using (6) we obtain
w′(d) = −αη
′(t0)d
η(t0)
uzz(d; t0, t0) +
Cd
η(t0)
uzz(d; t0, t0) =
Cd
η(t0)
uzz(d; t0, t0).
Therefore C = 0, in which case w(z) = αur(z; t0, t0) with α 6= 0. However,
since ut(z; t0, t0) ≡ 0 we can also write this as w(z) = αvt(z; t0) and obtain
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0
w(z)v(z; t0)
n−1 dz = αnωnV
′(t0), so we again require V ′(t0) = 0 for the null
space to be non-empty, in which case the spanning function is vt(z; t0).
Finally, we consider the case t0 = 1. In this case
w(z) = α cos
(piz
d
)
+ β sin
(piz
d
)
− Cd
2
pi2
.
From w′(z) = pid
(−α sin (pizd )+ β cos (pizd )), we again see that w′(0) = 0 if and only
if β = 0, but now w′(d) = 0 gives no further condition. We consider the weighted
integral, using that v(z; 1) = d
√
n−1
pi :∫ d
0
w(z)v(z; 1)n−1 dz =
(
d
√
n− 1
pi
)n−1 ∫ d
0
α cos
(piz
d
)
− Cd
2
pi2
dz
=− Cd
n+2(n− 1)n−12
pin+1
,
and hence we require C = 0. Therefore, the null space is one dimensional with span-
ning function cos
(
piz
d
)
, since V ′(1) = 0 and cos
(
piz
d
)
= 2piα
d
√
n−1vt(z; 1) we complete
the theorem. 
Remark 4.4. From the formula:
∫
A(v)[w]wvn−1 dz∫
w2 v
n−1√
1+v2z
dz
= Jv(w) =
∫ ( w2z
(1+v2z)
3
2
− (n−1)w2
v2
√
1+v2z
)
vn−1 dz∫
w2 v
n−1√
1+v2z
dz
,
it is easily seen that all eigenvalues of A˜(t) are real and form a sequence going to
infinity. It also shows that they are greater than or equal to −(n−1)minz∈[0,d] v(·;t)2 . This
lower bound and Chapter 4 Theorem 3.16 in Kato [7] ensures that for any eigenvalue
λj(t) that changes sign, it must do so by moving through 0.
5. Variation of a Zero Eigenvalue
In this section we determine how an eigenvalue of A˜ that becomes zero, varies in
a neighbourhood of its zero value. To do this we need to alter the operators so that
they are all defined on the same domain. To this end we introduce the projections
W (t)[u] := u(z)−
∫ d
0
u(z)v(z; t)n−1 dz∫ d
0
v(z; t)n−1 dz
,
which are bijections between the projected spaces Xt, that is W (t) : Xr → Xt is a
bijection for any r, t > 0. Also note that W (r) ◦W (t) = W (r). Now we define the
family of operators B(t) : X1 → X1 given by:
B(t) = W (1) ◦ A˜(t) ◦W (t) = W (1) ◦DH(v(·; t)) ◦W (t),
and note that since A˜(t) = W (t) ◦DH(v(·; t)), we have A˜(t) = W (t) ◦B(t) ◦W (1).
Lemma 5.1. B(t) has the same spectrum as A˜(t).
Proof. This follows directly from the formulas above. If u ∈ Xt is an eigenfunction
of A˜(t), then W (1)[u] ∈ X1\{0} is an eigenfunction of B(t) with the same eigenvalue
and similarly if u ∈ X1 is an eigenfunction of B(t), then W (t)[u] ∈ Xt\{0} is an
eigenfunction of A˜(t) with the same eigenvalue. 
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By Corollary 4.3 any zero eigenvalue of B(t) has multiplicity 1. To see that it is
in fact simple we ensure that a spanning vector, W (1)[vt(·; t)], is not in the range.
This is not quite trivial since B(t) is not self adjoint. However, a solution w¯ ∈ X1
to the differential equation W (1)[DH(v(z; t0))[W (t0)[w¯]]] = W (1)[vt(z; t0)] exists
if and only if W (t0)[DH(v(z; t0))[W (t0)[w¯]]] = vt(z; t0) (using that vt(·; t0) ∈ Xt0).
The operator W (t0) ◦DH(v(·; t0)) ◦W (t0) is self adjoint on Xt0 and vt(·; t0) is an
element of its null space, so the differential equations have no solutions. Therefore,
any zero eigenvalue of B(t) is simple.
To prove the existence of continuously differentiable eigenvalues and eigenfunc-
tions we will use Proposition I.7.2 of [8]. For this we need to find a function for
which B(t) is the linearisation. We define v¯(·; t) = W (1)[v(·; t)] and start with a
lemma that we prove in Section 8.
Lemma 5.2. For each t > 0 there exist open neighbourhoods of v¯(·; t), Ut ⊂ X1,
and t, Vt ⊂ R, and a function ψt : Ut × Vt → Xt such that
• W (1)[ψt(u¯, r)] = u¯ for all (u¯, r) ∈ Ut × Vt,
• ωn
∫ d
0
ψt(u¯, r)
n dz = V (r) for all (u¯, r) ∈ Ut × Vt, and
• W (1)[u] = u¯ and ∫ d
0
u(z)n dz = V (r) for (u, u¯, r) ∈ R(ψt)× Ut × Vt if and
only if u = ψt(u¯, r).
In particular, there exists a neighbourhood of t, It ⊂ R, such that ψt(v¯(·; r), r) =
v(·; r) for all r ∈ It.
Furthermore,
Du¯ψt(u¯, r)[w¯] = w¯ −
∫ d
0
w¯(z)ψt(u¯, r)(z)
n−1 dz∫ d
0
ψt(u¯, r)(z)n dz
,
for all (u¯, r) ∈ Ut × Vt and w¯ ∈ X1. In particular, Du¯ψt(v¯(·; r), r)[w¯] = W (r)[w¯]
for all w¯ ∈ X1 and r ∈ It.
We now define the function Ft : Ut×Vt → X1 by Fr,t(u¯, r) = W (1)[H(ψt(u¯, r))].
It is easily seen that Ft(v¯(·; r), r) = 0 and Du¯Ft(v¯(·; r), r)[w¯] = B(t)[w¯]. Therefore
by Proposition I.7.2 of [8] the zero eigenvalue will vary smoothly with r in a neigh-
bourhood of t. That is, let t0 > 0 be such that V
′(t0) = 0 then there exists an
open neighbourhood of t0, Jt0 ⊂ It0 , and a smoothly varying family of functions
w : X1 × Jt0 → R, such that λ ∈ C∞(Jt0 ,R), λ(t0) = 0, w(·; t0) = 0 and
B(t)[v¯t(z; t0) + w(z; t)] = λ(t)(v¯t(z; t0) + w(z; t)).
We can also take
∫ d
0
v¯t(z; t0)w(z; t) dt = 0 for all t ∈ Jt0 .
Lemma 5.3.
λ′(t0) =
−V ′′(t0)η′(t0)
nωn
∫ d
0
vt(z; t0)2v(z; t0)n−1 dz
Proof. We replace B(t) with W (1)◦DH(v(·; t))◦W (t) and use that W (t)[v¯t(z; t0)] =
W (t)[vt(z; t0)]:
W (1)[DH(v(z; t))[W (t)[vt(z; t0) + w(z; t)]]] = λ(t)(v¯t(z; t0) + w(z; t)).
Calculating its t derivative at t = t0 gives:
W (1)[D2H(v(z; t0))[vt(z; t0), vt(z; t0)]]
+W (1)[DH(v(z; t0))[W
′(t0)[vt(z; t0)] +W (t0)[wt(z; t0)]]] = λ′(t0)v¯t(z; t0).
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We apply W (t0) to the equation to obtain
W (t0)[D
2H(v(z; t0))[vt(z; t0), vt(z; t0)]]
+W (t0)[DH(v(z; t0))[W
′(t0)[vt(z; t0)] +W (t0)[wt(z; t0)]]] = λ′(t0)vt(z; t0).
Next we use that since H(v(z; t)) = η(t), then DH(v(z; t))[vt(z; t)] = η
′(t) and
D2H(v(z; t)[vt(z; t), vt(z; t)] +DH(v(z; t))[vtt(z, t)] = η
′′(t), to obtain
(8)
W (t0)[DH(v(z; t0))[W
′(t0)[vt(z; t0)]+W (t0)[wt(z; t0)]−vtt(z; t0)]] = λ′(t0)vt(z; t0),
where we used that W (t0)[η
′′(t0)] = 0.
We now consider V (t) = ωn
∫ d
0
v(z; t)n dz. From this we see that
V ′(t) = nωn(I −W (t))[vt(z; t)]
∫ d
0
v(z; t)n−1 dz,
and
V ′′(t) =nωn ((I −W (t)) [vtt(z; t)]−W ′(t)[vt(z; t)])
∫ d
0
v(z; t)n−1 dz
+ n(n− 1)ωn(I −W (t))[vt(z; t)]
∫ d
0
vt(z; t)v(z; t)
n−2 dz.
Hence
V ′′(t0) = nωn ((I −W (t0)) [vtt(z; t0)]−W ′(t0)[vt(z; t0)])
∫ d
0
v(z; t0)
n−1 dz,
and
W ′(t0)[vt(z; t0)] = (I −W (t0))[vtt(z; t0)]− V
′′(t0)
nωn
∫ d
0
v(z; t0)n−1 dz
.
Substituting this into (8) gives
W (t0)[DH(v(z; t0))[W (t0)[wt(z; t0)−vtt(z; t0)− V
′′(t0)
nωn
∫ d
0
v(z; t0)n−1 dz
]]] = λ′(t0)vt(z; t0).
Multiplying by vt(z; t0)v(z; t0)
n−1 and integrating gives:
λ′(t0) =
∫ d
0
DH(v(z; t0))[W (t0)[wt(z; t0)− vtt(z; t0)]]vt(z; t0)v(z; t0)n−1 dz∫ d
0
vt(z; t0)2v(z; t0)n−1 dz
− V
′′(t0)
∫ d
0
DH(v(z; t0))[1]vt(z; t0)v(z; t0)
n−1 dz
nωn
∫ d
0
v(z; t0)n−1 dz
∫ d
0
vt(z; t0)2v(z; t0)n−1 dz
,
where the projections vanish due to vt(z; t0) ∈ Xt0 . Using the self adjointness
of DH(v(·; t)) (with respect to the weight v(·; t0), for functions satisfying the free
boundary condition) and
DH(v(z; t0))[vt(z; t0)] = η
′(t0),
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this becomes:
λ′(t0) =
η′(t0)
∫ d
0
W (t0)[wt(z; t0)− vtt(z; t0)]v(z; t0)n−1 dz∫ d
0
vt(z; t0)2v(z; t0)n−1 dz
− η
′(t0)V ′′(t0)
∫ d
0
v(z; t0)
n−1 dz
nωn
∫ d
0
v(z; t0)n−1 dz
∫ d
0
vt(z; t0)2v(z; t0)n−1 dz
,
and the result follows since W (t0) projects into Xt0 . 
We can now prove the main theorem.
Proof of Theorem 2.3. We start by labeling the critical points of V as t0 = 1, t1,
t2, etc. in decreasing order, i.e. V
′(ti) = 0 and 0 < ti+1 < ti for all i.
Suppose at some τ ∈ (ti+1, ti) the eigenvalues of A˜(τ) are all positive and
V ′(τ) > 0. Both these things must remain true for A˜(t) for all t ∈ (ti+1, ti).
Therefore immediately after the critical point at ti+1, V
′(t) > 0 and, since we as-
sume no critical points of V are degenerate, ti+1 must be a minimum of V and
hence V ′′(ti+1) > 0. From Lemma 5.3 and since we assume η′(t0) < 0 this means
that the critical eigenvalue (with multiplicity one) is increasing at this point and
hence is negative immediately prior to ti+1. Thus for t ∈ (ti+2, ti+1) we have that
V ′(t) < 0 and A˜(t) has a single negative eigenvalue.
Next suppose at some τ ∈ (ti+1, ti), A˜(τ) has a single negative eigenvalue, the
rest are strictly positive, and V ′(τ) < 0. These things must remain true for A˜(t) for
all t ∈ (ti+1, ti). Therefore immediately after the critical point ti+1, V ′(t) < 0 and,
since we assume no critical points of V are degenerate, ti+1 must be a maximum
of V and hence V ′′(ti+1) < 0. From Lemma 5.3 and since we assume η′(t0) < 0
this means that the critical eigenvalue (with multiplicity one) is decreasing at this
point and hence is positive immediately prior to ti+1. Thus for t ∈ (ti+2, ti+1) we
have that V ′(t) > 0 and A˜(t) has only positive eigenvalues.
As these two cases alternate, we have covered all cases if we can show that on
some interval (a, 1) one of them is true. However, this was proved in [5]. In fact,
there it was shown that for 2 ≤ n ≤ 10, V (t) has a local minimum and the critical
eigenvalue has a local maximum at t = 1, so that there exists  > 0 such that
for t ∈ (1 − , 1), A˜(t) has a single negative eigenvalue and V ′(t) < 0. While for
n ≥ 11, V (t) has a local maximum and the critical eigenvalue has a local minimums
at t = 1, so that there exists  > 0 such that for t ∈ (1− , 1), A˜(t) has only positive
eigenvalues and V ′(t) > 0. By Proposition 3.1, stability of the hypersurface defined
by v(·; t) follows from A˜(t) having only positive eigenvalues and it is also clear that
if A˜(t) has negative eigenvalues then the hypersurface is unstable. Hence we have
proved the result. 
Remark 5.4. In [5] the details are given for the operator which is the negative
of A˜(t), hence the eigenvalue signs are switched. Also, instead of using V (t), the
eigenvalue formulas are written in terms of the function C
V (t)
1
n
. Finally, the family
of height functions is parameterised by the different parameter s = 1−t1+t .
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6. Mean Curvature Calculation for the Family of Hypersurfaces
Here we prove Proposition 2.1. When r = 1, u(z; 1, t) = (n−1)dnP (t)Q(t) and the
proposition follows trivially. We now assume r 6= 1 and note that
ζ−1y (y; t) =
1
ζx(ζ−1(y; t); t)
= −R(ζ−1(y; t); t).
Therefore
uz(z; r, t) = (1− r)R
(
ζ−1
(
Q(t)P (t)z
Q(r)d
; r
)
; r
)
.
Using ζ−1(0; r) = 1 and ζ−1(P (r); r) = 0 we obtain uz(0; r, t) = (1− r)R(1; r) = 0
and uz
(
Q(r)P (r)d
Q(t)P (t) ; r, t
)
= (1− r)R(0; r) = 0.
Next define S(x; r) := (1−(1−r)x)
n−1
1−Q(r)+Q(r)(1−(1−r)x)n , and take its x-derivative:
Sx(x; r) = −(1− r)
(
n− 1
1− (1− r)x − nQ(r)S(x; r)
)
S(x; r).
Therefore, from R(x; r) = 1|1−r|
√
S(x; r)2 − 1 we have:
Rx(x; r) =
S(x; r)Sx(x; r)
|1− r|√S(x; r)2 − 1
=
−S(x; r)2
(1− r)R(x; r)
(
n− 1
1− (1− r)x − nQ(r)S(x; r)
)
=− (1− r)
2R(x; r)2 + 1
(1− r)R(x; r)
(
n− 1
1− (1− r)x − nQ(r)
√
(1− r)2R(x; r)2 + 1
)
.
So that, with x = ζ−1
(
Q(t)P (t)z
Q(r)d ; r
)
, we have
uzz(z; r, t) =
Q(t)P (t)
(
(1− r)2R(x; r)2 + 1)
Q(r)d
(
n− 1
1− (1− r)x − nQ(r)
√
(1− r)2R(x; r)2 + 1
)
=
Q(t)P (t)
(
uz(z; r, t)
2 + 1
)
Q(r)d
 n− 1
Q(t)P (t)
Q(r)d u(z; r, t)
− nQ(r)
√
uz(z; r, t)2 + 1

=
(
uz(z; r, t)
2 + 1
)( n− 1
u(z; r, t)
− nQ(t)P (t)
d
√
uz(z; r, t)2 + 1
)
.
The result now follows from the formula for H(u) for rotationally symmetric func-
tions.
7. Calculation of the Stability Functional
Lemma 7.1.
J˜v(w) =
∫
Sn−1
∫ d
0
(
‖∇w‖2Σ − (n−1)w
2
v2
)
vn−1√
1+v2z
dz dµSn−1∫
Sn−1
∫ d
0
w2 v
n−1√
1+v2z
dz dµSn−1
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Proof. To perform the substitution u = w√
1+v2z
in Jv(u), we start by calculating
the
u2zu
n−1√
1+v2z
term:
u2zu
n−1√
1 + v2z
=
(
w2z
1 + vz
− 2vzvzzwwz
(1 + v2z)
2
+
v2zv
2
zzw
2
(1 + v2z)
3
)
vn−1√
1 + v2z
=
∂
∂z
(−vn−1vzvzzw2
(1 + v2z)
5
2
)
+
(
w2z
1 + vz
+
v2zv
2
zzw
2
(1 + v2z)
3
)
vn−1√
1 + v2z
+
(
(n− 1)v2zvzzw2
v(1 + v2z)
2
+
v2zzw
2
(1 + v2z)
2
+
vzvzzzw
2
(1 + v2z)
2
− 5v
2
zv
2
zzw
2
(1 + v2z)
3
)
vn−1√
1 + v2z
.
Now we differentiate −vzz
(1+v2z)
3
2
+ n−1
v
√
1+v2z
= constant with respect to z to obtain:
−vzzz
(1 + v2z)
3
2
+
3vzv
2
zz
(1 + v2z)
5
2
− (n− 1)vz
v2
√
1 + v2z
− (n− 1)vzvzz
v(1 + v2z)
3
2
= 0,
so that
u2zu
n−1√
1 + v2z
=
∂
∂z
(−vn−1vzvzzw2
(1 + v2z)
5
2
)
+
(
w2z
1 + vz
− v
2
zv
2
zzw
2
(1 + v2z)
3
)
vn−1√
1 + v2z
+
(
v2zzw
2
(1 + v2z)
2
− (n− 1)v
2
zw
2
v2(1 + v2z)
)
vn−1√
1 + v2z
=
∂
∂z
(−vn−1vzvzzw2
(1 + v2z)
5
2
)
+
(
w2z
1 + vz
+
v2zzw
2
(1 + v2z)
3
− (n− 1)v
2
zw
2
v2(1 + v2z)
)
vn−1√
1 + v2z
.
Using that for a rotationally symmetric hypersurface |A|2 = n−1v2(1+v2z) +
v2zz
(1+v2z)
3 ,
J˜v(w) =
∫
Sn−1
∫ d
0
(
w2z
1+vz
− (n−1)(v2z+1)w2v2(1+v2z) +
1
v2 ‖∇˜w‖2Sn−1
)
vn−1√
1+v2z
dz dµSn−1∫
Sn−1
∫ d
0
w2 v
n−1√
1+v2z
dz dµSn−1
=
∫
Sn−1
∫ d
0
(
‖∇w‖2Σ − (n−1)w
2
v2
)
vn−1√
1+v2z
dz dµSn−1∫
Sn−1
∫ d
0
w2 v
n−1√
1+v2z
dz dµSn−1
.

8. Existence of the Inverse Projection
In this section we prove Lemma 5.2. Fix t > 0 and define Φ : X1 × R ×Xt →
X1 × R such that
Φ(u¯, r, u) =
(
W (1)[u]− u¯, ωn
∫ d
0
u(z)n dz − V (r)
)
and consider it’s linearisation with respect to u:
DuΦ(u¯, r, u)[w] =
(
W (1)[w], nωn
∫ d
0
w(z)u(z)n−1 dz
)
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If we evaluate at (v¯(·; t), t, v(·; t)), noting that Φ(v¯(·; t), t, v(·; t)) = (0, 0), we obtain
DuΦ(v¯(·; t), t, v(·; t))[w] =
(
W (1)[w], nωn
∫ d
0
v(z; t)n−1 dz(I −W (t))[w]
)
.
If w is in the null space of DuΦ(v¯(·; t), t, v(·; t)) then:
W (1)[w] = 0 and (I −W (t))[w] = 0.
Therefore w = (I −W (t))[w] + W (t)[w] = 0 + W (t)[W (1)[w]] = W (t)[0] = 0. So,
DuΦ(v¯(·; t), t, v(·; t)) is a Banach space isomorphism for any t > 0 and the existence
of ψt follows from the implicit function theorem.
The formula for the derivative follows by taking the derivative of Φ˜t(u¯, r) =
Φ(u¯, r, ψt(u¯, r)) = (0, 0) with respect to u¯. That is:(
W (1)[Du¯ψt(u¯, r)[w¯]]− w¯, nωn
∫ d
0
Du¯ψt(u¯, r)[w¯]ψt(u¯, r)
n−1 dz
)
= (0, 0).
By the first condition Du¯ψt(u¯, r)[w¯] = w¯ + C, and substitution into the second
condition gives ∫ d
0
w¯ψt(u¯, r)
n−1 dz + C
∫ d
0
ψt(u¯, r)
n−1 dz = 0,
resulting in the formula given.
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