Abstract. An optimal first-order global regularity theory, in spaces of functions defined in terms of oscillations, is established for solutions to Dirichlet problems for the p-Laplace equation and system, with right-hand side in divergence form. The exact mutual dependence among the regularity of the solution, of the datum on the right-hand side, and of the boundary of the domain in these spaces is exhibited. A comprehensive formulation of our results is given in terms of Campanato seminorms. New regularity results in customary function spaces, such as Hölder, BMO and VMO spaces, follow as a consequence. Importantly, the conclusions are new even in the linear case when p = 2, and hence the differential operator is the plain Laplacian. Yet in this classical linear setting, our contribution completes and augments the celebrated Schauder theory in Hölder spaces, and complements the Jerison-Kenig gradient theory in Lebesgue spaces with a parallel in the oscillation spaces realm. The sharpness of our results is demonstrated by apropos examples.
Introduction
We are concerned with the Dirichlet problem for the p-Laplace system
Here, the exponent p ∈ (1, ∞), Ω is a bounded open set in R n , with n ≥ 2, the function F : Ω → R N ×n , with N ≥ 1, is given, u : Ω → R N is the unknown, and ∇u : Ω → R N ×n denotes its gradient. Under the assumption that F ∈ L p ′ (Ω), where p ′ = p p−1 , one has that div F belongs to the dual of the Sobolev space W 1,p 0 (Ω). Hence, a weak solution u ∈ W 1,p 0 (Ω) to problem (1.1) is well defined, and its existence and uniqueness follow via standard variational methods.
The present paper focuses on global -namely up to the boundary -higher regularity properties of ∇u inherited from those of F. Specifically, we offer a sharp global Schauder regularity theory for norms depending on oscillations of ∇u. Campanato type norms provide a suitable framework for a unified formulation of such a theory. Membership of the gradient of the solution u to problem (1.1) in Campanato type spaces depends on both the regularity of the datum F and that of the boundary ∂Ω in the same kind of spaces. Our results provide an exact description of the interplay among these three pieces of information, and show that the required balance among them is qualitatively independent of the dimensions n and N , and of p . Their optimality is demonstrated via a precise analysis of the behaviour of the solutions in suitable model problems. Proofs entail the development of new decay estimates on balls near the boundary, that rely upon an unconventional flattening technique exploiting local coordinates which depend on the radius of the balls.
Although our primary interest is in nonlinear problems, the conclusions to be presented are new, and best possible, even in the linear case when p = 2, namely when the differential operator in (1.1) is just the Laplacian. Interestingly, since our results also admit a local version, they provide novel optimal gradient regularity properties up to the boundary also for harmonic functions vanishing on a subset of ∂Ω. This can be regarded as a counterpart, in the scale of norms depending on oscillations, of the sharp L q gradient regularity theory for linear equations developed in [JeKe] , and of the L ∞ gradient bounds of [Ma1] .
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As far as genuinely nonlinear problems -corresponding to p = 2 -are concerned, global BMO regularity is an important new consequence of our general estimates, which actually cover the whole region between BMO and Hölder spaces, including, for instance, spaces defined in terms of a general modulus of continuity. In fact, on providing sharp quantitative information, our results also enhance the classical global theory, where Hölder norms are employed to describe the regularity of F, ∂Ω and ∇u.
The local Hölder gradient regularity of solutions to the system in (1.1), in the homogeneous case when F = 0 and for p ≥ 2, goes back to the paper [Uh] , after which systems involving differential operators depending only on the length of the gradient are usually called with Uhlenbeck structure. The same result in the scalar case (N = 1) had been earlier established in [Ur] for every p ∈ (1, ∞). Unlike the case of systems, the Uhlenbeck structure is not needed for the regularity of solutions in the scalar case, as shown in the papers [Di, Ev, Le, To] . The contribution [Uh] was extended to the situation when 1 < p < 2 in [AcFu] and in [ChDi] , the latter paper also including non-vanishing right-hand sides and parabolic problems. The local BMO gradient regularity for solutions to (1.1) is proved, for p ≥ 2, in [DiMa] . A version of that result, which holds for every p ∈ (1, ∞), and for F in more general Campanato type spaces, has recently been obtained in [DKS] , but still in local form.
The global regularity theory is not as developed as the local one. The Hölder gradient regularity for equations of p-Laplacian type, in domains whose boundary has also Hölder continuous firstorder derivatives, can be traced back to [Li] . The result for systems (with Uhlenbeck structure) was achieved in [ChDi] for domains of the same kind. However, we stress that our result provide us with the best possible Hölder exponent for first-order derivatives of the solution depending on the Hölder exponent of the first-order derivatives of the boundary, whereas the conclusions of [Li] and [ChDi] do not yield any explicit mutual dependence of these exponents. Moreover, the righthand sides considered in [Li] and [ChDi] are not in divergence form, and hence the system in (1.1) cannot be reduced to the form of those papers in general. Right-hand sides in non-divergence form also appear in [CiMa1, CiMa2] , where L ∞ gradient estimates, under minimal boundary regularity assumptions, are established. Results on global BMO regularity seem to be still completely missing in the existing literature. Filling a gap in this major special instance was one of the original motivations for our research.
Further contributions on gradient regularity up to the boundary for systems and variational problems with Uhlenbeck structure, or perturbations of it, are [BMSV, Fo, FPV, Ha1] . Partial boundary regularity, i.e. regularity at the boundary outside subsets of zero (n − 1)-dimensional Hausdorff measure, for nonlinear elliptic systems with general structure, is proved in [DKM, KrM] (see also [Ha2] for a special case). Related results on regular boundary points can be found in [Be, Gr] .
Main results
Our comprehensive result, stated in Theorem 2.1, is formulated in terms of Campanato type seminorms · L ω(·) (Ω) , associated with parameter-functions ω : [0, ∞) → [0, ∞) which will be assumed to be continuous and non-decreasing in what follows. These seminorms are defined as
|f − f Ω∩Br (x) | dy, (2.1) for a real, vector or matrix-valued integrable function f in Ω. Here, B r (x) denotes a ball of radius R and centered at x, − stands for averaged integral, and f E for the mean value of f over a set E. As hinted above, and will be specified below, the spaces L ω(·) (Ω) are a family of spaces that, depending on the choice of ω, may consist of continuous functions with modulus of continuity ω, of continuous functions with a slightly worse modulus of continuity, or also include discontinuous and unbounded functions, but with a degree of integrability depending on ω. In the borderline case corresponding to ω(r) = 1, L ω(·) (Ω) agrees with the space BMO(Ω) of functions of bounded mean oscillation in Ω. Observe that, as a consequence of the John-Nirenberg lemma for functions in BMO(Ω), replacing the integral − Ω∩Br(x) |f − f Ω∩Br(x) | dy by − Ω∩Br(x) |f − f Ω∩Br(x) | q dy 1 q on the right-hand side of equation (2.1) results in an equivalent seminorm for every q > 1. We denote by C 0,ω(·) (Ω) the space of functions f in Ω endowed with the seminorm (2.2) f C 0,ω(·) (Ω) = sup
x, y ∈ Ω x = y |f (x) − f (y)| ω(|x − y|) .
Plainly, if ω(0) = 0, then C 0,ω(·) (Ω) is a space of uniformly continuous functions in Ω, with modulus of continuity not exceeding ω. If ω(r) = r β for some β ∈ (0, 1], then C 0,ω(·) (Ω) coincides with the space of Hölder continuous functions with exponent β, that will simply be denoted by C 0,β (Ω), as customary. The space of functions obtained on replacing f by ∇f in the definition of the seminorm (2.2) will be denoted by C 1,ω(·) (Ω). The meaning of the notation C 1,β (Ω) is analogous. Of course, when Ω is bounded, only the behavior of ω near 0 is relevant in the definitions of C 0,ω(·) (Ω) and
It is easily seen that
for every parameter function ω, where the arrow " → " stands for continuous embedding. A reverse embedding holds if ω(r) = r β , for any β ∈ (0, 1], provided that Ω is regular enough -a bounded Lipschitz domain, for instance. However, it may fail if ω does not decay to 0 rapidly enough. In fact, functions in L ω(·) (Ω) need not even be (locally) bounded on Ω. We shall be more precise about this issue below. In view of our applications, an additional property will be imposed on parameter functions ω. We shall assume that the function ω(r)r −β 0 is almost decreasing for a suitable exponent β 0 = β 0 (n, N, p). Such an exponent depends on the optimal Hölder exponent for gradient regularity of p-harmonic functions, namely local solutions to the system in (1.1) with F = 0. This amounts to requiring that
for some constant c ω . Such an assumption is clearly undispensable, due to the maximal regularity enjoyed by p-harmonic functions. The explicit value of β 0 , in the case when n = 2 and N = 1, has been detected in [IwMa] . When writing ∂Ω ∈ X for some function space X, we mean that Ω is a bounded open set, which, in a neighbourhood of each point of ∂Ω, agrees with the subgraph of a function of (n − 1) variables that belongs to X. Similarly, the notation ∂Ω ∈ W 1 X has to be understood in the sense that such function is weakly differentiable, and its weak derivatives belong to the space X.
Theorem 2.1, as well as the other results of this paper, are most neatly formulated in terms of the nonlinear expression |∇u| p−2 ∇u appearing under the divergence operator in the system in (1.1). As shown in several recent contributions, this is a proper expression to use in the description of the regularity of solutions to p-Laplacian type equations and systems -see e.g. [BCDKS, CiMa3, CiMa4, CiMa5, DKS, AKM, KuMi1, KuMi2] .
for some parameter function σ. Let ω be a parameter function satisfying condition (2.4). Assume that F ∈ L ω(·) (Ω) and let u be the solution to the Dirichlet problem (1.1). There exists constants δ = δ(p, N, ω, Ω) and C = C(p, N, ω, Ω) such that, if (2.5) sup
in the sense that not only the finiteness of the supremum in (2.5), but also its smallness cannot be dispensed with. This can be demonstrated yet in the simplest situation when n = 2, N = 1 and p = 2 to which we alluded above, namely for the scalar Dirichlet problem for the Poisson equation in the plane (2.8)
This is the content of Theorem 2.2, that tells us that the conclusion of Theorem 2.1 may fail if the supremum on the left-hand side of equation (2.5), though finite, is not small enough.
On the other hand, if instead ω(r) decays so fast to 0 as r → 0 + that (2.9) 0 ω(r) r dr < ∞, then condition (2.5) can still be slightly relaxed, by requiring that its left-hand side is just finite, and hence allowing for the choice ω = σ. This is stated in Therorem 2.6 below, which also asserts that, under condition (2.9), the function |∇u| p−2 ∇u is uniformly continuous, with a modulus of continuity depending on ω and p. 
and (2.11) sup
Remark 2.3. The result of Theorem 2.1 has a local nature. Indeed, it will be clear from its proof that, under the same assumptions on F and ∂Ω, if B R is a ball centered on ∂Ω, then |∇u| p−2 ∇u ∈ L ω(·) (Ω ∩ B R ) for any solution of the system in (1.1) in Ω ∩ B 2R that fulfills the Dirichlet boundary condition on ∂Ω ∩ B 2R . The sharpness of Theorem 2.1 can also be shown in its local version, as is apparent from the proof of Theorem 2.2. Indeed, a local formulation of Theorem 2.2 allows for the choice F ≡ 0, and hence applies to scalar harmonic functions that just vanish on part of the boundary. The other results of this paper, that rely upon Theorem 2.1, also admit a local variant.
Remark 2.4. As announced in Section 1, condition (2.5) in Theorem 2.1 is qualitatively -namely up to the constant δ -independent of the dimension n (and N ) and of the exponent p. On the other hand, the optimality of this condition is shown in Theorem 2.2 under the presumably smoothest situation corrsponding to the two-dimensional linear scalar case. Theorem 2.1 and Remark 2.3 thus tell us that global regularity properties of the gradient in Campanato type spaces hold in any dimension, and for any power-nonlinearity, under boundary conditions that are qualitatively sharp still for harmonic functions in the plane. The fact that an optimal boundary regularity assumption be dimension-free is a feature that our result shares with the linear gradient regularity theory for Lebesgue norms in Lipschitz domains developed in [JeKe] . The contribution [ByWa] generalizes, to some extent, that theory to nonlinear problems in the framework of Raifenberg-flat domains.
The conclusion of Theorem 2.1 corresponding to the special choice ω(r) = 1 is enucleated in the next corollary. In this case, Theorem 2.1 implies that regularity in BMO(Ω) of F is reflected into the same regularity for |∇u| p−2 ∇u, provided that the derivatives of the functions describing ∂Ω belong to a Campanato type space associated with a logarithmic parameter function ω. An additional argument ensures that a parallel conclusion holds if BMO(Ω) is replaced with VMO(Ω), the space of functions of vanishing mean oscillation on Ω. Recall that a real, vector or matrix-valued integrable function f in Ω is said to belong to VMO(Ω) if (2.13) lim
These results are stated in the next corollary, whose sharpness is a consequence of Theorem 2.2.
Assume that F ∈ BMO(Ω) and let u be the solution to the Dirichlet problem (1.1). Then |∇u| p−2 ∇u ∈ BMO(Ω), and there exists a constant C = C(p, N, Ω) such that
Moreover, if F ∈ VMO(Ω), then |∇u| p−2 ∇u ∈ VMO(Ω) as well.
Our enhanced result under assumption (2.9) is the subject of Theorem 2.6. Embeddings of Campanato spaces into spaces of uniformly continuous functions, to which we alluded above, have a role in its proof. They go back to [Sp] , and tell us that, if Ω is a bounded Lipschitz domain, and the parameter function ω fulfills condition (2.9), then
where ω is the parameter function defined by
Note that, as shown in [Sp] , if the function
r is non-increasing, condition (2.9) is necessary even for the space L ω (Ω) to be included in L ∞ (Ω). Also, the function ω is optimal in (2.15).
for some parameter function ω satisfying conditions (2.4) and (2.9). Assume that F ∈ L ω(·) (Ω) and let u be the solution to the Dirichlet problem (1.1). Then |∇u| p−2 ∇u ∈ L ω(·) (Ω), and inequality (2.6) holds.
is the parameter function given by (2.16), then |∇u| p−2 ∇u ∈ C 0,ω(·) (Ω), and there exists a constant C = C(p, N, ω, Ω) such that
In particular, the same conclusions hold if F ∈ C 0,ω(·) (Ω), and F L ω(·) (Ω) is replaced with the stronger norm F C 0,ω(·) (Ω) in inequalities (2.6) and (2.17).
The specific choice ω(t) = t β in Theorem 2.6, with β < β 0 , yields the following Hölder continuity result.
Corollary 2.7. [Hölder continuity] Let Ω be a bounded open set in R n such that ∂Ω ∈ C 1,β for some β ∈ (0, β 0 ). Assume that F ∈ C 0,β (Ω) and let u be the solution to the Dirichlet problem (1.1). Then |∇u| p−2 ∇u ∈ C 0,β (Ω), and there exists a constant C = C(p, N, β, Ω) such that
Theorems 2.1 and 2.6 are in fact consequences of stronger pointwise estimates, of potential use for other issues, between a sharp maximal function of |∇u| p−2 ∇u and a sharp maximal function of F -see Propositions 5.1 and 6.1. Our approach to these estimates entails the choice of appropriate local coordinates, where the boundary of the domain is flat, in the sense that the domain is locally mapped into a half-ball, with a proper radius, after changing variables. Suitable decay oscillation estimates have to be established as the radii of the relevant balls tend to zero. Due to the minimal regularity required on ∂Ω, we have to develop a new strategy, based on the selection of an ad hoc coordinate systems taylored for each scale of the radii. This is a pivotal step, that makes it possible to derive sharp oscillation bounds, and is flexible enough for prospective implementations in other questions in the global regularity theory of elliptic boundary value problems. Thanks to a suitable continuation of the differential operator and of the solution beyond the flattened boundary, the problem is reduced to inner regularity. However, the new differential operator is not anymore the pLaplacian, and, in particular, it is not of Uhlenbeck type. Therefore, standard inner local regularity results cannot be applied. A subsequent task is thus to derive local estimates for perturbed systems. The idea is that our regularity assumption on ∂Ω allows for the perturbed differential operator to be locally still sufficiently close to the original one for the regularity of solutions not to be destroyed. Our auxiliary result in this connection is also of possible independent interest.
A decay estimate near a flat boundary
The present section is devoted to a decay estimate for the gradient of solutions to the system in (1.1) satisfying the Dirichlet boundary condition locally on a flat boundary. This is the content of Proposition 3.1.
We begin our discussion by fixing a few notations and conventions. The relation " ≈ " between two real-vaued expressions means that they are bounded by each other, up to positive multiplicative constants depending on quantities to be specified. Given m, n ∈ N, we denote by R m×n the space of m × n matrices, by " · " the standard scalar product in R m×n , and by | · | the induced norm on R m×n . A point x ∈ R n will be regarded as a column vector, namely an element of R n×1 , although, for ease of notation, we shall write (x 1 , . . . , x n ) when its components are relevant. We also set x ′ = (x 1 , . . . , x n−1 ) ∈ R n−1 , whence x = (x ′ , x n ) for x ∈ R n . One has that x · y = x t y = tr(xy t ) for x, y ∈ R n , where the apex " t " stands for transpose, and "tr" for trace. More generally, if B, C ∈ R m×n , then
Also, if B, C ∈ R m×N and P, Q ∈ R N ×n , then
its gradient ∇w is a row vector in R n , namely ∇w ∈ R 1×n . More generally, if
then ∇w is the matrix in R N ×n whose rows are the gradients of the components w 1 , . . . , w N of w. With these conventions in place, if ψ :
where the product on the right-hand side is just the matrix product. In particular, if Q ∈ R d×n , and ψ(y) = Qy for y ∈ R d , then ∇ψ = Q, and ∇(w(Qy)) = ∇w(Qy)Q for y ∈ R d .
Notice also that, if η : R n → R and w : R n → R N , then
where w∇η ∈ R N ×n is the matrix product between w ∈ R N ×1 and ∇η ∈ R 1×n . Therefore, w∇η agrees with the tensor product w ⊗ ∇η.
If T ∈ R n×n we also denote by A T : R N ×n → R N ×n the function defined by
Let us now recall a few notions of solutions. Let
with Ω ′ ⊂⊂ Ω. Let B R be a ball centered on ∂Ω, with radius R, and let F ∈ L p ′ (Ω ∩ B R ). Assume that u belongs to the closure in W 1,p (Ω ∩ B R ) of the space of those functions in C ∞ (Ω ∩ B R ) that vanish in a neighbourhood of ∂Ω. The u is called a weak solution to the problem
Given a matrix T ∈ R n×n , with detT = 0, and a function w : Ω → R N , define the function
Then ∇w(y) = ∇w(T −1 y)T −1 for y ∈ TΩ.
Let A T −1 be function defined as in (3.3), with T replaced by T −1 . Assume that u is a local solution to the system
Let u and F be the functions built upon u and F as in (3.9). We claim that the function u is a local solution to the system
As a consequence, local results available for the p-Laplacian are translated to systems with constant coefficients of the form (3.10). Our claim follows from the following chain, that, owing to (3.1), holds for any function ϕ ∈ W 1,p 0 (Ω):
Now, assume that the matrix T ∈ R n×n is positive definite, with smallest eigenvalue λ and largest eigenvalue Λ. In particular
for every r > 0. We consider solutions to systems of type (3.10) in a half-ball, subject to zero boundary conditions on the flat part of its boundary. Precisely, define
and (3.14)
and let u be a weak solution to the problem
Choosing Ω = H + ∩ B r (0) in (3.10) tells us that u is a weak solution to the problem
Since solutions are invariant under orthonormal transformations, we can make use of an even reflection with respect to the half-space H T −1 , and obtain a local solution in an entire ball. To this purpose, consider the linear map from H T −1 into H + associated with an orthonormal matrix Q ∈ R n×n . Also, we define u and F as the composition of the inverse of this transformation with u and F, respectively. Namely, we define u, F :
and
. On making use of the fact that Q t = Q −1 , the argument above implies that u is a weak solution to the problem
Let R ∈ R N ×n be the matrix given by R = diag(1, ..., 1, −1). Set (0)), and
To verify this assertion, note that any function ϕ ∈ C ∞ 0 (B λr (0)) can be decomposed as
where we have set
Note that in this chain we have made use of (3.1), of the fact that R = R t = R −1 , and of the equality (3.19)
which holds since v = u in B + λr and u is a solution to problem (3.17). Consequently,
By the density of the space (0)), this implies that v is a local weak solution to system (3.18). Let us now set
We are now ready to state and prove the main result of this section. In the statement, we keep in force the notations introduced above.
Proposition 3.1. Let p > 1, r > 0, and let ω be a parameter function satisfying condition (2.4). Assume that F ∈ L p ′ (H + ∩ B r (0)). Let u be a local weak solution to problem (3.15) and let u be the corresponding weak solution to problem (3.16). There exist constants c > 0 and θ ∈ (0, 1), depending only on n, N, p, c ω , β, λ, Λ, such that
for every F 0 ∈ R N ×n and for s ∈ (0, λr).
Proposition 3.1 will be derived from the following inner local decay estimate contained in [BCDKS, Inequality (3.11) ]. Earlier estimates in a similar spirit can be traced back to [CaPe, GiMo, Iw1] .
Proposition 3.2. [[BCDKS]]
Let p > 1, and let ω be a parameter function satisfying condition
. Let u be a local weak solution to problem (3.5). There exist constants c > 0 and θ ∈ (0, 1), depending only on n, N, p, c ω , β, such that
for every F 0 ∈ R N ×n and every ball B r ⊂⊂ Ω.
The following observations also play a role in the proof of Proposition 3.1. Assume that f is a real, vector or matrix-valued function on
Note that, in inequality (3.24), we have made use of the fact that, if E is a measurable subset of R n , and q ∈ [1, ∞],
, where the minimum is extended over all c in the range of f . This basic property will be repeatedly expolited in what follows.
Proof of Proposition 3.1. Analogously to (3.21), for s ∈ (0, λr) we define the matrix A s ∈ R N ×n as
From Proposition 3.2, applied to the solution v to system (3.18), we deduce, via (3.17), that
Observe that a proof of inequality (3.28) also calls into play the property that A(∇ u) ki is odd in the variable x n , and ( A s ) ki = 0 if k ∈ {1, ..., N }, i ∈ {1, ..., n − 1}, whence (3.25) can be exploited, whereas A(∇ u) kn is even, and hence (3.24) can be exploited. Now, since Q is an orthonormal matrix,
. Hence, inequality (3.23) follows from (3.28), via a change of variables.
A decay estimate near a non-flat boundary
Our task in the present section is to establish an inequality in the spirit of (3.22) for local solutions u to problem (3.7) in the case when ∂Ω ∩ B R is not necessarily contained in a hyperplane. Decay estimates at the boundary for solutions to p-Laplacian type equations are available in the literature. For instance, they can be found in the paper [KiZh] , where the case of boundaries of class C 1,β is reduced, via a suitable change of cooordinates, to that of a flat boundary treated in [Li] . A flattening technique, combined with a reflection argument, is also exploited in [ChDi] to treat systems. Neither the approach of [KiZh] , nor that of [ChDi] , however, applies to deal with boundaries under as weak regularity assumptions as those imposed in this paper. We have thus to resort to a new method adapted to the situation at hand. 4.1. A Gehring type result near the boundary. One ingredient in our proof of the decay estimate near the boundary is a higher integrability result for the gradient of the solution to system (1.1). This is stated in the following proposition, that applies to any open bounded set Ω ⊂ R n such that In what follows, given a ball B and a positive number θ, we denote by θB the ball with the same center as B, whose radius is θ times the radius of B.
Proposition 4.1. Let Ω be an open bounded subset of R n fulfilling condition (4.1). Let p > 1 and let N ≥ 1. There exist constants q 0 > 1 and c > 0, depending on n, N , p and on the constant
and u is the solution to the Dirichlet problem (1.1), then
for every matrix F 0 ∈ R N ×n and every ball B ⊂ R n . Here, F and u are extended by 0 outside Ω.
Proof. A key step in the proof of inequalities (4.2) and (4.3) is a reverse Hölder type inequality, which tells us that that
for some constant c depending on n, N , p and on the constant C in (4.1), and for every matrix F 0 ∈ R N ×n and every ball B ⊂ R n . Here, θ = max n n+p , 1 p . In order to prove inequality (4.4), let us distinguish into some cases. If Set ξ = η α u, and let F 0 ∈ R N ×n . Making use of the function ξ as a test function in the weak formulation (3.4) of system (1.1) yields
Thereby,
By Young's inequality, there exist positive constants c and c ′ such that
On the other hand, as a consequence of our current assumption that 3 2 B ∩ ∂Ω = ∅ and of (4.1), the function u vanishes on a subset of 2B whose measure exceeds c|2B| for some positive constant c. On choosing δ small enough, exploiting the fact that η (α−1)p ′ ≤ η α , and making use of a Poincaré-Sobolev inequality on balls for functions enjoying this property, one can deduce from inequalities (4.6)-(4.9) that
for some constants c and c ′ . Inequality (4.4) is thus established. This inequality, via a version of Gehring's lemma as in [Iw2] , implies that there exist an exponent q 0 > 1 and a constant c such that 4.2. Change of coordinates. Since the system in (3.7) and the estimate to be derived are invariant under translations and rotations, we may assume, without loss of generality, that 0 ∈ ∂Ω, that B R is centered at 0, and that the outer normal to Ω at 0 agrees with the opposite of the n-th unit vector of the canonical basis in R n . Assume, for the time being, that Ω is just a bounded Lipschitz domain, namely that ∂Ω ∈ C 0,1 . Then, there exists R > 0, depending on the Lipschitz constant of ∂Ω, and a map ψ :
. Since, at this stage, we are merely assuming that ∂Ω ∈ C 0,1 , no additional regularity on Ψ is available yet.
Thus,
for (x ′ , x n ) ∈ Ω ∩ B R (0). Moreover, with some abuse of notation, we define
Therefore, J −1 (y)J(ψ −1 (y)) = I, the identity matrix, for y ∈ Ψ(Ω ∩ B R (0)). Clearly det J(x) = 1 for x ∈ Ω ∩ B R (0) and det J −1 (y) = 1 for y ∈ Ψ(Ω ∩ B R (0)). Hence |Ψ(E)| = |E| for every measurable set E ⊂ Ω ∩ B R (0), and |Ψ −1 (E)| = |E| or every measurable set E ⊂ Ψ(Ω ∩ B R (0)). Owing to the Lipschitz continuity of Ψ and Ψ −1 , there exist constants (4.14) )). Note that the constant C appearing in (4.1) only depends on a lower estimate for R and λ and on an upper estimate for Λ. Next, given a function f on Ω ∩ B R (0), we define the function f on Ψ(Ω ∩ B R (0)) as
Hence, if f is differentiable, then
where ∇ x and ∇ y denote gradient with respect to the variables x and y, respectively. By the boundedness of J, we have that
up to multiplicative constants depending only the Lipschitz constants of Ψ and Ψ −1 . Our aim is now to show that, if u is a solution to problem (3.7), then the function u, associated with u as in (4.17), solves a similar problem, involving an elliptic system with variable coefficients.
To this purpose, with define, for each y ∈ Ψ(Ω ∩ B R (0)), the function A J : R N ×n → R N ×n as in (3.3), with T −1 replaced by J(y). Thereby,
Since det J −1 = 1, by (3.1) one has that
A similar chain strarting from the integral
for an arbitrary matrix F 0 ∈ R N ×n , and the use of equation (3.8) imply that
Equation (4.18) tells us that the function u solves the following problem:
where we have set F = ( F − F 0 ) J t and exploited (4.15). Let us introduce the matrix J s ∈ R n×n defined as (4.20)
Our purpose is to apply inequality (3.22) to the solution u to system (4.19), that can be rewritten as
Choose Λ so large that, in addition to (4.15) and (4.16), one has that J s B s (0) ⊂ B λR (0) for s ∈ (0, λR). Following the approach of the previous section, we define u :
. Notice that, by the special form of J, and hence of J s , given z ∈ R n , we have that (J s z) n ≥ 0 if and only if z n ≥ ∇ψ Ω∩Bs · z ′ .
Also, define accordingly F :
An analogous argument as in the proof of equation (3.11) implies that u is a solution to the problem
4.3. Decay near the boundary. We are now in a postion to state and prove a crucial decay estimate at the boundary for the gradient of the solution u to the Dirichlet problem (1.1). Given R > 0 and for some parameter function σ. Assume that F ∈ L p ′ q (Ω) for some q > 1, and let u be the weak solution to the Dirichlet problem (1.1). Then there exist constants c > 0 and θ ∈ (0, 1), depending on n, p, N, ω, q, Ω such that
The following algebraic inequality will be needed in the proof of Proposition 4.2.
Lemma 4.3. Assume that the matrices T i ∈ R n×n , i = 1, 2, are such that λ|Q| ≤ |T i Q| ≤ Λ|Q|, for some Λ > λ > 0, and every Q ∈ R N ×n . Let A T i , i = 1, 2, be the functions defined as in (3.3). Then there exists a constant c = c(p, n, N, λ, Λ) such that
Proof. One has that (4.29) up to multiplicative constants depending on n, N, p. Hence, there exist constants c and c ′ such that
Proof of Proposition 4.2. Without loss of generality, we may assume that x = 0, and, for simplicity, we denote the ball B r (0) by B r throughout this proof. Assume, for the time being, that q ∈ (1, q 0 ], where q 0 is the exponent appearing in the statement of Proposition 4.1. To begin with, note that, since ψ ∈ W 1 L σ(·) , there exists a constant C such that (4.30) sup
where J is defined as in (4.12). This is a consequence of the definition of Campanato seminorms and of the observation following their definition in (2.1). We want to apply Proposition 3.1, with T −1 = J s , to the solution u, given by (4.22), to problem (4.25). To this purpose, define D s as in (3.20) , with this choice of T −1 . Namely,
An application of Proposition 3.1 then tells us that there exist θ ∈ (0, 1) and c > 0 such that
for every F 0 ∈ R N ×n and every τ ∈ (0, 1). Given any δ ∈ (0, 1), let k ∈ N be such that 2 −k ≤ δ.
Iterating inequality (4.32), with τ = θ j , j = {0, 1, ..., k}, tells us that there exist θ ∈ (0, 1) and c > 0, depending on δ, such that
for every F 0 ∈ R N ×n . Fix r such that Λ λ r = θs. By property (3.26) applied to the n-th component, a change of variables, and the fact that det(∇Ψ −1 J s ) = det(∇Ψ −1 ) det(J s ) = 1 · 1 = 1, one has that
Observe that the second inequality holds since, by the second inclusion in (4.15) and the first inequality in (4.14),
for z ∈ D R , and the inequality (4.37) max{|P|, |PR|} p−2 |P| ≤ max{1, |R| p−2 }|P| p−1 for P ∈ R N ×n and R ∈ R n×n .
Owing to equations (4.35)-(4.37) and (4.29), the following chain holds:
for some constant c. In the last inequality we have also made use of the fact that J s and J −1 are bounded. Thus, one has that
for some constants c, c ′ , c ′′ , c ′′′ and for every F 0 ∈ R N ×n . Notice that first inequality in (4.39) is due to (4.38) and (2.4) (and to Hölder's inequality if p ∈ (1, 2)), the second one to Hölder's inequality and (2.4), the third one to (4.30), to a change of variable, to the boundedness of J s , J and J −1 and to the fact that
and the last one to Proposition 4.1. Similarly, we have that
for some constants c, c ′ and for every F 0 ∈ R N ×n . By the very definition of F in (4.26), a change of variables and the boundedness of J, J −1 , J s ,
for some constants c, c ′ and for every F 0 ∈ R N ×n . Finally, observe that
for z ∈ H Js ∩ B λ Λ R , where I is the unit matrix in R (n−1)×(n−1) , and (Ψ −1 (J s z)) ′ denotes the vector in R n−1 of the first (n − 1) components of Ψ −1 (J s z). Thus, by Lemma 4.3
Hence, via the last two inequalities in equation (4.39)
for some constant c and for every F 0 ∈ R N ×n . Combining inequalities (4.33), (4.34), (4.39), (4.40), (4.41) and (4.43) yields, on enlarging the domains of integration when necessary and making use of (2.4),
for some constant c and for every F 0 ∈ R N ×n . Hence, inequality (4.28) follows, by fixing δ sufficiently small and then redefining θ and c accordingly. The fact that (4.28) actually holds for every q > 1, and not just for q ∈ (1, q 0 ], is a consequence of Hölder's inequality.
Proof of Theorem 2.1
A main step in our proof of Theorem 2.1 is a pointwise estimate for a sharp maximal function of the gradient of the weak solution u to the Dirichlet problem (1.1). The relevant sharp maximal function operator has a local nature, and involves a parameter function ω. Assume that Ω is a bounded open set satisfying condition (4.1). Let R > 0 and q ∈ [1, ∞). If f is a real, vector or matrix-valued function in Ω such that f ∈ L q (Ω), we define the function M ♯,q ω,Ω,R f on R n as 
for every x ∈ ∂Ω and R ∈ (0, R 0 ). Hence,
for every x ∈ ∂Ω and R ∈ (0, R 0 ).
The following lemma will be needed in the proof of Proposition 5.1.
Lemma 5.2. Let Ω be a bounded Lipschitz domain in R n . Let R ∈ (0, 1) be such that, for every x ∈ ∂Ω there exists a map Ψ : Ω ∩ B R (x) → R n as in (4.11), with Ψ ∈ C 0,1 (Ω ∩ B R (x)). Assume that q ∈ [1, ∞) and ω is a parameter function satisfying condition (2.4). Let ω : (0, 1) → [0, ∞) be the function defined as
Then there exists a constant c = c(n, β, c ω , λ, Λ, q) such that
for every f ∈ L q (Ω), x ∈ ∂Ω and r ∈ (0, R].
Proof. Let us keep the notations of Subsection 4.2 in force. Moreover, we can assume that all balls are centered at 0. For simplicity, the center will thus be dropped in the notation. Owing to properties (3.26) and (4.16), a change of variables and the fact that | det J| = 1, we have that
for some constants c and c ′ . Next, let B R be any ball in R n and let g ∈ L q (B R ). We claim that
and that inequality (5.8) contiunes to hold if balls are replaced by half-balls. To prove our claim, observe that
Let m ∈ N. By iterating the previous inequality, we obtain that
Given any τ ∈ (2 −m , 2 1−m ], property (3.26) ensures that
Consequently,
Moreover,
Given θ ∈ (0, 1), choose m ∈ N in such a way that θ ∈ (2 −m , 2 1−m ]. Then, we deduce from (5.11), (5.9) and (5.10) that
Property (3.26) ensures that
for τ ∈ (0, 1]. Inequality (5.12) (applied with g replaced by |g|), inequality (5.13) and Hölder's inequality imply that
for every q ∈ [1, ∞). Given any r ∈ (0, R], the choice θ = r R in (5.14) and a change of variables in the last integral yield (5.8).
Having inequality (5.8) at disposal, we are ready to accomplish the proof of inequality (5.6). If r ∈ [ 
Note that in the last inequality we have made use of the fact that ω(r) ≥ λR Λr ω(ρ)dρ ρ , thanks to assumption (4.14). Owing to inequalities (5.15), (5.7), (4.15) and to condition (2.4), there exist constants c and c ′ such that
namely (5.6).
Proof of Proposition 5.1. We keep the notations of the previous sections in force. Let R 0 denote the minimum among 1 and the radii R for which the assumptions of Proposition 4.2 are fulfilled.
Observe that R 0 > 0, since ∂Ω is compact. Our first aim is to estimate the quantity
where R ∈ (0, R 0 ), and A s is defined as in (4.27). Let θ ∈ (0, 1) be the parameter appearing in the statement of Proposition 4.2. First, assume that s ∈ [ θR 2 , R]. By enlarging the domain of integration, and exploiting condition (2.4), triangle inequality, inequality (4.3) (applied with F 0 = F Ω∩B 2R and q = 1) and Hölder's inequality, we infer that
for some constants c and c ′ . Hence, 
Hence, via Lemma 5.2, there exists a constant c such that
Let c be the constant appearing in inequality (5.19). Let us choose ǫ so small in condition (5.2) that (5.20) sup
By (2.4),
for some positive constant c. By inequalities (5.20) and (5.21), there exists a constant c such that
From inequality (5.19) with F 0 = F Ω∩Bs(x) , inequalities (5.20) and (5.22), and the boundedness of σ, one deduces that 
Here, we have made use of the fact that sup s∈(0, 
for some constant c. Absorbing the first term on the right-hand side of inequality (5.25) in the left-hand side tells us that
Now, let y ∈ B R/8 (x), and let r ≤ R/8. Set s y = dist(y, ∂Ω). Assume first that r < s y /2, whence B 2r (y) ⊂ Ω. By the local inner estimate of [BCDKS, Theorem 1.3 and Remark 1.4], there exists a constant c such that
Since B kr (y) ⊂ B kR/8 (y) ⊂ B kR/4 (x) for k > 0, we infer from inequality (5.27) and condition (2.4) that
for some constant c. Suppose next that r ≥ s y /2. Then there exists x y ∈ ∂Ω ∩ B R/8 (x) such that B 2r (y) ⊂ B 4r (x y ). Therefore, by inequality (5.26) and condition (2.4) again,
for some constants c, c ′ , c ′′ . Inequalty (5.3) follows from (5.28) and (5.29), via the very definition of sharp maximal function (5.1) and property (3.26). Inequality (5.4) is a consequence of inequality (5.3) and of the definition of Campanato seminorm.
We are now in a position to accomplish the proof of Theorem 2.1.
Proof of Theorem 2.1. A basic energy estimate obtained by choosing u as a test function in equation (3.4), and [DRS, Theorem 5.23] tell us that
for some constant c. Let R 0 be the radius provided by Proposition 5.1. Trivially,
If r ≥ R 0 /16, then, by (2.4), Hölder's inequality and (5.30), there exist constants c and c ′ such that
If r ∈ (0, R 0 /16), then, by (5.4), Hölder's inequality and (5.30), there exist constants c and c ′ such
Inequality (2.6) follows from (5.31)-(5.33).
Proof of Corollary 2.5. The assertion about the case when F ∈ BMO(Ω) is a straighforward consequence of Theorem 2.1, since the integral on the left-hand side of equation ( 
Thus, by assumption (2.14), condition (2.5) is fulfilled with ω given by (5.34). An application of Theorem 2.1 tells us that |∇u| p−2 ∇u ∈ L ω (Ω) , whence, in particular, |∇u| p−2 ∇u ∈ VMO(Ω).
Proof of Theorem 2.6
A critical result in view of a proof of Theorem 2.6 is an analogue of the pointwise estimate for the gradient of solutions to problem (1.1) established in Proposition 5.1, but under condition (2.9) and the a priori assumption that the gradient is bounded. The punctum of this result, contained in the next proposition, is that the mere finiteness of the supremum on the left-hand side of equation (2.5) suffices under such an assumption.
Proposition 6.1. Let Ω, x, R, σ, ω, q, F and u be as in Proposition 5.1, save that assumption (5.2) is replaced by (6.1) sup
for some positive constant C. Assume in addition, that ∇u ∈ L ∞ (Ω). Then there exist positive constants c and R 0 , depending on n, N, p, ω, q, Ω, such that
Proof. We employ the notations of Proposition 5.1. The proof of inequality (6.2) proceeds along the same lines as that of inequality (5.3) of Proposition 5.1. The situation is now actually simpler, owing to the boundedness assumption on the gradient. In fact, inequality (5.18) and assumption (6.1) immediately imply that
This inequality replaces (5.23). The rest of the argument in the proof of inequalities (6.2) and (6.3) is the same as that of inequalities (5.3) and (5.4) in Proposition 5.1.
Proof of Theorem 2.6. We begin by showing that |∇u| ∈ L ∞ (Ω). To this purpose, observe that, owing to assumption (2.9), there exists an increasing function η : (0, 1) → (0, ∞) such that lim r→0 + η(r) = 0, and still
For instance, one can choose η(r) = ω(r) 1−γ for some γ ∈ (0, 1). Next, define the non-decreasing function ω 1 : (0, 1) → (0, ∞) as
One has that (6.5) cω(r) ≤ ω 1 (r) ≤ ω(r) η(r) for r > 0, for some positive constant c. In particular, the second inequality in (6.5) and condition (6.4) ensure that condition (2.9) is still satisfied with ω replaced by ω 1 , namely
Moreover, the first inequality in (6.5) tells us that ∂Ω ∈ W 1 L ω 1 (·) . Now, consider the function
and observe that ω 1 (r) = ω(r) η 1 (r) for r > 0, and (6.7) η 1 (r) ≥ η(r) for r > 0.
Also, we claim that (6.8) the function η 1 is non-decreasing.
To verify this claim, note that there exists a (possibly empty) family {(a i , b i )}, with i ∈ I ⊂ N, of disjoint intervals in (0, 1), with lim i→∞ a i = 0 if I is infinite, such that, if r ∈ (0, 1), then either
Finally, if s ∈ [a i , b i ] for some i ∈ I, r ≤ a i and ω 1 (r) = ω(r) η(r) , then
Property (6.8) is thus established. This property ensures that the function ω 1 fulfills assumtpion (2.4) with the same exponent β as ω, since
for r > 0.
Next, we claim that (6.10) lim
To verify this claim, assume, by contradiction, that (6.10) fails. Thus, there exists a positive number c such that
for r ∈ (0, 1).
As a consequence of the properties of the family {(a i , b i )} introduced above, there exists a sequence {r k }, with lim k→∞ r k = 0, such that
for k ∈ N. From (6.11) with r = r k we infer that
This contradicts the fact that lim r→0 + η(r) = 0. By properties (6.10) and (6.6), (6.12) lim
This fact ensures that assumption (2.5) is fulfilled with σ replaced by ω, and ω replaced by ω 1 . This property, combined with the properties of ω 1 established above, enables us to apply Theorem 2.1 with the same replacements for σ and ω. In particular, we infer that |∇u| p−2 ∇u ∈ L ω 1 (·) (Ω), whence, by condition (6.6) and inclusion (2.15) with ω replaced by ω 1 , we have that |∇u| ∈ L ∞ (Ω).
We are now in a position to apply Proposition 6.1. Notice that condition (6.1) is satisfied, with σ = ω, owing to assumption (2.9). To be precise, from (2.9) one can deduce that condition (6.1) holds with σ = ω and the quantity 1 0
ρ dρ on the right-hand side. Starting from inequality (6.3), and arguing as in the proof of Theorem 2.1 yields the conclusion.
Sharpness of results
Our proof of Theorem 2.2 is based on precise information on conformal transformations of certain planar domains established in [Wa] , coupled with the embedding theorem contained in the following proposition. In its statement, W 1 0 L ω(·) (Ω) denotes the Sobolev type space of those functions in Ω whose continuation by 0 outside Ω belongs to W 1 L ω(·) (R n ). 
Proof. Assume, without loss of generality, that |Ω| = 1. Define the (increasing) function ς : (0, 1) → [0, ∞) as
for r ∈ (0, 1), (7.3) and denote by M ς(·) (Ω) the Marcinkiewicz space associated with ς, and consisting of those measurable functions f on Ω such that
Here, f * denotes the decreasing rearrangement of f , defined on (0, 1) as
where |E| denotes Lebesgue measure of a set E ⊂ R n . We claim that the supremum in (7.4) is equivalent, up to multiplicative constants independent of f , to the rearrangement-invariant normin the sense of Luxemburg (see [BS] ) -defined as
where we have set f * * (r) = 1 r r 0 f * (s) ds for r ∈ (0, 1). Thus, M ς(·) (Ω) is a rearrangement-invariant space equipped with this norm. Since f * ≤ f * * , this equivalence will follow if we show that
for some constant C and for every measurable function g : (0, 1) → [0, ∞). A characterization of weighted Hardy type inequalities tells us that inequality (7.6) holds if (and only if)
for some constant C -see e.g. [Ma2, Theorem 1.3.2/2] . Since the function ς is increasing, it suffices to verify inequality (7.7) with the supremum extended to values of s in a sufficiently small right neighbourhood of 0. Given a > 1, one has that r ω(r
provided that a > e 1 n , and r ∈ (0, 1 a n ). Hence, the function
r is decreasing in (0, 1 a n ). Therefore, inequality (7.7) will follow if we show that Since the right-hand side of this inequality is bounded, whereas 1 ς(r) diverges to ∞ as r → 0 + , inequality (7.9) follows via (7.10). We have thus established that M ς(·) (Ω) is a rearrangement-invariant space. Now, recall that the the fundamental function
where E is any measurable set contained in Ω and such that |E| = r, and χ E stands for its characteristic function. Since, by (7.8), the function ς is quasi-concave, [BS, Chapter 2, Proposition 5 .8] tells us that
From [Sp, Theorem 1] one infers that
The associate space of M ς(·) (Ω) is the Lorentz space Λ(Ω) equipped with the norm defined as
for a measurable function f in Ω -see [GoPi, Corollary 1.9] . Owing to [CiRa, Theorem 3.4 ],
where
and by ν(r) = ν(1) for r > 1, provided that the norm on the right-hand side of (7.14) is finite for r ∈ [0, 1] and tends to 0 as r → 0 + . We have that
for r ∈ (0, 1), up to multiplicative norms independent of r. Observe that the second equality holds by an integration by parts, owing to (7.11) and to the fact that
and the equivalence inasmuch as
On the other hand,
where the second equality follows from Fubini's theorem, and the equivalence by the fact that
as is easily seen via an application of De L'Hopital's rule. Embedding (7.2) is a consequence of (7.12), (7.13), (7.15) and (7.16).
Proof of Theorem 2.2. Let ω be the function associated with ω as in (5.5). Define the parameter function σ as
Here, γ is a positive number to be chosen later. Note that σ is an increasing continuous, function, being the product of increasing continuous functions. Also, σ ∈ C 1 (0, ∞), since we are assuming that ω ∈ C 1 (0, ∞). We claim that the function σ(r)/r is non-increasing in (0, δ) for suffciently small δ. Indeed, if ω(0) > 0, then we may assume, without loss of generality, that ω(r) = 1, and our claim follows trivially. Suppose next that ω(0) = 0. As a preliminary observation, note that the existence of lim r→0 + rω ′ (r) ω(r) , coupled with assumption (2.7), ensures that in fact (7.18) lim
Indeed, failure of (7.18) would imply that
for some positive constants c ad δ, thus contradicting (2.7). Now,
an integration by parts tells us that
Equations (7.19) and (7.21) imply that
for r ∈ (0, 1 2 ). Thanks to (7.18), there exists δ > 0 such that the right-hand side of equation (7.22) is negative for r ∈ (0, δ). Our claim is thus verified.
The increasing monotonicity of the function σ(r) and the decreasing monotoncity of the function σ(r)/r ensure that σ is equivalent to a concave function σ ∈ C 1 (0, δ), in the sense that where the first two inequalities hold since σ is increasing, and the last one owing to the monotonicity of the function σ(r) r . Inasmuch as ψ ′ = σ, and the latter is a concave function, one can verify that ψ ∈ C 1,σ(·) , and hence ψ ∈ W 1 L σ(·) ∩ C 0,1 . Let us identify R 2 with C, and define the domain Ω ⊂ R 2 as
be the function such that Ω is given in polar coordinates (ρ, θ) by
We need to describe the precise behaviour of the function φ as ρ → 0 + . To this purpose, define the function σ : (0, ∞) → [0, ∞) as σ(r) = ψ(r) r for r > 0, and observe that, thanks to equation (7.24), there exists a constant c > 0 such that
Moreover, the function σ ∈ C 2 (0, ∞), and σ ′ is locally Lipschitz continuous in (0, ∞), since σ is concave. In particular,
and 
Here, then notation O(̟(r)) as r → 0 + for some function ̟ means that O(̟(r)) ≈ ̟(r) near 0 + . Since |x 1 | = ρ cos θ,
for some ρ θ ∈ (ρ cos θ, ρ) and for sufficiently small ρ. Furthermore, from equation (7.26) and the fact that ρ θ ≈ ρ one has that
for some constant c, for sufficiently small ρ and θ. Finally, since σ is increasing, equation (7.29) implies that θ ≤ c σ(ρ), and hence
Coupling equation (7.29) with (7.30), and recalling (7.25) yield
Therefore, the function φ(ρ) agrees with the function θ(ρ) implicitly defined by (7.32). One has that
for sufficiently small ρ. By equation (7.26) and the monotonicity of σ,
for some constants c and c ′ and for sufficiently small ρ. Now,
. Thus, on denoting σ(ρ cos φ(ρ)), σ ′ (ρ cos φ(ρ)) and σ ′′ (ρ cos φ(ρ)) simply by σ, σ ′ and σ ′′ , one infers from (7.34) and (7.39)-(7.41) that
− 2 σ ′ cos φ(ρ) ( σ ′′ ρ sin φ(ρ) cos φ(ρ) + σ ′ sin φ(ρ))( σ 2 + 1) − 2 σ( σ ′ ) 2 ρ sin φ(ρ) cos φ(ρ)
2 cos 2 φ(ρ) (− σ ′′ ρ 2 sin 2 φ(ρ) + σ ′ ρ cos φ(ρ))( σ 2 + 1) + 2 σ( σ ′ ) 2 ρ 2 sin 2 φ(ρ)
for ρ ≥ 0. On setting ς = ρ cos φ(ρ), and making use of (7.26), (7.27) and (7.31) and of the fact that σ and σ are bounded, we deduce that
for some constants c and c ′ and for sufficiently small ρ. Similar estimates tell us that ρ − 2 σ ′ (ς) cos φ(ρ) ( σ ′′ (ς)ρ sin φ(ρ) cos φ(ρ) + σ ′ (ς) sin φ(ρ))( σ(ς) 2 + 1) (7.44)
and ρ σ ′ (ς) 2 cos 2 φ(ρ) − σ ′′ (ς)ρ 2 sin 2 φ(ρ) (7.45) + σ ′ (ς)ρ cos φ(ρ) ( σ(ς) 2 + 1) + 2 σ(ς) σ ′ (ς) 2 ρ 2 sin 2 φ(ρ)
for some constant c and for sufficiently small ρ. Since σ and σ are concave, their derivatives ar non-increasing, and hence σ ′ (ς) = σ ′ (ρ cos φ(ρ)) ≤ σ ′ (ρ/2) and σ ′ (ς) = σ ′ (ρ cos φ(ρ)) ≤ σ ′ (ρ/2) (7.46) for sufficiently small ρ. From equations (7.42)-(7.46) one can infer that there exists δ > 0 such that |ρφ ′′ (ρ)| ≤ c σ ′ (ρ/2) + σ ′ (ρ/2) if ρ ∈ (0, δ]. On the other hand, owing to (7.38), Observe that the last but one equality holds thanks to the fact that lim r→0 + ω(r) = ∞. Moreover, by (7.31), there exists a positive constant κ such that Since the function ζ is holomorphic, the function v is harmonic, and vanishes on {x 2 = −ψ(|x 1 |)}. Furthermore, by the Cauchy-Riemann equations, Thanks to (7.56), the function u ∈ W 1,2 0 (Ω), and solves the Dirichlet problem (2.8), with F = (w − 1)∇v + v∇w. We claim that, F ∈ C 0,ω(·) (Ω) and hence, thanks to (2.3), (7.57) F ∈ L ω(·) (Ω).
To verify out claim, notice that, owing to (7.18), lim r→0 + r ǫ ω(r) = 0 for every ǫ > 0. Thus, (7.57) will follow if we show that there exists ǫ ∈ (0, 1) such that (7.58) F ∈ C 0,ǫ (Ω).
As observed above, one has that ψ ∈ C 1,σ(·) , whence ψ ∈ C 1,0 . Thus, since v is harmonic in Ω, one has that v ∈ C ǫ (Ω) for some ǫ > 0. On the other hand, σ is concave in (0, ∞), and consequently σ ∈ C 0,1 ( 
