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In this work we explore the effects of higher twist power corrections 
on the deeply virtual Compton scattering process. The calculation of 
the helicity amplitudes for all possible polarization combinations is 
performed within the framework of QCD operator product expan-
sion. As a result the known accuracy of the amplitudes is improved 
to include the (kinematic) twist-4 contributions. For the most part 
the analysis focuses on spin-1/2 targets, the answers for scalar targets 
conveniently emerge as a byproduct. We investigate the analytical 
structure of these corrections and prove consistency with QCD fac-
torization. We give an estimation of the numerical impact of the 
sub-leading twist contributions for proton targets with the help of 
a phenomenological model for the nonperturbative proton gene-
ralized parton distributions. We compare different twist approxima-
tions and relate predictions for physical observables to experiments 
performed by the Hall A, CLAS, HERMES, H1 and ZEUS collabora-
tions. The estimate also includes a numerical study for planned 
COMPASS-II runs. Throughout the analysis special emphasis is put 
on the convention dependence induced by finite twist truncation of 
scattering amplitudes.
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1. Introduction
Understanding the internal structure of nucleons in terms of its underlying degrees of freedom
– quarks and gluons – is a fundamental challenge to be addressed in quantum chromody-
namics (QCD). An answer to this problem seems to be very elusive and today our picture
is still far from complete.
Experimental activities on this subject began more than 50 years ago and are still ongo-
ing. The cornerstone experiments started with the measurements by McAllister and Hof-
stadter [1], who determined the form factors of the proton and established its finite size.
These findings triggered further interest in the substructure of the proton both from ex-
perimental and theoretical side. In early attempts, Gell-Mann and Zweig [2,3] proposed
a model of quarks which build up hadronic matter. It had to be clarified if quarks were
just a mathematical “trick” or actual particles. Progress came later through the first mea-
surements on deep inelastic scattering (DIS) at SLAC [4,5], which pioneered further insight
into the inner workings of a nucleon. The observed agreement with the Bjorken scaling [6]
of the structure functions supported the mechanism that the scattering occurs off almost
free point-like constituents, called partons. From today’s theoretical perspective the partons
are identified with the QCD building blocks, quarks and gluons. Violation of the Bjorken
scaling behavior was predicted from QCD [7,8] and found later [9], providing an important
test of the theory. DIS along with many other experiments established QCD as the accepted
theoretical framework for hadronic matter.
Extracting predictions from QCD itself is in general a nontrivial problem. One reason
for this is the intrinsic limitation of the applicability of perturbative methods. Perturbation
theory works at high energies (or short distances) but it breaks down at small energies (long
distances) through the running coupling constant αs(Q
2) [10,11]. Among the established
nonperturbative approaches to the low energy sector of the theory, numerical methods from
first principles based on lattice formulations of QCD seem to be the most promising. Most
observables, e.g. cross sections, are a mixture of both long- and short-distance effects. A
separation between the two domains is established by factorization theorems. Observables
(in a general sense including amplitudes etc.) are written as products or convolutions of hard
scattering coefficients, calculable in a perturbative framework, with phenomenological but
universal nonperturbative functions. This approach necessarily introduces a factorization
scale and the dependence of the two “factors” on it can be studied by renormalization
group methods or evolution equations. The driving evolution kernels can be calculated
order by order in perturbation theory. The nonperturbative input is a priori unknown,
but one can revert to a phenomenological treatment and extract it from experimental data,
usually by means of a suitable model or parametrization. In the case of DIS these are the
parton distribution functions (PDFs), describing the probability densities to find a certain
parton with a given longitudinal momentum and polarization inside a fast moving nucleon.
Universality guarantees that, once determined from one set of measurements, the PDFs can
be used to describe any other experiment to which they contribute.
More rigorously, in the sense of a quantum field theory, the PDFs are defined by forward
matrix elements of nonlocal twist-2 light-ray operators bilinear in quark or gluon fields.
Such PDFs contain some, but certainly not all information about the nucleon substructure.
They are, by definition, restricted to the longitudinal degree of freedom and insensitive
7
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to multi-particle correlations. PDFs should rather be regarded as one of many aspects
of the nucleon landscape, determining its global shape. In principle, a complete “nucleon
map”, would require the knowledge of the whole nucleon wave function, including infinitely
many Fock components. At present, a theoretical solution to this bound state problem
in QCD is out of reach. Instead one tries to view the nucleon from different “angles” by
considering generalizations of PDFs or operators that encode more or different feedback
from the nucleon. Necessarily there should be at least one experiment sensitive to such
extensions.
One of the most prominent concepts that emerged in the last two decades is that of
generalized parton distributions (GPDs), defined in [12–14]. Excellent reviews on the subject
can be found in Refs. [15,16]. The distinction from the ordinary PDFs is simple: instead of
taking the forward matrix element of the light-ray operators, say 〈p| . . . |p〉, one considers the
off-forward one, 〈p′| . . . |p〉, with two, possibly different, momentum eigenstates of the hadron.
In addition to the usual PDF variables x and Q2 GPDs now depend on two more variables,
the squared momentum transfer t = (p − p′)2 and the skewness ξ, which is essentially
a longitudinal fraction of the momentum difference. This innocent-looking generalization
opens a wide door into the nucleon landscape. Two of the “hot topics” that can be accessed
within GPDs shall not go unmentioned. Already in early developments, Ji [17] realized that
certain moments of GPDs are related to the nucleon energy momentum tensor (or better
yet a particular version of it). Thus they can be used to quantify how the spin and orbital
angular momentum is distributed among quarks and gluons. There are several subtleties
about this decomposition, being actively debated to the present day, see Ref. [18] for a
recent review. Apart from that, it was shown later [19,20], that GPDs provide a valuable
source of information about the momentum distribution of partons, that goes beyond the
usual collinear PDF description and allows one to access a three-dimensional spatial image
of the nucleon. Through the so-called impact parameter representations, GPDs encode a
probabilistic distribution of partons in the plane transverse to the nucleon’s direction of
motion (in the infinite momentum frame) as a function of the distance from the nucleon’s
center. The picture, which was originally formulated at zero skewness, was refined later [21]
and shown to hold also for nonzero ξ (with a change of the center of transverse momentum
interpretation).
Constraints on GPDs arise through the observation that some of the “old” key observables
in hadron physics are naturally contained in them. Most importantly, DIS constrains those
GPDs, which allow a reduction to the usual PDFs in the limit ξ → 0, t→ 0 or p′ → p. Fur-
ther requirements come from certain Mellin moments in x, the first moments being related
to the elastic form factors and the anomalous magnetic moment. The second moments enter
directly in Ji’s spin sum rule [17].
Having established the physical significance of GPDs, one realizes that they are probed,
apart from the aforementioned limiting cases, in hard exclusive reactions with nonzero mo-
mentum transfer. The bulk of experimental data comes from deeply virtual meson production
and deeply virtual Compton scattering (DVCS). The latter, which is also the main topic of
this work, is defined as the process where a photon of high virtuality Q2 scatters off a nucleon
with emission of a real photon in the final state. It appears as part of the leptoproduction
of a photon off a nucleon and is regarded as the cleanest reaction channel to access GPDs.
Factorization for this process has been proven in the limit of large Q2 [22]. In reality many
of the existing and future measurements lie somewhere in the ballpark of Q2 ∼ 2− 15 GeV2.
Naturally, an analysis of the subleading corrections in 1/Q is important.
The theoretical description for DVCS relies on the operator product expansion (OPE) of
the time-ordered product of two electromagnetic quark currents. Suppressed contributions
originate from higher twist operators in this framework. Here we focus on a particular
8
subset of 1/Q-effects, dubbed kinematic power corrections [23,24]. They are analogous to
the so-called Nachtmann corrections [25] in DIS, which stem from the “subtraction of traces”
prescription for the leading twist operators. For DVCS one faces additional complications
since the contributions of total derivatives of the twist-2 operators have to be included as
well. In DIS they are absent, since matrix elements of total derivatives are proportional to the
momentum differences of the initial and final state. The technically demanding operators
are those of the form (∂O) = ∂µOµµ1...µn , where Oµµ1...µn is a local (conformal) quark-
antiquark leading twist operator. Due to a theorem by Ferrara et al. [26] (∂O) vanishes in
the free field theory. By QCD equations of motion in the interacting theory one can relate
(∂O) to three-particle quark-antiquark-gluon operators, which appear (among others) in
the OPE at twist-4 level. The separation of contributions proportional to (∂O) from the
OPE is a very involved algebraic task and has been solved only recently [23,24]. Parts of
this thesis are based on these results. In the kinematic approximation one considers only
the leading twist descendants and neglects the “genuine” multi-particle correlations in the
target, i.e. those that are not related to the leading twist operators by QCD equations
of motion. By definition this does not introduce any (new) nonperturbative input apart
from the GPDs themselves. As a consequence we are able to compute the DVCS process
amplitudes including mass (m2/Q2) and momentum transfer (t/Q2) corrections. The latter
are of particular relevance, given the fact that for the three-dimensional imaging of the
nucleon, a sufficiently broad interval in |t|, maybe up to 2 GeV2 [27], needs to be covered by
experiments. Note that it is a priori not clear whether factorization still holds for the power
corrections and we shall address this question.
The presentation is organized as follows: In the next chapter we briefly spell out our
conventions and necessary notations. Chapter 3 reviews key features of the operator product
expansion to (kinematic) twist-4 accuracy, in particular relevant contributions to off-forward
reactions. The prime reaction of interest, deeply virtual Compton scattering, is introduced
in Chapter 4 along with its kinematics, amplitudes and the ever present generalized parton
distributions and their parametrizations in terms of double distributions. The latter form a
convenient foundation for the calculation of helicity amplitudes. We outline technical details
and intermediate expressions in Chapter 5. Further processing of the results is presented
in Chapter 6, investigating their properties and giving several equivalent representations.
By selecting a popular GPD model, the phenomenological impact is examined in Chapter 7
through a comparison with leading twist conventions and available experimental data on
several representative observables. Finally we conclude in Chapter 8 and outline further
possible applications. In addition we include the Appendices A, B and C, where technical
questions of general relevance for this work are addressed.
9

2. Conventions and light-cone formalism
For this work it is of utmost importance to specify the conventions of special relativity. We
devote this chapter to a detailed and hopefully unambiguous presentation of the notation.
It may serve as a reference for future applications.
Our choice of the metric tensor of the Minkowski space has a “mostly negative” signature,
(
gµν
)
=

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (2.1)
For the γ-matrices we use the Weyl representation,
γ0 = γ0 =
(
0 1
1 0
)
, γi = −γi =
(
0 σi
−σi 0
)
, γ5 = iγ
0γ1γ2γ3 =
(−1 0
0 1
)
, (2.2)
where σi , i = 1, 2, 3 are the three Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.3)
The definition of γ5 can equivalently be written as
γ5 =
i
4!
εµνρσγ
µγνγργσ , ε0123 = 1 , (2.4)
occasionally known as the Bjorken-Drell convention [28].
With the form (2.2) of the γ-matrices the generators of the Lorentz group
σµν =
i
2
[γµ, γν ] (2.5)
are 2×2 block-diagonal. This already implies that a Dirac spinor q does not transform
according to an irreducible representation of the Lorentz group. The 2×2 blocks cannot
be diagonalized further, essentially because the Pauli matrices do not admit it. Therefore
a Dirac spinor is an element of the direct sum of two irreducible representations, which are
often dubbed (1/2, 0) and (0, 1/2), each of dimension two. By Hermitian conjugation of
(1/2, 0) one gets a representation that is equivalent to (0, 1/2). We write a Dirac spinor q
as
q =
(
ψα
χ¯α˙
)
, (2.6)
where the two-component objects ψα, χ¯
α˙, which transform according to an irreducible rep-
resentation of the Lorentz group, are called Weyl spinors. They correspond to the left- and
right-handed projections of q respectively. To distinguish the respective chirality, we use
dotted and undotted indices for the components of the Weyl spinors. The Dirac-adjoint
11
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spinor q¯ = q†γ0 is
q¯ =
(
χα, ψ¯α˙
)
, χα =
(
χ¯α˙
)†
, ψ¯α˙ =
(
ψα
)†
. (2.7)
In that context it is necessary to define raising and lowering of spinor indices, which is done
with the help of the two-dimensional Levi-Civita symbol
uα = εαβuβ , uα = εβαu
β , u¯α˙ = εβ˙α˙u¯β˙ , u¯α˙ = εα˙β˙ u¯
β˙ , (2.8)
for arbitrary Weyl spinors uα, u¯α˙. The convention for ε is as follows:
ε12 = ε
12 = 1 , ε21 = ε
21 = −1 ,
ε2˙1˙ = ε
2˙1˙ = 1 , ε1˙2˙ = ε
1˙2˙ = −1 . (2.9)
Note that indeed Eqs. (2.8), (2.9) guarantee that raising followed by lowering of an index
(or vice versa) is the identity operation. Quite frequently one encounters the contraction
of two Weyl spinors, for which we introduce a shorthand notation, The convention adopted
here follows an “up-down” rule for undotted and a “down-up” rule for dotted indices, i.e.
(uv) = uαvα , (u¯v¯) = u¯α˙v¯
α˙ , (2.10)
which is different in sign compared to the reversed case, i.e.
(vu) = −(uv) , (v¯u¯) = −(u¯v¯) . (2.11)
As a trivial example consider the scalar combination q¯q where q and q¯ are the Dirac spinor
and its adjoint, then
q¯q = (χψ) + (ψ¯χ¯) . (2.12)
The usual Lorentz vectors are also incorporated in this formalism by the following con-
struction: One uses the 2×2 unit matrix 1 and the three Pauli matrices to map the vector
xµ to 2×2 matrices (x) = xµσµ with σµ = (1, ~σ) and (x¯) = xµσ¯µ with σ¯µ = (1,−~σ), which
take the form (
xαα˙
)
= xµ
(
σµ
)
αα˙
=
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
,
(
x¯α˙α
)
= xµ
(
σ¯µ
)α˙α
=
(
x0 − x3 −x1 + ix2
−x1 − ix2 x0 + x3
)
. (2.13)
The “first” index always refers to the row and the second index to the column of the matrix,
e.g. x12˙ = x1 − ix2 = −x¯1˙2. In the conventional light-cone formalism the diagonal entries
correspond to the “plus” and “minus” projections on the light-cone. The components trans-
verse to it are encoded in the off-diagonal holomorphic and anti-holomorphic (in x1, x2)
entries. If xµ is a real-valued vector, then the matrices (xαα˙) and (x¯
α˙α) are Hermitian. The
Minkowski scalar product of two vectors xµ and yµ can be written as half of the trace of the
product of one “barred” and one “unbarred” matrix
(xy) =
1
2
xαα˙y¯
α˙α . (2.14)
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Raising and lowering of spinor indices works just as in the spinor case, e.g.
xαα˙ = εαβxββ˙ε
β˙α˙ = x¯α˙α . (2.15)
In practical calculations the Fierz identities for Pauli-matrices come in handy:
(σµ)αα˙(σ¯µ)
β˙β = 2δβαδ
β˙
α˙ , (σ
µ)αα˙(σµ)ββ˙ = −2εαβεα˙β˙ . (2.16)
If xµ is a real-valued Lorentz vector, then its associated matrix obeys
(x†)αα˙ = x¯α˙α . (2.17)
Note that the above formulation for vectors generalizes trivially to any Lorentz tensor, i.e.
a Lorentz tensor of rank n, say tµ1···µn , is mapped to a spinorial tensor with n dotted and
n undotted indices,
tα1α˙1···αnα˙n ≡ σµ1α1α˙1 · · ·σµnαnα˙ntµ1···µn . (2.18)
A nice collection of helpful formulas on this particular topic is provided in Ref. [29], however
one should keep in mind that [29] uses partially different conventions compared to this work.
In some situations it is useful to have explicit representations for the solutions of the free
Dirac equation (/p−m)uλ(p) = 0, (/p+m)vλ(p) = 0 with mass m and helicity λ. Our choice
corresponds to [30]
u↑(p) =
1√
p0 + p3

m
0
p0 + p3
p1 + ip2
 , u↓(p) = 1√p0 + p3

ip2 − p1
p0 + p3
0
m
 ,
v↑(p) =
1√
p0 + p3

ip2 − p1
p0 + p3
0
−m
 , v↓(p) = 1√p0 + p3

−m
0
p0 + p3
p1 + ip2
 , (2.19)
and implies the normalization conditions u¯λ(p)uλ′(p) = 2mδλλ′ , v¯λ(p)vλ′(p) = −2mδλλ′ .
The helicity labels refer to the eigenvalues of the spin projection along the momentum for a
particle moving fast in the negative z-direction. In more detail, the helicity operator h∞ in
this infinite momentum frame reads [30]
h∞(p) =
1
2

1 2p
1−ip2
p0+p3 0 0
0 −1 0 0
0 0 1 0
0 0 2p
1+ip2
p0+p3 −1
 , (2.20)
and is diagonalized by u↑,↓(p), v↑,↓(p),
h∞(p)u↑(p) = +
1
2
u↑(p) , h∞(p)u↓(p) = −1
2
u↓(p) ,
h∞(p)v↑(p) = −1
2
v↑(p) , h∞(p)v↓(p) = +
1
2
v↓(p) . (2.21)
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3. Aspects of the operator product
expansion
3.1. Formulation of the problem
In many physical applications where some hadronic system is probed by electromagnetic
interactions, observables are parametrized in terms of products of electromagnetic currents
constructed from quark fields. Examples include the e+e− annihilation into hadrons, the
famous deep inelastic scattering and, most relevant here, Compton scattering. For our
purposes the goal is to study the behavior of the time-ordered product of two currents
Tµν = iT
{
jµ(z1x)jν(z2x)
}
. (3.1)
Here z1 and z2 are some real numbers, their role will be discussed later. The current is
defined as
jµ(x) = q¯(x)γµq(x) . (3.2)
For simplicity we consider just one quark flavor, and the summation over equal colors,
q¯(x)γµq(x) ≡ q¯i(x)γµqi(x), is left implicit. Hard processes are dominated from regions of
Tµν near the light-cone x
2 → 0. A technical complication arises since the product of fields
at light-like distances is ill-defined in general due to a singular behavior in 1/x2. Simple
examples can be constructed e.g. in the free field theory. To make this more tractable Wil-
son [31] proposed a Laurent-like series for products of fields with possibly singular coefficient
functions and regular operators, called operator product expansion. A formal proof of the
OPE was given later by Zimmermann [32].
Following [33], let us review heuristically how the OPE works in practice. The T-product
consists of four fermionic operators. According to the Wick theorem, one can rewrite it in
terms of all possible products of contracted qq¯ fields with the remaining uncontracted fields
in normal order. For the scattering processes which we are going to consider, we can ignore
disconnected Feynman diagrams. The contributions where all fields are contracted would
correspond to one of those and can be disregarded for our purposes. The leading singular (in
1/x) terms are extracted by contracting two of the quark fields and leaving the remaining
two uncontracted:
Tµν = i
(
q¯(z1x)γµq(z1x)q¯(z2x)γνq(z2x) + q¯(z1x)γµq(z1x)q¯(z2x)γνq(z2x) + . . .
)
. (3.3)
A contribution of all fields left uncontracted also exists, but it is not singular as x2 → 0
and can be neglected. In the leading order the contraction q(z1x)q¯(z2x) is the (massless)
propagator of a quark in coordinate representation
q(z1x)q¯(z2x) =
i/x
2pi2(z12)3(x2 − i0)2 + . . . . (3.4)
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Again the notation is kept short here, suppressing explicit Dirac indices and a unit matrix
in color space. In the above formula, the “i0” stands for “i times an infinitesimal positive
number” and corresponds to Feynman’s causality prescription. In the following we will leave
it implicit, whenever its appearance is unimportant. We also use the following abbreviation
z12 = z1 − z2 . (3.5)
Including the correction to the first order in the coupling g one gets, cf. [33]
q(z1x)q¯(z2x) =
i/x
2pi2(z12)3x4
+
∫
d4y
i(z1/x− /y)
2pi2(z1x− y)4 ig
/A(y)
i(/y − z2/x)
2pi2(y − z2x)4 + . . . . (3.6)
The color structure in the second term is contained in the field ( /A(y))ij ≡ T aij /Aa(y), when
i and j are the color indices of q(z1x) and q¯(z2x) respectively. T
a
ij are the generators of
the color gauge group SU(3) in the fundamental representation with i, j ∈ {1, 2, 3} and
a ∈ {1, . . . 8}. To make progress on this term
∆G(z1x, z2x) ≡
∫
d4y
i(z1/x− /y)
2pi2(z1x− y)4 ig
/A(y)
i(/y − z2/x)
2pi2(y − z2x)4 (3.7)
we introduce the Feynman parametrization to combine the two denominators and shift the
y-integration by y → y + zu21x to cast it into the form
∆G(z1x, z2x) = −ig 3
2pi4
∫ 1
0
duuu¯
∫
d4y
(z12u¯/x− /y) /A(y + zu21x)(/y + z12u/x)
[y2 + uu¯(z12x)2]4
, (3.8)
where
zu21 = u¯z2 + uz1 , u¯ = 1− u . (3.9)
Since we want to study the behavior of Tµν at small distances x, we expand the gauge
field around y = 0,
/A(y + zu21x) = /A(z
u
21x) +
[
(y∂) /A
]
(zu21x) + . . . , (3.10)
from which we obtain
∆G(z1x, z2x) = −g /x
2pi2(z12)2x4
∫ 1
0
du (xA)(zu21x)
− g
8pi2z12x2
∫ 1
0
du (u¯/xγµγν − uγνγµ/x)(∂νAµ)(zu21x) + . . . . (3.11)
Here the ellipses stand for terms of higher order in x. In deriving Eq. (3.11), we utilized the
integrals ∫
d4y
1
(−y2 + z2 + i0)n = −ipi
2 Γ(n− 2)
Γ(n)
1
(z2 + i0)n−2
,∫
d4y
yµyν
(−y2 + z2 + i0)n = +ipi
2 Γ(n− 3)
2Γ(n)
gµν
(z2 + i0)n−3
. (3.12)
Note that in the Taylor expansion of A(y+ zu21x), Eq. (3.10), higher order terms in y would
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always produce suppressed, less singular, contributions in x. The first term in Eq. (3.11)
together with the leading order expression forms the first order in g of the path-ordered
exponential,
[z1x, z2x] = Pexp
(
ig
∫ 1
0
du z12(xA)(z
u
21x)
)
≡
∞∑
n=0
(iz12g)
n
∫ 1
0
du1
∫ u1
0
du2 · · ·
∫ un−1
0
dun (xA)(z
u1
21x) · · · (xA)(zun21 x) . (3.13)
Its role is to restore gauge invariance for the remaining fields at different points. Note that
the order of the gauge fields in (3.13) is important, since A is matrix-valued.
For simplicity we employ the Fock-Schwinger gauge, which is defined by the condition
(xA)(x) = 0 , Aµ(0) = 0 . (3.14)
From these two requirements follows a simple integral representation of the gauge field Aµ in
terms of the field strength tensor F aµν = ∂µA
a
ν −∂νAaµ+ gfabcAaµAbν (the structure constants
of SU(3) are fabc = −2iTr([T a, T b]T c)),
Aµ(x) =
∫ 1
0
dααxνFνµ(αx) , Aµ = A
a
µT
a , Fµν = F
a
µνT
a . (3.15)
In this gauge the path-ordered exponential reduces to unity. Further, by using the above
formula and the equation of motion, the total divergence (∂A) is of order g. This, along
with the γ-matrix identity
γαγµγν = gαµγν + gµνγα − gανγµ − iγ5γρεραµν (3.16)
allows us to rewrite our expression for the propagator in terms of Fµν and F˜
µν = 12εµνρσF
ρσ,
q(z1x)q¯(z2x) =
i/x
2pi2(z12)3x4
+
g
8pi2z12x2
∫ 1
0
duxµγν
[
(u¯− u)Fµν(zu21x)− iγ5F˜µν(zu21x)
]
,
(3.17)
up to higher order corrections in x and g. To the same accuracy one readily reads off the
expansion of the time-ordered product, Eq. (3.3):
Tµν = T
(a)
µν + T
(b)
µν +
(
µ↔ ν, z1 ↔ z2
)
, (3.18)
with
T (a)µν = −
1
2pi2(z12)3x4
q¯(z1)γµ/xγνq(z2) ,
T (b)µν =
g
8pi2z12x2
∫ 1
0
du q¯(z1)γµxργσ
[
i(u¯− u)F ρσ(zu21) + γ5F˜ ρσ(zu21)
]
γνq(z2) , (3.19)
where we have introduced a shorthand notation for the arguments of the fields,
q¯(z1) ≡ q¯(z1x) etc., (3.20)
leaving the dependence on the space-time point x implicit. A manifestly gauge invariant
17
CHAPTER 3. ASPECTS OF THE OPERATOR PRODUCT EXPANSION
form of Eqs. (3.19) is obtained by restoring the proper gauge links between the fields. The
expressions (3.19) can be viewed as the starting point of the calculation in Ref. [23]. In order
to systematically classify contributions to Tµν according to their importance (or better yet
their power behavior) in the scattering amplitudes, one needs to order the contributions by
their twist.
The leading twist part is isolated from T
(a)
µν by symmetrization and trace subtraction on the
level of local operators. Here only operators bilinear in the quark fields appear and they will
ultimately result in a GPD description of the scattering process (to this accuracy). This is
technically not very demanding and can be done within a couple of lines of algebra, cf. [23].
Once one starts to include subleading twist contributions it becomes more complicated.
Starting at twist-3 one encounters derivatives of twist-2 operators as well as operators with
an additional gluon field. They may be related by equations of motion. Let us consider a
simple example by taking the operator (in the convention of Eq. (3.20))
q¯(z1)γµq(z2) . (3.21)
as well as the Fock-Schwinger gauge (3.15), then one obtains
∂ν
(
q¯(z1)γµq(z2)
)
= z1[D¯ν q¯](z1)γµq(z2) + z2q¯(z1)γµ[Dνq](z2)
+ igz12
∫ 1
0
du zu21q¯(z1)x
ρFρν(z
u
21)γµq(z2) , (3.22)
where
Dµ = ∂µ − igAaµT a ,
D¯µ = ∂µ + igA
a
µ(T
a)t . (3.23)
Although rather schematic, the above equation (3.22) is an example of the entanglement of
a total derivative of a two-particle operator with a higher twist operator containing more
fields, as present in T
(b)
µν . Apart from the explicit appearance of q¯F q-type operators in
T
(b)
µν , they also appear implicitly in T
(a)
µν , starting from twist-3. The lesson to be learned is
that operators of the type q¯F q do not necessarily give rise to genuine higher twist multi-
particle correlations, but contain descendants of the leading twist operators. The latter are
relevant for the power corrections in hard exclusive processes and one would like to have
them separated from the dynamical higher twist sector. Such a separation is feasible because
the dynamical or quasipartonic operators obey an autonomous set of renormalization group
equations. Putting them to zero at one scale ensures that they do not reappear at another
scale.
The separation of the contributions of interest turns out to be surprisingly difficult. In
Refs. [23,24] this problem has been addressed and solved. A helpful input that went into
this calculation was the renormalization group of twist-4 operators at one-loop accuracy,
cf. [34,35]. The operators that are relevant for the power corrections fall into the class of
so-called nonquasipartonic operators. One of the major results given in [34,35] was the proof
that there exists a certain scalar product for the quasipartonic sector, which has the property
that the matrix of anomalous dimensions is Hermitian w.r.t. this product. This feature was
identified to be a consequence of conformal invariance of massless QCD at one-loop order.
Hermiticity implies orthogonality of the anomalous dimension eigenvectors. It was shown
that this property is sufficient to separate the relevant contributions, thus bypassing the
direct diagonalization of the renormalization kernels, which is probably a very difficult task.
Of course, for this approach to work in practice the explicit knowledge of the scalar product
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is necessary which is also available in [34,35]. The actual derivation is then basically reduced
to an algebraic problem and can be found in [23]. We will merely quote the results and take
the opportunity to introduce necessary notation.
3.2. Operator product expansion to kinematic twist-4
accuracy
The results of [23] are most conveniently presented in the spinor formalism, see Ch. 2. To
this end we write for the time-ordered product
Tαα˙ββ˙ = iT
{
jαα˙(z1x)jββ˙(z2x)
}
, (3.24)
and its expansion to the order 1/x2 can be cast into the form
Tαα˙ββ˙ = −
2
pi2(z12)3x4
[
xαβ˙Bβα˙(z1, z2)− xβα˙Bαβ˙(z2, z1) + xαβ˙xβα˙
(
A(z1, z2)−A(z2, z1)
)
+ x2
(
xββ˙∂αα˙C(z1, z2)− xαα˙∂ββ˙C(z2, z1)
)]
. (3.25)
Here the derivative ∂αα˙ = ∂µ(σ
µ)αα˙ acts w.r.t. the space-time point x. The operators A,
C are pure twist-4 corrections and B is a sum of all twists from two to four, which we
conveniently label by
Bαα˙(z1, z2) = B
t=2
αα˙ (z1, z2) +B
t=3
αα˙ (z1, z2) +B
t=4
αα˙ (z1, z2) . (3.26)
Explicit expressions forA, B, C will be given below, after a couple of preparatory definitions.
First we define the vector and axial-vector operators
OV (z1, z2) = q¯(z1x)/xq(z2x) ,
OA(z1, z2) = q¯(z1x)/xγ5q(z2x) , (3.27)
as well as their (anti-)symmetrized versions
OV,−(z1, z2) = OV (z1, z2)−OV (z2, z1) ,
OA,+(z1, z2) = OA(z1, z2) +OA(z2, z1) . (3.28)
It is necessary to have a projection of O... on leading twist operators. To this end one makes
use of a (real) auxiliary light-like vector n , which can always be represented with the help
of two spinors λ, λ¯
nµ =
1
2
(σµ)αα˙λ
αλ¯α˙ , n2 = 0 , (3.29)
with λ¯ = λ†, see Ch. 2. Completely equivalent is of course nαα˙ = λαλ¯α˙. The particular
combination of axial and vector operators that will enter in the OPE is denoted by
O++(z1, z2) = ψ¯+(z1n)ψ+(z2n)− χ+(z2n)χ¯+(z1n) , (3.30)
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where
ψ+ = λ
αψα , ψ¯+ = λ¯
α˙ψ¯α˙ ,
χ+ = λ
αχα , χ¯+ = λ¯
α˙χ¯α˙ . (3.31)
Note that O++(z1, z2) itself is twist-2 and it is equivalent to
O++(z1, z2) = 1
2
[OV,−(z1, z2)−OA,+(z1, z2)]x→n . (3.32)
The separation of the leading twist contributions from O... as function of x, which is not
light-like, is achieved by the leading twist projector Π. Let ϕ(x) be an arbitrary operator
and ϕ(λ, λ¯) its restriction on the light-ray n, expressed in terms of λ, λ¯. Then Π is defined
as follows:
[Πϕ](x) = Π(x, λ)ϕ(λ, λ¯) =
∞∑
k=0
(∂¯x¯∂)k
(k!)2
ϕ(λ, λ¯)
∣∣∣
λ=λ¯=0
, (3.33)
where
(∂¯x¯∂) =
∂
∂λ¯α˙
x¯α˙α
∂
∂λα
. (3.34)
The application of the leading twist projection to any operator will be denoted by the
superscript “t = 2”, e.g.
Ot=2++ (z1, z2) = Π(x, λ)O++(z1, z2) . (3.35)
Technically, Π implements the symmetrization and subtraction of traces for the Lorentz
indices in each coefficient in the Taylor expansion ofO++(z1, z2). Since the nonlocal operator
O++(z1, z2) can be interpreted as the generating function for local operators, one may
think of [ΠO++](z1, z2) as the generating function for local twist-2 operators. To see that
[ΠO++](z1, z2) has the desired properties, consider the k-th term in the expansion (3.33).
It reads
1
(k!)2
x¯α˙1α1 · · · x¯α˙kαk ∂
∂λ¯α˙1
· · · ∂
∂λ¯α˙k
∂
∂λα1
· · · ∂
∂λαk
O++(z1, z2)
∣∣∣
λ=λ¯=0
. (3.36)
The tensor
∂
∂λ¯α˙1
· · · ∂
∂λ¯α˙k
∂
∂λα1
· · · ∂
∂λαk
O++(z1, z2) (3.37)
is symmetric under an arbitrary exchange of two dotted or two undotted indices. Therefore it
is also symmetric under the simultaneous exchange of two pairs of indices (αi, α˙i)↔ (αj , α˙j).
Interchanging two such pairs in this way is equivalent to the interchange of two Lorentz
indices in the usual vector formalism. Tracelessness is also easy to see, since taking a trace
with respect to two Lorentz indices corresponds to the contraction with a dotted and an
undotted ε-symbol.
The upcoming calculations can become rather cumbersome, if one insists on using the
very definition of Π in Eq. (3.33). In App. A we give a proof of a simpler representation
of Π accurate to the order x2, to which all calculations are done. It shall be stressed here,
that this is only for convenience and using Eq. (3.33) directly is also possible. However, as
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repeatedly pointed out in [23], translation and gauge invariance is only guaranteed to work
at twist-4 level, see also Sec. 3.3, thus there is no real need to cope with the “full” expression
of Π.
With these preliminaries we can now proceed to give explicit formulas for (3.25) and (3.26).
3.2.1. Twist-2
The twist-2 contribution to the OPE is entirely contained in Bαα˙, see Eq. (3.26), and is
given by
Bt=2αα˙ (z1, z2) =
1
2
∂αα˙
∫ 1
0
duOt=2++ (uz1, uz2) . (3.38)
It originates from the leading twist projection of T
(a)
µν in Eq. (3.19).
3.2.2. Twist-3
In this sector we have
Bt=3αα˙ (z1, z2) =
1
4
∫ 1
0
duu
∫ z1
z2
dv
z12
{
z1
(
(xσ¯µ∂)αα˙ + lnu ∂αα˙x
2∂µ
)[
iPµ,Ot=2++ (uz1, uv)
]
+ z2
(
(x¯σµ∂¯)α˙α + lnu ∂αα˙x
2∂µ
)[
iPµ,Ot=2++ (uv, uz2)
]}
,
(3.39)
where [Pµ, . . . ] stands for the commutator with the momentum operatorPµ. If one evaluates
this operator in the basis of momentum eigenstates, one may simply replace [Pµ, . . . ] by the
difference of eigenmomenta between final and initial state. Note that the contributions
∼ lnu are twist-4 terms, whose role is to subtract twist-4 contaminations from the rest,
such that Bt=3αα˙ is purely twist-3.
3.2.3. Twist-4
Let us now give the twist-4 contributions, A, Bt=4αα˙ and C. Out of the multitude of equiv-
alent representations that are given in [23], we will pick the most convenient one for our
calculations.
The term A(z1, z2), entering antisymmetrized in z1 ↔ z2, reads
A(z1, z2) =
1
4
∫ 1
0
du
[
z1z2u
2 lnuO1(uz1, uz2)
+
(
z2∂z2 −
z1
z12
− lnu z2∂2z2z12
)
R(uz1, uz2)
−
(
z1∂z1 −
z2
z21
− lnu z1∂2z1z21
)
R¯(uz1, uz2)
]
, (3.40)
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with
R(z1, z2) = z12
∫ z1
z2
dv
z12
∫ v
z2
dw
z12
w − z2
z1 − w
[
1
2
S+O1(v, w)− (S0 − 1)O2(v, w)
]
,
R¯(z1, z2) = z12
∫ z1
z2
dv
z12
∫ v
z2
dw
z12
z1 − v
v − z2
[
1
2
S+O1(v, w)− (S0 − 1)O2(v, w)
]
. (3.41)
Here the operators O1,2 are defined as
O1(z1, z2) =
[
iPµ,
[
iPµ,Ot=2++ (z1, z2)
]]
,
O2(z1, z2) =
[
iPµ, ∂µOt=2++ (z1, z2)
]
. (3.42)
and S+, S0 are given by
S+ = v
2∂v + w
2∂w + 2(v + w) .
S0 = v∂v + w∂w + 2 . (3.43)
Formally, S+, S0 are generators of conformal transformations on the light-ray, acting on
products of fields with light-cone positions v, w and conformal spin j = 1, i.e. here S+ ≡
S
(1,1)
+ , S0 ≡ S(1,1)0 with the general form
S
(j1,j2)
+ = v
2∂v + w
2∂w + 2(j1v + j2w) ,
S
(j1,j2)
0 = v∂v + w∂w + j1 + j2 . (3.44)
The next contribution is
Bt=4αα˙ (z1, z2) = x
2∂αα˙B
t=4(z1, z2) , (3.45)
where
Bt=4(z1, z2) =
1
8
∫ 1
0
du
u2
{
u2(1− u2 + u2 lnu)z1z2O1(uz1, uz2)
−
[
(1− u2)
(
z2∂z2 −
z1
z12
)
+ (1− u2 + u2 lnu)z2∂2z2z12
]
R(uz1, uz2)
+
[
(1− u2)
(
z1∂z1 −
z2
z21
)
+ (1− u2 + u2 lnu)z1∂2z1z21
]
R¯(uz1, uz2)
}
.
(3.46)
Finally the last term reads
C(z1, z2) = −1
8
∫ 1
0
du
u2
(R(uz1, uz2) + R¯(uz2, uz1)) . (3.47)
3.3. On gauge invariance and translations
The finite-Q2 corrections to the OPE in the case of deep inelastic scattering have first been
calculated in [25] and are occasionally called Nachtmann corrections. Technically their origin
lies in the “subtraction of traces”-prescription of the leading twist projection. Since DIS
can be described by the forward Compton amplitude 〈p|Tµν |p〉, the situation is somewhat
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simpler than for off-forward reactions. Forward matrix elements of operators, which are
total derivatives, vanish because they are always proportional to the momentum difference
between the two proton states. Therefore for DIS the only nonzero contribution stems from
Bt=2αα˙ in Eq. (3.38). For the off-forward reactions like DVCS the corrections due to the trace
subtraction terms alone are not sufficient, they are in fact unphysical. To see this, we first
establish general relations for the time-ordered product of currents.
The tensor Tµν(z1, z2) in Eq. (3.1) (here we make the dependence on z1,2 explicit) inherits
its translational properties from the fundamental fields q¯(x), q(x), which gives
Tµν(z1 + δz, z2 + δz) = e
iδz(Px)Tµν(z1, z2)e
−iδz(Px) . (3.48)
The infinitesimal version of Eq. (3.48) is
(∂z1 + ∂z2)Tµν(z1, z2) =
[
i(Px), Tµν(z1, z2)
]
. (3.49)
Later, we will give an equivalent relation for (3.48), (3.49) in momentum space. In that
framework it can be seen explicitly, that for the Nachtmann-type corrections Eqs. (3.48),
(3.49) do not hold. The full translational invariance is only restored when one takes into
account all other corrections of twist-3 and twist-4. Eqs. (3.48), (3.49) are then valid up to
corrections of twist-5 or higher.
Similarly the (electromagnetic) gauge invariance, which implies current conservation,
∂µjµ(x) = 0 , (3.50)
requires
∂µTµν(z1, z2) = T
{
jµ(z1x)∂
µjν(z2x)
}
= z2
[
iPµ, Tµν(z1, z2)
]
,
∂νTµν(z1, z2) = T
{
jν(z2x)∂
νjµ(z1x)
}
= z1
[
iPν , Tµν(z1, z2)
]
. (3.51)
Here the same subtlety as before arises: The Ward identities (3.51) are fulfilled only in the
sum of all twists. This property is known since quite some time and was first noticed in
Refs. [36–39] independently.
It can be checked that Eqs. (3.49), (3.51) hold up to corrections of twist-5 or higher.
The condition of gauge invariance will be used from the very beginning when we define the
helicity dependent scattering amplitudes. On the other hand the translation property (3.48)
will not be exploited at any time. The final result should reflect (3.48) automatically, which
provides a very strong check of the calculation, as we shall see below.
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4. Deeply virtual Compton scattering
4.1. Basics
Our target application of the OPE formulated in the previous chapter is the deeply virtual
Compton scattering. It is defined as the scattering of a virtual photon on a hadron with a
real photon in the final state,
h(p) + γ∗(q)→ h(p′) + γ(q′) . (4.1)
Here q (q′) and p (p′) denote the initial (final) momenta of the participating particles. Their
respective polarizations are left implicit. DVCS appears as a subprocess of the exclusive
lepton-hadron scattering, see Fig. 4.1. The biggest share of all available experiments on
DVCS were performed using protons, and it seems that they will also be the prime target
of interest in the foreseeable future. Thus we consider a nucleon target for definiteness,
although everything in this work will be valid for any spin- 12 baryon. We will comment on
the case of scalar targets, e.g. pions, in Sec. 6.3.
At leading order the theoretical description of DVCS is formulated in terms of the hadronic
Compton tensor
Aµν = i
∫
d4x e−iqx 〈p′|T{jµ(x)jν(0)} |p〉 . (4.2)
On diagrammatic level the photon fields will couple to the Lorentz indices µ, ν. The scat-
tering occurs between the photons and a quark or antiquark being emitted from the proton
and reabsorbed in the final state. This is occasionally called the “handbag mechanism”, see
Fig. 4.1. Applying the OPE from Ch. 3 to the r.h.s. of (4.2) gives the amplitude tensor
in terms of short distance coefficients and nonperturbative input from the proton. This
was one of the main tasks in this work, and we will continue to present the essential steps
towards the answer in the kinematic twist-4 approximation.
To make progress, we introduce a some conventional notation, starting with kinematical
variables. The final state photon is assumed to be real, i.e.
(q′)2 = 0 . (4.3)
It turns out that instead of working directly with the individual hadronic momenta p, p′ it
is convenient to introduce the somewhat standard vectors P and ∆, being the average and
difference of p, p′ respectively,
Pµ =
1
2
(pµ + p
′
µ) ,
∆µ = p
′
µ − pµ = qµ − q′µ , (4.4)
The hard scale of the process is the virtuality of the initial state photon,
Q2 = −q2 , Q2 > 0 . (4.5)
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Figure 4.1.: Schematic diagram (“handbag mechanism”) for the DVCS amplitude h(p) + γ∗(q)→
h(p′) + γ(q′) of a hadron h. The virtual photon is emitted from an electron beam.
The invariant square of the momentum transfer is denoted by
t = ∆2 , t ≤ 0 . (4.6)
In any hard scattering process it is convenient to classify two light-like vectors n, n¯ and
directions transverse to the thusly chosen light-cone. The vectors n and n¯ are used to define
large “plus” and small “minus” components for fast moving particles. We choose them in
such a way, that they can be expressed in terms of the photon momenta only. Since we have
a real photon in the final state, it seems natural to take
nµ = q
′
µ , n
2 = 0 , (4.7)
while second light-like vector is constructed as a linear combination of the two photon
momenta
n¯µ = (1− )q′µ − qµ , n¯2 = 0 , (4.8)
where
 =
t
Q2 + t
. (4.9)
In the Bjorken limit,  can be regarded as a small number. The normalization of n and n¯ is
given by
(nn¯) =
1
2
(Q2 + t) , (4.10)
and thus is of the order of the hard scale. As a consequence, the momentum difference ∆
has only longitudinal components,
∆µ = −n¯µ − nµ . (4.11)
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The only independent vector that has transverse components is P , which we write as
Pµ =
1
2ξ
(n¯µ − nµ) + P⊥,µ , (4.12)
where the so-called skewness variable ξ is defined as
ξ = − (∆q
′)
2(Pq′)
=
(pn)− (p′n)
(pn) + (p′n)
. (4.13)
From the positivity of (physical) “plus” momenta, in particular (pn) ≥ 0 and (p′n) ≥ 0,
one immediately deduces the support ξ ∈ [−1, 1]. For DVCS we can even make a stronger
restriction: let xB be the Bjorken scaling variable defined by
xB =
Q2
2(pq)
=
Q2
2(p′q′) +Q2
, xB ∈ [0, 1] . (4.14)
Using momentum conservation one finds
ξ =
xB
(
1 + tQ2
)
2− xB
(
1− tQ2
) , (4.15)
i.e. in the Bjorken limit when Q2  |t| the support of ξ is restricted to ξ ∈ [0, 1]. The square
of the transverse component of P is given by
P 2⊥ = −~P 2⊥ = m2 +
t
4
1− ξ2
ξ2
, (4.16)
where m is the mass of the hadron. The inequality P 2⊥ < 0 induces an inequality on t,m, ξ,
|t| ≥ |tmin| ≡ 4m
2ξ2
1− ξ2 . (4.17)
Let us now transfer these kinematics to the spinor formalism of Ch. 2. The first observation
is that a light-like vector can be represented as a “pure” product of spinors ∼ uαvα˙ and,
since n and n¯ are real-valued vectors, one can choose two auxiliary spinors λα and µα to
write
nµσ
µ
αα˙ = λαλ¯α˙ ,
n¯µσ
µ
αα˙ = µαµ¯α˙ , (4.18)
where λ¯α˙ = λ
†
α and µ¯α˙ = µ
†
α. Note that we re-use the symbol λ here, which is not to be
confused with the one from Sec. 3.2. The normalization of λ, µ reads
(λµ)(µ¯λ¯) = 2(nn¯) . (4.19)
Any transverse, i.e. orthogonal to the light-cone, degree of freedom can also be expressed
with the help of these spinors. A possible choice of the basis in the transverse plane is
λαµ¯α˙ , µαλ¯α˙ , (4.20)
such that given an arbitrary four vector xµ, its associated matrix xαα˙ = xµσ
µ
αα˙ can be
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expanded in the following way
(λµ)(µ¯λ¯)xαα˙ = x++µαµ¯α˙ + x−−λαλ¯α˙ − x−+λαµ¯α˙ − x+−µαλ¯α˙ , (4.21)
with
x++ = (λxλ¯) , x−− = (µxµ¯) ,
x−+ = (µxλ¯) , x+− = (λxµ¯) , (4.22)
following the conventions of Eq. (2.10), e.g. (λxλ¯) = λαxαα˙λ¯
α˙ and so on. Note that the
transverse basis in the spinor formalism can be related to the following construction in the
usual vector formalism: Out of nµ and n¯µ can define two projectors on the transverse plane,
g⊥µν = gµν −
n¯µnν + nµn¯ν
(nn¯)
, ε⊥µν =
1
(nn¯)
εµνρσn¯
ρnσ . (4.23)
They satisfy the relations
g⊥νµ g
⊥
νρ = g
⊥
µρ , ε
⊥ν
µ ε
⊥
νρ = −g⊥µρ . (4.24)
We will use a shorthand notation for the action of these projectors, viz.
x⊥µ = g
⊥
µνx
ν ,
x¯⊥µ = ε
⊥
µνx
ν (4.25)
for any x. In the spinor notation one finds
g⊥
αα˙ββ˙
≡ (σµ)αα˙(σν)ββ˙g⊥µν =
−2
(λµ)(µ¯λ¯)
(λαλ¯α˙µβµ¯β˙ + µαµ¯α˙λβλ¯β˙)− 2αβα˙β˙ ,
ε⊥
αα˙ββ˙
≡ (σµ)αα˙(σν)ββ˙ε⊥µν =
2i
(λµ)(µ¯λ¯)
(µαλ¯α˙λβµ¯β˙ − λαµ¯α˙µβλ¯β˙) , (4.26)
and according to Eq. (4.21)
(λµ)(µ¯λ¯)x⊥αα˙ = −(x−+λαµ¯α˙ + x+−µαλ¯α˙) ,
(λµ)(µ¯λ¯)x¯⊥αα˙ = −i(x−+λαµ¯α˙ − x+−µαλ¯α˙) . (4.27)
Thus we can also write an equivalent representation of the transverse projector g⊥,
g⊥
αα˙ββ˙
=
−2
(λµ)(µ¯λ¯)
(µαλ¯α˙λβµ¯β˙ + λαµ¯α˙µβλ¯β˙) . (4.28)
4.2. Helicity amplitudes
Given the time-ordered product of electromagnetic currents at positions x and y we define
its off-forward nucleon matrix element by
Mµν(x, y) ≡ 〈p′, s′| iT
{
jµ(x)jν(y)
} |p, s〉 . (4.29)
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The matrix element Mµν(x, y) transforms under translations as
e−i(p
′−p)zMµν(x, y) = Mµν(x− z, y − z) , (4.30)
which essentially means that the dependence of Mµν(x, y) on one position variable is always
trivial. By considering the Fourier transform in both positions, the aforementioned property
manifests itself in a momentum-conserving δ-function∫
d4x
∫
d4y e−iqx+iq
′yMµν(x, y) = (2pi)
4δ(q + p− q′ − p′)
∫
d4x e−i(z1q−z2q
′)xTµν(z1, z2) ,
(4.31)
where Tµν(z1, z2) is given by Eq. (3.1) and
z12 ≡ z1 − z2 = 1 . (4.32)
The expression on the r.h.s. of Eq. (4.31) suggests the definition of the amplitude tensor
Aµν :
Aµν =
∫
d4x e−i(z1q−z2q
′)x Tµν(z1, z2) . (4.33)
In the following we always imply the momentum conservation on Aµν , although we did not
include the δ-function of Eq. (4.31) in the definition (4.33). Under this condition and by
using (3.48) and (4.32) it is easy to be seen that Aµν does not depend on z1 (or z2). As a
consequence, Aµν coincides with the preliminary definition (4.2). It further enables us to
choose the value of one of the variables, say z1, completely arbitrary and adjust the other one
according to (4.32). Popular choices in the literature are z1 = 1, z2 = 0 or z1 = 0, z2 = −1
or z1 = −z2 = 12 . However we shall go without this simplification. Instead z1 and z2 are
kept under the condition z12 = 1, and the independence on zi is reserved as very powerful
check of the result. The strength of this check was emphasized in Sec. 3.3. Generally, with
a few exceptions, we expect a cancellation of the zi-dependencies in the sum of all twists,
i.e. at the very end of a typically long calculation.
To make further progress we expand Aµν in a suitably chosen basis. The starting point
is the observation that gauge invariance implies for the amplitude in momentum space
(z1q
µ − z2q′µ)Aµν = z2(qµ − q′µ)Aµν ,
(z1q
ν − z2q′ν)Aµν = z1(qν − q′ν)Aµν , (4.34)
and therefore obviously
qµAµν = 0 ,
q′νAµν = 0 . (4.35)
To arrive at Eq. (4.34) one can represent momentum vector as a derivative w.r.t. x acting
on the exponential. Integration by parts, where the boundary terms vanish, and Eq. (3.51)
verify Eq. (4.34).
To formulate these requirements in the spinor formalism, recall that the second equation
of (4.35) means that
Aαα˙ββ˙ ≡ σµαα˙σνββ˙Aµν (4.36)
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needs to have at least one factor of λβ or λ¯β˙ ,
Aαα˙ββ˙ = λβµ¯β˙A(1)αα˙ + µβλ¯β˙A(2)αα˙ + λβλ¯β˙A(3)αα˙ . (4.37)
The first constraint of (4.35) reads(
(1− )λαλ¯α˙ − µαµ¯α˙)Aαα˙ββ˙ = 0 (4.38)
and puts a limitation on the available structures A(i)αα˙ (i = 1, 2, 3). They can be written as
follows:
A(i)αα˙ = λαµ¯α˙A(i)1 + µαλ¯α˙A(i)2 +
(
(1− )λαλ¯α˙ + µαµ¯α˙
)A(i)3 . (4.39)
Therefore we have found nine possible structures, which can be isolated by suitable contrac-
tions with the auxiliary spinors. We define the helicity conserving amplitudes (the name
will become clear below)
A++ = 1
4(nn¯)
λαµ¯α˙µβλ¯β˙Aαα˙ββ˙ ,
A−− = 1
4(nn¯)
µαλ¯α˙λβµ¯β˙Aαα˙ββ˙ , (4.40)
and the helicity flip amplitudes
A+− = 1
4(nn¯)
λαµ¯α˙λβµ¯β˙Aαα˙ββ˙ ,
A−+ = 1
4(nn¯)
µαλ¯α˙µβλ¯β˙Aαα˙ββ˙ , (4.41)
as well as the longitudinal-to-transverse helicity flip amplitudes
A0+ = −
(
(1− )λαλ¯α˙ + µαµ¯α˙)µβλ¯β˙
4
√
2(1− )(nn¯) Aαα˙ββ˙ ,
A0− = −
(
(1− )λαλ¯α˙ + µαµ¯α˙)λβµ¯β˙
4
√
2(1− )(nn¯) Aαα˙ββ˙ . (4.42)
There are three more amplitudes
A+0 = − µ
αλ¯α˙µβµ¯β˙
4
√
2(1− )Q2(nn¯)Aαα˙ββ˙ ,
A−0 = − λ
αµ¯α˙µβµ¯β˙
4
√
2(1− )Q2(nn¯)Aαα˙ββ˙ ,
A00 = + µ
αµ¯α˙µβµ¯β˙
8(1− )
√
Q2(nn¯)
Aαα˙ββ˙ , (4.43)
which do not have any physical significance, as we shall see. The relations between Aij
(i, j ∈ {0,±}) and A(l)k (k, l ∈ {1, 2, 3}) are straightforward, e.g. A++ = (nn¯)A(1)2 , etc. For
the most part of this work the results will be presented in terms of Aij .
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Let us recall the meaning of the transverse basis in Eq. (4.20): the vectors corresponding
to λαµ¯α˙ and µαλ¯α˙ are related by complex conjugation and are orthogonal to n and n¯ and
thus orthogonal to q and q′. Then the normalized vectors associated with
ε+αα˙ =
µαλ¯α˙√
(nn¯)
,
ε−αα˙ =
λαµ¯α˙√
(nn¯)
(4.44)
can be identified with the two physical photon helicities. In addition the third option
ε0αα˙ =
(1− )λαλ¯α˙ + µαµ¯α˙√
2(1− )(nn¯) (4.45)
corresponds to a longitudinal polarization.
In the vector notation the decomposition of Aµν reads
Aµν = ε+µ ε−ν A++ + ε−µ ε+ν A−− + ε0µε−ν A0+ + ε0µε+ν A0− + ε+µ ε+ν A+− + ε−µ ε−ν A−+
+ ε+µ q
′
νA+0 + ε−µ q′νA−0 + ε0µq′νA00 (4.46)
where ε−µ =
(
ε+µ
)∗
and(
ε±
)2
=
(
ε±ε0
)
= 0 ,
(
ε0
)2
= −(ε+ε−) = 1 . (4.47)
The amplitudes A±± describe the process of scattering a photon with helicity ± off a nucleon
where the final state photon helicity is the same (±). A0± characterize the transition from
a longitudinally polarized photon (this degree of freedom is allowed for virtual photons)
into a final state photon with helicity ±. Finally the amplitudes A+0, A−0, A00, though
nonzero in general, do not contribute to any DVCS observable, since they correspond to a
longitudinally polarized photon the in the final state.
Note that Aµν is dimensionless and we expect in the limit Q→∞ the following schematic
power counting behavior:
A±± ∼ O(Q0) , A0± ∼ O(m/Q,
√
t/Q) , A±∓ ∼ O(m2/Q2, t/Q2) . (4.48)
Formally there are helicity flip contributions at NLO through the gluon transversity distri-
bution, which contribute at O(Q0) to A±∓. They are irrelevant for our purposes and can
be ignored. If the calculation is done in the OPE to twist-4 accuracy in the sense of the
kinematic approximation, one can obtain the “leading” contribution to the helicity flip am-
plitudes and the “leading plus subleading” contribution to A±± ∼ O(Q0)+O(m2/Q2, t/Q2).
Working out these corrections will be one of the main new results, while there exist expres-
sions for A0± and A±∓ in the literature, cf. [37,40]. We try to compare results in much
detail in Sec. 6.4.
One can express the polarization vectors in terms of the momenta of the DVCS process.
This can be easily written down for the longitudinal vector ε0,
ε0µ = −
1
Q
qµ − Q
(qq′)
q′µ , (4.49)
which, by construction, depends only on the photon vectors. To obtain a representation in
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the transverse plane, one can use the average proton momentum P . By using Eqs. (4.44)
and (4.27) one finds
ε±µ = −
1
2(Pε∓)
(P⊥µ ± iP¯⊥µ ) , (4.50)
where P⊥µ and P¯
⊥
µ are obtained with the help of the projectors g
⊥
µν and ε
⊥
µν . The latter read
in terms of the momenta
g⊥µν = gµν −
qµq
′
ν + q
′
µqν
(qq′)
+
q′µq
′
ν q
2
(qq′)2
, ε⊥µν = εµνρσ
qρq′σ
(qq′)
. (4.51)
Since P⊥ can be expanded as
P⊥ = −(ε+P )ε− − (ε−P )ε+ , (4.52)
one finds
2(ε+P )(ε−P ) = |P⊥|2 . (4.53)
Note that we still have some freedom in the choice of basis, namely a rotation in the trans-
verse plane. In the spinor notation, one can redefine
λ→ eiφ1λ , λ¯→ e−iφ1 λ¯ ,
µ→ eiφ2µ , µ¯→ e−iφ2 µ¯ , (4.54)
with arbitrary phases φ1, φ2. This leaves the light-cone invariant, but maps
ε+ → ei(φ2−φ1)ε+ ,
ε− → ei(φ1−φ2)ε− . (4.55)
The amplitude tensorAµν does not change under such redefinitions, as we shall see explicitly.
In more detail, we expect A0± ∼ (ε±P ) and A∓± ∼ (ε±P )2. We can use this freedom to
make the transverse components of P⊥ degenerate, i.e.
(ε+P ) = (ε−P ) = −|P⊥|√
2
(4.56)
and thus
ε±µ =
P⊥µ ± iP¯⊥µ√
2|P⊥|
. (4.57)
4.3. Generalized parton distributions in a nutshell
Throughout the entire work we will stick to the convention of M. Diehl, see [15]. The four
nucleon GPDs, Hq, Eq, H˜q, E˜q, for a given quark flavor q are defined as matrix elements
of bilinear quark field operators “living” on the light-ray n , expressed in momentum space
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via a Fourier transform:
Fq =
∫
dz
4pi
e−ixz(P n) 〈p′| q¯
(1
2
zn
)
/nq
(
−1
2
zn
)
|p〉
=
1
2(Pn)
[
Hq(x, ξ, t)u¯(p′)/nu(p) + Eq(x, ξ, t)u¯(p′)
iσµνnµ∆ν
2m
u(p)
]
,
F˜q =
∫
dz
4pi
e−ixz(P n) 〈p′| q¯
(1
2
zn
)
/nγ5q
(
−1
2
zn
)
|p〉
=
1
2(Pn)
[
H˜q(x, ξ, t)u¯(p′)/nγ5u(p) + E˜q(x, ξ, t)u¯(p′)
γ5(∆n)
2m
u(p)
]
, (4.58)
where the spin quantum numbers are suppressed in the notation. Here the light-like vector
n can be taken proportional to n ∝ n. In fact Eq. (4.58) is invariant under an arbitrary
re-parametrization n → αn . A GPD depends on the renormalization scale µ2 (always
left implicit) and on the three kinematical variables (x, ξ, t). Note that here x refers to a
momentum fraction variable, not to be confused with the position variable introduced earlier.
This unfortunate clash of notation is rather standard in the literature and will hopefully not
result in a confusion. It should be clear from the context to which quantity “x” refers to.
For convenience the following abbreviations for the spinor bilinears are introduced:
vµ = u¯(p
′)γµu(p) , s = u¯(p′)u(p) ,
v˜µ = u¯(p
′)γµγ5u(p) , s˜ = u¯(p′)γ5u(p) , (4.59)
and by using the Dirac equation one can perform a rewriting of the definitions in Eq. (4.58)
Fq =
1
2(Pn)
[
(vn)(Hq + Eq)− (Pn)s
m
Eq
]
,
F˜q =
1
2(Pn)
[
(v˜n)H˜q +
(∆n)s˜
2m
E˜q
]
, (4.60)
in this context also known as Gordon decomposition.
In order to readily apply the OPE formalism from Ch. 3 we employ the double distribution
representation of the hadronic matrix elements [12,13,41]. The notation closely follows that
of [16] (slightly adapted to our needs),
〈p′| q¯(z1n)/nq(z2n) |p〉 =
=
∫
dβ dα e−i`12n
[
(vn)hq(β, α) +
is
z12m
(
∂βf
q(β, α) + ∂αg
q(β, α)
)]
,
〈p′| q¯(z1n)/nγ5q(z2n) |p〉 =
=
∫
dβ dα e−i`12n
[
(v˜n)h˜q(β, α) +
is˜
z12m
(
∂β f˜
q(β, α) + ∂αg˜
q(β, α)
)]
, (4.61)
where
`12 = βz21P +
1
2
(
z12α− z1 − z2
)
∆ . (4.62)
The region of integration in Eq. (4.61) goes over the square |α|+ |β| ≤ 1, see Fig. 4.2. The
functions hq, h˜q, fq, f˜q, gq and g˜q in Eq. (4.61) will be referred to as double distributions
(DDs). For convenience it will be assumed that they vanish at the border of the integration
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β
α
x
Figure 4.2.: Square shaped support region for double distributions in the (β, α)-plane. Integration
along the blue line with slope −1/ξ converts the DD into a GPD at point (x, ξ).
|α| + |β| = 1. This assumption is not strictly necessary, it was made to trade Lorentz
invariant prefactors (Pn) and (∆n) (analogously to Eq. (4.60)) for derivatives w.r.t. β and
α acting on the exponential. Integration by parts with zero boundary terms yields (4.61).
This step will be “undone” in the final expressions, so that possible boundary terms (if
existing) would cancel again. Alternatively, without changing the final results, one could
have kept the factors (Pn) and (∆n) from the beginning.
A connection between the DDs and GPDs themselves can be obtained by comparing
Eq. (4.61) with Eq. (4.58). One example of such a relation is∫
dβ dα δ(x− β − αξ)h˜q(β, α) = H˜q(x, ξ, t) . (4.63)
In other words, to obtain the GPD H˜ at (x, ξ), one needs to do a line integral, parametrized
by x−β−αξ = 0 in the (β, α)-plane, see Fig. 4.2. We discuss more details and generalizations
in App. C.
Using Hermiticity properties, time reversal and parity symmetry, one can show1 for the
vector operator
〈p′, s′| q¯(z1n)/nq(z2n) |p, s〉∗ =
= 〈p, s| q¯(z2n)/nq(z1n) |p′, s′〉
= 〈p′,−s′| q¯(−z1n)/nq(−z2n) |p,−s〉 (−1)δs,−s′ , (4.64)
where s, s′ are the spins of the nucleon states (previously suppressed in the notation). An
1See Ref. [16] for a proof.
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analogous equation holds for the axial operator:
〈p′, s′| q¯(z1n)/nγ5q(z2n) |p, s〉∗ =
= 〈p, s| q¯(z2n)/nγ5q(z1n) |p′, s′〉 =
= 〈p′,−s′| q¯(−z1n)/nγ5q(−z2n) |p,−s〉 (−1)δs,s′ . (4.65)
As a consequence, the GPDs are real and even in ξ[
F q(x, ξ, t)
]∗
= F q(x,−ξ, t) = F q(x, ξ, t) , F q ∈ {Hq, Eq, H˜q, E˜q} . (4.66)
Along the same lines one deduces, that the double distributions are real and obey the
symmetry relations [
hq(β, α)
]∗
= hq(β,−α) = hq(β, α) ,[
h˜q(β, α)
]∗
= h˜q(β,−α) = h˜q(β, α) ,[
Φq(β, α)
]∗
= Φq(β,−α) = Φq(β, α) ,[
Φ˜q(β, α)
]∗
= −Φ˜q(β,−α) = Φ˜q(β, α) , (4.67)
where
Φq(β, α) = ∂βf
q(β, α) + ∂αg
q(β, α) ,
Φ˜q(β, α) = ∂β f˜
q(β, α) + ∂αg˜
q(β, α) . (4.68)
As a consequence of Lorentz invariance GPDs have to satisfy polynomiality conditions,
meaning that the n-th Mellin moment of Hq and Eq has to be a polynomial in ξ of degree
n, ∫ 1
−1
dxxn−1Hq(x, ξ, t) =
n−1∑
i=0
cH
q
i (t)ξ
i + cqn(t)ξ
n ,
∫ 1
−1
dxxn−1Eq(x, ξ, t) =
n−1∑
i=0
cE
q
i (t)ξ
i − cqn(t)ξn . (4.69)
Here the coefficients with odd indices have to vanish due to the symmetry (4.66). Note
that the same coefficient in front of the highest power of ξ enters with opposite sign for
the Mellin moment for Hq and Eq. There exist analogous relations to Eq. (4.69) for H˜q
and E˜q, with the modification that the ξn term is absent. It is important to realize that
Eq. (4.69) is an extremely strong constraint on the functional dependence of the GPDs on
the momentum fractions x and ξ. Via Eqs. (C.1), (C.2) one can see that the polynomiality
condition is automatically satisfied for a DD ansatz. This is a big advantage when one
constructs models for GPDs. The peculiar form in Eq. (4.68) accounts for the existence of
a pion-pole contribution for E˜q and a D-term for Hq and Eq. The latter also allows for
a nonzero coefficient of the highest power ξn in Eq. (4.69). A DD ansatz in Eq. (4.61) is
also very convenient for our purposes, although for a rather pragmatic reason, namely that
the dependence on the light-cone vector n is encoded in a rather simple way, making the
application of the leading twist projector straightforward.
The GPDs Hq and H˜q reduce to the usual unpolarized and polarized parton densities in
35
CHAPTER 4. DEEPLY VIRTUAL COMPTON SCATTERING
b⊥
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Figure 4.3.: Schematic cartoon of the impact parameter representation q(x, b⊥). For given x the
distribution q(x, b⊥) gives the probability density to find a quark q inside a fast moving
nucleon, separated by a distance b⊥ from the center of motion and sharing a fraction
x of the nucleon momentum p.
the forward limit, e.g. for x > 0
Hq(x, ξ = 0, t = 0) = q(x) ,
H˜q(x, ξ = 0, t = 0) = ∆q(x) . (4.70)
Since q(x) and ∆q(x) are well-determined by DIS experiments, this reduction formula gives
a strong constraint on Hq and H˜q. On the other hand, for Eq and E˜q there is no such
constraint from DIS. Furthermore GPDs fully encode the Dirac and Pauli form factors F q1
and F q2 (for a particular quark flavor q) by means of their first Mellin moments,∫ 1
−1
dxHq(x, ξ, t) = F q1 (t) ,∫ 1
−1
dxEq(x, ξ, t) = F q2 (t) . (4.71)
The ξ-independence of this relation follows readily from the polynomiality conditions (4.69)
with vanishing coefficients cq1. Analogous relations exist between H˜ (E˜) and the axial (pseu-
doscalar) form factors gqA (g
q
P ).
As it was noticed by M. Burkardt in [19,20], going over to so-called impact parameter
representation q(x, b⊥),
q(x, b⊥) =
∫
d2∆⊥
(2pi)2
e−i~∆⊥·~b⊥Hq(x, ξ = 0,−~∆2⊥) (4.72)
one gets a probabilistic distribution of a quark q with momentum fraction x located at a
distance b⊥ =
∣∣~b⊥∣∣ from the center of transverse momentum, see Fig. 4.3. The description
is valid in the infinite momentum frame and here we have considered the special case ξ = 0,
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though it can be generalized to nonvanishing skewness, see [21] for details. In order to
get such a “tomographic” nucleon image in the spirit of Fig. 4.3, on needs to know the t-
dependence of the GPDs in a sufficient range, see Eq. (4.72). This calls for an experimental
program to explore the large |t| regime of the phase space. As we have stressed already, one
should take into account the corrections ∼ t/Q2, which requires a twist-4 calculation. We
proceed with this task in the next chapter.
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5. Calculation of helicity amplitudes
5.1. Notation
In terms of double distributions the z1,2-dependence of the nucleon matrix elements like
〈p′, s′| q¯(z1n)/nq(z2n) |p, s〉 is encoded in a somewhat convenient way. Recall that the vec-
tor/axial operator always enters the OPE anti-/symmetrized in z1, z2. Exchanging z1 with
z2 effectively amounts to a replacement (β, α)→ (−β,−α) of the DDs. Using the symmetry
relations (4.67), we are in practice always working with the following DDs
hq−(β, α) =
1
2
(
hq(β, α)− hq(−β, α)) ,
h˜q+(β, α) =
1
2
(
h˜q(β, α) + h˜q(−β, α)) ,
Φq+(β, α) =
1
2
(
Φq(β, α) + Φq(−β, α)) ,
Φ˜q−(β, α) =
1
2
(
Φ˜q(β, α) + Φ˜q(−β, α)) . (5.1)
The subscripts “+,−” denote the parity under simultaneous reflection in β and α, e.g.
hq−(−β,−α) = −hq−(β, α). For convenience we will also introduce an abbreviated notation
for the DD integral,
〈p′| O++(z1, z2) |p〉 = (vn)
∫
dh− e−i`12n +
is
z12m
∫
dΦ+ e
−i`12n
−(v˜n)
∫
dh˜+ e
−i`12n − is˜
z12m
∫
dΦ˜− e−i`12n . (5.2)
Here, the quantities h−, h˜−, Φ+, Φ˜− and O++ are understood to be charge (squared)
averaged, i.e.
h− =
∑
q
e2q h
q
− , etc. (5.3)
with eq being the fractional electric charge of quark flavor q, e.g. eu =
2
3 . The measure dh−
is defined by
dh− = dβ dαh−(β, α) (5.4)
and analogously for the three other DDs.
One more notational shortcut will be employed, which saves us from a couple of tedious,
not very enlightening definitions. We will use the same symbols for operators and their
matrix elements, i.e. from now on we identify e.g.
B(z1, z2)→ 〈p′|B(z1, z2) |p〉 , etc., (5.5)
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which will hopefully not result in a confusion.
5.2. Transverse helicity flip A±∓
To begin we consider the amplitudes describing the photon helicity flip transition, cf.
Eq. (4.41)
A±∓ = 1
4(nn¯)
A±∓±∓ , A+−+− = λαµ¯α˙λβµ¯β˙Aαα˙ββ˙ , A−+−+ = µαλ¯α˙µβλ¯β˙Aαα˙ββ˙ .
(5.6)
Given thatA±∓ is “helicity nonconserving”, it is already a suppressed contribution compared
to the helicity conserving ones. To our stated accuracy it is sufficient to consider only the
contributions from B (twist-2 and twist-3), which can be summarized as
A±∓±∓ = −2
∫
d4x e−irx
pi2(x2 − i0)2x±∓
[
B±∓(z1, z2)−B±∓(z2, z1)
]
, (5.7)
where
r = z1q − z2q′ = z12q + z2∆ . (5.8)
At this point we remind that B is now understood to be “sandwiched” between proton
momentum eigenstates. Corrections from A, Bt=4 and C would give rise to terms of order
O(Q−3), which are beyond our approximation and can be disregarded here. For the same
reason it suffices to approximate the leading twist projector by unity, cf. Eq. (A.11), Π→ 1.
In order to keep the calculations manageable, we consider each contribution of a given
DD separately. Note that in Eq. (5.7) B appears antisymmetrized in z1,2. On the twist-2
level, this antisymmetrization is directly passed on to the operator (or its matrix element)
and thus there is no t = 2 contribution from the axial sector.
5.2.1. Twist-2
Using the z1 ↔ z2 symmetry and Eq. (3.38), one arrives at the following expression
At=2±∓±∓ = −2
∫
d4x e−irx
pi2(x2 − i0)2x±∓∂±∓
∫ 1
0
duOV,−(uz1, uz2) . (5.9)
At first we look only at the h− contribution, which reads in our compactified notation:
At=2±∓±∓[h−] = −2
∫ 1
0
du
∫
dh−
∫
d4x e−i(r+u`12)x
pi2(x2 − i0)2 x±∓
(
v±∓ − iu`12,±∓(vx)
)
, (5.10)
where we changed the order of integrations and carried out the derivative ∂±∓ explicitly,
using
∂αα˙xββ˙ = −2αβα˙β˙ . (5.11)
To indicate a certain contribution of a DD to an amplitude we have used the functional
brackets, “[h−]” in the above example, and we will adopt this notation in what follows. The
Fourier integral can now be evaluated with the help of Eqs. (B.2) and (B.3), yielding after
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a little algebra
At=2±∓±∓[h−] = −8
∫ 1
0
du
∫
dh−
[
uβP±∓v±∓
(r + u`12)2 + i0
+
(uβP±∓)2(r + u`12, v)
((r + u`12)2 + i0)2
]
. (5.12)
Note that the only transverse component of `12 is through βz21P , see (4.62). We silently
put z21 = −1 according to the discussions in Secs. 3.3 and 4.2.
The intermediate result (5.12) still needs to be expanded in Q. We take the opportunity
to give an extended discussion on how to do this quickly for the case at hand and for all
upcoming amplitudes. By straightforward algebra one obtains for the squares (z1 and z2
arbitrary) and their asymptotic scaling behavior
r2 = −2z1(nn¯) + z21t = O(Q2) ,
`212 = −|P⊥|2β2z212 + t(z12ω − z1)(z12(α− ω)− z2) = O(t,m2) . (5.13)
Here ω is defined as
ω =
1
2
(
β
ξ
+ α+ 1
)
. (5.14)
The cross term is
(r`12) = −(nn¯)(z12ω − z1) + tz1
(
z12(ω − β/(2ξ))− z1
)
(5.15)
and therefore also of order O(Q2). In addition, we also need to give a hierarchy of the spinor
bilinears. This can be done by temporarily assuming that the light-cone vector n defines
the large plus momenta for particles moving almost with the speed of light along the z-axis.
Using explicit representations for uλ(p), cf. Ch. 2, one gets for the scalar
u¯↑(p′)u↑(p) = u¯↓(p′)u↓(p) = m
√
(pn)
(p′n)
+m
√
(p′n)
(pn)
,
u¯↑(p′)u↓(p) = −
(
u¯↓(p′)u↑(p)
)∗
= p¯ ′
√
(pn)
(p′n)
− p¯
√
(p′n)
(pn)
(5.16)
and for the pseudoscalar structure
u¯↑(p′)γ5u↑(p) = u¯↓(p)γ5u↓(p′) = m
√
(pn)
(p′n)
−m
√
(p′n)
(pn)
,
u¯↑(p′)γ5u↓(p) =
(
u¯↓(p′)γ5u↑(p)
)∗
= p¯
√
(p′n)
(pn)
− p¯ ′
√
(pn)
(p′n)
, (5.17)
where in the above equations p¯ = p1−ip2 and p¯ ′ = p′ 1−ip′ 2. For the axial- and vector-type
bilinears
u¯λ′(p
′)/nuλ(p) = (−1)δλ,↓ u¯λ′(p′)/nγ5uλ(p) = Q
2 + t
2
√
1− ξ2
ξ
δλλ′ . (5.18)
We can therefore conclude that roughly speaking (vn), (v˜n) ∼ O(Q2) and s, s˜ ∼ O(|P⊥|).
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Further, using the Dirac equation, one finds
(P⊥v) = ms+

ξ
(vn) ,
(P¯⊥v) = −i(ms˜+ (v˜n)) . (5.19)
From the above discussion it is easy to see, that both terms in Eq. (5.12) are of the same
order. Also (q + u`12, v) ≈ z12(vn) and the following approximation is valid:
(r + u`12)
2 ≈ −2(nn¯)(z12uω + z1u¯) . (5.20)
Then one arrives at the compact result
At=2±∓±∓[h−] = 2
∫
dh−
[
2βP±∓v±∓
(nn¯)
+
(βP±∓)2(vn)
(nn¯)2
∂ω
]
∂ωU(ω) , (5.21)
where
U(ω) =
∫ 1
0
du ln(uω + u¯z1 − i0) = ω ln(ω − i0)− z1 ln z1
ω − z1 . (5.22)
Apparently, At=2±∓±∓[h−] still depends on z1. This dependence is canceled by adding the
twist-3 contribution, which is calculated in the next section. Note that it is important to
keep track of the “i0 prescription”. Typically one can skip it in intermediate expressions and
restore it by the replacement ω → ω − i0 in the final results. The “i0” in Eq. (5.22) is only
necessary inside the logarithm, defining how to approach the logarithmic cut for negative ω.
Otherwise U(ω) is regular.
The contribution from Φ+ obtained in the same way
At=2±∓±∓[Φ+] = 2
∫
dΦ+
(βP±∓)2
(nn¯)
∂ωU(ω) . (5.23)
5.2.2. Twist-3
We can omit the suppressed twist-4 terms ∼ lnu in Eq. (3.39) and thus the relevant polar-
ization contraction for B is given by
Bt=3±∓(z1, z2) =
i
4
∫ 1
0
duu
∫ z1
z2
dv
z12
[
z1(x∆¯∂)±∓Ot=2++ (uz1, uv) + z2(x¯∆∂¯)∓±Ot=2++ (uv, uz2)
]
.
(5.24)
By explicit calculation one finds
(x∆¯∂)±∓ = −(x±−∂−∓ + x±+∂+∓) ,
(x¯∆∂¯)±∓ = −(x−±∂∓− + x+±∂∓+) . (5.25)
Here, all terms proportional to  can be neglected. Also ∂−− produces only power-suppressed
contributions of the form (n¯v), (n¯v˜), (n¯`12), (n¯P ), (n¯∆). Thus we can approximate the
square brackets in Eq. (5.24) by −x−−∂+−z2Ot=2++ (uv, uz2) in the case of Bt=3+− and by
−x−−∂−+z1Ot=2++ (uz1, uv) in the case of Bt=3−+ . One can re-summarize the resulting ex-
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pression as
Bt=3±∓(z1, z2) = −
i
4
∫ 1
0
duu
∫ z1
z2
dv
z12
x−−∂±∓
[
z1OV (uz1, uv) + z2OV (uv, uz2)
± z1OA(uz1, uv)∓ z2OA(uv, uz2)
]
. (5.26)
It is sufficient to continue calculating with the term ∼ z1OV (uz1, uv). The other parts are
completely analogous and can be obtained from the former by simple considerations. For
definiteness let us start with the contribution from h−,
At=3±∓±∓[h−] =
i
2
∫
dh−
∫ 1
0
duu
∫ z1
z2
dv
z12
×
×
∫
d4x e−irx
pi2x4
x±∓ x−−∂±∓(vx)
(
z1e
−iu`1vx + z2e−iu`v2x
)
, (5.27)
where `1v = `(z1, z2 = v) and `v2 = `(z1 = v, z2). After carrying out the derivative and
the Fourier integral by employing Eqs. (B.3) and (B.4) one obtains after a couple of lines of
calculation
At=3±∓±∓[h−] = −
∫
dh−
[
2v±∓βP±∓
(nn¯)
+
(vn)(βP±∓)2
(nn¯)2
∂ω
]
∂ωV+(ω) . (5.28)
The same approximations as discussed in the twist-2 section were used to arrive at this
formula. V+(ω) is given by
V±(ω) =
∫ 1
0
duu
∫ z1
z2
dv
z12
[
z2
z1 − uv + u(v − z2)ω ±
z1
z1 − uz1 + u(z1 − v)ω
]
. (5.29)
The contribution of h˜+ is then easily obtained by taking into account the sign factors ± and
the different symmetrization as well as the simple substitutions h− → h˜+, v → v˜
At=3±∓±∓[h˜+] = ±
∫
dh˜+
[
2v˜±∓βP±∓
(nn¯)
+
(v˜n)(βP±∓)2
(nn¯)2
∂ω
]
∂ωV−(ω) , (5.30)
with V− defined above.
Consider now the contribution from Φ+:
At=3±∓±∓[Φ+] = −
s
2m
∫
dΦ+
∫ 1
0
du
∫ z1
z2
dv
z12
×
×
∫
d4x e−iqx
pi2x4
x±∓x−−∂±∓
(
z1
z1 − v e
−iu`1vx +
z2
v − z2 e
−iu`v2x
)
. (5.31)
The basic steps are identical to the ones for h−, yielding
At=3±∓±∓[Φ+] = −
s
m
∫
dΦ+
(βP±∓)2
(nn¯)
∂ωV+(ω) . (5.32)
Similar as in the case of h˜+ the corresponding answer in the Φ˜− sector is given by substituting
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Φ+ → ±Φ˜− and s→ s˜, i.e.
At=3±∓±∓[Φ˜−] = ∓
s˜
m
∫
dΦ−
(βP±∓)2
(nn¯)
∂ωV−(ω) . (5.33)
We finally note that the evaluation of V±(ω) is elementary and gives
V+(ω) =
((1− ω)z1 − ωz2) ln(ω − i0)
(1− ω)(ω − z1) −
2z1 ln z1
w − z1 ,
V−(ω) =
ln(ω − i0)
1− ω , (5.34)
where we silently restored the i0 prescription.
5.2.3. Summary
The final expressions for the axial sector involve V−(ω) only, which does not depend on zi
as expected from the discussion in Sec. 3.3. For the vector part this symmetry is restored
in the sum of twist-2 and twist-3 contributions. This is indeed the case, since
2U(ω)− V+(ω) = − (2ω − 1) ln(ω − i0)
1− ω . (5.35)
Here one can see the strength of the translation-symmetry check: the zi-dependence drops
out almost in the very last step of the calculation.
Summarizing the result, one can write
A±∓ = − s(P±∓)
2
4m(nn¯)2
∫
dΦ+ β
2∂ω
(2ω − 1) ln(ω − i0)
ω − 1 ±
s˜(P±∓)2
4m(nn¯)2
∫
dΦ˜− β2∂ω
ln(ω − i0)
ω − 1
+
P±∓
4(nn¯)2
∫
dh−
[
2v±∓β +
(vn)P±∓β2
(nn¯)
∂ω
]
∂ω
(2ω − 1) ln(ω − i0)
ω − 1
∓ P±∓
4(nn¯)2
∫
dh˜+
[
2v˜±∓β +
(v˜n)P±∓β2
(nn¯)
∂ω
]
∂ω
ln(ω − i0)
ω − 1 . (5.36)
5.3. Longitudinal-to-transverse helicity flip A0±
Let us continue with the longitudinal-to-transverse photon helicity transition amplitude
A0±, from Eq. (4.42). By using (4.38) and 1−  ≈ 1, we have to the 1/Q2 accuracy
A0± ≈ − 1
2
√
2(nn¯)
A−−∓± . (5.37)
Again, just like in the previous case of A±∓, the leading twist projector is taken as unity,
since the corrections of order x2 to Π would only produce terms that are beyond the twist-4
calculation.
5.3.1. Twist-2
An immediate simplification is achieved by the observation that one can neglect terms
proportional to x±∓B−−, since B−− will produce terms of order 1/Q2 and the presence
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of transverse components x±∓ will ultimately produce a suppression of P±∓/Q. Combining
these two effects is already beyond the aimed accuracy. Thus we can equate
At=2,3−−−+ = +2
∫
d4x e−irx
pi2x4
x−−B
t=2,3
−+ (z2, z1) ,
At=2,3−−+− = −2
∫
d4x e−irx
pi2x4
x−−B
t=2,3
+− (z1, z2) . (5.38)
The above relations hold for twist-2 and twist-3. From the vector/axial symmetry properties
under z1 ↔ z2 we obtain
At=2−−∓±[h−] = −
∫
dh−
∫ 1
0
du
∫
d4x e−i(r+u`12)x
pi2x4
x−−
(
v∓± − iu`12,∓±(vx)
)
,
At=2−−∓±[h˜+] = ∓
∫
dh˜+
∫ 1
0
du
∫
d4x e−i(r+u`12)x
pi2x4
x−−
(
v˜∓± − iu`12,∓±(v˜x)
)
,
At=2−−∓±[Φ+] = −
s
m
∫
dΦ+
∫ 1
0
du
∫
d4x e−i(r+u`12)x
pi2x4
x−−`12,∓± ,
At=2−−∓±[Φ˜−] = ∓
s˜
m
∫
dΦ˜−
∫ 1
0
du
∫
d4x e−i(r+u`12)x
pi2x4
x−−`12,∓± . (5.39)
It should be clear by now how to proceed. The first contribution of (5.39) is evaluated with
the help of (B.2) and (B.3) and reads
At=2−−∓±[h−] = 4(nn¯)
∫
dh−
∫ 1
0
du
[
v∓±
(r + u`12)2
+
2(vn)uβP∓±
(r + u`12)4
]
. (5.40)
After the usual expansion in 1/Q this results in
At=2−−∓±[h−] = −2
∫
dh−
[
v∓± +
(vn)βP∓±
(nn¯)
∂ω
]
W (ω) , (5.41)
where
W (ω) =
∫ 1
0
du
(uω + u¯z1 − i0) =
ln(ω/z1 − i0)
ω − z1 . (5.42)
Obviously, it is possible to write down the answers for all other contributions from h˜+,
Φ+ and Φ˜− by replacing
(
v → ±v˜), (v∓± → −(s/m)P∓±β, (vn) → 0) and (v∓± →
∓(s˜/m)P∓±β, (vn) → 0
)
respectively. The z1-dependence of this intermediate result is
cured by the twist-3 addendum given in the next section.
5.3.2. Twist-3
Out of Bt=3∓± the terms ∼ lnu can be discarded again, they will only play a role in the helicity
conserving case. Further, due to the relations (5.25) and neglecting terms with ∂−−, one
can see that only the first term for A−−−+ and the second term for A−−+− in Eq. (3.39)
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are relevant. Therefore we are left with
At=3−−∓± =
iz2
2
∫ 1
0
duu
∫ z1
z2
dv
z12
∫
d4x e−irx
pi2x4
(x−−)2∂∓±
[OV,−(uv, uz2)±OA,+(uv, uz2)] .
(5.43)
Again, effectively the calculation for h− suffices to determine all contributions. Indeed the
h˜+, Φ+, Φ˜− parts are given by the identical replacements from the previous section.
After the Fourier transformation one can write the answer in the following form:
At=3−−∓±[h−] = −2
∫
dh−
[
v∓± + (vn)
βP∓±
(nn¯)
∂ω
]
X(ω) , (5.44)
with
X(ω) =
∫ 1
0
duu
∫ z1
z2
dv
z12
z2
(z1 − uv + uω(v − z2))2 =
ln z1
ω − z1 −
z2 lnω
(ω − 1)(ω − z1) . (5.45)
5.3.3. Summary
The twist-2 and the twist-3 answers depend on the positions individually, however in the
sum this dependence disappears due to
W (ω) +X(ω) =
ln(ω − i0)
ω − 1 , (5.46)
as expected. Thus, the total amplitude is given by
A0± = − s√
2m
∫
dΦ+
βP∓±
(nn¯)
log(ω − i0)
ω − 1 ∓
s˜√
2m
∫
dΦ˜−
βP∓±
(nn¯)
log(ω − i0)
ω − 1
+
1√
2(nn¯)
∫
dh−
[
v∓± + (vn)
βP∓±
(nn¯)
∂ω
]
log(ω − i0)
ω − 1
± 1√
2(nn¯)
∫
dh˜+
[
v˜∓± + (v˜n)
βP∓±
(nn¯)
∂ω
]
log(ω − i0)
ω − 1 . (5.47)
5.4. Helicity conserving amplitudes A±±
The evaluation of the helicity conserving amplitudes A±± was initially the main motivation
for this study. Technically, they are also the most demanding ones. In order to keep matters
manageable, we introduce two linear combinations
A = 1
2
(A++ +A−−) , A˜ = 1
2
(A++ −A−−) . (5.48)
In terms of spinor-contractions this definition reads:
A = A+−−+ +A−++−
4(nn¯)
, A˜ = A+−−+ −A−++−
4(nn¯)
. (5.49)
The above separation is motivated from parity symmetry. To see its implications, let us
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consider the contribution of B to A,
AB = − 1
4(nn¯)
∫
d4x e−irx
pi2x4
{
x++
[
B−−(z1, z2)−B−−(z2, z1)
]
+x−−
[
B++(z1, z2)−B++(z2, z1)
]}
. (5.50)
Obviously B enters antisymmetrized in z1, z2. From parity invariance it is intuitive (and
true) to suspect that only the vector part of O++ contributes. For Bt=2 this is seen to hold
immediately due to Eq. (3.38). In the case of Bt=3 it is also clear for the terms ∼ lnu of
Eq. (3.39). To see that this holds for the rest of Bt=3 too, one needs the following set of
formulas
(x∆¯∂)±± = −(x±−∂−± + x±+∂+±) ,
(x¯∆∂¯)±± = −(x−±∂±− + x+±∂±+) . (5.51)
From these expressions, one observes that the axial operator is preceded by terms like e.g.
(x∆¯∂)−−−(x¯∆∂¯)−− = (x+−∂−+−x−+∂+−), which give zero contribution after integration
by parts in x. Next, consider Bt=4 given in Eqs. (3.45) and (3.46). The first line of (3.46)
does not require any further explanation. For the contribution from the R- and R¯-operator,
cf. Eq. (3.41), let us define for an arbitrary function f of two variables y and z
Kf ≡ z12
∫ z1
z2
dy
z12
∫ y
z2
dz
z12
z − z2
z1 − z f(y, z) ,
K¯f ≡ z12
∫ z1
z2
dy
z12
∫ y
z2
dz
z12
z1 − y
y − z2 f(y, z) . (5.52)
One easily derives
P12KPyz = −K¯ , (5.53)
where P12 and Pyz are the permutation operators that exchange z1 ↔ z2 and y ↔ z
respectively. Therefore the antisymmetrization in z1,2 of B
t=4 translates into expressions
proportional to K+P12K¯ = K(1−Pyz). Thus the antisymmetrization is passed straight onto
the operator1 O++, from which again only the vector part survives. The same observation
applies also to the A and C contributions.
By the same reasoning it can be shown that all contributions to A˜ come entirely from
the axial operator OA,+, all of them are exclusively through B, since A and C enter with
coefficient zero.
Further progress can be made by considering the trace of Aµν over its Lorentz indices, for
which one finds using Eqs. (4.38) and (4.39)
Aµµ = −A++ −A−− +
1
4(nn¯)
A++−− . (5.54)
It follows that one can write
A = −1
2
Aµµ +
1
8(nn¯)
(A++−− −A−−++) , (5.55)
1The conformal two-particle generators with j = 1 are symmetric under such an exchange.
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where we have inserted 0 = A−−++ for convenience. The vanishing of A−−++ has been
checked in [23] up to twist-5. Let us define some abbreviations for the “sub-amplitudes”
ATr = −1
2
Aµµ ,
∆A = A+−−+ −A−++− ,
δA = A++−− −A−−++ , (5.56)
which we are going to work out explicitly. Translation invariance, a property expected from
every amplitude, should also hold for ATr, ∆A and δA individually.
5.4.1. Difference term δA
At first we notice that there is no contribution from Bt=2, because of a complete cancellation
between A++−− and A−−++ (most easily seen by integration by parts). The expansion for
δA starts from twist-3 (where we can take Π ≈ 1), and after a short calculation one arrives
at
δA = − i
2
∫
d4x e−irx
pi2x4
∫ 1
0
duu
∫ z1
z2
dv
z12
×
×
{[
x+−
(
(x∆¯∂)−+ − (x¯∆∂¯)+−
)
+ x−+
(
(x¯∆∂¯)−+ − (x∆¯∂)+−
)]×
×
[
z1OV,−(uz1, uv)− z2OV,−(uv, uz2)
]}
. (5.57)
A little algebra using Eq. (5.25) and integration by parts in each of the resulting eight terms
reveals that the square brackets in the second line of (5.57) can by written as
−16(nn¯)((xn¯)− (xn))− 4ix+−x−+(q∆) ≈ −16(nn¯)((xn¯)− (xn))+ 4ix+−x−+(nn¯) .
(5.58)
Inserting the DD parametrization for the matrix element of OV,+ one gets for the contribu-
tion from h−
δAt=3[h−] = 8i(nn¯)
∫
dh−
∫ 1
0
duu
∫ z1
z2
dv
z12
×
×
∫
d4x e−irx
pi2x4
(
(xn¯)− (xn) + x+−x−+
4i
)
(vx)
(
z1e
−iu`1vx − z2e−iu`v2x
)
.
(5.59)
Taking the momentum space integral yields
δAt=3[h−] = 8
∫
dh−
[
(vn)
(
2 +
β
ξ
∂ω
)
− v+−P−+ + v−+P+−
4(nn¯)
β∂ω
− (vn)P+−P−+
4(nn¯)2
β2∂2ω
]
ln(ω − i0)
ω − 1 . (5.60)
As one might have expected, it was possible to express the u- and v-integration by V−, see
Eqs. (5.29), (5.34). A small simplification can be achieved by
v+−P−+ + v−+P+− = −4(nn¯)
(
(vn)/ξ + (vP )
)
, (5.61)
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along with  = t/(2(nn¯)) and P+−P−+ = 2(nn¯)|P⊥|2, which allows us to rewrite the expres-
sion for δAt=3[h−] as
δAt=3[h−] = 8
∫
dh−
[
(vn)t
(nn¯)
(
1 +
β
ξ
∂ω
)
+ (vP )β∂ω − (vn)|P⊥|
2
2(nn¯)
β2∂2ω
]
ln(ω − i0)
ω − 1 . (5.62)
The contribution from Φ+ is calculated analogously:
δAt=3[Φ+] = 4(nn¯)s
m
∫
dΦ+
[
t
ξ(nn¯)
+
|P⊥|2
2(nn¯)
β2∂2ω
]
ln(ω − i0)
ω − 1 . (5.63)
Next, one notices that Bt=4 does not contribute to δA. This can be verified for example by
integration by parts along with the symmetry properties given at the beginning of Sec. 5.4.
The other twist-4 structure, A, is trivial since it enters with coefficient zero. Last, the only
contribution from the twist-4 sector comes from C and reads
δAt=4 = −2
∫
d4x e−irx
pi2x2
(
x−−∂++ − x++∂−−
)(
C(z1, z2) + C(z2, z1)
)
. (5.64)
Now, since x++∂−− gives only a subleading (beyond twist-4) correction, it can be discarded.
For the same reason, the difference x−−∂++ − 4(nn¯)(x∂) is of higher order (than twist-4).
One can therefore replace x−−∂++ by 4(nn¯)(x∂) and write
δAt=4 = −8(nn¯)
∫
d4x e−irx
pi2x2
(x∂)
(
C(z1, z2) + C(z2, z1)
)
, (5.65)
which is correct to our accuracy. We postpone dealing with this expression to the trace part,
and combine it with a similar integral in that context.
5.4.2. Trace part ATr
In the spinor formalism the term proportional to the trace of Aµν can be expressed as
ATr = 1
4
εαβεα˙β˙Aαα˙ββ˙ . (5.66)
From B we get,
ABTr = −
∫
d4x e−irx
pi2x4
(
(xB)(z1, z2)− (xB)(z2, z1)
)
, (5.67)
with (xB)(z1, z2) = x
µBµ(z1, z2) and Bµ(z1, z2) being the Lorentz-vector associated to Bαα˙,
see Eq. (3.26).
In particular for twist-2 one has
At=2Tr = −
∫ 1
0
du
∫
d4x e−irx
pi2x4
(x∂)Ot=2V,−(uz1, uz2) . (5.68)
An immediate simplification is achieved by the observation2
u∂u
(
q¯(uz1x)u/xq(uz2x)
)
= (x∂)
(
q¯(uz1x)u/xq(uz2x)
)
. (5.69)
2Roughly speaking, “(x∂) counts the degree of OV in x, which is one more than the degree in u”.
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The operator in the parentheses of this equation is equal to uOV (z1u, z2u), allowing us to
replace (x∂) by ∂uu in Eq. (5.68). This property is neither altered by antisymmetrization
of the arguments nor by the leading twist projection, which does not change the degree in
x or u. Then the integration over u trivializes and yields
At=2Tr = −
∫
d4x e−irx
pi2x4
Ot=2V,−(z1, z2) . (5.70)
It is at this point where we have to take into account the projector Π beyond trivial order
for the first time. Instead of using Eq. (3.33) directly, we have found it more convenient to
work with the representation (A.11). Although the former approach would work perfectly
well, it produces extremely long and cumbersome expressions in intermediate steps.
Doing the Fourier integral yields for h−
At=2Tr [h−] = 2
∫
dh−
[
(v, r + `12)
(r + `12)2
+
∫ 1
0
duu
[
u`212(v, r + u`12)
(r + u`12)4
− (v`12)
(r + u`12)2
]]
. (5.71)
The term under the u-integral comes from the O(x2) expansion of Π and gives rise to
power corrections due to its prefactors `212 ∼ O(m2, t) and (v`12) = −β(vP ) = −βms ∼
O(m2,m√t). For this part it is adequate to use the approximate formula (5.20) and in the
numerator, (v, r+u`12) = (vn)−uβz12(vP ) ≈ (vn). For the first term however, one needs to
keep the first order power corrections in parallel. That means keeping the exact expression
(v, r + `12) as well as expanding the denominator to the first order in t and |P⊥|2, which
reads (under the condition z12 = 1)
(r + `12)
2 = −2(nn¯)ω + t(αω − ω(ω − 1))− |P⊥|2β2 . (5.72)
After a little calculation we obtain
At=2Tr [h−] =
∫
dh−
{
(vn)
(nn¯)
[
−
(
∂ω +
|P⊥|2β2
2(nn¯)
∂2ω −
t
2(nn¯)
β
ξ
∂ω
)
ln(ω − i0)
−
( |P⊥|2β2
2(nn¯)
+
t
2(nn¯)
(ω − z1)(α− ω − z2)
)
∂2ω U(ω)
]
+
(vP )β
(nn¯)
∂ω
(
ln(ω − i0)− U(ω))} . (5.73)
As in the previous cases we merely quote the result for Φ+:
At=2Tr [Φ+] =
s
m
∫
dΦ+
{(
1 +
|P⊥|2β2
2(nn¯)
)
ln(ω − i0)
+
(
−|P⊥|
2β2
2(nn¯)
+
t
2(nn¯)
(ω − z1)(α− ω − z2)
)
∂ω U(ω)
}
. (5.74)
The twist-3 part for the trace is actually trivial. Consider e.g. the contribution stemming
from the term with prefactor z1 in Eq. (3.39). It is proportional to∫ 1
0
duu εαβεα˙β˙
(
xαα˙(x∆¯∂)ββ˙ + xαα˙∂ββ˙x
2 lnu(∆∂)
)Ot=2V,−(uz1, uv) . (5.75)
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The differential operator in the parentheses can be simplified to
−2x2(∆∂)− 2 lnu(x∂)x2(∆∂) . (5.76)
Here an analogous “trick” as in the beginning of this section is applicable, representing
(x∂)→ u−1∂uu2. Integration by parts in u with vanishing boundaries cancels the first term
in the above equation. The same is true for the z2-proportional term in Eq. (3.39). Thus
(xBt=3) = 0 . (5.77)
i.e. there is no twist-3 contribution to the trace ATr.
In the rest of this section we will be dealing with the twist-4 sector, starting with C,
Eq. (3.47). Taking the trace yields a contribution of the form∫
d4x e−irx
pi2x2
(x∂)
(
C(z1, z2)− C(z2, z1)
)
. (5.78)
Recall, that we had a similar term in the evaluation of δA, see Eq. (5.65). The sum of the
above contribution and (5.65), with the factor of 8(nn¯) removed, will be called ACTr and is
given by
ACTr = −2
∫
d4x e−irx
pi2x2
(x∂)C(z2, z1) . (5.79)
Note the “reverse ordering” of zi in this expression. Here, C is written as
C(z1, z2) = −1
4
∫ 1
0
du
u2
RV (uz1, uz2) , (5.80)
where RV is given by R in Eq. (3.41) with Ot=2++ replaced by Ot=2V,−. In more detail
RV (z1, z2) = −K
(
t
2
S+ + i(∆∂)
)
Ot=2V,+ . (5.81)
By similar arguments that led to Eq. (5.69), it is easy to find the following scaling behavior
of RV ,
(x∂)RV (uz1, uz2) = u2∂u 1
u
RV (uz1, uz2) , (5.82)
which simplifies ACTr by direct integration in u to
ACTr =
∫
d4x e−irx
2pi2x2
RV (z2, z1) . (5.83)
In order to arrive at this result, it was used that RV (uz1, uz2) vanishes at least quadratically
as u→ 0. Instead of evaluating ACTr directly, we generalize it to an expression of much use
for the later part of the calculation. Let
R(z1, z2|z∗1) ≡
∫
d4x e−ir
∗x
2pi2x2
RV (z1, z2) (5.84)
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with
r∗ = n+ z∗1∆ . (5.85)
Due to technical reasons and re-usability in a later calculation, we do not assume z12 = 1,
z∗1 = z1 in R(z1, z2|z∗1). For convenience let us also focus on the h− part of OV and call
it Rh−(z1, z2|z∗1). Let us denote the relevant parts from O1 and O2 as O1,h and O2,h
respectively:
O1,h(y, z) = −t
∫
dh− (vx)e−i`yzx ,
O2,h(y, z) =
∫
dh−
[
(vx)(∆`yz)e
−i`yzx + i
(x∆)
2
∫ 1
0
du
(
u2(vx)`2yz + 2iu(v`yz)
)
e−iu`yzx
]
.
(5.86)
The contribution from O1,h already had a prefactor of t to begin with, so the leading twist
projection can be taken as unity. This is not the case inO2,h, where theO(x2) correction of Π
has to be taken into account. Luckily, the additional u-integration can be taken immediately
in the construction of Rh−(z1, z2|z∗1) by means of
(S0 − 1)
∫ 1
0
du
(
u2(vx)`2yz + 2iu(v`yz)
)
e−iu`yzx =
(
(vx)`2yz + 2i(v`yz)
)
e−i`yzx . (5.87)
Thus we get
Rh−(z1, z2|z∗1) = −
∫
dh−K
∫
d4x e−ir
∗x
pi2x2
[
(vx)
(
t
2
S+ + (S0 − 1)(∆`yz)
+
i
2
(x∆)`2yz
)
−(`yzv)(x∆)
]
e−i`yzx , (5.88)
After the Fourier transformation, under the usual approximations, we obtain
Rh−(z1, z2|z∗1) = 8
∫
dh−K
[(
t
2
S+ + (S0 − 1)(∆`yz)
)
(vn)
(r∗ + `yz)4
+
(nn¯)(v`yz)
(r∗ + `yz)4
− 2(nn¯)(vn)`
2
yz
(r∗ + `yz)6
]
, (5.89)
and by using Eq. (5.20) with z1u¯→ z∗1 and z12u→ y − z for the denominators one gets
Rh−(z1, z2|z∗1) = 2
∫
dh−
[
(vP )β
(nn¯)
∂ω − (vn)|P⊥|
2β2
2(nn¯)2
∂2ω
− (vn)t
2(nn¯)
(
ω(ω − 1)∂2ω + 2α∂ω
)]
I(z1, z2|z∗1). (5.90)
Here
I(z1, z2|z∗1) = K
1
ω(y − z)− y + z∗1 − i0
. (5.91)
The evaluation of I is in principle elementary but in full generality rather lengthy. It can
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be written as
I(z1, z2|z∗1) =
1
ω − 1
∫ z1
z2
dz
z12
z − z2
z1 − z ln
(
ω(z1 − z) + z∗1 − z1 − i0
z∗1 − z
)
. (5.92)
For the case at hand it yields
I(z2, z1|z∗1 = z1)
∣∣∣
z12=1
= − ln(1− ω − i0)
ω
− Li2(ω + i0)− Li2(1)
ω − 1 . (5.93)
The dilogarithm (Spence function) entering here is defined by
Li2(z) = −
∫ z
0
dy
y
log(1− y) , Li2(1) = pi
2
6
, (5.94)
one needs to keep the i0 due to the logarithmic branching point of Li2(z) at z = 1. Collecting
everything we have obtained
ACTr[h−] =
∫
dh−
[
(vn)|P⊥|2β2
2(nn¯)2
∂ω +
(vn)t
2(nn¯)
(
ω(ω − 1)∂ω + 2α
)− (vP )β
(nn¯)
]
×
×∂ω
[
Li2(ω + i0)− Li2(1)
ω − 1 +
log(1− ω − i0)
ω
]
, (5.95)
and, analogously
ACTr[Φ+] =
s
2m
∫
dΦ+
[ |P⊥|2β2
(nn¯)
∂ω +
t
(nn¯)
(
ω(ω − 1)∂ω + α
)]×
×
[
Li2(ω + i0)− Li2(1)
ω − 1 +
log(1− ω − i0)
ω
]
. (5.96)
Apparently ACTr does not depend on z1, which is a consequence of the fact that R(z1, z2)
is already translation invariant up to twist-6 corrections,
(∂z1 + ∂z2)R(z1, z2) =
[
i(Px),R(z1, z2)
]
+ twist-6 . (5.97)
This relation can be proven by direct computation. The operator on the l.h.s. is given by
the “step-down” operator of SL(2,R)
S
(j1,j2)
− = −∂z1 − ∂z2 , (5.98)
which satisfies the following commutation relations with the other generators S
(j1,j2)
0 , S
(j1,j2)
+
in Eq. (3.44) [
S
(j1,j2)
+ , S
(j1,j2)
−
]
= 2S
(j1,j2)
0 ,
[
S
(j1,j2)
0 , S
(j1,j2)
±
]
= ±S(j1,j2)± . (5.99)
We recall the definition of R(z1, z2)
R(z1, z2) = K
(
1
2
S
(1,1)
+
[
iPµ,
[
iPµ,Ot=2++
]]− (S(1,1)0 − 1)[iPµ, ∂µOt=2++ ]) . (5.100)
Our strategy is to move S
(j1,j2)
− to the right until it “hits” the fundamental fields through
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the operator O++, where
−S(j1,j2)− O++(z1, z2) =
[
i(Pn),O++
]
. (5.101)
The first step is to notice that K is an intertwining operator for the representations
(
3
2 ,
1
2
)
and (1, 1), i.e.
S
( 32 ,
1
2 )
0,± K = KS
(1,1)
0,± . (5.102)
Note that on the l.h.s. of this equation the generators act on the variables z1, z2 and on the
r.h.s. they act inside the integral on the integration variables y, z in Eq. (5.52). Of course,
Eq. (5.102) can be verified directly. In a more general framework relations such as (5.102)
are presented in [35]. Since S
(j1,j2)
− does not depend on the conformal spins it is simply
passed through the kernel K. Then we obtain using (5.99)
(∂z1 + ∂z2)R(z1, z2) = −K
[(
1
2
S
(1,1)
+ S
(1,1)
− − S(1,1)0
)[
iPµ,
[
iPµ,Ot=2++
]]
− S(1,1)0 S(1,1)−
[
iPµ, ∂µOt=2++
]]
. (5.103)
At this point it is important to realize that S
(1,1)
− does not commute with the leading twist
projection, basically due to the presence of an additional n in Eq. (5.101). Instead one has
the “product rule” (A.12)
−S(1,1)− Ot=2++ (y, z) =
[
i(Px),Ot=2++ (y, z)
]− 1
2
x2
∫ 1
0
duuO2(uy, uz) . (5.104)
It is then easy to derive for O1 =
[
iPµ,
[
iPµ,Ot=2++
]]
and O2 =
[
iPµ, ∂µOt=2++
]
−S(1,1)− O1(y, z) =
[
i(Px),O1(y, z)
]
+ twist-6 ,
−S(1,1)− O2(y, z) =
[
i(Px),O2(y, z)
]
+O1(y, z)−
∫ 1
0
duu
[
i(Px),O2(uy, uz)
]
+ twist-6 .
(5.105)
In the above equations, “twist-6” stands for contributions of operators of the type[
iPµ,
[
iPµ,
[
iPν , ∂
νOt=2++
]]]
and
[
iPµ, ∂
µ
[
iPν , ∂
νOt=2++
]]
, (5.106)
which can be neglected. We can now collect everything, which yields
(∂z1 + ∂z2)R(z1, z2) = K
(
1
2
S
(1,1)
+
[
i(Px),O1(y, z)
]− S(1,1)0 [i(Px),O2(y, z)]
+ S
(1,1)
0
∫ 1
0
duu
[
i(Px),O2(uy, uz)
])
+ twist-6 . (5.107)
Now the action of S
(1,1)
0 = y∂y + z∂z + 2 can be traded for
1
u∂uu
2 under the integral in
the second line. Direct integration produces simply
[
i(Px),O2(y, z)
]
. Now the commutator
[i(Px), . . . ], can be “pulled” to the left, thus establishing Eq. (5.97).
Next, we turn back to the amplitude ATr and consider the contributions of A and Bt=4,
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which can be conveniently combined into
AA+Bt=4Tr = −2
∫
d4x e−irx
x2pi2
[
A(z1, z2) + (x∂)B
t=4(z1, z2)
]
. (5.108)
The action of the differential operator (x∂) can again be traded for one in u in Eq. (3.46),
and after integration by parts, everything can be compactly written as
AA+Bt=4Tr =
1
4
∫
d4x e−irx
x2pi2
∫ 1
0
du
[
tz1z2u
2OV,−(uz1, uz2) + (1− P12)z2∂2z2z12RV (uz1, uz2)
]
.
(5.109)
Here P12 denotes the permutation operator, exchanging z1 with z2 and vice versa. The first
expression, up to the contribution of Φ+,
1
4
∫
d4x e−irx
x2pi2
∫ 1
0
du tz1z2u
2OV,−(uz1, uz2) =
∫
dh−
(vn)t
2(nn¯)2
z1z2∂
2
ωU(ω) + . . . (5.110)
cancels vs. the z1z2-proportional term from the twist-2 answer in Eq. (5.73). The second
one reads, in the notation introduced before,∫
dh−
[
(vP )β
(nn¯)
− (vn)|P⊥|
2β2
2(nn¯)2
∂ω − (vn)t
2(nn¯)
(
ω(ω − 1)∂ω + 2α
)]
∂ω×
×1
2
∫ 1
0
du (1− P12)z2∂2z2z12I(uz1, uz2|z∗1) , (5.111)
with z∗1 = z1 in the end and
z2∂
2
z2z12I(z1, z2|z∗1) =
1
ω − 1
z2
z12
ln
(
z12ω + z
∗
1 − z1 − i0
z∗1 − z2
)
. (5.112)
Note that in order to bring this into the form required by Eq. (5.111), one can simply rescale
z1 → uz1, z2 → uz2 in the above expression, followed by antisymmetrization in z1 and z2.
After that we can set z12 = 1 and z
∗
1 = z1. Integration over u gives for the second line of
Eq. (5.111)
1
2
[
(z1 + z2) ln(ω − i0)
ω − z1 −
2 ln z1
ω − z1 +
z2 ln(ω − i0)
(ω − 1)(ω − z1)
]
. (5.113)
In order to arrive at this result, it was implicitly used in intermediate steps that h− is
antisymmetric w.r.t. the transformation (β, α) → (−β,−α). Last, it remains to add up all
terms. Translation invariance is restored in the sum of At=2Tr and AA+B
t=4
Tr by means of
1
2
∫ 1
0
du (1− P12)z2∂2z2z12I(uz1, uz2|z∗1)− U(ω) =
(1− 2ω) ln(ω − i0)
2(ω − 1) . (5.114)
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Collecting all contributions in A = ATr + δA one gets (eliminating α by α = 2ω − β/ξ − 1)
A[h−] = −
∫
dh−
{
(vn)
(nn¯)
1
ω − i0 −
[
(vn)|P⊥|2β2
2(nn¯)2
∂2ω −
β(vP )
(nn¯)
∂ω
+
(vn)t
(nn¯)2
(
1
2
∂ω(ω − 1)− β
ξ
∂ω − 1
)][
1
2
log(ω − i0)
ω − 1 +
Li2(ω + i0)− Li2(1)
ω − 1
]}
.
(5.115)
The analogous contribution from the Φ+-sector reads
A[Φ+] = s
m
∫
dΦ+
{
log(ω − i0)−
[ |P⊥|2β2
2(nn¯)
∂ω +
t
2(nn¯)
(
ω − β
ξ
− 1
)]
×
×
[
1
2
log(ω − i0)
ω − 1 +
Li2(ω + i0)− Li2(1)
ω − 1
]}
. (5.116)
This is a remarkably compact result compared to the intermediate expressions that led to
it.
5.4.3. Helicity difference ∆A
In order to obtain the answer for ∆A = 12 (A++ − A−−) an independent calculation is
required. Given that the calculation in the previous sections was very detailed, we skip the
technical details and only flash intermediate results.
From Bt=2 one gets
∆At=2 = i
(nn¯)
∫ 1
0
du
∫
d4xe−irx
pi2x4
(
(rn¯)(xn)− (rn)(xn¯))Ot=2A,+(uz1, uz2) , (5.117)
where one needs the projector Π including its O(x2) correction. It results in
∆At=2[Φ˜−] = s˜
m
∫
dΦ˜−
{
ln(ω − i0) + 1
2
[ |P⊥|2β2
(nn¯)
(ω − z1)∂2ω
+
t
(nn¯)
(
ω − z1 − β
ξ
)(
(ω − z1)∂ω − 1
)]z1 Li2(1− ω/z1 + i0)
ω − z1
}
(5.118)
and
∆At=2[h˜+] =
∫
dh˜+
{ −1
ω − i0 +
[
(v˜n)|P⊥|2β2
2(nn¯)2
∂2ω −
(v˜n)t
(nn¯)2
(
1− β
ξ
∂ω
)
− (v˜∆)
(nn¯)
(
1 +
β
2ξ
)
∂ω
](
1− (ω − z1)∂ω
)z1 Li2(1− ω/z1 + i0)
ω − z1
+
(v˜n)t
(nn¯)2
[
z1
ω − i0 −
z1 ln(ω/z1 − i0)
ω − z1
]}
(5.119)
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Unfortunately, (xBt=3) = 0 is of no help in the twist-3 sector and one needs to calculate
∆At=3 =
∫ 1
0
duu
∫ z1
z2
dv
z12
∫
d4x e−irx
pi2x4
[
(xn)(xn¯)− lnu
2
x2(x, n+ z1n¯)(∆∂)
]
×
×
[
z1OA,+(uz1, uv) + z2OA,+(uv, uz2)
]
. (5.120)
After a rather long calculation, where Π has also to be taken in next-to-trivial order, we get
∆At=3[Φ˜−] = s˜
m
∫
dΦ˜−
[ |P⊥|2β2
(nn¯)
∂ω − t
(nn¯)
β
ξ
][
ln(ω − i0)
2(ω − 1) −
z1 ln(ω/z1 − i0)
ω − z1
+
z1 Li2(1− ω/z1 + i0)
ω − z1
(
z1
ω
+
z2
ω − 1
)
+
z1
(
Li2(1) + Li2(z2/z1)
)
ω − i0
]
(5.121)
and
∆At=3[h˜+] = (v˜n)
(nn¯)
∫
dh˜+
[
2t
(nn¯)
(
1 +
β
ξ
∂ω
)
− |P⊥|
2β2
(nn¯)
∂2ω
][
ln(ω − i0)
2(ω − 1) −
z1 ln(ω/z1 − i0)
ω − z1
+
z1 Li2(1− ω/z1 + i0)
ω − z1
(
z1
ω
+
z2
ω − 1
)
− z1
(
Li2(1)− Li2(z2/z1)
)
ω − i0
]
. (5.122)
For twist-4 the basic expression is
∆At=4 = −i
4
∫
d4x eirx
pi2x2
(x, n+ z1n¯)
∫ 1
0
du
u2
{
u2(1− u2 + u2 lnu)t z1z2OA,+(uz1, uz2)
+ (1 + P12)
[
(1− u2)
(
z1∂z1 −
z2
z21
)
+ (1− u2 + u2 lnu)z1∂2z1z21
]
RA(uz1, uz2)
}
,
(5.123)
where RA is the obvious analogue of RV introduced before. Basically the calculation can be
performed using the same techniques we already encountered for the vector operator. From
Φ˜− one obtains
∆At=4[Φ˜−] = s˜
m
∫
dΦ˜−
{[ |P⊥|2β2
(nn¯)
∂ω +
t
(nn¯)
(
∂ω ω(ω − 1)− β
ξ
)]
×
×
[
1
2
Li2(ω − i0)− Li2(1)
ω − 1 +
z1 Li2(1− ω/z1 + i0)
ω − z1
(
1− z1
ω
− z2
ω − 1
)
+
3
2
z1 ln(ω/z1 − i0)
ω − z1 −
z1
(
Li2(1) + Li2(z2/z1)
)
ω − i0 −
3
4
ln(ω − i0)
ω − 1
]
+
t
2(nn¯)
∂ω z1z2
[
2
z1 Li2(1− ω/z1 + i0)
ω − z1 + 3
z1 ln z1 − ω ln(ω − i0)
ω − z1
]}
(5.124)
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and from h˜+
∆At=4[h˜+] =
∫
dh˜+
{[(
(v˜∆)
(nn¯)
+
(v˜n)t
(nn¯)2
)(
1 +
β
ξ
∂ω
)
− (v˜n)|P⊥|
2β2
2(nn¯)2
∂2ω
]
×
×
[
Li2(ω − i0)− Li2(1)
ω − 1 −
3
2
ln(ω − i0)
ω − 1 +
3 ln(ω/z1 − i0)
ω − z1
+
2z1
(
Li2(1)− Li2(z2/z1)
)
ω − i0 +
2z1 Li2(1− ω/z1 + i0)
ω − z1
]
+
(v˜n)t
(nn¯)2
∂2ω
[
3
4
(ω + 2z1z2) ln(ω − i0)− ω Li2(ω + i0)
− z1 ln(ω/z1 − i0)
(
3
2
(ω + z2)− 1
2
z1z2
ω − z1
)
+ z1 Li2(1− ω/z1 + i0)
(
ω + z2 +
2z1z2
ω − z1
)]}
. (5.125)
Translation invariance is recovered in the sum
∆A = ∆At=2 + ∆At=3 + ∆At=4 . (5.126)
In order to outline how this works, let us focus on Φ−. It is convenient to rewrite the answer
for twist-2 as follows:
∆At=2[Φ˜−] = s˜
m
∫
dΦ˜−
{
ln(ω − i0)− 1
2
[ |P⊥|2β2
(nn¯)
∂ω +
t
(nn¯)
(
ω − z1 − β
ξ
)]
×
×
[
2z1 Li2(1− ω/z1 + i0)
ω − z1 +
z1 ln(ω/z1 − i0)
w − z1
]}
.
(5.127)
As one can check explicitly, the terms proportional to Li2(1−ω/z1+i0), Li2(z2/z1), z1 Li2(1),
ln(z1) cancel completely in the sum. The remaining ones are independent of z1 under the
condition z2 = z1 − 1 and the answer can be cast into the form
∆A[Φ˜−] = s˜
m
∫
dΦ˜−
{
ln(ω − i0)− 1
2
[ |P⊥|2β2
(nn¯)
∂ω +
t
(nn¯)
(
ω − 1− β
ξ
)]
×
×
[
1
2
ln(ω − i0)
ω − 1 −
Li2(ω + i0)− Li2(1)
ω − 1
]}
. (5.128)
In the case of h˜+ the same is true:
∆A[h˜+] = −
∫
dh˜+
{
(v˜n)
(nn¯)
1
ω − i0 −
[
(v˜n)|P⊥|2β2
2(nn¯)2
∂2ω −
(v˜∆)
(nn¯)
(
1 +
β
2ξ
∂ω
)
+
(v˜n)t
(nn¯)2
(
1
2
∂ω(ω − 1)− 1− β
ξ
∂ω
)][
1
2
log(ω − i0)
ω − 1 −
Li2(ω + i0)− Li2(1)
ω − 1
]}
. (5.129)
This result is again notably simply and very similar to what was obtained in the parity-even
calculation.
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6.1. GPD expressions
The equations for the amplitudes A∓±, A0±, A and ∆A given in Eqs. (5.36), (5.47), (5.115),
(5.116), (5.128) and (5.129) are one of the main new results of this work. They are still
written in terms of double distributions and a formulation which uses the generalized parton
distributions directly is highly desirable. This is possible with the help of the following set
of formulas (for n = 0, 1, 2)∫
dΦ+ β
n∂n−1ω f(ω) = −(−2)n−1ξn+1∂nξ ξn−2 Cf⊗E+ ,∫
dΦ˜− βn∂n−1ω f(ω) = −(−2)n−1ξn+1∂nξ ξn−1 Cf⊗E˜+ ,∫
dh− (β∂ω)nf(ω) = (−2ξ2∂ξ)n Cf⊗M+ ,∫
dh˜+ (β∂ω)
nf(ω) = (−2ξ2∂ξ)n Cf⊗H˜+ , (6.1)
where f is an arbitrary function and Cf will be defined below. Further, M = H + E and
the superscript “+” denotes the charge-even linear combination of a generic GPD F
F+(x, ξ, t) = F (x, ξ, t)− σ(F )F (−x, ξ, t) , (6.2)
with
σ(F ) =
{
+1 for F = H,E,
−1 for F = H˜, E˜. (6.3)
The symbol “Cf⊗” represents a shorthand notation for the convolution over the momentum
fraction x,
Cf⊗F ≡
∫ 1
−1
dxCf (x, ξ)F (x, ξ, t) , (6.4)
and in Eq. (6.1)
Cf (x, ξ) = f
(
x+ ξ
2ξ
)
. (6.5)
A proof for the collection of reduction formulas (6.1) is supplemented in App. C.
We take the opportunity to use a∓± = 2
√
(nn¯)(ε±a) for an arbitrary four-vector a, as
well as (nn¯) = (Q2 + t)/2 = −(qq′) and with the help of (6.1) we find at our often-quoted
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accuracy
A∓± = −8(
±P )
Q2
{[
(±v)− 2(vn)(
±P )
Q2
ξ2∂ξ
]
ξ2∂ξ (xC1)⊗M+
±
[
(±v˜)− 2(v˜n)(
±P )
Q2
ξ2∂ξ
]
ξ2∂ξ ξ C1⊗H˜+
+
(vP )(±P )
2m2
ξ3∂2ξ (xC1)⊗E+ ∓
(v˜∆)(±P )
4m2
ξ3∂2ξ ξ
2 C1⊗E˜+
}
, (6.6)
A0± = 2
Q
{[
(±v)− 4(vn)(
±P )
Q2
ξ2∂ξ
]
ξ C1⊗M+ + (vP )(
±P )
m2
ξ2∂ξ C1⊗E+
±
[
(±v˜)− 4(v˜n)(
±P )
Q2
ξ2∂ξ
]
ξ C1⊗H˜+ ± (v˜∆)(
±P )
2m2
ξ2∂ξ ξ C1⊗E˜+
}
, (6.7)
and
A = 1
2
(A++ +A−−) = (vP )
2m2
V1 +
(vq′)
(qq′)
V2 ,
∆A = 1
2
(A++ −A−−) = (v˜∆)
4m2
V˜1 +
(v˜q′)
(qq′)
V˜2 , (6.8)
with
V1 =
(
1− t
2Q2
)
C0⊗E+ + t
Q2
C1⊗E+ − 2
Q2
(
t
ξ
+ 2|P⊥|2ξ2∂ξ
)
ξ2∂ξ C2⊗E+
+
8m2
Q2
ξ2∂ξξ C2⊗M+,
V2 =
(
1− t
2Q2
)
ξ C0⊗M+ + t ξ
Q2
C1⊗M+ − 4
Q2
(
t
ξ
+ |P⊥|2ξ2∂ξ
)
ξ2∂ξ ξ C2⊗M+
+
2t
Q2
ξ C2⊗M+, (6.9)
and
V˜1 =
(
1− t
2Q2
)
ξ C0⊗E˜+ + t ξ
Q2
C1⊗E˜+ − 2
Q2
(
t
ξ
+ 2|P⊥|2ξ2∂ξ
)
ξ2∂ξ ξ C2⊗E˜+
+
8m2
Q2
ξ2∂ξ C2⊗H˜+ ,
V˜2 =
(
1− t
2Q2
)
ξ C0⊗H˜+ + t ξ
Q2
C1⊗H˜+ − 4
Q2
(
t
ξ
+ |P⊥|2ξ2∂ξ
)
ξ2∂ξ ξ C2⊗H˜+
+
2t
Q2
ξ C2⊗H˜+ , (6.10)
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where the coefficient functions are given by
C0(x, ξ) =
1
x+ ξ − i0 ,
C1(x, ξ) =
ln
(
ξ+x
2ξ − i0
)
x− ξ ,
C2(x, ξ) =
Li2
(
ξ−x
2ξ + i0
)
− Li2(1)
x+ ξ
+
1
2
C1(x, ξ) . (6.11)
The scope of the derivative ∂ξ = ∂/∂ξ is such that it acts on everything that stands to the
right of it, i.e. on the coefficient functions and the GPDs.
6.2. Analyticity
6.2.1. On factorization
There is still an open issue that we have not yet addressed: is the answer for the helicity
amplitudes well-defined? To answer this question one has to examine the analytic structure
of the coefficient functions that we have encountered. For example, the coefficient function
C0, see Eq. (6.11), has a simple pole at x+ ξ = 0, which is regulated by the i0 prescription.
C0 can be written in a distributional sense
C0(x, ξ) = ipiδ(x+ ξ) + P.V.
1
x+ ξ
, (6.12)
where P.V. stands for the Cauchy principal value. It follows that the convolution C0⊗F+
with a generic GPD F+ ∈ {H+, E+, H˜+, E˜+} is well-defined (finite) for ξ > 0. At leading
order (LO), the imaginary parts of the functions V1,2, V˜1,2 are simply given by the GPDs
on the cross-over line, for example
ImV1
LO
= −pi(E(ξ, ξ, t)− E(−ξ, ξ, t)) . (6.13)
Derivatives have to be handled with special caution: although the GPDs are finite and
continuous on the DGLAP-ERBL boundaries (x = ±ξ), their derivatives in general are not.
For example the following expression
Im
∫ 1
−1
dx
1
(ξ − x− i0)2F (x, ξ, t) = pi(∂xF )(ξ, ξ) (6.14)
would be ill-defined. A perturbative analysis [22] indicates that (∂xF )(x, ξ) has a “jump”
at x = ξ, i.e. (∂xF )(ξ + 0, ξ) 6= (∂xF )(ξ − 0, ξ), which is also compatible with the evolution
equations for GPDs. In general it cannot be excluded that (∂xF )(ξ, ξ) may be singular, the
precise or even the asymptotic form is not known (to the best of the author’s knowledge).
The same applies also to (∂ξF )(ξ, ξ) as well as the other crossover point (x = −ξ). Terms
of the form (6.14) would put the validity of our approach into question and/or indicate a
breakdown of factorization. We are going to show that this does not happen.
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To do so, we only need to examine C1,2, or equivalently C1 and
CLi(x, ξ) =
Li2
(
ξ−x
2ξ + i0
)
− Li2(1)
x+ ξ
. (6.15)
Splitting the relevant expressions in imaginary and real parts, one gets for ξ > 0
C1(x, ξ) = −ipiθ(−ξ − x)
x− ξ +
ln
∣∣ ξ+x
2ξ
∣∣
x− ξ ,
CLi(x, ξ) = i
piθ(−x− ξ) ln
(
ξ−x
2ξ
)
ξ + x
+
Liabs2
(
ξ−x
2ξ
)
− Li2(1)
x+ ξ
, (6.16)
where
Liabs2 (z) = −
∫ z
0
dy
y
ln |1− y| , (6.17)
which is always real for real z and coincides with Li2(z) for all z ≤ 1. We see that C1(x, ξ)
has a logarithmic singularity at x = −ξ, while it is regular for x = ξ. The same is true for
CLi(x, ξ), where its logarithmic singularity can be seen by using the representation
CLi(x, ξ) = (2ξ)
−1 1
z
∫ 1
1−z+i0
dy
y
ln(1− y) , with z = x+ ξ
2ξ
, (6.18)
from which we obtain the behavior of CLi(x, ξ) in the vicinity of x ∼ −ξ (or z ∼ 0):
CLi(x, ξ)
x→−ξ−→
ln
(
ξ+x
2ξ − i0
)
2ξ
. (6.19)
Since logarithmic singularities are integrable, we conclude that C1,2 ⊗ F+ is perfectly well-
defined and we only need to check that derivatives with respect to ξ do not pose any
problems.
To make progress let us fix some generic notation: let C(x, ξ) and F (x, ξ) be functions with
the same analytic properties as the coefficient functions C1,2 and the GPDs respectively. The
skewness ξ is assumed to lie in the range 0 < ξ < 1. C(x, ξ) can be written as ξ−1c
(
x
ξ
)
with
some function c. Then we consider the derivative operator ξ∂ξ acting on the convolution
ξ∂ξ C⊗F = 1
ξ
∫ 1
−1
dx
[
c
(
x
ξ
)
ξ∂ξF (x, ξ)− F (x, ξ)x∂xc
(
x
ξ
)]
+ . . . , (6.20)
where, here and below, the ellipses stand for “unproblematic” contributions (here: the term
produced by differentiating ξ−1, which yields again a regular contribution as we argued
above). Integration by parts in the second term yields
ξ∂ξ C⊗F =
∫ 1
−1
dxC(x, ξ)(ξ∂ξ + x∂x)F (x, ξ) + . . . , (6.21)
where yet another unproblematic term was absorbed into the ellipses. If (ξ∂ξ + x∂x)F (x, ξ)
is bounded (e.g. when F (ξ, ξ) is continuous, which would imply that ∂ξF (ξ, ξ) is bounded),
then the integral (6.21) converges. In the case of a possible singularity of the derivatives, we
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note that the differential operator ξ∂ξ +x∂x does not enhance the singularity. To make this
explicit one can define variables ζ± = x ± ξ to find ξ∂ξ + x∂x = ζ+∂ζ+ + ζ−∂ζ− . Suppose
that the nonanalytic behavior of a GPD F is logarithmic, say (∂xF )(x, ξ)
x→±ξ∼ ln(x ∓ ξ),
this does not endanger the convergence of (6.21). Even (∂xF )(x, ξ)
x→±ξ∼ (x ∓ ξ)−α with
α < 1 would still result in a convergent integral.
The well-definedness of the second and in fact all higher derivatives follows from repetition
of the argument above. Thus all convolutions define smooth functions of ξ for ξ > 0. Note
that the same line of reasoning is extended trivially to the convolution with xC1, as appearing
in the double-flip amplitudes A∓±, see Eq. (6.6).
6.2.2. Dispersion relations
In the absence of a D-term contribution, the convolution of a GPD with C0 satisfies a
so-called (unsubtracted) dispersion relation, e.g. in the σ = +1 case
(ReC0⊗M+)(ξ) = P.V. 1
pi
∫ 1
0
dx
2x
ξ2 − x2 (ImC0⊗M
+)(x) , (6.22)
or in the σ = −1 sector
(ReC0⊗H˜+)(ξ) = P.V. 1
pi
∫ 1
0
dx
2ξ
ξ2 − x2 (ImC0⊗H˜
+)(x) . (6.23)
We will now convince ourselves that such a property also holds for the DVCS power cor-
rections. Before going into details, let us make a couple of simplifying assumptions. First we
assume that we are dealing with a GPD F˜ , which is symmetric in x, i.e. F˜ (x, ξ) = F˜ (−x, ξ).
Next, we assume that F˜ is “D-term/pion-pole free”, such that F˜ can be represented by a
single DD f˜ ,
F˜ (x, ξ) =
∫
dβ dα δ(x− β − αξ)f˜(β, α) . (6.24)
The above assumptions would be true e.g. for H˜+. The following can also be extended easily
for antisymmetric GPDs like M+ without problems. Initially one notices that the imaginary
part of the kernels Ci has its support only in the “outer” regions |x| ≥ ξ, see Eqs. (6.12)
and (6.16) and can be written as ImCi(x, ξ) = θ(x− ξ) 1xci(ξ/x) without loss of generality.
It requires just a shift x→ −x in the convolution. Starting from an expression of the type
“r.h.s. of (6.23)” one can bring it into the form
P.V.
∫ 1
0
dx
2ξ
ξ2 − x2 (ImCi⊗F˜ )(x) = P.V.
∫ 1
−1
dx
ξ − x
∫ 1
|x|
dy
y
ci(y)F˜ (x/y, x) (6.25)
by using the symmetry of F˜ . Inserting the DD parametrization (6.24) we get for the r.h.s.
of the above equation∫
dβ dα f˜(β, α)
∫ 1
0
dy
y
ci(y) P.V.
∫ y
−y
dx
ξ − x δ
(
x(1− αy)− yβ) . (6.26)
We can now integrate over the δ-function and attach the P.V. prescription to the y-integral.
The root of the argument of the δ-function is always inside the interval [−y, y]: the range
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of integration for β, α is such that |β| + |α| ≤ 1, therefore obviously |β| + |αy| ≤ 1 and
thus |yβ|/|1 − αy| ≤ |y|, which is exactly the condition for the x-integral to be nonzero.
Then (6.26) is equal to ∫
dβ dα f˜(β, α) P.V.
∫ 1
0
dy
ci(y)
(1− αy)ξ − βy . (6.27)
In principle, by using
P.V.
1
ζ
= Re
1
ζ − i , → 0 , (6.28)
one could proceed with explicit expressions for ci with i = 0, 1, 2 to obtain the desired
dispersion relation
ReCi⊗F˜ = P.V.
∫ 1
0
dx
2ξ
ξ2 − x2 (ImCi⊗F˜ )(x) (6.29)
and analogously for a GPD F antisymmetric in x
ReCi⊗F = P.V.
∫ 1
0
dx
2x
ξ2 − x2 (ImCi⊗F )(x) . (6.30)
These formulas also follow from a common property of the Ci: Let Ki(x, ξ) be defined as
Ci(−x, ξ) without the i0 shift. Then
ImKi(x, ξ) =
1
2i
(
Ki(x+ iη, ξ)−Ki(x− iη, ξ)
)
. (6.31)
with a positive infinitesimal parameter η → 0. Generically Ki(x, ξ) has nonanalytic behavior
on the real axis for x ≥ ξ. Turning back to (6.27) and letting y = 1/(2z − 1) and ω as in
Eq. (5.14), one can write
P.V.
∫ 1
0
dy
ci(y)
(1− αy)ξ − βy =
1
ξ
Re
∫ ∞
1
dz
2z − 1
ci
(
1
2z−1
)
z − ω − i . (6.32)
Reinserting ci(u) = ξ/u ImK(ξ/u, ξ) into the above equation we find
(6.32) = Re
1
2i
∫ ∞
1
dz
Ki
(
ξ(2z − 1) + iη, ξ)−Ki(ξ(2z − 1)− iη, ξ)
z − ω − i . (6.33)
This integral can be evaluated using Cauchy’s theorem, schematically depicted in Fig. 6.1.
The original integrations run infinitesimally shifted from the axis where the Ki are nonan-
alytic, depicted by the red cross with the attached red line. By closing the original paths
with the arcs in Fig. 6.1, which have vanishing contributions, we only pick up the residue of
the pole at z = ω + i0 (upper red cross). Finally
(6.33) = RepiKi
(
ξ(2ω − 1) + i0, ξ) , (6.34)
and by plugging this result into Eq. (6.27) and using Eq. (6.1) proves the claimed dispersion
relations. Note that for the contribution of the arcs at infinity to vanish it is necessary that
ci(x, ξ) vanish for |x| → ∞. This is true for the convolutions with C0,1,2, but not for those
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Re z
Im z
ω + i0
1
Figure 6.1.: Closed contour integral for the evaluation of (6.33).
of the type (xC1)⊗. . . . Here the arcs yield a constant term, which disappears in the answer
for the amplitudes, because only the ξ-derivative of (xC1)⊗. . . contributes.
Note that the GPDs H and E have a D-term [43], in this case the dispersion relation (6.30)
needs to be completed by a subtraction constant on the r.h.s. Eq. (6.30) holds forM = H+E,
since the D-terms for H and E are the same except for an opposite sign, which makes M
D-term free. One can generically quote the D-term as
D(x, ξ) = θ(ξ2 − x2) sgn(ξ)ϕD
(
x
ξ
)
(6.35)
for a fixed flavor. The t- and µ2-dependence is left implicit and ϕD is an odd function of
its argument. Since D(x, ξ) is essentially an antisymmetric function of the ratio x/ξ, that
vanishes when x→ ξ, one gets for ξ > 0
C0⊗D = −
∫ 1
−1
dy
1− y ϕD(y) ,
C1⊗D = −
∫ 1
−1
dy
1− y ln
(
1 + y
2
)
ϕD(y) ,
(xC1)⊗D = −ξ
∫ 1
−1
dy
1− y y ln
(
1 + y
2
)
ϕD(y) ,
C2⊗D = −
∫ 1
−1
dy
1− y
[
Li2
(
1 + y
2
)
− Li2(1) + 1
2
ln
(
1 + y
2
)]
ϕD(y) . (6.36)
As a consequence of this simple ξ-dependence, the only place where the D-term really
contributes is to the real part of V1, see Eq. (6.10).
A similar observation concerns the pion-pole contribution, which accompanies the GPD
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E˜ and is typically written as
E˜pi = θ(ξ
2 − x2) sgn(ξ)1
ξ
ϕpi
(
x
ξ
)
, (6.37)
where ϕpi is an even function. Then the set of formulas analogous to (6.36) reads
C0⊗E˜pi = 1
ξ
∫ 1
−1
dy
1− y ϕpi(y) ,
C1⊗E˜pi = −1
ξ
∫ 1
−1
dy
1− y ln
(
1 + y
2
)
ϕpi(y) ,
C2⊗E˜pi = 1
ξ
∫ 1
−1
dy
1− y
[
Li2
(
1 + y
2
)
− Li2(1)− 1
2
ln
(
1 + y
2
)]
ϕpi(y) . (6.38)
It is then easy to see that the pion-pole only contributes to the amplitude V˜1.
Often one uses an expansion in terms of Gegenbauer polynomials with index 3/2, e.g.
ϕD,pi(y) ∼ (1−y2)
∑
j ajC
3
2
j (y), which are eigenfunctions of the evolution equations. In that
case one can calculate the integrals in (6.36) and (6.38) analytically. We will supplement
details at the end of Sec. 6.5.
6.3. A byproduct: pion DVCS
For the sake of completeness, let us briefly mention that the answer for the helicity am-
plitudes including the power corrections ∼ t/Q2,m/Q2 for DVCS off a scalar target (pion)
is formally contained in what we have obtained so far. Due to technical advantages, the
results for this process were calculated first and reported in Ref. [42]. The nucleon case was
addressed later in [44].
Pretend we want to repeat the calculation for a pion target. The first simplification is the
observation that pion matrix elements of the axial operator OA vanish identically. Secondly,
out of the matrix element of the vector operator OV only the isoscalar part survives the
antisymmetrization in the field positions z1, z2, see [42]. Being inherently antisymmetric
under z1 ↔ z2, the isoscalar part is unaffected by this operation. That means for this
purpose one can take, cf. [42]
Opi++(z1, z2) =
5
18
e2
[
u¯(z1n)/nu(z2n) + d¯(z1n)/nd(z2n)
]
. (6.39)
The (isoscalar) pion GPD is defined by
〈pib(p′)| Opi++(z1, z2) |pia(p)〉 = 2(Pn)δabκ
∫
dx e−i(P n)[z1(ξ−x)+z2(ξ+x)]Hpi(x, ξ, t) , (6.40)
where κ = 518e
2 and a, b are isospin indices. The corresponding DD reads
〈pib(p′)| Opi++(z1, z2) |pia(p)〉 = δabκ
∫
dβ dα e−i`12n
[
2(Pn)f(β, α, t)− (∆n)g(β, α, t)] ,
(6.41)
which can be brought into the form of Eq. (5.2) without the (vn), (v˜n) and s˜ terms and
with s→ 2mκ. Consequently it is obvious, that in the pion-sector, the helicity amplitudes
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in DD representation are entirely given by (5.36), (5.47), (5.116), and (5.128), keeping only
the pion-analogue of Φ+ and s→ 2mκ.
Similarly, the GPD expression can be obtained, either directly using the results from
App. C, or from Eqs. (6.6), (6.7), (6.8), (6.9), with (M+, H˜+, E˜+) → 0, E+ → Hpi and
(vP ) → 2m2κ. Note that A++ = A−− which is also a consequence of parity conservation.
All statements of Sec. 6.2 remain valid without modification. Further details and model
estimates can be found in [42]. We will however not bother ourselves with scalar DVCS any
further and focus on the phenomenologically more relevant nucleon scattering.
6.4. Comparison with existing results
6.4.1. On the relation to Ref. [15] and the large-Q2 limit
Given that construction of the amplitude tensor and its calculation was basically “from
scratch”, it is mandatory to check whether the leading power behavior of Aµν agrees with
existing expressions in the literature. If we focus only on the leading accuracy, O(Q0), it is
sufficient to keep the helicity conserving amplitudes, i.e.
Aµν = 1
2
(ε+µ ε
−
ν + ε
−
µ ε
+
ν )(A++ +A−−) +
1
2
(ε+µ ε
−
ν − ε−µ ε+ν )(A++ −A−−) + . . . , (6.42)
which is equivalent, see Eqs. (4.26), (4.28), to
Aµν = −g⊥µν A+ iε⊥µν ∆A+ . . . , (6.43)
where the ellipses stand for the power-suppressed helicity flip contributions. Performing a
contraction with the polarization vectors, one gets
(ε∓|A|ε±) = (vP )
2m2
C0⊗E+ + (vq
′)
(qq′)
ξ C0⊗(H+ + E+)± (v˜∆)
4m2
ξC0⊗E˜+ ± (v˜q
′)
(qq′)
ξ C0⊗H˜+ ,
(6.44)
where (ε∓|A|ε±) ≡ ε∓µAµνε±ν . To leading power accuracy, one can neglect the transverse
components of P and thus
(v˜∆) ≈ 2(vP ) ≈ − t
ξ2
√
1− ξ2 , (6.45)
where we dropped the term ∼ t in Eq. (5.18) and implicitly assumed proton polarization
“ ↑ ”. In the same approximation we can set t/m = −4ξ2/(1− ξ2) and we obtain
(ε∓|A|ε±) = −
√
1− ξ2C0⊗
(
H+ ± H˜+)+ ξ2√
1− ξ2C0⊗
(
E+ ± E˜+) . (6.46)
This expression needs to be compared to Ref. [15]. In order to be consistent with [15] we
need to adapt our choice of the light-cone, polarizations etc. to the reference frame chosen
there. This requires (nµ) ∼ (1, 0, 0,−1) and (n¯µ) ∼ (1, 0, 0, 1) up to a total normalization
which is irrelevant. The amplitudes given in [15] correspond to a situation, where (pµ) =
(p0, 0, 0, p3 > 0) and (p′µ) = (p′ 0, p′ 1 ≤ 0, 0, p′ 3 > 0). Then one can construct according to
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our prescription ε±µ =
1
2|P⊥| (P
⊥
µ ± iP¯⊥µ ), which yields
(ε±µ ) =
(−1)√
2

0
1
±i
0
 , (6.47)
and therefore, up to an overall (and unimportant) sign1
[15](±) = ±ε∓ , (6.48)
where the subscript denotes the notation in the corresponding reference. It follows that
M++,++,[15] = (ε
+|A|ε−) (6.49)
and from the explicit expressions
C0⊗H+ = −
∑
q
e2q
∫ 1
−1
dx
(
1
ξ − x− i0 −
1
ξ − x− i0
)
Hq(x, ξ, t) ,
C0⊗H˜+ = +
∑
q
e2q
∫ 1
−1
dx
(
1
ξ − x− i0 +
1
ξ − x− i0
)
H˜q(x, ξ, t) , (6.50)
one sees that our leading power result reproduces exactly the results reported in [15]. Note
that in addition the same set of equations with H → E, H˜ → E˜ hold.
6.4.2. On the relation to Ref. [40] – twist-3 and partial twist-4
Kivel and Mankiewicz presented results for the helicity flip amplitudes in [40]. We would
like to compare them to our answer. To this end we have to quote a couple of formulas
from [40].
In the following the subscript “[40]” on any quantity means that it was defined in [40].
If the quantity coincides with a definition of this work, or at least to a sufficient power
accuracy, the label will be omitted.
The amplitude tensor
Tµν[40] = −i
∫
d4x e−i(q+q
′)x/2 〈p′| jµ(x/2)jν(−x/2) |p〉 (6.51)
is defined with a different sign compared to Eq. (4.33), i.e.
Tµν[40] = −Aµν . (6.52)
The authors continue to define a longitudinal polarization vector εµL[40] for the virtual photon
εµL[40] =
1
Q
(
4ξPµ + qµ
)
. (6.53)
1It is not clear in [15] if the expressions given for (±) correspond to covariant or contravariant vectors.
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Out of the contraction εµL[40]Tµν[40] only the term ∼Pµ contributes due to the Ward identity:
εµL[40]Tµν[40] =
4ξ
Q
PµTµν[40] . (6.54)
If one expresses P in terms of our polarization vectors, one finds
Pµ = (ε
0P )ε0µ −
1
4ξ
qµ − (ε−P )ε+µ − (ε+P )ε−µ , (6.55)
where (ε0P ) ≈ Q/(4ξ). Equating (6.54) through (6.52) establishes a relation between am-
plitudes:
εµL[40]Tµν[40] = −
(A0+ε−ν +A0−ε+ν )− 4ξQ ((ε+P )ε−ν A++ + (ε−P )ε+ν A−−) . (6.56)
The remaining index ν is transverse and we can simply contract it with our ε±, yielding
(εL|T |ε±)[40] = A0± + 4ξ(ε
±P )
Q
A±± , (6.57)
where (εL|T |ε±)[40] is a shorthand for εµL[40]Tµν[40]ε±,ν . Explicitly, Kivel and Mankiewicz
obtained for the l.h.s. of this equation
(εL|T |ε±)[40] = 2ξ
Q
ε±ν g
νρ
⊥[40]
∫ 1
−1
dx
[
Fρ[40](x, ξ)C
+
[40](x, ξ)− i⊥ρσ[40]F˜σ[40](x, ξ)C−[40](x, ξ)
]
,
(6.58)
where the transverse tensors read in terms of the process momenta
gνρ⊥[40] = g
νρ − 4ξ
Q2
(
P νqρ + qνP ρ + 4ξP νP ρ
)
, ⊥ρσ[40] =
4ξ
Q2
ερσαβq
αP β (6.59)
and the coefficient functions are given by
C±[40](x, ξ) =
1
x− ξ + i0 ±
1
x+ ξ − i0 . (6.60)
Further, the “GPDs” Fρ[40] and F˜ρ[40] read in the Wandzura-Wilczek approximation
Fρ(x, ξ) ≈ ∆ρ
2ξ
s
m
E(x, ξ)− 2∆ρ
Q2
(qv)M(x, ξ)
+
∫ 1
−1
duGρ(u, ξ)W+(x, u, ξ) + i
⊥
ρσ[40]
∫ 1
−1
du G˜σ(u, ξ)W−(x, u, ξ) ,
F˜ρ(x, ξ) ≈ ∆ρ
2
s˜
m
E˜(x, ξ)− 2∆ρ
Q2
(qv˜)H˜(x, ξ)
+
∫ 1
−1
du G˜ρ(u, ξ)W+(x, u, ξ) + i
⊥
ρσ[40]
∫ 1
−1
duGσ(u, ξ)W−(x, u, ξ) , (6.61)
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where kernels W± are defined as
W±(x, u, ξ) =
1
2
[
θ(x− ξ)θ(u− x)
u− ξ −
θ(ξ − x)θ(x− u)
u− ξ ± (ξ → −ξ)
]
, (6.62)
and finally
Gµ(u, ξ) ≈ vµ⊥M(u, ξ) +
∆µ⊥
2ξ
s
m
(u∂u+ξ∂ξ)E(u, ξ)− 2∆
µ
⊥
Q2
(qv)(u∂u+ξ∂ξ)M(u, ξ),
G˜µ(u, ξ) ≈ v˜µ⊥H˜(u, ξ) +
∆µ⊥
2
s˜
m
(∂uu+ξ∂ξ)E˜(u, ξ)− 2∆
µ
⊥
Q2
(qv˜)(u∂u+ξ∂ξ)H˜(u, ξ), (6.63)
where in this equation the subscript “⊥” denotes a contraction with g⊥[40], see Eq. (6.59).
The next step will require a lot of Lorentz contractions. Rather immediate is (ε±∆⊥) ≈
2ξ(ε±P ) with which one finds
(εL|T2|ε±)[40] = −2ξ
Q
(ε±P )
∫ 1
−1
dx
{
C+[40](x, ξ)
[
4ξ
Q2
(q′v)M(x, ξ)− s
m
E(x, ξ)
]
∓ C−[40](x, ξ)
[
4ξ
Q2
(q′v˜)H˜(x, ξ)− s˜
m
E˜(x, ξ)
]}
+G-terms, (6.64)
where “G-terms” stands for the contributions from the second line of the definition of Fρ
and F˜ρ in Eq. (6.61) (i.e. the terms that involve a convolution with W±). To 1/Q2 accuracy
this coincides with 4ξ(ε
±P )
Q A±±.
It remains to show that “G-terms” reproduce A0±. They can be written as follows
G-terms =
ξ
Q
∫ 1
−1
du
[(
ε±µG
µ(u, ξ) + iε±µ 
⊥µν
[40] G˜ν(u, ξ)
) ∫ u
ξ
dx
C+[40](u, ξ)− C−[40](u, ξ)
u− ξ
+
(
ε±µG
µ(u, ξ) + iε±µ 
⊥µν
[40] G˜ν(u, ξ)
) ∫ u
−ξ
dx
C+[40](u, ξ) + C
−
[40](u, ξ)
u+ ξ
]
.
(6.65)
The two integrations over x and u are essentially equivalent to our convolution with C1,
namely
G-terms =
2ξ
Q
[
ε±µC1⊗Gµ+ + iε±µ ⊥µν[40] C1⊗G˜+ν
]
, (6.66)
where the superscript “+” onG, G˜ stands for the projection on signature GPDs, see Eq. (6.2).
The evaluation of the remaining Lorentz contractions can be done with the help of (ε±v⊥) =
(ε±v) − 4ξQ (ε±P )(q′v) and similarly with v → v˜ as well as the following observation (up to
1/Q2 corrections)
qµ = iQεµνρσ ε
+, νε−, ρεσL[40] . (6.67)
The last equation is used to show iε±µ 
⊥µν
[40] ∆⊥ν = ±2ξ(ε±P ) and iε±µ ⊥µν[40] v⊥ν ≈ ±(ε±v⊥)
(similar with v → v˜). Collecting everything it is straightforward to show that the G-terms
are indeed equal to A0±.
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The situation is different for the twist-4 helicity flip amplitudes, where we find a disagree-
ment between our results and the those given in [40]. Our amplitudes are related to the
ones of [40] by
(ε±|A[40]|ε±) = −A∓± . (6.68)
Instead of quoting the full answer for A[40] we will tentatively focus only on the contribution
of say E˜ and call it (ε±|A[40]|ε±)[E˜]. It is given as the sum of two terms
(ε±|A[40]|ε±)[E˜] = (ε±|A[40]|ε±)U [E˜] + (ε±|A[40]|ε±)W [E˜] , (6.69)
which are in turn given by
(ε±|A[40]|ε±)U [E˜] = 4ξ
2(ε±P )
Q2
∫ 1
−1
dt duC−[40](t, ξ) ε
±
µ i
⊥µν
[40] G˜ν(u, ξ)U+(u, t, ξ) , (6.70)
where we retained only the term proportional to E˜ form G˜ν and
(ε±|A[40]|ε±)W [E˜] = ∓2ξ
2(ε±P )2
Q2
s˜
m
∫ 1
−1
dt du
(
ln(t− ξ + i0)− ln(t+ ξ − i0))×
×W−(u, t, ξ)
(
ξ2∂2ξ + ξ∂ξ(2 + u∂u)
)
E˜(u, ξ) . (6.71)
U+ is defined as
U+(u, t, ξ) =
1
2
[
(t− ξ)θ(t− ξ)θ(u− t)
(u− ξ)2 − (t− ξ)
θ(ξ − t)θ(t− u)
(u− ξ)2 + (ξ → −ξ)
]
. (6.72)
After a couple of lines of calculation one can cast the contributions into
(ε±|A[40]|ε±)U [E˜] =
=
±8ξ3(Pε±)2
Q2
s˜
m
[
(ξ∂2ξ ξC1)⊗E˜+ + (ξ∂ξC1)⊗
(
ξ∂ξE˜
+
)]
,
(ε±|A[40]|ε±)W [E˜] =
=
±4ξ3(Pε±)2
Q2
s˜
m
[
C1⊗ξ2∂2ξ E˜+ + 2C1⊗ξ∂ξE˜+ + (ξ∂ξC1)⊗
(
ξ∂ξE˜
+
)]
. (6.73)
Unfortunately the sum “U +W” cannot be simplified into a form compatible with Eq. (6.6).
A similar observation applies to the contributions of the other GPDs.
6.5. Compton form factors
Nowadays it is a standard procedure to express the amplitudes in terms of Compton form
factors (CFFs). Loosely defined, a CFF is the nontrivial part of the amplitude tensor,
where the Lorentz- and Dirac-structure have been factored out. The functions V1,2, V˜1,2 in
Eqs. (6.9) and (6.10) are examples of CFFs. From a pragmatic point of view, the application
of the recent results of Belitsky, Mu¨ller and Ji (BMJ) [45] requires a formulation in terms of
CFFs. To the best of the author’s knowledge, BMJ provide the only complete framework,
in which our corrections can be incorporated.
In [45] it was suggested to isolate the following Dirac bilinears (the kinematics were con-
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verted to our notation)
h =
(vq′)
2(Pq′)
, e =
(vq′)
2(Pq′)
− s
2m
,
h˜ =
(v˜q′)
2(Pq′)
+
(v˜∆)
4(Pq′)
, e˜ = − Q
2s˜
8m(Pq′)
. (6.74)
Note that h and h˜ are not to be confused with the double distributions. The above relation
can be inverted in favor of the structures appearing in Sec. 6.1 by using 2ξ(Pq′) = −(qq′),
2ms˜ = (v˜∆) and ms = (vP )
(vP )
2m2
= h− e , (vq
′)
(qq′)
= −1
ξ
h ,
(v˜∆)
4m2
= −1
ξ
(
1 +
t
Q2
)
e˜ ,
(v˜q′)
(qq′)
= −1
ξ
h˜− 1
ξ
4m2
Q2
e˜ . (6.75)
Then one immediately finds
A±± = hH±± + eE±± ∓ h˜ H˜±± ∓ e˜ E˜±± , (6.76)
where
H±± = V1 − 1
ξ
V2 , E±± = −V1 ,
H˜±± =
1
ξ
V˜2 , E˜±± =
1
ξ
[(
1 +
t
Q2
)
V˜1 +
4m2
Q2
V˜2
]
. (6.77)
Note that H, E, H˜, E˜ coincide with H, E, H˜, E˜ of Ref. [46] respectively (for the polarization
indices “±±” at hand, and the forthcoming ones as well). At this point we would like to
give explicit expressions for H±± etc. This is of course somewhat redundant, but it can be
viewed as the main theoretical new result in this work and represents a small milestone in
Ref. [46]. First we introduce a new convolution notation,
T~F ≡
∫ 1
−1
dξ
2ξ
T
(
ξ + x+ i0
2(ξ − i0)
)
F+(x, ξ) . (6.78)
The following definitions
T0(u) =
1
1− u ,
T+1 (u) =
(1− 2u) ln(1− u)
u
,
T−1 (u) = −
ln(1− u)
u
,
T2(u) =
Li2(1)− Li2(u)
1− u +
ln(1− u)
2u
(6.79)
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allow us to rewrite
C0⊗F+ = −T0~F , C0⊗F˜+ = T0~F˜ ,
C1⊗F+ = −T−1 ~F , C1⊗F˜+ = T−1 ~F˜ ,
(xC1)⊗F+ = −T+1 ~F , (xC1)⊗F˜+ = T+1 ~F˜ ,
C2⊗F+ = T−2 ~F , C2⊗F˜+ = −T−2 ~F˜ , (6.80)
for F = H,E and F˜ = H˜, E˜. We remind that the operator T~ already includes the charge
parity projection and flavor summation (weighted with the corresponding fractional electric
charge squared). We find
H±± =
[(
1− t
2Q2
)
T0 +
t
Q2
T−1 +
2
ξQ2
(
t+ 2|ξP⊥|2ξ∂ξ
)
ξ2∂ξ T2
]
~H + 2t
Q2
ξ2∂ξ ξ T2~M ,
E±± =
[(
1− t
2Q2
)
T0 +
t
Q2
T−1 +
2
ξQ2
(
t+ 2|ξP⊥|2ξ∂ξ
)
ξ2∂ξ T2
]
~E − 8m
2
Q2
ξ2∂ξξ T2~M ,
H˜±± =
[(
1− t
2Q2
)
T0 +
t
Q2
T1 +
2
ξ2Q2
(
t+ 2|ξP⊥|2ξ∂ξ
)
ξ2∂ξ ξ T2
]
~H˜ + 2t
Q2
ξ∂ξ T2~H˜ ,
E˜±± =
[(
1− t
2Q2
)
T0 +
t
Q2
T1 +
2
ξ2Q2
(
t+ 2|ξP⊥|2ξ∂ξ
)
ξ2∂ξξ T2
]
~[(
1 +
t
Q2
)
E˜ +
4m2
Q2
H˜
]
− 8m
2
Q2
ξ∂ξ T2~H˜ . (6.81)
Note that Eq. (6.81) contains contributions that are of order O(Q−4). They stem from
the rewriting of spinor bilinears, see Eqs. (6.75) and (6.77), and are, technically speaking,
beyond our accuracy. However we keep these corrections for the following reason: In phe-
nomenology it has become customary to use cross section formulas in an “exact” fashion,
i.e. not expanded in Q2. The higher corrections in (6.81) arise only from a specific choice of
the CFF basis. They can therefore be absorbed into the definition of what an “exact” cross
section is.
With a little algebra a similar decomposition like in Eq. (6.76) can be achieved for the
helicity flip amplitudes. It is convenient to work with the transverse polarizations in the
following form, cf. Eqs. (4.57), (4.23), (4.25):
ε±µ =
(
g⊥µν ± iε⊥µν
)
P ν√
2|P⊥|
. (6.82)
From this the following conversion formulas can be derived:
(ε±v)√
2
= −|P⊥|h− m
2
|P⊥|
(
e− t
4m2
h
)
∓ m
2
ξ|P⊥|
(
e˜− t
4m2
h˜
)
,
(ε±v˜)√
2
= − m
2
ξ2|P⊥|
(
e˜− t
4m2
h˜
)
∓ m
2
ξ|P⊥|
(
e− t
4m2
h
)
(6.83)
where in the “tilde” sector the γ-matrix identity (3.16) was necessary to establish the second
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equation. Therefore the parametrizations
A0± = hH0± + eE0± ∓ h˜ H˜0± ∓ e˜ E˜0± ,
A∓± = hH∓± + eE∓± ∓ h˜ H˜∓± ∓ e˜ E˜∓± , (6.84)
are possible and one finds
H0± = −4|ξP⊥|√
2Q
[
ξ∂ξ T
−
1 ~H +
t
Q2
∂ξ ξ T
−
1 ~M
]
+
t√
2Q|P⊥|
T−1 ~
(
H˜ − ξM)
E0± = −4|ξP⊥|√
2Q
ξ∂ξ T
−
1 ~E +
4m2√
2Q|P⊥|
T−1 ~
(
ξM − H˜)
H˜0± = −4|ξP⊥|√
2Q
(
1 +
t
Q2
)
∂ξ ξ T
−
1 ~H˜ +
t√
2Q|ξP⊥|
T−1 ~
(
ξM − H˜)
E˜0± = −4|ξP⊥|√
2Q
(
1 +
t
Q2
)
∂ξ ξ T
−
1 ~
(
E˜ +
4m2
Q2
H˜
)
+
4m2√
2Q|ξP⊥|
T−1 ~
(
H˜ − ξM), (6.85)
where we remind that M = H + E and
H∓± =
4|ξP⊥|2
Q2
(
ξ∂2ξ ξ T
+
1 ~H +
t
Q2
∂2ξ ξ
2 T+1 ~M
)
+
2t
Q2
(
ξ2∂ξ ξ T
+
1 ~M + ξ∂ξ ξ T−1 ~H˜
)
,
E∓± =
4|ξP⊥|2
Q2
ξ∂2ξ ξ T
+
1 ~E −
8m2
Q2
(
ξ2∂ξ ξ T
+
1 ~M + ξ∂ξT1~H˜
)
,
H˜∓± = −4|ξP⊥|
2
Q2
(
1 +
t
Q2
)
∂2ξ ξ
2 T−1 ~H˜ −
2t
Q2
(
∂ξ ξ T
−
1 ~H˜ + ξ∂ξ ξ T+1 ~M
)
,
E˜∓± =
4|ξP⊥|2
Q2
(
1 +
t
Q2
)
∂2ξ ξ
2 T−1 ~
(
E˜ − 4m
2
Q2
H˜
)
+
8m2
Q2
(
ξ∂ξ ξ T
+
1 ~M + ∂ξ ξ T−1 ~H˜
)
.
(6.86)
As one immediately reads off, the number of independent CFFs is twelve, since Fab =
F−a,−b for a, b ∈ {0,±} and F ∈ {H,E, H˜, E˜}. Each of them is complex-valued and the
basic dispersion relation for a GPD F without D-term or pion-pole reads
T~F = 1
pi
∫ 1
0
dx
x+ ξ + σ(x− ξ)
ξ2 − x2 − i0 (ImT~F )(x) , (6.87)
where F ∈ {H,E, H˜, E˜} with its accompanying signature factor σ and T ∈ {T0, T±1 , T2}.
The proof of this equation is straightforward for the imaginary part and the real part follows
from (6.29) and (6.30). Note that there is a small subtlety for T+1 , which does not vanish
at infinity. Therefore the arcs at infinity, see Fig. 6.1, give a nonvanishing contribution.
As can be shown this boundary term is of the form const./ξ, which never manifests itself
in the CFFs, since T+1 ~ . . . is always preceded by either ∂ξξ or ∂2ξ ξ2. These differential
operators put the term to zero, and one can effectively treat Eq. (6.87) as if that subtraction
was nonexistent. Furthermore, it is also possible to formulate dispersion relations on the
level of CFFs themselves. In a complete treatment one has to take into account subtraction
terms related to D-term and pion-pole contributions. Additional subtractions can occur
from ξ-derivatives, cf. [46] for more details.
An additional observation concerns the target mass corrections [46]. Looking at the results
in the DD representation, see Eqs. (5.36), (5.47), (5.115), (5.116), (5.128) and (5.129), one
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realizes that the corrections m/Q,m2/Q2 are all absorbed in P⊥, by
|P⊥|2 = 1− ξ
2
4ξ2
(tmin − t) , tmin = −4ξ
2m2
1− ξ2 . (6.88)
Since t ≤ tmin the finite-t effects always overcompensate the finite-m effects. Additional
mass corrections can arise from rewriting the Dirac bilinears, as present in Eqs. (6.81),
(6.85) and (6.86). In the case of a scalar target such terms are absent.
Let us close this chapter by outlining another representation of our results: in recent years
the evaluation of the convolutions based on Mellin-Barnes integrals became quite popular,
see [47–49]. As an essential ingredient to implement the power corrections into such a
framework, one needs the so-called conformal moments of the kernels (6.79). One of the
strengths of this approach is that QCD evolution can be incorporated rather easily. At
leading order (and in certain schemes also at next-to-leading order) the conformal moments
evolve autonomously [50]. The j-th conformal moment T [j] of a kernel T is defined as
T [j] =
∫ 1
0
du pj(u)T (u) (6.89)
with
pj(u) = 2u(1− u)C
3
2
j (2u− 1) , (6.90)
where C
3
2
j (u) is the j-th Gegenbauer polynomial with index 3/2. The results for the ker-
nels (6.79) are
T0[j] = 1 ,
T+1 [j] =
2 + (1 + j)(2 + j)
j(1 + j)(2 + j)(3 + j)
,
T−1 [j] =
1
(1 + j)(2 + j)
,
T2[j] =
2 + (1 + j)(2 + j)
(1 + j)2(2 + j)2
. (6.91)
Let us sketch the derivation of these formulas on the contribution, which arises from the
dilogarithmic terms. Therefore consider the example kernel
TLi(u) =
Li2(1)− Li2(u)
1− u , (6.92)
and by definition
TLi[j] = 2
∫ 1
0
duuC
3
2
j (2u− 1)
(
Li2(1)− Li2(u)
)
. (6.93)
Instead of (6.93) we calculate a more general integral
f(t) = 2
∫ 1
0
duu
Li2(1)− Li2(u)
(1− 2(2u− 1)t+ t2)3/2 , (6.94)
which contains the answer for TLi[j] through the relation of the Gegenbauer polynomials to
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their generating function
1
(1− 2st+ t2)3/2 =
∞∑
j=0
C
3
2
j (s)t
j . (6.95)
Employing the definition of the Spence function (5.94) one finds after a short calculation
f(t) = − 4
b2
(1 + 2a∂a)
∫ 1
0
dv
ln(1− v)
v
√
a+ bv − 8
√
aLi2(1)
b2
, (6.96)
where a = (1+ t)2 and b = −4t. The remaining integral can be calculated with conventional
methods, the intermediate steps however are too lengthy to be presented here, so we only
give the answer:
f(t) =
(1 + t) Li2(t)− (1− t) ln(1− t)− 2t
t2
. (6.97)
This expression is an analytical function of t inside the complex unit-disk, which can explic-
itly be seen by power-expanding the result in t using
Li2(t) =
∞∑
j=1
tj
j2
, ln(1− t) = −
∞∑
j=1
tj
j
. (6.98)
Then one gets
f(t) =
∞∑
j=0
tj
(
1
(j + 2)2
+
1
(j + 1)2
+
1
j + 2
− 1
j + 1
)
, (6.99)
from which we read off
TLi[j] =
1 + (1 + j)(2 + j)
(1 + j)2(2 + j)2
. (6.100)
The full set of conformal moments (6.91) is calculable along the same lines.
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observables
In a recent publication [45] Belitsky, Mu¨ller and Ji presented cross section formulas for
DVCS for all polarization configurations of the scattering particles, most importantly for
us, including the photon helicity flip amplitudes. The observables were calculated in lowest
order of quantum electrodynamics (QED) and are parametrized in terms of the Dirac and
Pauli form factors and a particular set of Compton form factors. Ref. [45] is the correct place
to insert our results because the process kinematics are treated exactly, i.e. unexpanded in
1/Q. It requires a little preparatory work to convert the notations, which is done in the
next section.
7.1. A different CFF basis: BMJ formulation
Before we are ready to apply the framework of BMJ, we need to aim at a conversion of the
CFF basis from Sec. 6.5 to the one from [45]. We will point out where the conventions differ,
and use the label “BMJ” to indicate the “external” notations. If a quantity is unambiguous,
we will omit that flag.
BMJ define the hadronic Compton tensor as
TBMJµν = i
∫
d4x ei(q+q
′)x/2 〈p′, s′|T{jµ(x/2)jν(−x/2)} |p, s〉 , (7.1)
from which we easily read off the relation, cf. (4.33)
TBMJµν = Aνµ . (7.2)
They further define helicity amplitudes T BMJa± by the contraction
T BMJa± ≡ (−1)a−1
(
εµ2,BMJ(±)
)∗
TBMJµν ε
ν
1,BMJ(a) , a ∈ {0,±} (7.3)
with the polarization vectors
εµ1,BMJ(0) = −
1
Q
√
1 + γ2
qµ − 2xB
Q
√
1 + γ2
pµ ,
εµ1,BMJ(±) =
√
1 + γ2√
2K˜
[
∆µ − γ
2(Q2 − t)− 2xBt
2Q2 (1 + γ2)
qµ + xB
Q2 − t+ 2xBt
Q2(1 + γ2)
pµ
]
± xB√
2K˜
iεpq∆
µ
Q2
,
εµ2,BMJ(±) =
1 + γ
2
2
Q2+t
Q2+xBt√
2K˜
[
∆µ − γ
2(Q2 − t)− 2xBt
2Q2(1 + γ2)
qµ + xB
Q2 − t+ 2xBt
Q2(1 + γ2)
pµ
]
+
K˜√
2(1 + γ2)(Q2 + xBt)
[
γ2qµ − 2xBpµ
]± xB√
2K˜
iεpq∆
µ
Q2
. (7.4)
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At this point we already took the opportunity to correct for the different Levi-Civita con-
vention (BMJ are using ε0123 = 1 which differs in sign from the convention employed here).
The Bjorken scaling variable is identical to ours, xB = Q
2/
(
2(pq)
)
, see Eq. (4.14). These
formulas include a shorthand for εpq∆
µ = ενρσµpνqρ∆σ and
γ =
2xBm
Q
, (7.5)
as well as
K˜ =
√
xBx¯B +
γ2
4
√
(tmin − t)(tmax − t)
Q4
, (7.6)
with
tmin = −Q2
2x¯B
(
1−
√
1 + γ2
)
+ γ2
4xBx¯B + γ2
, tmax = −Q2
2x¯B
(
1 +
√
1 + γ2
)
+ γ2
4xBx¯B + γ2
. (7.7)
Here tmin coincides with tmin from Eq. (4.17). A more compact representation of K˜ can be
given by eliminating γ though P⊥:
K˜ = xB
(
1 +
t
Q2
)
|P⊥| . (7.8)
In order to make a connection between T BMJa± and our Aa±, we use the definition of the
BMJ polarization basis (7.4) and express the process momenta through our polarization
vectors. One needs the following identity
pµ = − 1
2xB
qµ +
Q
2xB
Q2 − t+ 2xBt
Q2 + t
ε0µ +
|P⊥|√
2
(ε+µ + ε
−
µ ) . (7.9)
In anticipation of contractions with the amplitude tensor, we can drop terms proportional
to q′ in εµ2,BMJ(±) due to the Ward identities (4.35). The remaining terms proportional to q
drop out exactly using Eq. (4.49) at this level, which ensures that the unphysical amplitudes
Aa0 do not contribute to any observable later on. Next, iεpq∆µ can have only transverse
components and by direct calculation using (4.50) or (4.57)
iεpq∆µ =
Q2K˜√
2xB
(ε−µ − ε+µ ) (7.10)
and thus
εµ2,BMJ(±) = ε∓µ , (7.11)
where “equality” is understood up to irrelevant terms proportional to q′µ. Then the final
state contraction is easily written down
T BMJa± = (−1)aεBMJ,ν1 (a)
(
ε±ν A±± + ε0νA0± + ε∓ν A∓±
)
. (7.12)
The initial state polarizations can be treated in a somewhat similar way, ignoring terms
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proportional to q for the same reason as above. A short calculation yields
εµ1,BMJ(0) = −κε0µ − κ0(ε+µ + ε−µ) ,
εµ1,BMJ(±) = ε±µ +
κ
2
(ε+µ + ε−µ) + κ0ε0µ , (7.13)
where
κ0 =
√
2QK˜√
1 + γ2(Q2 + t)
= O(1/Q) ,
κ =
Q2 − t+ 2xBt√
1 + γ2(Q2 + t)
− 1 = O(1/Q2) . (7.14)
Finally we obtain
T BMJ±± = A±± +
κ
2
(A±± +A∓±)− κ0A0± ,
T BMJ0± = −(κ+ 1)A0± + κ0(A±± +A∓±) ,
T BMJ∓± = A∓± +
κ
2
(A±± +A∓±)− κ0A0± . (7.15)
BMJ continue to define CFFs with respect to the Dirac bilinears in Eq. (6.74),
T BMJa± = hHa± + e Ea± ∓ h˜ H˜a± ∓ e˜ E˜a± . (7.16)
Since we have already performed such a decomposition in Sec. 6.5, the final relations between
our CFFs and those of BMJ can be obtained from Eq. (7.15) by simply replacing the
amplitudes with the CFFs. In more detail this means
F±± = F±± + κ
2
(
F±± + F∓±
)− κ0F0± ,
F0± = −(κ+ 1)F0± + κ0(F±± + F∓±) ,
F∓± = F∓± + κ
2
(
F±± + F∓±
)− κ0F0± . (7.17)
for F ∈ {H, E , H˜, E˜}, F ∈ {H,E, H˜, E˜}. From these equations and Fab = F−a,−b it is
explicit, that
F++ = F−− ,
F0± = F0∓ ,
F∓± = F±∓ , (7.18)
which is again a consequence of parity.
It shall be stressed that Eq. (7.17) contains corrections suppressed by 1/Q3 or higher,
which we can keep for the same reason as we did in Sec. 6.5. The factors κ, κ0 are “geometric”
(in the sense that they originate only from a change of basis) and can be thought of as being
part of the unexpanded cross section.
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7.2. Model and conventions
In order to estimate the impact of the power corrections to DVCS, one needs an ansatz for
the GPDs. We select a model by Kroll, Moutarde and Sabatie [51], which is an updated
version of the model from Goloskokov and Kroll [52,53]. We will refer to it as the GK12
model. It is based on the double distribution ansatz by Radyushkin [54,55] for which a GPD
F q of quark flavor q is given by
F q(x, ξ, t) =
∫
dβ dα δ(β + ξα− x) fq(β, α, t) + δF qE˜q
1
|ξ|ϕ
q
pi
(
x
ξ
, t
)
θ(ξ2 − x2) , (7.19)
where the second term is the pion-pole contribution for E˜q, taken as in [56]. A D-term for
Hq and Eq is neglected. The DD fq(β, α, t) has the functional form of a product of the
forward limit with a weight function
fq(β, α, t) = hq(β)eb
qt|β|−aqt Γ(2n
q + 2)
22nq+1(Γ(nq + 1))2
[
(1− |β|)2 − α2]nq
(1− |β|2)2nq+1 . (7.20)
The parameter nq is taken as 1 for valence and 2 for sea quarks. The normalization is chosen
is such a way that hq constitutes the forward limit
F q(x, ξ = 0, t = 0) = hq(x) . (7.21)
This allows for a fit to the forward unpolarized (for Hq) and polarized (for H˜q) parton
distribution functions, which are accessible in DIS. Kroll et al. have aimed at the models [57]
and [58] respectively through linear combinations of the ansatz
hq(β) ∼ βcq (1− β)dq . (7.22)
Note that (7.22) is only schematic, i.e. up to support restrictions, symmetrizations, etc. This
ansatz is also applied to E and E˜. The values of the individual parameters shall not be
repeated here and can be found in Ref. [51]. QCD evolution is partially taken into account
through a dependence of these parameters on the factorization scale µ2, which is always
taken to be equal to the photon virtuality Q2.
Let us now take this model and try to compare leading twist CFFs to the CFFs including
power corrections. However, a “leading twist” framework is not uniquely defined, it is rather
a convention. For example, adhering to the factors arising from Dirac bilinears in Sec. 6.5
or the geometric factors of 7.1 without re-expanding the CFFs is one convention. Dropping
all terms that are beyond the desired order in 1/Q or higher would be another. Furthermore
the definition of ξ in terms of xB , see Eq. (4.15),
ξ =
xB
2− xB +O(t/Q
2) (7.23)
is intrinsically tied to a certain power accuracy. Out of the multitude of conventions, we
have taken three representatives [46]:
(i) “twist-4”: Following the philosophy of absorbing certain kinematical functions into
the definition of the cross sections, the CFFs Fab (a = 0,± and b = ±) are taken
as in Eq. (7.17) with κ, κ0 given in Eq. (7.14) and Fab in Eqs. (6.81), (6.85), (6.86).
Leaving the geometrical and spinorial factors unexpanded has the advantage that all
observables obtained from [45] would be identical to a recalculation of [45] in a different
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basis, namely the one given by the original Eqs. (6.6)–(6.10). For the skewness we take
ξ = ξBMP ≡
xB
(
1 + tQ2
)
2− xB
(
1− tQ2
) . (7.24)
The label “BMP” refers to the publications [42, 44], in which this convention was
proposed.
(ii) “LTBMP”: The amplitudes Aab are truncated in Q2 except for the factors arising from
the Dirac bilinears in Eq. (6.75), i.e. on the level of CFFs
F++ = T0~F , F ∈ {H,E, H˜} ,
E˜++ =
(
1 +
t
Q2
)
T0~E˜ +
4m2
Q2
T0~H˜ ,
F0+ = 0 ,
F−+ = 0 . (7.25)
The change of basis is also done without truncation
F++ =
(
1 +
κ
2
)
F++ , F0+ = κ0F++ , F−+ = κ
2
F++ , (7.26)
and ξ equal to the “BMP” convention,
ξ = ξBMP . (7.27)
Note that here helicity flip amplitudes appear in the F-basis, while they are absent
in the F-basis. This is, roughly speaking, a consequence of Lorentz transformations.
BMP and BMJ define helicities, and therefore (non-)conservation of the same, in their
respective frame and the relation is given in Sec. 7.1. Formally both descriptions
coincide in the Bjorken limit, but on the other hand κ, κ0 can become numerically
important for present experimental kinematics. This property has also been noticed
in [59]. LTBMP can be regarded as a slight but incomplete advance into the higher
twist domain. As we will see below, in some situations LTBMP captures much of the
numerical impact of “twist-4”. From the technical point of view, only convolutions
with T0 have to be calculated and thus the implementation of LTBMP in existing fitting
codes should be rather straightforward.
(iii) “LTKM”: A widely used leading twist framework is the one dubbed “KM” (Kumericˇki
and Mu¨ller [48,49]). In our context the CFFs are defined by “truncating everything
from Eq. (7.17)”, i.e. κ0 → 0, κ → 0 as well as neglecting all terms ∼ 1/Q in the
expressions for F. To be precise
F++ = T0~F , F0+ = 0 , F−+ = 0 , F ∈ {H, E , H˜, E˜} . (7.28)
The skewness is taken to be
ξ = ξKM ≡ xB
2− xB . (7.29)
One can regard the KM convention as the “standard” leading twist framework, it does
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Figure 7.1.: Imaginary part of the electric CFFs ImGa+ (times xB/pi) at Q2 = 1.5 GeV2, t =
−0.375 GeV2 vs. xB to different power accuracies. The twist-4 convention is shown
by the blue curves for a = + (thick, solid), a = 0 (thin, dot-dashed), a = − (thin,
dashed). LTBMP is depicted by the green curves a = + (thick, dashed), a = 0 (thin,
dot-dashed), a = − (thin, dashed). For LTKM the only nonzero CFF is given for
a = + (purple, dotted).
not differ much from customary conventions, like VGG [60] (Vanderhaeghen-Guichon-
Guidal) or the one used by Kroll et. al. [51]. LTKM can be thought of as “state of the
art” before the developments in [42,44–46].
To gain some insight into the difference between the three scenarios, let us consider the
following “electric” combinations
Ga+ = Ha+ + t
4m2
Ea+ ,
G˜a+ = H˜a+ + t
4m2
E˜a+ . (7.30)
For illustration we evaluate Ga+ and G˜a+ numerically with the GK12 model for Q2 =
1.5 GeV2 and t = −0.375 GeV2 and show the imaginary parts (times xB/pi) as functions of
xB in Figs. 7.1 and 7.2. A detailed discussion on how the individual convolutions combine
into the resulting curves can be found in [46] and shall not be repeated here.
From Fig. 7.1 one can see that for the helicity conserving ImG++ the numerical difference
between the two leading twist approximations is already quite significant (green-thick-dashed
vs. purple-thick-dotted curve). Apart from comparably large prefactors (like κ and κ0) this
is also due to the difference between the definitions of the skewness parameter, namely
ξBMP < ξKM. Generally this probes the GPDs in different regions. For instance ImT0⊗G =
piG(ξ, ξ) (with G = H + t/(4m2)E) is sensitive to the GPDs on the crossover line. Going
from ξ = ξKM to ξ = ξBMP can produce a large enhancement since G(ξ, ξ) increases rapidly
with decreasing ξ. On the other hand, twist-4 and LTBMP differ only moderately over a wide
range in xB (blue-thick-solid vs. green-thick-dashed curve). The longitudinal-to-transverse
flip ImG0+ is much larger in the LTBMP sector, where it is proportional to κ0F++, while
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Figure 7.2.: Imaginary part of the electric CFFs Im G˜a+ (times xB/pi) vs. xB to different power
accuracies. The kinematics and curve styles are identical to Fig. 7.1.
the twist-4 expression is reduced by the additional contributions in Eq. (7.17) (thin-dash-
dotted green/blue). Both curves are quite sizeable and comparable in magnitude to the
LTKM helicity conserving CFF. The transverse-to-transverse flip CFFs (thin-short-dashed
blue/green) appear to be almost the same in the two frameworks, which can be traced back to
a cancellation between the contributions of F−+ and F0+ in Eq. (7.17). Overall they can be
considered as rather small. Finally note that ImG0+ and ImG−+ vanish at xB ∼ 0.55, where
one “hits” the kinematical boundary t = tmin. The BMJ basis was specifically designed to
exhibit the behavior
G0+ ∼ (tmin − t) 12 ,
G−+ ∼ (tmin − t)1 . (7.31)
This property guarantees that certain harmonics in the cross section vanish in the limit
t→ tmin.
In the axial sector all three conventions result in CFFs Im G˜a+ that are roughly of the
same size. This is basically due to a cancellation between H˜ and E˜ . Note that individual
CFFs, especially E˜++, can differ vastly due to the large prefactor 4m2/Q2 stemming from
Eq. (6.77). Again we found that the longitudinal-to-transverse CFFs Im G˜0+ can become
relatively large, while the two-unit helicity flip CFFs Im G˜−+ remain rather small. Just like
in the previous case G˜0+ and G˜−+ vanish as (tmin − t) 12 and (tmin − t)1 at the phase space
boundary. In addition xB Im G˜a+ also vanish as xB → 0, since G˜a+ depends only on H˜ and
E˜, which have only a mild pomeron behavior at small ξ: GK12 assumes a “valence-like”
parametrization which gives H˜, E˜ ∼ ξ−0.31 for the specified kinematics.
We would like to stress here, that the actual impact of the twist-4 sector should be
discussed in view of more direct observables like cross sections, asymmetries etc. Depending
on the observable, it is in general not safe to say that large differences in CFFs automatically
translate into large differences in the observable under consideration. Therefore we continue
to investigate the effect on actual measurable quantities in the next section.
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Figure 7.3.: DVCS in the target rest frame: The lepton scattering plane (green, spanned by k
and k′) intersects the nucleon scattering plane (blue, spanned by p′ and q′) under the
angle φ. The red arrow is an example of a fully transverse nucleon spin (the polar
angle between the transverse spin and the z-axis is θ = pi/2).
7.3. Impact of power corrections in DVCS
7.3.1. Preliminaries
Accessing the DVCS (sub-) process is achieved through lepton nucleon scattering with a real
final state photon:
e±(k, λ) +N(p, s)→ e±(k′, λ′) +N(p′, s′) + γ(q′, h′) . (7.32)
Here k, p (k′, p′, q′) stand for the momenta and λ, s (λ′, s′, h′) for the helicities of the
corresponding particle in the initial (final) state. The amplitude T for this reaction is given
by the coherent sum of the DVCS amplitude and the Bethe-Heitler (BH) amplitude,
T = T DVCS + T BH (7.33)
The latter arises from Feynman diagrams where the final state photon is emitted from the
lepton line. It is given in terms of bilinear combinations of the usual Dirac and Pauli form
factors F1 and F2. For the following numerical estimates we adopt the results from Kelly [61]
for F1,2.
In Ref. [45] the target rest frame, see Fig. 7.3, is utilized to express the cross section
dσ. It is differential in xB , Q
2, |t| and two angles φ (angle between the lepton (green) and
proton (blue) scattering plane in Fig. 7.3) and ϕ, the azimuthal angle (red) of the transverse
nucleon polarization. Taking into account phase space factors BMJ write at leading order
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in QED
dσ =
α3emxBy
2
16pi2Q4
√
1 + γ2
∣∣∣∣ Te3
∣∣∣∣2dxBdQ2d|t|dφdϕ , (7.34)
where αem = e
2/(4pi) and y = (pq)/(pk). Assuming that the lepton is massless and with the
help of the definition of xB in Eq. (4.14) and the center-of-mass energy
s = (p+ k)2 (7.35)
one can express y as
y =
Q2
xB(s−m2) . (7.36)
Taking into account that the BH amplitude is real, one can write
|T |2 = ∣∣T BH∣∣2 ± I + ∣∣T DVCS∣∣2 , (7.37)
where I is the interference term
I = 2T BH Re T DVCS , (7.38)
which enters in Eq. (7.37) with + for electron and − for positron scattering. The cross
section dσ (and each individual term in Eq. (7.37)) can be written as a sum over different
target polarizations
dσ = dσunp(φ) + dσLP(φ) cos θ +
[
dσTP+(φ) cosϕ+ dσTP−(φ) sinϕ
]
sin θ , (7.39)
where the terms on the r.h.s. represent contributions from unpolarized, longitudinally po-
larized and two independent options of transversely polarized nucleons respectively (from
left to right). θ is the angle between the nucleon spin and the z-axis. More details can be
found in [45].
7.3.2. Fixed target, unpolarized
7.3.2.1. Beam spin sum/difference
Cross sections for unpolarized protons were recorded by the HALL A collaboration at Jef-
ferson lab [62]. The experiment was performed using polarized electrons and is typically
presented in terms of two linear combinations, the beam spin sum
dΣBSσ =
1
2
[
dσλ + dσ−λ
]
(7.40)
and the beam spin difference
d∆BSσ =
1
2
[
dσλ − dσ−λ
]
. (7.41)
Here and below we indicate “discrete” variables, in this case the electron polarization λ,
as subscripts on dσ, leaving the dependence on the other process variables implicit. As a
function of φ, the beam spin sum dΣBSσ is even, whereas d∆BSσ is odd, and they can be
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Figure 7.4.: Beam spin sum/difference measured by the Hall A collaboration [62] (black circles)
in proton-electron collisions. The blue solid, green dashed, purple dotted curves
correspond to predictions from twist-4, LTBMP, LTKM approximations respectively
using the GPD model GK12 [51] and proton form factors from Kelly [61]. The angle
φ is in the Trento convention.
written as a sum over Fourier harmonics [45,63]
dΣBSσ
dxBdQ2d|t|dφdϕ =
=
α3emxB
∑2
n=0 c
DVCS
n,unp cos(nφ)
8piQ6
√
1 + γ2
+
α3em
∑3
n=0 c
I
n,unp cos(nφ)
8piytQ4
√
1 + γ2P1(φ)P2(φ)
+ BH2 ,
d∆BSσ
dxBdQ2d|t|dφdϕ =
=
α3emxB s
DVCS
1,unp sin(φ)
8piQ6
√
1 + γ2
+
α3em
∑2
n=1 s
I
n,unp sin(nφ)
8piytQ4
√
1 + γ2P1(φ)P2(φ)
. (7.42)
“BH2” stands for the contribution from the Bethe-Heitler process alone, which drops out
in the beam spin difference. P1,2(φ) contain the φ-dependence of the electron propagators.
Details can be found in [63]. Explicit expressions for the Fourier coefficients cDVCS,In,unp , s
DVCS,I
n,unp
in terms of CFFs Fa+ and F1,2 are rather lengthy in full generality and can be found in [45].
Plugging the GK12 model for the GPDs and Kelly’s form factors into (7.42) along with
the corresponding kinematical values [62] yields the predictions in Fig. 7.4. Note that the
dependence on ϕ ∈ [0, 2pi] has been integrated out and the angle φ is taken in the so-
called Trento convention, which is achieved by the substitution φ → pi − φ. We show the
observables for the largest and smallest values for the momentum transfer and compare the
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Figure 7.5.: Electron beam spin asymmetry ALU(φ) measured by the CLAS collaboration [64]
(black circles) for −t = 0.13 GeV2 (left panel) and −t = 0.28 GeV2 (right panel).
The Trento convention is used for φ. The description of the curves is identical to
Fig. 7.4.
three scenarios from Sec. 7.2.
For the observable dΣBSσ at Q
2 = 2.3 GeV2 (upper two panels of Fig. 7.4) in the low-|t|
regime (upper left panel) all three conventions are compatible with each other (and the
data). Going over to large t, the difference between LTBMP (green dashed) and twist-4
(blue solid) curves remains negligible, whereas a clear deviation from LTKM (purple dotted)
becomes visible. It should be noted that the pure BH background makes about 95% of the
cross section at φ = 0, 2pi and ca. 50% at φ = pi. A close inspection reveals that the change
in skewness ξKM → ξBMP makes almost no difference. The influence of the interference
term is negligible and so are the double flip amplitudes F−+. A contribution of |H0+|2 to
cDVCSn=0,unp is responsible for the “raise” of dΣBSσ in the region φ ∈ (pi/2, 3pi/2). To some extent
the excitation of H0+, which is not much smaller than HKM++ , see Fig. 7.1, was potentially
expected to have some impact. This correction shifts the curves “in favor” of the high
statistic data on dΣBSσ, whose description is generally regarded as a formidable task. The
authors of [51] remarked, that the mismatch between theory and experiment may be related
to ReH++, in particular to the absence of a D-term. Although this may be potentially true,
our analysis points more towards the onset of H0+, which is neglected in [51].
The deviation of the three curves becomes more pronounced for d∆BSσ (Fig. 7.4, lower
two panels), for which the value of Q2 = 1.5 GeV2 is even lower, especially in the large-|t|
regime (lower right panel). This observable is inherently more sensitive to CFFs, since it is
free of the
∣∣T BH∣∣2 term. It gets its biggest contribution from the interference term, which
in turn is sensitive to Im{H++, E++, H˜++} at LO. Changing ξKM → ξBMP alone gives a net
enhancement of about 15% for the sin(φ) modulation, which is further increased by including
the exact geometric factors and the twist-4 corrections. In parallel the influence of the CFFs
F0+, especially H0+, induce a sizeable sin(2φ) term. This modulation dampens the peak at
φ ≈ pi4 but increases the magnitude of the curves in the middle region φ ∈ (pi/2, 3pi/2). The
resulting d∆BSσ is then a superposition of the two effects.
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7.3.2.2. Asymmetries
Taking the ratio between the beam spin difference and sum defines the dimensionless single
beam spin asymmetry
ALU(φ) =
dσλ − dσ−λ
dσλ + dσ−λ
. (7.43)
Data was collected by the CLAS collaboration at Jefferson Lab and presented in [64]. We
compare the predictions for very low Q2 = 1.37 GeV2 and two values of the invariant
momentum transfer −t ∈ {0.13 GeV2, 0.28 GeV2} in Fig. 7.5. The twist-4 and LTBMP
framework are again very close, see also Fig. 7.4, and give generally bigger asymmetries than
LTKM in the regions φ ∼ pi2 and φ ∼ 3pi2 (in Trento convention). Although the denominator
in ALU, see Eq. (7.43), is typically larger for the former two approaches, this is not so
pronounced in the aforementioned region of φ, where the differences in the numerator are
numerically more important, cf. Fig. 7.4. Division by the beam spin sum has the effect that
the asymmetry has its peak close to φ ' pi/2, where the beam spin differences of twist-4
and LTBMP are approximately equal.
If a DVCS experiment can be performed with electron and position beams one can exploit
the fact that the interference is sensitive to the sign of lepton charge and define the charge-
odd beam spin asymmetry
ALU,I(φ) =
(
dσe
+
λ (φ)− dσe
+
−λ(φ)
)− (dσe−λ (φ)− dσe−−λ(φ))
dσe
+
λ (φ) + dσ
e+
−λ(φ) + dσ
e−
λ (φ) + dσ
e−
−λ(φ)
, (7.44)
where the superscript e± stands for positron (+) and electron (−) scattering. ALU,I(φ) has
the advantage of separating the interference term. The numerator in Eq. (7.44) depends
only on the (unpolarized) sin(nφ) harmonics of I, while the denominator is independent of
I. Access to the (unpolarized) cos(nφ) harmonics of I is possible through the beam charge
asymmetry
AC(φ) =
(
dσe
+
λ (φ) + dσ
e+
−λ(φ)
)− (dσe−λ (φ) + dσe−−λ(φ))
dσe
+
λ (φ) + dσ
e+
−λ(φ) + dσ
e−
λ (φ) + dσ
e−
−λ(φ)
. (7.45)
Typically one considers Fourier coefficients of these asymmetries, which are defined as
A
sin(nφ)
LU,I =
1
pi
∫ pi
−pi
dφ sin(nφ)ALU,I(φ) ,
(1 + δn,0)A
cos(nφ)
C =
1
pi
∫ pi
−pi
dφ cos(nφ)AC(φ) . (7.46)
They are however not in direct correspondence with sIn,unp and c
I
n,unp due to a contamina-
tion by the φ-dependent denominators in Eqs. (7.44) and (7.45). A
sin(nφ)
LU,I and A
cos(nφ)
C has
been measured by the HERMES collaboration at DESY [65]. The zeroth and first harmon-
ics were reported to be significant, higher harmonics were consistent with zero. In Fig. 7.6
we present the results for the first harmonics, A
sin(φ)
LU,I (left panel) and A
cos(φ)
C (right panel).
We selected data from an intermediate range of xB ∼ 0.1. The correlated values xB(t) and
Q2(t) were interpolated and the quoted value of Q2 ∼ 2.6 GeV2 is the average. Similar as in
Fig. 7.5, the LTBMP and twist-4 predictions for A
sin(φ)
LU,I are very close and their magnitude is
considerably larger than LTKM. This can also be understood from Fig. 7.5, which is mostly
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Figure 7.6.: The sin(φ) harmonic of the charge-odd beam spin asymmetry (left panel) and the
cos(φ) harmonic of the beam charge asymmetry (right panel) vs −t. The description
of the curves is identical to Fig. 7.4. Black circles denote data from the HERMES
collaboration [65]. Statistical and systematical errors were added in quadrature.
dominated by the interference. Note that the negative sign comes from the definition (7.44),
where the electron cross section is subtracted from the positron one. The situation is some-
what different in the case of A
cos(φ)
C , where we observe that all three predictions do not
differ much over the range of t under consideration. This may be coincidental, in any case
it is special to the first harmonic. Other Fourier coefficients (for n = 0, 2, . . . ) exhibit much
larger deviations from framework to framework, see also the COMPASS-II estimates below.
It seems that although the individual harmonics in the numerator of Eq. (7.45) have quite
different coefficients for LTKM, LTBMP and twist-4, the pollution by the φ-dependent de-
nominator leads to a cancellation in the total Fourier coefficient. At the present stage it is
not clear if A
cos(φ)
C is genuinely robust against higher twist corrections or if that statement is
model specific. Finally note that both asymmetries go to zero at the kinematical boundary
|t| = |tmin| ≈ 0.008 GeV2 (very steeply), which is outside the plot region in Fig. 7.6.
The COMPASS-II experiment at CERN had a pilot DVCS run in November 2012 and
further data acquisition is planned for the future. Given access to a 160 GeV beam of
muons and antimuons with opposite polarizations, it was proposed to measure the charge
spin asymmetry ACS,U. It is defined as
ACS,U(φ) =
dσµ
+
λ (φ)− dσµ
−
−λ(φ)
dσµ
+
λ (φ) + dσ
µ−
−λ(φ)
, (7.47)
which can equivalently be written as
ACS,U(φ) =
ALU,DVCS(φ) +AC(φ)
1 +ALU,I(φ)
, (7.48)
where
ALU,DVCS(φ) =
(
dσµ
+
λ (φ)− dσµ
+
−λ(φ)
)
+
(
dσµ
−
λ (φ)− dσµ
−
−λ(φ)
)
dσµ
+
λ (φ) + dσ
µ+
−λ(φ) + dσ
µ−
λ (φ) + dσ
µ−
−λ(φ)
. (7.49)
In Eq. (7.48) one can neglect ALU,DVCS(φ), which contains only polarized contributions.
One example projection for xB = 0.05, Q
2 = 2 GeV2, −t = 0.2 GeV2 is shown in Fig. 7.7.
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Figure 7.7.: Combined charge spin asymmetry for COMPASS-II kinematics. The description of
the curves is identical to Fig. 7.4. The angle φ is in the Trento convention.
All three curves differ clearly, but could probably be compatible with experimental data.
ALU,I(φ) does not differ much between LTBMP and twist-4, see left panel of Fig. 7.6. Even
the differences to LTKM are not too large, see Fig. 7.5, compared with “1” in Eq. (7.48).
Almost all differences arise from AC(φ). At φ ≥ pi2 the behavior is explained by the total
cross section, see upper panels of Fig. 7.4, which enters in the denominator of AC and
depends quadratically (up to the pure BH term, which is less important here) on the CFFs.
Since the numerator is linear in the CFFs, and LTKM predicts smaller beam spin sums
than the other two curves, the asymmetry AC gets smaller in magnitude for the latter
two at “large” φ. In the small-φ region the situation for the beam spin sum is reversed,
dΣBSσ
LTBMP < dΣBSσ
twist-4 < dΣBSσ
LTKM , while in the intermediate φ range all three are
approximately equal. The numerator for AC depends on the real part of the CFFs. From
the helicity conserving ones one gets the same contributions for all frameworks. However
the nonconserving CFFs excite sizeable cos(φ) and cos(2φ) terms, largely dominated from
H0+ and E0+. They show up visibly at φ ∈ (pi/4, pi/2) and are stronger for LTBMP, which
is supported by Fig. 7.1. At small φ the differences are washed out by the aforementioned
hierarchy of dΣBS. Note that Fig. 7.7 does not contradict the right panel of Fig. 7.6, which
refers only to a particular Fourier moment, whose stability was rather accidental. In fact,
taking the first cos(φ) moment of ACS,U(φ) averages out much of the discrepancy (max.
30%), while the zeroth and second moments differ up to factor four in magnitude. One
should add that ACS,U(φ) exhibits also a strong dependence on the model details, whose
differences are at least of the same order, see [51] for a comparison.
7.3.3. Fixed target, polarized
Measurements of cross sections with a longitudinally polarized proton target were pursued
by the HERMES [66] and CLAS [67] collaborations with a positron and an electron beam
respectively. Similarly to the (single) beam spin observables one defines the (longitudinal)
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single target spin asymmetry
AUL(φ) =
dσs(φ)− dσ−s(φ)
dσs(φ) + dσ−s(φ)
(s longitudinal) . (7.50)
It is an odd function of φ and mostly dominated by a sin(φ) modulation, which motivates a
study of the lowest Fourier coefficient
A
sin(φ)
UL =
1
pi
∫ pi
−pi
dφ sin(φ)AUL(φ) . (7.51)
The results are compiled in Fig. 7.8. For HERMES kinematics we see once more that the
LTBMP convention is capable of capturing most of the twist-4 features but differs significantly
from LTKM. The mechanism is essentially the same as for ALU. Going to even lower Q
2 as in
the CLAS kinematics, the LTBMP and twist-4 curves start to deviate, which is mostly related
to the difference of H0+, H˜a+, E˜a+ for a = +, 0 between the two frameworks (although the
sum G˜a+ is fairly stable, see Fig. 7.2, it is not necessarily the case for the individual CFFs).
The significantly larger value of xB , compared to HERMES, further amplifies the differences.
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Apart from the longitudinal polarization, HERMES also recorded events with transverse
nucleon polarization [68]. In the spotlight were the transverse target spin asymmetries
AUT,DVCS(φ, φS) =
1
|s⊥|
dσe
+
(φ, φS)− dσe+(φ, φS + pi) + dσe−(φ, φS)− dσe−(φ, φS + pi)
dσe+(φ, φS) + dσe
+(φ, φS + pi) + dσe
−(φ, φS) + dσe
−(φ, φS + pi)
,
AUT,I(φ, φS) =
1
|s⊥|
dσe
+
(φ, φS)− dσe+(φ, φS + pi)− dσe−(φ, φS) + dσe−(φ, φS + pi)
dσe+(φ, φS) + dσe
+(φ, φS + pi) + dσe
−(φ, φS) + dσe
−(φ, φS + pi)
.
(7.52)
Here the normalization 1/|s⊥| removes the dependence on the average nucleon polarization
|s⊥|. The angle φS is related to those of Fig. 7.3 by ϕ = φ − φS − pi. The numerators in
the definition (7.52) are free of the BH cross sections, and the availability of positron and
electron beams allows a separation of the interference and DVCS terms. As in the previous
cases the reported measurements referred to Fourier coefficients
(1 + δn,0)A
sin(φ−φS) cos(nφ)
UT,DVCS =
∫ pi
−pi
dφ dφS
(2pi)2
cos(nφ) sin(φ− φS)AUT,DVCS(φ, φS) ,
(1 + δn,0)A
sin(φ−φS) cos(nφ)
UT,I =
∫ pi
−pi
dφ dφS
(2pi)2
cos(nφ) sin(φ− φS)AUT,I(φ, φS) . (7.53)
Analogous moments for coefficients involving sin(nφ) cos(φ − φS) were mostly compatible
with zero [68]. Clear signals were obtained for the lowest values of n. Let us therefore
focus on A
sin(φ−φS)
UT,DVCS ≡ Asin(φ−φS) cos(0·φ)UT,DVCS and Asin(φ−φS) cos(φ)UT,I , see Fig. 7.9. On the left panel
LTKM gives the smallest (in absolute values) estimates for A
sin(φ−φS)
UT,DVCS . Going over to LTBMP
increases the asymmetry, while the remaining twist-4 contributions reduce it again. This is
due to the onset (and subsequent reduction) of the helicity flip CFFs when going to LTBMP
(twist-4). One has to keep in mind that although the curves give different predictions
for the magnitude of A
sin(φ−φS)
UT,DVCS , they are largely compatible with the data. The cos(φ)
harmonic of the interference-type asymmetry A
sin(φ−φS) cos(φ)
UT,I , see right panel of Fig. 7.9,
seems to be fairly stable against the power corrections. Here the situation is analogous to
the charge asymmetry AC, see Fig. 7.6. The immunity of A
sin(φ−φS) cos(φ)
UT,I against higher
order corrections seems to be rather accidental.
7.3.4. Collider experiments
In collider kinematics one typically deals with much higher photon virtualities (compared to
fixed target experiments) and explores the phase space of small-xB . Consequently the GPDs
are probed in the small-ξ region, where they are rapidly growing functions with decreasing
ξ, mediated through the small-ξ behavior of the sea quark contributions. In this limit the
GPDs behave generically as
F+(ξ, ξ) ∼ const.
ξα
. (7.54)
In the GK12 model one has 1.0 . α . 1.2 for F = H,E and α . 0.48 for F = H˜ and
α . −0.48 for F = E˜. The dominant contribution in this region stems from ∣∣T DVCS∣∣2 and
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one considers the DVCS cross section
dσDVCS
dt
=
α2emx
2
B
(
1− 1−y−
γ2y2
4
1−y+ y22 + γ
2y2
4
)
8pi2Q2(1− xB)
√
1 + γ2
∫ 2pi
0
dφ
∫ 2pi
0
dϕ
∣∣T DVCS∣∣2 + I
e6
, (7.55)
where the BH contribution has been explicitly subtracted. The angular integration removes
all nonzero harmonics from
∣∣T DVCS∣∣2 and suppresses contributions from the interference
term. To a very good numerical accuracy this definition gives an observable uncontaminated
by the BH process. In the limit xB → 0 and assuming that only the GPDs H and E are
relevant (which is obviously true for the GK12 model) the DVCS cross section can be
approximated as [46]
dσDVCS
dt
≈ piα
2
emx
2
B
Q4
[
|H++|2 − t
4m2
|E++|2 + |H−+|2 − t
4m2
|E−+|2
+
1− y
1− y − y22
(
|H0+|2 − t
4m2
|E0+|2
)]
, (7.56)
which is occasionally referred to as the Hand convention [72].
The experiments H1 and ZEUS at HERA measured dσDVCS/dt [69–71], see Fig. 7.10.
For the two data sets of Q2 = 3.2 GeV2 and Q2 = 8.0 GeV2 the model predictions differ
enormously at large −t. The biggest effect can be explained by different skewness conven-
tions: at small xB one has ξBMP = (1 + t/Q
2)ξKM, see Eqs. (7.24) and (7.29). Also the
contribution of F0+, being suppressed only by a factor of
√−t/Q2 at small-xB , becomes
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sizeable at large −t, see Fig. 7.1 and Eq. (7.56). Both effects can accumulate up to roughly
a factor six discrepancy between LTBMP and LTKM, see Fig. 7.10. The rest of the twist-4
corrections has mainly the effect of reducing F0+ (see Fig. 7.1), which makes the net result
for the cross section somewhat smaller again. A more detailed and analytical treatment of
the small-xB regime can be found in [46]. As expected, at larger Q
2 the three scenarios
converge.
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8. Conclusions and outlook
In this work we explored the finite-t and finite-m2 effects in deeply virtual Compton scat-
tering. These corrections can be identified as a subset of contributions of operators up to
twist-4, which are derivatives of the leading twist-2 ones and do not require any additional
nonperturbative input. The main new theoretical result is given by the time-ordered prod-
uct of electromagnetic currents in momentum space Aµν , accurate to the order 1/Q2 of the
hard photon virtuality. We have given a concise presentation on how to obtain Aµν in the
framework of the operator product expansion, using the recent progress on the separation
techniques of the relevant leading twist descendants [23,24,42]. Most of the results of this
thesis are published in [42,44,46].
Choosing a frame in which the light-cone is constructed out of the two participating
photon momenta, we obtained a representation of Aµν in terms of GPDs, summarized in
Eqs. (6.6)–(6.9) for a spin-12 particle and in Sec. 6.3 for a spin-0 target. Apart from the
formulas involving GPDs, equivalent formulations in terms of double distributions and con-
formal moments are available. The results are translation and gauge invariant to the twist-5
accuracy. All appearing coefficient functions were found to be consistent with collinear fac-
torization and the “new” coefficients have at most logarithmic singularities on the GPD
cross-over line. In agreement with unitarity, dispersion relations (possibly subtracted) be-
tween imaginary and real parts have been shown to work. We explicitly demonstrated this
on the level of convolutions, which can be extended to Compton form factors. Details can
be found in Ref. [46].
To some extent the approach used here may be mapped to further processes. First and
foremost, an extension to spin-1 hadrons, e.g. the deuteron, should be possible with moderate
effort. It is conjectured by the author that this calculation is conceptually unproblematic and
the techniques applied here generalize to the spin-1 sector. A second interesting topic would
be to investigate more general kinematics, where the photon momentum q′ is also virtual.
This situation includes the usual DVCS process (q′ 2 → 0, −q2 → ∞), the double DVCS
process [73] (|q2|, |q′ 2| → ∞) and timelike Compton scattering [74] (q2 → 0, q′ 2 → ∞) as
limiting cases. Factorization for the kinematical corrections may be established, if at least
one hard scale is present. It remains an open but in principle straightforward problem to
work out the details.
Focusing on DVCS with proton targets, which is the process that has been and is receiving
the most attention, we continued to estimate the magnitude of the higher twist corrections.
To this end we adopted a recent GPD parametrization [51] based on a double distribution
ansatz, evaluated several representative observables in the framework of [45,63] and com-
pared the impact of our results to two different leading twist approximations. The general
conclusion is that the finite-Q2 corrections cannot be neglected and should be taken into
account in future data analyses.
In this context it is indispensable to note that any approximation truncated at some order
in 1/Q2 is always convention dependent. It depends on the choice of reference frame, in
particular on the selection of the light-cone directions used to classify large “plus” and small
“minus” momenta as well as directions orthogonal to the thereby selected longitudinal plane.
Associated with this convention is the choice of the polarization basis and the definition of
a certain Compton form factor basis. Within a chosen convention one can specify e.g.
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what is meant by a “leading twist approximation” (no helicity flips, etc.). Going over
from one framework to another can be regarded as a Lorentz transformation to another
reference frame and may lead to excitations of helicity flips. The relation between the
Bjorken variable xB and the skewness ξ, which enters amongst other places directly as
arguments of the GPDs, is also affected by the freedom of choosing the light-cone. In
different frameworks corresponding equations may differ by power-suppressed contributions.
Although both effects are formally of order 1/Q in the Bjorken limit, there are examples
where the numerical impact is significant. For example, changing the definition from the
widely used ξ = ξKM = xB/(2 − xB) to ξ = ξBMP can induce large corrections in the
small-xB regime, relevant in collider experiments. Note that our twist-4 framework has
to be seen as a convention as well. In particular the kinematical transformation to the
CFF basis of Ref. [45], which was needed for the evaluation of cross sections, was treated
exactly, i.e. untruncated in 1/Q and therefore contaminated by terms of order 1/Q3. The
difference between keeping them and leaving them out can be used to estimate the remaining
theoretical uncertainty and it was found to be mostly negligible. As a principal result, the
twist-4 formalism removes the convention/frame dependence to the order 1/Q2 postponing
further ambiguities to the 1/Q3 sector.
For certain observables it appears, that the two aforementioned “induced” corrections
prove to be dominant, while the remaining higher twist contributions seem to be only a
small addition. Exceptions to this rule were seen at very low Q2 kinematics. It was found
that for fixed target setups, the longitudinal-to-transverse CFF H0+ can have an important
impact. In terms of the unpolarized total cross sections, where high statistic measurements
are available, this is a desired effect while it increases the tension to other asymmetry
observables. Fourier moments of asymmetries can have large corrections, however given the
magnitude of the experimental error bars, they probably pose only rather loose constraints.
As a rule of thumb one can conclude, that in the phase space region Q2 & 4|t| the power
corrections are under control and predictions are reliable.
At the moment, it is not entirely clear, to what extent our phenomenological conclusions
depend on the details of the GPD model, especially at large xB . In that domain the real
part of CFFs and thus GPDs in the central region |x| ≤ |ξ| plays a more important role.
On can expect a certain model dependence, given that the GK12 parametrization neglects
the possibility of a D-term. In order to clarify this point an extensive model study would
be required, which goes far beyond the scope of this work.
For future analyses it is highly advisable to implement the finite-t and finite-m2 effects
in GPD fitting routines. It can be achieved at relatively small expense. For simple double
distribution ansa¨tze, like the GK12 model, the Compton form factors and all quantities
derived from them can be worked out analytically (though plagued by the heavy use of
special functions). The corrections can be included as well in alternative approaches [47,48]
employing Mellin-Barnes and dispersion relation techniques. The relevant formulas have
been worked out in the appendix of Ref. [46] and in Ch. 6. In GPD fitting procedures one
usually aims for a quark flavor separation. This can be done by including DVCS off a neutron
and/or deeply virtual meson production. Analogous subleading twist contributions to the
latter reaction channel are yet unknown and widely regarded as challenging. In parallel, GPD
renormalization group effects and next-to-leading order QCD corrections should certainly
be incorporated as well. At this order the gluon GPDs and the transversity GPDs directly
enter in the amplitudes, see e.g. the reviews [15,16] for details. If one pursues the aim to
really quantitatively “pin down” quark and gluon GPDs, all the above contributions should
be taken into account. Especially for the extraction of a three-dimensional partonic image
of the nucleon [19,20], it is required to cover a large range of the momentum transfer, where
it is important to have an estimate of the t/Q2 corrections.
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A. The leading twist projector in practice
Recall the definition of the leading twist projector Π acting on a operator ϕ(n), see Eq. (3.33),
[Πϕ](x) =
∞∑
k=0
(∂¯x¯∂)k
(k!)2
ϕ
(
nµ =
1
2
λσµλ¯
)∣∣∣
λ=λ¯=0
. (A.1)
Converting the derivative operator to the usual vector formalism yields, cf. [23],
(∂¯x¯∂) = (x∂n) + (n∂n)(x∂n)− 1
2
(xn)∂2n . (A.2)
Since this differential operator acting on ϕ(n) is evaluated at n = 0 at the end, one can
interchange it with ϕ(n) under the replacement n ↔ ∂n :
[Πϕ](x) =
∞∑
k=0
1
(k!)2
ϕ(∂n)(xK)
k
∣∣∣
n=0
, (A.3)
where
(xK) = (xn) + (xn)(n∂n)− 1
2
n2(x∂n) . (A.4)
Note that (xK) can be related to the generator of a special conformal transformation of
a spinless field with scaling dimension one, see [23]. In this case the special conformal
transformation is an inversion followed by a translation by −x/2 and another inversion.
The k-th power of this generator is thus equal to
(xK)k =
(
d
dθ
)k
1
1− (xn)θ + θ2x2n2/4
∣∣∣∣
θ=0
. (A.5)
A proof for this equation can also be given directly by induction. Eq. (A.5) is a very useful
result to deduce further properties and representations of Π. For example, the r.h.s. of (A.5)
is equal, up to a prefactor of k!
(√
x2n2/2
)k
, to the Gegenbauer polynomials C
(1)
k
(
xn√
x2n2
)
.
Moreover, as an immediate byproduct of Eq. (A.5), one can see by direct calculation that
∂2x(xK)
k vanishes, which translates into
∂2xΠ(x, λ) = 0 , (A.6)
i.e. Π generates operators that satisfy the d’Alembert equation. On the level of local op-
erators this is equivalent to a property we already anticipated, namely the tracelessness.
Eq. (A.5) also constitutes a good starting point for an expansion in x2. One obtains
[Πϕ](x) = ϕ(∂n)
∞∑
k=0
1
(k!)2
(
d
dθ
)k[
1
1− (xn)θ −
1
4
θ2x2n2
(1− (xn)θ)2
]∣∣∣∣n=0
θ=0
+O(x4) . (A.7)
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The k-fold derivative on the first term gives simply k!. In the second expression the θ2-term
in the numerator has to be “eaten up” by two derivatives, since we put θ = 0 in the end.
There are k!/(2!(k − 2)!) possibilities to do so. Then one arrives at O(x2)
[Πϕ](x) = ϕ(∂n)e
xn
∣∣∣
n=0
− 1
4
x2ϕ(∂n)
∞∑
k=2
1
k!(k − 2)!
(
d
dθ
)k−2 n2
(1− (xn)θ)2
]∣∣∣∣n=0
θ=0
. (A.8)
Evaluating the remaining θ-derivatives is now straightforward and simply yields a factor of
(k − 1)!(xn)k−2. Thus
[Πϕ](x) = ϕ(∂n)e
xn
∣∣∣
n=0
− 1
4
x2ϕ(∂n)
∫ 1
0
duun2eu(xn)
∣∣∣
n=0
. (A.9)
We can now reverse the “trick” from above, interchanging n ↔ ∂n , which gives
[Πϕ](x) = ex∂nϕ(n)
∣∣∣
n=0
− 1
4
x2
∫ 1
0
duu ∂2n e
u(x∂n )ϕ(n)
∣∣∣
n=0
. (A.10)
Since eu(x∂n ) is nothing else than the translation operator, that shifts functions of n to n+ux,
we obtain the final expression
[Πϕ](x) = ϕ(x)− 1
4
x2
∫ 1
0
duu[∂2ϕ](ux) +O(x4) . (A.11)
Eq. (A.11) will be a very convenient form of Π for the calculation of the helicity amplitudes
to the twist-4 approximation.
There are many useful identities involving Π, see [23] for details. Here we prove one of
them, which is necessary to verify translation invariance, namely the “product rule”
Π(x, λ)λαλ¯α˙ϕ(λ, λ¯) = x¯α˙α[Πϕ](x)− 1
2
x2∂¯α˙α
∫ 1
0
du [Πϕ](ux) . (A.12)
To see this, we start by using the very definition of Π in Eq. (A.1). Since λ and λ¯ are put
to zero at the end, the factor λαλ¯α˙ has to be “caught” by the derivatives (∂¯x¯∂). This can
happen if both derivatives from one factor (∂¯x¯∂) or if derivatives from two different factors
“hit” the expression λαλ¯α˙. Out of (∂¯x¯∂)k there are k and k(k − 1) possibilities in the two
respective cases. Then we can write
Π(x, λ)λαλ¯α˙ϕ(n) =
∞∑
k=1
(∂¯x¯∂)k−1
k!(k − 1)! x¯
α˙αϕ(n) +
∞∑
k=2
(∂¯x¯∂)k−2
k!(k − 2)! x¯
β˙αx¯α˙β
∂
∂λ¯β˙
∂
∂λβ
ϕ(n) . (A.13)
In the second term we represent
∂
∂λ¯β˙
∂
∂λβ
=
1
2
∂ββ˙(∂¯x¯∂) , (A.14)
see Eq. (2.16). The differential operator ∂ββ˙ = (σ
µ)ββ˙∂xµ can be pulled out of the sum
in Eq. (A.13) by noting ∂ββ˙(∂¯x¯∂)
k−1 = (k − 1)(∂¯x¯∂)k−2∂ββ˙(∂¯x¯∂). Then both sums in
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Eq. (A.13) have the same structure again,
Π(x, λ)λαλ¯α˙ϕ(n) =
(
x¯α˙α +
1
2
x¯β˙αx¯α˙β∂ββ˙
) ∞∑
k=1
(∂¯x¯∂)k−1
k!(k − 1)!ϕ(n) . (A.15)
Shifting the summation in k by −1 and expressing
1
k + 1
=
∫ 1
0
duuk (A.16)
one easily sees
Π(x, λ)λαλ¯α˙ϕ(n) =
(
x¯α˙α +
1
2
x¯β˙αx¯α˙β∂ββ˙
)∫ 1
0
du [Πϕ](ux) . (A.17)
Furthermore, recall from the spinor formalism that
x¯β˙αx¯α˙β∂ββ˙ = xµxν∂ρ(σ¯
µσρσ¯ν)α˙α . (A.18)
By employing the “anticommutation” relations
(σ¯µσν)α˙β˙ + (σ¯
νσµ)α˙β˙ = 2g
µνδα˙β˙ (A.19)
it can be shown
Π(x, λ)λαλ¯α˙ϕ(n) =
(
x¯α˙α
(
1 + (x∂)
)−1
2
x2∂α˙α
)∫ 1
0
du [Πϕ](ux) . (A.20)
Next, we can replace 1 + (x∂)→ ∂uu under the u-integral and subsequent direct integration
completes the proof of (A.12).
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B. Fourier transformation cheat sheet
In this appendix we compile (and prove) several Fourier integrals needed for the computation
of the DVCS amplitudes. The basic integrals with quartic denominator in x read
µ4−d
∫
ddx
pi2
e−iqx
1
(x2 − i0)2 =
2i
4− d + i
(
ln
(−q2 − i0
µ2
)
+ γE − ln(4pi)
)
+O(4− d) ,
(B.1)∫
d4x
pi2
e−iqx
xµ
(x2 − i0)2 =
−2qµ
q2 + i0
, (B.2)∫
d4x
pi2
e−iqx
xµxν
(x2 − i0)2 = −2i
(
gµν
q2 + i0
− 2qµqν
(q2 + i0)2
)
, (B.3)∫
d4x
pi2
e−iqx
xµxνxρ
(x2 − i0)2 = −4
(
gµνqρ + gµρqν + gνρqµ
(q2 + i0)2
− 4 qµqνqρ
(q2 + i0)3
)
. (B.4)
In the first line (B.1) the integral is written in d dimensions and diverges for d = 4. The
associated mass scale is µ. This is not a problem, since only derivatives of it contribute in
the calculation. These are all well-defined in four dimensions and therefore unproblematic.
Further one needs a couple of basic integrals with quadratic denominator in x:∫
d4x
pi2
e−iqx
1
x2 − i0 =
−4i
q2 + i0
, (B.5)∫
d4x
pi2
e−iqx
xµ
x2 − i0 =
−8qµ
(q2 + i0)2
, (B.6)∫
d4x
pi2
e−iqx
xµxν
x2 − i0 = −8i
(
gµν
(q2 + i0)2
− 4 qµqν
(q2 + i0)3
)
, (B.7)∫
d4x
pi2
e−iqx
xµxνxρ
x2 − i0 = −32
(
gµνqρ + gµρqν + gνρqµ
(q2 + i0)3
− 6 qµqνqρ
(q2 + i0)4
)
. (B.8)
It is sufficient to prove Eqs. (B.1) and (B.5), since all other formulas can be obtained by
differentiating the former ones with respect to the Fourier variable q. Both (B.1) and (B.5)
originate from a more general integral
Ir(q) =
∫
ddx e−iqx
1
(−x2 + i0)r . (B.9)
By employing the Schwinger parametrization,
1
(−x2 + i0)r =
(−i)r
Γ(r)
∫ ∞
0
duur−1e−iu(x
2−i0) , (B.10)
one can trade the denominator for an additional integral. The convergence of (B.10) is
ensured by the “i0” prescription. Now combine the exponential with the one from the Fourier
transformation and complete the square. Then shift the ddx-integration by x→ x+ q/(2u)
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Rex0
Imx0
Figure B.1.: Integration path in the complex x0-plane.
and obtain
Ir(q) =
(−i)r
Γ(r)
∫ ∞
0
duur−1e−iu(−q
2/(4u2)−i0)
∫
ddx e−iux
2
. (B.11)
An integral of the type ∫ ∞
−∞
dx0 e
−iux20 (B.12)
can be evaluated using Cauchy’s theorem. As the integrand is analytic in the whole complex
x0-plane, the closed contour integral in Fig. B.1 vanishes. Now choose the “tilting angle” to
be −pi/4. Then the contributions of the arcs at infinity vanish and (B.12), being equal to
the integral on the “tilted” line, is essentially Gaussian:∫ ∞
−∞
dx0 e
−iux20 = e−i
pi
4
√
pi
u
. (B.13)
The result for the spatial integrations is given by the complex conjugate of the above.
Thus
Ir(q) =
pi
d
2 ei
pi
4 (d−2−2r)
Γ(r)
∫ ∞
0
duur−1−d/2e−iu(−q
2/(4u2)−i0) . (B.14)
Finally, the remaining integration is elemental and gives
Ir(q) = −ipi d2 Γ(d/2− r)
Γ(r)
(
−q
2 + i0
4
)r−d/2
. (B.15)
Putting d → 4 and r → 1 immediately establishes (B.5). For d = 4 and r = 2 the result is
ill-defined, the relevant terms of the Laurent series in 4− d is given in (B.1).
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C. From DDs to GPDs
In this appendix we address the issue of converting convolutions of coefficient functions with
double distributions into a representation involving generalized parton distributions.
In the easiest scenario, where the coefficient function is unity, one simply needs to insert
the DD parametrization of Eq. (4.61) (with z1 = −z2 = 12 ) into the GPD-parametrization
in Eq. (4.58). By comparing independent Lorentz structures, cf. Eq. (4.60), it can be easily
seen that (skipping additional arguments t, µ2, which are not important here)∫
dβdα δ(x− β − αξ)h(β, α) = H(x, ξ) + E(x, ξ) ≡M(x, ξ) ,∫
dβdα δ(x− β − αξ)h˜(β, α) = H˜(x, ξ) (C.1)
and ∫
dβdα δ(x− β − αξ)Φ(β, α) = −∂xE(x, ξ) ,∫
dβdα δ(x− β − αξ)Φ˜(β, α) = −ξ∂xE˜(x, ξ) . (C.2)
Therefore, in order to obtain a GPD (we use that notion in a more general sense here, e.g.
−∂xE(x, ξ) is also denoted as a GPD), one needs to integrate along the line x−β−αξ = 0 in
the (β, α)-plane, see Fig. 4.2. In the physical region ξ ≤ 1, |x| ≤ 1 the straight line traverses
the square-shaped support region of the DD, intersecting the β-axis at x. The slope, being
− 1ξ , is always steep, i.e. ≤ −1. For the GPD on a cross-over line x = ±ξ, the line goes
through the top (+) or the bottom (−) vertex. In the inner region, |x| ≤ ξ, the line crosses
the α-axis, whereas in the outer region, |x| ≥ ξ, it does not. In the forward limit ξ → 0 the
line is parallel to the α-axis.
The convolutions appearing in the DD representation of the helicity amplitudes generically
fall into one of the categories
IΦn =
∫
dβdαβnf(ω)Φ(β, α) ,
IΦ˜n =
∫
dβdαβnf(ω)Φ˜(β, α) ,
Ihn =
∫
dβdαβnf(ω)h(β, α) ,
Ih˜n =
∫
dβdαβnf(ω)h˜(β, α) , (C.3)
where n = 0, 1, 2 and f is an arbitrary function of the single argument ω = 12
(
β
ξ + α + 1
)
.
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For a start consider IΦn=0. By inserting unity
1 =
∫
dx δ(x− β − αξ) (C.4)
one gets
IΦ0 = −
∫
dx f
(
x+ ξ
2ξ
)
∂xE(x, ξ) , (C.5)
which, after integration by parts, turns into
IΦ0 =
1
2ξ
∫
dx f ′
(
x+ ξ
2ξ
)
Eq(x, ξ) , (C.6)
where f ′ denotes the derivative of f . Next, in the IΦn=1 case, we insert the δ-function from
above, then we can replace β → (x− αξ) as well as
(x− αξ)δ(x− β − αξ) = (x∂x + ξ∂ξ)θ(x− β − αξ) . (C.7)
The (β, α)-convolution with the Heaviside step-function θ from above gives∫
dβdα θ(x− β − αξ)Φ(β, α) = −E(x, ξ) . (C.8)
The differential operator x∂x can be shuﬄed onto the function f , where it can be equated
to a derivative w.r.t. ξ by means of the obvious identity
x∂x f
(
x+ ξ
2ξ
)
= −ξ∂ξ f
(
x+ ξ
2ξ
)
. (C.9)
Thus it is possible to trade x∂x+ξ∂ξ for a differential operator in ξ outside of the convolution
integral:
IΦ1 = −ξ2∂ξ ξ−1
∫
dx f
(
x+ ξ
2ξ
)
E(x, ξ) . (C.10)
Last, in the case of IΦn=2 we represent
(x− αξ)2δ(x− β − αξ) = (x2∂x + 2xξ∂ξ)θ(x− β − αξ) + ξ2∂2ξ
∫ x
−1
dx′ θ(x′ − β − αξ) .
(C.11)
Let F be a primitive of f , i.e. F ′(ω) = f(w) and thus F ′(ω) = 2ξ∂xF (ω) = −2x−1ξ2∂ξF (ω),
then we can write
IΦ2 = −2ξ2
∫
dx
{[
∂ξF
(
x+ ξ
2ξ
)]
(x∂x + 2ξ∂ξ) + F
(
x+ ξ
2ξ
)
ξ∂2ξ
}
E(x, ξ) . (C.12)
Now the term
[
∂ξF (. . . )
]
x∂x can be turned into
[
ξ∂2ξF (. . . )
]
by integration by parts. Then
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we have brought the integral in the form of a double derivative
IΦ2 = −2ξ3∂2ξ
∫
dxF
(
x+ ξ
2ξ
)
E(x, ξ) , with F ′ = f . (C.13)
Notice that we get the corresponding formulas for E˜ by the replacement Φ → Φ˜, E → ξE˜,
because of Eq. (C.2).
The identities involving convolutions with h are derived completely analogous, and read
Ih0 =
∫
dx f
(
x+ ξ
2ξ
)
M(x ξ) ,
Ih1 = −2ξ2∂ξ
∫
dxF
(
x+ ξ
2ξ
)
M(x ξ) , with F ′ = f ,
Ih2 = 4ξ
2∂ξξ
2∂ξ
∫
dxG
(
x+ ξ
2ξ
)
M(x ξ) , with G′′ = f . (C.14)
Of course, the above equations generalize to h˜ by the replacement h→ h˜, M → H˜.
These identities establish the quoted result in Eq. (6.1), where the appearance of the
signature-projected GPDs is a consequence of the (anti-)symmetrization (5.1) and the re-
flection properties (4.67).
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