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ABSTRACT 
This research investigates the spatial and temporal sampling strategies of a virtual 
acoustic Doppler current profiler (ADCP) in characterizing flow fields and mean velocity 
profiles from stationary and moving platforms. This was accomplished in part using a data set 
with high temporal and spatial resolution from a direct numerical simulation of turbulent open 
channel flow. The extent of the effect of non-homogeneous flow on the flow field produced by 
an ADCP is unknown. The numerical simulations presented in this research were resampled 
like an ADCP, processed, and then compared to the original flow field to see how well they 
were reconstructed. 
The primary research objective was to investigate the reliability of flow field 
visualizations generated from ADCP data. This was accomplished with two different numerical 
simulations. The first tested what happens when variations of a single roller eddy move through 
an ADCP beam field. The second tested various ADCP configurations and transect averaging. 
The benefit of using numerical simulations was not only the ability to have a perfect reference, 
but also the ability to vary the physical aspects of the flow field and the virtual instrument. 
Findings indicate the importance of the effect of the beam angle on the measurement technique 
and that the measured turbulence quantities are good estimates. 
This research investigated the capabilities and limitations of an ADCP in terms of what 
scales of coherent flow structures it can resolve. Although some of the results were intuitive, 
they strengthen the knowledge base already held by the river research and velocity flow 
mapping communities. The continued focus on using ADCPs to characterize flow will greatly 
advance the study of fluvial geomorphology and river morphodynamics. It is important to 
understand the performance of the sampling strategies of ADCPs so that they can continue to 
be used for measurements and research in a variety of ways with the assurance that the data are 
quality and representative of the actual flow field. 
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1. INTRODUCTION 
Background 
With the increasing development of velocity mapping tools (e.g., VMT, AdcpXP, 
VMS), a question that arises is how accurate are the flow visualizations compared to the real 
flow field. Parsons et al. (2012) says that there is an increasing usage of acoustic Doppler 
current profilers (ADCPs) to explore the characteristics and characterize the spatio-temporal 
patterns of complex natural flows. This and similar reports, however, do not validate their flow 
visualizations, but to be fair, it is not warranted and is beyond the scope of their work. 
Although there are some good reasons why flow visualizations are reliable, it would be 
worthwhile to perform a rigorous validation. 
Before getting into this, one ought to consider the history of ADCPs. ADCPs were first 
popularized in the river research field for their ability to make discharge measurements. A 
significant report within the U.S. Geological Survey (USGS) but also to other researchers was 
the validation of ADCPs with Price AA current meters (Oberg and Mueller, 2007). The 
implication was that ADCPs could reliably be used to measure discharge, which drastically 
reduced measurement time and personnel. To make this validation, the discharges reported by 
each instrument were compared for dozens of measurements. At the end of the day, the value 
that matters most is the total discharge, because that is the value that is archived and is of 
importance to the stakeholders using this data. However, ADCP data are composed of detailed, 
three dimensional (3-D) water velocity data. Although these data have been under-utilized in 
the past, velocity mapping is rapidly growing, which pushes the scientific knowledge toward a 
new boundary. Never before has field data been visualized at such detailed spatial and temporal 
scales. This poses a challenge because there is no absolute truth with which to compare the 
visualizations from these velocity mapping tools. 
One way to test this is with numerical models. Computational fluid dynamics, such as 
large eddy simulations (LES) and direct numerical simulations (DNS), yield promising results, 
but they are still far from the scale of real-world rivers. Another way is with experiments on the 
field scale. On the extreme end of things, one could imagine an array of acoustic Doppler 
velocimeters (ADVs) mounted throughout a river cross section, measuring velocities in each 
bin that an ADCP outputs, but the flow disturbance, not to mention cost, makes this approach 
impractical. There have been numerous studies on the field scale with only ADCPs, such as 
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flow over bedforms, at a bend, or at a confluence (e.g., Guerrero and Lamberti, 2011; Dinehart 
and Burau, 2005; Szupiany et al., 2009), but to date (2013), there have been few studies of 
concurrent ADCP and ADV measurements (e.g., Nidzieko et al., 2005; Nystrom et al., 2007; 
Holmes and García, 2008). The point here is that ADCPs are a great tool for fluvial research, 
but it is difficult to know the accuracy of the flow visualizations. 
Although flow simulations are often criticized for not having a high enough Reynolds 
number (on the scale of real-world rivers), they are still extremely important at providing a 
basis for understanding. What is learned from numerical models is often used as a starting 
hypothesis for investigating flows at larger scales. In addition, simple case studies can be 
performed which may be applicable at all scales. Investigating numerical simulations to obtain 
a basis of understanding is what this research aims to do. Many studies have shown that 
ADCPs are capable of accurately characterizing the mean flow in fluvial environments. This 
research will specifically focus on the capability of ADCPs in characterizing the turbulent 
structure of a flow, both at a stationary profile and throughout a cross section. A numerical 
simulation contains all of the velocities at every time and space. This data can be resampled as 
an ADCP (i.e., along angled beams, bin averaging, etc) and compared with a reference, which 
is defined as the velocity profile directly below the virtual ADCP. The benefit of using 
numerical simulations is not only lower cost and time, but also the ability to investigate a 
number of variables. 
This topic is relevant to the study of rivers because technology is at the point where 
velocity mapping studies are being used to model and predict how rivers change over time. If 
ADCP data are going to be used as model calibration or validation data, then the capabilities 
and limitations of this instrument must be understood. The literature over the past fifty years 
contains a multitude of studies about the structure of flow (e.g., Barua and Rahman, 1998; 
Bennett and Best, 1995; Lohrmann et al., 1990). Most of these are localized measurements in 
the lab or in the field. ADCPs are now able to provide such information throughout a cross 
section or throughout the depth. If such data are shown to be reliable, it will greatly advance the 
study of fluvial geomorphology and river morphodynamics. 
The objective of this research is to investigate the reliability of flow field visualizations 
generated from ADCP data. Specifically, this analysis will consider two different numerical 
data sets. The first will test what happens when variations of a single roller eddy move through 
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an ADCP beam field. The second will test various beam configurations and profiler settings. 
This research aims to investigate the capabilities and limitations of an ADCP in terms of what 
scales of coherent flow structures it can resolve. This will be accomplished through the use of 
numerical simulations. 
 
Research question 
The primary research question is this: how well is the flow field represented with an 
ADCP? This leads to some additional questions. What scales of the flow are accurately 
represented and what scales are lost? What is gained or lost when applying spatial averaging? 
How does temporal averaging (or transect averaging) affect the results? 
 
Research proposal 
This research will look at how well acoustic Doppler current profilers sample 
(represent) various characteristics of the actual flow field. The analysis will be done with both a 
simple numerical model and a direct numerical simulation (DNS) data set. A typical discharge 
measurement with an ADCP requires a significant amount of spatial and temporal averaging; 
however, ADCPs are the only practical instrument to measure in a large, fast-moving river. 
Even at other field sites, ADCPs are much better than single-point current meters in terms of 
measurement speed, range, and limited flow disturbance. Nevertheless, ADCPs have several 
disadvantages compared to other acoustic instruments when it comes to measuring turbulent 
characteristics of the flow field; namely, the sampling frequency is too low (relatively low 
temporal resolution) and the sampling volume is too large (relatively low spatial resolution) to 
resolve the turbulent structure of the flow. Figure 1 shows an example of how an eddy would 
be captured (or not) by both small and large sampling volumes. In the case of the small 
sampling volume, the eddy is captured in 32 different cells, whereas in the case of the large 
sampling volume, the eddy is fully contained within a single cell. In the latter case, it is not 
possible to resolve any detail in the eddy because the eddy is smaller than the sampling volume. 
However, the sampling frequency is also just as important. In Figure 2, the sampling volume is 
even smaller than in Figure 1, but the sampling frequency (shown by the yellow bars) is so low 
that the eddy passes by undetected. A high enough sampling frequency is necessary to fully 
resolve the eddy. In addition, the ADCP beam configuration means that each measured flow 
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velocity is sampled in a different sampling volume, the distance between which increases with 
distance from the transducers (Figure 3). Furthermore, errors could also be observed because of 
the analysis technique known as VMT (Velocity Mapping Toolbox), which is used to post-
process the flow field sampled by the ADCP (Parsons et al., 2012). This research will look at a 
limited assessment of the performance of VMT in representing the actual flow field. 
 
Figure 1. An example of an eddy within small and large sampling volumes. 
 
 
 
Figure 2. An example of an eddy within low and high sampling frequencies. 
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Figure 3. ADCP diverging beams (from Simpson and Oltmann, 1993). 
 
In order to evaluate the performance of the sampling strategy of ADCPs, high spatial 
and temporal resolution of the flow field is required (García et al., 2005). High resolution is 
challenging on the field and laboratory scales, but a numerical simulation is a useful tool to 
generate a detailed data set since it solves for all relevant time and length scales. Nevertheless, 
a numerical simulation is not an ideal tool because of scale effects and a lack of a high enough 
Reynolds number. There is uncertainty associated with the spatial and time sampling strategies 
of ADCPs, but with DNS the entire range of spatial and temporal scales of the turbulence is 
resolved. Thus, the DNS data set can be used as a reference flow field. This high resolution 
data set is useful to determine how well ADCPs capture the actual flow field. Even though the 
DNS is only capable of modeling at low Reynolds numbers, the results are still valuable. It is 
possible, but not for certain, that the findings at low Reynolds numbers can be applied to larger 
Reynolds numbers. At the very least, the findings at low Reynolds numbers can provide a basis 
or inspiration for future understanding. It is important to keep in mind that DNS is a tool, not 
the answer. The velocity data at this temporal and spatial scale would be extremely difficult if 
not impossible to obtain in the lab or in the field. With this data we now know the “truth” at 
every grid cell throughout the time of simulation. The “truth” or reference used in the lab or in 
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the field is often from another measurement device (which may have biases or errors of its 
own) or a long-term average (which assumes the flow is steady). Critics will claim that the 
Reynolds number is too low or that the flow is too homogeneous in a numerical simulation, but 
the fact of the matter is, that is the tradeoff for having such high spatial and temporal 
resolution. DNS then makes it possible to perform small numerical experiments and test 
different variables, and thus this is a worthwhile endeavor. Since ADCPs are increasingly being 
used in a variety of ways, it is important to understand the performance of the sampling 
strategies of ADCPs. 
 
Importance of research 
This research is important because one of the major assumptions in using an ADCP is 
flow homogeneity. To use multiple ADCP beams to sample flow velocity in three dimensions, 
one must assume that currents are uniform (homogenous) across layers of constant depth 
(Gordon, 1996). According to Gordon (1996), “one problem with using trigonometric relations 
to compute currents is that the beams make their measurements in different places. If the 
current velocities are not the same in the different places, the trigonometric relations will not 
work. Currents must be horizontally homogeneous, that is, they must be the same in all four 
beams. Fortunately, in the ocean, rivers, and lakes, horizontal homogeneity is normally a 
reasonable assumption.” This last statement is what needs to be investigated, that is, to see if 
horizontal homogeneity is indeed a reasonable assumption. Figure 4 shows an example of 
homogenous and non-homogeneous layers. Since the DNS data set is expected to be fairly 
homogeneous, this point may need to be tested with field data in the future. 
 
Figure 4. Homogeneous assumption (from Simpson, 2001). 
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Significant prior research 
The DNS data set that will be used for validation has been used in previous studies 
(e.g., Cantero et al., 2008; García et al., 2012; Tarrab et al., 2012). This research is a valuable 
continuation in a series of papers on this data set. The simulation was performed for a moderate 
Reynolds number (       ,        ) and was validated with experimental results 
available in the literature (Cantero et al., 2008), which thus serves as the model validation for 
this research. In other words, the numerical simulation has previously been validated, so the 
focus here can be on something else. The purpose in this work is to further explore this data set 
with a different objective. 
 
Methodology 
The approach is to sample the DNS data set in the same way as an ADCP and to process 
the samples with VMT. The simulated three-dimensional instantaneous flow field will be 
sampled by approximating the sampling strategies used by ADCPs. There are several possible 
scenarios to research with the DNS data set including beam configuration, beam spreading, and 
temporal averaging. 
 
Potential outcomes of research and importance of each 
Proving that horizontal homogeneity is a reasonable assumption would not be ground-
breaking, but it would provide valuable support that the existing methods are valid. However, if 
the research shows that ADCPs do not represent the actual flow field, then there would be 
major concerns for ADCP users. The use of ADCPs for velocity mapping studies is becoming 
increasingly common. This research is important to show whether averaging multiple cross 
sections into a single flow field is accurate or not. In general, it is important to understand the 
performance of the sampling strategies of ADCPs so that they can continue to be used for 
measurements and research in a variety of ways with the assurance that the data are quality and 
representative of the actual flow field. 
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2. LITERATURE REVIEW 
Reference measurement and comparison philosophy 
In order to evaluate how well the virtual ADCP performs, a reference is needed. When 
ADCPs are tested in the lab or the field, the typical reference is a cart velocity, a metered flow 
rate, or another standard measuring technique. In the U.S. Geological Survey, each ADCP must 
be tested for accuracy per established quality assurance guidelines, such as when the ADCP is 
first acquired, after repairs or upgrades, and periodically (Oberg et al., 2005). However, 
experience has shown numerous times that the reference measurement may not actually be the 
“true” value. A good example of this comes from a tow tank test. The velocity measured by the 
ADCP is compared to the cart velocity, but if the cart velocity becomes biased for some reason, 
then the comparison is nonsense and the instrument being tested may in fact incorrectly be 
labeled as biased (Kevin Oberg, USGS, personal communication). The main point here is that 
since the reference velocity is also a measured value, this comparison method is susceptible to 
errors. References used in the lab are usually very accurate, but in the field, it is even more 
difficult to obtain a good reference. If the flow is steady, the average of 8–12 transects is one 
option. Work by Oberg and Mueller (2007) validated streamflow measurement made by new 
ADCPs and used standard and proven measuring instruments to validate the new ADCPs. This 
works well for streamflow, but recent applications and advancements in flow mapping pose 
new challenges. 
The Velocity Mapping Toolbox (VMT) allows detailed visualization of ADCP data for 
analyzing depth- and layer-averaged velocities, primary and secondary circulation patterns, 
bathymetry, backscatter, and much more (Jackson, 2013). Several questions, which were the 
basis for this research, are raised with this tool: How well is the flow field represented with an 
ADCP? What scales of the flow are accurately represented and what scales are lost? What is 
gained or lost when applying spatial averaging? How does temporal averaging (or transect 
averaging) affect the results? To begin to answer these questions in the field, one would need to 
outfit a cross section with point meters (e.g., acoustic Doppler velocimeters) at every bin cell. 
Something like this is impractical due to cost, instrument interference, and logistics. Examples 
of what such an instrument array or measuring frame would look like on a small-scale can be 
found in Sukhodolov et al. (2010) and Roy et al. (2004). 
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It has been shown that lab and field validation measurements can be challenging. 
However, the benefit of a direct numerical simulation is that the flow velocity components are 
known at all grid cells in time and space. In other words, there is a perfect reference. In 
summary, there is a tradeoff between reference quality and scale with numerical, lab, and field 
measurements. Just considering ADCPs here, field measurements are the most applicable in 
scale, but a reference is the most difficult to define. On the other hand, numerical methods have 
scale effects but a perfect reference. Lab measurements fall in the middle of these two 
extremes. All three of these arenas (numerical, lab, and field) are useful but have limitations. It 
has been discussed before and will be mentioned again here that numerical methods can have 
scale effects. The results presented in this work are not taken as an absolute truth, but rather as 
observations. This research is an investigation, and hopefully what is learned at the numerical 
scale can be used to compliment past and future research on this topic across all scales. 
 
Turbulence semi-theoretical relations 
Nezu and Nakagawa (1993) took conventional theory (that the distributions of     ⁄  
and       ⁄  should be universal in the near-bed layer) and applied it for open-channel flow. 
The equations below were developed from the  -  turbulence model assuming that turbulent 
generation is balanced by turbulent dissipation and are valid for the intermediate region (i.e., 
excluding the near-bed and near-surface regions). The resulting semi-theoretical curves are 
given by 
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) (4) 
where   is the distance from the bed,   is the flow depth,   ,   ,    are the root mean square 
(turbulence intensities) of the fluctuating components for streamwise, transverse, and vertical 
velocities, respectively, and   is the turbulent kinetic energy. These semi-theoretical curves are 
plotted along with the virtual ADCP data in this research when applicable. 
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Summary of flow structure and turbulence measurements 
One of the early researchers to observe turbulence with an ADCP was Gargett (1994). 
She recognized the desirability of such measurements and was optimistic that these 
measurements would continue to improve with technological advancements. The variance 
technique for resolving turbulent quantities with broadband ADCPs was demonstrated by 
Stacey et al. (1999). They also developed estimates of the errors associated with their 
estimation methods and noted the potential for bias by Doppler noise. Cheng et al. (2000) made 
turbulence measurements and found that the ADCP does not resolve the full range of scales. It 
was also shown that built-in averaging degrades the temporal resolution of the instrument. It is 
known that ADCPs cannot resolve the smallest eddies in a flow, but the good news is that bin 
sizes continue to get smaller in commercially available instruments and that some turbulence 
quantities depend primarily on the large scales of the flow, which ADCPs are capable of 
measuring. The critical assumption at test in many studies is that there are homogeneous 
horizontal layers within the beam spread. This assumption is necessary to resolve multi-
dimensional velocities from a typical Janus configuration (four beams oriented in two 
perpendicular planes of beam pairs). The conclusion is that ADCP measurements made in 
multiple, separate locations are incorporated into a “point” measurement. Gargett (1994) 
illustrates how beam spread increases with depth, and thus the assumption of homogenous flow 
is more likely to be invalid. Although this assumption is necessary, it is usually not a big 
concern and can be monitored via the error velocity. For this research, it is not necessary to 
have a highly detailed understanding of flow structure because the goal is to investigate how 
well the ADCP reproduces the flow field. 
Nystrom et al. (2007) performed laboratory measurements to evaluate turbulence 
measurements with a four-beam ADCP and found that it measured the Reynolds stress profile 
well but overestimated the turbulent kinetic energy (TKE). Their conclusion, which agrees with 
similar findings by Stacey et al. (1999), was that Doppler noise caused the TKE to be biased 
high. While not formally presented here, the author’s personal experience in reviewing field 
data also confirms that TKE profiles from field data are usually higher than the semi-theoretical 
curve presented by Nezu and Nakagawa (1993). Although likely true in lab and field studies, 
Doppler noise is not a valid explanation in this current numerical research since it does not 
exist in these simulations. 
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Summary of ADCP operation 
An acoustic Doppler current profiler (Figure 5) uses the Doppler principle to determine 
the flow velocity. Only the component of the velocity parallel to the acoustic beam is actually 
measured, and this is called a radial (or beam) velocity. Multiple beams are used to determine 
the three-dimensional (3-D) components of flow velocity. This process requires an assumption 
of flow homogeneity between the beams and trigonometric transformations. The orientation of 
the beams is used to transform the radial velocities into an orthogonal coordinate system (R.D. 
Instruments, 2010). This is called beam to instrument transformation. The ADCP divides each 
beam into vertical bins and measures the average radial beam velocities of the scatterers in each 
measurement volume. The beams are all oriented in a different direction which means that the 
transducers are not sensing the same volume of water. 
 
 
Figure 5. An acoustic Doppler current profiler. 
 
Although currently available ADCPs cannot resolve the smallest structures in the flow, 
many turbulence statistics, such as turbulence intensities, are determined primarily by the large-
scale structures (Nystrom et al., 2002). ADCPs use monostatic diverging beams, and thus must 
assume homogeneous flow. Assuming this assumption is valid, one purpose of this research is 
to investigate how the size of an eddy impacts the velocity profile as measured by the ADCP. 
ADCPs measure velocities in multiple locations to yield a single profile. The mean location of 
this profile is assigned directly below the ADCP, yet in the case of a four-beam system, none of 
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the beams measures completely vertically under the ADCP. Thus, it would be useful to be able 
to validate an ADCP velocity profile with the actual velocity profile directly under the ADCP. 
For complete details about ADCP operation, see Gordon (1996) or Simpson (2001). 
 
ADCP coordinate system 
Instrument coordinates ( ,  ,  ) are oriented relative to the ADCP. When looking at the 
face of the transducer head, the transducers are labeled clockwise in the order 3-1-4-2. The  -
axis lies along the line through transducers 1 and 2, and the  -axis lies along the line through 
transducers 3 and 4. The  -axis lies along the axis of symmetry of the four beams, pointing 
away from the water toward the ADCP (R.D. Instruments, 2010). Beam 3 is typically aligned 
with the forward direction of a boat, and the boat is typically oriented into the flow. 
 
ADCP equations for measuring three-dimensional velocities 
Each beam uses the Doppler effect to detect changes in distance between scatterers and 
the transducer. This is reported as a velocity along the beam, where a positive velocity is 
toward the transducer and a negative velocity is away from the transducer. One assumption is 
that the scatterers move with the same velocity as the water. Let φ be the angle the water 
velocity vector,   , makes with the beam, and then the beam velocity,      , can be computed 
as follows: 
              (5) 
The vector of beam velocities is transformed to the vector of velocity components in a 
coordinate system fixed to the instrument through multiplication by the instrument 
transformation matrix. This is called a beam-to-instrument transformation. The instrument 
transformation matrix has the following nominal value: 
 
[
 
 
 
 
                                 
        
        
     
       ]
 
 
 
 
 (6) 
where       for a convex transducer head,    for concave 
            ⁄         for      ,        for       
            ⁄         for      ,        for       
   √ ⁄         for      ,        for       
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Multiplying the instrument transformation matrix by the matrix of beam velocities 
(  ,   ,   ,   ) gives the 3-D components of the velocity vector ( ,  ,  ). The fourth beam is 
redundant but provides an error velocity,  , as a quality check. Recall that for the typical 
orientation with beam 3 pointing into the flow, the  -velocity is in the transverse direction, the 
 -velocity is in the streamwise direction, and the  -velocity is in the vertical direction. The 
velocity components in the ( ,  ,  ) direction are defined as ( ,  , ). The instrument 
transformation matrix is shown in equation form in Eq. 7. 
 
[
       
       
    
      
] [
  
  
  
  
]  
[
 
 
 
  (     )
  (     )
 (           )
 (           )]
 
 
 
 [
 
 
 
 
] (7) 
From Eq. 7, the streamwise velocity component,  , is calculated as 
 
  
(     )
     
 (8) 
where    and    are the beam velocities for beam 3 and beam 4, respectively. Similarly, the 
vertical velocity component,  , is calculated as 
 
  
(     )
     
 (9) 
Similarly, the other beam pair in the transverse plane yields the following velocity components: 
 
  
(     )
     
 (10) 
 
  
(     )
     
 (11) 
where   is the transverse velocity component,   is the vertical velocity component, and    and 
   are the beam velocities for beams 1 and 2, respectively. Both beam pairs measure the 
vertical velocity component,  , as can be seen in Eq. 9 and Eq. 11. The reported vertical 
velocity that the ADCP gives is the average of the two: 
  
 
 (
(     )
     
 
(     )
     
)  
           
     
 (12) 
This result agrees with Eq. 7 for the vertical velocity component,  . 
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Each beam measures a velocity which is the weighted sum of the horizontal and vertical 
velocity in the sampling volume. Using beam 3 as an example, the beam velocity,   , is 
                (13) 
where   is the horizontal velocity in the plane formed by beams 3 and 4,   is the vertical 
velocity, and   is the angle the beams make with the vertical (Stacey et al., 1999). The other 
beam velocities are as follows: 
                 (14) 
                (15) 
                 (16) 
 The homogeneous assumption has already been applied in Eqs. 13–16, and without this 
assumption, each velocity component would need the beam number as a subscript. For 
example, Eq. 13 starts out as 
                  (17) 
The reason for this is because of the diverging beams, which means that each beam has a 
different measuring volume. As an example, the full derivation of Eq. 8 is shown below. 
 (     )
     
 
((             )  (              ))
     
 (18) 
The homogeneous assumption, that         and        , is necessary to reduce any 
further. Thus, Eq. 18 becomes 
 (     )
     
 
((           )  (            ))
     
 (19) 
which can be reduced as follows: 
 (                       )
     
 
      
     
   (20) 
Thus, Eq. 8 is recovered, and similar derivations can be done for Eqs. 9–11. 
Since the DNS data provides the  ,  ,  components of the flow for each grid cell, the 
velocity components must first be averaged in each depth cell and then converted to beam 
velocities according to Eqs. 13–16. The beam velocities can then be processed in the same 
fashion as an ADCP with Eqs. 8–11 to obtain the  ,  ,  components of the flow as measured 
by the virtual ADCP. 
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3. DATA AND METHODS 
Numerical simulation #1: Roller eddy simulation 
Acoustic Doppler current profilers assume homogeneous flow at each bin depth, but 
this is not always true, especially in a bend in a river or where coherent flow structures are 
present. It is unknown how significant such a situation is on the resulting flow field as 
produced by the ADCP. The work completed here was to create a “frozen”, non-homogeneous 
flow field which contains a number of features (eddies). This takes out the temporal aspect of 
the analysis and can be done without complex simulations. This relatively simple, fake flow 
field was resampled like an ADCP, processed, and then compared to the original frozen flow 
field to see how well it was reconstructed. The size of the eddies in the frozen flow field were 
varied to determine their effect. 
Consider the situation in Figure 6. In this image, there is a completely flat bed with a 
mound of sand directly below the ADCP but fully inside the range of the diverging acoustic 
beams. The ADCP cannot “see” the mound of sand and would report that there is a flat bed at 
this point, which is clearly incorrect. This is an exaggerated example of depth error due to 
limitations of the acoustic beams. A small velocity feature would pose similar problems. If the 
mound of sand were replaced with a small eddy, it would likewise be undetected at that point. 
The roller eddy simulation presented in this work investigates this limitation. 
 
 
Figure 6. An example of a limitation of the acoustic beams (from Simpson, 2001). 
16 
 
For the roller eddy simulation, a right-handed, Cartesian coordinate system is used. 
Carefully note that the coordinate system for this simulation, although it will be more familiar 
to most people, is different than both the ADCP instrument and the DNS coordinate system. 
The  -axis is defined as the streamwise direction (positive in the flow direction), the  -axis is 
defined as the transverse direction (positive toward left bank), and the  -axis is defined as the 
vertical direction (positive upward). The components of instantaneous velocity in the  -,  -, 
and  -directions are  ,  , and  , respectively. 
Grant (1958) suggests that the simplest kind of big eddy is a body of fluid rotating about 
an axis. Eddies of this type consist of spanwise vortices having circulation in the ( , )-plane. 
They usually occur in small groups and are separated in the  -direction at approximately the 
same depth (Mumford, 1983). Other types could include longitudinal or vertical roller eddies. 
The largest eddies scale on the order of the turbulent region (Grant, 1958). Using this 
information, a flow field was manually generated in MATLAB. The goal was to create a 
spanwise roller eddy structure similar to what is shown in Figure 7. 
 
Figure 7. An example of a spanwise roller eddy (from Mumford, 1983). 
 
Grant (1958) gives equations (Eqs. 21–22) for the   and   components of an eddy as a 
function of   and   as shown below. These may be used in future work, but for now a simple 
spiral function will be used. For simplicity, the created eddy contains no   component. This 
decision is supported by experimental evidence in Grant (1958). 
 
   (      )    { 
 
 
  (     )} (21) 
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          { 
 
 
  (     )} (22) 
The goal of this numerical experiment is to determine what scales and to what degree of 
accuracy an ADCP can detect coherent flow structures in a flow. Therefore, the exact structure 
of the simulated eddy is not that important, but it will still be created to be fairly realistic. 
The designed eddy is an Archimedean spiral which rotates about the  -axis in the 
positive streamwise (downstream) direction. The number of points was chosen such that each 
bin contained at least a few eddy points. The free-stream velocity,  , is a standard logarithmic 
profile (Eq. 23), and the vertical velocity is set as zero. 
   
  
 
  
 
  
 (23) 
The Archimedean spiral was placed so that the bottom of the spiral was at   . The 
tangential velocity at the top of the eddy matches the free-stream velocity at that depth and 
decreases linearly to zero at the center of the eddy. This spiral structure is overlaid on the free-
stream velocity field so that the eddy has both a rotational and an advective component. 
Davidson (2004) defines an eddy as “a blob of vorticity and its associated velocity field.” 
Therefore, the variables that will be compared should be the velocity components and the 
vorticity. Vorticity is the rate of rotation of a fluid. It is useful to measure the local spin or 
rotation of the fluid. It is calculated from the curl of the velocity field. For a 2-D flow in the 
( , )-plane, the equation for vorticity,  , is 
 
  
  
  
 
  
  
 (24) 
An example of the numerical setup is shown in Figure 8 and the base flow field in Figure 9. 
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Figure 8. The numerical setup showing the grid cells, ADCP beams, and roller eddy. 
 
 
Figure 9. Quiver plot of the free-steam velocity and roller eddy. 
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Throughout this analysis, two flow fields are compared for each case: the raw flow field 
and the ADCP flow field. The raw flow field is the manually created flow field consisting of 
the free-stream velocity plus a variation of the base eddy feature. Variations of the eddy feature 
involve modifying the size and configuration. The ADCP flow field is a reconstructed flow 
field from the ADCP beam pair in the upstream-downstream direction (i.e., the ( , )-plane). To 
do this, the raw flow field is moved (advected) completely through the stationary ADCP beam 
field. Taylor’s (1938) frozen turbulence hypothesis is employed here along with an Eulerian 
specification of the flow field. In other words, the raw flow field is a snapshot of the flow at 
one point in time, and it is measured from a stationary location as it moves past. The virtual 
ADCP flow field is comparable to a stationary real-world ADCP measuring flow as it moves 
past. Several frame captures of the eddy at different time steps moving past the stationary 
virtual ADCP beams are shown in Figure 10. 
 
 
Figure 10. Frame captures of the roller eddy moving past the stationary virtual ADCP. 
 
 
Numerical simulation #2: Direct numerical simulation (DNS) 
The coordinate system used in the direct numerical simulation (DNS) is as follows: the 
 -axis is in the transverse direction, the  -axis is in the longitudinal direction, and the  -axis is 
in the vertical direction. Note that this is the same coordinate system as the ADCP instrument 
coordinates, but it is not the same as the roller eddy simulation. All of the variables of this 
simulation are in dimensionless form. The length of the channel is       , the width is 
   
 
 
  , and the height is     . The grid resolution used is        x       x 
       and the non-linear terms are computed in a grid       x       x   in order to 
prevent aliasing errors. The bottom wall represents a smooth no-slip boundary to the flow, and 
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the top wall is a free slip wall (Cantero et al., 2008). The boundary conditions employed in the 
simulation were 
   (     )    at     (25) 
and 
   
  
  , 
  
  
  , and     at     (26) 
The instantaneous DNS data available for analysis are from three consecutive transverse 
slices (    x   x    ), three consecutive longitudinal slices (  x     x    ), and one cube (   
x    x    ) in the center of domain. All dimensions are shown as (  x   x  ) where the  -axis 
is in the transverse direction, the  -axis is in the longitudinal direction, and the  -axis is in the 
vertical direction. 
Figures 11–12 show a model of the saved DNS slices. Only the three middle slices 
along the center of both the longitudinal and the transverse directions were saved. In these 
figures, the dimensions are to scale but the grid cell size is not in order to make it easier to 
visualize. Recall that the actual DNS grid is 256 cells in the transverse direction, 256 cells in 
the streamwise direction, and 129 cells in the vertical direction. The cube is also not shown 
here, but it is shown in Figure 13. Since the three slices are three consecutive grid cells, they 
are not collectively wide enough to allow for a 3-D virtual ADCP beam. Thus, only 1-D and   
2-D beams can be tested with the slice data. Based on the principles of ADCP operation, the 
beams oriented in the transverse direction will measure the transverse and vertical velocity 
components. These velocities are not of primary interested in this research. That leaves the 
three longitudinal slices. Being so close together, they are likely very similar, and only one 
slice is needed for the 1-D and 2-D beam experiments anyway, so the middle longitudinal slice 
was chosen (highlighted orange). Once again, it must be stressed that the grid in Figures 11–13 
is for visualization purposes only. 
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Figure 11. Model of the DNS domain with the middle longitudinal slice (1 x 256 x 129) highlighted. 
 
 
Figure 12. Model of the DNS domain with the middle transverse slice (256 x 1 x 129) highlighted. 
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Figure 13. Model of the DNS domain with the cube (21 x 21 x 129) highlighted. 
 
 A virtual ADCP (Figure 14) was created to sample the DNS data. This allows for 
testing the objectives of this research, namely the beam configuration, beam spreading, and 
temporal averaging. The physics of acoustics and the internal processing of the signal are not 
considered. The main aspect of interest is the geometry of the instrument. 
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Figure 14. A model of the virtual ADCP beams at a 20 degree angle. 
 
The ADCP beams can be defined in three different ways: as a line, as an angle, or as a 
cone. In this research, these shall be referred to as 1-D line, 2-D angle, and 3-D cone (Figure 
15). In reality, ADCP beams are always a 3-D cone shape. This is a physical principle; there is 
no control over this. However, as described earlier in the section, the output from the direct 
numerical simulation was only stored as slices and a small cube due to data storage limitations. 
The 3-D cone shape works for the cube but not for the slices since the data is in a 2-D plane. 
Only the 20 degree beam angle fits in the cube. This means that the other beam angles cannot 
be investigated and more importantly, a moving platform cannot be performed. Thus, the 1-D 
line and 2-D angle shapes were necessary. These allow for sampling in the slices. The 1-D line 
was not only a simple beginning case, but also a control for when the 2-D angle shape was used 
to investigate the effects of beam spreading. 
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Figure 15. Different virtual ADCP beam geometries: 1-D line (A), 2-D angle (B), and 3-D cone (C). 
 
There are a total of 100,000 time frames available for this simulation. Let the entire 
time-average of the dimensionless streamwise velocity from a vertical profile in the middle of 
the domain be called the ‘time-averaged vertical’ or the ‘long-term reference’. For any given 
time frame, two different velocity profiles can be defined. The first, called ‘instantaneous 
vertical’, comes from a vertical profile. The second, called ‘instantaneous ADCP’, is computed 
from the virtual ADCP beam pair. Two examples of the instantaneous dimensionless 
streamwise velocities, one from near each end of the time range, are shown in Figure 16. The 
fact that the instantaneous velocity profiles are different indicates that there are different eddies 
in this measuring region. The instantaneous vertical profile is smoother because it is sampling 
from the same structure. 
 
 
Figure 16. Examples of instantaneous dimensionless streamwise velocities from the DNS data. 
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It can be shown that because of spatial averaging, the ADCP will not represent the 
reference profile at the center of the instrument at any instant in time, but the mean will be 
correct if each beam samples the same turbulence. A simple analytical solution demonstrating 
this is reproduced below courtesy of Mueller (2008). Note the change to the more general 
notation, where   is the velocity in the horizontal direction, for this derivation only. 
 The equation for computing the  -velocity in a bin by a four-beam ADCP is 
 
  
     
     
 (27) 
where   is the horizontal velocity measured by the ADCP,    is the beam velocity in beam 3, 
   is the beam velocity in beam 4, and   is the angle of the beam relative to the vertical. When 
only considering the horizontal component, beam 3 and beam 4 can be defined as 
    (    
 )      (28) 
    (     
 )      (29) 
where   is the mean horizontal velocity,   
  is the random horizontal turbulence observed in the 
location of beam 3, and   
  is the random horizontal turbulence observed in the location of 
beam 4. Substituting Eqs. 28–29 into Eq. 27 and reducing gives: 
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 )     )  ((     
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((    
 )  (     
 ))     
     
 (31) 
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        (  
    
 ) (33) 
 If   
  and   
  are truly random, when integrated over time they will approach zero. Thus, 
the time-averaged velocity measured by the ADCP is equal to the time-averaged horizontal 
velocity. 
  ̅   ̅ (34) 
 The conclusion is that there is no bias introduced into the ADCP measurements due to 
turbulence in individual beams, provided that sufficient samples are collected to average the 
random turbulence. 
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4. RESULTS: ROLLER EDDY SIMULATION 
Several cases from the roller eddy simulation are presented here. Each case shows mean 
velocity profiles, streamwise and vertical velocity fields, and a vorticity field for both the raw 
flow field and the ADCP flow field. 
 
Case 1: Single roller eddy 
 This case is just a single roller eddy in the flow as shown in Figure 17. The flow field 
comparisons between the raw flow field and the ADCP flow field for the three characteristics 
(streamwise velocity, vertical velocity, and vorticity) are shown in Figure 18. The first thing to 
notice is that the ADCP seems to “see” two roller eddies in the flow for all three characteristics. 
This is because the ADCP detects the eddy when it moves through beam 3 and then again when 
it moves through beam 4. Another difference in the ADCP flow field is that the positive and 
negative streamwise velocity regions are rotated slightly. This rotation is not as evident in the 
vertical velocity; in fact, they line up fairly well. The vorticity plots have the worst comparison 
of the three. Red colors indicate counter-clockwise rotation, and blue colors indicate clockwise 
rotation. For this simulation, the red colors tend to mark the boundary of the eddy, and the 
darker blue colors mark the rotational core of the eddy. Nevertheless, the size of the eddy in the 
ADCP flow field agrees very well with the actual size of the eddy in the raw flow field. 
 
 
Figure 17. Numerical setup (left) showing the grid cells, ADCP beams, and roller eddy. Quiver plot 
(right) of the free-stream velocity and roller eddy. 
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Raw flow field ADCP flow field 
 
 
 
Figure 18. Comparison of raw flow field (left) with ADCP flow field (right) for the streamwise velocity 
(top), vertical velocity (middle), and vorticity (bottom). 
 
 
 
28 
 
Case 2: Bin size 
 This case considers the effect of bin size as shown in Figure 19. This is the same setup 
as case 1 except that the bin size is half the size. The flow field comparisons between the raw 
flow field and the ADCP flow field for the three characteristics (streamwise velocity, vertical 
velocity, and vorticity) are shown in Figure 20. The results from this case are similar to case 1, 
except that there is slightly better resolution in the contour plots. Once again, the first thing to 
notice is that the ADCP seems to “see” two roller eddies in the flow for all three characteristics 
(streamwise velocity, vertical velocity, and vorticity). This is because the ADCP detects the 
eddy when it moves through beam 3 and then again when it moves through beam 4. All of the 
observations from case 1 are also valid for this case. The bin size in case 1 was sufficient 
enough to resolve the structure of the eddy so making the bin size smaller in this case did not 
significantly improve the comparisons. A future variation to try would be to increase the bin 
size to see if the eddy can still be resolved. 
 
 
Figure 19. Numerical setup (left) showing the grid cells, ADCP beams, and roller eddy. Quiver plot 
(right) of the free-stream velocity and roller eddy. 
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Raw flow field ADCP flow field 
 
 
 
Figure 20. Comparison of raw flow field (left) with ADCP flow field (right) for the streamwise velocity 
(top), vertical velocity (middle), and vorticity (bottom). 
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Case 3: Size of eddy 
This case looks at the effect of scale as shown in Figure 21. The largest eddies in a flow 
tend to scale on the order of the turbulent region (Grant, 1958). There is still only a single roller 
eddy, but it is much larger than in case 1. The flow field comparisons between the raw flow 
field and the ADCP flow field for the three characteristics (streamwise velocity, vertical 
velocity, and vorticity) are shown in Figure 22. This time, it is not so obvious that the ADCP is 
seeing double. The comparisons are poor, but at least the ADCP flow fields show something 
closer to a single feature to some extent. Similar to case 1, the vertical velocity is the best 
comparison. The streamwise velocities in the ADCP flow field are slightly larger in magnitude 
than any velocity in the raw flow field, thus indicating a potential amplification effect from the 
ADCP. As for the vorticity comparison, what is clearly a single vortex in the raw flow field is 
not evident in the ADCP flow field. Instead, it looks more like a hairpin vortex, but this was not 
in the raw flow field. This finding suggests the potential for misconceptions about the structure 
of the flow as a result of the ADCP sampling strategy. 
 
 
Figure 21. Numerical setup (left) showing the grid cells, ADCP beams, and roller eddy. Quiver plot 
(right) of the free-stream velocity and roller eddy. 
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Raw flow field ADCP flow field 
 
 
 
Figure 22. Comparison of raw flow field (left) with ADCP flow field (right) for the streamwise velocity 
(top), vertical velocity (middle), and vorticity (bottom). 
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Case 4: Structure of three roller eddies 
This case adds a more complex configuration of the eddies to the flow as shown in 
Figure 23. Three roller eddies were arranged in a triangular pattern to increase the complexity 
of the flow. The flow field comparisons between the raw flow field and the ADCP flow field 
for the three characteristics (streamwise velocity, vertical velocity, and vorticity) are shown in 
Figure 24. It looks like four or five distinct eddies can be identified in both the streamwise and 
vertical velocity flow fields. In case 1 it was observed that the ADCP saw the eddy signature in 
both beams, so it is not surprising to see up to double the number of raw eddies. It is also likely 
that there is some overlapping going on here. The vorticity field is messy, but it does a fair job 
at identifying the turbulent area. The rotational core areas (blue colors) do not match up well, 
but the eddy boundaries (red colors) do match up a little better. 
 
 
Figure 23. Numerical setup (left) showing the grid cells, ADCP beams, and roller eddy. Quiver plot 
(right) of the free-stream velocity and roller eddy. 
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Raw flow field ADCP flow field 
 
 
 
Figure 24. Comparison of raw flow field (left) with ADCP flow field (right) for the streamwise velocity 
(top), vertical velocity (middle), and vorticity (bottom). 
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Case 5: Line of roller eddies 
This case considers a continuous line of roller eddies as shown in Figure 25. This is 
more representative of a real-world flow. The theory behind this is that roller eddies often occur 
in small groups and are separated in the x-direction at approximately the same depth as shown 
in Figure 26 (Mumford, 1983). The flow field comparisons between the raw flow field and the 
ADCP flow field for the three characteristics (streamwise velocity, vertical velocity, and 
vorticity) are shown in Figure 27. Since there is a continuous line of eddies, the ADCP beams 
are almost always sensing a part of an eddy. There is still somewhat of a rotational effect going 
on in the streamwise velocity flow field. The negative velocities (blue colors) match, but the 
positive velocities (red colors) are shifted between the eddies. Both the vertical velocity and the 
vorticity fields are reproduced quite well. The velocity vector field reproduces the rotation of 
the eddies, but the magnitude of the vectors is much too small. 
 
Figure 25. Numerical setup (left) showing the grid cells, ADCP beams, and roller eddy. Quiver plot 
(right) of the free-stream velocity and roller eddy. 
 
Figure 26. Example of consecutive, connected roller eddies (from Mumford, 1983). 
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Raw flow field ADCP flow field 
 
 
 
Figure 27. Comparison of raw flow field (left) with ADCP flow field (right) for the streamwise velocity 
(top), vertical velocity (middle), and vorticity (bottom). 
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Case 6: Structured line of roller eddies 
This case adds a second continuous line of roller eddies to the previous case as shown in 
Figure 28. The line of eddies are offset as they were in case 4. A second line of eddies was 
added on top of the first line of eddies to increase the complexity of the flow. The flow field 
comparisons between the raw flow field and the ADCP flow field for the three characteristics 
(streamwise velocity, vertical velocity, and vorticity) are shown in Figure 29. The streamwise 
velocity flow field comparison is quite poor, and the amplification effect is evident again. 
Based on the results from case 3 and this case, the areas of amplification seems to occur when 
the eddies are in the upper half of the flow. The vertical velocity flow field does not detect the 
offset between the two rows of eddies. The vorticity field is messy but at least identifies the 
turbulent area. The magnitude of the velocity vector field is too small again as it was in case 5, 
but only for the bottom row of eddies. Although the magnitude of the top row of eddies is 
closer to the raw flow field, the location of the rotation is incorrect. 
 
 
Figure 28. Numerical setup (left) showing the grid cells, ADCP beams, and roller eddy. Quiver plot 
(right) of the free-stream velocity and roller eddy. 
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Raw flow field ADCP flow field 
 
 
 
Figure 29. Comparison of raw flow field (left) with ADCP flow field (right) for the streamwise velocity 
(top), vertical velocity (middle), and vorticity (bottom). 
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Mean velocity profiles 
Mean velocity profiles for the six cases are shown in Figure 30. The free-stream 
velocity profile is only shown for reference. Since there are eddies in the flow, the other 
velocity profiles should have a different shape in each case. Although the contour plots showed 
that the ADCP did not reproduce the raw flow field very well, the encouraging finding here is 
that the comparison of the mean velocity profiles from the vertical (i.e., raw) and the ADCP 
agree very well. The errors do not indicate a positive or negative bias for the cases investigated. 
 
 
Figure 30. Comparison of raw and ADCP mean velocity profiles for cases 1–6. 
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5. RESULTS: DIRECT NUMERICAL SIMULATION 
The results from the analysis of the DNS data set are presented here. Case 1 considers a 
stationary, down-looking ADCP with 1-D (line) beams positioned in the center of the DNS 
domain at the intersection of the middle longitudinal and transverse slices. The variables are the 
beam angle (20, 25, or 30 degrees) and the number of bins (10, 20, or 40). The number of bins 
is just a simpler way to express bin size, which is the real variable of interest. A higher number 
of bins represents a smaller bin size, and vice versa. Case 2 considers the effect of the 
stationary position of the ADCP across the slice (e.g., near the side boundary, in the middle). 
Case 3 considers a moving platform ADCP along the longitudinal slice at a single time frame 
(i.e., the flow is frozen). Case 4 considers a moving platform ADCP along the longitudinal slice 
with the flow moving at various speeds. Both case 3 and case 4 consider the effects of temporal 
(transect) averaging. Due to the limitations of the data, cases 1 through 4 can only investigate 
1-D beams (line) and 2-D beams (angle). Case 5 considers a stationary, down-looking ADCP 
positioned in the center of the cube domain and investigates the differences between the 1-D,  
2-D, and 3-D beams. A moving platform ADCP is not possible in the cube domain. Case 6 is 
similar to case 5 except that the ADCP is positioned on the bed in an up-looking position. 
 
Case 1: Angle and bin size 
Typical commercially-available ADCPs have beam angles between 20 and 30 degrees. 
If the beam angle were to be smaller than this range, the homogeneous assumption would be 
less likely to be invalidated; however, since the beams would be closer to vertical, not enough 
of the horizontal component of the flow would be ensonified to get an accurate measurement of 
the horizontal velocity components. On the other hand, if the beam angle were to be larger than 
this range, the homogeneous assumption would likely be invalid. The beams would cover too 
much distance to be practical. Side boundaries would cause issues much sooner. This is why 
typical commercially-available ADCPs have beam angles between 20 and 30 degrees. For that 
reason, three different beam angles were tested: 20, 25, and 30 degrees (Figure 31). The 
background grid is how the direct numerical simulation was defined (129 cells in the vertical 
direction). There is finer resolution near the top and bottom boundaries and coarser resolution 
in the middle of the vertical domain. To define the ADCP bins, the vertical scale is divided into 
equal increments (10, 20, or 40). For example, in the case of 10 bins, the first bin (from z/H = 
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1.0 to 0.9) contains 27 DNS grid cells, and the sixth bin (from z/H = 0.5 to 0.4) contains 9 DNS 
grid cells (Figure 32). 
 
Figure 31. 1-D (line) beam with the three different beam angles that were investigated. 
 
 
Figure 32. Three different bins sizes were investigated by varying the number of bins. 
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For the cases involving the slices, the virtual ADCP is positioned in the center of the 
slice which happens to be between two grid cells. Thus, the reference is the mean of the two 
neighboring grid cells on either side of the center line. Figure 33 shows comparisons of time-
averaged ADCP velocity profiles with the reference velocity profile for each of the bin sizes. 
The beam angle was found to not be a factor when considering time-averaged velocity profiles. 
The velocity profiles are time-averaged over the entire simulation (100,000 time steps). As 
would be expected for such a long averaging period, the ADCP velocity profiles agree very 
well with the reference profiles for each of the three bin cases considered. A more interesting 
exercise is to examine how the velocity profiles change as a function of the number of time 
steps averaged. Only the 20 degree case is shown here because the other two beam angle cases 
are exactly the same. The reference data comes from the raw grid cells (129 points in the 
vertical) and is shown as a line to provide both contrast and recognition as the true value. 
 
Figure 33. Comparisons of time-averaged ADCP velocity profiles with the reference velocity profile. 
 
 As suggested above, Figure 34 shows the percent difference from the long-term 
reference at each depth cell as a function of the number of cumulative time steps averaged. The 
reference used here is the vertical profile directly below the virtual ADCP time-averaged over 
the entire simulation. Thus, the result is showing how long it takes for the ADCP velocity 
profile (the points in Figure 33) to agree with the long-term reference velocity profile. The 
black line is the depth-averaged mean, but the red lines are included to show that this pattern is 
present at each depth cell. This plot is specific to the case with 20 degree beams and 20 bins. 
All of the other bin and beam angle combinations give a very similar plot. 
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In Figure 34, there are initially (from 0–10,000 profiles) large and variable differences. 
From about 10,000–50,000 profiles, the depth-averaged percent difference is very consistent 
around 2.3%. Then there is a sudden decrease from 50,000–70,000 profiles. From about 
70,000–100,000 profiles, the depth-averaged percent difference is very consistent around 0.2%. 
One unanswered question is what caused the sudden decrease in percent difference. The plot 
shows that this sudden drop is evident at each bin depth when they are plotted individually (red 
lines). A plot of the signal (decimated by a factor of 80) of the instantaneous percent difference 
at each time step (Figure 35) shows that the flow is stationary around zero, so a changing flow 
is not the explanation. Looking back at Figure 34, the depth cells closer to the bed tend to plot 
above the depth-averaged line, and it is observed that these lines have larger variations (ripples) 
than the depth cells closer to the surface from 10,000–50,000 profiles. After 50,000 profiles, all 
of the lines are similarly smooth. Another observation is that the variation in percent difference 
between each bin depth is much larger from 10,000–50,000 than from 50,000–100,000. The 
variation from 0–10,000 is even larger. A final observation from this plot is that the percent 
differences are all positive until they drop down to near zero. It is not clear why this is 
happening, but it could possibly be a numerical instability or a low velocity preference 
fluctuation in the simulation. Regardless, it is not much of a concern at this time. 
 
Figure 34. Percent difference from long-term reference as a function of number of profiles averaged. 
 
43 
 
 
Figure 35. Signal of instantaneous percent difference at each time step. 
 
Instead of defining the reference as the long-term average (the time-average over the 
entire simulation), it can also be defined as the cumulative time-average of the vertical profile 
directly under the virtual ADCP (Figure 36). Depending on how strict the criterion is, there is 
good convergence starting with as few as 100 or 1,000 profiles averaged. 
 
Figure 36. Percent difference from cumulative reference as a function of number of profiles averaged. 
 
It would be valuable to convert the number of profiles into a time scale. The shear 
Reynolds number is defined as         ⁄  where    is the shear velocity,   is the flow 
depth, and   is the kinematic viscosity. In the simulation,        , which gives a bulk 
Reynolds number       ⁄       (Cantero et al., 2008). In the numerical simulation 
code, the dimensionless time step is a constant,          , and the dimensionless integration 
time employed in the simulation was      ⁄     after the flow had achieved a statistically 
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steady state (Carlos Marcelo García, personal communication). From the definitions above, we 
have 
         ⁄      (35) 
      ⁄     (36) 
Solving Eq. 35 for    gives: 
 
   
     
 
 (37) 
Substituting Eq. 37 into Eq. 36 and solving for    gives: 
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 (38) 
Assuming a typical value for the kinematic viscosity           ⁄  (water at 20°C) gives: 
 
   
     
        
 (39) 
Thus, if     ,              , and if       ,              . There are 100,000 
total time steps in the simulation, so that means that each time frame,   , is approximately 
0.982 sec and 0.246 sec, respectively. Since the Reynolds number is a constant, the flow depth 
must be decreased in order to increase the flow velocity. Appropriate flow depths to obtain 
flow velocities that are representative of the field scale range from 0.15–1.0 meters. 
 Using the results from Figure 36 and the time step calculations above, the measurement 
time required for good convergence with the reference velocity is on the order of 100–1,000 
seconds. This agrees well with typical sampling times based on experience and previous 
research. Czuba and Oberg (2008) showed that 720 seconds was the minimum exposure time 
recommended for discharge measurements. 
The next experiment was to look at two different turbulence quantities: streamwise 
turbulence intensity and turbulent kinetic energy. These are calculated from the Reynolds 
decomposition of the flow using the instantaneous averaged velocities from the two beam pairs. 
The standard deviation of the instantaneous streamwise velocities is also referred to as the root 
mean square (rms) of velocity fluctuations or the streamwise turbulence intensity. The turbulent 
energy extracted from the mean flow by the motion of turbulent eddies is the turbulent kinetic 
energy (Tennekes and Lumley, 1972). Turbulent kinetic energy (TKE),  , is calculated by 
      (   ̅̅ ̅̅     ̅̅ ̅̅     ̅̅ ̅̅ ̅) (40) 
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Figures 37–39 show the standard deviation of the streamwise velocity for the various 
bin sizes and beam angles. Regardless of the number of bins, the three plots show that each 
beam angle has a distinctive shape. Figure 40 shows the turbulent kinetic energy for just the 
scenario with 20 bins. It was expected that as the beam angle increased, the standard deviation 
of the velocity would increase because a larger beam spread would be sampling flow from 
locations farther apart. Two neighboring ensembles could be expected to have similar velocity 
profiles, whereas two ensembles from locations in the cross section separated by some distance 
are less likely to be correlated. The results show that the opposite is true; as the beam angle 
increases, the standard deviation of the velocity decreases. One possible explanation for this is 
that the 30 degree beams do a better job at capturing the larger turbulent features in the flow. 
The largest coherent flow structures in a flow scale with the flow depth, so perhaps a larger 
beam angle improves the performance of an ADCP in charactering the horizontal components 
of the flow. This is consistent with the current understanding of ADCPs. Figure 41 shows the 
beam spread as a function of beam angle. The 20 and 25 degree beams spread less than the 
flow depth, whereas the 30 degree beam spreads more than the flow depth. The results indicate 
that ADCPs are not an ideal instrument for measuring turbulence due to their diverging beams, 
but they can provide a good estimation. The closest few bins to the ADCP are probably fairly 
accurate, but after that a bulk estimation of the turbulence quantities is the best that can be 
expected. 
Another promising finding is that the trend is very realistic. Larger values of turbulence 
intensity indicate a higher level of turbulence. It is known from theory that eddies dissipate 
more and more energy in the direction of the bed. This increase in the profiles is clearly evident 
in Figures 37–40. Furthermore, it is even more surprising that the virtual ADCP was able to 
measure the diminished turbulence intensity and turbulent kinetic energy near the bed. This is 
indicated by the sudden bend back toward zero near the bed. 
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Figure 37. Standard deviation of streamwise velocity for the scenario with 10 bins. 
 
 
Figure 38. Standard deviation of streamwise velocity for the scenario with 20 bins. 
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Figure 39. Standard deviation of streamwise velocity for the scenario with 40 bins. 
 
 
Figure 40. Turbulent kinetic energy for the scenario with 20 bins. 
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θ Beam spread 
20° 0.73*H 
25° 0.93*H 
30° 1.15*H 
 
 
Figure 41. Beam spread as a function of beam angle. 
 
Another observation is that the ADCP profiles in Figures 37–40 do not agree very well 
with either the semi-theoretical (Nezu & Nakagawa) or reference profiles. It is good that the 
reference profile matches the semi-theoretical profile well. It is most evident in the 20 degree 
case that the ADCP profile curves in the opposite direction as the reference profile. The main 
finding here though is that ADCPs do not perform very well in capturing the exact magnitude 
of the turbulence intensities of the flow. The general trend is correct in that the turbulence 
intensity increases in the direction of the bed, but the exactly values cannot be trusted to be 
very accurate. However, the values are reasonable; they would be a good estimate. Since 
ADCP beams are divergent, they are measuring completely different sampling volumes. This is 
another reason why it is not expected that the turbulent intensities would agree with the 
reference. 
 
Case 2: Location across the transverse slice 
 This case uses the middle transverse slice (see Figure 12) and considers velocity 
profiles sampled from five different locations in the cross section (Figure 42). The purpose is to 
see what effect the side boundaries have on the flow and to what extent there is diversity in the 
velocity profiles across the cross section. The velocity profile points shown in Figure 42 are the 
time-average of the first 50 time frames. This number was chosen arbitrarily to be slightly 
smaller than the number of time frames where good convergence with the reference profile 
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starts to occur. The reason for this was to still be able to see the differences in the velocity 
profiles between different locations in the cross section. 
These are the five different velocity profiles from different locations in the cross section 
(positions A–E). They are all compared to the same reference, which is the long-term time-
averaged vertical profile at the center of the cross section. Over the entire averaging period, 
there is little difference between the velocity profiles. The sum of squared error (SSE) was 
computed for each position, and surprisingly, position E had the smallest SSE. The smaller the 
SSE, the closer the ADCP profile agrees with the reference profile. Position C (the middle) was 
the next best, followed by position B, position D, and finally position A. 
Plots of the mean velocity and the root mean square velocity confirm that there is not 
any significant difference from the plots in case 1. Therefore, in terms of the mean 
characteristics of the flow, the position in the cross section is not important for this numerical 
simulation. 
 
 
 
Figure 42. Streamwise velocity profiles at five different positions in the cross-section. 
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Case 3: Moving platform with frozen flow 
 This case goes back to using the middle longitudinal slice (see Figure 11), but now the 
virtual ADCP samples the flow while moving along the slice. Beam 3 points upstream and 
beam 4 points downstream which allows for the calculation of the streamwise and vertical 
velocity components. In reality, ADCPs are typically used to collect data while moving in the 
transverse direction (i.e., taking a transect at a cross section). This is not possible with this DNS 
because there are not enough transverse slices to cover the beam spread in the longitudinal 
direction. If the cube (21 x 21 x 129) would have been extended across the entire cross section 
(256 x 21 x 129), then the virtual ADCP could have sampled the streamwise velocity while 
moving in the transverse direction. Nevertheless, sampling along a longitudinal section is still a 
valuable exercise to investigate the sampling strategy of an ADCP. For the given rectangular 
domain, this experiment will examine how well the virtual ADCP reproduces the raw flow 
field. An important distinction here is that this happens at a single time frame. In other words, 
the flow is frozen; it is not allowed to move while the ADCP is sampling. Moving flow is 
considered in the next case. 
 Figure 43 shows the starting and ending positions of the 20 degree ADCP. The ADCP 
moves from left (upstream) to right (downstream). For this case, the sampling direction does 
not matter, but it will matter in the next case when the flow is moving. For the base procedure, 
the ADCP samples once at each vertical grid cell. Due to the diverging beams and leaving 
room to accommodate up to a 30 degree beam angle, there are a total of 228 ensembles along 
the longitudinal section. 
 
 
Figure 43. Movement of the virtual ADCP along the longitudinal profile. 
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 There are two different ways to define the reference, but in the case of non-moving 
flow, both ways give the same result. The first way is to sample the vertical at each ensemble as 
the ADCP moves along the slice. ADCPs do not actually sample the streamwise velocity with a 
vertical beam, but this can be done here because this is a numerical experiment. The second 
way is to grab the center 228 cells from the slice for the given time frame. The first way 
produces the exact same thing as the second way, except that it just does so one ensemble at a 
time. Another processing option with the first method is to either to use all 129 grid cells in the 
vertical or group and average the grid cells into the same number of bins as the ADCP. 
Visually, these two options look the same, so for the ease of processing, the second option was 
used. A number of examples are shown below. 
Figure 44 compares the streamwise velocities along the longitudinal section at time 
frame 2000. The raw (reference) flow field is on the top, and the flow field generated from the 
virtual ADCP is in the middle. This time frame serves as an example of several other time 
frames that were investigated (but not shown). Initial observations for several time frames are 
that there is fair agreement between the raw flow field and the reconstructed flow field from the 
virtual ADCP. The most intriguing observation is that the ADCP contour seems to be too rich 
in detail. A lot of the details and features in the flow do not actually exist when compared to the 
raw (reference) flow field. This is carefully monitored in the cases that follow. A percent 
difference plot is shown on the bottom of Figure 44. Red colors indicate that the ADCP 
streamwise velocities are higher than the reference, and blue colors indicate that the ADCP 
streamwise velocities are lower than the reference. The patterns are interesting, but there is not 
a clear reason for what is causing them. Experience with analyzing field data seems to suggest 
that the patterns may be related to the beam angle (Ryan Jackson, USGS, personal 
communication). As expected due to the diverging beams, the percent differences increase (i.e., 
darker colors) with depth. In reality, multiple transects are usually averaged together to develop 
a velocity flow field contour plot. A later set of plots will investigate that scenario. 
52 
 
 
 
Figure 44. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) at time frame 2000. 
 
 Another way to compare the velocities is to take a cut across the slice at a constant 
depth. An example of this is shown in Figure 45 for the raw flow field, but the same cut is also 
made across the ADCP flow field. The resulting velocity signals can then be compared for 
scenarios with varying beam angles as shown in Figure 46. The results show that the smaller 
the beam angle, the more de-correlated the signals become. The reason for this goes back to the 
sampling strategy presented in Eqs. 13–14. As the beam angle,  , becomes smaller,      also 
gets smaller but      gets larger. Therefore, less of the streamwise velocity component,  , is 
ensonified and thus measured by the beam, which may explain the greater variability at smaller 
beam angles. 
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Figure 45. Example of a cut across the slice at 0.6 depth (i.e., z/H = 0.4). 
 
 
 
Figure 46. Comparison of velocity signals at 0.6 depth and time frame 2000 for 10, 20, and 30 degree 
beams. 
 
 
 Figure 47 compares the streamwise velocities along the longitudinal section for four 
transects averaged together (time frames 2000, 2010, 2020, and 2030). In the examples to 
follow, the number of transects averaged is kept constant, but the time between them is varied. 
The raw (reference) flow field is on the top, and the flow field generated from the virtual 
ADCP is in the middle. Once again, there is fair agreement between the two contour plots. The 
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virtual ADCP reproduces the flow field well. A plot of the percent difference is shown at the 
bottom of Figure 47. Red colors indicate that the ADCP streamwise velocities are higher than 
the reference, and blue colors indicate that the ADCP streamwise velocities are lower than the 
reference. There are three main observations. First, the colors get darker in the direction of the 
bed, meaning that the magnitude of the percent differences is larger. This is saying that the 
ADCP velocities have a greater error with increasing distance from the instrument. This makes 
sense because of the beam spread. Second, the percent differences are not completely random. 
There is not a white noise signal. There are blobs of positive and negative percent differences 
intertwined and stretched in the vertical direction. Third, the percent differences are smaller 
(note the lighter colors) than the percent differences from the single transect (see Figure 44). 
The implication is that averaging yields better results. The next scenario increases the time 
between transects. 
 
 
 
Figure 47. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) for the average of time frames 2000, 2010, 2020, and 2030. 
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 Figure 48 compares the streamwise velocities across the longitudinal section for four 
transects averaged together (time frames 2000, 2100, 2200, and 2300). The raw (reference) 
flow field is on the top, and the flow field generated from the virtual ADCP is in the middle. 
Once again, there is fair agreement between the two contour plots. The virtual ADCP 
reproduces the flow field well. A plot of the percent difference is shown at the bottom of Figure 
48. Red colors indicate that the ADCP streamwise velocities are higher than the reference, and 
blue colors indicate that the ADCP streamwise velocities are lower than the reference. Many of 
the observations are the same as the previous scenario. The colors get darker in the direction of 
the bed, meaning that the magnitude of the percent differences is larger. Fortunately, in reality 
the bottom 6–15% is rejected due to sidelobe interference (Gordon, 1996), which would 
eliminate from analysis most of the areas with the highest percent difference. The main 
difference in this percent difference plot than the previous one is that colored regions are much 
thinner and in smaller blobs. This is likely due to averaging flow over a longer time range. 
 
 
Figure 48. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) for the average of time frames 2000, 2100, 2200, and 2300. 
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The last two sets of plots have used a time increment of 10 and 100 time steps between 
time frames averaged. Increasing the time increment beyond 100 does not meaningfully change 
the results from the last scenario. The analysis in this case used 20 bin data. It was repeated 
with 40 bin data, but the finding was that this did not have any noticeable effect on the results. 
 
Case 4: Moving platform with moving flow 
 This case builds on case 3, but the difference here is that now the flow is moving. This 
case still uses the middle longitudinal slice (see Figure 11) with the virtual ADCP sampling 
while moving along the slice in the same way as in case 3. This is comparable to a transect at a 
cross section in the real world. The sampling strategy is even kept consistent with the real 
world (i.e., left to right and then right to left). This is a pair of transects and is repeated until the 
desired number of reciprocal pairs is obtained. Let the speed be defined as the number of time 
frames that move between each ADCP sample. All of the following scenarios use a virtual 
ADCP with 20 degree beams and 20 bins. The first scenario considers 4 transects in a flow with 
a speed of 10. Figure 49 shows how the time-averaged velocity profile from the virtual ADCP 
compares with the reference, which is the long-term time-averaged streamwise velocity. 
 
Figure 49. Comparison of time-averaged velocity profiles (4 transects and speed=10). 
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Figure 50 compares the streamwise velocities across the longitudinal section for a 4 
transect average starting at time frame 4000 with a speed of 10. The reference flow field is the 
time-averaged DNS flow field over the sampling time of the ADCP. As mentioned before, it 
appears that the ADCP contour seems to be too rich in detail. The raw flow field tends to have 
smoother, obtuse lobes, whereas the ADCP flow field tends to have shorter, jagged lobes that 
stretch more in the vertical direction. A lot of the details and features in the flow do not actually 
exist when compared to the raw (reference) flow field, but the large-scale structures are 
reproduced very well. A percent difference plot is shown on the bottom of Figure 50. Red 
colors indicate that the ADCP streamwise velocities are higher than the reference, and blue 
colors indicate that the ADCP streamwise velocities are lower than the reference. The patterns 
are interesting, but there is not a clear reason for what is causing them. As expected due to the 
diverging beams, the percent differences increase (i.e., darker colors) with depth. 
 
 
Figure 50. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) for the average of 4 transects starting at time frame 4000 with a speed of 10. 
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The second scenario considers 4 transects in a flow with a speed of 25. Figure 51 shows 
how the time-averaged velocity profile from the virtual ADCP compares with the reference, 
which is the long-term time-averaged streamwise velocity. Increasing the speed of the flow did 
not significantly change the time-averaged velocity profiles. 
 
Figure 51. Comparison of time-averaged velocity profiles (4 transects and speed=25). 
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Figure 52 compares the streamwise velocities across the longitudinal section for a 4 
transect average starting at time frame 4000 with a speed of 25. The reference flow field is the 
time-averaged DNS flow field over the sampling time of the ADCP. The main observation is 
that it appears that some of the large-scale structures in the flow are getting averaged out 
because of the faster flow. A percent difference plot is shown on the bottom of Figure 52. Red 
colors indicate that the ADCP streamwise velocities are higher than the reference, and blue 
colors indicate that the ADCP streamwise velocities are lower than the reference. The main 
difference between this scenario and the last is similar to what happen in case 3 when the time 
increment between transects was increased. The colored percent difference regions are much 
thinner and in smaller blobs. The implication is that a longer time scale may average out some 
of the features in the flow. 
 
 
Figure 52. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) for the average of 4 transects starting at time frame 4000 with a speed of 25. 
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The third scenario considers 12 transects in a flow with a speed of 25. Figure 53 shows 
how the time-averaged velocity profile from the virtual ADCP compares with the reference, 
which is the long-term time-averaged streamwise velocity. The additional averaging has 
improved the velocity profile comparison quite well. 
 
Figure 53. Comparison of time-averaged velocity profiles (12 transects and speed=25). 
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Figure 54 compares the streamwise velocities across the longitudinal section for a 12 
transect average starting at time frame 4000 with a speed of 25. The reference flow field is the 
time-averaged DNS flow field over the sampling time of the ADCP. The main observation is 
that it is more obvious that some of the large-scale structures in the flow are getting averaged 
out, but this time it is due to the additional transects that were averaged. Notice that there are 
not as many large areas of lower velocity protruding upward or higher velocity protruding 
downward in the flow as there were in the previous two scenarios. A percent difference plot is 
shown on the bottom of Figure 54. Red colors indicate that the ADCP streamwise velocities are 
higher than the reference, and blue colors indicate that the ADCP streamwise velocities are 
lower than the reference. The main difference between this scenario and the last is that the 
colors are much lighter, which indicates better agreement. Increasing the number of transects 
makes the ADCP flow field closer to the mean flow field, but the instantaneous details are lost. 
 
 
Figure 54. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) for the average of 12 transects starting at time frame 4000 with a speed of 25. 
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The fourth scenario considers 4 transects in a flow with a speed of 100. Figure 55 shows 
how the time-averaged velocity profile from the virtual ADCP compares with the reference, 
which is the long-term time-averaged streamwise velocity. The velocity profile comparison is 
also very good in this scenario, but the only difference between the first and second scenarios 
and this scenario is the flow speed. It is not clear why a faster flow speed improved the velocity 
profile comparison. 
 
Figure 55. Comparison of time-averaged velocity profiles (4 transects and speed=100). 
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Figure 56 compares the streamwise velocities across the longitudinal section for a 4 
transect average starting at time frame 4000 with a speed of 100. The reference flow field is the 
time-averaged DNS flow field over the sampling time of the ADCP. The large-scale structures 
in the flow are the most washed out in this scenario because the speed is so high. A percent 
difference plot is shown on the bottom of Figure 56. Red colors indicate that the ADCP 
streamwise velocities are higher than the reference, and blue colors indicate that the ADCP 
streamwise velocities are lower than the reference. The percent different contour is most similar 
to the second scenario. The main findings in these four scenarios are that increasing the number 
of transects averaged or increasing the flow speed makes the percent difference contour colors 
lighter (i.e., better comparison) but washes out some of the large-scale structures in the flow. 
 
 
Figure 56. Contour plots of the raw flow field (top), ADCP flow field (middle), and percent difference 
(bottom) for the average of 4 transects starting at time frame 4000 with a speed of 100. 
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Case 5: Beam geometry 
This case now considers the 2-D beam in the slice and the 3-D beam in the cube. Figure 
57 shows how the 2-D beam geometry compares with the 1-D beam geometry. In ADCP 
terminology, the amount a beam spreads is called the beam width. Typical values range from 
1.5–5.9 degrees (R.D. Instruments, 2002). In this research, a beam width of 5 degrees was used. 
The beams in Figure 57 are in the streamwise (longitudinal) plane. Figure 58 shows the 3-D 
beam geometry in the streamwise plane. 
 
Figure 57. Comparison of 1-D and 2-D beams in the streamwise plane for the down-looking orientation. 
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Figure 58. Pair of 3-D beams in the streamwise plane for the down-looking orientation. 
  
The turbulence quantities are compared again, but instead of beam angle, the beam 
geometry is the primary variable of interest. Figure 59 shows the standard deviation of the 
streamwise velocity, and Figure 60 shows the turbulent kinetic energy. As expected, the 3-D 
beam agrees closer with the reference. The sharp transition in the middle of the profile for the 
3-D beam is due to the scale and the discreetness of the grid cells. In the TKE plot, all three 
beam geometries are nearly the same for the top 40% of the flow. This is likely because the 2-D 
and 3-D beams have not spread more than one or two grid cells yet so they are not much 
different than the 1-D beam. The conclusion here is that increased averaging in the sampling 
volume due to the geometry of the ADCP beams improves the measurement of turbulence 
quantities. 
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Figure 59. Standard deviation of streamwise velocity for different beam geometries (down-looking). 
 
 
Figure 60. Turbulent kinetic energy for different beam geometries (down-looking). 
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 The depth-averaged percent difference from the cumulative reference as a function of 
the number of cumulative time steps averaged is shown in Figure 61. The 1-D and 2-D beams 
are nearly the same, but slight improvement in the 2-D beam signal is evident from about 1–30 
profiles. The 3-D beam is quite different for most of the averaging period. A key transition 
point occurs around 1,000 profiles. As calculated previously, this is approximately a sampling 
time of 1,000 seconds, which would be in good agreement with Czuba and Oberg (2008) if this 
is indeed realistic. It is strange that the percent difference signal for the 3-D beam has a 
negative bias from about 1,000–100,000 profiles which is not evident in either the 1-D or 2-D 
beams. This must be related to the fact that the number of grid cells averaged in each bin is 
much larger, especially nearer to the bed, for the 3-D beam than the other two beam 
geometries. 
 
Figure 61. Percent difference from long-term reference as a function of number of profiles averaged 
(down-looking ADCP). 
 
Case 6: Up-looking ADCP 
This case is very similar to case 5 except than the virtual ADCP is now placed in an up-
looking position. It employs the same processes of case 1 and case 5, but now the ADCP is on 
the bed looking upward. The turbulent eddies in a flow dissipate into smaller and smaller scales 
toward the bottom. So far in this research, the ADCP has been deployed from the surface 
looking downward, which is typical for moving boat applications. The logic here is that if the 
area of interest is along the bottom, then perhaps if the ADCP is positioned so that the beam 
spread is at a minimum, it can perform better at measuring the turbulence quantities. Figure 62 
shows the position of the virtual ADCP in the streamwise plane as well as again showing how 
the 2-D beam geometry compares with the 1-D beam geometry. 
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Figure 62. Comparison of 1-D and 2-D beams in the streamwise plane for the up-looking orientation. 
 
The turbulence quantities are compared again. Figure 63 shows the standard deviation 
of the streamwise velocity, and Figure 64 shows the turbulent kinetic energy. An interesting 
result is that unlike the equivalent down-looking case, the 3-D beam is not much different than 
either the 1-D or 2-D beams. The sharp transition in the middle of the profile for the 3-D beam 
is due to the scale and the discreetness of the grid cells. Comparing Figure 59 with Figure 63 
and Figure 60 with Figure 64 clearly shows a difference between the beam geometries, 
especially in the bottom half of the flow. The only thing different between these two cases is 
whether the virtual ADCP was in a down-looking or up-looking position. The logic that the 
ADCP may perform better at measuring the turbulence quantities in an up-looking position 
seems to be false. However, it is interesting that the beam geometry has much less of an effect 
when the virtual ADCP is in an up-looking position. The likely reason for this is that since the 
upper portion of a flow is more nearly uniform (i.e., not as many small eddies), additional 
averaging due to beam geometry hardly changes the measurement in each bin. 
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Figure 63. Standard deviation of the streamwise velocity for different beam geometries (up-looking). 
 
 
Figure 64. Turbulent kinetic energy for different beam geometries (up-looking). 
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The depth-averaged percent difference from the cumulative reference as a function of 
the number of cumulative time steps averaged is shown in Figure 65. Similarly to the results of 
the turbulence quantities, the 1-D, 2-D, and 3-D beams are all nearly the same and likely for the 
same reason. Again, slight improvement in the 2-D beam signal over the 1-D beam signal is 
evident from about 1–20 profiles. This time, the percent difference signal for the 3-D beam 
does not have a sharp transition point nor does it have a negative bias. It fluctuates around zero, 
but not as close to zero as either the 1-D or 2-D beams. 
 
Figure 65. Percent difference from long-term reference as a function of number of profiles averaged 
(up-looking ADCP). 
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6. DISCUSSION 
 To the author’s knowledge, reconstructing the flow field from ADCP data has not been 
done before. There are other studies, such as a lab comparison (Nystrom et al., 2007) and a 
numerical experiment (Cantero et al., 2008), that employ similar methods of comparing a 
known flow field with an ADCP measured profile. Both of these studies reported decent 
results, but they were both looking at profiles, not entire flow fields as was done in this 
research. Most of the interpretation has been done in the previous two results chapters, but 
some additional comments are made here. 
The six cases from the roller eddy simulation were testing what happens when 
variations of a single roller eddy move through a virtual ADCP beam pair. An important 
finding in this analysis was that the ADCP saw double. In addition to this, since the beams had 
an angle to them, the spatial location of the eddies were not usually correct when compared to 
the raw flow field. There was often an issue with the amplification of the streamwise velocities 
in the upper portion of the flow, but overall the virtual ADCP did a good job at identifying the 
turbulent area as the eddy passed by. Future work could investigate making the bins even larger 
(i.e., a coarser grid). Undocumented work seemed to suggest that the virtual ADCP could still 
detect and resolve the eddy fairly well when the bin sizes were much larger. 
The six cases from the direct numerical simulation investigated various ADCP 
configurations and transect averaging. An interesting finding was that the larger beam angles 
measured the turbulence quantities better than the smaller beam angles. There was good 
convergence with the cumulative reference profile within 1,000 profiles. The 3-D beam 
geometry also measured the turbulence quantities better than the other beam geometries. The 
transect averaging experiments showed that too much averaging caused the large-scale 
structures in the flow to become lost. 
The semi-theoretical equations from Nezu and Nakagawa (1993) are based on data 
collected in clear water flows over smooth beds. Many other data sets, with Reynolds numbers 
ranging from 6,700–440,000, fit these curves very well, and thus, these semi-theoretical 
equations have been shown to be fairly universal. For example, Holmes and García (2008) 
collected data with an ADCP and multiple ADVs on the Missouri River near St. Charles, 
Missouri and reported very good agreement with the streamwise semi-theoretical equation. 
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There are several limitations in these numerical simulations, the most important being 
fairly homogeneous flow, weak secondary flow, and uniform bathymetry. The primary issues 
with spatial averaging with VMT are likely due to variable bathymetry and nonuniformly 
spaced data. To simulate the latter in DNS, the spatial sampling intervals would have to be 
varied for each simulated transect. Both of these issues have the potential for future work. 
Despite these limitations, ADCPs are one of only a few practical instruments to measure in a 
large-scale environment. Even though other instruments can be used, ADCPs are much better 
than single-point current meters in terms of measurement speed, range, and limited flow 
disturbance. 
The disagreement in the present study may be due to scale effects or the processing 
techniques. The results may suggest that ADCPs are not well suited for collecting turbulence 
data. Cheng et al. (1999) concluded that an ADCP’s sampling rate of about 1 Hz is not quite 
sufficient to resolve the fine eddies in natural flows. Nevertheless, the sampling rate for ADCPs 
should continue to get faster with technological advancements, and even though the sampling 
rate of ADCPs is too low to accurately resolve all of the flow structures, it was shown that 
reliable estimates are possible. 
Still, turbulence parameters vary in both time and space, and since ADCPs measure 
most of the vertical profile at once, they seem like a promising instrument for characterizing the 
flow. One of the most common suggestions (e.g. Lohrmann et al., 1990) or modifications 
(Cheng et al., 2000) that researchers make to improve the ability of estimating turbulence 
parameters is to add additional beams. Perhaps such an instrument will be commercially-
developed in the future. The continued focus on using ADCPs to characterize flow will greatly 
advance the study of fluvial geomorphology and river morphodynamics. 
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7. CONCLUSION 
 The primary research objective was to investigate the reliability of flow field 
visualizations generated from ADCP data. This was accomplished with two different numerical 
simulations. The first tested what happens when variations of a single roller eddy move through 
an ADCP beam field. The second tested various ADCP configurations and transect averaging. 
The benefit of using numerical simulations was not only the ability to have a perfect reference, 
but also the ability to vary the physical aspects of the flow field and the virtual instrument. 
The main findings indicate the importance of the effect of the beam angle on the 
measurement technique and that the measured turbulence quantities are good estimates, but a 
lot more research is needed in this area. Future work needs to investigate the effects of variable 
bathymetry and non-uniformly spaced data. The next numerical simulation should incorporate 
these conditions and also ensure that there are strong secondary velocities that are 
representative of a flow on the field scale. Future research should also focus more on the cross-
sectional plane since that is most commonly used in flow visualizations. 
This research investigated the capabilities and limitations of an ADCP in terms of what 
scales of coherent flow structures it can resolve. Although some of the results were intuitive, 
they strengthen the knowledge base already held by the river research and velocity flow 
mapping communities. The continued focus on using ADCPs to characterize flow will greatly 
advance the study of fluvial geomorphology and river morphodynamics. It is important to 
understand the performance of the sampling strategies of ADCPs so that they can continue to 
be used for measurements and research in a variety of ways with the assurance that the data are 
quality and representative of the actual flow field. 
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