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We investigate three models of Phase-field systems of phase transition, coupling
temperature with a continuous order parameter which describe degree of solidi-
fication in material sciences. We show well posedness, existence of the global
attractor, exponential attractors and inertial manifolds. These objects describe
the large time behaviour of dynamical systems. Considering some singular pa-
rameters in the equations, we examine continuity properties of the attractors and
inertial manifolds. This shows the convergence of the dynamics to those of the
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The global attractor A is a compact invariant set lying on the phase space which
attracts uniformly the trajectories starting from bounded sets when time goes
to infinity (see, e.g., [21, 68, 71]). However, the global attractor may have a
complicated fractal structure, even for finite-dimensional dynamical systems, and
a reasonably explicit description of the dynamics on the attractor might be out
of reach.
Given that u(t) ∈ E an infinte-dim phase space, ∃ t0 such that u(t) ∈ A, ∀ t ≥ t0.
Figure 1.1: Attractor (cf. [52, pg. 17])
1






 Question: Is there a system of ODE whose solution behave like u(t) for
large t?
Inertial manifolds.
An inertial manifold is a positively invariant smooth finite-dimensional manifold
which contains the global attractor and attracts trajectories at a uniform expo-
nential rate (see [23, 52, 68, 71]). It follows that the a priori infinite-dimensional
dynamical system reduces, on the inertial manifold, to a finite system of ordinary
differential equations.
Figure 1.2: Inertial Manifold M, PnH  Rn. (cf. [68, pg. 386])
u(t) ∈ A ⇒ u(t) = p(t) + Φ(p(t)), p(t) ∈ Rn is solution of an ODE.
Most of the current methods for construction of inertial manifolds use the spec-
tral gap condition, which requires a sufficient gap in the spectrum of the linear
operator associated with the PDE. This condition does not hold in general for
many dynamical systems. In this case, it is still possible to construct an interme-




This set is a compact and positively invariant set with finite fractal dimension
which attracts all the trajectories starting from bounded sets at a uniform expo-
nential rate (see [1, 26, 30, 32, 41, 53]). The sensitivity of the global attractor,
exponential attractors and inertial manifolds under small perturbations is the
main focus in this thesis. One may see [58] for some recent developments in the
construction of exponential attractors, and [75] for a recent survey on inertial
manifolds and finite-dimensional reduction for dissipative PDEs.
The main purpose of this thesis is to investigate the well-posedness, the ex-
istence and continuity properties of the global attractor, exponential attractors
and inertial manifolds for three models of the phase-field systems. In Chapters 2
and 3, we show convergence of the dynamics of a conserved phase-field system
to those of the viscous and non-viscous Cahn-Hilliard equations respectively, as
the heat capacity and viscosity parameters approach zero. In Chapter 4, we con-
sidered a conserved phase-field equation based on the theory of heat conduction
involving two temperatures, and study the convergence of the dynamics to those
of the conserved phase-field equation studied in Chapter 2. In the last Chap-




Throughout this thesis, Ω is either a bounded domain of Rd with smooth boundary,
or Ω = Πdi=1(0, Li), Li > 0, for d ≤ 3. Firstly, we consider the following conserved
phase-field system
τφt −Δ(δφt −Δφ+ g(φ)− u) = 0, in Ω× R+,
εut + φt −Δu = 0, in Ω× R+.
In the first case, for δ > 0 arbitrarily fixed, we prove a well posedness result, the
existence of the global attractor, exponential attractors and inertial manifolds.
Then we show the convergence of the dynamics to those of the viscous Cahn-
Hilliard equation as ε = 0. Precisely, we show the upper semicontinuity of the
global attractor, robustness of the exponential attractors and inertial manifolds
at ε = 0 in the sense of upper and lower semicontinuity. In the second case, we
show convergence results with respect to both the parameters (ε, δ) as this pair
tends to (0, 0), thus establishing convergence of the dynamics of the system to
those of the Cahn-Hilliard equation.
Secondly, we consider the conserved phase-field system which is based on the
theory of heat conduction involving two temperatures, namely
τφt −Δ(δφt −Δφ+ g(φ)− u) = 0, in Ω× R+,
σut − εΔut + φt −Δu = 0, in Ω× R+.
We prove a well posedness result, the existence of the global attractor, exponential
attractors and inertial manifolds. Then we show the convergence of the dynamics
to those of the Calginalp phase-field system as ε→ 0. Precisely, we show the upper
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semicontinuity of the global attractor, robustness of the exponential attractors and
inertial manifolds at ε = 0.
Lastly, we consider the following parabolic-hyperbolic phase-field system
εφtt + φt −Δφ+ φ+ g(φ)− u = 0, in Ω× R+,
ut + φt −Δu = 0, in Ω× R+.
We construct a family of robust exponential attractors which are both upper and
lower semicontinuous at ε = 0. Hence obtaining the convergence of the dynamics
of this system to those of the the Caginalp phase-field system.
1.2 Models description
The phase-field system is a parabolic system of equations describing the temper-
ature u and a “phase-field” known as order parameter φ. The temperature u is
scaled such that u = 0 represents the ordinary planar melting equilibrium tem-
perature, and φ is scaled such that φ close to +1 represents the liquid phase while
φ near −1 represents the solid phase. The interface therefore is defined to be the
set of all points at which φ = 0, i.e., where φ vanishes (see [9, 12] for more details).
In this thesis, we shall consider and analyse different models of the phase-field
systems, two of which are of the conserved type, while the third model is of the
non-conserved type (cf. [10, 15]).
• Model 1. For an isotropic material, a conserved order parameter φ may










where δ ≥ 0 is a viscosity parameter, τ > 0 is a relaxation time and
DF
Dφ
= −Δφ+ g(φ)− u









G is a double-well potential and G′ = g, G(φ) =
1
4
(φ2 − 1)2 is a prototype
example which is common to many models in statistical mechanics and
quantum field theory.




and the constitutive law
Ht = − div q, (1.2.4)
where ε > 0 is the heat capacity, q is the thermal flux vector and H = u+φ
is the enthalpy.
From (1.2.1)-(1.2.4), we have the conserved phase-field system (see [13, 14,
43, 60])
τφt −Δ(δφt −Δφ+ g(φ)− u) = 0, in Ω× R+, (1.2.5)
εut + φt −Δu = 0, in Ω× R+. (1.2.6)
When ε = 0, then (1.2.5)-(1.2.6) reduces to the viscous Cahn-Hilliard equa-
tion for the single unknown, namely
6
(1 + τ)φt −Δ(δφt −Δφ+ g(φ)) = 0, (1.2.7)
(cf. [35, 40, 64]), see also [2, 17, 34].
Likewise, when ε = δ = 0 in (1.2.5)-(1.2.6) we obtain the Cahn-Hilliard
equation (cf. [16, 66])
(1 + τ)φt −Δ(−Δφ+ g(φ)) = 0. (1.2.8)
Both (1.2.7) and (1.2.8) are very important in material sciences, see [25, 36,
77].
• Model 2.
Gurtin and Williams [48, 49] suggested that there were no a priori grounds
for assuming that the second law of thermodynamics for non simple mate-
rials involve only a single temperature. They further suggested that it is
more reasonable to consider a second law in which the entropy contribution
due to heat conduction was governed by one temperature, and that of the
heat supply by another temperature. Based on this theory of two tempera-
tures, in [18, 50] (see also [19, 20, 74]) Chen and Gurtin showed that for an
isotropic body the linearised constitutive equations for the heat flux q and
thermodynamic temperature θ are respectively
q = −∇u and θ = σu− εΔu, (1.2.9)
where u is the conductive temperature, σ > 0 is the heat capacity and ε > 0
is a scalar called the temperature discrepancy. With divq been the scalar
heat supply, from (1.2.9), we obtain
divq = −Δu and θ − σu = ε divq. (1.2.10)
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For isotropic materials, it was further suggested that the enthalpy H in the
constitutive law (1.2.4) be replaced by H = θ +
1
2
φ. Thus, giving rise to
σut − εΔut + φt −Δu = 0. (1.2.11)
Coupling (1.2.5) and (1.2.11), we obtain the following conserved phase-field
system (see [3] for a variant model);
τφt −Δ(δφt −Δφ+ g(φ)− u) = 0, in Ω× R+, (1.2.12)
σut − εΔut + φt −Δu = 0, in Ω× R+. (1.2.13)
• Model 3.
Due to the response of φ to a generalized force
DF
Dφ
, it was proposed in [44]
that φ be subjected to a delay expressed by a time dependent relaxation















where ε > 0 is a small parameter. When we differentiate (1.2.14) with








which leads to the parabolic-hyperbolic phase-field system (see [45])
εφtt + φt −Δφ+ φ+ g(φ)− u = 0, in Ω× R+, (1.2.15)
ut + φt −Δu = 0, in Ω× R+. (1.2.16)
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When ε → 0, then k(t) → δ0(t) (δ0(t) is the Dirac mass at 0) and (1.2.14)
converges to the Caginalp phase-field system:⎧⎪⎪⎨
⎪⎪⎩
φt −Δφ+ φ+ g(φ)− u = 0,
ut + φt −Δu = 0.
(1.2.17)
1.3 Literature review
Gilardi [43] proved a well-posedness result for a problem in 3d including Problem
(1.2.5)-(1.2.6), with irregular potentials such as logarithmic functions, and subject
to dynamic boundary conditions. Global and exponential attractors and also
some stability results were proven in [59, 60] for a conserved phase-field system
with viscosity and memory terms in 3D, while subjected to Neumann boundary
conditions.
Global and exponential attractors were proven by Miranville [54] for Problem
(1.2.5)-(1.2.6) with δ = 0 and ε = 1. There, he considered a large class of
potential containing polynomials of arbitrary even degree with positive leading
coefficients, improving previous results of [8, 11]. The problem (1.2.5)-(1.2.6)
with δ = 0, subject to Neumann boundary conditions, was also considered by
Bonfoh [5] recently. There he proved the existence of the global attractor and
constructed a robust family of exponential attractors. He also proved the existence
of inertial manifolds in one space dimension, and for the case of a rectangular
domain in two space dimensions. Continuity properties of the intersection of the
inertial manifolds with bounded absorbing sets at ε = 0 were also proven. In
this thesis, we will follow the method of [5]. Models with dynamic boundary
9
conditions were investigated in [38, 39, 42]. Finally, we also mention a few earlier
works [4, 27, 28, 29, 38, 39, 42, 57] on non-conserved phase-field systems where
convergence to the Cahn-Hilliard equations were proven.
Bangola [3], considered a non-conserved phase-field system
φt −Δφ+ f(φ) = u−Δu,
ut −Δut + φt −Δu = 0,
based on the theory of two temperatures, with the heat flux q obeying the classical
Fourier law (1.2.3) but with a free energy slightly different from (1.2.2). Consid-
ering Neuman boundary conditions, and in space dimensions 2 and 3, he proved
the existence of the global attractor and exponential attractors. Miranville and
Quintanilla [55] considered a conserved phase-field system⎧⎪⎪⎨
⎪⎪⎩
φt −Δ(−Δφ+ φ+ f(φ)− u) = 0,
(I −Δ)(utt + ut)−Δu = −Δφ,
which is based on the theory of two temperatures, however the heat flux q was
assumed to obey the Maxwel-Cattaneo law instead of the classical Fourier law
(1.2.3). Subject to both Dirichlet and Neuman boundary conditions, they proved
a well posedness result and dissipativity of the associated semigroup of operators.
Miranville and Quintanilla [56], studied a phase-field system⎧⎪⎪⎨
⎪⎪⎩
φt −Δφ+ f(φ) = ut −Δut,
(I −Δ)utt + (I −Δ)φt −Δu = 0,
which is based on the theory of type III thermomechanics with two temperatures
for the heat conduction. They proved a well-posedness result and established
10
dissipativity of the associated semigroup of operators.
Grasselli and Pata [44] showed a well-posedness result and the existence of the
global attractor for the system (μ > 0)⎧⎪⎪⎨
⎪⎪⎩
μφtt + φt −Δφ+ φ3 = γ(φ) + λ′(φ)u,
ut + λ
′(φ)φt −Δu = f.
Grasselli and Pata [45] considered the system (μ > 0)⎧⎪⎪⎨
⎪⎪⎩
μφtt + φt −Δφ+ φ− λ′(φ)u+ h(φ) = ξ,
ut + λ
′(φ)φt −Δu = 0,
(1.3.1)
in 3D, subject to mixed boundary conditions, Neumann on φ and Dirichlet on
u. They proved a well-posedness result, the existence of the global attractor and
its upper semicontinuity at μ = 0, and constructed exponential attractors. Also,
Grasselli et.al. [46] gave a well-posedness result and constructed a robust family
of exponential attractors Eμ for the system⎧⎪⎪⎨
⎪⎪⎩
μφtt + φt −Δφ− λ′(φ)u+ χ(φ) = ξ,
ut + λ
′(φ)φt −Δu = 0.
(1.3.2)






, φ ∈ (0, 1). More precisely, they showed that there exist c > 0
and  ∈ (0, 1) both independent of μ such that
distsymK (Eμ,E0) ≤ cμ, ∀μ ∈ [0, 1],
in the norm ‖(φ, φt, u)‖2K = ‖Δφ‖2L2(Ω) + μ‖∇φt‖2L2(Ω) + ‖φt‖2L2(Ω) + ‖Δu‖2L2(Ω).
Finally, we would also like to mention the papers [47, 72, 73] where the conver-
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gence to equilibrium of solutions for a parabolic-hyperbolic phase-field model were
proven.
1.4 Useful lemmas and definitions
Let E be a Banach space.
Definition 1.1 The family of nonlinear operators S(t) : E → E, for all t  0,
defines a semigroup, if the following conditions are satisfied
(i) S(0) = I;
(ii) S(t+ s) = S(s) ◦ S(t) = S(t) ◦ S(s);
(iii) S(t) : E → E is continuous for every t  0.
Definition 1.2 A set B ⊂ E is an absorbing set for the semigroup S(t) : E → E
if given any bounded set B ⊂ E there exist a time t0(B) such that S(t)B ⊂ B, for
every t ≥ t0(B).
Definition 1.3 The semigroup {S(t)}t0 is uniformly compact in E, if for any
bounded set B ⊂ E, there exists t(B) such that
⋃
tt(B)
S(t)B is compact in E.











whereas the symmetric Hausdorff distance between A and B is
distsymE (A,B) = max {distE(A,B), distE(B,A)} .
We have the following formal definition of the global attractor (cf. [68, 71]).
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Definition 1.5 (The global attractor) The global attractor for the semigroup
{S(t)}t0 is a compact set A ⊂ E such that
(i) A is invariant, that is, S(t)A = A, ∀ t  0;




The following theorem guarantees the existence of a the global attractor.
Theorem 1.1 [71, Chap. 1, Theorem 1.1] Let {S(t)} be compact (or) uni-
formly compact (or) asymptotically compact (or) S(t) has a splitting S(t) =
S1(t)+S2(t), where S1(t) is uniformly compact while S2(t) : E → E is continuous




‖S2(t)u‖E = 0, ∀B ⊂ E bounded. We assume that
there exists a bounded absorbing set B0 in E. Then, A = ω(B0) is the compact
global attractor. Furthermore, if E is connected, then A is also connected.
Definition 1.6 [cf. [58]] Let X ⊂ E ba a (relatively) compact set. The fractal
dimension of X is defined by





where ς > 0 and N(ς,X) is the minimal number of balls in E of radius ς which
are necessary to cover X.
Definition 1.7 (Exponential attractor) Let X be a compact subset of E. A
compact set E ⊂ X is called an exponential attractor for the semigroup S(t) for
the topology of E if:
(i) E is positively invariant under S(t), that is, S(t)E ⊂ E , ∀t ≥ 0;
(ii) the fractal dimension of E is finite;
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(iii) there exists a constant c0 > 0 such that, for every bounded subset B ⊂ X,
there exists a constant c1(B) > 0 such that
distE(S(t)B, E) ≤ c1e−c0t, ∀t ≥ 0.
The following theorem gives sufficient conditions ensuring the existence of a
robust family of exponential attractors (see [6, 41]).
Theorem 1.2 ([6, 41]) Let E1, E2, V 1, V 2, W 1, W 2 be Banach spaces such
that the embeddings W i ↪→ V i ↪→ Ei, i = 1, 2, are compact. Set Eε = E1 × E2,
Vε = V
1 × V 2, Wε = W 1 ×W 2, with the convention that E0 = E1, V0 = V 1, and
W0 = W
1. We endow X = X1 × X2 where X1, X2 are Banach spaces, with the
following norm
‖(p, q)‖X = (‖p‖2X1 + ε‖q‖2X2)1/2.
Let Bε(r) denote a closed ball in Wε of radius r > 0 and centered at zero. Consider
a one-parameter family of strongly continuous semigroups {Sε,δ(t)}ε,δ acting on the
phase-space Eε, for each ε ∈ [0, 1] and δ ∈ [0, 1]. Then assume that there exist
α, β, γ, ϑ ∈ (0, 1], κ ∈ (0, 1
2
), Υj ≥ 0, and  > 0 (all independent of ε and δ) such
that, setting Bε = Bε(), the following conditions hold:
1. There exists a map Lδ : B0 → V 2 which is Hölder continuous of exponent α,
uniformly with respect to δ. Here B0 is endowed with the metric topology of
E1.
2. There exists t > 0, independent of ε and δ such that
Sε,δ(t)Bε ⊂ Bε, ∀t ≥ t,
and Bε is uniformly bounded (with respect to ε and δ) in the E1−norm. More-
over, setting Sε,δ(t
) = Sε,δ, the map Sε,δ satisfies, for every z1, z2 ∈ Bε,
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Sε,δz1 − Sε,δz2 = Lε,δ(z1, z2) +Kε,δ(z1, z2),
where ‖Lε,δz1 − Lε,δz2‖Eε ≤ κ‖z1 − z2‖Eε ,
and ‖Kε,δz1 −Kε,δz2‖Vε ≤ Υ1‖z1 − z2‖Eε .
3. For any z ∈ Bε, there hold
‖Smε,δz − Lε,δSm0,0Πεz‖E1 ≤ Υm2 (ε+ δ)β, ∀m ∈ N, (1.4.1)
‖Sε,δ(t)z − Lε,δS0,0(t)Πεz‖E1 ≤ Υ3(ε+ δ)γ, ∀t ∈ [t, 2t]. (1.4.2)




(x,Lδx), if ε > 0,
x, if ε = 0,
and Πε : Bε → B0 is the projection onto the first component when ε > 0, and
the identity map otherwise.
4. The map z → Sε,δ(t)z is Lipschitz continuous on Bε endowed with the metric
topology of Eε, with a Lipschitz constant independent of ε, δ and t ∈ [t, 2t].
5. The map
(t, z) → Sε,δ(t)z : [t, 2t]× Bε → Bε
is Hölder continuous of exponent ϑ (we do not require uniformity with respect
to ε and δ), where Bε is endowed with the metric topology of Eε.
Then there exists a family of exponential attractors Eε,δ on Bε = BεEε with the
following properties:
(i) Eε,δ attracts Bε with an exponential rate which is uniform with respect to ε
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and δ, that is,
distEε(Sε,δ(t)Bε, Eε,δ) ≤M1e−ωt, ∀t ≥ 0,
for some M1 > 0 and some ω > 0.











where BVε1 (0) is the unit ball in Vε of center 0.
(iii) The family Eε,δ is Hölder continuous with respect to ε and δ, that is, there
exist a positive constant M3 and τ ∈ (0, 12 ] such that
distsymEε (Eε,δ,Lε,δE0,0) ≤M3(ε+ δ)τ ,
for all 0 < ε ≤ 1. In addition, there exist a positive constant M4 and
σ ∈ (0, 1
2




distE1(Lε,δE0,0, Eε,δ) = 0.
Here ω, τ , σ and Mj are independent of ε and δ, and they can be computed
explicitly.
Remark 1.4.1 1.) Only Conditions 2, 4, 5 and Bε not necessarily uniformly
bounded (with respect to ε) in the E1−norm, are needed in the construction of
exponential attractors that satisfy (i) and (ii) of Theorem 1.2 (cf. [32, 58]).
2.) To prove (iii) of Theorem 1.2, again Conditions 2 and Bε not necessarily
uniformly bounded (with respect to ε) in the E1−norm is required. In addition, it
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is sufficient to have E1 replaced by Eε in Condition 3 above (cf. [41]).
Definition 1.8 (Inertial manifolds) A set M is called an inertial manifold for
a semigroup S(t) if:
(i) M is a finite dimensional Lipschitz manifold in E;
(ii) M is positively invariant under the flow, that is, S(t)M ⊂M, ∀t ≥ 0;
(iii) M is exponentially attracting, that is, there exists a constant c0 such that for
every u0 ∈ E, there exists a constant c1(u0) > 0 such that
distE(S(t)u0,M) ≤ c1e−c0t, ∀t ≥ 0.
Let us give a theorem that guarantees the existence of inertial manifolds for a
semigroup S(t) generated by an abstract evolution equation (cf. [68, 69, 71, 76]).




+AU = G(U), U(0) = U0, (1.4.3)
where the nonlinear function G : E → F is assumed to be C1, globally bounded
and Lipschitz continuous with Lipschitz constant kG i.e.,
‖G(U)‖F ≤M and ‖G(U)−G(V )‖F ≤ kG‖U − V ‖E, ∀U, V ∈ E. (1.4.4)
Assume the operatorA admits a countable set of positive eigenvalues {λj}j≥1, with
a corresponding orthonormal system of eigenfunctions {ωj}j≥1. The operator A
is said to satisfy the spectral gap condition relative to G, if the point spectrum of
A can be split into two parts σ1 and σ2, of which σ1 is finite, and such that
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Λ1 := sup{λ | λ ∈ σ1}; Λ2 := inf{λ | λ ∈ σ2},
and Ei := Span{ωj | λj ∈ σi}, i = 1, 2,
then
Λ1 − Λ2 > kG(Λα1 + Λα2 ), (1.4.5)
for some 0 ≤ α < 1 independent of n, and the orthonormal decomposition E =
E1 ⊕ E2 holds, with continuous orthogonal projection P : E → E1, and denote
Q = I − P : E → E2. Observe that E1 is finite dimensional.
Assume that the evolution equation (1.4.3) generates a strongly continuous
semigroup {S(t)}t≥0, S(t) : E → E, with S(t)F ⊂ E, ∀t ≥ 0. Assume that the
projectors above defines an exponential dichotomy of {e−At}t≥0, i.e., there exist
k1, k2 independent of n
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
‖e−AtP‖L(E) ≤ k1e−Λ1t, ∀t ≤ 0,
‖e−AtP‖L(F,E) ≤ k1Λα1 e−Λ1t, ∀t ≤ 0,







e−Λ2t, ∀t > 0.
(1.4.6)
The following theorem, proven in [68] (see also [71]), states that the spectral
gap condition is a sufficient condition for the existence of an inertial manifold.
Theorem 1.3 (cf. [76]) Let A be a densely defined operator generating a con-
tinuous semigroup on a separable Hilbert space E. Let G be C1 and satisfy con-
dition (1.4.4). Assume A satisfies the spectral gap condition (1.4.5) and (1.4.6).
Then the semigroup S(t) generated by the evolution equation (1.4.3) admits an
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inertial manifold M in E, of the form
M = graph(Φ) := {p+ Φ(p) | p ∈ E1}, (1.4.7)
and Φ : E1 → E2 is of class C1.
Lemma 1.1 (cf. [68, Thm. 8.1]) Let X, Y and Z be Banach spaces such that
the embedding X ↪→ Y is compact (X ⊂⊂ Y ) and Y ⊂ Z is continuous. Assume
that X is reflexive. Assume that un is a sequence that is uniformly bounded in
L2(0, T ;X), and
dun
dt
is uniformly bounded in Lp(0, T ;Z), for some p > 1. Then
there exists a subsequence that converges strongly in L2(0, T ;Y ) and a.e in Ω ×
(0, T ).
Lemma 1.2 (cf. [71, Lemma 3.3, Chap. III]) Let Y and Z be Banach
spaces such that the injection Y ↪→ Z is continuous. If ψ ∈ L∞(0, T ;Y ) and is
weakly continuous with values in Z, then ψ is weakly continuous with values in Y .




+ · · ·+ 1
pn
= 1
and fj ∈ Lpj(Ω), then their product f1f2 · · · fn ∈ L1(Ω) and∫
Ω
|f1(x)f2(x) · · · fn(x)|dx ≤ ‖f1‖Lp1 (Ω) · · · ‖fn‖Lpn (Ω).
Lemma 1.4 (Young’s inequality) Let a and b be positive real numbers. For
any ε > 0, there holds










Lemma 1.5 (Gronwall and Uniform Gronwall’s Lemmas) Let g, h, f be
three positive and locally integrable functions over (t0,+∞) such that f ′ locally
integrable over (t0,+∞), and satisfy:
df
dt
≤ gf + h, ∀t ≥ t0.
Then

























f(s)ds ≤ γ3, t ≥ t0,






eγ1 , ∀t ≥ t0.
Lemma 1.6 (Generalized Gronwall’s Lemma [45]) Let Θ be an absolutely




Θ(t) + 2νΘ(t) ≤ f(t)Θ(t) + h(t)
for almost every t ∈ [0,∞), where f and h are functions on [0,∞) such that∫ t
τ





for some α, β ≥ 0 and ω ∈ [0, 1). Then
Θ(t) ≤ ΛΘ(0)e−νt +K, ∀t ≥ 0,
20
for some Λ = Λ(α, ω) ≥ 1 and K = K(α, ω, β) ≥ 0.
Lemma 1.7 (Agmon’s inequality) Let Ω ⊂ Rn be an open set of class Cn.













, ∀u ∈ H(n+1)/2(Ω) if n is odd.
Lemma 1.8 (Interpolation inequalities) Let s1 ≤ s ≤ s2 such that s = θs1 +
(1− θ)s2, θ ∈ [0, 1]. There exists c > 0 such that
‖u‖Hs(Ω) ≤ ‖u‖1−θHs1 (Ω)‖u‖θHs2 (Ω), ∀u ∈ Hs2(Ω).
More generally, let p ∈ [1,∞), m ≥ 1 and ϕ ∈ Wm,p(Ω). Then, there exists a









‖u‖Lr(Ω) ≤ C‖u‖1−μLp(Ω)‖u‖μWm,p(Ω), r ∈
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
[p,∞] if m− n
p
> 0,















ϕ(x) dx and ϕ̄ = ϕ−m(ϕ).
If W is a Sobolev-type space, then we set
Ẇ = {ϕ ∈ W, m(ϕ) = 0}.
We denote by W ′ the dual space of W .
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Throughout Chapters 2, 3 and 4, all the problems considered are subject to the
boundary conditions either of Neumann or periodic type
∂nφ|∂Ω = ∂nΔφ|∂Ω = ∂nu|∂Ω = 0, (1.5.1)
(the symbol ∂n denotes the outward normal derivative) if Ω is a bounded domain
of Rd, with smooth boundary ∂Ω, or
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u|xi=0 = u|xi=Li , uxi |xi=0 = uxi |xi=Li , i = 1, ..., d,
φ|xi=0 = φ|xi=Li , i = 1, ..., d,
for φ and the derivatives of φ of order ≤ 3,
(1.5.2)
if Ω = Πdi=1(0, Li).
Let us define the linear unbounded operator, with domain D(N),






ϕ ∈ H2(Ω), ∂nϕ|∂Ω = 0
}
, in case of (1.5.1),
H2per(Ω), in case of (1.5.2),
which is self-adjoint and nonnegative. If N is restricted to D(N) ∩ L̇2(Ω), then
it turns to be positive with compact inverse N−1. Moreover, one can define the
powers N r of N for r ∈ R (cf. [71] ). The spaces Vr = D(N r/2) are Hilbert
spaces. In particular, V−1 = (H1(Ω))′ or (H1per(Ω))
′, V0 = L2(Ω), V1 = H1(Ω) or
H1per(Ω). The injection Vr1 ↪→ Vr2 is compact whenever r1 > r2. We denote by ‖.‖
and (., .) the usual norm and scalar product in L2(Ω) (and also in L2(Ω)d). When




(‖N r/2ϕ‖2 + |m(ϕ)|2)1/2
is a norm on Vr which is equivalent to the usual H
r(Ω)−norm; we endow V ′r with
the norm
‖ϕ‖−r =
(‖N−r/2ϕ̄‖2 + |m(ϕ)|2)1/2 .




assume that g ∈ C2(R) and the following conditions hold (cf., e.g., [7]):
G(s) ≥ −C1, C1 ≥ 0, ∀s ∈ R, (1.5.3)
∀γ ∈ R, ∃ C2(γ) > 0, C3(γ) ≥ 0 such that
(s− γ)g(s)− C2G(s) ≥ −C3, ∀s ∈ R, (1.5.4)
(where C2, C3 are bounded when γ is bounded)
g′(s) ≥ −C4, C4 ≥ 0, ∀s ∈ R, (1.5.5)
|g′′(s)| ≤ C5 (|s|p + 1) , C5 > 0, ∀s ∈ R. (1.5.6)
We note that in space dimension one no growth assumption on g is needed.
The space X
Y
denotes the closure of a metric space X ⊂ Y in the topology
of the complete metric space Y . Furthermore, there exist two positive constants
C6, C7 such that
‖ϕ‖−1 ≤ C6‖ϕ‖ ∀ϕ ∈ L2(Ω),
‖ϕ̄‖ ≤ C7‖∇ϕ‖, ∀ϕ ∈ V1.
For every r ≥ 0, we endow the Hilbert spaces
Ur = D(N r/2)×D(N (r−1)/2) and Wr = D(N r/2)×D(N r/2)
respectively with the norms
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‖(ϕ, ψ)‖Ur =
(‖(I +N)r/2ϕ‖2 + ‖(I +N)(r−1)/2ψ‖2)1/2
and ‖(ϕ, ψ)‖Wr =
(‖(I +N)r/2ϕ‖2 + ‖(I +N)r/2ψ‖2)1/2 .
Note that ‖(I +N)r/2.‖2 is a norm on Vr which is equivalent to ‖.‖r. Sometimes,
we will use the equivalent norms
‖(ϕ, ψ)‖Ur,ε =
(‖(I +N)r/2ϕ‖2 + ε‖(I +N)(r−1)/2ψ‖2)1/2
and ‖(ϕ, ψ)‖Wr,ε =
(‖(I +N)r/2ϕ‖2 + ε‖(I +N)r/2ψ‖2 + ‖(I +N)(r−1)/2ψ‖2)1/2 .
Then, we set
Kα = {ϕ ∈ L2(Ω), |m(ϕ)| ≤ α},
Kα,σ = {(ϕ, ψ) ∈ U1, |m(ϕ)| ≤ α, |m(ψ)| ≤ σ},
K̃α,ρ = {(ϕ, ψ) ∈ W1, |m(ϕ)| ≤ α, |m(ψ)| ≤ ρ},
for some α, ρ, σ ≥ 0.
The following inequalities hold, there exists c > 0 such that for any α ∈ [0, 1]:
‖(τI + δN)−αNαq‖ ≤ 1
δα
‖q‖, ∀q ∈ D(Nα), (1.5.7)
‖(τI + δN)−αw‖ ≤ 1
τα
‖w‖, ∀q ∈ L2(Ω), (1.5.8)
‖∇(τI + δN)−1/2u‖ ≥ c‖ū‖, ∀u ∈ L2(Ω). (1.5.9)
We multiply (1.2.5)1 and (1.2.6)2 by 1 and integrate over Ω, then we find
d
dt
m(φ) = 0 and
d
dt
[m(φ) + εm(u)] = 0,
respectively, so that
m(φ(t)) = m(φ0) and m(u(t)) = m(u0), ∀t ≥ 0. (1.5.10)
Performing same computation on (1.2.12) and (1.2.13), we also arrive at (1.5.10).
We remind also the following properties of the operator N . The eigenvalues
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{λk} and corresponding eigenvectors {ek} (which are orthogonal basis of L2(Ω))












if d = 1, (1.5.11)


































































, for k1, k2 = 0, 1, 2, ....
For any η > 0, we denote by Cη((−∞, 0];Ud) the following Banach space (cf.,
e.g., [22, 62])









Throughout this work, the same letter c, C and c′ (and sometimes ci, i =
0, 1, 2, ...) denote positive constants that may change from line to line, but are
always independent of ε, ε, δ and on time (unless explicitly specified).
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[2] A. Bonfoh and C.D. Enyi, The Cahn-Hilliard equation as limit of a conserved




EQUATION AS A LIMIT OF A
CONSERVED PHASE-FIELD
SYSTEM
We consider the following problem
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
τφt +N(δφt +Nφ+ g(φ)− u) = 0, in Ω× R+,
εut + φt +Nu = 0, in Ω× R+,
φ|t=0 = φ0, u|t=0 = u0,
(2.0.1)
where δ > 0 is fixed, ε ∈ (0, 1], g satisfies (1.5.3)-(1.5.6), with p > 0 arbitrary
when d = 1, 2 and p ∈ [0, 3] when d = 3.
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2.1 A priori estimates
We multiply (2.0.1)1 by N
−1φt and (2.0.1)2 by u and we integrate over Ω, then









+ 2‖∇u‖2 + 2τ‖φt‖2−1 + 2δ‖φt‖2 = 0.
(2.1.1)
Next, we multiply (2.0.1)1 by N











g(φ)φ̄dx = (u, φ̄). (2.1.2)





























+ ‖φ‖21 + c1
∫
Ω
G(φ)dx ≤ c‖u‖21 + c2, (2.1.4)
where c2 = c(m(φ0)) =
1
2
|m(φ0)|2 + |Ω|C3, but we will omit the dependence of
constants with respect to m(φ0).




τ‖φ‖2 + δ‖∇φ‖2)+ ‖Nφ‖2 + (∇g(φ),∇φ)− (∇u,∇φ) = 0. (2.1.5)















τ‖φ‖2 + δ‖∇φ‖2)+ ‖Nφ‖2 ≤ c (‖u‖21 + ‖φ‖21) . (2.1.6)
Summing (2.1.1), 1(2.1.4) and 2(2.1.6) with 1, 2 > 0, and adding 2|m(u0)|2
on both sides of the resulting inequality, we obtain
d
dt




≤ 2|m(u0)|2 +1c2 + c(1 +2)‖u‖21 + c2‖φ‖21, (2.1.7)
where










τ‖φ‖2 + δ‖∇φ‖2) .
Now, we choose 1 and 2 such that 2 − c(1 + 2) > 0 and 1 − c2 > 0,











‖u‖21 + ‖φ‖22 +
∫
Ω
G(φ)dx+ ‖φt‖2−1 + δ‖φt‖2
)
≤ c′, (2.1.8)
where c′ = c(m(φ0),m(u0)) = 1c2 + 2|m(u0)|2 +2|m(φ0)|2.
Due to (1.5.3), there exists c1 > 0 (independent of ε) such that
E(t) ≥ ε‖u‖2 +2
(
τ‖φ‖2 + δ‖∇φ‖2)− 2C1|Ω|
≥ c1(‖φ‖21 + ε‖u‖2)− 2C1|Ω|. (2.1.9)
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Form (1.5.4) and (1.5.5), choosing γ = 0, we have G(s) ≤ c(sg(s) + 1),
Furthermore, from (1.5.6) and the Mean Value Theorem, we deduce that
|g′(s)| ≤ c(1 + |s|p+1) and |g(s)| ≤ c(1 + |s|p+2).
Therefore, using Young’s inequality and exploiting the Sobolev embedding of
H1(Ω) into Lp+3(Ω), then due to (1.5.4) and (1.5.6) we obtain that
∫
Ω
G(φ)dx ≤ c(1 + ‖φ‖p+3Lp+3(Ω)) ≤ c(1 + ‖φ‖p+31 ). (2.1.10)
Hence
E(t) ≤ c(‖φ‖p+31 + ε‖u‖2 + 1). (2.1.11)
It follows from (2.1.9) and (2.1.11) that there exist c′0, c1, c2 ≥ 0, independent of
ε, such that
c1‖(φ(t), u(t))‖2U1,ε − c′0 ≤ E(t) ≤ c2
(
ε‖u(t)‖2 + ‖φ(t)‖p+31 + 1
)
, (2.1.12)







‖u‖21 + ‖φ‖22 +
∫
Ω





















so that there exists c0 > 0 (independent of ε) such that
‖φ‖21 + ‖u‖2 +
∫
Ω
G(φ)dx ≥ c0E(t). (2.1.14)
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Finally, we obtain from (2.1.13) and (2.1.14) that
d
dt
E(t) + c0E(t) + c
(‖u‖21 + ‖φ‖22 + ‖φt‖2−1 + δ‖φt‖2) ≤ c. (2.1.15)
Now, we multiply (2.0.1)1 by φt and Nφ, then (2.0.1)2 by Nu and we integrate


















‖∇u‖2 + ‖Nu‖2 + (∇φt,∇u) = 0. (2.1.18)




ε‖∇u‖2 + ‖Nφ‖2 + τ‖∇φ‖2 + δ‖Nφ‖2)+ ‖∇Nφ‖2 + ‖Nu‖2 + 2τ‖φt‖2
+ δ‖∇φt‖2 ≤ |(∇g(φ),∇Nφ)|+ |(Ng(φ), φt)|+ |(Nu,Nφ)|. (2.1.19)
We have (Ng(φ), φt) = (g
′(φ)∇φ,∇φt).






































≤ cδ−1 (1 + ‖φ‖61) (1 + ‖φ‖22)‖φ‖22 + δ2‖∇φt‖2. (2.1.22)









‖Nu‖2 + c(1 + ‖φ‖22)‖φ‖22.




ε‖u‖21 + ‖φ‖22 + τ‖φ‖21 + δ‖φ‖22
)
+ ‖φ‖23 + ‖u‖22 + 2τ‖φt‖2 + δ‖φt‖21
≤ M1(t)
δ
(‖φ‖22 + 1)+ c, (2.1.23)




c‖g′(φ)‖2L∞(Ω), if d = 1,
c
(‖φ‖2p+21 + 1) , if d = 2,
c
(‖φ‖61 + 1) , if d = 3.
(2.1.24)
We note that the function t → M1(t) (‖φ‖22 + 1) is L1(0, T ) since t → M1(t) is
C([0, T ]) and φ ∈ L2(0, T ;V2) holds from (2.1.15).
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2.2 Well-posedness
We start the proof by giving the weak formulation of problem (2.0.1). Let
(φ0, u0) ∈ U1.
Weak formulation: For any T > 0, find (φ, u) : [0, T ] → U2 such that
φ(0) = φ0, u(0) = u0, (2.2.1)








ε(u, v) + (φ, v)
]
+ (∇u,∇v) = 0.
(2.2.2)
Theorem 2.1 We assume that (1.5.3)-(1.5.6) hold. If (φ0, u0) ∈ U1, then (2.0.1)
possesses a unique solution (φ, u) such that
(φ, u) ∈ C([0, T ];U1) ∩ L2(0, T ;U2), m(φ) = m(φ0), m(u) = m(u0),
for any T > 0. Moreover, if (φ0, u0) ∈ U2, then
(φ, u) ∈ C([0, T ];U2) ∩ L2(0, T ;U3).
Proof. The proof is by the Faedo-Galerkin method.
(i) There is a complete orthonormal family ej on L
2(Ω) made of eigenvectors of
−Δ such that −Δej = λjej, ej ∈ D(N), j = 0, 1, 2, 3, · · · , (in fact, we have that
ej ∈ W , since Ω is sufficiently regular) and 0 = λ0, λ1 < λ2 < · · · < λm < · · · ,
where W := {ϕ ∈ H4(Ω), ∂nϕ|∂Ω = ∂nΔϕ|∂Ω = 0} or W = H4per(Ω). We set
Em = span{e0, e1, e2, · · · , em} and Pm is the orthonormal projection on Em. We
consider the approximate problem:
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τ(φm, ej) + δ(∇φm,∇ej)
]
+ (Δφm,Δej) + (g




ε(um, ej) + (φm, ej)
]
+ (∇um,∇ej) = 0, j = 0, 1, · · · ,m,
φm(0) = Pmφ0, um(0) = Pmu0,
(2.2.3)
where







′(φm)∇φm,∇ej)− λjβj = 0
εβ′j + α
′
j + λjβj = 0, j = 0, 1, · · · ,m.
(2.2.5)
We set Y = (α0, α1, · · · , αm) and Z = (β0, β1, · · · , βm), thus we deduce from
(2.2.5) the system:
(τI + δM)Y ′ +M2Y +G(Y )−MZ = 0,
ε(τI + δM)Z ′ +
(
(1 + τ)I + δM
)
Z −M2Y −G(Y ) = 0,
(2.2.6)
where



















The matrix M is positive definite and G(Y ) depends continuously on Y . Hence
(2.2.6) or (2.2.3) has a unique solution on some finite time interval [0, Tm).
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Next, we will show that the solutions are bounded in time and uniformly bounded




















Taking note that ‖um(0)‖ ≤ ‖u0‖ and ‖φm(0)‖ ≤ ‖φ0‖, φm and um satisfy the a
priori estimates in section 2.1. Thus replacing φ and u with φm and um, integrating
(2.1.15) from 0 to t, 0 < t < T , and making use of (2.1.12) we deduce that
sup
t∈[0,T ]
‖φm(t)‖21 ≤ C and sup
t∈[0,T ]
ε‖um(t)‖21 ≤ C,
where C is independent of t and m.
Thus the sequences φm and um remains uniformly bounded in L
∞(0, T ;V1) and
L∞(0, T ;L2(Ω)) respectively.
Next, we again deduce from (2.1.15) that (by integration from 0 to T )
∫ T
0
(‖um‖21 + ‖φm‖22 + ‖φmt‖2−1 + δ‖φmt‖2) dt ≤ CT. (2.2.8)




remains uniformly bounded in L2(0, T ;V2), L
2(0, T ;V1), and




formly bounded in L2(0, T ;V−1) as well (with a bound independent of ε).
Passage to the limit :
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We can extract subsequences still denoted as φm and um such that
φm ⇀ φ in L
∞(0, T ;V1) weakly − star,
φm ⇀ φ in L




εu in L∞(0, T ;L2(Ω)) weakly − star,
um ⇀ u in L





2(0, T ;L2(Ω)) weakly,
φmt ⇀ φt in L
2(0, T ;V−1) weakly.
(2.2.9)
Now, we show convergence for the nonlinear term g(φm). From (1.5.6), and
due to φm uniformly bounded in L
∞(0, T ;V1), we have









(1 + ‖φm‖p+21 )dt
≤ C. (2.2.10)
Thus, up to a subsequence, g(φm) ⇀ ψ in L
2(Ω× (0, T )).
From (2.2.9), due to Lemma 1.1, we deduce that φm → φ in L2(Ω × (0, T )) and
a.e. (x, t) in Ω × (0, T ). It follows from the continuity of g that g(φm) → g(φ)
a.e. (x, t) in Ω× (0, T ). Hence, by the dominated convergence theorem (cf. [68],
Lemma 8.3) g(φm) ⇀ g(φ) in L
2(Ω× (0, T )). Then, the uniqueness of weak limits
gives that g(φ) = ψ.
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Now, in other to pass to the limit in the approximate problem (2.2.3), we
consider a scalar function Ψ and Φ continuously differentiable on [0, T ] and such
that Ψ(T ) = Φ(T ) = 0.
Next, we multiply (2.2.3)1 by Ψ(t) and (2.2.3)2 by Φ, integrate with respect








































= ε(u0m, ej)Φ(0) + (φ0m, ej)Φ(0). (2.2.12)
Passing to the limit as m → ∞, and taking into account (2.2.4), we deduce that
(2.2.11) and (2.2.12) hold, for φm and um replaced with φ and u respectively, for








































= ε(u0, v)Φ(0) + (φ0, v)Φ(0), ∀v ∈ V1. (2.2.14)
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Now, considering in particular, for any ζ, χ ∈ D(0, T ) with Ψ = ζ, χ = Φ, it
follows from (2.2.13) and (2.2.14) that the following inequalities hold in the sense








ε(u, v) + (φ, v)
]
+ (∇u,∇v) = 0, ∀v ∈ V1,
(2.2.15)
which is exactly (2.2.2). Thus the following equalities hold
τφt − δΔφt +Δ2φ,−Δg(φ) + Δu = 0, in L2(0, T ;V−2), (2.2.16)
εut + φt −Δu = 0, in L2(0, T ;V−1). (2.2.17)
Finally, we need to show that φ(0) = φ0 and u(0) = u0. However, we will show first
that φ and u are continuous on [0, T ]. From (2.2.17), we get
√
εut ∈ L2(0, T ;V−1).
From classical compactness theorems (cf. Lemma 1.2), it follows that φ is weakly
continuous from [0, T ] into V1, and
√
εu is weakly continuous from [0, T ] into
L2(Ω). Using (2.1.1) and due to (1.5.6), we can see that
|V (t)− V (t′)| ≤ c
∫ t
t′
(‖φt(s)‖2 + ‖∇u(s)‖2 + ‖φ(s)‖2p+21 + 1)ds.
where V (t) = ‖φ(t)‖21 + ε‖u(t)‖2. Hence, as t → t′, we deduce that the real
function t→ ‖φ(t)‖21 + ε‖u(t)‖2 is continuous on [0, T ]. We can conclude that
φ ∈ C([0, T ];V1) and
√
εu ∈ C([0, T ];L2(Ω)). (2.2.18)
Now, we multiply (2.2.15)1 by Ψ(t) and (2.2.15)2 by Φ(t) (Ψ and Φ as before),






























= ε(u(0), v)Φ(0) + (φ(0), v)Φ(0), ∀v ∈ V1. (2.2.20)
From (2.2.13) and (2.2.19), we deduce
(τ + δ)(φ(0)− φ0, q)Ψ(0) = 0, ∀q ∈ V2, (2.2.21)
as well, from (2.2.14) and (2.2.20), we deduce
ε(u(0)− u0, v)Φ(0) + (φ(0)− φ0, v)Φ(0) = 0, ∀v ∈ V1, (2.2.22)
for every Ψ,Φ such that Ψ(T ) = Φ(T ) = 0. Hence, we can choose Ψ,Φ such that
Ψ(0) = 0 and Φ(0) = 0. Therefore, from (2.2.21) we have
(τ + δ)(φ(0)− φ0, q) = 0, ∀q ∈ V2,
which implies that φ(0) = φ0, it then follows from (2.2.22) that
ε(u(0)− u0, v) = 0, ∀v ∈ V1,
which implies that u(0) = u0.
(ii) Uniqueness: Let (φ1, u1) and (φ2, u2) be two solutions of 2.0.1. Setting φ =
φ1 − φ2 and u = u1 − u2, we have φ(0) = 0, u(0) = 0, m(φ(t)) = 0, m(u(t)) = 0,
∀t ≥ 0, and (φ, u) satisfies the equations
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τφt +N(δφt +Nφ+ g(φ1)− g(φ2)− u) = 0, (2.2.23)
εut + φt +Nu = 0. (2.2.24)
We multiply (2.2.23) by N−1φt, and (2.2.24) by u and we integrate over Ω, then





(‖φ‖21 + ε‖u‖2)+ ‖u‖21 + τ‖φt‖2−1 + δ‖φt‖2 ≤ |(g(φ1)− g(φ2), φt)|. (2.2.25)
Using (1.5.6), we have the following estimates.
When d = 1, we have (cf. (2.1.20))
‖g(φ1)− g(φ2)‖2 ≤ sup
θ∈[0,1]
‖g′(θφ1 + (1− θ)φ2)‖2L∞(Ω)‖φ‖2. (2.2.26)
When d = 2, we have
‖g(φ1)− g(φ2)‖2 ≤ c(1 + ‖φ1‖2p+2L3p+3(Ω) + ‖φ2‖2p+2L3p+3(Ω))‖φ‖2L6(Ω)
≤ c(1 + ‖φ1‖2p+21 + ‖φ2‖2p+21 )‖φ‖21. (2.2.27)









≤ c‖φ‖2 + c(‖φ1‖4L∞(Ω) + ‖φ2‖4L∞(Ω))(‖φ1‖4L6(Ω) + ‖φ2‖4L6(Ω))‖φ‖2L6(Ω)
≤ c‖φ‖2 + c(‖φ1‖21 + ‖φ2‖21)(‖φ1‖22 + ‖φ2‖22)(‖φ1‖41 + ‖φ2‖41)‖φ‖21
≤ c(1 + ‖φ1‖61 + ‖φ2‖61)(1 + ‖φ1‖22 + ‖φ2‖22)‖φ‖21. (2.2.28)
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Therefore, from (2.2.25) and application of Young’s inequality, we deduce that
d
dt







‖g′(θφ1 + (1− θ)φ2)‖2L∞(Ω), if d = 1,
c(1 + ‖φ1‖2p+21 + ‖φ2‖2p+21 ), if d = 2,
c(1 + ‖φ1‖61 + ‖φ2‖61)(1 + ‖φ1‖22 + ‖φ2‖22), if d = 3.
Observe that from (2.1.15), we have that φ1, φ2 ∈ L2(0, T ;V2) so that M2(t) ∈
L1(0, T ). Applying the Gronwall’s lemma to (2.2.29), we deduce that




0 M2(s)ds‖(φ(0), u(0))‖2U1,ε , ∀t ≥ 0, (2.2.30)
hence the result.
(iii) If (φ0, u0) ∈ U2, we can proceed like in part (i) to show the existence of a
pair of functions (φ, u) solution to (2.0.1) such that φ ∈ C([0, T ];V2)∩L2(0, T ;V3)
and u ∈ C([0, T ];V1) ∩ L2(0, T ;V2).
Thus the proof of Theorem (2.1) is complete.
2.3 The global attractor
Thanks to Theorem 2.1, we can define the semigroup
Sε(t) : U1 → U1, (φ0, u0) → (φ(t), u(t)), t ≥ 0,
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where (φ(t), u(t)) is the solution to (2.0.1) at time t. From Theorem 2.1, we deduce
that the semigroup Sε(t) is strongly continuous. We apply Gronwall’s lemma to
(2.1.15) and we deduce the existence of an absorbing set for Sε(t) on Kα,σ of the
form
B1 = {(ϕ, ψ) ∈ Kα,σ, ‖(ϕ, ψ)‖U1,ε ≤ r1},
where r1 is independent of ε. Note that, if (φ, u) ∈ Kα,σ, then the constant c0
in (2.1.15) is bounded from below by a strictly positive constant that does not
depend on m(φ0) and m(u0), the other constants are also independent of m(φ0)
and m(u0). Now, let (φ0, u0) be in a bounded set B of Kα,σ, then there exists
t1 > 0 depending only on B such that ‖(φ(t), u(t))‖U1,ε ≤ r1, ∀t ≥ t1. We also
deduce from (2.1.15) that
∫ t+1
t
‖(φ(s), u(s))‖2U2,εds ≤ c, ∀t ≥ t1. Applying the
uniform Gronwall lemma to (2.1.23), we deduce the existence of an absorbing set
for Sε(t) on Kα,σ of the form
B2 = {(ϕ, ψ) ∈ Kα,σ ∩ U2, ‖(ϕ, ψ)‖U2,ε ≤ rδ,2},
where rδ,2 is independent of ε.
Proposition 2.1 The semigroup Sε(t) restricted to Kα,σ is uniformly compact
for every ε ∈ (0, 1].




Sε(t)B is bounded in Kα,σ and in Kα,σ ∩ U2. Since U2 is compact
in U1, we have that
⋃
tt(B)+1






We apply Theorem 1.1 and we obtain the following result.
Theorem 2.2 For every ε ∈ (0, 1], the semigroup Sε(t) has the global attractor
Aα,σε in Kα,σ.
The semigroup S(t) generated by the unperturbed problem (the viscous Cahn-
Hilliard equation (1.2.7)) possesses the global attractor Aα on Kα (see [7]). Ob-
serve that a solution of the unperturbed problem for both variables φ and u (at
time t) is given by
φ(t) = S(t)φ0 and u(t) = Lm(u0)φ(t),
where






{(ϕ,Lβϕ), ϕ ∈ Aα}.
We now give the following stability property, whose proof is given in Theo-
rem 3.2 of the next Chapter.




distU2(Aα,σε , (Aα)σ) = 0. (2.3.2)
2.4 Inertial manifolds
In this section, we take d = 1 or 2, and we assume Ω = Πdi=1(0, Li) and L1/L2 is a
rational number. Also, we consider Neuman (1.5.1) or periodic (1.5.2) boundary
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conditions when d = 1 and only the periodic (1.5.2) boundary condition when
d = 2. In order to prove the existence of an inertial manifold for Problem (2.0.1),
we introduce the “prepared problem”:
⎧⎪⎪⎨
⎪⎪⎩
τφt +N(δφt +Nφ+ g(φ)− u) = 0,








rd is the radius of the absorbing set Bd ⊂ Kα,σ ∩ Ud for the semigroup Sε(t)|Kα,σ ,




(I +N)1/2, if d = 1,
I +N, if d = 2,
(2.4.3)
and θ : R+ → [0, 1] is a C1 function such that θ(s) is equal to 1 when 0 ≤ s ≤ 1,
and is equal to 0 when s > 2, and |θ′(s)| ≤ 2, ∀s ≥ 0.
Then we write (2.4.1) in the following form:
Ut +AU + G(U) = 0, (2.4.4)











⎜⎜⎝ (τI + δN)


















1 + τ + (δ + ε)λk ±
√
(1 + τ + (δ + ε)λk)2 − 4ελk(τ + δλk)
)
,





1 + τ + (δ − ε)λk ±
√
(1 + τ + (δ + ε)λk)2 − 4ελk(τ + δλk)
)
,
{λk} are the eigenvalues of N ordered in an increasing sequence and {ek} are the
corresponding eigenfunctions, see (1.5.11)-(1.5.13).
Proposition 2.2 The operator A is non self-adjoint.






(τI + δN)−1N2u1 − (τI + δN)−1Nu2
−1
ε








(τI + δN)−1N2v1 − (τI + δN)−1Nv2
−1
ε






〈AU, V 〉 − 〈U,AV 〉
=(1 + τ)
[− ((τI + δN)−1Nu2, v1) + (u1, (τI + δN)−1Nv2)]
+ δ
[− ((τI + δN)−1N∇u2,∇v1) + (∇u1, (τI + δN)−1N∇v2)]
+ (v1, (τI + δN)
−1N∇u2) + (v1, Nu2) + ε(Nu2, v2)
− (u1, (τI + δN)−1N∇v2)− (u1, Nv2)− ε(u2, Nv2)
=τ
[
(u1, (τI + δN)
−1Nv2)− ((τI + δN)−1Nu2, v1)
]
+ δ
[− ((τI + δN)−1N∇u2,∇v1) + (∇u1, (τI + δN)−1N∇v2)]
+ (v1, Nu2)− (u1, Nv2).
In particular, let u1 = u2 = v1 and v2 = 2u1, we can choose u1 ∈ V3 = D(N3/2)
different from a constant such that
〈AU, V 〉 − 〈U,AV 〉 = τ‖(τI + δN)−1/2∇u1‖2 + δ‖(τI + δN)−1/2Nu1‖2 − ‖∇u1‖2
= 0.
Therefore the operator A is not symmetric, hence A is non self-adjoint.
Let c1 > 0. There exists n such that λn ≥ 1 and
λn+1 − λn > max{4c1(τ + 1), 4c1δ}. (2.4.5)
Indeed, if d = 1, then this is immediate; and if d = 2, then the result is due to I.
Richards (see [67]), since L1/L2 is rational. Of course, the latter estimate implies
that
























(1 + τ + δλk+1)λk+1
τ + δλk+1












(1− τ − δλk+1)λ3k+1
(τ + δλk+1)2






(1 + τ + δλk+1)
2λ2k+1
(τ + δλk+1)2




Let us now prove the following results.
Lemma 2.1 Provided that n is large enough for (2.4.5) to hold, there exists ε̃(n)
suitably small such that the following inequalities are satisfied:
(i) fn ≥ 0.
(ii) Δn ≥ 0, for every ε ∈ (0, ε̃(n)].






2 − (i+n g−n + j+n fn) < 0.




n − (εfn + g−n )2 > 0, for every ε ∈ (0, ε̃(n)].




n+1 − (τ + δλn+1)λ2n − 2c1(τ + δλn)(τ + δλn+1)






n+1 − (τ + δλn+1)λ2n − 2c1(τ + δλn)(τ + δλn+1)
= τ(λ2n+1 − λ2n) + δλnλn+1(λn+1 − λn)− 2c1τ 2 − 2c1τδ(λn+1 + λn)− 2c1δ2λnλn+1
= 2τ(λn+1 + λn)(λn+1 − λn − 4c1τδ) + 2τ(λ2n+1 − λ2n − 4c1τ)
+ δλnλn+1(λn+1 − λn − 2c1δ) > 0
holds true, whenever (2.4.5) is satisfied. Hence fn ≥ 0.






















n+1Dn+1 − λ2nDn have the same sign,
and
λ2n+1Dn+1 − λ2nDn =(δ − ε)2(λ4n+1 − λ4n) + 2 [δ(1 + τ) + ε(1− τ)] (λ3n+1 − λ3n)
+ (1 + τ)2(λ2n+1 − λ2n), (2.4.7)





Dn and Dn+1 −Dn have the same sign, and
Dn+1 −Dn =(δ − ε)2(λ2n+1 − λ2n) + 2 [δ(1 + τ) + ε(1− τ)] (λn+1 − λn), (2.4.8)
It is clear that both quantities (2.4.7) and (2.4.8) are positive for every ε ∈
(0, ε̃(n)], for some ε̃(n) > 0, hence the result.












and we have f 2n < x
− ≤ x+, hence (iii).
(iv) A computation shows that
i−n g
+
n − i+n g−n
=
2λnλn+1

















= −2λnλn+1 (1 + τ + δλn)(1 + τ + δλn+1)


















2 − (i+n g−n + j+n fn)
=
(
(1 + τ + δλn)λ
2
n+1 − (1 + τ + δλn+1)λ2n − c1(1 + τ + δλn)(1 + τ + δλn+1)
)
×− 4λnλn+1
(τ + δλn)(τ + δλn+1)
.
Exactly like in (i), we have that
(1 + τ + δλn)λ
2




(λn+1 + λn)(λn+1 − λn − 2c1δ) + 1 + τ
2
(λ2n+1 − λ2n − 2c1(1 + τ))
+ δλnλn+1(λn+1 − λn − c1δ) > 0






n − (εfn + g−n )2 > 0
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is equivalent to
ε2 (h+n − f 2n) + 2ε (i+n − fng−n ) + j+n − (g−n )2 > 0.
A computation shows that

















j+n − (g−n )2 = 2
(1 + τ + δλn)(1 + τ + δλn+1)λnλn+1
(τ + δλn)(τ + δλn+1)
> 0.
Hence (v) holds for all ε ∈ (0, ε̃(n)]. The proof of the lemma is completed.
We have the following result.
Proposition 2.3 For every c1 > 0, there exists n (independent of ε) and a ε̃(n) >
0 such that, for every ε ∈ (0, ε̃(n)], the spectral gap condition holds:
μ−n+1 − μ−n > c1. (2.4.11)




τ(1 + τ) + δ(λk+1 + λk) + δ
2λkλk+1
]
(τ + δλk)(τ + δλk+1)
≥ 0.
We have





n −Δn) + c1.
Thanks to (i) and (ii) of Lemma 2.1, the inequality εfn+g
−


















2 > A2n+1 + A
2











n+1 − A2n = ε2h−n + 2εi−n + j−n .
















)2 − 2 (ε2h+n + 2εi+n + j+n ) (εfn + g−n )2 + (εfn + g−n )4 < 0.
(2.4.14)




n , we compute that (j
−
n )
2 + (g−n )
4 − 2j+n (g−n )2 = 0, and we



































2 − (i+n g−n + j+n fn)
]
< 0. (2.4.15)
On account of (i), (iii) and (iv) of Lemma 2.1, the inequality (2.4.15) holds for
every ε ∈ (0, ε̃(n)], for some ε̃(n) > 0. Finally, it results from (2.4.15), (ii) and
(v) of Lemma 2.1 that (2.4.11) holds for every ε ∈ (0, ε̃(n)].
We now prove the following result.
Theorem 2.4 Let (1.5.3)-(1.5.6) hold. We assume that g ∈ C3(R),
Ω = Πdi=1(0, Li), d ≤ 2 and L1/L2 is rational if d = 2. Then, there exists ε̃(n)
such that, for every ε ∈ (0, ε̃(n)], System (2.4.4) has an inertial manifold M̃α,σε
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U±k , k = 0, 1, ..., n
}
, Yn = span
{
U±k , k = n+ 1, n+ 2, ...
}U1
,
σ1 = {μ−l , μ+m, max{μ−l , μ+m} ≤ μ−n },
σ2 = {μ+l , μ±m, μ−l ≤ μ−n < min{μ+l , μ±m}}
and Xn1 = span{U−l , U+m, μ−l , μ+m ∈ σ1}, Xn2 = span{U+l , μ−l ≤ μ−n < μ+l }.
We introduce the scalar product 〈., .〉 in U1 (inspired by [76]) defined by
〈U, V 〉 = Ψ1(PXnU,PXnV ) + Ψ2(PYnU,PYnV ), (2.4.16)
for any U, V ∈ U1, where PXn and PYn are, respectively, the projections from U1
onto Xn and Yn and the functions Ψ1 : Xn ×Xn → R and Ψ2 : Yn × Yn → R are
defined by
Ψ1(U ,V ) = (1 + τ)(u, y) + δ(∇u,∇y) + ε(u, z) + ε(y, v) + ε2(v, z), (2.4.17)
Ψ2(U ,V ) = (1 + τ)(u, y) + δ(∇u,∇y) + ε(u, z) + ε(y, v) + ε2(v, z), (2.4.18)
with U = (u, v), V = (y, z) in Xn (or in Yn). Indeed, we have
Ψ1(U ,U ) = (1 + τ)‖u‖2 + δ‖∇u‖2 + 2ε(u, v) + ε2‖v‖2
≥ (1 + τ)‖u‖2 + δ‖∇u‖2 − 2ε‖u‖‖v‖+ ε2‖v‖2




= τ‖u‖2 + δ‖∇u‖2 + ε
2
2
‖v‖2, ∀U ∈ Xn, (2.4.19)
similarly
Ψ2(U ,U ) ≥ τ‖u‖2 + δ‖∇u‖2 + ε
2
2
‖v‖2, ∀U ∈ Yn, (2.4.20)
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then we have that










= (1 + τ)(el, el) + δ(∇el,∇el)− ε(el, μ̃+l el)− ε(el, μ̃−l el) + ε2(μ̃+l el, μ̃−l el)
= (1 + τ) + δλl − ε(μ̃+l + μ̃+l ) + ε2μ̃−l μ̃+l
= 0.
As a consequence, Xn1 is orthogonal to Xn2 and to Yn, and the decomposition
Kα,σ = Xn1 ⊕Xn2 ⊕ Yn is orthogonal with respect to the scalar product 〈., .〉 and
we set U11 = Xn1 and U1⊥1 = Xn2⊕Yn. Let P be the unique orthogonal projection
onto U11 , then Q = I − P is defined on U1⊥1 . We now define the norm
|||U ||| = 〈U,U〉1/2. (2.4.21)
Remark 2.4.1 From (2.4.19) and (2.4.20), we deduce that there exist c′δ, cδ > 0
independent of ε such that
c′δ(‖φ‖21 + ε2‖u‖2) ≤ |||U ||| ≤ cδ(‖φ‖21 + ε2‖u‖2), ∀U = (φ, u) ∈ U1,
where c′δ = min{12 , δ, τ} and cδ = max{2, δ, (2 + τ)}
We have that Λ is an algebra on H1(Ω) when d = 1 and on H2(Ω) when d = 2,
i.e.,
‖Λφϕ‖ ≤ c‖Λφ‖‖Λϕ‖.
We have that g, g′, g′′, g′′′ are bounded continuous functions on Kα ∩ D(Λ), and
we deduce that
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‖Λg′(φ)v‖ ≤ cδ‖Λv‖, ∀φ, v ∈ Kα ∩D(Λ),
hence there exists c > 0 such that,
‖Λg(φ)‖ ≤ cδ, ∀φ ∈ Kα ∩D(Λ) (2.4.22)






I, if d = 1,
(I +N)1/2, if d = 2.
(2.4.24)
Thus, on account of (2.4.22) and (2.4.23), we have that G : Ud → Ud is globally
Lipschitz continuous, that is, there exists c > 0, independent of ε, such that
|||ΓG(U)||| ≤ cδ, ∀U ∈ Kα,σ ∩ Ud, (2.4.25)
|||ΓG(U)− ΓG(V )||| ≤ cδ|||ΓU − ΓV |||, ∀U, V ∈ Kα,σ ∩ Ud. (2.4.26)
Indeed, for U = (φ, u), V = (ϕ, v), from (2.4.22) we have
|||ΓG(U)||| = ‖Γ(τI + δN)−1Ng(φ)‖1 + ε‖Γ1
ε
(τI + δN)−1Ng(φ)‖
≤ cδ−1(‖Γg(φ)‖1 + ‖Γg(φ)‖)
≤ cδ‖Λg(φ)‖
≤ cδ,
and from (2.4.23) we have
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|||ΓG(U)− ΓG(V )||| =
∣∣∣∣
∣∣∣∣






(‖Γ(g(φ)− g(ϕ))‖1 + ‖Γ(g(φ)− g(ϕ))‖)
≤ cδ‖Λφ− Λϕ‖
≤ cδ|||ΓU − ΓV |||.
Moreover, there exist C1, C2 > 0, independent of ε, such that
‖QesAQ‖L(QUd) ≤ C1esμ
−
n+1 , s < 0,
‖Pe−sAP‖L(PUd) ≤ C2e−sμ
−
n , s ≤ 0,
for every ε ∈ (0, 1].
Indeed, let φ =
n∑
j=0
αjwj and ϕ =
∞∑
j=n+1





























)2 ‖ϕ‖2 ≤ (esμ−n+1)2 ‖ϕ‖2, s < 0.
(2.4.28)
It follows from the existence theorem of inertial manifolds Theorem 1.3 (see also
[71, Chap. 9, Theorem 2.1] and [68]) that the semigroup generated by Equation
(2.4.4), admits an inertial manifold M̃α,σε in Kα,σ∩Ud. More precisely, there exists
a Lipschitz mapping Φα,σε : Kα,σ ∩PUd → QUd such that the graph of Φα,σε defines
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an inertial manifold
M̃α,σε = {p̄ + Φα,σε (p̄), p̄ ∈ Kα,σ ∩ PUd} ,
of dimension n independent of ε, for the semigroup S̃ε(t) : U0 → U(t), where U(t)
is solution of (2.4.4) at time t, with respect to the metric induced by the norm
|||Γ·|||.
2.5 Exponential attractors
2.5.1 Estimates of the difference of two solutions
Firstly, we estimate the difference of two solutions of (2.0.1).
Proposition 2.4 There exist cδ, c
′
δ > 0 independent of ε such that
‖Sε(t)z1 − Sε(t)z2‖2U2,ε ≤ cδ(t−1 + 1)ec
′
δt‖z1 − z2‖2U1,ε , ∀t > 0, (2.5.1)
for any zi = (φ0i, u0i) ∈ B2, i = 1, 2, and any ε ∈ (0, 1].
Proof. We consider two solutions (φ1, u1) and (φ2, u2) of (2.0.1) with initial
conditions
φi|t=0 = φ0i, ui|t=0 = u0i,
such that (φ0i, u0i) ∈ B2, i = 1, 2. We set φ = φ1−φ2, u = u1−u2, φ̃0 = φ01−φ02
and ũ0 = u01 − u02. There exists cδ > 0, independent of ε, such that
‖φi(t)‖22 + ε‖ui(t)‖21 ≤ cδ, ∀t ≥ 0. (2.5.2)




δφt +Nφ+ g(φ1)− g(φ2)− u
)
= 0, (2.5.3)
εut + φt +Nu = 0, (2.5.4)
φ|t=0 = φ̃0, u|t=0 = ũ0. (2.5.5)
We multiply (2.5.3) and (2.5.4) by N−1φt and by u, respectively, integrate over









(‖u(s)‖21 + δ‖φt(s)‖2) ds ≤ c‖(φ̃0, ũ0)‖2U1,εe c′δ t, ∀t ≥ 0,
(2.5.6)




‖φ(s)‖22ds ≤ cδ‖(φ̃0, ũ0)‖2U1,εe
c′
δ
t, ∀t ≥ 0. (2.5.7)
Now, we multiply (2.5.3) and (2.5.4) by φt and Nu, respectively, integrate over




ε‖∇u‖2 + ‖Nφ‖2)+ c (‖Nu‖2 + ‖φt‖21) ≤ cδ‖φ‖21. (2.5.8)




εt‖∇u‖2 + t‖Nφ‖2)+ ct (‖Nu‖2 + ‖φt‖21) ≤ cδ (t+ 1) (ε‖u‖21 + ‖φ‖22) .
(2.5.9)
Integrating (2.5.9) between 0 and t, and using (2.5.6) and (2.5.7), we deduce the
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result.
Now, we prove the following





, ∀t ≥ 1, ∀z ∈ B2. (2.5.10)





‖∇u‖2 + ‖Nu‖2 + (φt, Nu) = 0. (2.5.11)
From (2.0.1)1, we deduce that
φt = −(τI + δN)−1N(Nφ+ g(φ)− u). (2.5.12)





‖∇u‖2 + ‖Nu‖2 + ‖N(τI + δN)−1/2u‖2
= ((τI + δN)−1N2φ,Nu) + ((τI + δN)−1Ng(φ), Nu). (2.5.13)
We have ‖g(φ(t))‖L∞(Ω) ≤ c, since ‖φ(t)‖2 ≤ c, ∀t ≥ 0, and on account of (1.5.7)




‖∇u‖2 + c‖∇u‖2 ≤ c
δ
. (2.5.14)
We first multiply (2.5.14) by ect/ε, then we integrate between s and t+ 1, for any
s ≤ t+ 1. This yields




ec(t+1)/ε − ecs/ε) . (2.5.15)
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, ∀t ≥ 1,
since |m(u0)| ≤ σ, hence the result.
From now on, we will assume that
B = {ϕ ∈ D(Nk/2), ‖(I +N)k/2ϕ‖ ≤ rk}
is an absorbing set of S(t) on Kα, where rk > 0 are the same as in Bk, k = 1,2.
We now show the following estimate.
Proposition 2.6 There exist t > 0, cδ > 0 and c
′
δ > 0 (all independent of ε)
such that




δt, ∀t ≥ t, (2.5.16)
for any (φ0, u0) ∈ B2, and




δt, ∀t ≥ t, (2.5.17)
for any (φ0, u0) ∈ Sε(1)B2, and any ε ∈ (0, 1].
Proof. Let us take (φ0, u0) ∈ B2. We set
(φε(t), uε(t)) = Sε(t)(φ0, u0), (φ(t), u(t)) = (S(t)φ0,Lm(u0)S(t)φ0).
On account of (2.5.2) and (2.5.10), there exist cδ > 0 such that
‖φε(t)‖22 + ‖uε(t)‖21 ≤ cδ, ∀t ≥ 0, (2.5.18)
‖φ(t)‖2 ≤ cδ, ∀t ≥ 0. (2.5.19)
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We now set P = φε − φ and R = uε − u and they satisfy the following problem:
τPt +N(δPt +NP + g(φ
ε)− g(φ)−R) = 0, (2.5.20)
εRt + Pt +NR = −εut, (2.5.21)
P |t=0 = 0, R|t=0 = u0 − Lm(u0)φ0. (2.5.22)
We also have
m(P (t)) = m(R(t)) = m(ut(t)) = 0, ∀t ≥ 0.












‖R‖2 + ‖R‖21 + (Pt, R) = −ε(ut, R), (2.5.24)
respectively. Summing (2.5.23) and (2.5.24) and noting that
‖g(φε)− g(φ)‖ ≤ c‖P‖1, we deduce that
d
dt
(‖P‖21 + ε‖R‖2)+ 2‖Pt‖2−1 + δ‖Pt‖2 + ‖R‖21 ≤ c1δ−1‖P‖21 + ε2‖ut‖2−1.
(2.5.25)
We will show that
‖ut(t)‖2 ≤ cδect, ∀t ≥ 0. (2.5.26)
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We then apply the Gronwall’s lemma to (2.5.25), and we find
‖P (t)‖21 + ε‖R(t)‖2 ≤ cδ
(
ε‖u0 − Lm(u0)φ0‖2 + ε
)
ecδt, ∀t ≥ 0, (2.5.27)








ε‖u0 − Lm(u0)φ0‖2 + ε
)
ecδt, ∀t ≥ 0, (2.5.28)
due to (2.5.26) and (2.5.27). From (2.5.20), we deduce that
Pt = −(τI + δN)−1N (NP + g(φε)− g(φ)−R) . (2.5.29)





‖R‖2 + ‖R‖21 + ‖∇(τI + δN)−1/2R‖2
= (∇(τI + δN)−1NP,∇R) + (∇(τI + δN)−1[g(φε)− g(φ)],∇R)
− ε(N−1/2ut, N1/2R). (2.5.30)















ε‖R‖2) ≤ cδ (ε‖u0 − Lm(u0)φ0‖2 + ε) ecδt. (2.5.31)




εt‖R‖2ect/ε) ≤ ε‖R‖2ect/ε + cδtect/ε (ε‖u0 − Lm(u0)φ0‖2 + ε) ecδt. (2.5.32)
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so that, due to (2.5.28),
ε‖R(t)‖2 ≤ εcδ
(










ε‖u0 − Lm(u0)φ0‖2 + ε
)
. (2.5.33)
Like Estimate (2.5.27), we can show that
‖P (t)‖22 + ε‖R(t)‖21 ≤ cδ
(
ε‖u0 − Lm(u0)φ0‖21 + ε
)
ecδt, ∀t ≥ 0.
On the other hand, we have (cf. again (2.5.28))











δt, ∀t ≥ 0,
so that




ε‖u0 − Lm(u0)φ0‖21 + ε
)
. (2.5.34)





(‖P‖21 + ε‖R‖2) (t+√ε) ≤ cδ [(‖P‖21 + ε‖R‖2) (√ε) + ε2] ec′δt, ∀t ≥ 0.
(2.5.35)
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Thanks to (2.5.33) and (2.5.34), from (2.5.35) it follows that
(‖P‖21 + ε‖R‖2) (t+√ε) ≤ cδ 4√ε (ε‖u0 − Lm(u0)φ0‖21 + ε) ec′δt, ∀t ≥ 0.
(2.5.36)
Again apply the Gronwall’s lemma to (2.5.25) between s and t, we obtain the
following estimate
‖P (t)‖21 + ε‖R(t)‖2 ≤ cδ
(‖P (s)‖21 + ε‖R(s)‖2 + ε2) ec′δt,
for any given s ≥ 0 and any t > s. Let t > 0, independent of ε, be such that
t >
√
ε. This latter estimate, with s =
√
ε, combined with (2.5.36) gives








δt, ∀t > √ε. (2.5.37)
Finally, estimate (2.5.16) follows from (2.5.18), while estimate (2.5.17) follows
from (2.5.18) and (2.5.37) yield the result.
Proof of (2.5.26) Firstly, we observe that v = φt is solution to the problem
(1 + τ)vt +N(δvt +Nv + g
′(φ)v) = 0, (2.5.38)
v|t=0 = Iφ0, (2.5.39)
where φ(t) = S(t)φ0,
Iφ0 = −[(1 + τ)I + δN ]−1N(Nφ0 + g(φ0)),
and, w = ut satisfies
w(t) = [(1 + τ)I + δN ]−1(Nv(t) + g′(φ(t))v(t)), ∀t ≥ 0.
We have ‖g′(φ(t))‖L∞(Ω) ≤ c, ∀t ≥ 0, due to (2.5.19), therefore ‖g′(φ(t))v(t)‖ ≤
c‖v(t)‖, ∀t ≥ 0.
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(1 + τ)‖v‖2−1 + δ‖v‖2
]
+ ‖∇v‖2 ≤ c‖v‖2.
Application of the Gronwall’s lemma gives ‖v(t)‖2 ≤ cec′t, ∀t ≥ 0. Hence the
result. 
2.5.2 A robust family of exponential attractors
Now, we prove the following result.
Theorem 2.5 For every ε ∈ (0, 1], the semigroup Sε(t) possesses an exponential
attractor Eα,σε in Kα,σ (with dimensions independent of ε), and there exist 0 <
1 ≤ 12 and Mδ > 0 (all independent of ε but depends on δ) such that
distsymU1,ε(Eα,σε , (Eα)σ) ≤Mδε1 , (2.5.40)
distU1(Eα,σε , (Eα)σ) ≤Mδε1 , for any ε ∈ (0, 1], (2.5.41)
and lim
ε→0
distU1((Eα)σ, Eα,σε ) = 0, (2.5.42)
where Eα is an exponential attractor for the semigroup S(t) on Kα.
Proof. We first observe that the semigroup S(t) has an exponential attractor
Eα on Kα (see [7]). From now on, we set
B̃2 = Sε(t)B2,
where t > 0 is independent of ε and such that Sε(t)B2 ⊂ B2 for all t ≥ t. We
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will assume that t ≥ 2. Then, it follows that
B̃2 ⊂ {(ϕ, ψ) ∈ Kα,σ ∩ U2, ‖(ϕ, ψ)‖U2,ε ≤ r2,δ}.
Note that B̃2 is also a bounded absorbing set for Sε(t)|Kα,σ .
Let us now prove the theorem. On account of Theorem 1.2, we let Eε =
U1, Vε = Wε = U2, Bε = B̃2 and we check all the assumptions 1-5. To verify
Assumption 1, there exists a constant c such that
‖Lβφ1 − Lβφ2‖ = ‖[(1 + τ)I + δN ]−1(N(φ1 − φ2) + g(φ1)− g(φ2))‖
≤ 1
δ
‖φ1 − φ2‖+ 1
δ(1 + τ)
(‖g(φ1)− g(φ2)‖+ ‖m(g(φ1)− g(φ2))‖)
≤ cδ(‖φ1 − φ2‖+ ‖g(φ1)− g(φ2)‖)
≤ cδ‖φ1 − φ2‖1, (2.5.43)
for any φ1 and φ2 in B, θ ∈ [0, 1]. Hence taking L = Lβ and the Hölder exponent
α = 1, we obtain Assumption 1.
Assumption 2 is satisfied by Propositions 2.4 and 2.5.
Assumption 3, we choose t∗ such that (2.5.17) is satisfied. Then, from Estimate
(2.5.17) and the fact that B̃2 = Sε(t − 1)Sε(1)B2, we obtain that
‖Smε (t∗)(φ0, u0)− (Sm(t∗)φ0,Lm(u0)Sm(t∗)φ0)‖2U1 ≤ cm(δ) 4
√
ε, ∀m ∈ N,
‖Sε(t)(φ0, u0)− (S(t)φ0,Lm(u0)S(t)φ0)‖2U1 ≤ c(δ) 4
√
ε, ∀t ∈ [t∗, 2t∗],
for any (φ0, u0) ∈ B̃2 and any ε ∈ (0, 1]. Hence, Assumption 3 is verified.
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Thus, we are left to check Assumptions 4 and 5. Indeed, defining
(φi(t), ui(t)) = Sε(t)z0i,
with z0i = (φ0i, u0i) ∈ B̃2, i = 1, 2, and t ∈ [t∗, 2t∗], we obtain
‖Sε(t)z01 − Sε(t′)z02‖U1,ε
≤ ‖Sε(t)z01 − Sε(t′)z01‖U1,ε + ‖Sε(t′)z01 − Sε(t′)z02‖U1,ε , ∀t, t′ ∈ [t∗, 2t∗].
(2.5.44)






ε‖ut(s)‖2ds ≤ c(t+ 1), ∀t ≥ 0. (2.5.45)
Therefore,
‖Sε(t)z01 − Sε(t′)z01‖U1,ε ≤ c









≤ c(t∗, ε, δ)|t′ − t|1/2.
On the other hand, it follows from (2.5.1) that
‖Sε(t′)z01 − Sε(t′)z02‖U1,ε ≤ c(δ, t∗)‖z01 − z02‖U1,ε , ∀t′ > 0.
Hence, we conclude with
‖Sε(t)z01 − Sε(t′)z02‖U1,ε ≤ c(t∗, ε, δ)(|t′ − t|1/2 + ‖z01 − z02‖U1,ε). (2.5.46)
This shows the existence of exponential attractors on B̃2
U1
that satisfy (2.5.41)
and (2.5.42). Then, like in [40], we can extend the basin of attraction to the whole
phase-space U1 by using the transitivity property of the exponential attraction.
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(‖φt‖2 + ‖u‖22)ds, ∀t ≥ 0.
Integrating (2.1.23) between 0 and t, we get, owing to (2.5.18),
∫ t
0
(‖φt‖2 + δ‖φt‖21 + ‖u‖22)ds ≤ c(t+ 1), ∀t ≥ 0.






ε‖ut(s)‖2ds ≤ c(δ + ε)
εδ
(t+ 1), ∀t ≥ 0. 
2.6 Continuity of inertial manifolds
We now prove continuity properties for the inertial manifolds M̃α,σε . Firstly, we
recall that the semigroup S(t) possesses an inertial manifold Mα on Kα (see
[35, 63]). More precisely, there exists a Lipschitz mapping Φα : PKα ∩ D(Λ) →
QD(Λ) such that the graph of Φα defines an inertial manifold
Mα = {p+ Φα(p), p ∈ PKα ∩D(Λ)},
for the unperturbed “prepared problem”:
(1 + τ)φt +N(δφt +Nφ+ g(φ)) = 0,
where g is defined by (2.4.2). Here P is the unique orthogonal projection in D(Λ)
onto the space spanned by {e0(x), e1(x), ..., en(x)} (cf. Sect. 1.5), and Q = I −P .
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For any arbitrary R > 0, we let
M̃α,σε,R = {(φ, u), (φ, u) = p̄ + Φα,σε (p̄), |||p̄||| ≤ R},
MαR = {φ, φ = p+ Φα(p), ‖p‖ ≤ R},
Mα,μR = {ϕ ∈MαR, m(ϕ) = μ},
and (Mα,μR )
σ,β = {(ϕ,Lβϕ), ϕ ∈Mα,μR }.
We prove the following result.
Theorem 2.6 Let the assumptions of Theorem 2.4 hold. Let μ ∈ [−α, α] and




σ,β, M̃α,σε ) ≤Mδ
√
ε, ∀ε(0, ε̃(n)]. (2.6.1)
Proof. We were inspired, in part, by the proof of Theorem 8.6 in [22].




Since φ0 ∈Mα,μR , there exists a complete trajectory (φ(t))t∈R lying inMα such that
for all time t ∈ R, the function U(t) = (φ(t), u(t)) satisfies the non autonomous
initial value problem: ⎧⎪⎪⎨
⎪⎪⎩




F (t) = (0, ut(t)).
We will prove that, there exists Mδ = Mδ(n) > 0, independent of ε, such that
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2(1 + τ + δλn)
+
λ2n+1
2(1 + τ + δλn+1)
.
Also, for any c1 > 0 and for every ε ∈ (0, ε̃(n)], there holds
⎧⎪⎪⎨
⎪⎪⎩
μ−n − γn + c1 < 0,
μ−n+1 − γn − c1 > 0.
(2.6.4)
Let (Uε(t))t∈R be a complete trajectory lying in M̃α,σε and solution to (2.4.4).
The function z(t) = U(t) − Uε(t) is defined for all time t ∈ R and satisfies the
problem ⎧⎪⎪⎨
⎪⎪⎩
zt +Az + G(U)− G(Uε) = F (t),
z(0) = U0 − Uε(0).
(2.6.5)








e−AQ(t−s)Q [G(Uε(s))− G(U(s)) + F (s)] ds, (2.6.6)
(cf., e.g., [22, 23, 71]). Since PUd is a finite-dimensional subspace of Ud, we
can choose Uε(0) such that p(0) = 0. On account of (2.6.16), and the fact that
‖ΛΦα(p(t))‖ ≤ c, ∀t ∈ R, we can deduce that ‖Λφ(t)‖ ≤ cδe−γnt, ∀t ≤ 0, and
then |||ΓU(t)||| ≤ cδe−γnt, ∀t ≤ 0. Similarly, we can show that |||ΓUε(t)||| ≤ cδe−μ−n t,

























































































































Estimates (2.6.10) and Remark 2.4.1 imply the lower semicontinuity estimate
(2.6.1).
Proof of (2.6.3) Because φ0 ∈Mα,μR , the function φ(t) is in the form
φ(t) = p(t) + Φα(p(t)) and m(φ(t)) = μ, ∀t ∈ R,
where p(t) satisfies p ∈ C(R, PKα ∩ D(Λ)) and is the unique solution to the
problem
pt + Ap+ PH(p+ Φ
α(p))) = 0, (2.6.11)
p|t=0 = p0, (2.6.12)
with ‖p0‖ ≤ R. Here H(φ) = B−1Ng(φ),
B = (1 + τ)I + δN and A = B−1N2 : D(N)→ L2(Ω).
Since g ∈ C2, it is known that Φα ∈ C2 and
‖Λ(Φα)′(p)‖ ≤ 1, ∀p ∈ PKα ∩D(Λ),
(cf. [23]). We have




‖Λφt(t)‖ ≤ ‖Λpt(t)‖+ ‖Λ((Φα)′(p(t))pt(t))‖ ≤ cδ‖Λpt(t)‖. (2.6.13)
From (2.6.11), we can also deduce that
‖Λpt(t)‖ ≤ ‖AΛp(t)‖+ ‖ΛH(p+ Φα(p))‖ ≤ γn‖Λp(t)‖+ cδ. (2.6.14)





‖Λp‖2 + (AΛp,Λp) + (PΛH(p+ Φα(p)),Λp) = 0,
hence ∣∣∣∣12 ddt‖Λp‖2 + (AΛp,Λp)
∣∣∣∣ ≤ cδ‖Λp‖.
We then deduce that
−‖Λp‖ d
dt




‖Λp‖ ≤ γn‖Λp‖+ cδ. (2.6.15)
We now apply the Gronwall lemma to (2.6.15) between t and 0, t ≤ 0, and we
find
‖Λp(t)‖ ≤ cδ‖Λp0‖e−γnt, ∀t ≤ 0. (2.6.16)
Finally, we remind that
ut(t) = B
−1(Nφt(t) + g′(φ(t))φt(t)), ∀t ∈ R,
and we can deduce that
‖Λut(t)‖ ≤ cδ‖Λφt(t)‖+ ‖g′(φ(t))φt(t))‖ ≤ cδ‖Λφt(t)‖ ∀t ∈ R. (2.6.17)
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Estimate (2.6.3) follows from (2.6.13), (2.6.14), (2.6.16) and (2.6.17). 
Proof of (2.6.4)1 We have
μ−n+1 − γn − c1 =
Sn + εTn − (1 + τ + δλn)(1 + τ + δλn+1)λn+1
√
Dn+1
2ε(τ + δλn+1)(1 + τ + δλn)(1 + τ + δλn+1)
,
where
Sn = (1 + τ + δλn)(1 + τ + δλn+1)
2λn+1,
Tn = (1 + τ + δλn)(1 + τ + δλn+1)λ
2
n+1 − (τ + δλn+1)
[
λ2n+1(1 + τ + δλn)
+ λ2n(1 + τ + δλn+1) + 2c1(1 + τ + δλn)(1 + τ + δλn+1)
]
.
When ε ∈ (0, ε̃(n)], we can see that the sign of
Sn + εTn − (1 + τ + δλn)(1 + τ + δλn+1)λn+1
√
Dn+1
is the same as that of
(Sn + εTn)
2 − (1 + τ + δλn)2(1 + τ + δλn+1)2λ2n+1Dn+1, and
(Sn + εTn)
2 − (1 + τ + δλn)2(1 + τ + δλn+1)2λ2n+1Dn+1
= 2ε(1 + τ + δλn)(1 + τ + δλn+1)
2λn+1
[




T 2n − (1 + τ + δλn)2(1 + τ + δλn+1)2λ4n+1
]
.
Now, a simple computation shows that
Tn − (1 + τ + δλn)(1− τ − δλn+1)λ2n+1




(λ2n+1 − λ2n − 4c1(1 + τ)) +
1 + τ
2
(λn+1 + λn)(λn+1 − λn − 4c1δ)
+ δλnλn+1(λn+1 − λn − 2c1δ)
]
,
which is positive, whenever (2.4.5) holds. Thus, μ−n+1− γn− c1 > 0 is positive, for
every ε ∈ (0, ε̃(n)].
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Proof of (2.6.4)2 We have
μ−n − γn + c1 =
Qn + εRn − (1 + τ + δλn)(1 + τ + δλn+1)λn
√
Dn
2ε(τ + δλn)(1 + τ + δλn)(1 + τ + δλn+1)
,
where
Qn = (1 + τ + δλn)
2(1 + τ + δλn+1)λn,
Rn = λ
2
n(1 + τ + δλn)(1 + τ + δλn+1) + (τ + δλn)
[
2c1(1 + τ + δλn)(1 + τ + δλn+1)
− λ2n(1 + τ + δλn+1)− λ2n+1(1 + τ + δλn)
]
.
When ε ∈ (0, ε̃(n)], we can see that the sign of
Qn + εRn − (1 + τ + δλn)(1 + τ + δλn+1)λn
√
Dn
is the same as that of
(Qn + εRn)
2 − (1 + τ + δλn)2(1 + τ + δλn+1)2λ2nDn, and
(Qn + εRn)
2 − (1 + τ + δλn)2(1 + τ + δλn+1)2λ2nDn
= 2ε(1 + τ + δλn)
2(1 + τ + δλn+1)λn
[




R2n − (1 + τ + δλn)2(1 + τ + δλn+1)2λ4n
]
.
Also, a simple computation shows that
Rn − (1 + τ + δλn+1)(1− τ − δλn)λ2n




(λ2n − λ2n+1 + 4c1(1 + τ)) +
1 + τ
2
(λn + λn+1)(λn − λn+1 + 4c1δ)
+ δλnλn+1(λn − λn+1 + 2c1δ)
]
,
which is negative, whenever (2.4.5) holds. Thus, μ−n − γn + c1 < 0 is negative, for
every ε ∈ (0, ε̃(n)]. The proof of (2.6.4) is completed. 
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Theorem 2.7 Let the assumptions of Theorem 2.6 hold. Then, there exists M4 >






ε, ∀ε ∈ (0, ε̃(n)]. (2.6.18)
Proof. Let U0 = (φ0, u0) ∈ M̃α,σε,R, then there exists a complete trajectory
Uε(t) = (φ
ε(t), uε(t))t∈R lying in M̃α,σε and satisfies (2.4.4).
Let (φ(t))t∈R be a complete trajectory lying in Mα. Then, there exists a
complete trajectory U(t) = (φ(t), u(t)) ∈ (Mα,μ)σ,β, ∀t ∈ R which satisfies the
non autonomous initial value problem (2.6.2). The function Z(t) = U(t) −Uε(t)
is defined for all time t ∈ R and satisfies the problem (2.6.5) and also satisfies
(2.6.6).
Because PUd is a finite-dimensional subspace of Ud, we can choose U(0) such
that P(0) = 0. Then, proceeding like in the proof of Theorem (2.6), we obtain the




EQUATION AS LIMIT OF A
CONSERVED PHASE-FIELD
SYSTEM
In this chapter, we consider again Problem (2.0.1), where δ ∈ [0, 1] and ε ∈ (0, 1].
We will investigate the convergence of the dynamics of (2.0.1) to those of the
Cahn-Hilliard equation (1.2.8) as (ε, δ)→ (0, 0).
In contrast with Chapter 2, we will need estimates that are independent of both
parameters ε and δ. Recall that Problem (2.0.1) with δ = 0 was studied in [5].
There, the proofs of the continuity properties of the global attractor, exponential
attractors and inertial manifolds required the condition g ∈ C8(R). Here, we will
improve the results of [5] by weakening this condition to g ∈ C4(R).
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We will assume that in (1.5.3)-(1.5.6), p ∈ [0, 1] when d = 3.
3.1 A priori estimates
The estimate on the term (Ng(φ), φt) in (2.1.19) is no longer suitable. Here, we
have
(Ng(φ), φt) = (g
′(φ)Nφ, φt) + (g′′(φ)|∇φ|2, φt).
When d = 1, we have




and |(g′′(φ)|∇φ|2, φt)| ≤ ‖g′′(φ)‖L∞(Ω)‖∇φ‖L∞(Ω)‖∇φ‖‖φt‖
≤ c‖g′′(φ)‖L∞(Ω)‖φ‖1‖φ‖2‖φt‖.
When d = 2, we have











≤ c (‖φ‖p+11 + 1) ‖φ‖2‖φ‖3,





≤ c (‖φ‖p1 + 1) ‖φ‖22‖φt‖.
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When d = 3, we have
|(g′(φ)Nφ, φt)| ≤ c
(‖φ‖2L∞(Ω) + 1) ‖Nφ‖‖φt‖






≤ c (‖φ‖21 + 1) ‖φ‖2‖φ‖3,
and |(g′′(φ)|∇φ|2, φt)| ≤ c
(‖φ‖L6(Ω) + 1) ‖∇φ‖2L6(Ω)3‖φt‖
≤ c (‖φ‖1 + 1) ‖φ‖22‖φt‖.
Hence from (2.1.19) on account of the estimates above, we deduce
d
dt
(ε‖∇u‖2 + ‖Nφ‖2 + τ‖∇φ‖2 + δ‖Nφ‖2) + ‖φ‖23 + ‖u‖22 + τ‖φt‖2 + 2δ‖∇φt‖2






(‖g′(φ)‖2L∞(Ω) + ‖g′′(φ)‖2L∞(Ω)) , if d = 1,
c
(‖φ‖4p+41 + 1) , if d = 2,
c
(‖φ‖41 + 1) , if d = 3.
We have the following estimates.







‖g′′(θφ1 + (1− θ)φ2)‖2L∞(Ω)
(‖∇φ1‖2 + ‖∇φ2‖2) ‖φ‖2L∞(Ω)
+ sup
θ∈[0,1]






‖g′′(θφ1 + (1− θ)φ2)‖2L∞(Ω)
(‖φ1‖21 + ‖φ2‖21) ‖φ‖21
+ sup
θ∈[0,1]
‖g′(θφ1 + (1− θ)φ2)‖L∞(Ω)‖φ‖21
)
. (3.1.2)














≤ c (1 + ‖φ1‖2p+21 + ‖φ2‖2p+21 ) ‖φ‖1‖φ‖2
+ c
(
1 + ‖φ1‖2p1 + ‖φ2‖2p1
) (‖φ1‖22 + ‖φ2‖22) ‖φ‖21. (3.1.3)
When d = 3, we obtain
‖∇(g(φ1)− g(φ2))‖2
≤ c (1 + ‖φ1‖4L∞(Ω) + ‖φ2‖4L∞(Ω)) ‖∇φ‖2
+ c
(





≤ c (1 + ‖φ1‖21 + ‖φ2‖21) (1 + ‖φ2‖22 + ‖φ2‖22) ‖φ‖21
+ c
(
1 + ‖φ1‖21 + ‖φ2‖21
) (‖φ1‖22 + ‖φ2‖22) ‖φ‖21. (3.1.4)
Instead of estimates (2.2.26), (2.2.27) and (2.2.28) in the proof of uniqueness in
Theorem 2.1, here we make use of the estimates (3.1.2), (3.1.3) and (3.1.4) in
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τ‖φ‖2 + (1 + δ)‖φ‖21 + ε‖u‖2
]








‖g′(θφ1 + (1− θ)φ2)‖2L∞(Ω)
+ c sup
θ∈[0,1]
‖g′′(θφ1 + (1− θ)φ2)‖2L∞(Ω)
(‖φ1‖21 + ‖φ2‖21) , if d = 1,
c
(
1 + ‖φ1‖4p+41 + ‖φ2‖4p+41
) (‖φ1‖22 + ‖φ2‖22) , if d = 2,
c
(
1 + ‖φ1‖21 + ‖φ2‖21
) (
1 + ‖φ1‖22 + ‖φ2‖22
)
, if d = 3.
Applying the Gronwall’s lemma to (3.1.5), we deduce that
‖(φ(t), u(t))‖2U1,ε ≤ ce
∫ t
0 M3(s)ds‖(φ(0), u(0))‖2U1,ε , ∀t ≥ 0, (3.1.6)
hence the result.
3.2 The global attractor
On account of the a priori estimates in Section 3.1, Theorem 2.1 holds for all
ε ∈ (0, 1] and δ ∈ [0, 1]. We can define the semigroup Sε,δ(t) on U1 enjoying the
same properties as Sε(t) with absorbing sets B1 and B2 in the form
Bj = {(ϕ, ψ) ∈ Kα,σ ∩ U j, ‖(ϕ, ψ)‖Uj,ε ≤ rj}, j = 1, 2,
where rj is independent of ε and δ.
Similar to Theorem 2.2, we have the following result.
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Theorem 3.1 For every ε ∈ (0, 1] and every δ ∈ [0, 1], the semigroup Sε,δ(t),
restricted to Kα,σ, has the global attractor Aα,σε,δ .
The semigroup S(t) generated by the unperturbed problem (the Cahn-Hilliard
equation 1.2.8) possesses the global attractor Aα on Kα (see [71]). We will show
the upper semicontinuity of the global attractor Aα,σε,δ at (ε, δ) = (0, 0).
Let us show the existence of a bounded absorbing set for Sε,δ(t) in U3 ∩Kα,σ
that will be useful in the proof of Theorem 3.2.
Lemma 3.1 Let ε ∈ (0, 1] and δ ∈ [0, 1]. There exists K > 0 independent of ε
and δ such that the solution (φ(t), u(t)) = Sε,δ(t)(φ0, u0) satisfies
‖φ(t)‖23 + ‖u(t)‖22 + ‖φt(t)‖21 + ε‖ut(t)‖2 ≤ K, ∀t ≥ 2, (3.2.1)
for any (φ0, u0) ∈ B2.
Proof. Let (φ0, u0) ∈ B2 and set (φ, u) = Sε,δ(t)(φ0, u0). Since B2 is a bounded
absorbing set for Sε,δ(t) in U2 ∩Kα,σ, there exists c > 0, independent of ε and δ,
such that
‖φ(t)‖22 + ε‖u(t)‖21 ≤ c, ∀t ≥ 0. (3.2.2)
First, by differentiating the first and second equations of (2.0.1) with respect
to time, we can show that the pair (φt, ut) is a solution to the problem
τφtt +N(δφtt +Nφt + g
′(φ)φt − ut) = 0, (3.2.3)
εutt + φtt +Nut = 0, (3.2.4)





L̃φ0 = −(τI + δN)−1N(Nφ0 + g(φ0)− u0). (3.2.6)
Second, we also observe that m(L̃φ0) = 0, thus m(φt(t)) = m(ut(t)) = 0, ∀t ≥ 0.
We multiply (3.2.3) by N−1φt and the second equation of (2.0.1) by ut, then we






τ‖φt‖2−1 + δ‖φt‖2 + ‖∇u‖2
)
+ ‖φt‖21 + ε‖ut‖2 + (g′(φ)φt, φt) = 0. (3.2.7)




τ‖φt‖2−1 + δ‖φt‖2 + ‖∇u‖2
)
+ ‖φt‖21 + 2ε‖ut‖2 ≤ c‖φt‖2−1. (3.2.8)
Integrating (2.1.1) between 0 and∞, we find that there exists c > 0, independent




τ‖φt(s)‖2−1 + δ‖φt(s)‖2 + ‖∇u‖2
)
ds ≤ c.Now, applying
the uniform Gronwall’s lemma to (3.2.8) we obtain
τ‖φt(t)‖2−1 + δ‖φt(t)‖2 + ‖∇u(t)‖2 ≤ c, ∀t ≥ 1. (3.2.9)
Then, integrating (3.2.8) between t and t+ 1, we infer
∫ t+1
t
(‖φt(s)‖21 + ε‖ut(s)‖2) ds ≤ c, ∀t ≥ 1. (3.2.10)












‖ut‖2 + (φtt, ut) + ‖ut‖21 = 0. (3.2.12)
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+ ‖φt‖22 − (ut, Nφt) + (g′(φ)φt, Nφt) = 0. (3.2.13)
Summing (3.2.11), (3.2.12) and  times (3.2.13), where  > 0 is small enough,
we find after noting that ‖∇[g′(φ)φt]‖ ≤ c‖φt‖1
d
dt
V (t) + τ‖φtt‖2−1 + 2δ‖φtt‖2 + ‖ut‖21 + ‖φt‖22 ≤ c‖φt‖21, (3.2.14)
where V (t) = ‖φt‖21 + ε‖ut‖2 +[τ‖φt‖2 + δ‖φt‖21].
Applying the uniform Gronwall’s lemma to (3.2.14), we find
‖φt(t)‖21 + ε‖ut(t)‖2 ≤ c, ∀t ≥ 2. (3.2.15)
Now, from the first and second equations of (2.0.1), we deduce that
‖φ(t)‖23 ≤ c(‖φt‖2 + δ‖φt‖21 + ‖g(φ)‖21 + ‖u‖21) ≤ c, ∀t ≥ 2 (3.2.16)
and
‖u(t)‖22 ≤ c(ε‖ut‖2 + ‖φt‖2) ≤ c. ∀t ≥ 2. (3.2.17)
Collecting (3.2.15), (3.2.16) and (3.2.17) yield the desired estimate (3.2.1). Con-
sequently, the semigroup Sε,δ(t) has an absorbing set in U3 ∩ Kα,σ of the form
B3 = {(ϕ, ψ) ∈ U3 ∩Kα,σ, ‖(ϕ, ψ)‖U3 ≤ ϑ},
where ϑ > 0 is independent of ε and δ.
The global attractor Aα,σε,δ satisfies Aα,σε,δ ⊂ B3, for all ε ∈ (0, 1] and δ ∈ [0, 1].
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Exploiting the invariance property of the attractor Sε,δ(t)Aα,σε,δ = Aα,σε,δ , ∀t ∈ R,
we learn that, for any z0 = (φ0, u0) ∈ Aα,σε,δ there exists a complete trajectory
(φε,δ(t), uε,δ(t))t∈R in Aα,σε,δ such that zε,δ(t) = (φε,δ(t), uε,δ(t)) = Sε,δ(t)z0. In
particular, there holds
(φε,δ(t), uε,δ(t))t∈R ⊂ B3,
for all ε ∈ (0, 1] and δ ∈ [0, 1].
Now, we are in position to prove the following result.
Theorem 3.2 There holds
lim
(ε,δ)→(0,0)
distU2(Aα,σε,δ , (Aα)σ) = 0, (3.2.18)
where (Aα)σ is defined like in Section 2.3, with




Proof. We follow [51] (see also [45]). The proof is based on a contradiction
argument. We assume there exist  > 0, sequences εn, δn ∈ (0, 1], εn → 0 and
δn → 0, and a corresponding sequence z0n ∈ Aα,σεn,δn such that






From Lemma 3.1, we have that Aα,σ is bounded in U3, hence it is relatively
compact in U2. Let the complete trajectory (φn(t), un(t))t∈R such that zn(t) =
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(φn(t), un(t)) = Sε,δ(t)z0n. Due to the invariance property of the global attractor,










n(t), un(t)) is a precom-
pact set in U2, and the family of mappings {(φn, un) ∈ C([0,∞);U2), n ≥ 0} is
equicontinuous from R into U2. By Ascoli’s theorem and a classical diagonaliza-
tion method, it follows the existence of an element (φ̃, ũ) ∈ C([0,∞);U2) such that
(up to a subsequence)
(φn, un)→ (φ̃, ũ) in C([−T, T ];U2),




τφnt = −N(δnφnt +Nφn + g(φn)− un), (3.2.21)
φnt = −εnunt −Nun. (3.2.22)
Now, exploiting (3.2.1) we deduce that (up to a subsequence)
φnt → φ̃t in D ′([−T, T ];V1),
τφnt → −N(Nφ̃+ g(φ̃)− ũ) in C([−T, T ];V−2),
and
φnt → −Nũ in C([−T, T ];V−1)
for any T > 0. Passing to the limit n → ∞ in (3.2.21) and (3.2.22), and by
uniqueness of limit, we find that
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τ φ̃t +N(Nφ̃+ g(φ̃)− ũ) = 0 in D ′([−T, T ];V−2),
φ̃t +Nũ = 0 in D
′([−T, T ];V−1),
or
(1 + τ)φ̃t +N(Nφ̃+ g(φ̃)) = 0 in D
′([−T, T ];V−2),
for any T > 0. It follows that φ̃ is a bounded complete trajectory of the semigroup
S(t). By characterization of the attractor it is clear that φ̃(0) ∈ Aα, and by
definition (φ̃(0),Lm(ũ)φ̃(0)) ∈ (Aα)σ. Thus the convergence




distU2(z0n, (Aα)σ) = 0,
against the initial assumption.
3.3 Inertial manifolds
In order to prove the existence of an inertial manifold for Problem (2.0.1), we
rewrite the “prepared problem” (2.4.1) in the form:
Ut +AU + (τI + δN)−1NG(U) = 0, (3.3.1)





, g is defined in (2.4.2) and A is given
in Section 2.4.
Let c1 > 0. There exists n such that λn ≥ 1 and (cf. (2.4.5))
λn+1 − λn > max
{



















(1 + τ − ελk+1)λ3k+1
(τ + δλk+1)2




















σn = (1 + τ + ελn)











(1 + τ + ελk+1)λk+1
τ + δλk+1
− (1 + τ + ελk)λk
τ + δλk
− 2εc1(λk + λk+1),
j±k =
[(1 + τ)2 + 2ε(1− τ)λk+1 + ε2λ2k+1]λ2k+1
(τ + δλk+1)2
± [(1 + τ)
2 + 2ε(1− τ)λk + ε2λ2k]λ2k
(τ + δλk)2
.
We now prove the following lemma.
Lemma 3.2 Provided that n is large enough for (3.3.2) to hold, there exist ε(n)
and δ(n) suitably small such that the following inequalities are satisfied, for every
δ ∈ [0, δ(n)] and ε ∈ (0, ε(n)]:
(i) fn ≥ 0;
(ii) Δn ≥ 0;
(iii) x−n < fn < x
+
n ;
(iv) f 4n − 2j+n f 2n + (j−n )2 < 0;
(v) j+n − f 2n > 0.
Proof. (i). The inequality fn ≥ 0 is equivalent to
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τ(1 + τ)(λn+1 − λn) + ε(λn+1 − λn)
[
τ(λn+1 + λn) + δλnλn+1
]
− 2εc1(λn+1 + λn)(τ + δλn)(τ + δλn+1) ≥ 0,
which holds for every ε ∈ (0, ε(n)].
(ii) We note that (2.4.8) is not always positive. Thus the inequality (2.4.6) holds










c±n = (1 + τ)
2(λ2n+1 ± λ2n), αn = (1 + τ)(λn+1 − λn),
βn = λ
2
n+1 − λ2n − 2c1τ(λn+1 + λn)− 2c1δ(λn+1 + λn)2
ςn = λn+1 − λn − 2c1δ(λn+1 + λn).
These are all positive real numbers, whenever (3.3.2) is satisfied, except b±n when
τ > 1. The quantity x−n is positive when ε ∈ (0, ε(n)].
The inequality x−n < fn is equivalent to
τ [αn + εβn + (λn
√




σn+1 − λn√σn and λ2n+1σn+1 − λ2nσn have the same sign, and
λ2n+1σn+1 − λ2nσn = ε2(λ4n+1 − λ4n) + 2ε(1− τ)(λ3n+1 − λ3n) + (1 + τ)2(λ2n+1 − λ2n),
which is positive when ε ∈ (0, ε(n)]. The inequality
αn + εβn + (λn
√









)2 − 2 (αn + εβn)2 (ε2a+n + 2εb+n + c+n )+ (αn + εβn)4 < 0,
(3.3.5)





n − (αn + εβn)2 > 0. (3.3.6)
The inequality (3.3.6) holds whenever ε ∈ (0, ε(n)]. A computation of (3.3.5),
observing that α4n + (c
−
n )

































































=− 4(1 + τ)2(λ2n+1 − λ2n)λn+1λn
[




which is negative, for every δ ∈ [0, δ(n)], whenever (3.3.2) holds. The quadratic
















2 − 2a+nβ2n + β4n > 0,
hence (3.3.7) holds whenever δ ∈ [0, δ(n)] and ε ∈ (0, ε(n)]. It follows that





may be positive or negative; so that, (3.3.3) holds whenever
δ ∈ [0, δ(n)] and ε ∈ (0, ε(n)].
The inequality fn < x
+
n is equivalent to
τ [αn + εβn − (λn√σn + λn+1√σn+1)] + δλn+1λn [εςn − (√σn +√σn+1)] < 0.
(3.3.9)
The inequalities
αn + εβn − (λn√σn + λn+1√σn+1) < 0 and εςn − (√σn +√σn+1) < 0
hold for every ε ∈ (0, ε(n)]. It follows that (3.3.9) holds.
(iv). The quadratic equation x2 − 2j+n x + (j−n )2 = 0 has two positive real roots
which are (x±n )
2, hence (iv), due to (iii).
(v). A computation shows that
j+n − f 2n
=2
(1 + τ + ελn+1)(1 + τ + ελn)λnλn+1









+ 4εc1 (λn + λn+1)
(
(1 + τ + ελn+1)λn+1
τ + δλn+1
− (1 + τ + ελn)λn
τ + δλn




due to (i), whenever (3.3.2) is satisfied, hence (v) holds true for every δ ∈ [0, δ(n)]
and ε ∈ (0, ε(n)]. The proof of the lemma is completed.
We prove the following result.
Proposition 3.1 For every c1 > 0, there exist n (independent of δ and ε) and
some positive real numbers δ(n), ε(n) such that the spectral gap condition
μ−n+1 − μ−n > c1 (λn + λn+1) (3.3.10)
holds for every δ ∈ [0, δ(n)] and ε ∈ (0, ε(n)].
Proof. It is clear that g−k is positive for every k. We have





n −Δn) + c1 (λn + λn+1) .
For every δ ∈ [0, δ(n)] and ε ∈ (0, ε(n)], the inequality fn −Δn > 0 is equivalent
to









(τ + δλn)(τ + δλn+1)
,

























2 + h−n j
−






n − i+n f 2n
)
+ (j−n )
2 + f 4n − 2j+n f 2n < 0. (3.3.12)
On account of (iv) of Lemma 3.2, the inequality (3.3.12) holds for every δ ∈
[0, δ(n)], hence (3.3.10) holds true.
We now prove the following result.
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Theorem 3.3 Let the assumptions of Theorem 2.4 hold. We assume that ε is
dominated from above by δ, that is,
ε, δ ∈ (0, 1], ε ≤ ξδ, for some ξ ∈ (0, 1]. (3.3.13)
Then, there exists δ(n) such that, for every δ ∈ (0, δ(n)], System (3.3.1) has an
inertial manifold M̃α,σε,δ (with dimensions independent of both ε and δ) in Kα,σ.
Proof. Let Xn, Yn, P,Q,Xn1, Xn2,Ψ1,Ψ2,P ,Q,U11 , (U11 )⊥, |||·||| and 〈·, ·〉, be as
in Section 2.4, while Λ and Γ are defined in (2.4.3) and (2.4.24) respectively.





Ψ1(U,U) = (1 + τ)‖u‖2 + δ‖∇u‖2 + 2ε(u, v) + ε2‖v‖2
≥ τ 1 + τ
2 + τ
‖u‖2 + δ‖∇u‖2 + τ
2(1 + τ)
ε2‖v‖2,
≥ c (‖u‖2 + δ‖u‖21 + ε2‖v‖2) , ∀U ∈ Xn, (3.3.14)
Ψ2(U,U) = (1 + τ)‖u‖2 + δ‖∇u‖2 + 2ε(u, v) + ε2‖v‖2
≥ c (‖u‖2 + δ‖u‖21 + ε2‖v‖2) , ∀U ∈ Yn. (3.3.15)
From (3.3.14) and (3.3.15), we can deduce that there exists c independent of ε
and δ such that






, ∀U = (u, v) ∈ U1, (3.3.16)
for all δ ∈ (0, δ(n)].
For any U = (φ, u), V = (ϕ, ψ) ∈ Kα,σ∩Ud, we have from (2.4.22) and (2.4.23)
that
|||ΓG(U)||| ≤ c (‖Γg(φ)‖+ ‖Γ∇g(φ)‖) ≤ c‖Λg(φ)‖ ≤ c,
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≤ c|||ΓU − ΓV |||,
for all δ ∈ [0, δ(n)], where c > 0 is independent of ε and δ. Thus, the nonlinear
function G(U) : Ud → Ud is globally Lipschitz continuous.
Moreover, there exist C8, C9 > 0, independent of ε and δ, such that







n+1 , s < 0, (3.3.17)
‖N(τI + δN)−1Pe−sAP‖L(PUd) ≤ C9λne−sμ
−
n , s ≤ 0, (3.3.18)
for every δ ∈ (0, δ(n)].
It follows from Theorem 1.3 that the semigroup S̃ε,δ(t) generated by (3.3.1)
admits an inertial manifold M̃α,σε,δ in Kα,σ of dimension n independent of ε, with
respect to the metric induced by the norm |||Γ·|||. Hence, there exists a Lipschitz
mapping Φα,σε,δ : Kα,σ ∩ PUd → QUd such that
M̃α,σε,δ = {p̂ + Φα,σε,δ (p̂), p̂ ∈ Kα,σ ∩ PUd}.






1 + τ + (δ + ε)λk +
√













1 + τ + (δ + ε)λk
(τ + δλk)2
≤ K, (3.3.20)
for every δ ∈ (0, δ(k)], and where K = 2 + τ + ξτ
τ 2
.
To see this, we just notice that (3.3.20) is equivalent to
Kτ 2 − 1− τ + (2Kτδ − δ − ε)λk +Kδ2λ2k ≥ 0,
which holds true whenever (due to (3.3.13))
Kτ 2 − 1− τ + (2Kτ − 1− ξ)δλk +Kδ2λ2k ≥ 0,
holds true.
It follows from (3.3.19) and (3.3.20) that
λk
τ + δλk
≤ K(μ±k )1/2. (3.3.21)




(1 + τ)λk + (ε+ δ)λ
2












τ + (ε+ δ)λk − ελk(τ + δλk)
]








j=n+1 αjwj be an element of QE . We have, on account of (3.3.21),


























we have f ′(ψ0) = 0, where ψ0 = − 1
2s
.
If μ−n+1 < ψ0, then
sup
ψ≥μ−n+1
f(ψ) ≤ f(ψ0) ≤ 1√
2
(−s)−1/2esμ−n+1 . (3.3.24)
If μ−n+1 ≥ ψ0, then
sup
ψ≥μ−n+1
f(ψ) ≤ f(μ−n+1). (3.3.25)
Inequality (3.3.17) follows from (3.3.23), due to (3.3.22), (3.3.24) and (3.3.25).
The other estimate is straightforward. Indeed, we have





















3.4 A robust family of exponential attractors
The smoothing property (2.5.1), for the difference of two solutions to (2.0.1) also
holds for Sε,δ(t). The proof is similar to that of Proposition (2.4). Hence we have
the following result (cf. proof of Theorem 2.5).
Theorem 3.4 Assume that g ∈ C3(R). Then, for every ε ∈ (0, 1] and every
δ ∈ [0, 1], the semigroup Sε,δ(t) possesses an exponential attractor Eα,σε,δ (with di-
mensions independent of both ε and δ) in Kα,σ.
Now, we show the existence of smooth absorbing sets.
Proposition 3.2 In addition to (1.5.3)-(1.5.6), we assume that g ∈ C4(R). Then,
for every ε ∈ (0, 1] and δ ∈ [0, 1], the semigroup Sε,δ(t) restricted to Kα,σ has an
absorbing set of the form
B4 = {(ϕ, ψ) ∈ Kα,σ ∩ U4, ‖(ϕ, ψ)‖U4,ε ≤ r4},
where r4 is independent of ε and δ.
Proof. Let (φ0, u0) be in a bounded set B of Kα,σ. We learnt from Section 3.2
that there exists t2 = t2(B) (depending only on B) such that ‖(φ(t), u(t))‖U2,ε ≤
r2, ∀t ≥ t2. Integrating (3.1.1) between t and t+ 1, we deduce that
∫ t+1
t
‖(φ(s), u(s))‖2U3,εds ≤ c, ∀t ≥ t2. (3.4.1)
We multiply the first equation of (2.0.1) by Nφt and N
2φ, the second one by
N2u, and integrate over Ω. Summing the resulting equations and noting that




(‖N3/2φ‖2 + ε‖Nu‖2 + τ‖Nφ‖2 + δ‖N3/2φ‖2)+ 2‖φ‖24
+ ‖u‖23 + τ‖φt‖21 + 2δ‖φt‖22 ≤ c
(‖φ‖23 + 1) , ∀t ≥ t2. (3.4.2)
Applying the uniform Gronwall lemma to (3.4.2), on account of (3.4.1), there
exists t3 = t3(B) (depending only on B) such that
‖(φ(t), u(t))‖U3,ε ≤ r3, ∀t ≥ t3.
Then integrating (3.4.2) between t and t+ 1 we deduce that
∫ t+1
t
‖(φ(s), u(s))‖2U4,εds ≤ c, ∀t ≥ t3. (3.4.3)
Finally, we multiply the first equation of (2.0.1) by N2φt and the second one by
N3u, and integrate over Ω. Summing the resulting equations and noting that
‖N2g(φ)‖ ≤ c‖φ‖4, ∀t ≥ t2, we deduce
d
dt
(‖N2φ‖2 + ε‖N3/2u‖2)+ ‖u‖24 + τ‖φt‖22 + 2δ‖φt‖23 ≤ c (‖φ‖24 + 1) , ∀t ≥ t2.
(3.4.4)
Applying the uniform Gronwall lemma to (3.4.4), due to (3.4.3), there exists
t4 = t4(B) (depending only on B) such that
‖(φ(t), u(t))‖U4,ε ≤ r4, ∀t ≥ t4,
hence the result.
We have the following result on estimate of the difference of two solutions. We
denote Sε,ε = Sε.
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Proposition 3.3 Let the assumption of Proposition 3.2 hold. Then, there exist
t > 0, c and c
′, all independent of ε and δ, such that
(i) ‖Sε,δ(t)(φ0, u0)− (S(t)φ0,Lm(u0)S(t)φ0)‖2U1,ε ≤ c(ε+ δ)1/4ec
′t, ∀t ≥ t,
(3.4.5)
for any (φ0, u0) ∈ B4, any ε ∈ (0, 1] and any δ ∈ [0, 1].
(ii) ‖Sε(t)(φ0, u0)− (S(t)φ0,Lm(u0)S(t)φ0)‖2U1 ≤ c 4
√
εec
′t, ∀t ≥ t, (3.4.6)
for any (φ0, u0) ∈ Sε(1)B4 and any ε ∈ (0, 1].
Proof. Let us take (φ0, u0) in B4. We set
(φε,δ(t), uε,δ(t)) = Sε,δ(t)(φ0, u0), (φ(t), u(t)) = (S(t)φ0,Lm(u0)S(t)φ0).
The functions φε,δ, uε,δ and φ satisfy the uniform estimates
‖φε,δ(t)‖24 + ‖uε,δ(t)‖23 ≤ c, ∀t ≥ 0, (3.4.7)
‖φ(t)‖4 ≤ c, ∀t ≥ 0. (3.4.8)
We now set P = φε,δ − φ and R = uε,δ − u. The pair of functions (P,R) satisfies
the following problem:
τPt +N(δPt +NP + g(φε,δ)− g(φ)−R) = −δNφt, (3.4.9)
εRt + Pt +NR = −εut, (3.4.10)
P |t=0 = 0, R|t=0 = u0 − Lm(u0)φ0. (3.4.11)
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We have that (the proof is similar to that of (2.5.26))
∫ t
0
(‖φt(s)‖22 + ‖ut(s)‖2)ds ≤ cect, ∀t ≥ 0. (3.4.12)
Adopting same method as in the proof of Proposition 2.6 while relying on the
estimates (3.4.12), (1.5.8) and (1.5.9), we reach
‖P (t)‖21 + ε‖R(t)‖2 ≤ c1
(

















′t, ∀t > √ε,
(3.4.13)
hence (i).
Like in the proof of Proposition 2.5, but relying on inequalities (1.5.8) and
(1.5.9), there exists c > 0, independent of ε and δ, such that
‖Sε,δ(t)(φ0, u0)‖U2 ≤ c, ∀t ≥ 1, (3.4.14)
for every ε ∈ (0, 1] and δ ∈ [0, 1]. Finally, estimates (3.4.14) and (3.4.13) yield
(ii).
Now, we construct a robust family of exponential attractors which are both
upper and lower semicontinuous at ε = δ = 0.
We set B̃4 = Sε,δ(t∗)B4, where t∗ > 0 is independent of ε and δ (cf. proof of
Theorem 2.5). We will denote Eα,σε,ε = Eα,σε .
Theorem 3.5 Let the assumption of Proposition 3.2 hold. Then, there exist
1, 2 ∈ (0, 12 ] and M1,M2 > 0, all independent of ε and δ, and a family of
exponential attractors Eα,σε,δ enjoying all the properties of Theorem 3.4 and such
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that
distsymU1,ε(Eα,σε,δ , (Eα)σ) ≤M1(ε+ δ)1 , (3.4.15)
distU1(Eα,σε , (Eα)σ) ≤M2ε2 , (3.4.16)
and limε→0 distU1((Eα)σ, Eα,σε ) = 0, (3.4.17)
where Eα is an exponential attractor for S(t)|Kα.
Proof. On account of Theorem 1.2, we let Eε = U1, Vε = U2, Wε = U4, Bε = B̃4.
Assumptions 2-5 hold for Sε,ε(t) = Sε(t) (cf. proof of Theorem 2.5). To verify
Assumption 1, using the interpolation inequality, there exists a constant c such
that for some θ ∈ [0, 1] we have that for any ϕ and ψ in B,
‖Lβϕ− Lβψ‖ ≤ c
(‖ϕ− ψ‖2 + ‖g(ϕ)− g(ψ)‖)
≤ c(‖ϕ− ψ‖2 + ‖g′(θϕ+ (1− θ)ψ)‖L∞(Ω)‖ϕ− ψ‖)
≤ c(‖ϕ− ψ‖1/23 + ‖ϕ− ψ‖1/2)‖ϕ− ψ‖1/21
≤ c‖ϕ− ψ‖1/21 . (3.4.18)
Hence, like in Theorem 2.5, we obtain the existence of exponential attractors on
U1 that satisfy (3.4.16) and (3.4.17). Then, taking Bε = B4 and relying on Esti-
mate (3.4.5) instead of (3.4.6), we obtain the existence of a family of exponential
attractors on B4U1 that satisfy (3.4.15) .
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3.5 Continuity of inertial manifolds
Now, we show continuity properties for the inertial manifolds M̃α,σε,δ . Firstly, we
note that there exists a Lipschitz mapping Φα : PKα∩D(Λ)→ QD(Λ) such that
the graph of Φα defines an inertial manifold
Mα = {p+ Φα(p), p ∈ PKα ∩D(Λ)},
for the “prepared” Cahn-Hilliard equation 1.2.8 (see, e.g., [63]).
We prove the following result.
Theorem 3.6 Let the assumptions of Theorem 3.3 hold. Let μ ∈ [−α, α] and








α,μ)σ,β) ≤M4ε1/2, ∀ε ∈ (0, ε(n)]. (3.5.2)
Proof. The proof is similar to that of Theorem 2.6. Firstly, we can deduce from
(3.3.14) through (3.3.16) that there exist c1 and c2 (independent of ε) such that
c1‖U‖Ud,δ,ε2 ≤ |||ΓU ||| ≤ c2‖U‖Ud,ε2 , ∀U ∈ Ud, (3.5.3)
where
‖(ϕ, ψ)‖Ud,δ,ε2 =
(‖ϕ‖2d−1 + δ‖ϕ‖2d + ε2‖ψ‖2d−1)1/2.
Instead of (2.6.2), U(t) satisfies the following problem:










We will prove that, there exists M = M(n) > 0, independent of ε, such that








Also, for any c1 > 0 and for every ε ∈ (0, ε̃(n)], there holds
⎧⎪⎪⎨
⎪⎪⎩
μ−n − γn + c1λn < 0,
μ−n+1 − γn − c1λn+1 > 0.
(3.5.5)
The function z(t) = U(t) − Uε(t) satisfies the equation zt + Az + (τI +









(τI + εN)−1NeAQ(s−t)Q [G(Uε(s))−G(U(s)) + F(s)] ds, (3.5.6)
(cf., e.g., [22, 23, 71]). Like in Theorem (2.6), we can choose Uε(0) such that
p(0) = 0, and z ∈ Cγn((−∞, 0];Ud).































































































We then deduce from (3.5.8) due to (3.5.5), that
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‖z‖Cγn ((−∞,0];Ud) ≤Mε, (3.5.9)
Hence we obtain (cf. (2.6.9) through (2.6.10))
|||Γ(φ0,Lβφ0)− ΓUε(0)||| ≤Mε. (3.5.10)




‖U‖Ud,ε,ε2 , ∀U ∈ Ud. (3.5.11)
Estimates (3.5.3), (3.5.10) and (3.5.11) eventually imply the lower semicontinuity
estimate (3.5.1).
Finally, the proof of (3.5.1) is similar to that of (2.6.18).
Proof of (3.5.4): In the proof of (2.6.3), taking δ = 0, we have
‖Λφt(t)‖ ≤ c(n,R)e−γnt, ∀t ≤ 0, (3.5.12)
hence the first part of (3.5.4) holds.
Let us now prove the second part of (3.5.4). We remind that the unperturbed
problem satisfies φt = Nu, so that φtt = Nut. We observe that φ̃ = φt is solution
to the linearized problem:
φ̃t + Aφ̃+NF (t, φ̃) = 0, (3.5.13)
φ̃(t)|t=0 = L̃φ0, (3.5.14)
where L̃φ0 = − 1
1 + τ




On account of (3.3.2), there exists a time varying C1-finite-dimensional invariant
manifold Mαt for problem (3.5.13) of the form (cf. Theorem 3.1, Chap. 3 of [24])
Mαt = {p̃+ Φα(t, p̃), p̃ ∈ PD(Λ)},
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where p̃(t) is solution to:
p̃t + Ap̃+NPF (t, p̃+ Φ
α(t, p̃)) = 0, (3.5.15)
p̃(0) = p̃0. (3.5.16)
We have, for all t ∈ R,
‖ΛΦα(t, p̃(t))‖ ≤ c (1 + ‖Λp̃(t)‖) , (3.5.17)
φ̃t(t) = p̃t(t) + (Φ
α(t, p̃(t)))′p̃t(t), (3.5.18)
and ‖Λ(Φα(t, p̃(t)))′‖ ≤ c. (3.5.19)
On the one hand, we deduce from (3.5.15) and (3.5.17) that (cf. (2.6.14))
‖Λp̃t‖ ≤ c(n) (1 + ‖Λp̃‖) . (3.5.20)























‖Λp̃‖ ≤ γn‖Λp̃‖2 + cλn‖Λp̃‖,
and then
‖Λp̃(t)‖ ≤ c(n) (‖Λp̃0‖+ 1) e−γnt. (3.5.21)
Note that, due to (3.5.12), we have ‖Λp̃0‖ ≤ c(n,R). Like (3.5.12) we can deduce
‖Λφ̃t(t)‖ ≤c(n,R)e−γnt, ∀t ≤ 0. (3.5.22)
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In particular, ‖Λφtt(t)‖ ≤ c(n,R)e−γnt, ∀t ≤ 0, hence the second part of (3.5.4)
holds. 
Proof of (3.5.5)1 We have
μ−n+1 − γn − λn+1c1 =
(1 + τ)λn+1 + εSn − ε2Rn − (1 + τ)λn+1
√
Dn+1














n) + 2c1(1 + τ)λ
2
n+1.
When ε ∈ (0, ε̃(n)], we can see that the sign of
(1 + τ)λn+1 + εSn − ε2Rn − (1 + τ)λn+1
√
Dn+1







(Sn − εRn)2 − 2(1 + τ)2λn+1Rn
]
.
A simple computation shows that
Sn − 2λ2n+1 = τ
[
λ2n+1 − λ2n − 2c1(1 + τ)λn+1
]
≥ τ(λn+1 + λn)
[
λn+1 − λn − 2c1(1 + τ)
]
,
which is positive, whenever (3.3.2) holds. Thus, μ−n+1−γn−λn+1c1 > 0 is positive,
for every ε ∈ (0, ε̃(n)].
Proof of (3.5.5)2 We have
μ−n − γn − λnc1 =
(1 + τ)λn + εTn − ε2Qn − (1 + τ)λn
√
Dn


















When ε ∈ (0, ε̃(n)], we can see that the sign of
(1 + τ)λn + εTn − ε2Qn − (1 + τ)λn
√
Dn







(Tn − εQn)2 − 2(1 + τ)2λnQn
]
.
A simple computation shows that
Tn − 2λ2n = τ
[
λ2n − λ2n+1 − 2c1(1 + τ)λn
]
≤ τ(λn − λn+1)
[
λn+1 + λn − 2c1(1 + τ)
]
,
which is negative, whenever (3.3.2) holds. Thus, μ−n − γn − λnc1 > 0 is positive,








We now rewrite the system (1.2.12)-(1.2.13) as
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
τφt +N(δφt +Nφ+ g(φ)− u) = 0,
σut + εNut + φt +Nu = 0,
φ|t=0 = φ0, u|t=0 = u0,
(4.0.1)
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where δ > 0, σ > 0 and ε ∈ (0, 1]. g satisfies (1.5.3)-(1.5.6), with p > 0 arbitrary
when d = 1, 2 and p ∈ [0, 1] when d = 3.
4.1 Well-posedness
We multiply (4.0.1)1 by N
−1φt and (4.0.1)2 by u and we integrate over Ω, respec-












+ τ‖φt‖2−1 + δ‖φt‖2 = 0. (4.1.1)
Performing appropriate L2(Ω) multiplications of equations (4.0.1)1 and (4.0.1)2,
like in Section 2.1, there exist c, c′, c1, c2, c3 > 0 independent of ε such that
d
dt
E(t) + c0E(t) + c
(‖u‖21 + ‖φ‖22 + ‖φt‖2−1 + δ‖φt‖2) ≤ c′. (4.1.2)
where c′ = c(m(φ0),m(u0)), and
E(t) = (1 + δ2)‖φ‖21 + ε‖u‖21 + σ‖u‖2 +1‖φ̄‖2−1 + δ1‖φ̄‖2





c1‖(φ(t), u(t))‖2W1,ε − c2 ≤ E(t) ≤ c3
(
ε‖u(t)‖21 + ‖u(t)‖2 + ‖φ(t)‖p+21 + 1
)
.
Also, there exist c0, c4 > 0 independent of ε such that
d
dt
Υ (t) + Υ (t) ≤ c(‖φ‖22 + ‖u‖2 + ‖φt‖2−1). (4.1.3)
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where




‖φ‖2 + ε‖Nu‖2 + ε‖∇u‖2 + σ‖∇u‖2 + σ‖u‖2.
and satisfies
c0‖(φ, u)‖2W2,ε ≤ Υ (t) ≤ c1‖(φ, u)‖2W2,ε . (4.1.4)
We have the following well-posedness result.
Theorem 4.1 We assume that (1.5.3)-(1.5.6) hold. If (φ0, u0) ∈ W1, then (4.0.1)
possesses a unique solution (φ, u) such that
(φ, u) ∈ C([0, T ];W1) ∩ L2(0, T ;U2), m(φ(t)) = m(φ0), m(u(t)) = m(u0),
for any T > 0. Moreover, if (φ0, u0) ∈ W2, then
(φ, u) ∈ C([0, T ];W2) ∩ L2(0, T ;U3).
Proof. (i) Existence: If (φ0, u0) ∈ W1, then the approximate solutions (φm, um)
are bounded independently of m (cf. (4.1.2)) and there exists a pair of func-
tions (φ, u) such that (φm, um) → (φ, u) and φ ∈ L∞(0, T ;V1) ∩ L2(0, T ;V2),
u ∈ L∞(0, T ;V1) ∩ L2(0, T ;V1). Since g is continuous, we can pass to the limit as
m → ∞ in the approximate problem, and (φ, u) is solution to (4.0.1). Like
in the proof of Theorem 2.1, from classical compactness theorems, we have
φ ∈ C([0, T ];V2) ∩ L2(0, T ;V3) and u ∈ C([0, T ];V2) ∩ L2(0, T ;V2).
(ii) Uniqueness: Let (φ1, u1) and (φ2, u2) be two solutions of (4.0.1). Setting
φ = φ1 − φ2 and u = u1 − u2, we have φ(0) = 0, u(0) = 0, m(φ(t)) = 0,
m(u(t)) = 0, ∀t ≥ 0, and (φ, u) satisfies
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τφt +N(δφt +Nφ+ g(φ1)− g(φ2)− u) = 0, (4.1.5)
σut − εΔut + φt +Nu = 0. (4.1.6)
Again, proceeding like in the proof of uniqueness in Theorem 2.1, we obtain
‖(φ(t), u(t))‖2W1,ε ≤ cect‖(φ(0), u(0))‖2W1,ε , ∀t ≥ 0, (4.1.7)
hence the result.
4.2 The global attractor
Thanks to Theorem 4.1, we can define the semigroup
Sε(t) :W1 →W1, (φ0, u0) → (φ(t), u(t)), t ≥ 0,
where (φ(t), u(t)) is the solution to (4.0.1) at time t. The semigroup Sε(t) is
strongly continuous. We apply Gronwall’s lemma to (4.1.2) and we deduce the
existence of an absorbing set for Sε(t) on Kα,ρ of the form
B1 = {(ϕ, ψ) ∈ K̃α,ρ, ‖(ϕ, ψ)‖W1,ε ≤ r1},
where r1 is independent of ε.
To prove the existence of a compact global attractor for Sε(t), we will perform
a splitting of the semigroup Sε(t). Given (φ0, u0) ∈ B1, we start by splitting the
solution (φ, u) of (4.0.1) into
(φ, u) = (ϕ, v) + (ψ,w)
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where (ϕ, v) and (ψ,w) solve, respectively, the problems
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
τϕt +N(δϕt +Nϕ+ g(φ)− v) + ϕ = φ,
σvt + εNvt + ϕt +Nv + v = u,




τψt +N(δψt +Nψ − w) + ψ = 0,
σwt + εNwt + ψt +Nw + w = 0,

















t − e− 1σ t),
m(ϕ(t)) = m(φ0)
(
1− e− 1τ t),
m(v(t)) = m(u0)
(






t − e− 1σ t).
(4.2.3)
Throughout the following two lemmas given below, the generic constant c is in-
dependent of ε but may depend on the size of B1, (but not on any components of
the initial data namely φ0 and u0). Moreover, all other constants are independent
of ε, u0, φ0 and B1.
Lemma 4.1 For every t ≥ 0 and some ν > 0,
‖(ψ(t), w(t))‖W1,ε ≤ ce−νt. (4.2.4)
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Proof. We multiply (4.2.2)1 by N
−1ψ̄t and (4.2.2)2 by w̄, integrate over Ω, and





(‖∇ψ‖2 + ‖ψ̄‖2 + ε‖∇w‖2 + σ‖w̄‖2)+ τ‖N−1/2ψ̄t‖2−1 + δ‖ψ̄t‖2
+ ‖∇w‖2 + ‖w̄‖2 = 0. (4.2.5)
Next, we multiply (4.2.2)1 by N






τ‖N−1/2ψ̄‖2 + δ‖ψ̄‖2]+ ‖∇ψ‖2 + ‖N−1/2ψ̄‖2 − (w, ψ̄) = 0. (4.2.6)






E1(t) + τ‖N−1/2ψ̄t‖2 + δ‖ψ̄t‖2 + ‖∇w‖2 + ‖w̄‖2 +‖∇ψ‖2
+‖N−1/2ψ̄‖2 −(w, ψ̄) = 0, (4.2.7)
where
E1(t) = ‖∇ψ‖2 + ε‖∇w‖2 + σ‖w̄‖2 +τ‖N−1/2ψ̄‖2 +δ‖ψ̄‖2.




‖N−1/2ψ̄‖2, and that there exists
c′ > 0 such that















then simple integration over (0, t) gives
E1(t) ≤ E1(0)e−c′t, ∀t ≥ 0. (4.2.8)
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There exists C0 > 0 such that for every t ≥ 0,
‖(ψ(t), w(t))‖2W1,ε − |m(ψ)|2 − (ε+ σ)|m(w)|2 ≤ E1(t) ≤ C0‖(ψ(t), w(t))‖2W1,ε .
(4.2.9)
From the inequality (4.2.9), (4.2.8) together with (4.2.3)1 and (4.2.3)2 we obtain
(4.2.4).
Lemma 4.2 For every t ≥ 0,
‖(ϕ(t), v(t))‖2W2,ε ≤ c. (4.2.10)
Proof. We multiply (4.2.1)1 by ϕt and ϕ, then we multiply (4.2.1)2 by Nv, we





(‖Nϕ‖2 + (1 + τ)‖ϕ‖2 + δ‖∇ϕ‖2 + ε‖Nv‖2 + σ‖∇v‖2)+ τ‖ϕt‖2 + δ‖∇ϕt‖2
+ ‖Nϕ‖2 + ‖ϕ‖2 + ‖Nv‖2 + ‖∇v‖2
= −(∇g(φ),∇ϕt)− (∇g(φ),∇ϕ) + (φ, ϕt) + (u,Nv) + (Nv, ϕ) + (φ, ϕ),
(4.2.11)
Using Young’s inequality, the following hold













‖Nv‖2, |(φ, ϕ)| ≤ 2‖φ‖2 + 1
8
‖ϕ‖2,






























‖Nv‖2 + ‖∇v‖2 ≤ c(‖φ‖22 + ‖u‖2), (4.2.13)
where
E2(t) = ‖Nϕ‖2 + (1 + τ)‖ϕ‖2 + δ‖∇ϕ‖2 + ε‖Nv‖2 + σ‖∇v‖2.










Hence, we deduce from (4.2.13) that
d
dt
E2(t) + E2(t) ≤ c(‖φ‖22 + ‖u‖2). (4.2.14)
From (4.1.2) we obtain that
∫ t+1
t
(‖φ(s)‖22+‖u(s)‖2)ds ≤ C, thus applying lemma
(1.6) to (4.2.14) we obtain at once that E2(t) ≤ C, ∀t ≥ 0, then it follows that
‖ϕ‖22 + ε‖v‖22 + σ‖v‖21 ≤ C + (ε+ σ)|m(v)|2 + |m(ϕ)|2.
Hence (4.2.10).
Theorem 4.2 For every ε ∈ (0, 1], the semigroup Sε(t) has the global attractor
Aα,ρε in K̃α,ρ.
Proof. From Lemma 4.1 and Lemma 4.2, we get that Sε(t)B1 is (exponentially)
attracted by a closed bounded subset B2 ⊂ W2 ∩ K̃α,ρ. That is to say B2 is a
compact attracting set. Thus, by Theorem 1.1 (see also [58, 71]), the semigroup
Sε(t) for each ε ∈ (0, 1] possesses a compact global attractor Aα,ρε ⊂ B2.
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4.2.1 Upper semicontinuity of the global attractor
First, we prove the existence of a bounded absorbing set onW2∩K̃α,ρ. Let R2 > 0
such that ‖(φ0, u0)‖W2,ε ≤ R2. Integrating (4.1.2) over (t, t+ 1), we obtain that
∫ t+1
t
(‖φ(s)‖22 + ‖φt(s)‖2−1 + ‖u(s)‖21)ds ≤ c.
Application of the generalized Gronwall’s lemma 1.6 to (4.1.3) yields
Υ (t) ≤ CΥ (0)e−νt +K1, ∀t ≥ 0.
It follows, due to (4.1.4), that
‖(φ(t), u(t))‖W2,ε ≤ K2e−νt +K1, ∀t ≥ 0, (4.2.15)
where the positive constants K2 = K2(R2) and K1 = K1(r1) are independent of
ε. Hence the existence of a bounded absorbing set on W2 ∩ K̃α,ρ of the form
B2 = {(ϕ, ψ) ∈ W2 ∩ K̃α,ρ, ‖(ϕ, ψ)‖W2,ε ≤ r2},
where r2 is independent of ε.
The semigroup S0(t) generated by the unperturbed problem (2.0.1) possesses
the global attractor Aα,ρ0 on Kα,ρ (cf. Theorem 2.2). We have the following result.
Theorem 4.3 There holds
lim
ε→0
distU1(Aα,ρε ,Aα,ρ0 ) = 0. (4.2.16)
Proof. Like in Lemma 3.1, we can show that there exists K > 0 independent of
ε, such that the solution (φ, u) = Sε(t)(φ0, u0) satisfies
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‖φ(t)‖24 + ‖u(t)‖22 + ‖φt(t)‖22 + ‖ut(t)‖21 + ε‖ut(t)‖22 ≤ K, ∀t ≥ 2, (4.2.17)
for any (φ0, u0) ∈ B2. Then we obtain the result by proceeding like in the proof of
Theorem 3.2.
4.3 Inertial manifolds
In this section, the assumptions on d and Ω are as in Section 2.4. Moreover, g,Λ,Γ
are also the same as given in Section 2.4.
We introduce the “prepared problem”:
⎧⎪⎪⎨
⎪⎪⎩
τφt +N(δφt +Nφ+ g(φ)− u) = 0,
σut + εNut + φt +Nu = 0,
(4.3.1)
which can be rewritten in the following form:
Ut + AU +G(U) = 0, (4.3.2)
for every ε ∈ (0, 1], where U = (φ, u),
G(U) =
(




⎜⎜⎝ (τI + δN)
−1N2 −(τI + δN)−1N




The operator A :W3 →W1 is non self-adjoint, and has a positive spectrum
η±k =
λk(1 + τ + (δ + σ)λk + ελ
2
k)
2(σ + ελk)(τ + δλk)
± λk
√
(1 + τ + (δ + σ)λk + ελ2k)
2 − 4σλk(τ + δλk)− 4ελ2k(τ + δλk)
2(σ + ελk)(τ + δλk)
,
for every σ > 0 and for every ε ∈ (0, 1], for k = 0, 1, 2, ....
Indeed, set γk = σ + ελk, then the argument of the square root above is exactly
(1+τ+(δ+γk)λk)
2−4γkλk(τ+δλk) = 1+2[τ+(δ+γk)λk]+[τ+(δ−γk)λk]2 > 0.





1 + τ + (δ − γk)λk ±
√
(1 + τ + (δ + γk)λk)2 − 4γkλk(τ + δλk)
)
,
{λk} and {ek} are as given in (1.5.11)-(1.5.13).
Let c1 > 0. There exists n such that λn ≥ 1 and
λn+1 − λn > max{4c1(τ + 1), 4c1δ}, (4.3.3)
(cf. (2.4.5)). This implies that

































λk+1(1 + τ + δλk+1)
τ + δλk+1
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We give the following result whose proof is by same method as in Lemma 2.1 and
3.2.
Lemma 4.3 Provided that n is large enough for (4.3.3) to hold, there exists
ε(n) > 0 and σ(n) > 0 suitably small such that the following inequalities are
satisfied:
(i) fn ≥ 0 and gn ≥ 0.
(ii) Δn ≥ 0, for every ε ∈ (0, ε(n)] and σ ∈ (0, σ(n)].
















n − (g−n + γnγn+1fn)2 > 0, for every ε ∈
(0, ε(n)] and σ ∈ (0, σ(n)].
We have the following result.
Proposition 4.1 For every c1 > 0, there exists n (independent of ε), ε(n) > 0,
and σ(n) > 0 such that, for every ε ∈ (0, ε(n)] and σ ∈ (0, σ(n)], the spectral gap
condition hold:
η−n+1 − η−n > c1. (4.3.4)
Proof. We have
η−n+1 − η−n =
1
2γnγn+1
(g−n + γnγn+1fn −Δn) + c1.
We proceeding like in the proof of Proposition 2.3. We can compute that j−n =
g+n g
−
n , and (j
−
n )
2 + (g−n )
4 − 2j+n (g−n )2 = 0. Thanks to Lemma 4.3, the inequality
γnγn+1fn + g
−




































































































































2 + f 4n − 2f 2nh+n ] + 4ε2q2 2 + 2ε2q1 1 + 4ε 0
+ σ6[(h−n )





























2 − (b+n a−n + c+n fn)
]
< 0. (4.3.6)
Note that on account of (iv) of Lemma 4.3, the inequality
σ6[(h−n )





























2 − (b+n a−n + c+n fn)
]
< 0
holds true for every σ ∈ (0, σ(n)], for some σ(n) > 0.
Thus, the inequality (4.3.6) holds for every ε ∈ (0, ε(n)], for some ε(n) > 0.
Finally, it follows from (4.3.6), that (4.3.4) holds for every ε ∈ (0, ε(n)] and for
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every σ ∈ (0, σ(n)].
We now prove the following result.
Theorem 4.4 Let the assumptions of Theorem 2.4 hold. Then, there exists ε(n)
and σ(n) such that, for every ε ∈ (0, ε(n)] and for every σ ∈ (0, σ(n)], System
(4.3.2) has an inertial manifold M̃α,ρε,σ (with dimension independent of ε) in K̃α,ρ∩
Wd.
Proof. Let X1, Y1, Xn1, Xn2, σ1 and σ2 be as in Section 2.4, however adapted to
Û±k .
We introduce the scalar product 〈〈., .〉〉 in W1 defined by
〈〈U, V 〉〉 = Ψ̂1(PXnU,PXnV ) + Ψ̂2(PYnU,PYnV ), (4.3.7)
for any U, V ∈ U1, where PXn and PYn are, respectively, the projections from W1
onto Xn and Yn and the functions Ψ̂1 : Xn ×Xn → R and Ψ̂2 : Yn × Yn → R are
defined by
Ψ̂1(U ,V ) =(1 + τ)(u, y) + (δ + σ)(∇u,∇y) + ((σI + εN)1/2y, (σI + εN)1/2v)
− ε(Nu,Ny) + ((σI + εN)1/2u, (σI + εN)1/2z)
+ 2σ((σI + εN)1/2v, (σI + εN)1/2z),
Ψ̂2(U ,V ) =(1 + τ)(u, y) + (δ + σ)(∇u,∇y) + ((σI + εN)1/2y, (σI + εN)1/2v)
+ ((σI + εN)1/2u, (σI + εN)1/2z)
+ 2σ((σI + εN)1/2v, (σI + εN)1/2z),
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with U = (u, v), V = (y, z) in Xn (or in Yn).
Using Young’s inequality, we have
Ψ̂1(U ,U ) ≥(1 + τ)‖u‖2 + (δ + σ)‖∇u‖2 − ελn‖u‖2 − 1
σ
(σ‖u‖2 + ε‖∇u‖2)
+ σ‖(σI + εN)1/2v‖2
≥(τ − ελn)‖u‖2 + (σ + δ − ε
σ
)‖∇u‖2 + σ(σ‖v‖2 + ε‖∇v‖2)
≥C4(‖u‖21 + ε‖v‖21 + ‖v‖2), (4.3.8)
for every U ∈ Xn, and
Ψ̂2(U ,U ) ≥(1 + τ)‖u‖2 + (δ + σ)‖∇u‖2 − 1
σ
(σ‖u‖2 + ε‖∇u‖2)
+ σ‖(σI + εN)1/2v‖2
≥τ‖u‖2 + (σ + δ − ε
σ
)‖∇u‖2 + σ(σ‖v‖2 + ε‖∇v‖2)
≥C5(‖u‖21 + ε‖v‖21 + ‖v‖2), (4.3.9)
for every U ∈ Yn and for every ε ∈ (0, ε(n)].











〈〈Û−l , Û+l 〉〉 = 1 + τ + (δ + σ)λl − ελ2l − (σ + ελl)(η̂−l + η̂+l ) + 2σ(σ + ελl)η̂−l η̂+l
= 0.
As a consequence, Xn1 is orthogonal to Xn2 and to Yn, and the decomposition
K̃α,ρ = Xn1⊕Xn2⊕Yn is orthogonal with respect to the scalar product 〈〈., .〉〉 and
we set W11 = Xn1 and (W11 )⊥ = Xn2⊕Yn. Let P and Q be the unique orthogonal
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projections onto W11 and (W11 )⊥. We now define the norm
||||U |||| = 〈〈U,U〉〉1/2. (4.3.10)
Remark 4.3.1 From (4.3.8) and (4.3.9), we can deduce that there exists c1, c2 >
0 independent of ε such that for every ε ∈ (0, ε(n)],
c1‖U‖W1,ε ≤ ||||U |||| ≤ c2‖U‖W1,ε , ∀U ∈ W1. (4.3.11)
On account of (2.4.22), (2.4.23) and (4.3.11), for any given U = (φ, u), V =
(ϕ, ϑ) ∈ K̃α,ρ ∩Wd, we have
||||ΓG(U)|||| ≤ c‖Λg(φ)‖ ≤ c, (4.3.12)
||||ΓG(U)− ΓG(V )|||| ≤ c‖Λ(g(φ)− g(ϕ))‖
≤ c||||ΓU − ΓV ||||, (4.3.13)
for all ε ∈ (0, ε(n)], where c > 0 is independent of ε. Thus, G : Wd → Wd is
globally Lipschitz continuous.




n+1 , s < 0,
‖Pe−sAP‖L(PUd) ≤ C2e−sμ
−
n , s ≤ 0.
It follows from Theorem 1.3 (see also [71, Chap. 9, Theorem 2.1] and [68]), that
the semigroup S̃ε(t) generated by Equation (4.3.2) admits an inertial manifold
M̃α,ρε,σ in K̃α,ρ ∩ Wd of dimension n independent of ε, with respect to the metric
induced by the norm ||||Γ·||||. Therefore, there exists a Lipschitz mapping Φ̃α,ρε,σ :
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K̃α,ρ ∩ PWd → QWd such that
M̃α,ρε,σ = {p̃ + Φ̃α,ρε,σ (p̃), p̃ ∈ K̃α,ρ ∩ PWd}.
4.4 A robust family of exponential attractors
Theorem 4.5 For every ε ∈ (0, 1], the semigroup Sε(t) possesses an exponential
attractor Eα,ρε (with dimensions independent of ε) in K̃α,ρ. Furthermore, there
exist 0 < 1 ≤ 1 and M1 > 0 (all independent of ε) such that
distsymW1,ε(Eα,ρε , Eα,ρ0 ) ≤M1ε1 , (4.4.1)
where Eα,ρ0 is an exponential attractor for the semigroup S0(t) on Kα,ρ.
Proof. Let z1, z2 ∈ B2, z1 = (φ10, u10) and z2 = (φ20, u20) be initial data for two
solutions (φ1, u1) and (φ2, u2) of (4.0.1) respectively.
We set (φ(t), u(t)) = Sε(t)z1 − Sε(t)z2, φ̃0 = φ10 − φ20, ũ0 = u10 − u20. Furthermore,
we perform the splitting
(φ(t), u(t)) = (χ(t), ϑ(t)) + (Ψ(t), υ(t)),
where Kε(z1, z2) = (χ(t), ϑ(t)) and Lε(z1, z2) = (Ψ(t), υ(t)),
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satisfy respectively the problems
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
τχt +N(δχt +Nχ+ g(φ1)− g(φ2)− ϑ) + χ = φ,
σϑt + εNϑt + χt +Nϑ+ ϑ = u,




τΨt +N(δΨt +NΨ− υ) + Ψ = 0,
συt + εNυt +Ψt +Nυ + υ = 0,

















t − e− 1σ t),
m(χ(t)) = m(φ̃0)
(
1− e− 1τ t),
m(ϑ(t)) = m(ũ0)
(






t − e− 1σ t).
(4.4.4)
In this proof, c > 0 denotes a generic constant that is independent of ε but may
depend on the size of B1 but not explicitly on the initial data.
Firstly, we multiply (4.4.3)1 by N
−1Ψ̄t and (4.4.3)2 by ῡ, we integrate over Ω, and





(‖∇Ψ‖2 + ‖Ψ̄‖2 + ε‖∇υ‖2 + σ‖ῡ‖2)+ τ‖N−1/2Ψ̄t‖2−1 + δ‖Ψ̄t‖2
+ ‖∇υ‖2 + ‖ῡ‖2 = 0. (4.4.5)
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Next, we multiply (4.4.3)1 by N






τ‖N−1/2Ψ̄‖2 + δ‖Ψ̄‖2]+ ‖∇Ψ‖2 + ‖N−1/2Ψ̄‖2 − (υ, Ψ̄) = 0. (4.4.6)





E3(t) + τ‖N−1/2Ψ̄t‖2 + δ‖Ψ̄t‖2 + ‖∇υ‖2 + ‖ῡ‖2 + κ‖∇Ψ‖2
+ κ‖N−1/2Ψ̄‖2 − κ(w, Ψ̄) = 0, (4.4.7)
where
E3(t) = ‖∇Ψ‖2 + ε‖∇υ‖2 + σ‖ῡ‖2 + κτ‖N−1/2Ψ̄‖2 + κδ‖Ψ̄‖2.




‖N−1/2Ψ̄‖2, and that there exists c1 > 0
such that










On account of the above last two inequalities, (4.4.7) gives
d
dt
E3(t) + 2c1E5(t) ≤ 0, (4.4.8)
then applying Gronwall’s lemma on (0, t), we obtain that
E3(t) ≤ E3(0)e−2c1t, ∀t ≥ 0. (4.4.9)
There exists c2 > 0 such that for every t ≥ 0,
‖(Ψ(t), υ(t))‖2W1,ε − |m(Ψ)|2 − (ε+ σ)|m(υ)|2 ≤ E3(t) ≤ c1‖(Ψ(t), υ(t))‖2W1,ε .
From the above inequality, (4.4.9) together with (4.4.4)1 and (4.4.4)2, we deduce
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that
‖(Ψ(t), υ(t))‖2W1,ε ≤ ce−ν
2t‖(φ̃0, ũ0)‖2W1,ε ,










‖Lε(z1, z2)‖W1,ε ≤ ce−νt‖z1 − z2‖W1,ε . (4.4.10)
Secondly, we multiply (4.4.2)1 by χt and (4.4.2)2 by Nϑ, we integrate over Ω,





(‖Nχ‖2 + ‖χ‖2 + ε‖Nϑ‖2 + σ‖∇ϑ‖2)+ ‖Nϑ‖2 + ‖∇ϑ‖2 + τ‖χt‖2
+ δ‖∇χt‖2 = (φ, χt) + (u,Nϑ)− (∇(g(φ1)− g(φ2)),∇χt). (4.4.11)
Using Young’s inequality we have
















(‖Nχ‖2 + ‖χ‖2 + ε‖Nϑ‖2 + σ‖∇ϑ‖2)+ ‖Nϑ‖2 + 2‖∇ϑ‖2 + τ‖χt‖2
+ δ‖∇χt‖2 ≤ c(‖φ‖21 + ‖φ‖2 + ‖u‖2),
then using (4.1.7), we deduce that
d
dt
(‖Nχ‖2 + ‖χ‖2 + ε‖Nϑ‖2 + σ‖∇ϑ‖2) ≤ cec
t‖(φ̃0, ũ0)‖2W1,ε . (4.4.12)
Integrating (4.4.12) over (0,t) and exploiting (4.4.4)3 and (4.4.4)4 we get
‖χ‖22 + ε‖ϑ‖22 + σ‖ϑ‖21 ≤ cec

t‖(φ̃0, ũ0)‖2W1,ε + |m(χ)|2 + (ε+ σ)|m(ϑ)|2,
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and it follows that ‖(χ(t), ϑ(t))‖W2,ε ≤ cec
t‖(φ̃0, ũ0)‖W1,ε . Hence
‖Kε(z1, z2)‖W2,ε ≤ cec
′t‖z1 − z2‖W1,ε . (4.4.13)
Next, let t ∈ [t∗, 2t∗]. We set
(φ(t), u(t)) = Sε(t)z01 − Sε(t)z02 = (φ1(t), u1(t))− (φ2(t), u2(t))
.
Therefore, the pair (φ(t), u(t)) satisfies
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
τφt +N(δφt +Nφ+ g(φ1)− g(φ2)− u) = 0,
ut + εNut + φt +Nu = 0,




≤ ‖Sε(t)z01 − Sε(t′)z01‖W1,ε + ‖Sε(t′)z01 − Sε(t′)z02‖W1,ε , ∀t, t′ ∈ [t∗, 2t∗].
Then, proceeding like in (2.5.45)-(2.5.46), we obtain
‖Sε(t)z01 − Sε(t′)z01‖W1,ε ≤ c(ε, t∗)|t′ − t|1/2,
and that from (4.1.7), we have
‖Sε(t′)z01 − Sε(t′)z02‖W1,ε ≤ c(t∗)‖z01 − z02‖W1,ε , ∀t′ > 0. (4.4.15)
Hence, we conclude with
‖Sε(t)z01 − Sε(t′)z02‖W1,ε ≤ c(ε, t∗)(|t′ − t|1/2 + ‖z01 − z02‖W1,ε). (4.4.16)
Now, we check the assumptions of Theorem 1.2. Assumption 2 follows from
estimates (4.4.10) and (4.4.13). Assumption 4 and 5 follow from (4.1.5) and
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(4.4.16) respectively.
There exist c, c′ > 0 (independent of ε) such that for any (φ0, u0) ∈ B2, and
any ε ∈ (0, 1],
‖Sε(t)(φ0, u0)− S0(t)(φ0, u0)‖2U1,ε ≤ cεec
′t, ∀t ≥ 0, (4.4.17)
(cf. Proof of Proposition 2.6). Hence Assumption 3 follows immediately from
(4.4.17). Thus the existence of exponential attractors Eα,ρε inW1 satisfying (4.4.1)
according to Theorem 1.2.
4.5 Continuity of inertial manifolds
We now want to prove some stability properties of the inertial manifolds. Ac-
cording to Theorem 2.4, the semigroup S0(t) for the unperturbed problem (2.4.4)
possesses an inertial manifold Mα,ρ0,σ on Kα,ρ,
Mα,ρ0,σ = {p̄ + Φα,ρ(p̄), p̄ ∈ Kα,ρ ∩ PUd}.
For any arbitrary R > 0, we set
M̃α,ρε,σ,R = {(φ, u), (φ, u) = p̃ + Φα,ρε,σ (p̃), ||||p̃|||| ≤ R},
Mα,ρ0,σ,R = {(φ, u), (φ, u) = p̄ + Φα,ρ(p̄), |||p̄||| ≤ R}.
We prove the following result.
Theorem 4.6 Let the assumptions of Theorem 4.4 hold. Then, there exists M3 >















ε, ∀ε ∈ (0, ε̃(n)]. (4.5.2)
Proof. Firstly, from Remark 4.3.1 we can deduce that, there exist c1 and c2 (c2
independent of ε) such that
c1‖U‖Wd,ε ≤ ||||ΓU |||| ≤ c2‖U‖Wd,ε , ∀U ∈ Wd. (4.5.3)
Let U0 = (φ0, u0) ∈ Mα,ρ0,σ,R, then there exists a complete trajectory U(t) =
(φ(t), u(t))t∈R lying in M
α,ρ
0,σ and satisfies the non autonomous initial value prob-
lem: ⎧⎪⎪⎨
⎪⎪⎩
Ut + AU +G(U) = F(t),





0, ε(σI + εN)−1Nut(t)
)
.
We have that, there exists M = M(n) > 0, independent of ε, such that
‖Γ∇ut(s)‖ ≤Me−ζ−n s, ∀s ≤ 0, (4.5.5)
(cf. proof of (2.6.3)). Also, for any c1 > 0 and for every σ ∈ (0, σ̃(n)] and
ε ∈ (0, ε̃(n)], there holds ⎧⎪⎪⎨
⎪⎪⎩
η−n − ζn + c1 < 0,










μ−n is the eigenvalue of the operator A (but setting ε = σ) given in Section 2.4.
Note that (4.5.6) indeed holds by continuity property, since lim
ε→0+
η−n+1− ζn− c1 =
μ−n+1 − μ−n − c1 > 0 and lim
ε→0+
η−n − ζn − c1 = μ−n − μ−n+1 − c1 < 0, for every
σ ∈ (0, σ(n)].
Let (Uε(t))t∈R be a complete trajectory lying in M̃α,ρε,σ and solution to (4.3.2).
The function z(t) = U(t)− Uε(t) is defined for all time t ∈ R and satisfies
⎧⎪⎪⎨
⎪⎪⎩
zt + Az +G(U)−G(Uε) = F(t),
z(0) = U0 − Uε(0).
(4.5.7)








e−AQ(t−s)Q [G(Uε(s))−G(U(s)) + F(s)] ds. (4.5.8)
Now, like in Section 2.4, we can choose Uε(0) such that p(0) = 0. Also, we have



























































































||||ΓF(t)||||2 = ε‖√ε(σI + εN)−1/2N1/2ΓN1/2ut(t)‖2
= ε‖Γ∇ut(t)‖2. (4.5.10)





























































Hence we obtain (cf. (2.6.9) through (2.6.10))
||||ΓU0 − ΓUε(0)|||| ≤M
√
ε. (4.5.13)
Estimates (4.5.3) and (4.5.13) imply the lower semicontinuity estimate (4.5.1).





We consider the following parabolic-hyperbolic phase-field system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
εφtt + φt −Δφ+ φ+ g(φ)− u = 0,
ut + φt −Δu = 0,
∂nφ|∂Ω = u|∂Ω = 0,
φ(0) = φ0, φt(0) = φ1, u(0) = u0,
(5.0.1)
where ε ∈ (0, 1] and g satisfies assumptions (1.5.3)-(1.5.6) with p ∈ [0, 1] when
d = 3.
We shall construct a robust family of exponential attractors which are both
upper and lower semicontinuous at ε = 0.
We define the Hilbert space Hr = Vr × Vr−1 × Hr−10 , r ≥ 1, endowed with
the norm
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‖(ϕ, ψ, v)‖Hr,ε = (‖ϕ‖2r + ε‖ψ‖2r−1 + ‖v‖2r−1)1/2,
where we understand that V0 = H
0(Ω) = L2(Ω). Hence, we denote H1,0 =
H1(Ω)× L2(Ω), endowed with the norm ‖(·, ·)‖H1,0 = (‖ · ‖21 + ‖ · ‖2)1/2.
5.1 A priori estimates
We multiply (5.0.1)1 by φt and (5.0.1)2 by u, then integrate over Ω. Adding the
resulting equations, we obtain
d
dt
E1(t) + 2‖φt‖2 + 2‖∇u‖2 = 0. (5.1.1)
where




From (1.5.3) as well as (2.1.10), we deduce that
‖(φ, φt, u)‖2H1,ε − α1 ≤ E1(t) ≤ α2(‖φ‖p+31 + ε‖φt‖2 + ‖u‖2 + 1), (5.1.2)
for some α1, α2 > 0 independent of ε. Thus integrating (5.1.1) over (0, t), and on
account of (5.1.2) we obtain that
∫ t
0
(‖φt(s)‖2 + ‖∇u(s)‖2)ds ≤ E3(0) + α1, ∀t ≥ 0.
Hence by (5.1.2) again, we get
∫ ∞
0
(‖φt(s)‖2 + ‖∇u(s)‖2)ds ≤ c(‖φ0‖p+31 + ε‖φ1‖2 + ‖u0‖2 + 1). (5.1.3)
Let (φ1, u1) and (φ2, u2) be two solutions of (5.0.1). Set φ = φ1 − φ2, φt =





εφtt + φt −Δφ+ φ+ g(φ1)− g(φ2)− u = 0,
ut + φt −Δu = 0,
φ(0) = φt(0) = u(0) = 0.
(5.1.4)
Proceeding like in the proof of uniqueness in Theorem 2.1, we obtain
d
dt







‖g′(θφ1 + (1− θ)φ2)‖2L∞(Ω), if d = 1,
c(‖φ1‖2p+21 + ‖φ2‖2p+21 + 1), if d = 2, 3.
Noting that t → M̃(t) is L1(0, T ), and applying Gronwall’s lemma to (5.1.5) on
(0, t), we deduce that
‖(φ(t), φt(t), u(t))‖2H1,ε ≤ e
∫ t
0 M̃(s)ds‖(φ(0), φt(0), u(0))‖2H1,ε , ∀t ≥ 0. (5.1.6)
We state a well-posedness result which proof can be found in [45, Theorem
3.4].
Theorem 5.1 We assume that (1.5.3)-(1.5.6) hold. If (φ0, φ1, u0) ∈ H1, then
(5.0.1) possesses a unique solution (φ, u) such that
(φ, φt, u) ∈ C([0, T ];H1)
for any T > 0. Moreover, if (φ0, φ1, u0) ∈ H2, then (φ, φt, u) ∈ C([0, T ];H2).
On account of Theorem 5.1 we can define the semigroup
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Sε(t) : H1 → H1, (φ0, φ1, u0) → (φ(t), φt(t), u(t)), ∀t ≥ 0,
where (φ(t), φt(t), u(t)) is the solution to problem (5.0.1) at time t. The semigroup
Sε(t) is strongly continuous [cf. (5.1.6)].
It is also known from [45] that the semigroup Sε(t) : Hj → Hj has bounded
absorbing sets Bj in Hj of the form:
Bj = {(ϕ, ψ, v) ∈ Hj, ‖(ϕ, ψ, v)‖Hj,ε ≤ rj}, j = 1, 2,
where rj > 0 is independent of ε. In fact they are exponentially attracting sets.
5.2 Exponential attractors
We observe that the solution to the unperturbed problem for the pair (φ, u) at
any time t is given by (φ(t), u(t)) = S(t)(φ0, u0) and φt = L (φ(t), u(t)), where
L (ϕ, ϑ) = −(Nϕ+ ϕ− g(ϕ)− ϑ). (5.2.1)
Let z1, z2 ∈ B2, z1 = (φ10, φ11, u10) and z2 = (φ20, φ21, u20) be initial data for two
solutions (φ1, u1) and (φ2, u2) of (5.0.1) respectively.
We set (φ(t), φt(t), u(t)) = Sε(t)z1 − Sε(t)z2, φ̃0 = φ10 − φ20, φ̃1 = φ11 − φ21, ũ0 =
u10 − u20. Furthermore, we perform the splitting
(φ(t), φt(t), u(t)) = (χ(t), χt(t), ϑ(t)) + (Ψ(t),Ψt(t), υ(t)),





εχtt + χt −Δχt + χ+ g(φ1)− g(φ2)− ϑ = 0,
ϑt + χt −Δϑ = 0,




εΨtt +Ψt −ΔΨ+Ψ− υ = 0,
υt +Ψt −Δυ = 0,
Ψ|t=0 = φ̃0, Ψt|t=0 = φ̃1, υ|t=0 = ũ0.
(5.2.3)
Proposition 5.1 There exist c, c′, c7 > 0 independent of ε such that
‖Lε(z1, z2)‖H1,ε ≤ ce−c7t‖z1 − z2‖H1,ε , ∀t ≥ 0, (5.2.4)
and ‖Kε(z1, z2)‖H2,ε ≤ cec
′t‖z1 − z2‖2H1,ε , ∀t ≥ 0. (5.2.5)
Proof. Firstly, we multiply (5.2.3)1 by Ψt and (5.2.3)2 by υ, integrate over Ω,





(‖∇Ψ‖2 + ‖Ψ‖2 + ε‖Ψt‖2 + ‖υ‖2)+ ‖Ψt‖2 + ‖∇υ‖2 = 0. (5.2.6)





[‖Ψ‖2 + 2ε(Ψ,Ψt)]− ε‖Ψt‖2 + ‖∇Ψ‖2 + ‖Ψ‖2 − (υ,Ψ) = 0,






[‖Ψ‖2 + 2ε(Ψ,Ψt)]+ ‖∇Ψ‖2 + 1
2
‖Ψ‖2 + 2ε(Ψt,Ψ) ≤ 5ε‖Ψt‖2 + c‖∇υ‖2.
(5.2.7)





(‖∇Ψ‖2 + (1 + κ)‖Ψ‖2 + ε‖Ψt‖2 + ‖υ‖2 + 2κε(Ψ,Ψt))+ κ‖∇Ψ‖2 + κ
2
‖Ψ‖2
+ ε(1− 5κ)‖Ψt‖2 + (1− cκ)‖∇υ‖2 + 2κε(Ψ,Ψt) ≤ 0.
Hence, there exists c7 > 0 (independent of ε) such that
d
dt
E2(t) + c7E2(t) ≤ 0,
where E2(t) = ‖∇Ψ‖2+(1+κ)‖Ψ‖2+ε‖Ψt‖2+‖υ‖2+2κε(Ψ,Ψt). Simple integration
over (0, t) gives
E2(t) ≤ e−c7tE2(0), ∀t ≥ 0. (5.2.8)
Clearly, by Young’s inequality, there exist b3, b4 > 0 (independent of ε) such that
b3‖(Ψ,Ψt, υ)‖2H1,ε ≤ E2(t) ≤ b4‖(Ψ,Ψt, υ)‖2H1,ε . (5.2.9)
It follows from (5.2.8) and (5.2.9), that
‖(Ψ,Ψt, υ)‖2H1,ε ≤ e−c7t‖(φ̃0, φ̃1, ũ0)‖2H1,ε , ∀t ≥ 0.
Hence (5.2.4).
Secondly, we multiply (5.2.2)1 by χt and (5.2.2)2 by ϑ, integrate over Ω, then





(‖∇χ‖2 + ‖χ‖2 + ε‖χt‖2 + ‖ϑ‖2)+ ‖χt‖2 + ‖∇ϑ‖2 = −(g(φ1)− g(φ2), χt).







(‖∇χ‖2 + ‖χ‖2 + ε‖χt‖2 + ‖ϑ‖2)+ 1
2
‖χt‖2 + ‖∇ϑ‖2 ≤ ‖φ‖2. (5.2.10)
Integrating (5.2.10) over (0, t), then on account of (5.1.6), we deduce that
‖χ‖21 + ε‖χt‖2 + ‖ϑ‖2 ≤ cec
′t‖(φ̃0, φ̃1, ũ0)‖2H1,ε , ∀t ≥ 0. (5.2.11)
Next, we multiply (5.2.2)1 by −Δχt and (5.2.2)2 by Nϑ, integrate over Ω, then





(‖Δχ‖2 + ‖∇χ‖2 + ε‖∇χt‖2 + ‖∇ϑ‖2)+ ‖∇χt‖2 + ‖Δϑ‖2
= −(∇(g(φ1)− g(φ2)),∇χt).





(‖Δχ‖2 + ‖∇χ‖2 + ε‖∇χt‖2 + ‖∇ϑ‖2)+ 1
2
‖∇χt‖2 + ‖Δϑ‖2 ≤ c‖φ‖21.
(5.2.12)
Integrating (5.2.12) over (0, t), then, again on account of (5.1.6), we deduce that
‖Δχ‖2 + ‖∇χ‖2 + ε‖∇χt‖2 + ‖∇ϑ‖2 ≤ cec′t‖(φ̃0, φ̃1, ũ0)‖2H1,ε , ∀t ≥ 0. (5.2.13)
On account of (5.2.11) and (5.2.13), we obtain that
‖(χ, χt, ϑ)‖2H2,ε ≤ cec
′t‖(φ̃0, φ̃1, ũ0)‖2H1,ε , ∀t ≥ 0.
Hence (5.2.5).
We prove the following result.
Theorem 5.2 For every ε ∈ (0, 1], the semigroup Sε(t) possesses an exponential
attractor (with dimensions independent of ε) Eε in H1.
Proof. Let t ∈ [t∗, 2t∗]. We set (φ(t), φt(t), u(u)) = Sε(t)z01 − Sε(t)z02 =
(φ1(t), φ1t (t), u
1(t)) − (φ2(t), φ2t (t), u2(t)). Therefore, the triplet (φ(t), φt(t), u(u))
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is solution to the problem
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
εφtt + φt −Δφ+ φ+ g(φ1)− g(φ2)− u = 0,
ut + φt −Δu = 0,
φ|t=0 = φ01 − φ02, φt|t=0 = φ011 − φ021 , u|t=0 = u01 − u02.
(5.2.14)
On account of (5.1.6) we obtain
‖Sε(t)z01 − Sε(t)z02‖H1,ε ≤ c(t∗)‖z01 − z02‖H1,ε , t ≥ 0, (5.2.15)
where c(t∗) > 0 is independent of ε. Now, we multiply (5.0.1)1 and (5.0.1)2 by









Integrating over (0, t) and recalling (5.1.2), we get




≤ c(t+ 1), ∀t ≥ 0. (5.2.16)
It then follows from (5.1.3) and (5.2.16) that
∫ t
0
(‖φt(s)‖21 + ‖Δu(s)‖2)ds ≤ c(t+ 1), ∀t ≥ 0. (5.2.17)
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(‖φt(s)‖2 + ‖Δφ(s)‖2 + ‖φ(s)‖2 + ‖g(φ(s))‖2 + ‖u(s)‖2)ds,





(t+ 1), ∀t ≥ 0. (5.2.18)






≤ c(t+ 1), ∀t ≥ 0. (5.2.19)
Finally, we have that,
‖Sε(t)z01 − Sε(t′)z02‖H1,ε
≤ ‖Sε(t)z01 − Sε(t′)z01‖H1,ε + ‖Sε(t′)z01 − Sε(t′)z02‖H1,ε , ∀t, t′ ∈ [t∗, 2t∗].
Indeed, on the one hand, from (5.2.18) and (5.2.19), we have
‖Sε(t)z01 − Sε(t′)z01‖H1,ε







≤ c(ε, t∗)|t′ − t|1/2.
On the other hand, it follows from (5.2.15) that
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‖Sε(t′)z01 − Sε(t′)z02‖H1,ε ≤ c(t∗)‖z01 − z02‖H1,ε , ∀t′ ≥ 0. (5.2.20)
Hence, we conclude with
‖Sε(t)z01 − Sε(t′)z02‖H1,ε ≤ c(ε, t∗)(|t′ − t|1/2 + ‖z01 − z02‖H1,ε). (5.2.21)
We check the assumptions of Theorem 1.2. Assumption 2 follows from estimates
(5.2.4) and (5.2.5) of Proposition 5.1. Assumption 4 and 5 follows from (5.1.6)
and (5.2.21) respectively. This shows the existence of exponential attractors Eε in
H1.
5.3 Robust family of exponential attractors
We start by showing the existence of an absorbing set in H3.
Proposition 5.2 The semigroup Sε(t) possesses an exponentially attracting
bounded absorbing set B3 in H3.
Proof. Let B ⊂ H3 be a bounded set, and let (φ0, φ1, u0) ∈ B. Hence, since
H3 ⊂ H2, then there exists t(B) > 0 such that (φ(t), φt(t), u(t)) ∈ B2, ∀t ≥ t(B).
That is,
‖φ(t)‖22 + ε‖φt(t)‖21 + ‖u(t)‖21 ≤ r2, ∀t ≥ t(B). (5.3.1)
The following estimates hold true.
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(Δg(φ),Δφt) ≤ ‖g′(φ)‖L∞(Ω)‖Δφ‖‖Δφt‖+ ‖g′′(φ)‖L∞(Ω)‖∇φ‖2L4Ω‖Δφt‖















‖Δφ‖2 + ε‖Δφt‖2. (5.3.5)
Multiply (5.0.1)1 by Δ
2φt and κΔ
2φ, with 0 < κ ≤ 1
8
, then multiply (5.0.1)2



















≤ c(‖g′(φ)‖2L∞(Ω)‖Δφ‖2 + ‖g′′(φ)‖2L∞(Ω)‖∇φ‖41 + ‖∇u‖2).
Hence from (5.3.1), there exists a constant 1 > 0 independent of ε such that
d
dt
E3(t) +1E3(t) ≤ c(r2), (5.3.6)
where
E3(t) = ‖∇Δφ‖2 + (1 +)‖Δφ‖2 + ε‖Δφt‖2 + ‖Δu‖2 + 2ε(Δφ,Δφt).
Clearly, by Hölder’s and Young’s inequality, there exists constants 2, 3 > 0,
independent of ε such that
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2(‖∇Δφ‖2 + ‖Δφ‖2 + ε‖Δφt‖2 + ‖Δu‖2) ≤ E3(t)
≤ 3(‖∇Δφ‖2 + ‖Δφ‖2 + ε‖Δφt‖2 + ‖Δu‖2). (5.3.7)
Application of the generalized Gronwall’s lemma to (5.3.6) and due to (5.3.7), we
obtain
‖(φ(t), φt(t), u(t))‖2H3,ε ≤ c(B)e−1t + c(r2), ∀t ≥ 0, (5.3.8)
Hence, we have that
B3 = {(ϕ, ψ, v) ∈ H3, ‖(ϕ, ψ, v)‖H3,ε ≤
√
2c(r2)/1 = r3}
is an exponentially attracting absorbing set for Sε(t) on H3.
We prove the following result.
Proposition 5.3 For every ε ∈ (0, 1], there exists c > 0, independent of ε, such
that for any z ∈ B3,
‖Sε(t)z‖H2,0 ≤ c, ∀t ≥ 1. (5.3.9)
Proof. Let z0 = (φ0, φ1, u0) ∈ B3. We set (φ(t), φt(t), u(t)) = Sε(t)(φ0, φ1, u0),
∀t ≥ 0. There exists c > 0, independent of ε, such that
‖φ(t)‖23 + ε‖φt(t)‖22 + ‖u(t)‖22 ≤ c, ∀t ≥ 0. (5.3.10)
Multiplying the first equation of (5.0.1) by Γφt, where Γ = I − Δ, then





‖φt‖21 + ‖φt‖21 + (−Δφ, Γφt) + (φ, Γφt) + (g(φ), Γφt)− (u, Γφt) = 0.
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‖φt‖21 + ‖φt‖21 ≤ c. (5.3.11)
Then proceeding like in the proof of Proposition 2.5, we get that
‖φt(t)‖21 ≤ c, ∀t ≥ 1. (5.3.12)
Hence estimate (5.3.9).
The following estimate holds for differences of two solutions.
Proposition 5.4 There exist t > 0, c and c
′ > 0 all independent of ε such that
‖Sε(t)(φ0, φ1, u0)− LS(t)(φ0, u0)‖2H1,ε ≤ c 4
√
εec
′t, ∀t ≥ t, (5.3.13)
for any (φ0, φ1, u0) ∈ B3, and
‖Sε(t)(φ0, φ1, u0)− LS(t)(φ0, u0)‖2H1,0 ≤ c 4
√
εec
′t, ∀t ≥ t, (5.3.14)
for any (φ0, φ1, u0) ∈ Sε(1)B3, and any ε ∈ (0, 1], where L(ψ(t), υ(t)) =
(ψ(t),L (ψ(t), υ(t)), υ(t)).
Proof. Let (φ0, φ1, u0) ∈ B3. We set
(φε(t), φεt(t), u
ε(t)) = Sε(t)(φ0, φ1, u0), and (φ(t), φt(t), u(t)) = LS(t)(φ0, u0).
We have that
‖φε(t)‖23 + ε‖φεt(t)‖22 + ‖uε(t)‖22 ≤ c, ∀t ≥ 0, (5.3.15)
‖φ(t)‖23 + ‖u(t)‖22 ≤ c, ∀t ≥ 0. (5.3.16)
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We set P = φε − φ and R = uε − u, then the pair (P,R) satisfies the problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
εPtt + Pt −ΔP + P + g(φε)− g(φ)−R = −εφtt,
Rt + Pt −ΔR = 0,
P |t=0 = 0, Pt|t=0 = φ1 −L (φ0, u0), R|t=0 = 0.
(5.3.17)
Using the same method as in the proof of Proposition 2.6, we reach the estimate
‖P (t)‖21 + ε‖Pt(t)‖2 + ‖R(t)‖2 ≤ c 4
√
ε(ε+ ε‖φ1 −L (φ0, u0)‖21)ec
′t, ∀t > √ε.
(5.3.18)
Finally, estimate (5.3.13) follows from (5.3.9) while estimate (5.3.14) follows from
(5.3.9) and (5.3.18).
We have the following Corollary of Proposition 5.4.
Corollary 5.3.1 .
‖ΠεSε(t)(φ0, φ1, u0)− S(t)(φ0, u0)‖2H1,0 ≤ c 4
√
εec
′t, ∀t ≥ t, (5.3.19)
where Πε(X × Y × Z) = X × Z, i.e.,
‖φε(t)− φ(t)‖21 + ‖uε(t)− u(t)‖2 ≤ c 4
√
εec
′t, ∀t ≥ t.
The semigroup S(t) for the variable (φ, u) alone possesses an exponential at-
tractor E0 on H1,0, see Theorem 9.14 in [45]. We set B̃3 = Sε(t∗)B3, where t∗ > 0
is independent of ε.
Theorem 5.3 There exist 1, 2 ∈ (0, 12 ] and M1,M2 > 0, all independent of ε
and a family of exponential attractors Eε enjoying all the properties of Theorem 5.2
and such that
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distsymH1,ε(Eε, E) ≤M1ε1 , (5.3.20)
distH1,0(Eε, E) ≤M2ε2 , (5.3.21)
and lim
ε→0
distH1,0(E , Eε) = 0, (5.3.22)
where E = {(ϕ,L (ϕ, ϑ), ϑ), (ϕ, ϑ) ∈ E0}.
Proof. On account of Theorem 1.2, we let Eε = U1, Vε = U2, Wε = U3,
Bε = B̃4 and we check all the assumptions 1-5. To verify Assumption 1, using the
interpolation inequality, there exists a constant c such that for some θ ∈ [0, 1] we
have
‖L (ϕ, ϑ)−L (ψ, v)‖ ≤ ‖N(ϕ− ψ)‖+ ‖ϕ− ψ‖+ ‖g(ϕ)− g(ψ)‖+ ‖ϑ− v‖
≤ c(‖ϕ− ψ‖1/2 + ‖ϕ− ψ‖1/23 )‖ϕ− ψ‖1/21 + ‖ϑ− v‖
≤ c(‖ϕ− ψ‖1/21 + ‖ϑ− v‖1/2), (5.3.23)
for any (ϕ, ϑ) and (ψ, v) in B.
Assumption 2, 4 and 5 were proven in Theorem 5.2. Assumption 3 follows from
(5.3.13) and (5.3.14). This shows the existence of exponential attractors in H1
that satisfy (5.3.20), (5.3.21) and (5.3.22).
We also state the following Theorem which is a direct consequence of Corol-
lary 5.3.19.
Theorem 5.4 For every ε ∈ (0, 1], there exists a constant M1 > 0 independent
of ε such that the family of exponential attractors Eε of the semigroup Sε(t) on H1
satisfies
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[61] X. Mora, J. Solà-Morales, Existence and non-existence of finite-dimensional
globally attracting invariant manifolds in semilinear damped wave equations,
in: Dynamics of Infinite-Dimensional Systems, Lisbon, 1986, in: NATO Adv.
Sci. Inst. F. Comput. Systems Sci., vol. 37, Springer-Verlag, Berlin, 1987.
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