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a b s t r a c t
An algorithm for constructing two sequences of successive approximations of the solution
of the initial value problem for nonlinear differential equations with ‘‘maxima’’ is given.
This algorithm is based on the monotone iterative technique. It is proved that both
sequences are monotonically convergent. Each term of the constructed sequences is a
solution of an initial value problem for linear differential equationswith ‘‘maxima’’ and it is
a lower/upper solution of the given problem. Both the scalar case and themultidimensional
case are studied. An example, solved by computer realization of the suggested algorithm,
illustrates the practical application of the method.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Differential equationswith ‘‘maxima’’ findwide applications in the theory of automatic regulation. As a simple example of
mathematical simulation bymeans of such equations, we shall consider a system for the regulation of voltage of a generator
of constant current [1]. The object of regulation is a generator of constant current with parallel stimulation, and the quantity
regulated is the voltage on the clamps of the generator feeding an electric circuit with different loads. A differential equation
with ‘‘maxima’’ is used if the regulator is constructed such that the maximal deviation of the quantity regulated is on the
segment [t − r, t]. The equation describing the work of the regulator has the form
Tu′(t)+ u(t)+ q max
s∈[t−r,t]
u(s) = f (t),
where T and q are constants characterizing the object, u(t) is the voltage regulated, and f (t) is the perturbing effect.
In most cases the solutions of differential equations with ‘‘maxima’’ are not possible to be obtained in a closed form
and that requires the application of different approximate methods. In recent years several effective approximate methods,
based on the upper and lower solutions of the given problem, was proven for various problems of differential equations
[2–15].
In the current paper, using the monotone iterative technique, based on the method of lower and upper solutions, the
solution of an initial value problem for nonlinear differential equations with ‘‘maxima’’ is theoretically obtained. Both
multidimensional and scalar cases are considered. A procedure for obtaining the terms of two sequences is given and their
monotonic convergence to the solution of the considered initial value problem is proven. Themain advantage of thismethod
is that practically it is easy to find the successive approximations of the unknown solution. At the same time these terms
are lower/upper solutions of the given problem. In order to illustrate the practical application of the proved procedure, a
computer realization on a particular example is given and the algorithm for solving integrals, involving themaximum of the
unknown function is suggested.
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2. Preliminary notes and definitions
Consider the following initial value problem for the system of differential equations with ‘‘maxima’’
x′ = f (t, x(t), max
s∈[t−r,t]
x(s)), for t ∈ [0, T ], (1)
x(t) = ϕ(t), t ∈ [−r, 0], (2)
where x ∈ Rn, f : [0, T ] × Rn × Rn → Rn, T , r = const > 0.
Note that for x : [t − r, t] → Rn, x = (x1, x2, . . . , xn)we denote
sup
s∈[t−r,t]
x(s) =

sup
s∈[t−r,t]
x1(s), sup
s∈[t−r,t]
x2(s), . . . , sup
s∈[t−r,t]
xn(s)

.
We will use notations that are analogous to those used in [12] for systems of ordinary differential equations. These
notations play an important role in the definitions of different types of lower and upper solutions for systems of differential
equations with ‘‘maxima’’.
For each natural number j : 1 ≤ j ≤ nwe consider two nonnegative integers pj and qj such that pj + qj = n− 1 and for
the points x, y, z ∈ Rn we introduce the notation
(xj, [z]pj , [y]qj) =

(z1, . . . , zj−1, xj, zj+1, . . . , zpj+1, ypj+2, . . . , yn) for pj > j
(z1, z2, . . . , zpj , ypj+1, . . . , yj−1, xj, yj+1, . . . , yn) for pj ≤ j. (3)
For example, let n = 3. Choose p1 = 2, q1 = 0, p2 = 1, q2 = 1 and p3 = 1, q3 = 1. Then (x1, [z]p1 , [y]q1) = (x1, z2, z3),
(x2, [z]p2 , [y]q2) = (z1, x2, y3), (x3, [z]p3 , [y]q3) = (z1, y2, x3).
According to the introduced notation (3) the initial value problem (1), (2) can be rewritten in the form
x′j = fj(t, xj(t), [x(t)]pj , [x(t)]qj , maxs∈[t−r,t] xj(s), [ maxs∈[t−r,t] x(s)]pj , [ maxs∈[t−r,t] x(s)]qj), t ∈ [0, T ], (4)
xj(t) = ϕj(t), t ∈ [−r, 0], j = 1, 2, . . . , n. (5)
Let x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn).Wewill say that the inequality x ≤ (≥)y holds, if for all natural numbers
j : 1 ≤ j ≤ n the inequalities xj ≤ (≥)yj hold.
Definition 1. The pair of functions v,w ∈ C([−r, T ],Rn), v = (v1, v2, . . . , vn), w = (w1, w2, . . . , wn) is called a pair of
lower and upper quasisolutions of the initial value problem for the system of differential equations with ‘‘maxima’’ (1), (2) if
v′j ≤ fj(t, vj(t), [v(t)]pj , [w(t)]qj , maxs∈[t−r,t] vj(s), [ maxs∈[t−r,t] v(s)]pj , [ maxs∈[t−r,t]w(s)]qj), (6)
w′j ≥ fj(t, wj(t), [w(t)]pj , [v(t)]qj , maxs∈[t−r,t]wj(s), [ maxs∈[t−r,t]w(s)]pj , [ maxs∈[t−r,t] v(s)]qj) for t ∈ [0, T ],
vj(t) ≤ ϕj(t), wj(t) ≥ ϕj(t), t ∈ [−r, 0], j = 1, 2, . . . , n. (7)
Remark 1. Note that in Eq. (6) the notation
( max
s∈[t−r,t]
vj(s), [ max
s∈[t−r,t]
v(s)]pj , [ maxs∈[t−r,t]w(s)]qj) =

( max
s∈[t−r,t]
v1(s), . . . , max
s∈[t−r,t]
vpj+1(s),
max
s∈[t−r,t]
wpj+2(s), . . . , maxs∈[t−r,t]
wn(s)) for pj > j
( max
s∈[t−r,t]
v1(s), . . . , max
s∈[t−r,t]
vpj(s),
max
s∈[t−r,t]
wpj+1(s), . . . , maxs∈[t−r,t]
wj−1(s), max
s∈[t−r,t]
vj(s),
max
s∈[t−r,t]
wj+1(s), . . . , max
s∈[t−r,t]
wn(s)) for pj ≤ j
(8)
is used.
Remark 2. We will note that the pair of lower and upper quasisolutions is generalization of the lower and upper solutions
in the scalar case (n = 1, p1 = q1 = 0).
Definition 2. The pair of functions v,w ∈ C([−r, T ],Rn), v = (v1, v2, . . . , vn), w = (w1, w2, . . . , wn) is called a pair
of quasisolutions of the initial value problem for the system of differential equations with ‘‘maxima’’ (1), (2) if (6), (7) are
satisfied only for equalities.
Definition 3. The pair of functions v,w ∈ C([−r, T ],Rn), v = (v1, v2, . . . , vn), w = (w1, w2, . . . , wn) is called a pair of
minimal and maximal quasisolutions of the initial value problem for the system of differential equations with ‘‘maxima’’ (1),
(2) if it is a pair of quasisolutions of the same problem, v(t) ≤ w(t) and for any other pair (µ, ν) of quasisolutions of (1),
(2), the inequalities v(t) ≤ µ(t) ≤ w(t), v(t) ≤ ν(t) ≤ w(t) hold for t ∈ [−r, T ].
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Remark 3. Wewill note that if the pair of functions v,w ∈ C([−r, T ],Rn) is a pair of minimal andmaximal quasisolutions,
then the inequality v(t) ≤ w(t) holds. Also, for any pair of quasisolutions this inequality could not be satisfied.
Remark 4. We will note that for all natural numbers j : 1 ≤ j ≤ n the equalities pj = n − 1 and qj = 0 hold and the
pair v,w ∈ PC([−r, T ],Rn) is a pair of quasisolutions of (1), (2). In this case the functions v and w are also solutions of
the same problem. If the initial value problem (1), (2) has an unique solution u(t), then the pair of minimal and maximal
quasisolutions is (u, u).
For all pairs of functions v,w ∈ C([−r, T ],Rn) such that v(t) ≤ w(t) for t ∈ [−r, T ], we define the set
S(v,w) = {u ∈ C([−r, T ],Rn) : v(t) ≤ u(t) ≤ w(t), t ∈ [−r, T ]}. (9)
Lemma 2.1. The scalar function m ∈ C([−r, T ],R) ∩ C1([0, T ],R) satisfies the inequalities
m′(t) ≤ −Mm(t)− N min
s∈[t−h,t]m(s) for t ∈ [0, T ], (10)
m(t) = m(0), t ∈ [−r, 0], (11)
m(0) ≤ 0, (12)
where M,N are positive constants and
(M + N)T < 1. (13)
Then the inequality m(t) ≤ 0 holds for t ∈ [−r, T ].
Proof. Assume the contrary, i.e. there exists a point ξ ∈ (0, T ] such thatm(ξ) > 0. Consider the following three cases:
Case 1. Let m(0) = 0,m(t) ≥ 0,m(t) ≢ 0 for t ∈ [0, b], where b ∈ (0, T ) is a small enough constant. Then from equality
(11) it follows that m(t) ≡ 0 for t ∈ [−r, 0]. Therefore there exist points ξ1, ξ2 ∈ [0, T ], ξ1 < ξ2 such that m(t) = 0 for
t ∈ [−r, ξ1], and m(t) > 0 for t ∈ (ξ1, ξ2). From inequality (10) it follows that m′(t) ≤ 0 for t ∈ (ξ1, ξ2]. Therefore, the
function m(t) is a continuous nonincreasing function on [ξ1, ξ2], i.e. m(t) ≤ m(ξ1) = 0 for t ∈ [ξ1, ξ2]. The last inequality
contradicts the assumption.
Case 2. Let m(0) < 0. According to the assumptions there exists a point η ∈ (0, T ] such that m(t) ≤ 0 for t ∈ [−r, η],
m(η) = 0,m(t) > 0 for t ∈ (η, η + ϵ), where ϵ > 0 is a small enough constant. Denote
inf{m(t) : t ∈ [−r, η]} = −λ < 0.
Let ς ∈ [0, η) be such thatm(ς) = −λ. According to the mean value theorem there exists a point ξ0 ∈ (ς, η) such that
m(η)−m(ς) = m′(ξ0)(η − ς). Therefore, from inequality (10) and−λ ≤ mins∈[ξ0−r,ξ0]m(s)we get
λ = m(η)−m(ς) = m′(ξ0)(η − ς) ≤ (M + N)λT . (14)
Inequality (14) contradicts inequality (13).
Case 3. Letm(0) = 0, andm(t) ≤ 0, andm(t) ≢ 0 for t ∈ [0, b], where b > 0 is a small enough constant. As in the proof of
case 2, we obtain a contradiction, that proves Lemma 2.1. 
3. Main results
Wewill give an algorithm for constructing a sequence of successive approximations and wewill prove the application of
monotone iterative technique to the initial value problem for a system of nonlinear differential equations with ‘‘maxima’’.
3.1. Multidimensional case
Theorem 3.1. Let the following conditions be fulfilled:
1. The function ϕ ∈ C([−r, 0],Rn), ϕ = (ϕ1, ϕ2, . . . , ϕn).
2. The pair of functions α, β ∈ C([0, T ],Rn), α = (α1, α2, . . . , αn), β = (β1, β2, . . . , βn) is a pair of lower and upper
quasisolutions of the initial value problem (1), (2), such that α(t) ≤ β(t) for t ∈ [−r, T ], and α(0)− ϕ(0) ≤ α(t)− ϕ(t),
β(0)− ϕ(0) ≥ β(t)− ϕ(t) for t ∈ [−r, 0].
3. The function f ∈ C([0, T ] × Rn × Rn,Rn), f = (f1, f2, . . . , fn), where fj(t, x, y) = fj(t, xj, [x]pj , [x]qj , yj, [y]pj ,[y]qj), is nondecreasing in [x]pj and [y]pj , nonincreasing in [x]qj and [y]qj , and for x, y, u, v ∈ Rn, y ≤ x, v ≤ u the inequality
fj(t, xj, [x]pj , [x]qj , uj, [u]pj , [u]qj)− fj(t, yj, [y]pj , [y]qj , vj, [v]pj , [v]qj)
≥ −Mj(xj − yj)− Nj(uj − vj), t ∈ [0, T ], j = 1, 2, . . . , n
holds, where Mj,Nj, j = 1, 2, . . . , n are positive constants.
4. The inequalities (Mj + Nj)T < 1, j = 1, 2, . . . , n hold.
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Then there exist two sequences of functions {α(k)(t)}∞0 and {β(k)(t)}∞0 such that:
a/ The sequences are increasing and decreasing correspondingly;
b/ The pair of functions α(k)(t), β(k)(t) is a pair of lower and upper quasisolutions of the initial value problem for the system of
nonlinear differential equations with ‘‘maxima’’ (1), (2);
c/ Both sequences uniformly converge on [−r, T ];
d/ The limits V (t) = limk→∞ α(k)(t), W (t) = limk→∞ β(k)(t) are a pair of minimal and maximal solutions of the initial value
problem for the system of nonlinear differential equations with ‘‘maxima’’ (1), (2).
e/ If u(t) ∈ S(α, β) is a solution of the initial value problem for the system of nonlinear differential equations with ‘‘maxima’’
(1), (2), then V (t) ≤ u(t) ≤ W (t).
Proof. We fix two arbitrary functions η, µ ∈ S(α, β) and for all natural numbers j : 1 ≤ j ≤ nwe consider the initial value
problem for the scalar linear differential equation with ‘‘maxima’’
u′(t)+Mju(t)+ Nj max
s∈[t−r,t]
u(s) = ψj(t, η, µ), for t ∈ [0, T ], (15)
u(t) = ϕj(t), t ∈ [−r, 0], (16)
where u ∈ R,
ψj(t, η, µ) = fj(t, ηj(t), [η(t)]pj , [µ(t)]qj , maxs∈[t−r,t] ηj(s), [ maxs∈[t−r,t] η(s)]pj , [ maxs∈[t−r,t]µ(s)]qj)
+Mjηj(t)+ Nj max
s∈[t−r,t]
ηj(s).
The initial value problem (15), (16) has an unique solution for the fixed pair of functions η, µ ∈ S(α, β).
For any two functions η, µ ∈ S(α, β) such that η(t) ≤ µ(t) for t ∈ [−r, T ] we define the operator Ω : S(α, β) ×
S(α, β)→ S(α, β) byΩ(η, µ) = x(t), where x(t) = (x1(t), x2(t), . . . , xn(t)) and xj(t) is the unique solution of the initial
value problem for the scalar differential equation with ‘‘maxima’’ (15), (16) for the pair of functions η, µ.
The operatorΩ(η, µ) possesses the following properties:
(P1) α ≤ Ω(α, β) and β ≥ Ω(β, α);
(P2) For any functions η, µ ∈ S(α, β) such that η(t) ≤ µ(t) for t ∈ [−r, T ] and (η, µ) is a pair of lower and upper
quasisolutions of the initial value problem (1), (2), the inequalityΩ(η, µ) ≤ Ω(µ, η) holds.
Indeed, we will prove property (P1). We denotem(t) = α(t)− α(1)(t), where α(1)(t) = Ω(α, β).
Then from condition 2 and Eq. (15) for any j : j = 1, 2, . . . , n applying the inequality mins∈[t−r,t](αj(s) − α(1)j (s)) ≤
maxs∈[t−r,t] αj(s)−maxs∈[t−r,t] α(1)j (s)we get
m′j(t) ≤ Mj(α(1)j (t)− αj(t))+ Nj( maxs∈[t−r,t]α
(1)
j (s)− maxs∈[t−r,t]αj(s))
= −Mjmj(t)− Nj( max
s∈[t−r,t]
αj(s)− max
s∈[t−r,t]
α
(1)
j (s))
≤ −Mjmj(t)− Nj min
s∈[t−r,t](αj(s)− α
(1)
j (s)), t ∈ [0, T ]. (17)
Therefore, the functionm(t) satisfies the inequalities (10), (12). According to Lemma 2.1 the functionm(t) is nonpositive,
i.e. α ≤ Ω(α, β).
Analogously the validity of the inequality β ≥ Ω(β, α) can be proved.
Wewill prove property (P2). Let η, µ ∈ S(α, β) form a pair of lower and upper quasisolutions of the initial value problem
(1), (2) and η(t) ≤ µ(t) for t ∈ [−r, T ]. Consider functions x(1)(t) and x(2)(t) for t ∈ [−r, T ], where x(1) = Ω(η, µ),
x(2) = Ω(µ, η), g(t) = x(1)(t)− x(2)(t), g = (g1, g2, . . . , gn).
Then from condition 3 and Eq. (15) we get for any j : j = 1, 2, . . . , n and t ∈ [0, T ]
g ′j (t) ≤ −Mjgj(t)− Nj( maxs∈[t−r,t] x
(1)
j (s)− maxs∈[t−r,t] x
(2)
j (s))+Mj(ηj(t)− µj(t))+ Nj( maxs∈[t−r,t] ηj(s)− maxs∈[t−r,t]µj(s))
+ fj(t, ηj(t), [η(t)]pj , [µ(t)]qj , maxs∈[t−r,t] ηj(s), [ maxs∈[t−r,t] η(s)]pj , [ maxs∈[t−r,t]µ(s)]qj)
− fj(t, µj(t), [µ(t)]pj , [η(t)]qj , maxs∈[t−r,t]µj(s), [ maxs∈[t−r,t]µ(s)]pj , [ maxs∈[t−r,t] η(s)]qj)
≤ −Mjgj(t)− Nj( max
s∈[t−r,t]
x(1)j (s)− maxs∈[t−r,t] x
(2)
j (s))
≤ −Mjgj(t)− Nj min
s∈[t−r,t] gj(s). (18)
Inequality (18) proves the validity of conditions of Lemma 2.1. According to Lemma 2.1 functions gj(t), j = 1, 2, . . . , n
are nonpositive, i.e.Ω(η, µ) ≤ Ω(µ, η).
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We define the sequences of functions {α(k)(t)}∞0 and {β(k)(t)}∞0 by the equalities
α(0) ≡ α, β(0) ≡ β,
α(k+1) = Ω(α(k), β(k)), β(k+1) = Ω(β(k), α(k)).
According to property (P1) of the operator Ω(η, µ) it follows that functions α(k)(t) and β(k)(t) form a pair of lower
and upper quasisolutions. According to property (P2) of the operator Ω(η, µ) it follows that for t ∈ [−h, T ] the following
inequalities
α(0)(t) ≤ α(1)(t) ≤ · · · ≤ α(k)(t) ≤ β(k)(t) ≤ · · · ≤ β(1)(t) ≤ β(0)(t) (19)
hold.
Both sequences of functions {α(k)(t)}∞0 and {β(k)(t)}∞0 are convergent on the interval [−r, T ]. Let
Vj(t) = lim
k→∞ v
(k)
j (t), Wj(t) = limk→∞w
(k)
j (t), j = 1, 2, . . . , n.
We will prove that both functions V (t) and W (t), V = (V1, V2, . . . , Vn) and W = (W1,W2, . . . ,Wn), form a pair of
minimal andmaximal quasisolutions of the initial value problem (1), (2). From the definition of functions α(k)(t) and β(k)(t),
where α(k) = (α(k)1 , α(k)2 , . . . , α(k)n ), β(k) = (β(k)1 , β(k)2 , . . . , β(k)n ), it follows that these functions satisfy the initial value
problems (j = 1, 2, . . . , n)
(α
(k)
j (t))
′ +Mjα(k)j (t)+ Nj maxs∈[t−r,t]α
(k)
j (s) = ψj(t, α(k−1), β(k−1)), (20)
(β
(k)
j (t))
′ +Mjβ(k)j (t)+ Nj maxs∈[t−r,t]β
(k)
j (s) = ψj(t, β(k−1), α(k−1)), for t ∈ [0, T ],
α
(k)
j (t) = α(k)j (0), β(k)j (t) = β(k)j (0), t ∈ [−r, 0]. (21)
From Eqs. (20), (21) it follows that the pair of functions V (t) and W (t) is a pair of quasisolutions of the initial value
problem (1), (2). Let u, z ∈ S(α, β) be a pair of quasisolutions of the initial value problem (1), (2). From inequalities (19) it
follows that there exists a natural number k such that α(k)(t) ≤ u(t) ≤ β(k)(t) and α(k)(t) ≤ z(t) ≤ β(k)(t) for t ∈ [−r, T ].
We introduce the notation g(t) = α(k+1)(t)− u(t), g = (g1, g2, . . . , gn). According to Lemma 2.1 the inequalities gj(t) ≤ 0,
j = 1, 2, . . . hold for t ∈ [−r, T ], i.e. α(k+1)(t) ≤ u(t).
Analogously the validity of inequalities β(k+1)(t) ≥ u(t) and α(k+1)(t) ≤ z(t) ≤ β(k+1)(t) for t ∈ [−r, T ] can be proved.
Let u(t) ∈ S(α, β) be a solution of the initial value problem (1), (2). Consider the pair of functions (u, u) which is a pair
of quasisolutions of the initial value problem (1), (2). According to the proof given above the inequality V (t) ≤ u(t) ≤ W (t)
holds for t ∈ [−r, T ]. 
3.2. Scalar case
Note that in the scalar case n = 1 the problem (1), (2) reduces to an initial value problem for a scalar differential equation
with ‘‘maxima’’. In this case we use lower and upper solutions:
Definition 4. The function v ∈ C([−r, T ], R), is called a lower solution of the initial value problem for the differential
equation with ‘‘maxima’’ (1), (2) (n = 1) if
v ≤ f (t, v(t), max
s∈[t−r,t]
v(s)) (22)
v(t) ≤ ϕ(t), t ∈ [−r, 0]. (23)
Analogously the upper solution of the initial value problem for the differential equation with ‘‘maxima’’ (1), (2) (n = 1)
is defined.
Then the following result is a partial case of the theorem proved above:
Theorem 3.2. Let the following conditions be fulfilled:
1. The function ϕ ∈ C([−r, 0],R).
2. The functionsα, β ∈ C([0, T ],R) are lower and upper solutions of the initial value problem (1), (2) for n = 1, correspondingly,
and α(t) ≤ β(t) for t ∈ [−r, T ], and α(0)− ϕ(0) ≤ α(t)− ϕ(t), β(0)− ϕ(0) ≥ β(t)− ϕ(t) for t ∈ [−r, 0].
3. The function f ∈ C([0, T ] × R× R,R), and for x, y, u, v ∈ R, y ≤ x, v ≤ u the inequality
f (t, x, u)− f (t, y, v) ≥ −M(x− y)− N(u− v), t ∈ [0, T ],
holds, where M,N are positive constants.
4. The inequality (M + N)T < 1 holds.
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Then there exist two sequences of functions {α(k)(t)}∞0 and {β(k)(t)}∞0 such that:
a/ the functions α(k)(t), β(k)(t) ∈ C([−r, T ],R) are solutions of the initial value problems for the following scalar equations
(α(k)(t))′ +Mα(k)(t)+ N max
s∈[t−r,t]
α(k)(s) = ψ(t, α(k−1)), for t ∈ [0, T ], (24)
and
(β(k)(t))′ +Mβ(k)(t)+ N max
s∈[t−r,t]
β(k)(s) = ψ(t, β(k−1)), for t ∈ [0, T ], (25)
with initial conditions
α(k)(t) = ϕ(t), β(k)(t) = ϕ(t), t ∈ [−r, 0], (26)
where
ψ(t, η) = f (t, η(t), max
s∈[t−r,t]
η(s))+Mη(t)+ N max
s∈[t−r,t]
η(s);
b/ Both sequences are increasing and decreasing correspondingly;
c/ Each function α(k)(t) is a lower solution and each function β(k)(t) is an upper solution of the initial value problem for the scalar
nonlinear differential equation with ‘‘maxima’’ (1), (2) (n = 1);
d/ Both sequences uniformly converge on [−r, T ];
e/ The limits V (t) = limk→∞ α(k)(t), W (t) = limk→∞ β(k)(t) are minimal and maximal solutions, correspondingly, of the
initial value problem for the nonlinear differential equation with ‘‘maxima’’ (1), (2) (n = 1);
f/ If u(t) ∈ S(α, β) is a solution of the initial value problem for the nonlinear differential equation with ‘‘maxima’’ (1), (2), then
V (t) ≤ u(t) ≤ W (t).
Remark 5. As partial cases of the above results, several results follow for the initial value problem for nonlinear differential
equations obtained in monograph [11].
4. Computer realization of the method
Since differential equations with ‘‘maxima’’ are still a new branch in the theory of differential equations, there is no
mathematical software for solving integrals, that involve themaximum of the unknown function. Wewill give an algorithm
for numerically calculating the integral with ‘‘maxima’’ and it will be illustrated on a particular example, combining this
algorithmwith the above suggested procedure for approximate solving of the initial value problem for differential equations
with ‘‘maxima’’.
Consider the following scalar differential equation with ‘‘maxima’’
x′ = 1
8
e−tx(t)− 1
4
max
s∈[t−0.5,t]
x(s), for t ∈ [0, 2], (27)
with initial condition
x(t) = 0, t ∈ [−0.5, 0]. (28)
It is easy to check that problem (27), (28) has zero solution.
From the inequality 18e
−t − 14 ≤ 18 − 14 < 0 on [0, 2] it follows that the function α(0)(t) ≡ −2 is a lower solution
of the initial value problem (27), (28) and the function β(0)(t) ≡ 2 is an upper solution of (27), (28), i.e. inequalities
(α(0)(t))′ ≤ 18e−tα(0)(t)− 14 maxs∈[t−0.5,t] α(0)(s) and (β(0)(t))′ ≥ 18e−tβ(0)(t)− 14 maxs∈[t−0.5,t] β(0)(s) hold.
In this case f (t, u, v) = 18e−tu− 14v and f (t, x, u)− f (t, y, v) = 18e−t(x− y)− 14 (u− v) ≥ −M(x− y)− N(u− v) for
x ≥ y, u ≥ v, whereM = 18 and N = 14 . Then (M + N)T = ( 18 + 14 )2 = 34 < 1.
Then the successive approximations to zero solution of the initial value problem (27), (28) are solutions of linear
differential equations with ‘‘maxima’’ (24), (25), which are reduced in this case to the following equations
(α(k)(t))′ = −1
8
α(k)(t)− 1
4
max
s∈[t−0.5,t]
α(k)(s)+ 1
8
(e−t + 1)α(k−1)(t), for t ∈ [0, 2], (29)
and
(β(k)(t))′ = −1
8
β(k)(t)− 1
4
max
s∈[t−0.5,t]
β(k)(s)+ 1
8
(e−t + 1)β(k−1)(t), for t ∈ [0, 2], (30)
with initial conditions
α(k)(t) = 0, β(k)(t) = 0, t ∈ [−0.5, 0]. (31)
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The solution of the initial value problem (29), (31) is given by the formula
α(k)(t) =
∫ t
0
1
8
(e−t + 1)α(k−1)(s)ds− 0.25
∫ t
0
max
ξ∈[s−0.5,s)
α(k)(ξ)ds

(e0.125t − 1) for t ∈ [0, 2] (32)
α(k)(t) = 0 for t ∈ [−0.5, 0]
and the solution of the initial value problem (30), (31) is given by the formula
β(k)(t) =
∫ t
0
1
8
(e−t + 1)β(k−1)(s)ds− 0.25
∫ t
0
max
ξ∈[s−0.5,s)
β(k)(ξ)ds

(e0.125t − 1) for t ∈ [0, 2] (33)
β(k)(t) = 0 for t ∈ [−0.5, 0].
Algorithm for calculating lower and upper solutions:
Choose a natural numberm and points tl ∈ [0, 2], l = 1, 2, . . . ,m such that tl+1 − tl = δ.
We will describe the algorithm for obtaining α(k)(tl) for k = 1, 2, . . ., starting from α(0)(t) ≡ −2 for t ∈ [−0.5, 2].
Note that formula (32) for obtaining α(k)(t) involves the integral
Iα(t) =
∫ t
0
max
ξ∈[s−0.5,s)
α(k)(ξ)ds,
that contains the local maximum of the function α(k)(t) on a previous interval with a length r = 0.5.
We calculate numerically the integral Iα(tl) and at the same time we obtain the value of the function αk(tl). The value of
the function α(k)(tl)will be used for obtaining the maximum on the next step of calculating the integral Iα(tl+1).
Now we will explain the algorithm for obtaining the value of the integral Iα(tl), that contains the maximum of the
unknown function (that algorithm will also be applied for calculating the value of Iβ(tl)). The algorithm is based on the
application of the trapezoid’s method.
Let Tl be fixed. Then the algorithm for obtaining the value of the integral I =
 Tl
0 maxξ∈[s−0.5,s) f (ξ)ds is as follows:
Open a cycle by t from 0 to Tl with step h, which is chosen by us. The body of the cycle consists of
• Calculating the value of the function f (t);
• Applying the trapezoid’s method, we add the term f (t−1)+f (t)2h to the previous value of the integral I;
• Calculating the value of the function α(k)(t) by formula (32) for k = 1;
• Searching the new maximum in the previous interval by using the function find_new_max.
Now we will describe more precisely the function find_new_max.
In the case of monotonic function α(k)(t), obtaining the maximum is trivial.
Consider the general case:
To obtain maxs∈[t−r,t] α(k)(s), i.e. the maximum of the function over the previous interval, we will use a doubly linked
list dlist and a circular array value_a which contains the pointers to the elements of the dlist . The number of its elements
depends on the step h for calculating the value of the integral I . It is equal to ⌊r/h⌋.
The doubly linked list contains the sorted decreasing values of the function α(k)(t) on the previous interval of length r .
The beginning of the doubly linked list contains themaximal element and the end contains theminimal element.Wewill
use pointers to the beginning and to the end of the list, and a pointer to the last inserted element. The list is doubly linked,
so we could search in both directions.
At any step of the cycle we will add as a new element a value of α(k)(t) and will remove the element at the left end of the
interval.
To do this, we use the following operations:
• Insert the new element into the doubly linked list: Compare the new value of α(k)(t) and the value of the most recently
inserted element. If the new value is bigger, then we search in the direction of bigger values in the list until we find the
element of value bigger than or equal to the new value. Then we put this new element at this position into the doubly
linked list and we save the pointer of the new element in the right end of the array value_a.
If the new value is less than the most recent one we find the position of the element in the direction of smaller values in
the list.
Since the function α(k)(t) is continuous, the value of the function at the new point will be approximate to themost recent
one and finding the position of the new element in the sorted list will be done in several steps in one of the two directions.
The number of these steps depends on the number of local extrema in the interval.
• Removing the element which is out of the interval: From the left end of the array value_a we take the pointer to the
element in dlist and remove this element from the list. Element removal does not depend on the sorting of the list.
• At every step we can take the maximum element using the pointer to the beginning of the dlist .
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Table 1
Numerical values of lower solutions α(k)(t) and upper solutions β(k)(t).
t 0.25 0.50 0.75 1.00
α1 = −2.00 −3.74× 10−3 −1.44× 10−2 −3.14× 10−2 −5.42× 10−2
α2 = −3.74× 10−3 −6.99× 10−6 −2.69× 10−5 −5.87× 10−5 −1.01× 10−4
α3 = −6.99× 10−6 −0.01× 10−6 −0.05× 10−6 −0.11× 10−6 −0.19× 10−6
α4 = −0.01× 10−6 −0.00 −0.00 −0.00 −0.00
x(t) = 0.00 0.00 0.00 0.00 0.00
β4 = 0.01× 10−6 0.00 0.00 0.00 0.00
β3 = 6.98× 10−6 0.01× 10−6 0.05× 10−6 0.11× 10−6 0.19× 10−6
β2 = 3.74× 10−3 6.98× 10−6 2.68× 10−5 5.83× 10−5 1.00× 10−4
β1 = 2.00 3.74× 10−3 1.44× 10−2 3.12× 10−2 5.37× 10−2
t 1.25 1.50 1.75 2.00
α1 = −2.00 −8.27× 10−2 −1.16× 10−1 −1.55× 10−1 −1.99× 10−1
α2 = −3.74× 10−3 −1.55× 10−4 −2.18× 10−4 −2.90× 10−4 −3.72× 10−4
α3 = −6.99× 10−6 −0.29× 10−6 −0.41× 10−6 −0.55× 10−6 −0.70× 10−6
α4 = −0.01× 10−6 −0.00 −0.00 −0.00 −0.00
x(t) = 0.00 0.00 0.00 0.00 0.00
β4 = 0.01× 10−6 0.00 0.00 0.00 0.00
β3 = 6.98× 10−6 0.28× 10−6 0.40× 10−6 0.53× 10−6 0.67× 10−6
β2 = 3.74× 10−3 1.52× 10−4 2.14× 10−4 2.84× 10−4 3.62× 10−4
β1 = 2.00 8.15× 10−2 1.14× 10−1 1.52× 10−1 1.94× 10−1
The order of the operations connected with finding of the position of the new element in the list is O(m.n), where n is
the number of steps of the main cycle, andm is the maximal number of the local extrema in the present interval.
In the case of h = 1.00× 10−7 the numerical values are given in Table 1.
Conclusions. The results in Table 1 gives the values of four lower solutions α(i)(t) and four upper solutions β(i)(t), i =
1, 2, 3, 4, calculated on the interval [0, 2] by a step 0.25. Calculations are based on formulas (32), (33). The numerical values
of the lower and upper solutions prove numerically the convergence of both sequences to zero solution of the initial value
problem (27), (28).
Remark 6. Note that in the algorithm, suggested above, the trapezoid’s method could be replaced by any other numerical
method for integrals, which produces the desired level of error.
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