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Abstract 
A family of flat flag-transitive xtended grids was constructed in Meixner and Pasini (1993). 
In fact, those extended grids are instances of the gluing construction described in Buekenhout 
et al. (1994). They can be obtained by gluing a circular space with 2" points with a dual grid 
of order (1,2 n - 2). In this paper we shall prove that all flat flag-transitive xtended grids but 
the emi-octabedron can be obtained as gluings in that way. 
I .  In t roduct ion  
1.1. Definitions and the gluing construction 
An extended grid is a geometry F with diagram and orders as follows: 
c 
1 s 1 
points lines planes 
where s is a positive integer, called the order of F. If all points of  F are incident with 
all planes of  F, then F is said to be flat. 
Many fiat extended grids can be obtained by gluing a complete graph with a complete 
bipartite graph. The gluing construction was described in [3] in a quite general context. 
We shall recall that construction here, but only for gluings of  complete graphs with 
complete bipartite graphs. 
We recall that a complete graph with v vertices admits a 1-factorization if and only 
if v is even [8]. The best-known example of  a complete graph endowed with a 1- 
factorization is the point-line system of the affine geometry AG(n,2), with its natural 
parallelism as 1-factorization. 
* Corresponding author. E-mail: pasini@unisi.it. 
0012-365X/97/$17.00 Copyright (~) 1997 Elsevier Science B.V. All rights reserved 
PH S001 2-365X(97)0033 5-4 
208 T. Meixner, A. Pasini/Discrete Mathematics 174 (1997) 207-226 
Every complete bipartite graph with classes of the same size also admits a 1- 
factorization [3, 5.6.2]. 
Given a complete graph ~1 with an even number v of vertices and a complete 
bipartite graph fg2 with both classes of size v - 1, let [11 and [12 be 1-factorizations of
~1 and (~2, respectively. According to [3], for i = 1,2 we denote the set of classes 
of I[i by ~ and we call it the line at infinity of (~i, [[i). Given an edge x of ~i we 
denote by co(x) the class of x in [[i. We call c~(x) the point at infinity of x. 
Let ~ be a bijection from ~ to ~.  We can construct a flat extended grid F of 
order s -- v - 2 as follows. The points and the planes of E are the vertices of f~l and 
~2, respectively. The lines of F are the pairs (x, y) where x is an edge of ~1, y is 
an edge of ~2 and ~(oc(x)) = ~(y) .  All points of F are declared to be incident with 
all planes of F. A point a (a plane u) is stated to be incident with a line (x, y) when 
aEx (when uEy).  We call F the gluing of ('~1, []1) and ('~2, [[2) via ~. 
1.2. Statement of the maOt theorem 
Theorem 1 (Main Theorem). Let F be a flat flay-transitive xtended 9rid of order 
s > 1. Then s = 2 ~ - 2 for some inteyer n > 1 and F is a yluin9 of the point-line 
system of AG(n,2), endowed with its natural parallelism, with a complete bipartite 
yraph with both classes of size s, equipped with a suitable 1-factorization. 
We shall prove this theorem in Section 4. We shall also prove the following: 
Corollary 2. Let F be as above and let G~<Aut(F) be flag-transitive. Then G= 
(V x C)X where X~<PSLn(2) normalizes both V and C, the extension KX is a 2- 
transitive subgroup of ASLn(2) with V = 2 n, and C is the stabilizer in G of all points 
of E Moreover, C acts semi-regularly on the set of  planes o f f  and V is the stabilizer 
of  all planes of F. The stabilizer of a plane of F is isomorphic to V.X. The stabilizer 
of a point of F is isomorphic to C.X. 
When C.X = (Zs+l x Z~+1).2 (with C = Zs+l and X = 2Zs+l or C = Z~+1.2 and 
X = Zs+l), we obtain the flat flag-transitive extended grids described in [9]. Perhaps, 
those are in fact the only flat flag-transitive extended grids of order s > 1. However, 
we could not prove this. 
Note that the assumption s > 1 is essential for the statement of Theorem 1. Indeed, 
there is a unique fiat extended grid of order 1, namely the emi-octahedron; it is flag- 
transitive, but it is not a gluing. 
1.3. Outline of the paper 
The rest of this paper is organized as follows. In Section 2 we recall some properties 
of 1-factorizations of complete graphs and complete bipartite graphs, to be used later. 
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Section 3 is devoted to a discussion of the known examples of flat extended grids. 
We shall mainly focus on gluings, in particular on flag-transitive gluings. However, we 
will also mention some examples which do not arise in that way. 
Section 4 contains the proofs of Theorem 1 and Corollary 2. 
2. On 1-factorizations 
Throughout this section ff is a given complete graph with an even number of vertices, 
or a complete bipartite graph with classes of the same size. IJ is a 1-factorization of 
~#. As in the previous section, we denote by f f~ the set of classes of II, or any set 
bijective to it, taken as set of indices for those classes. 
2.1. Definitions and notation 
We denote by Aut((#, [[) the group of the automorphisms of f# that preserve II. A 
graph is a geometry of rank 2 (vertices and edges being taken as points and lines, 
respectively). Thus, we can speak of flag-transitive automorphisms groups of (# just 
as we do for any geometry of rank 2. We say that the pair ((#, II) is flag-transitive if 
Aut((#, I[) is flag-transitive on ft. 
The action of A = Aut(~, II) on ~ will be denoted by A °°, whereas K °° denotes 
the kernel of that action. We call K °° the 9roup of  dilatations of (~, I1). 
For every point a of fq, let Aa be the stabilizer of a in A. Clearly, A~ n K °° = 1. 
Let (p~ be the embedding of Aa into A °° induced by the projection of A onto A °°. The 
following, which is actually an application of Frattini argument, is a special case of a 
more general result proved in [3, Lemma 2.7]: 
Proposition 3. Let K °° be transitive on the set o f  points o f  ~9. Then q)a is an iso- 
morphism from Aa to A °°. Thus, the extension A = K~.A  °° splits. 
Therefore: 
Corollary 4. Assume that K ~ is point-transitive on (#. Then (f#, II) is flag-transitive 
if  and only i f  A ~ is transitive on ~.  
The same can be said for any subgroup G of A but for replacing K °° with K °° n G, 
A °° with G ~ = G/(K °° N G) and Aa with Ga = Aa n G. 
2.2. A theorem of  Cameron and Korchmaros 
We now assume that f# is a complete graph and let II be a 1-factorization of ft. The 
following is proved by Cameron and Korchmaros in [5]: 
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Proposition 5. Assume that A = Aut(ff, 1[) is flag-transitive and let G be a flag- 
transitive subgroup of A. Then one of the following holds: 
(i) ff is the point-line system of AG(n,2), 1[ is the parallelism of AG(n,2 ) (whence 
~ is the set of points ofPG(n - 1,2)) and G = K°°.Go ~<ASLn(2), where K °° = 2 n 
is the translation group of AG(n,2) and Go <~A °~ = PSLn(2) is transitive on ~oo. 
(ii) ff is the point-line system of AG(3,2), ]1 is the parallelism of  AG(3,2) and 
G = PSL2(7). 
(iii) ff has 6 vertices, ]] is the (unique) 1-factorization of ~, A ---- Sym(5) and either 
G =A or G = Alt(5). 
(iv) ff has 12 vertices and G - -A  = PSL2(l l) .  
(v) ff has 28 vertices and G = A = R(3). 
Note that K °° = 1 in cases ( i i i ) -(v).  In case (ii), G is a proper subgroup of A = 
ASL3(2) and G M K °° = 1. 
2.3. 1-factorizations of complete bipartite graphs 
We now assume that ff is a complete bipartite graph with both classes of size s + 1. 
Let X = {xi}~=0 and Y = {Yi}~=0 be the two classes of the bipartition of  ft. Given a 
permutation g of I = {0, 1,.. . ,  s}, we can define the actions gx and gr of g on X and 
Y by stating that, gx(xi) = xg(i) and gr(Y]) = Yg(]). 
Let P be a set of permutations of I regular on 1, that is for every choice of  i, j E  Y 
there is just one element of P mapping i onto j .  Let us denote that element of P by 
Pi, j. 
A 1-factorization I[ can be defined on ff by taking P as the line at infinity of (if, II), 
with oo({xi, y]}) = Pi,j for every edge (xi, yj) of ft. It is not difficult to prove that 
every 1-factorization of ff can be obtained from a regular set P of  permutations. 
2.3.1. A description of  Aut(fg, [{) 
Let P and ]1 be as above. By multiplying all elements of P by a given element of p, 
if necessary, we can also assume that the identity permutation 1 of I belongs to P. 
Let G be the subgroup of Sym(s + 1) × Sym(s + 1) consisting of the pairs ( f ,g )  of 
permutations of I such that gpf - i  = p. Then G~<Aut(ff, II) with ( f ,g)(x)  --- fx(x)  
and ( f ,g ) (y )  = gY(Y) for xEX and yE  Y. 
I f  there are elements o fA  = Aut((~, [[) interchanging X and Y, then A = G2. Other- 
wise A = G. 
Assume that A = G2 and let 6EG2\G. There are permutations f , g of I such that 
(1) f~p-lg-~l EP for all pEP,  and 
(2) 6(xi) = Yf(i) and 6(yi) = xgci ) for every i -- 0, 1 . . . . .  s. 
Let us denote by D the set of pairs of permutations ( f ,g )  as in (1) and, given 
( f ,9 )  E D, let 6f, g be the automorphism 6 of  ((¢,[[) defined as in (2). It is now 
clear that A = G.2 if and only if D # 9. 
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Let C be the subgroup of G consisting of the pairs ( f ,g )  such that gpf-1 = P for 
all pEP.  Note that, since 1EP, we have f = g for every pair ( f ,g )EC.  Thus, C is 
the set of pairs ( f ,  f )  with f belonging to the centralizer of P in Sym(s+ 1). Clearly, 
C=GNK °~, andK °~=C or C.2. 
Let 6 = 6f ,  g for some ( f ,g )ED.  Then 6EK °~ if and only i f fp - lg  -1 = p for every 
p E P. In particular, since 1 E P, this condition forces f = 9. Therefore, K °~ = C.2 if 
and only if there is a permutation f E Sym(s + 1) such that 
(3) fp - l  f -1 = p for all pEP.  
2.3.2. The case where P is a group 
From now on we assume that P is a group. Let N be its normalizer in Sym(s + 1) 
and let ( f ,g )EG.  As 9Pf -1 = P and 1EP, we have g f - l  = pEP.  Hence, g = pf  
with pEP and fEN (hence also 9EN).  
Let us set (P )= {(l,p)}pEe ~-P and [N] = {( f , f )} f~N.  Thus, G - - (P)[N] .  The 
action of (P) on the line at infinity f#o~ = p is the Cayley action of the group P on 
itself. The action of [N] on P = f#o~ is the action by conjugation of N on the group P. 
Note that N>~P. Hence, G contains another copy [P] = {(P,P)}p~P of P, acting by 
conjugation on P. Therefore, 
IN] 
c = (P)[P]  [p--~. 
(Note the similarity between this and the natural action of the holomorph of a group 
X on the set X.) The group C is the centralizer of P in [N] and the group G °~ induced 
by G on f fo~=Pis  
IN] 
G~ = (P) C 
Note that G ~ is transitive on ~o~, as it contains (P), which is regular on P = ~.  
Since P is a group, the pairs ( f ,g )  satisfying the condition (1) of Section 2.3.1 are 
precisely those of G, that is D = G. Hence, 
Aut(~, II) = (P ) [P ]~2.  
/~l  J 
The subgroup (P)[P] of G acts transitively on each of the two classes X and Y 
of points of fq (the group (P). [P] is even 2-transitive on the class Y) and, given 
any pair ( f ,o )EG (= D), the automorphism 6f, g defined as in (2) of Section 2.3.1 
interchanges X and Y. Therefore 
Proposition 6. The pair (fq, II) is flag-transitive. 
Clearly, K ~ is transitive on the set of points of ff only if K °~ = C.2. By (3) 
of Section 2.3.1, this happens if and only if there is some element f EN such that 
f - lp f  = p - t  for every p E P. This condition forces P to be abelian. 
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On the other hand, let P be abelian. Then [P] ~< C, hence C is transitive on each of 
the two classes of points of f¢. Let us define a permutation h of I as follows. Given 
i E l ,  let Pi be the element of P that maps 0 onto i. We set h(i) -- p~-l(0). Since 
P is abelian and regular on 1, we have h EN (thus (h,h)E [N]) and hph -1 = p- i  
for every pEP.  Let 6 = (h,h)61,1, with 61,1 defined as in (2) of Section 2.3.1 with 
( f ,g)  -- (1, 1). It is straightforward to check that 6EK ~. Hence, K ~ ---- C.2 and K ~ 
is transitive on the set of points of f¢. Thus, we have proved the following: 
Proposition 7. The following are equivalent: 
(i) K °° & point-transitive on f~; 
(ii) K ~ = C.2; 
(iii) P is abelian. 
Note that 61,1 ~ K ~ in general, even i fK  ~ = C.2. Indeed, 61,1 acts on f¢~ = P by 
inverting the elements of P. Hence, it belongs to K ~ if and only if P has exponent 
2. Therefore, 61,1 EK  ~ if and only if s + 1 is a power of 2 and P is an elementary 
abelian 2-group. 
2.3.3. Isomorphisms of lofactorizations 
Let P and P'  be two sets of permutations o f / ,  regular on I, and let II and II' be the 
1-factorizations they define on f#. We can assume that the identity permutation belongs 
to both P and P~. 
Given x EX and y E Y, we denote by ~({x ,y})  and c<J({x, y}) the points at infinity 
of {x, y} with respect o II and I1', respectively. 
We have (f¢, [I) ---- (f¢, II ~) if and only if there are permutations f , g o f /  such that 
one of the following two clauses defines a bijective mapping from P to P': 
(i) ~p(c~({xi, yj})) = od({xf(i), yg(j)}) (i, jE1), 
(ii) ~O(cc({xi, y j} ) )  = O0'({Xg(j) , Yf( i )})  (i,j El).  
Clause (i) defines a bijective mapping ~p : P ~ P~ if and only if f = gp for some 
pEP such that P :- g-lp~gp. 
On the other hand, (ii) defines a bijection ~p : P ~ P~ if and only if f -- gp for 
some pEP such that p-1  __ pf - lp , f .  
I f  P is a group, each of (i) and (ii) amounts to saying that P~ is a conjugate of P. 
Therefore 
Proposition 8. Two subgroups P, P' of Sym(s + 1), regular on L define isomorphic 
1-factorizations of f9 if and only if they are conjugate. 
2.3.4. Examples 
Let s -- 2. Then the cyclic group Z3 is the only set of permutations of I regular on 
I. The pair (fg, [[ ) is flag transitive, with Aut(f¢, II) -- (32.2) 2. 
Let s -- 3. Up to isomorphism, there are only two sets of permutations regular on 
I (Proposition 8). One of them is the cyclic group Z4, the other one is the Sylow 
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2-subgroup 22 of Alt(4). In both cases (f#, II) is flag-transitive. We have Aut(f#, II) : 
((z4 x z4)2)2 in the first case, whereas Aut(f#, II)--(24s3) 2 in the second case. 
Let s = 4. I f  we want P to be a group, then P -- Z5 is the unique choice we have. 
This gives us Am(f#, II) = ((Z5 x Zs)Z4)2. However, now we can take also a set P 
of permutations regular on I but not forming a group. For instance, the following 
permutations together with the identity permutation form such a set P 
(0,1)(2,3,4), (0,2)(1,4,3), (0,3)(1,2.4), (0,4)(1,3,2) 
The pair (f#, II) in not flag-transitive in this case. Indeed, it is not difficult to prove 
that the only pairs ( f ,g )  such that gpf - l=  p are those of the form ( f , f )  with 
fp f - l  = p. There are just 12 permutations f with this property. Hence Aut(f#, II) has 
order 12 or 24. As f# has 10 points, Aut(f#, II) is not even point-transitive on f#. 
2.3.5. A problem 
It is not difficult to prove that (f#, II ) is flag-transitive if and only if there are a group 
G, homomorphisms ~o, ~k from G to Sym(s + 1 ), an element go E G and a permutation 
f of  I such that all the following hold: 
(i) ~b(G) is transitive on 1; 
(ii) P = {~p(g)~k(g-1)}g~c; 
(iii) f p f - I  = {~b(g)ep(g_l go )l~(go 1 )}geG" 
Do these conditions imply that P is a group? Let ( i ) -( i i i )  hold. The group G acts on 
P via q~ and if, as follows: 
g(p) =_ ~p(g)p~(g-1) (pEP,  gEG) 
Let G act as a cyclic group of order s+ 1 on P. Is this sufficent for P to be a (cyclic ?) 
group ? 
3. Examples of flat extended grids 
3.1. Gluings 
As we remarked in Section 1, every complete graph f#l with an even number v of 
vertices can be glued with every complete bipartite graph f#2 with both classes of size 
v - 1, thus obtaining flat extended grids of order s = v - 2. 
By Theorem 1, most of these gluings fail to be flag-transitive. Furthermore, Corol- 
lary 2 states a necessary condition for a gluing to be flag-transitive, but that condition 
is not a sufficient one. In order to get a flag-transitive xtended grid, (f#2,112) should 
also be flag-transitive. Moreover, this is not yet enough in general. Indeed, even if the 
pair (f#1,111) is as in Theorem 1 and (f#2, ll2) is flag-transitive, there are still many 
ways to glue these two pairs in general, and most of the gluings we can make of them 
are not flag-transitive. 
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3.1.1. The number of ways to glue (~1,111) with ((~2,112) 
Let ffl be a complete graph with v vertices (v even) and let f¢2 be a complete 
bipartite graph with both classes of size v - 1. Let 11i be a 1-factorization of ffi, 
i = 1,2. We can always assume that f f~ = (¢~ = (#oo, say. For i = 1,2, we denote 
by A~ the action of Ai = Aut(ffi, Ill) on ff~. By the same argument used to prove 
Theorem 3.9 of [3] one can prove the following: 
Proposition 9. The number of non-isomorphic gluings of (fgl,[11) with (~2,112) is 
equal to the number of double cosets A~eA~ in the group Sym(v-  1) of all permu- 
tations of f~oo. 
Thus, when v is not too small there are quite a lot of different ways of gluing 
(c#1,111) with (f¢2, [[2). Most of these gluings give us non-flag-transitive g ometries, 
even if both ((~1, 1[1) and (if2, [12) are flag-transitive. 
On the other hand, for small values of v there is a unique way of gluing ((¢1, [[1) 
with (if2,112). 
For instance, let v = 4 or 6. Then (¢1 admits a unique 1-factorization I11, A~ = 
Sym(v-  1) (see [5]) and there is a unique way of gluing (ffl,I]l) with (f¢2, 1[2), by 
Proposition 3. Furthermore, if v = 4 then ~2 admits just one 1-factorization. The 
glued geometry we obtain in this case is the unique flat flag-transitive extended grid 
of order 2 (see [10]). When v = 6 there are at least two non-isomorphic flag-transitive 
1-factorizations of if2 (see Section 2.3.3.). However, by Theorem 1, for none of them 
the resulting glued geometry is flag-transitive. 
3.1.2. Automorphism groups of gluings 
We keep the notation and the conventions of the previous subsection. In particular, 
~ = ~ = ~oo. Thus, both A~ and A~ are groups of permutations of ~oo. For 
i = 1,2, K/~ will denote the dilatation group of ((#i, II/). 
Given a permutation ~ of ~oo, we write ~(A~) for ~4~ -1, c~-1(A~) for c~- lA~ 
and A ~ for A~ f-I ~(A~). 1,2 
Let F be the gluing of (~1, II1) with (~2,112) via c~. The group K°°A°° is a subgroup 1 1,2 
of K~.A~ ---Aut((~l, [11)- Similarly, K~'o.~-I(A~,2) is a subgroup of Aut(f¢2,112 ). We 
shall write K°°A °° for go - l  go (A1,2) with 1,2 2 1,2 K~ ~ (A1,2) by abuse, identifying -1 ~ A °° via ~. 
The next proposition is a special ease of more general results proved in [3, Theo- 
rem 3.6]. 
Proposition I0. We have Aut(F) = (K~ x K~)AI.C~ 2. 
Corollary 11. The glued geometry F is flag-transitive if and only if the group 
K°°,4 °° is flag-transitive on f~i, for i = 1,2. i 1,2 
(Easy, by the previous proposition.) By Theorem 1, this happens only if v = 2 n for 
some n~>2. Thus, K~ = 2 n and A~ ~<PSLn(2), by Proposition 5. 
T. Meixner, A. PasinilDiscrete Mathematics 174 (1997) 207-226 215 
Corollary 12. Let K~ be point-transitive on ~1. Then Aut(F) is flag-transitive on F 
if and only if K°~A°~ is flag-transitive on (92. 2 1,2 
(Easy, by Corollary 11,) 
3.1.3. The flat examples of [6] 
By Theorem 1, the fiat flag-transitive xtended grids constructed in [9, Section 2.8] 
are gluings of AG(n,2) with a complete bipartite graph. 
Let us recall the construction given in [9] for those fiat extended grids. Given two 
copies S and P of Zs+l, with s = 2 n - 2, let X = Y × P with Y = AGL(1,2 n) = V.S, 
where V = 2 ~ is the 2-Sylow subgroup of Y. Let 0 be an involutory automorphism of 
X such that Y n O(Y) = V and SO(S) = S × P. Clearly, 0 normalizes V and, being 
involutory, it centralizes an element v0 ~ 1 of V. As P is the centralizer of V in Y, 0 
also normalizes P. Let us set 
Go = (S × P)<0>, GI = <v0, 0>, G2 -- Y, G = X<O>. 
We take the right cosets of Go, G1, G2 in G as points, lines and planes, respectively, 
stating that two cosets are incident when their intersection is nonempty. Thus, we obtain 
a flat flag-transitive xtended grid F of order s = 2" - 2. 
Note that ]xGoMY[ = 1 and [xG2MP(O)I -- 1 for every xCG. Hence, the points and 
the planes of F bijectively correspond to the elements of V and of P(0), respectively. 
As V = 2", V can be viewed as the set of points of AG(n,2). Thus, V -  {1} is the 
set of points of PG(n-  1,2). The lines of AG(n,2) can be viewed as cosets (v)u with 
u, vcV ,  v ~ 1. The group S is regular on V -  {1}, acting on PG(n - 1,2) = V - {1} 
as a Singer cycle. We set fl(a) = avoa -1 for every a~S. The mapping fl is a bijection 
from S to PG(n-  1,2) = V-  {1}. 
Let us define a complete bipartite graph f# as follows. The elements of P(O) are 
the vertices of f#. The edges of f# are the pairs {a, bO}, with a, b E P. The group P 
acts regularly on itself and on its coset PO by left multiplication. Thus, it defines a 
parallelism 1[ in f¢. 
The clause x = ~(x)O(~(x)) defines a bijection ~ : P --* S from the line at infinity 
P of f¢ to S (this bijection is in fact an isomorphism). Let 7 -- ~ and let Fr be the 
gluing of V = AG(n,2) with (f#, [1) via 7. Then F TM F 7. 
An isomorphism ~o : F --~ Fr can be constructed as follows. For every x E G, there are 
uniquely determined elements a ES, b cP  and a unique coset (avoa-l)u of (avoa -1) 
in V such that xG1 = (avoa-l)uab(O). We set 
qg(xG1 ) -- {b, ~-l(a)bO}. 
Thus, we have defined ~0 on the set of lines of F. Turning to the points and the 
planes of F, we set 
q~(vGo) = v (v~ Z), 
~o(aG2) = a (aEP(O)). 
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It is straightforward to check that ~0 is in fact an isomorphism from F to F~. 
Remark. We assumed n even in [9, Section 2.8] when we gave an example of an 
automorphism 0 with the above properties. However, the gluing construction makes it 
clear that there is no need of that assumption. 
3.1.4. Another construction for the flat examples of [6] 
The flat extended grids described in [9] can also be obtained as quotients of the 
extended grids constructed in [9, Section 2.7]. It will be convenient to have given the 
latters a name. We call them Shult extended 9rids (after their discoverer, E. Shult). 
We will recall the construction of Shult extended grids here. Then we shall show how 
the flat examples of [9] can be obtained as quotients of Shult extended grids. 
Given an m-dimensional subspace S of PG(2m + 1,2) with m ~> 1, we can define the 
Shult extended grid Fm as follows. The points of Fm are the m-dimensional subspaces 
of PG(2m + 1,2) that do not meet S. The lines are the pairs (X,Y) of subspaces of 
PG(2m+ 1,2) with dim(X) = m-1 ,  dim(Y) = m+ 1, X C Y, XNS = ~ and I YNSI = 1. 
The planes are the (m - 1 )-dimensional subspaces of PG(2m ÷ 1,2) that do not meet S 
and the (m+ 1)-dimensional subspaces of PG(2m+ 1,2) that meet S in one point. The 
incidence relation between points and planes is the natural one, defined by inclusion. 
A point Z and a line (X, Y) are declared to be incident if X C Z C Y. A plane Z and 
a line (X, Y) are declared to be incident if Z E {X, Y}. 
It is easily seen that Fm has order s = 2 m+l - 2. Clearly, I'm can be unfolded to the 
geometry on the corresponding/-spaces for i = m - 1, m and m + 1, with diagram 
6'* 6' 
s 1 s 
Let us denote this geometry by Unf(Fm). As indicated in [9], Unf(Fm) can be looked 
at as the truncation to vertices of type m-  1, m and m ÷ 1 of the part of PG(2m + 1,2) 
that is 'far away' from S, which is a geometry Am of rank 2m + 1 and with diagram 
Af* Af 
2 2 1 2 2 2 
(cf. [9, p. 265]). That is, denoted by Gr(A,n) the Grassmann geometry of A,n with 
m-dimensional subspaces taken as points, F,n is the subgeometry of Gr(Am), formed 
by the 'points', the 'lines' and the maximal singular subspaces of Gr(Am) (cf. [14]). 
Thus, Fm and Gr(Am) have the same collinearity graph. The collinearity graph of 
Gr(Am) is isomorphic to the bilinear form graph (see [2, Section 9.5.A]) and it is a 
subgraph of the collinearity graph of the Grassmannian of m-dimensional subspaces of 
PG(2m + 1,2) (called the Grassmann graph). Furthermore, very automorphism of the 
collinearity graph of Gr(Am) is induced by a unique automorphism of the Grassmann 
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graph (see [2, Section 9.5.A]), hence by a unique element of Aut(PG(2m + 1,2)) = 
Aut(GL2m+2(2)) = GL2m+2(2)2 (note that PG(2m + 1,2) admits a polarity). Therefore, 
Aut(Fm) can be viewed as a subgroup of GL(2m + 1,2)2. A description of Aut(F) is 
given in [2, Theorem 9.5.1], but we shall give a more explicit description of it, as a 
subgroup of GL2,,+2(2). However, we will finish our survey of properties of F,, before 
we do that. 
The geometry Am is 2-simply connected (this can be obtained as a bi-product from 
[7]). The same holds for its residues of rank >~2. Hence, its truncation Unf(Fm) is 
simply connected by Theorem 1 of [11]. Therefore Fm is simply connected by [13]. 
Now we turn to Aut(Fm). 
Fix some basis .%/2m+2 of the (2m + 2)-dimensional vector space V over GF(2), in t i J i= l  
such a way that the first m + 1 vectors span S. 
First some notation. Let M be the ring of (m + 1) × (m + 1) matrices over GF(2), 
G = GL,n+I(2)CM and H = GL2m+2(2). We will often write elements of H in the 
form 
We denote the zero and the identity matrix in M by O and I, respectively. We will be 
concerned mainly with the following groups: the group P of matrices 
and the normal subgroup U of P formed by the matrices 
(Note that P and U are respectively, the stabilizer and the elementwise stabilizer of S 
in H.) Let n be the correlation sending each subspace of V to its perp with respect o 
the symplectic form q~ with Gram matrix 
,(o ;) 
(Note that n(S) = S.) Then Aut(PG(2m+ 1,2)) = H(n) and Aut(Fm) = P(n). The au- 
tomorphism of H induced by n sends every matrix X E H to J (X t ) - l J  and normalizes 
PU.  Note also that the centralizer of g in H is the symplectic group for ~o. 
Let ~ E G be a Singer cycle represented by a symmetric matrix (such matrices 
exist by [1, Satz 1]). The subgroup Z -- (~) of G is cyclic of order 2 m+l - 1, acting 
regularly on nonzero vectors of the natural module and consists of symmetric matrices. 
Furthermore, Z U {O} is its own centralizer in the action on nonzero vectors of the 
natural module, hence it is a subfield of the ring M. Consider the subgroup K of P 
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formed by the matrices 
and the subgroups K + = {m(X, I )}xez and K -  = {m(I, Y)}rez of K. Clearly, K = 
K + x K -  and rr interchanges the two factors K + and K - .  In particular, K is n- 
invariant. Note that P = UK. Hence UK(rc) = Aut(F). 
Obviously, U can be identified with the GF(2)-space M and the group K(Tr) acts on 
it. Regard U in the following as a GF(2)[K]-space of dimension (m + 1) 2. Then as a 
GF(2)[K+]-module and as a GF(2)[K-]-module, U is a direct sum of m+ 1 equivalent 
submodules of dimension m + 1. 
(i) The GF(2)[K]-module u is the sum of m + 1 pairwise inequivalent irreducible 
submodules Ui of dimension m + 1. 
Let us prove this claim. It is well-known that the normalizer of Z in G induces the 
full Galois group on Z (viewed as the multiplicative group of GF(2 m+l)). Hence, for 
every positive integer i<,m + 1, there is an element Bi G G such that BiCB~ 1 = C 2'. 
Then the element 
(,o) 
Ui = Bi I 
of U is fixed by the subgroup Ki of K generated by 
(o o) 
Let Ui be GF(2)[K]-submodule of U generated by ui. Then Ui is already the GF(2) 
[K+]-submodule of U generated by ui, hence it is (m + 1)-dimensional and Ki is 
precisely the kernel of the K-action on Ui. As the subgroups Ki are pairwise different, 
the m + 1 submodules Ui are pairwise unequal as GF(2)[K]-modules. U is their direct 
sum. Thus, (i) is proved. 
Clearly, U1, U2 . . . . .  Um+l are the unique irreducible K-submodules of U and ~ per- 
mutes them. 
(ii) For m even (odd), rc fixes precisely one (resp. two) of the submodules Ui. 
Indeed, 
(A  r O 
o o A -r ) " 
Therefore, ~ leaves invariant only the subgroups Ki for which 2 2i is congruent o 1 
modulo 2 m÷l --  l ,  and we get (ii). 
By (ii), there is a KQr)-submodule Q of U of dimension m(m + 1 ). Given a plane 
X of Fro, let Nx be its stabilizer in P(Tz) = Aut(Fm). Let Ux = O2(Nx) = UANx.  The 
group Ux acts regularly on the 2 m+l points of X and Nx contains a cyclic subgroup 
of order 2 m+l -- 1, acting transitively on nonzero vectors of Ux. (This is easy to check 
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for a suitable choice of X, but it holds for every plane X, as P(n) is transitive on the 
set of planes of Fm and U _<3 p.) 
Assume that Ux <~ Q for every plane X of F,~. Then P acts on the group generated 
by all such subgroups Ux. Hence, P cannot act irreducibly on U, a contradiction. 
Therefore Ux 41 Q, for some plane X. Let X be such a plane. The action of Nx forces 
Q N Ux = 1, hence U = QUx, by comparing orders. However, P(rc) is transitive on 
the set of planes of F,,, and U, Q are normal in it. Therefore 
(iii) We have U = QUx and Ux N Q = 1 for every plane X. 
Furthermore, the planes of Fm are partitioned into two families of size 2 m+l - 1, 
corresponding to subspaces of V of dimension m and m+2, respectively. 7tinterchanges 
these two families but P stabilizes them. Given a point p, each of those two families 
contributes 2m+l - 1 planes to the residue of p. Therefore the stabilizer Up of p in 
U fixes a plane in each of those families, as IUI -- 2(m+1)2. This together with (iii) 
imply that Q A Up = 1 for every point p. Finally, given a line l of Fro, the two planes 
of F,~ incident to 1 are contributed by distinct families, hence the stabilizer Ut of l in 
F fixes both of them. Therefore Q f~ Ut = 1, by (iii). It is now clear that Q defines a 
quotient Fm/Q of Fm. 
AS P(rc) is flag-transitive on Fm, and since Q ~ P(rt), the factor group P(rt) is a 
flag-transitive automorphism group of Fm/Q. Furthermore, Aut(Fm/Q) = P(rc), since 
Aut(Fm) = PQt) and because Fm is simply connected. 
F,~ has 2 (m+l)2 points, whereas IQI = 2m(m+l)" Hence Fm/Q has 2 m+l points. As 2 m+l 
is the number of points in the residue of a plane, Fm/Q is fiat. 
It is clear from the above description of Aut(Fm/Q) that Fro~Q, regarded as a coset 
geometry, is just as in [9, Section 2.8]. 
3.2. More flat examples 
3.2.1. More examples of even order 
Another family of flat extended grids of order 2 n -2  was defined in [12, Example 4]. 
The reader is referred to [12] for the details of that construction. We only recall that 
none of those flat extended grids is flag-transitive, xcept he smallest one, of order 2, 
which is in fact the unique flag-transitive fiat extended grid of order 2. That smallest 
example is a gluing. We do not know if the other examples of that family are also 
gluings. 
A non-flag-transitive fiat extended grid of order 2 also exists, described in [9, Section 
2.2]. It is obtained from the extended grid called 'Sym(4)' in [9] by factorizing over 
a suitable cyclic group of order 4. It is not a gluing. 
3.2.2. A problem 
The emi-octahedron is a (flag-transitive) flat extended grid of odd order (s = 1). 
Find some examples of odd order s > 1, or prove that no such example xists. 
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4. Proof of Theorem 1 
4.1. A characterization of gluings 
Let F be a flat extended grid. Given a line x of F, let tr(x) (respectively, tr*(x)) be 
the pair of  points (planes) incident to x. Given a point a of F, let f~ be the complete 
bipartite graph having the planes of F as vertices and the pairs a*(x) as edges, where 
x ranges over the set of lines of F incident to a. 
Trivially, fqa is isomorphic with the residue Fa of a. However, since distinct lines of 
F might be incident with the same planes, it might happen that fqa = fib even when 
a ¢ b (that is, when F, ¢ Fb). 
Given an edge y of fq~, let Ya be the (unique) line x of Fa such that a*(x) = y. We 
denote by aa(y) the point of x~ different from a and, given two edges y, y~ of ffa, we 
write y lily' to say that t ry(y)= ~r~(y'). It is easy to prove that IJ~ is a 1-factorization 
of  the complete bipartite graph f~a. The set of points of F distinct from a can be taken 
as the line at infinity of (fqa, J]a). 
Lemma 13. The followin9 are equivalent: 
(i) F is a 9luing of a complete 9raph and a complete bipartite graph; 
(ii) (f#~, J[~) = (fib, lib) for any two points a, b of r. 
Proof. Clearly, (i) implies (ii). Let us prove the converse. Let (ii) hold. Let us set 
(~* =f¢a and II*=lla. Let ff be the complete graph on the set of points of F. 
For every line x of F, we denote by c~(x) the point at infinity of tr*(x) in (f¢*, I1'). 
It follows from (ii) that, if x, y are lines of F with the same points, then oo(x) = cx~(y). 
Thus, given two distinct points a,b of F, we can set c~({a,b}) = c~(x), with x any 
line of F incident with both of them. Given two pairs {a, b}, {c, d} of distinct points of 
F we write {a,b} J] {c,d} to say that c~({a,b}) = cc({c,d}). It is straightforward to 
check that Jl is a 1-factorization of ~ and that F is a gluing of (f~, [I ) with (f~*, [[*). [] 
4.2. Some lemmas 
Henceforth, F is a flag-transitive flat extended grid of order s > 1 and G is a flag- 
transitive subgroup of Aut(F). Note that G acts 2-transitively on the set of points 
of F. 
We denote by C the stabilizer of all points of F and by V the stabilizer of all planes 
of F. 
Given an element x of F, Gx is the stabilizer of x in G and Kx is the elementwise 
stabilizer of the residue of x. We write Gx, y, Gx, y,z, etc. for Gx A Gy, Gx f3 Gy fq Gz, 
etc. 
Given two planes u, v of F, we write u L v to mean that u and v are incident with 
some common line. If  u _1_ v then we say that u and v are collinear. We denote by 
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ri2(F) the graph whose vertices are the planes of F and with ± as the adjacency 
relation. The complete graph on the set of points of F will be denoted by ri0(F). 
Lemma 14. The 9raph ri2(F) is a complete bipartite 9raph, with both classes of size 
s+l .  
Proof. We first state some notation. Given a point a and two planes u, v, we write 
u ±a v (respectively, uJ_av ) to say that u and v are incident with a (no) common line 
in [~. I f  u ±a v then we say that u and v are a-collinear. 
We set u A v = {a I u ±a U} and n,,~ = [u A v I. Clearly, u A v ¢ 0 if and only if 
u ± v. The number of  lines incident with both u and v is n,,~/2. Hence nu,~ is even. 
Trivially, nu,~ ~<s + 2. 
Given a plane u, we denote by H~- (by /7 +) the set of planes v ¢ u collinear 
(respectively, noncollinear) with u. 
Since G is flag-transitive on F and every line of F is incident with precisely two 
planes, G is also transitive on the set of  quadruples (a,x,u,v) with a, x, u a point, a 
line and a plane forming a chamber and v the other plane on x. Consequently, G is 
transitive on the set of pairs (u, v) of distinct collinear planes. Hence there are only 
two possible values for n~,~. One of them is 0 (when u 7L v). Let n be the other value 
(taken when u J_ v). 
By counting point-plane pairs (a, v) with v E H~- and a E u A v we see that 
(s + 2)(s + 1)= IH2ln (1) 
Let us set H,  = {u} U H +. If v, w E /7,, then for every point a the planes v and w 
belong to the same family as u in the grid Fa. Therefore /7,\{v} =/7+ for every v E 
/7,. Consequently, 17, is an anti-clique in riz(F) and any two planes v,w E 1I~ have 
the same neighbourhood /7~7 =/Tw in ria(F). Thus, we have proved the following: 
The graph ri2(F) is a complete t-partite graph with classes of size m = IH, I -- 
2 (s+ 1) -1/721.  
To finish the proof, we need only to prove that t = 2. Assume t ¢ 2. We shall reach 
a contradiction after several steps. The following is the first one: 
t > 2 (2) 
Let t = 1, if possible. Then I/7]1 = 2s + 1. Hence, 2s + 1 divides (s + 2)(s + 1), by 
(1). But then 2s ÷ 1 also divides s 2 - s and, being coprime to s, it divides s - 1, which 
is clearly a contradiction, as we have assumed s > 1. Therefore, t > 1. Hence t > 2, 
since we have assumed t ¢; 2. 
The following relations are obvious: 
2 (s+ 1) 
t - -  - - ,  
m 
lu2l = ( t -  llm. 
(3) 
(4) 
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Comparing (1), (3) and (4) we obtain 
(s + 2)t 
n -- 2 ( t -  1)" (5) 
Therefore t -  1 divides s+2.  I fm = 1, then 2s+ 1 = t -  1 by (3) and 2s+ 1 divides 
s + 2 by (5). However, this is impossible because s > 1. Therefore 
m > 1. (6) 
By (5) we also obtain that 
s+2 
n > - -  (7) 
2 
We shall now prove the following: 
Given v,w E H u, we have v ~ w if and only if u A v = u A w. (8) 
Given v,w as above, assume v ~ w and let a E u A v. As v ~L w, the planes v and 
w belong to the same family in the grid Fa. Thus u A-a w, since u A_a v. Therefore 
a C u A w. It is now clear that u A v = u A w. Conversely, let u A v = u A w and let 
v _1_ w, if possible. We have (u A v) A (u A w) # 0 by (7). Let b C (u A v) N (u A w). 
Then u, v, w form a triangle in the grid Fb, a contradiction. Therefore v ~L w. This 
finishes the proof of  (8). 
The sets u A v (with v E H~-) will be called u-blocks. The following is an easy 
consequence of (8): 
Every point belongs to precisely (s + 1)/m u-blocks. (9) 
Hence 
rn l s+ 1 (10) 
(where I means 'divides'). By flag-transitivity, Gu is 2-transitive on the set of  points of 
F. Thus, the number of  u-blocks on two distinct points does not depend of the choice 
of  those points. Let us denote this number by 2. By easy computations we deduce the 
following from (9): 
n(n 
1)lHul = (s + 2)(s + 1)2; 
m 
hence 2 = (n - 1)/m, by (1). Therefore, m divides n - 1, i.e. 
s t+2 
m 2( t -  1)" 
Consequently, 
2 ( t -1 )mls t+2,  (11) 
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hence 
mist+2.  (12) 
We know from (12) and (10) that m divides t - 2 = - ( (st  + 2) - t(s + 1)), as 
s+2 = ( s t+2) -s ( t -  1). This implies that m divides t -2  and t -  1 divides m+2,  and 
all four numbers are positive, so also m ~< t - 2 < t - 1 ~< m + 2. Now m > 1 forces a 
contradiction. [] 
Henceforth, we denote by /7  + and/7 -  the two classes of ~2(F). 
Lenuna 15. For every plane u, the graph go(F) admits a l-factorization [I, preserved 
by Gu. 
Proof. Let u be a plane of F. We can assume that u E H +. A mapping ~pu from the 
set of  unordered pairs of distinct points of F to H-  can be defined as follows. Given 
two distinct points a and b, let X~,b be the line incident with them in u. We define 
~pu({a,b}) to be the (unique) plane of H -  incident with Xa, b. It is not difficult to check 
that the fibers of (p, form a 1-factorization II, of  g0(F). Clearly, Gu preserves Ilu. [] 
Lemma 16. We have C M V = 1. 
Proof. Let g E Cn  V. Given a line-plane flag (x,u), let a, b be the two points o fx .  
Since 9 fixes u, a and b, it also fixes x. Hence 9 = t. [] 
Lemma 17. We have Ka = 1 for every point a of F. 
Proof. Let O E Ka for a point a. As F is flat, g E V. Given a plane u, the automorphism 
g fixes a and all lines of  u on a. That is, g fixes all points of  u. Since F is flat, g E C. 
Thus 9 E C N V. Therefore 9 = 1, by Lemma 16. [] 
Lemma 18. We have Ku = 1 for every plane u. 
Proof. Let g E Ku for a plane u. We can assume that u E H +. As F is flat, g E C. 
Futhermore, g fixes all lines incident with u. Thus, it also fixes all planes of  H - .  Let 
v be any of  them. Since 9 E C and g(v) = v, 9 also fixes all lines incident with v. 
Hence, g fixes all lines of  F and in particular g E Kv. Now g fixes also all planes of 
/7+ andgECMV= 1. [] 
Corollary 19. The group V acts semi-regularly on the set of points, and C acts semi- 
regularly on the set of planes. 
Proof. Let g E V fix a point u. Then g E Ka. Hence g = 1 by Lemma 17. Thus, V is 
semi-regular on the set of points. By the same argument, using Lemma 18 instead of 
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Lemma 17, it follows that C is semi-regular on the set of planes. [~ 
Lemma 20. We have s + 2 = 2 n for some positive integer n. Given a plane u of F, Gu 
is isomorphic to a suboroup of ASLn(2), 2-transitive on the set of points of AG(n, 2) 
and containin9 the translation 9roup of AG(n,2). 
Proof. Let u be a plane of F. The group Gu acts faithfully on the s + 2 points of F 
(which are the points of u, since F is flat). By Lemma 15 and Proposition 5 one of 
the following cases occurs. 
(1) s + 2 = 2 n and Gu ~<ASLn(2), as in the statement of this lemma. 
(2) s + 2 = 6 and Gu = As(-- PSL2(5)) or $5(--- PGL2(5)). 
(3) s + 2 = 8 and G~ --- PSL2(7). 
(4) s+2= 12 and Gu = PSL2(l l ) .  
(5) s + 2 = 28 and Gu = R(3). 
We shall prove that each of cases (2 ) - (5 )  leads to a contradiction. Recall that IG : 
G~[ = 2(s + 1) for any plane u. 
Assume that (5) holds; in particular s + 1 = 27. Let S E SylT(G). Then S fixes at 
least one plane of each class and is therefore contained in Gu for some u E H + and in 
Go for some v E /7 - .  Clearly, Gu acts non-trivially, hence faithfully on H- ,  as Gp, u is 
transitive on H- .  And from [6] one sees that S has precisely six fixed planes on H- .  
Of  course, the same holds for H +. Hence Gu acts also non-trivially on H +, whence its 
action is a permutation representation of R(3) of degree smaller than 27. This implies 
it is made up of orbits of lengths 1, 3 or 9 and a count of fixed point numbers for S 
gives an easy contradiction in all possible cases. 
Assume that (2), (3) or (4) holds. Then s + 1 -- p for p -- 5,7 or 11 and G~ = 
PSL2(p) (or PGL2(p) for p -- 5). Let S E Sylp(G). Then S has p2 elements and 
acts non-faithfully on the p + 2 points of our geometry. Hence C N S has p elements. 
and hence C n S --- Op(C) acts regularly on both classes of planes. Clearly, the perfect 
group Gt~ has to act trivially on the cyclic group Op(C). Hence, G~ N Go fixes each 
plane in the Op(C)-orbit of u and in the Op(C)-orbit of v, hence G~u n Go is contained 
in 1I. As G~ is a simple group, this forces G~ n Go -- 1. But G'~ n Go is of index s + 1 
in G~u, a contradiction. [] 
By Lemma 20, Gu contains a normal subgroup V~, acting regularly on the set of 
points of F as the group of translations of AG(n,2). 
Lemma 21. We have Vu = Is, with u any plane of F. 
Proof. Assume u E H +, to fix ideas. We first remark that Gu is transitive on H- .  
Indeed, given any point a, Ga, u is transitive on the set Fa, u of lines incident with the 
flag (a,u), because G is flag-transitive. Each plane o f /7 -  is incident with precisely 
one line of Fa, u and each line of Fa, u is incident with precisely one plane of H - .  
Hence, Ga, u (<~ Gu) is transitive on H- .  
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We have [V~ I : s+2 and IH -  I = s+ 1. On the other hand, s+2 is a power of 2, by 
Lemma 20. Therefore, Vu fixes at least one plane of H- .  Furthermore, Gu normalizes 
V~ and is transitive on H- .  Hence, V~ fixes all planes of H - .  
Let v E H-  and let X be the kernel of the action of G~ on H- .  We have proved 
above that V~ acts trivially on H- .  Therefore (V~ ~< Go and) V~ ~<X. 
Let a, b be distinct points of F. The group X N Ga,b, fixing all planes of H - ,  is 
forced to fix all lines of F incident with a and b (indeed each of those lines is in just 
one plane of H - ) .  On the other hand, every plane o f /7  + contains a line on a and b. 
Therefore X n G,,b also fixes all planes of H +, i.e. X N Ga, b ~< V. Hence X O G~,b = 1 
by Corollary 19. 
The above shows that X acts as a Frobenius group on the set of points of F, with 
V~ as its Frobenius kernel. Therefore, V~ is a characteristic subgroup of X. Since X is 
normal in G~, V, is also normal in Gv. 
Therefore, both V, and V~ are normal in Gv. As the above argument is symmetric 
in u and v, both V~ and V~ are also normal in Gu. Consider M = V~ V~. The subgroup 
M is normal in Gu and in Gv, which act transitively on H-  and H + respectively, 
and hence acts trivialy on the Gu-orbit of v (which is H - )  and on the G~-orbit of u 
(namely, /7+). Hence M ~< V. However V~ is transitive on points, whence also M is, 
and M = V. Clearly, this implies V~ = V~ = V. [] 
Corollary 22. The 9roup G/C induced by G on the set of points of F is 2-transitive 
of affine type. 
(Easy, by Lemmas 20 and 21.) 
4.3. End of Proof of Theorem 1 
Given a point a of F and two distinct planes u, v of F with u _1_ v, we denote by 
[u, V]a the line of F incident with a, u and v. 
Given two distinct points a, b of F, let u, v, u', v / be distinct planes with u _1_ v 
and u' _L v'. Assume that {u,v} []a {u',v'} (notation as in Section 4.1). That is [U,V]a 
and [u',V~]a have the same points. By Lemma 21, we can map a onto b by some 
element g of V. We have g([U,V]a) = [U,V]b and g([u',v']a) = [u~,v']b ecause V is 
the stabilizer of all planes. Therefore, [u, V]b and [u ~, V~]b also have the same points, 
that is {u, v} lib {u', v'}. 
Thus, we have proved that (ii) of Lemma 13 holds. By that lemma, ~0(F) and (¢2(F) 
admit 1-factorizations Ho and [[2, respectively, such that F is a gluing of (fro(F), ]]0) 
with (ff2(F), []2). 
It is clear from the above that H0 is the 1-factorization of fq0(F) defined by V, 
having as classes the orbits of V on the set of pairs of points, i.e., I]0 is the natural 
parallelism of AG(n, 2). 
The proof of Theorem 1 is complete. 
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4. 4. Proof of  Corollary 2 
Corollary 2 can be obtained by comparing the lemmas and the corollaries of  Section 
4.2 with Corollary 12. We leave the details to the reader. 
Note that the group induced by G on (¢2(F) will in general be a proper subgroup of 
Aut(fg2(F), [12). Thus, we are not allowed to apply Proposition 7 to that group, even 
when 112 is defined by a commutative group of  permutations of  {0, 1 . . . . .  s}. 
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