Adaptive decisions are guided by past experience. Yet, decisions are often made between alternatives that have not been directly experienced before, requiring the integration of memories across multiple past events. We review emerging findings supporting at least two seemingly distinct mechanisms for how the brain draws on memories in the service of choice. Prospective integration is triggered when a new decision is faced, allowing inferences to be drawn on the spot. A complementary retrospective mechanism integrates existing memories into a network of related experiences before a decision is actually faced. We discuss evidence supporting each of these mechanisms and the implications for understanding the role of memory in decision-making.
Introduction
Memory is central to adaptive behavior. To make flexible decisions, organisms must draw on past experiences to anticipate and evaluate the outcomes of different candidate courses of action. In short, choice depends on memory. Here we review a range of research in humans and animals concerning how memories are retrieved and used to guide value-based decisions. We focus particularly on questions about when and in what order representations of previous events are built and accessed, and how this subserves the computation of decision variables to guide flexible choice.
A key issue in decision making has been distinguishing different systems for evaluating options. It is now widely appreciated that seemingly the same behaviour -a lever press or a turn in a maze -may in different circumstances arise from a number of different systems that are psychologically, neurally, and computationally distinct. Early research focused on simple ''model-free'' incremental learning, associated with the midbrain dopamine system [1, 2] . This mechanism does not rely on memories for individual past events; instead it tracks a summary, like a running average, of the net rewards obtained following different actions.
This review concerns a different -though itself not necessarily unitary -class of decisions, which has been defined, operationally, by challenging organisms with choices that cannot be solved by simple model-free learning [3, 4] . Such problems present novel choice options or changed circumstances, which require the organism to flexibly draw on memories of past experiences and generalize them to the decision at hand. The key requirement is integrating information across distinct past experiences. This is often necessary because the consequences of most decisions unfold over multiple steps -as in a chess game, or a maze. Formally, computing the value of an action in such a circumstance involves piecing together the series of consequences expected at each step [5] . Even evaluating the simplest choices-a lever press for food-requires integrating two pieces of information, about the outcome identity and its value. Oftentimes, we may not gain all this information at the same time, which can make it impossible for simple incremental learning mechanisms to track a summary.
There are many examples of humans and animals demonstrating such integrative reasoning in the laboratory. This is the defining feature of a category of behavior known as goal-directed action [3] . Neurally, there is evidence that such behaviors depend on the hippocampus and ventromedial prefrontal cortex, regions known to be essential for the formation and retrieval of memories [6] . Computationally, these behaviors have been associated with a family of theories known as model-based reinforcement learning, which evaluate actions by putting together information from a learned map or model of the different associations in the task [7] . However, the set of past experiences and possible future trajectories is vast, and there exist many different ways of solving the difficult problem of accessing some manageable subset of them to guide choice efficiently [5] . Accordingly, there are many open questions about how and when the brain puts together the pieces to produce an integrated decision variable, and what this means for the different ways in which memories can drive decisions. 
