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Abstract 
Lazard, D., A new method for solving algebraic systems of positive dimension, Discrete Applied 
Mathematics 33 (1991) 147-160. 
A new algorithm is presented for solving algebraic systems of equations, which is designed from 
the structure which is wanted for the result. This algorithm is not yet implemented; thus technical 
details and proofs are omitted, for emphasizing on the relations between the algorithm design and 
a good representation of the result. The algorithm is based on a new theorem of decomposition 
for algebraic varieties. 
1. Introduction 
In a precedent paper [9], we have discussed the problem of the resolution of an 
algebraic system of equations when the dimension of the set of solutions is 0, i.e., 
when the solutions are finite in number in an algebraic closed field. 
In the general case, the problem is much more difficult for two reasons. First of 
all, we need a description (or a parametrization) of the set of solutions rather than 
an (infinite) enumeration. Secondly, the geometry of the set of solutions may be 
co*mplicated and this leads to increase the complexity of the computations or of the 
description of the results. 
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There are essentially three previously known algorithms which work in the general 
case in which the dimension may be positive. 
The most commonly known consists in computing a Grobner base [ 12, lo]. The 
main drawback of this algorithm is its complexity: the resulting base may contain 
a number of polynomials which is doubly exponential in the number of variables 
[g]. Moreover, the representation of the solutions is not very satisfactory: for the 
degree orderings, it is hard to consider the Griibner base as a parametrization; for 
the lexicographical ordering, the description is better, but the number of 
polynomials with the same main variable make generally the solution difficult to 
handle. 
The second method is the one of Chistov and Grigoriev [3]. Theoretically, it is 
the best one, having a complexity of d Om2) for input polynomials of degree d in n 
variables. However, it has not been implemented, because it is too complicated for 
being practically efficient. In particular, the first step consists in a generic change 
of variables, which looses all sparcity properties. 
The third algorithm is the one of Wu Wen-Tsiin [l l]. It appears to be very effi- 
cient for geometric problems where the degenerate solutions are not interesting. For 
general problems, it seems to be difficult to obtain an efficient implementation. In 
any case, the complexity of this algorithm is not known, and the provided solution 
is far to be canonical: an empty solution is not necessarily detected without further 
computations. 
The algorithm we present here is in some sense between the Chistov-Grigoriev 
and Wu Wen-Tsun methods. We give the solutions as Wu Wen-Tsun does, by mean 
of triangular sets of polynomials, but we ask for stronger conditions than him, in 
order to have some canonicity. On the other hand, for the computations, we use 
an incremental method as Chistov and Grigoriev do, but we do not need to change 
the coordinates nor to factorize in field ex:<,lsions. 
We do not know the complexity of our algorithm. However, the expressions 
whicn8ppear during the calculations are in some sense intrinsic, and, thus, we avoid 
expression swells which are not implied by the input data. More precisely, the in- 
termediate data depend only on the ordering on the variables, on the set of input 
polynomials already processed and on the polynomial currently processed. For these 
reasons, we guess that our algorithm is nearly optimal and has the Chistov- 
Grigoriev complexity of do@? 
Before describing our algorithm, we need to explain how the results are presented 
(as triangular sets of polynomials). These triangular sets are a way for implementing 
the notion of field (or quasi-field) extension. Geometrically, they correspond to 
some kind of component hat we call quasi-components; a theorem of decomposi- 
tion of any algebraic varieties in quasi-components i given. Then we describe how 
to compute with and module triangular sets. Once this is done, the algorithm itself 
is rather straightforward, even if the involved recursion is rather complicated. 
The proofs and many details are left for a future paper, as weI1 as a report of an 
implementation which will be done in Scratchpad. 
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2. General notations 
In this paper, K0 will denote a field which is the field of fractions of some do- 
main Ro; more precisely, the elements of K0 may be uniquely written as fractions 
with numerator in R. and denominator in a multiplicative subset So of RO. Typical- 
ly, KO, Ro and so will respectively be the field of rationals, the ring of integers and 
the positive integers, but K0 may be any field, if R. =& and & = (I). 
If n is an integer, let R, = Ro[X1, . . . , X,J and Pn =&[X,, . . . ,X,J be the rings of 
polynomials in n variables. An algebraic system of equations or simply an algebraic 
system is a finite set E = {e,, . . -, ek) of elements of R,. A SOhtiOn or common Zero 
of E is a set {x1, . . . . x,} of elements of some algebraically closed extension L of K,, 
which equates the ej with 0. The zero-set V(E) of E is the set of all solutions in L. 
It is clear that the zero-set is not modified if the ei are multiplied by some constant; 
thus it was not a restriction to take the ei in R, rather than in P,. 
We are concerned with algorithms for finding or describing the zero-set of E; but 
zero-sets are exactly the same as algebraic sets, and it is well known that such things 
may be very complicated; thus it will be useful to split V(E) in simpler subsets; 
theoretically, this is possible by the following classical result. 
Proposition 2.1. Given an algebraic system E, its Zero-set is the union of Q finite 
family of zero-sets V(Ei) such that each Ei generates a prime ideal in P, . Such a 
decomposition is unique if there is no inclusion relation between the V (Ei). 
Thus, for giving the solutions of E, algebraic sets may be replaced by algebraic 
varieties, but things do not appear much simpler; for example, the cardinality of the 
set of generators of a prime ideal is not bounded for a fixed n. Thus we need a better 
way for describing prime ideals than giving a set of generators; this may be done 
by means of triangular sets. 
In the next section we will define them and show how they are related to prime 
ideals. A triangular set is not a generating set of the corresponding ideal, thus we 
show in Section 4 how the zero-sets are related, and how triangular sets appear as 
a good parametrization of zero-sets. 
3. Triangular sets and prime ideals 
For describing prime ideals, generators ystems may be very complicated; thus we 
describe them by the field which is naturally associated. 
To each prime ideal 1 in P, is associated a field extension K,, of KO, namely the 
field of fractions of R,/(In R,). More generally, let Ii be the i. rsection of I with 
Ri, Ai.- .- Ri/Ii and Ki be the field of fractions of the domain Ai; if Xi is the image 
of Xi in Ki, it is clear that Ki = Ki_ &v& is a simple extension. Conversely, given a 
tower (K,, . . . , K,) of simple extensions of K,, we may map Xi on the generator Xi 
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of Ki; this defines a homomorphism of P,, on &, the kernel of which is a prime 
ideal. Clearly, this defines a bijection between prime ideals in P, and towers of 
simple extensions of I& 
efinition 3.1. With the above notations, the set of fields KO, . . . , K, is the tower 
associated with the prime ideal I. 
Thus prime ideals may be described by their associated towers. We will now see 
how to implement such towers and how the zero-set of the corresponding prime 
ideal may be recovered from this implementation. For this purpose, we need further 
definitions and notations. 
Let f be a polynomial which is in Ri but not in R i_ l; this means that feffectively 
depends on Xi and does not depend on Xi+ 1, . . . . This polynomial f will be viewed 
as an univariate polynomial in Xi with coefficients in Ri _1 ; thus, its nMz variable 
is Xi, its index is i, its degree is its degree in Xi, its leading coefficient is the coeffi- 
cient in Ri_ 1 of the highest power of Xi. The corresponding functions will be 
denoted respectively by main(f), index(f), deg(f), lc(f). Thus the leading term of 
f is It(f) = Ic( f )main( f) deg(S) All these functions are only defined for nonconstant . 
arguments (i.e., f $ R,). 
We need also to consider the total quotient ring of a ring A; this is the set of all 
fractions with numerator and denominator in A, with a nonzero divisor as denomi- 
nator; if A is a domain, this total quotient ring is the quotient field; thus we will 
use, in any case, the notation qf(A). 
&i&ion 3,2. A triangular set in R, is a list (fi, l . l , fk) of not constant 
polynomials in R, such that the following :nnditinns hold for i = 1, . . . , k: 
(i) [weak triangular] J;: & R. and index(h) < index(&) for jC i; if this condition 
is satisfied, we recursively define Kj as Kj_l [Xj]/(Ji) if there exists an i s.t. in- 
dex(A) = j or as qf(Ki_l [X,]) if such an i does not exist; 
(ii) [reduced] the degree of f;: in main(&) is strictly less than deg(fi), for 
j= 1, . . ..i- 1; 
(iii) [normalized] index(l?(h)) $ { index( f,), . . . , index& r )} for all h > 0 such 
that the left member is defined (here lch means the iterated function of lc); 
(iv) [&normalized] for the unique h such that l?(h) is in R9, this iterated 
leading coefficient is in So; 
(v) [square-free] the resultant of cf;: and its derivative with respect to its main 
variable is invertible in I$_ l, with j = index( fi); 
(vi) [primitive] the coefficients of J viewed as a multivariate poiynomiai over 
Q-1 [Xj] generate the unit ideal of Kj_ 1 [Xj] for all j<index(fi). 
The variables which are the main variable of some h are called algebraic for the 
triangular system; the other variables are called transcendental. 
Square-freeness and primitivity have generally a sense only when we work on a 
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field or a GCD domain. We will see that the given conditions are a convenient 
generalization in our situation. 
The above definition is a generalization of the one appearing in [9): for the 
triangular sets which are defined there, all variables are algebraic; thus condition 
(iii) implies that lc(fi) is a constant for all i and condition (iv) implies that thefi are 
manic if & = Kc. 
On the contrary, the notion of triangular set is stronger than the notion of 
characteristic set in the Ritt-Wu Wen-Tstin method [l 11: Characteristic sets are only 
subject to conditions (i) and (ii); but, we will see that this is not sufficient; in par- 
ticular a characteristic set may correspond to an empty “component” of the zero- 
set. This is avoided by condition (iii). The conditions (iv) to (vi) are needed in order 
to obtain the unicity of the triangular set associated with a quasi-component (de- 
fined below). 
The following result shows that the triangular sets are useful for representing a
prime ideal by the tower of fields associated with it. 
Proposition 3.3. Let I be a prime ideal, and K,, . . . , K,, the associated tower; if Ki 
is algebraic over Ki _ 1, the minimal polynomial of xi over Ki_ 1 (defined up to 
multiplication by an element of Ki_ I) may be choosen in Ri in such a way that the 
set of these minimal polynomials is a triangular set. There is exactly one such choice. 
Conversely, if ( fi, . . . , fk) is a triangular set, let Ki= qf(Ki_ 1 [Xi]) if Xi is 
transcendental and, else, Ki = Ki- 1 [Xi]/fj if Xi= main(&). Then K1, . . . . Kfi is a 
tower associated with a prime ideal iff, for each j, the polynomial fj is irreducible 
in Kindex(/,) - I [xindex(S,)l 9 which is a field in this case, by recursion on j. 
Thus a triangular set is associated to each prime ideal; it would be useful to be 
able to compute a generator system of the ideal from the triangular system. This 
is indeed possible, but we do not know a good algorithm for this purpose. 
Proposition 3.4. Let f,, . . . , fk be a triangular system, T be the ideal generated by 
thefls in KOIX,,..., Xn] , h be the product lc( f, ) l lc( fk), and I be the ideal of 
polynomials p in KOIX,, . . . , X,,] such that hep E T ,f~r some integer e. Then if the 
triangular system is associated with a prime ideal J, we have I = J. 
Corollary 3.5. A system of generators of the ideal I is computable from the 
triangular set. 
It suffices to compute (T: Hi) for i = 1, . . . until (T: Hi) = (T: I?‘+*). These ideals 
are computable for example with Grijbner bases. The computation stops because we 
are in a Noetherian ring. When it stops we have (T: H’) = (T: H”j) for any jr0; 
in fact, if p E (T: H”j) we have pHj_‘H’+’ E T and thus pHj-‘Hi =pH 
i+j-l E T. 
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Definition 3.6. With the notations of Proposition 3.4, the ideal I is said to be quasi- 
prime; it is called the quasi-prime ideal associated with the triangular system. 
era-sets and triangular sets 
In the preceding section we have shown that trianguIar sets are well suited for 
describing primes ideals; we will now show that they are also convenient for handling 
the zero-set of a prime or a quasi-prime ideal. 
Given a triangular set (fi, . . . , fk), let I be its associated quasi-prime ideal, T be 
the ideal generated by the J’s in &[X,, . . . , X,J and H be the product of the leading 
coefficients of the Lf;:)s. 
roposition 4.1. We have 
V(I)= V(T) outside V(H). 
Moreover V(I) is the closure of V(T)\ V(H) for the Zariski topology or, in the case 
of the complex field, the classical topology. 
efinition 4.2. The set V(T)\ V(H) will be denoted by W(T) and called the quasi- 
component associated to T. 
The triangular set T is a good parametrization of its associated quasi-component 
W(T). In fact all points of W(T) may be obtained by choosing successively the 
values for the variables X,, . . . , Xn in the following way: if Xi is algebraic, choose 
any root of the corresponding polynomial; if Xi is transcendental choose any value 
which is not a zero of those of the lc(fj) su..rh that Xi= main(lc(fj)). 
Unfortunately, we would be not only interested in W(T) but also in its closure, 
which is not easy to compute. We can avoid this computation by the following 
result, which asserts that there is a good decomposition in quasi-components. 
4.3. Any algebraic set is a finite union of quasi-components. 
If the ordering on the variables is fixed, there is exactly one irredundant such 
decomposition in irreducible quasi-components (i.e., quasi-component with ir- 
reducible closure or associated with a prime ideal ). 
There is exactly one triangular set associated with a quasi-component. 
In Definition 4.2, we have not asked that quasi-components are irreducible; thus 
the decomposition of a triangular set in quasi-components i not unique; however, 
we can easily refine a nonirreducible decomposition by mean of factorization and 
glue together triangular sets by mean of the Chinese remainder theorem. We will not 
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insist on this, which is very similar of what happens in the zero-dimensional case 
[9], but much more complicated: by refining or gluing, the difference between the 
quasi-components and their closure may change, and it has to be updated. Such an 
updating appears in the procedures which follow, in which the refining comes from 
a partial factorization obtained by a GCD computation. 
5. Computation modulo a triangular set 
A triangular set associated with a prime ideal defines a tower of fields; thus, we 
need first to precise what is defined by a general triangular set. 
Let (fO, l *. , fk) be a triangular set. Recall that we have recursively defined 
Ki = Ki_ 1 [Xi]/4 if index(&) = i and, else, Ki = qf(Ki_ 1 [Xi]) where qf(A) denotes the 
total ring of quotients of a ring A. 
It is clear that Ki is a field iff Ki_ 1 is and, in the first case, 4 is irreducible in 
Ki_ 1 [Xi] a In general Ki is not a field but only a product of fields. More precisely, 
we have: 
Proposition 5.1. The square-freeness condition implies that Ki is a product of 
fields for i= 1, . . ..n. 
We need to compute in the Ki; for example conditions (v) and (vi) implicitly im- 
ply such a computation for testing square-freeness and primitivity. But these rings 
are sets of quotients; as usually, it is more efficient to avoid denominators as far 
as it is possible. Moreover, equations are defined up to a multiplication by a con- 
stant. Therefore, the computation s which are needed in Ki, will be done on 
polynomials in Ri, modulo a tr5ngular system. The main nontrivial operations are 
the reduction of a polynomial by a triangular set, the test of invertibility in Ki of 
an element and the computation of the inverse, if it exists; this will need many gcd 
and resultant computations. We will see now how to proceed these operations, in- 
formally in this section, with explicit procedures in the next one. 
Reduction: The reduction of a polynomial pol by a triangular set ( fi, . . .,fk) is 
essentially a pseudo-division: 
rocedure 1: reduce@, T). 
reverse(T) do (working with decreasing main variable} 
if the degree of p in main(f) is ~deg(f) then 
p := pseudo-remainder(p,f main( f )) 
In vertibility in Ki : In many questions, it is important 
The following result is not a complete characterization of 
applications. 
to test this invertibility. 
this, but suffices for the 
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Proposition 5.2. Let peRi be a polynomial with Xi as main variable. If Xi is 
transcendental and lc( p) is invertible in Ki _ I, then p is invertible in Ki . 
If Xi = main and resultant(p,h, Xi) is invertible in Ki_ I, then p is invertible 
in Ki* 
Thus for testing the invertibility of p module T, the following works. 
Procedure 2: invertible?(p, ?I 
Begin 
p := reduce(p, T); 
if p=Q then return false; 
if p E RO then return true; 
if main(p) is transcendental then invertible?(lc(p, T)); 
if index(p) = index(h) then invertible?(resultant(p,& main(p)), T) 
end. 
Zero-divisors: When working in a tower which is not associated with a prime 
ideal, we may encounter nonzero elements which are not invertible. AS Ki is a 
product of fields, such elements are zero-divisors and are detected by a resultant 
which reduces to 0 in the previous procedure. This resultant is the resultant of fj 
and another polynomial with respect to the variable Xi= main(J). Its vanishing 
asserts that these polynomials have a GCD of positive degree over each field which 
is a factor of Ki_ 1. Thus the computation of the GCD by an extended Euclidean 
algorithm will give a factorization of fj and split Ki in the product of two factors. 
Thus we are led to use the principle of D5 [4-71: we compute as if K, were a field, 
but, when we encounter a zero-divisor, we split the triangular set in two triangular 
sets; the zero-divisor becomes invertible in the first one and 0 in the second one. 
GCD computations: Many computations of GCDs and resultants are needed; but 
two difficulties arise: the first one is that the Euclidean algorithm and its generaliza- 
tions are defined only for poiynomials on integral rings. Fortunately, the D5 princi- 
ple permits us to compute as if the coefficients were in a field if we split when we 
encounter a zero-divisor. 
The second difficulty is to decide which Euclidean algorithm to use: The coeffi- 
cients being polynomials, an elementary algorithm will generate a swell of the coeffi- 
cients; thus, we have to use the subresultant algorithm; but it needs exact quotients 
which are not well defined in our context. 
We suggest the following approach: apply the subresultant algorithm to the input 
viewed as multivariate polynomials in R,; reduce the subresultants, starting from 
low degrees; the first which does not reduce to zero reduces to a factor of fi viewed 
as a polynomial over Kindextf,) _ 1. 
Normalization: 
5.3. A polynomialfis said to be normalized with respect o a triangular 
system if it satisfies conditions (ii)- of Definition 3.2 (with A replaced by f). 
The GCD algorithms which precede may be applied to solve the following: given 
p in R, compute q E R, such that pq reduces to a normalized polynomial. Strictly 
speaking, this is not possible if p is a zero-divisor; but, if this occurs, the algorithm 
will split the triangular set in new triangular sets in which p is zero or invertible. This 
algorithm will need a more general procedure which will be defined later. Therefore, 
it is not explicitly given now. 
Square-free decomposition: It has to be noticed here that a normalized 
polynomial is not a zero-divisor, by Proposition 5.2. Moreover, its leading coeffi- 
cient being also normalized, such a polynomial has the same degree on each factor 
field of Ki (provided that Ki is a product of fields). Thus, the resultant of a nor- 
malized polynomial and its derivative with respect of its main variable is invertible 
in Ki iff the polynomial is square-free on each of these factor fields. This gives a 
justification of the condition (v) of Definition 3.2 and a way to verify it: it suffices 
to test that the above resultant is not a zero-divisor in Ki. 
Primitivity: Condition (vi) of Definition 3.2 means that the coefficients of some 
polynomial have constant GCD. But this has no meaning in Ki which is a product 
of fields (by condition (v)). Fortunately, by condition (ii), one of the coefficients 
is normalized, and this gives a meaning to the GCD computations. 
6. Main procedures 
Note on the procedures. From now on, all procedures will have a triangular set 
among their input and another one in their result. However, these procedures may 
split the triangular sets in two or more parts. Thus the procedures have to be viewed 
as applied on a list of inputs for producing a list of outputs (like mapcar). The 
results are produced by a function “output”. If “output” is called more than once 
in the same procedure, each of its results is an element of the list of results of the 
calling procedure. If the input of “output” is a list (result of arecursive call), “out- 
put” itself is mapped on the terms of the list. In other words all procedures are 
working on a flow of input and produce a (longer or, in some cases, shorter) flow 
of output. Without these conventions, the programs would be much more com- 
plicated and hard to understand. 
The first procedure is a normalization procedure: given a triangular system T and 
a polynomial p, this procedure computes a polynomial g such that gp reduces to a 
polynomial which is normalized (condition (iii)) with respect o T. Clearly this is on- 
ly possible if p is invertible modulo T; if p reduces to 0, the procedure returns 0; 
in the other cases, T is splitted so that one of the above conditions is true on each 
component. 
Procedures intersect and augment which follow are needed for intersecting a 
quasi-component with the zero-set of a single polynomial (normalized in the second 
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case). They are needed for updating a triangular set when factoring or adding a 
polynomial in it, as well as for solving systems of equations. 
All these procedures involve a rather complicated crossed recursion, which ter- 
minates because each call decreases the dimension or the degree of the quasi- 
component. 
Procedure 3: normalize@, T). 
Input: p a polynomial* T a triangular system; 
Output: A set of pairs (g, U) s.t. U is a triangular system, the union 
of the W(U) contains W(T) and has the same closure, p reduces to 0 
modulo U iff the corresponding g is 0 and, if g+O, then gp reduces 
modulo U to a normalized polynomial (satisfying (ii) to (iv)); following 
the above convention, the pairs are output one after the other by output 
instructions which do not alter the flow of control; 
egin 
p := reduce@, ‘T) 
if p=O then output(0, T) 
if pdO then output(g, T) with g s.t. gpe So 
if main(p) = main(f) for some f in T {algebraic ase} 
then 
compute the subresultants of p and f with respect o main(p); let 
ri be the subresultant of degree i; compute also ai and bi s.t. 
ri=aip+ b,- f 
(g, U) : = normalize(r,, T) { index(Q c index(p)} 
if g#O then output(gaO, U) 
else output(iterate( 1, U)) 
else {transcendental case} 
(g, u) := normalize(lc(p), T) 
if g= 0 then output(normahze(p, I/)) (deg(p) decreases on this 
quasi-component} 
else output(g, U) 
Subprocedure iterate& U). 
begin 
(h, T) : = normalize(lc(ri), U) 
en iterate(i+ 1, T) 
else 
g := reduce(hri, T) 
I := lc(g) {this is the leading coefficient of ri, moreover I lc(f) is 
the leading coefficient of the other factor off} 
U : = intersect(l, T) 
iterate(i + 1, U j 
!:=I k(f) 
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U:= augment(g, T) {modulo the GCD off and p} 
(m, U) := normalize(l, cl) 
if m #0 then output(O, U) 
g:= reduce(hai_ 1, T) {modulo the other factor of p} 
U:= augment(g, T) 
(m, U) := normalize(/, U) 
if m +O then output(normalize(p, U)) {the degree or the dimen- 
sion decreases when pas- 
sing from T to U} 
end iterate 
Procedure 4: intersect@, T). 
Input: T a triangular system; p a polynomial; 
Output: A list of triangular sets U s.t. that the union of the W(U) 
contains V(p) n W(T) and is contained in its closure; 
Begin 
(q, T) := normalize(p, T) 
r := reduce(pq, T) 
if r=O then output(T) 
else if r$Ro then {if re R. then V(p) n W(T) is empty} 
T:= augment(r, T) 
output(intersect(p, T)) 
end. 
Procedure 5: augment@, T). 
Input: T a triangular system; p a polynomial normalized with respect 
to T, here lies the difference with intersect; 
Output: Same as for intersect: a list of triangular sets U s.t. that the 
union of the W(U) contains V(p) f7 W(T) and is contained in its 
closure; 
egin 
/ := lc(p) 
(P, 73 := sqfr(p, 73 
1:= 1 lc(p) 
(p, T) := primpart(p, T) 
I := reduce(l lc(p), T) 
U := intersect(l, T) 
output(intersect(p, U)) {when the leading coefficient ofp or one of 
its found factors is zero} 
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U:= T 
T:= the set of elements g of U s.t. index(g)<index(p) 
T:= TU {p} 
for all g in U s.t. index(g)> index(p), by increasing index, do 
T := intersect(g, T) 
(h, T) := normalize(lc(g), T) 
if h = 0 then return 
output(T) 
end. 
Procedures primpart and sqfr which appear in augment differ from the standard 
ones only by the fact that these gcd computations need tests of equality to 0 which 
may split the triangular set. Thus the gcds have to be implemented as informally 
described in the previous section. This is left to the reader or to a future paper. 
It has to be noticed that the procedures which precede are far to be optimized: 
for example sqfr and primpart are often called on polynomial? which are known not 
to be changed by these procedures. Similarly, normalize may be applied to 
polynomials which are known to be normalized. These optimizations will be very 
important for a practical implementation; in fact each of these function calls may 
imply a lot of recursive calls of GCD computations. 
7. Solving system 
We are now ready to solve algebraic systems, i.e., to give an algorithm for com- 
puting a decomposition of the zero-set of a family of polynomials in terms of quasi- 
components given by triangular sets. Our algorithm will be incremental, that is, it 
will add the input polynomials one after the other, and compute the quasi- 
components of the intersection of the zero-set of the new polynomial with each of 
the previously computed quasi-components. 
rocedure 6: solve(F). 
Input: F is a list of multivariate polynomials; 
Output: A list of triangular sets corresponding to a decomposition of 
V(F) in quasi-components; 
egin 
end. 
o return(intersect(first(F), T)) 
The decomposition produced by this procedure may be redundant; thus we have 
to remove the superfluous quasi-component. This may be done by using the follow- 
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ing procedure which tests the inclusion between quasi-components. It has to be 
noticed that this procedure may split one triangular set in its input. 
Procedure 7: inclusion?( T, U). 
Input: T, U two triangular sets; 
Output: A Boolean and two triangular sets, the Boolean being true 
iff the quasi-component corresponding to the first triangular set is con- 
tained in the component corresponding to the second; 
Begin 
if some variable is algebraic for U and transcendental for T 
then output(false, T, U) 
else 
b := true; 
for f in U while b do 
(g, T) := normalize(f, T); 
if g#O then 
output(false, T, U); 
b := false 
if b = true then output(true, T, U) 
end. 
We do not give here the way of using inclusion? for removing superfluous com- 
ponents; for avoiding duplication of computations, it seems that we have to imple- 
ment the whole recursion in such a way that the quasi-components are processed by 
decreasing dimension, that is that the flows of data are always sorted by increasing 
length of the triangular set in them; if this is done, the superfluous quasi- 
components may be removed before any computation with them (other than calls 
to inclusion?). 
In many cases, one is only interested in components of highest dimension. In this 
case a lot of computation may be saved by this way of implementing the recursion: 
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