Adapting radiation delivery to respiratory motion is made possible through corrective action based on real-time feedback of target position during respiration. The advantage of this approach lies with its ability to allow tighter margins around the target while simultaneously following its motion. A significant hurdle to the successful implementation of real-time target-tracking-based radiation delivery is the existence of a finite time delay between the acquisition of target position and the mechanical response of the system to the change in position. Target motion during the time delay leads to a resultant lag in the system's response to a change in tumor position. Predicting target position in advance is one approach to ensure accurate delivery. The aim of this manuscript is to estimate the predictive ability of sinusoidal and adaptive filter-based prediction algorithms on multiple sessions of patient respiratory patterns. Respiratory motion information was obtained from recordings of diaphragm motion for five patients over 60 sessions. A prediction algorithm that employed both prediction models-the sinusoidal model and the adaptive filter model-was developed to estimate prediction accuracy over all the sessions. For each session, prediction error was computed for several time instants ͑response time͒ in the future ͑0-1.8 seconds at 0.2-second intervals͒, based on position data collected over several signal-history lengths ͑1-7 seconds at 1-second intervals͒. Based on patient data included in this study, the following observations are made. Qualitative comparison of predicted and actual position indicated a progressive increase in prediction error with an increase in response time. A signal-history length of 5 seconds was found to be the optimal signal history length for prediction using the sinusoidal model for all breathing training modalities. In terms of overall error in predicting respiratory motion, the adaptive filter model performed better than the sinusoidal model. With the adaptive filter, average prediction errors of less than 0.2 cm ͑1͒ are possible for response times less than 0.4 seconds. In comparing prediction error with system latency error ͑no prediction͒, the adaptive filter model exhibited lesser prediction errors as compared to the sinusoidal model, especially for longer response time values ͑Ͼ0.4 seconds͒. At smaller response time values ͑Ͻ0.4 seconds͒, improvements in prediction error reduction are required for both predictive models in order to maximize gains in position accuracy due to prediction. Respiratory motion patterns are inherently complex in nature. While linear prediction-based prediction models perform satisfactorily for shorter response times, their prediction accuracy significantly deteriorates for longer response times. Successful implementation of real-time target-tracking-based radiotherapy requires response times less than 0.4 seconds or improved prediction algorithms.
I. INTRODUCTION
Respiratory motion presents significant challenges in ensuring delivery of planned radiation to tumors in the vicinity of thoracic and abdominal structures. [1] [2] [3] [4] [5] [6] [7] Approaches to compensate for such motion include both ͑a͒ minimization/ exclusion techniques such as breath-hold treatments or respiratory gating and ͑b͒ inclusion techniques such as the addition of a margin around the clinical target volume ͑CTV͒ ͑internal margin͒ to ensure that the treated volume encompasses the entire anticipated range of motion of the tumor.
Inclusion is the most widely employed approach to account for respiratory motion. Margin addition, however, causes an undesirable increase ͑cubic increase in spherical volume with linear increase in radius of added margin͒ in the volume of the normal surrounding tissue receiving high-dose radiation. Motion minimization/exclusion techniques, on the other hand, minimize the range of tumor motion during radiation delivery by limiting such delivery to periods with the least variability in ''tumor'' position during each respiratory cycle, thus excluding all other periods from radiation delivery. The time required to deliver a certain dose of radiation using such techniques, however, bears an inverse relationship to the duty cycle ͑percentage of the time for which the radiation beam is ON, while the patient is set up in the treatment position on the couch͒ of the treatment delivery. Duty cycle during respiratory gating depends on the variations in patients' respiratory patterns ͑with and without assistance͒, while during breath-hold treatments, it depends on the ability of patients to hold their breath ͑with or without assistance͒.
The advent of modern medical linear accelerators equipped with multi-leaf collimators and robotic arms has increased the potential for implementing another approach involving a form of ''adaptive'' radiation delivery, in which the radiation beam essentially follows the motion of the tumor. Adapting radiation delivery to tumor/target motion is made possible through real-time feedback of ''tumor/target'' position during respiration to the radiation delivery device. This approach is advantageous because of its ability to produce tighter margins around the tumor while simultaneously following the motion of the tumor throughout the breathing cycle. As a result, the duty cycle for treatment delivery can be maintained at the same level as in conventional treatments.
Based on the nature of the treatment-delivery technology, implementation of such a real-time tumor/target-trackingbased radiation therapy can be discussed in the context of ͑a͒ a linear accelerator equipped with multi-leaf collimators and external-internal-marker-based target localization and ͑b͒ a robotic-arm mounted linear accelerator with internal ͑stereo x-ray visualization of implanted gold markers͒ and/or external marker-based target localization. Schweikard et al. 8 reported the successful implementation of such a motioncompensation method for delivering extracranial radiosurgery treatments using the accuray ͑robotic-arm mounted linear accelerator͒ system. Position correction in this method was made once every ten seconds based on a correlation model between an external marker and an internal anatomy motion-tracking ͑stereoscopic x-ray͒ system. In another study, Keall et al. 3 demonstrated the equivalence of target dose to a static target and target dose to a ''mobile'' target delivered by multi-leaf collimators of a linear accelerator moving in synchronism with the target. Neicu et al. 9 and Papiez 10 have also investigated multi-leaf collimator ͑MLC͒ sequencing for moving tumors.
A significant hurdle to the successful implementation of a real-time tumor-tracking-based radiotherapy system is the existence of a finite time delay in the motion feedback loop that is required for position correction during treatment delivery. Such a time delay essentially encompasses various delays, including the computing time required for tumor/ target position detection, the calculation of position correction and the activation of the treatment-delivery system with the correction incorporated into the response. During this entire time delay, the tumor is still in motion, leading to a resultant time lag in the system's response to any further changes in tumor position.
One approach to circumvent the above-mentioned problem is to predict the future position of the tumor, so that the advance response of the radiation-delivery system compensates for the change in position that would have occurred had the system not used any predictive models, as shown in Fig.  1 . Prediction of tumor position based on the real-time feedback of target/tumor motion position is included as part of the proposed four-dimensional ͑4D͒ controller that serves the function of integrating all the information from the treatment plan, the multi-leaf collimator ͑MLC͒ controller and the realtime respiratory motion feedback to generate the appropriate system response to the continual changes in position.
Prediction theory by itself is a vast area with a number of applications to several fields of study that include signal and image analysis. Both linear and nonlinear models have found signal processing applications in fields such as NMR signal analysis 11 and arrhythmia analysis. 12 The following studies discussed have more direct relevance to the field of radiation therapy. Murphy et al., 13 in their investigation of the predictive accuracy ͑for time instants in advance of a second into the future͒ of linear adaptive filters, estimated that such accuracy deteriorated rapidly when predicting more than 0.2 s in advance of the current position. The frequency of updating filter coefficients was thought to have the most influence on predictive accuracy. Liu et al.
14 employed a prospective motion-tracking algorithm based on a linear autoregressive predictive filter model. More recently, Sharp et al. 15 evaluated various predictive models to predict lung tumor motion data ͑linear prediction, neural network prediction and Kalman filtering͒ against a system that used no prediction, using root mean squared ͑rms͒ values to quantify prediction error and found that by using prediction, root mean squared error improved for all latencies and all imaging rates evaluated as compared to no prediction.
In this manuscript, we report on the performance of ͑a͒ a sinusoidal model-based predictive filter and ͑b͒ an adaptive filter that predicts advance position ͑output͒ as a linear combination of past inputs over several patient-breathing traces obtained from recordings of diaphragm motion data during multiple repeat fluoroscopy studies. Prediction of position in each case is made for several time intervals in advance, starting from 0 to 1.8 s, based on position data collected over a signal history of 1-7 s into the past. In this context, we define the following two terms:
Signal History Length ͑SHL͒: The past time duration from which motion information is used to predict position in advance.
Response Time ͑⌬͒: The future ͑advance͒ time for which the prediction of position is made.
II. METHODS

A. Respiratory motion data
Respiratory motion information was obtained from multiple session recordings of respiratory motion as described by Vedam et al. 16 Five patients participated in this study, and over 60 sessions of motion data, which included three different breathing training types ͑free breathing, audio instruction and visual feedback͒, were collected. For the present study, internal anatomy ͑diaphragm͒ motion due to respiration, obtained from the above-mentioned study, was chosen as the data input for the prediction algorithm. A single session of respiratory motion lasted about 30 seconds with a sampling rate of 10 Hz. For each data point that represented actual position, predicted position and the corresponding prediction error were determined based on two different prediction algorithms ͑as described in Sec. II C͒. Such calculations when repeated over all of the 60 sessions of recorded respiratory motion data, for several future time intervals ͑response time ⌬͒, based on respiratory motion data collected over several history lengths ͑signal history length, SHL͒, provided quantification of the performance of the prediction algorithms in predicting respiratory motion.
B. Basics of linear prediction
Consider a random sequence ͕x͖ϭx act (t n )͉ nϭ1,m . At a given time instant t n , prediction provides an estimate x pred (t nϩ⌬ ) of ͕x͖, ahead by an interval ⌬ ͑referred to as response time͒. The prediction x pred (t nϩ⌬ ) is based on a number of previous values of the sequence, referred to as signal history window; the length of which is referred to as signal history length SHL, as seen in equation below:
The error in prediction ⑀(t nϩ⌬ )͉ nϩ⌬рm is given by:
where x act (t nϩ⌬ ) is the actual value of the random sequence at time t nϩ⌬ .
If the random sequence ͕x͖ϭx act (t n )͉ nϭ1,m were normally distributed, the standard deviation of ⑀(t nϩ⌬ )͉ nϩ⌬рm would then provide a measure of the prediction error over the entire sequence. A textbook reference 17 for a more rigorous discussion of prediction theory and statistical digital signal processing is included in the bibliography.
C. Prediction algorithms
Based on the method of computation of x pred (t nϩ⌬ ), two different approaches to prediction were investigated. These involved ͑a͒ a curve-fit approach where prediction was based on fitting a sinusoidal curve ͑Sinusoidal Model͒ to some past history of the respiratory motion signal ͑SHL͒ as described in Sec. II D and ͑b͒ a LMS ͑least mean squares͒ adaptive filter approach where prediction was based on a linear combination of inputs ͑Adaptive Filter model͒ from some past history of the respiratory motion signal, as described in Sec. II E. The prediction error ͑see Sec. II F͒ of each of the models was computed over all 60 sessions of recorded respiratory motion data. For each respiratory motion session, prediction error was computed for several future time intervals ͑re-sponse time ⌬͒, starting from 0 to 1.8 seconds with an interval of 0.2 s, based on respiratory motion data collected over a history ͑SHL͒ of 1-7 seconds with an interval of 1 second into the past. Figure 2 illustrates the concepts of SHL, response time ͑⌬͒, and the computation of prediction error for a single point in a sample respiratory motion trace. A schematic diagram of the prediction algorithm for estimating the prediction error over a single session for a given SHL and ⌬ is shown in Fig. 3 . In order to improve understanding of the methods of prediction, the variable names for the different quantities under study are changed in the following manner. In all subsequent discussion, x act (t n ) represents the actual respiratory motion trace and is equivalent in notation to ͕x͖ ϭx act (t n )͉ nϭ1,m , the original motion sequence and x pred (t nϩ⌬ ) represents the predicted position at t nϩ⌬ . Accordingly, prediction error is represented by ⑀(t nϩ⌬ )͉ nϩ⌬рm , where ⑀(t nϩ⌬ )ϭx pred (t nϩ⌬ )Ϫx act (t nϩ⌬ ). All other variables are defined as and when they are applied to the analysis. D. Sinusoidal model for prediction
Rationale
As discussed before, several models are available to predict respiratory motion. However, it is important to observe the characteristics of the signal before choosing the appropriate model. Figure 4 shows data from individual breathing cycles obtained from a representative patient-breathing trace. It is evident from this figure that even with normal breathing ͑without any instructions͒, breathing cycles exhibit in general a consistent trend thought to approximate a sinusoidal shape. This was the reason for choosing a four-parameter sinusoidal model to predict breathing motion in our study.
Algorithm
The motion prediction algorithm can be described as follows. Let ''⌬'' be the response time between acquisition of FIG. 2. Illustration of the prediction parameters, signal history length ͑SHL͒ and response time ͑⌬͒ relative to the current data point in the respiratory motion trace. At each current data point ''x act (t n ),'' the prediction is made for a future time instant t nϩ⌬ . The predicted position is, therefore, x pred (t nϩ⌬ ). The error in prediction at t nϩ⌬ is computed as the difference between predicted position and the actual position of the respiratory motion trace at time (t nϩ⌬ ). the anatomic position information and the response of the delivery device to update its position. Let x act (t n )͉ nϭ1,m represent original respiratory motion sequence over an entire session. Any position prediction has to be based on some past history of respiratory position variations with respect to time. In our study, therefore, the prediction process starts after a certain time period, referred to as the SHL. Accordingly, for each time instant t n ϾSHL, a sinusoidal curve of the form shown in Eq. ͑1͒ below is fitted to the actual breathing motion curve, x act (t n ), over an SHL starting from the current position ''t n .'' Mathematically, the equation of curve fit is given by
where A, B, C, D are the parameters of the sinusoidal waveform model. Thus, for a given response time ͑⌬͒, the predicted position can be written as
A flow chart representation of the sinusoidal prediction algorithm is shown in Fig. 5 .
E. Adaptive filter model
Rationale
In addition to the sinusoidal model-based predictive filter, we also investigated the use of an adaptive filter model to predict position and compare and contrast our prediction accuracy results with the results obtained from the sinusoidal model and also with the results obtained from other similar adaptive filter models.
Algorithm
The adaptive filter model used was essentially a LMS ͑least mean squares͒ linear adaptive filter, in which the output of the filter ͑predicted position͒ is a linear combination of the past inputs to the filter. The general mathematical representation of such a simple linear filter is given in Eq. ͑3͒ below
where x pred (t nϩ⌬ ) is the predicted position in advance by a time ⌬, ͕c͖ϭc i ͉ iϭ1,SHL is the vector of filter coefficients and x t n Ϫi represents a vector of past respiratory motion signal inputs. In such a formulation, the problem of optimal prediction is essentially a problem of optimization of the filter coefficient vector ͕c͖. For stationary input signals with known statistics, the optimal ͕c͖ values are given by the YuleWalker equations. 17 In the case of real time respiratory motion, such statistics may not be completely available. Therefore, linear adaptive filtering is employed for determining optimal values of ͕c͖, which are further used for prediction according to Eq. ͑3͒. In adaptive filtering, coefficient vector ͕c͖ is updated after each prediction x pred (t nϩ⌬ ) through a correction term that is proportional to the prediction error ⑀(t nϩ⌬ ) of the most recent prediction, thereby introducing a feedback that attempts to minimize prediction error ⑀(t n ). A flow chart representation of the adaptive filter-based prediction model is shown in Fig. 5 .
F. Prediction error
A measure of the prediction error ͑for any given SHL and ⌬͒ over a single session was defined by calculating the standard deviation of the instantaneous differences ⑀(t n ) between the predicted and actual breathing positions ( x pred Ϫx act ) ͑For the adaptive filter algorithm, x pred Ϫx act is calculated over all data points beyond the first ten seconds in each data set to avoid biasing of results due to the ''convergence'' of the filter during the first ten seconds. This filter convergence can be observed in Fig. 7 .͒ over an entire session. Indication for using standard deviation as a measure of prediction error is provided in Fig. 6 , where it can be seen that prediction error is approximately normally distributed. In addition, results from statistical tests of normality ͑Kolmogorov-Smirnov test͒ indicated that diaphragm respiratory motion was approximately normally distributed ͑D-values of 0.06, 0.06, and 0.04 for free breathing, audio instructions and audio-visual feedback, respectively͒.
Single session analysis
For each session, prediction error ( x pred Ϫx act ) was computed for each of the two predictive algorithms for several combinations of SHL ͑ranging from 1.0 to 7.0 s͒ and ⌬ ͑ranging from 0 to 1.8 s͒. Such a calculation was performed to provide an estimate of the optimal SHL and the ⌬ value for the current session.
Multiple session analysis
Of greater significance was the overall prediction error ( x pred Ϫx act ) computed over all patient sessions for each breathing-training type. The overall prediction error over several sessions for each breathing-training type was therefore determined from several single-session error values, which had been computed for each of the two predictive filters.
G. System latency error
In order to compare the performance of the predictive models employed in this study, the MLC tracking was used as the reference metric. By definition, system latency error is a measure of the error in position that occurs when no predictive models are employed. In other words, the system responds to the current change in position after a response time ⌬, irrespective of where the actual position maybe at that time instant. In mathematical terms, for a given response time ⌬, the single-point system latency error at time instant t n can be expressed as:
In accordance with previous sections, the standard deviation of the single-point system latency error computed over an entire respiratory motion session is a measure of the system latency error. The prediction error of the sinusoidal and adaptive filter models is compared to the corresponding system latency error ͑without prediction͒ for all values of ⌬ and SHL. If the prediction error is greater than or comparable to the system latency error, then gains from prediction are minimal and, therefore, prediction may not be required. However, if the prediction error is lesser than the system latency error, then prediction is definitely required to estimate change in position due to respiratory motion. 
III. RESULTS
A. Single session analysis
The purpose of this analysis is to illustrate the performance of both sinusoidal and adaptive filter-based prediction algorithms in predicting the position for ͑a͒ a relatively regular breathing-motion trace and for ͑b͒ a highly irregular breathing-motion trace for a sample combination of SHLs and response times ͑⌬͒. The corresponding results for predicted and actual breathing-motion traces are shown in Fig.  7 . Based on a qualitative observation of the various traces, it can be easily seen that error in prediction increases with the response time regardless of the nature of the predictive filter being used. Further observation of the predicted position trace for the adaptive filter model reveals a convergence of the predicted position to the actual position.
B. Multiple session analysis
Examining the performance of both predictive models over all the patient respiratory motion data sets is of greater relevance to our study. For this purpose, the entire data set was divided into three groups based on breathing-training type: ͑a͒ Free breathing ͑b͒ audio instruction, and ͑c͒ visual feedback. Results for prediction error are henceforth presented along these lines so that the influence of breathing training on prediction error can be estimated.
Figures 8 -10 illustrate prediction error variations with respect to SHL and response time ⌬ for all patient breathing sessions for each training type ͑free breathing, audio instructions and visual feedback, respectively͒, based on prediction using both the sinusoidal model and the adaptive filter model. General trends indicated that prediction error increases with response time ⌬ irrespective of the nature of the breathing-training modality for either type of prediction algorithm ͑sinusoidal or adaptive͒. However, the observed increase in prediction error with response time was not as pronounced for prediction with the adaptive filter model. For the sinusoidal model, a SHL value of 5 s was considered optimal, since a 5 s SHL resulted in consistently lower prediction errors over all breathing training modalities. Prediction results from the adaptive filter model indicated less sensitivity of prediction error to SHL. In terms of overall error in predicting respiratory motion, the adaptive filter model performs better as compared with the sinusoidal prediction model. With the adaptive filter model, average prediction errors of FIG. 8 . Prediction error ͑1 difference between predicted and actual position͒ for multiple response times and signal history lengths ͑SHL͒ calculated over all patient sessions of normal breathing ͑no instructions provided͒. In general, overall prediction error for the adaptive filter model is less than that for the sinusoidal model based prediction algorithm. System latency error is the 1 error in position when no prediction is made. less than 0.2 cm ͑1͒ were possible for response times less than 0.4 s.
It was also evident from the overall results for prediction error that breathing training ͑audio-instruction training, in particular͒ seemed to affect the predictive ability of both predictive models. While the magnitude of absolute error in prediction is greater for respiratory motion when audio instructions are used, as compared with free breathing, the relative error in prediction ͑defined as the ratio of absolute error to the total variation in actual position of the motion pattern itself͒ is less for respiratory motion patterns directed by audio instructions, as compared with free breathing. This is not to say, however, that relative error is more important than absolute error. Absolute error is still important since decisions about CTV-PTV margin addition are based on absolute position errors. Predictive error for respiratory motion patterns with visual feedback was comparable to that achieved with free-breathing motion patterns.
IV. DISCUSSION
Two motion-prediction algorithms to predict tumor motion as a function of response time and SHL have been developed. The performance of each of these filters has been examined over multiple sessions of patient-breathing patterns ͑with and without breathing training͒ for several combinations of SHL and response time. Based on the results from this study, prediction errors for both the algorithms increase for predictions beyond ⌬ values of 0.4 s in the future. The results obtained are consistent with those obtained by Murphy et al., 13 who found that breathing-motion traces exhibit significant differences in amplitude and/or frequency even though the variations in traces may be slow as compared with other bio-electric signals such as the ECG or EMG. In comparing prediction error with system latency error ͑no prediction͒, the adaptive filter model exhibited lesser prediction errors as compared to the sinusoidal model, especially for longer ⌬ values. At smaller ⌬ values ͑Ͻ0.4 s͒, improvements in prediction error reduction are required for both predictive models in order to maximize gains in position accuracy due to prediction. Sharp et al., 15 have investigated the prediction errors for different latencies ͑equivalent to response time ⌬ in this manuscript͒ and imaging rates. Key differences in their analysis with respect to our analysis are ͑a͒ the use of a different metric to quantify prediction error ͑rms error as opposed to standard deviation as presented in this work͒ and ͑b͒ the effect of imaging rate on FIG. 9 . Prediction error ͑1 difference between predicted and actual position͒ for multiple response times and signal history lengths ͑SHL͒ calculated over all patient sessions of normal breathing ͑audio instructions͒. In general, overall prediction error for the adaptive filter model is less than that for the sinusoidal model based prediction algorithm. System latency error is the 1 error in position when no prediction is made. prediction error, which is not presented here. However, this work includes data on the effect of breathing training on prediction error over multiple sessions of diaphragm motion for different response times and SHL values. A limitation of this work is that the prediction is based on one-dimensional ͑1D͒ diaphragm motion. Actual tumor motion is threedimensional and can be expected to be more complex and, therefore, improvements in prediction algorithms may be needed. Nevertheless, motion compensation techniques such as gating and four-dimensional ͑4D͒ radiation delivery are expected to provide maximal benefit in terms of margin reduction for tumors that exhibit significant amount of motion ͑as seen in internal anatomy close to the diaphragm͒, thereby establishing the relevance of using diaphragm motion. It must also be noted that not all patients may be suitable for internal marker implantation procedures. Thus, 1D prediction using motion signals from external markers may still find application in such patients.
In terms of predictive ability, as seen from the results for the overall prediction error, the adaptive filter model-based prediction algorithm performs better than the sinusoidal model and also for the situation when prediction is not made.
As mentioned before, both the predictive algorithms under study here are solutions based on linear prediction theory. While the sinusoidal model is linear in the sense that it approximates breathing patterns with regular sinusoidal shapes, the adaptive filter-based algorithm predicts position based on a simple linear combination of past values.
Respiratory motion patterns, especially those of patients suffering from lesions in the lung, are not perfectly periodic and exhibit nonstationary behavior, which is yet to be completely quantified. Prior knowledge of the periodicity, stationarity, and predictability of the respiratory motion signal can improve the performance of the filter models discussed in this manuscript. The inclusion of such quantification of signal characteristics in the predictive algorithm is currently under study at our institution.
Real-time tracking-based radiotherapy is currently the subject of considerable research effort. Successful implementation of such a complex treatment delivery technique with existing technology requires accurate prediction of breathing motion. Such algorithms will be an essential part of treatment delivery for 4D radiotherapy. FIG. 10 . Prediction error ͑1 difference between predicted and actual position͒ for multiple response times and signal history lengths ͑SHL͒ calculated over all patient sessions of normal breathing ͑visual feedback͒. In general, overall prediction error for the adaptive filter model is less than that for the sinusoidal model based prediction algorithm. System Latency Error is the 1 error in position when no prediction is made. 1 S.D. motion extent represents 1 of actual respiratory motion.
