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Abstract
We consider a self-similar fragmentation process which preserves the total mass. We are
interested in the asymptotic behavior as  → 0+ of N (; t) = Card{i : Xi(t)¿}, the number
of fragments with size greater than  at some 1xed time t ¿ 0. Under a certain condition of
regular variation type on the so-called dislocation measure, we exhibit a deterministic function
’ : ]0; 1[ → ]0;∞[ such that the limit of N (; t)=’() exists and is non-degenerate. In general
the limit is random, but may be deterministic when a certain relation between the index of
self-similarity and the dislocation measure holds. We also present a similar result for the total
mass of fragments less than .
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1. Introduction and main results
Random fragmentations are meant to describe an object that disaggregates as time
passes. They arise as models for a wide range of phenomena, from microscopic levels
(e.g. polymer degradation) to astronomic scale (e.g. stellar fragments), not to men-
tion breaking of crystals, coal crushing, etc. We refer to Aldous (1999) and Beysens
et al. (1995) for further examples, precise references and much more, and to the recent
lecture notes by Pitman (2002) for combinatorial aspects of such processes.
In this note, we shall consider a fragmentation in continuous times X =(X (t); t¿ 0)
which enjoys the following properties. The process X is Markovian with values in the
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space S1 of decreasing numerical sequences x = (x1; : : :) with
x1¿ x2¿ · · ·¿ 0 and
∞∑
i=1
xi = 1;
so a con1guration x should be thought of as the ranked sequence of masses arising
from the split of some object with a unit mass. Note that we are assuming conservation
of mass. For the sake of simplicity, we focus on the case when the initial con1guration
is X (0) = (1; 0; : : :), that is that the fragmentation starts from a single unit mass, and
we write P for its law. We further suppose that the semigroup ful1lls the fragmenta-
tion property, in the sense that distinct fragments have independent evolutions, and is
self-similar with some index ¿ 0. This means that for every s; t¿ 0, conditionally
on X (t) = (x1; x2; : : :), X (t + s) has the same law as the variable obtained by ranking
in the decreasing order the terms of the random sequences
x1X (1)(x1s); x2X
(2)(x2s); : : : ;
where X (1); X (2); : : : are independent copies of X . Plainly, the law of the fragmentation
X is then entirely characterized by its one-dimensional distributions under P.
Motivated by the study of the so-called standard additive coalescent, Aldous and
Pitman (1998) (see also Pitman, 2002) constructed a remarkable example of such a
fragmentation, which is speci1ed by the following. For each t ¿ 0, the distribution of
X (t) under P is that of the ranked sequence 1¿2¿ · · ·¿ 0 of the atoms of a Pois-
son measure on ]0;∞[ with intensity t(2y3)−1=2 dy and conditioned on ∑∞i=1 i = 1.
The starting point of this work lies in the observation that in this special case, the
small fragments enjoy a simple asymptotic behavior. Indeed, if for every ¿ 0
N (; t) := Card{i : Xi(t)¿}
denotes the number of fragments greater than  at time t, then it is easily checked that
lim
→0+
1=2N (; t) = t
√
2= almost surely: (1)
In the same vein, if we introduce the total mass of fragments less than  at time t,
M (; t) :=
∞∑
i=1
Xi(t)1{Xi(t)¡};
then
lim
→0+
−1=2M (; t) = t
√
2= almost surely: (2)
This example raises the following two natural questions: for a general self-similar
fragmentation X ,
(1) Can we 1nd deterministic functions ’;f : ]0; 1[ → ]0;∞[ such that both N (; t)=
’() and M (; t)=f() converge to some non-degenerate limits as → 0+ ?
(2) In the case when the answer to the question 1 is positive, are these limits deter-
ministic ?
J. Bertoin / Stochastic Processes and their Applications 109 (2004) 13–22 15
Except in a handful of special cases as the ones considered by Aldous and
Pitman (1998) and more recently by Miermont (to appear, preprint), there is no known
explicit description of the one-dimensional distributions of a self-similar fragmenta-
tion. Thus we cannot hope to reduce the questions to e.g. laws of large numbers
for conditioned Poisson measures; see in particular the recent work by Miermont and
Schweinsberg (2003).
The general framework for self-similar fragmentations was developed in Berestycki
(2002), Bertoin (2001, 2002). It follows from these works 1 that the law of the process
X is speci1ed by the index of self-similarity ¿ 0 and a so-called dislocation measure
. More precisely,  is a sigma-1nite measure on S1 such that∫
S1
(1− x1)(dx)¡∞ and ({(1; 0; : : :)}) = 0; (3)
which gives the rates of dislocation of a unit mass into some sequence x= (x1; x2; : : :)
∈S1. By self-similarity, the rate of dislocation of a single mass r into the sequence
rx = (rx1; : : :) is thus r(dx). For example, in the case considered by Aldous and
Pitman, the index is = 12 and the dislocation measure AP is carried by the subset
{x = (x1; : : :)∈S1 : x1 = 1− x2 ∈ [1=2; 1[ and xi = 0 for i¿ 3};
and
AP(x1 ∈ dy) = (2y3(1− y)3)−1=2 dy; y∈ [1=2; 1[:
See Formula (39) in Aldous and Pitman (1998), or Identity (13) in Bertoin (2002).
We shall provide here a simple condition in terms of the dislocation measure  for
positive answers to the questions about the asymptotic behaviors of N (; t) and M (; t).
In this direction, introduce the functions
’() :=
∫
S1
(Card{i : xi ¿ } − 1)(dx);
f() :=
∫
S1
∞∑
i=1
xi1{xi¡}(dx):
Theorem 1. For every ∈ ]0; 1[, the conditions
(i) ’ is regularly varying as → 0+ with index −,
(ii) f is regularly varying as → 0+ with index 1− ,
are equivalent. More precisely, if they hold, then
’() ∼ (1− )f() as → 0 + : (4)
1 In Bertoin (2002), more general fragmentations involving a possible erosion, and allowing negative
indices of self-similarity were considered. Here, the assumption that the fragmentation process preserves the
total mass (i.e. takes values in S1) forces the erosion rate to be 0 and the index of self-similarity to be
nonnegative. Recently, Haas (preprint) has shown that small masses in a self-similar fragmentation with a
negative index have a completely diHerent asymptotic behavior, which is related to the formation of dust.
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If moreover there exists an integer k such that (xk ¿ 0) = 0, then
lim
→0+
N (; t)=’() = lim
→0+
M (; t)=f() =
∫ t
0
∞∑
i=1
X +i (s) ds; (5)
with probability one, and this quantity is positive and 8nite.
Theorem 1 also provides an answer to the second question. The limit there is random,
except when the index of self-similarity  and the index of regular variation  ful1ll
 +  = 1, because then
∑∞
i=1 X
+
i (s) ≡ 1 (this occurs in the particular case treated
by Aldous and Pitman).
The rest of this note is organized as follows. The proof of Theorem 1 is provided
in the next section, and Section 3 is devoted to miscellaneous comments.
2. Proof of the theorem
We 1rst establish (4) using Abelian-Tauberian Theorems (cf. Section 1.7 in Bingham
et al., 1987), although a more elementary argument could also be used.
Proof. Introduce the measure on ]0; 12 ]
(dy) =
∫
S1
( ∞∑
i=1
1{xi61=2}xi(dy)
)
(dx);
where y stands for the Dirac point mass at y. It follows from (3) that the tail J()=
(]; 12 ]) is 1nite for every ¿ 0. Next, set
‘(q) =
∫
[0;1=2]
(1− e−qy)(dy) = q
∫ 1=2
0
e−q J() d; q¿ 0:
The derivative ‘′ of ‘ coincides with the Laplace transform of the measure y(dy) =
df(y). Applying Abelian-Tauberian Theorems and the monotone density theorem, we
see that f varies regularly with index 1 − ∈ ]0; 1[ if and only if J varies regularly
with index −, and in that case
 J() ∼ (1− )f(); → 0 + :
To conclude, we simply note the identity
J() = ’() + ({x∈S1 : ¡x16 1=2});
and recall from (3) that the second term in the sum in the right-hand side remains
bounded as → 0+.
We next turn our attention to the proof of (5). For the sake of simplicity, we shall
focus on the behavior of M (; t) as similar (and somewhat easier) arguments also work
for N (; t). Alternatively, one may also derive the asymptotic behavior of N (; t) from
that of M (; t) and Abelian-Tauberian theorems, just as in the proof of (4).
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The 1rst step is provided by an alternative expression for M (; t) which might look
more involved than the original one, but will be easier to analyze. In this direction,
we introduce the following notation. We write D for the set of times when sudden
dislocations occur. Plainly D is a countable random set, and, by the fragmentation
property, at each s∈D exactly one fragment is broken into pieces. More precisely,
if at time s∈D, the ith fragment Xi(s−) is involved into a dislocation, then we set
k(s)= i and denote by (s)= (1(s); : : :) the element of S1 \ {(1; 0; : : :)} such that the
ranked sequence of masses resulting from the dislocation is given by
Xi(s−)(s) = (Xi(s−)1(s); Xi(s−)2(s); : : :):
Lemma 1. In the notation above, we have
M (; t) =
∑
s∈D∩[0; t]
∞∑
i=1
1{Xi(s−)¿}1{k(s)=i}

 ∞∑
j=1
Xi(s−)j(s)1{Xi(s−)j(s)¡}

 :
Proof. The lemma is intuitively obvious. Indeed, the quantity
mi(s) := 1{Xi(s−)¿}1{s∈D; k(s)=i}

 ∞∑
j=1
Xi(s−)j(s)1{Xi(s−)j(s)¡}


accounts for the total mass of fragments less than  which arise at the time s as the
result of a sudden dislocation of the ith fragment Xi(s−), provided that the latter is
at least . When s¡ t, each of these fragments Xi(s−)j(s)¡ will keep dislocating
up to time t, creating even smaller fragments. Since the fragmentation preserves the
total mass, mi(s) still coincides with the mass of the fragments at time t which are the
descendants of the fragments Xi(s−)j(s)¡.
On the other hand, because the fragmentation X is pure jumps (i.e. it only evolves by
sudden dislocations, see Berestycki (2002) for a detailed analysis), for every fragment
less than  at time t, we can 1nd a unique dislocation time s∈D such that for i=k(s),
this fragment is the descendant of some fragment Xi(s−)j(s)¡ induced by the
dislocation at time s of Xi(s−)¿ . Putting the pieces together, we arrive at the stated
identity.
Plainly (M (; t); t¿ 0) is an increasing optional process. Lemma 1 enables us to
compute its predictable compensator M (p)(; ·); see Section I.3 in Jacod and Shiryaev
(1987). In this direction, recall that the rate of dislocation of a fragment r ∈ ]0; 1] into
a sequence rx = (rx1; : : :) is r(dx), where  is the so-called dislocation measure. It
follows immediately from the formula of Lemma 1 that the predictable compensator is
given by
M (p)(; t) =
∫ t
0
∞∑
i=1
X 1+i (s)1{Xi(s)¿}f(=Xi(s)) ds; t¿ 0:
Next, we study the asymptotic behavior of M (p)(; t) under the hypothesis of regular
variation.
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Lemma 2. Suppose that the function f is regularly varying at 0+ with index 1 −
∈ [0; 1[. Then it holds that
lim
→0+
M (p)(; t)=f() =
∫ t
0
∞∑
i=1
X +i (s) ds;
both almost surely and in L1(P).
Proof. The assumption that f varies regularly at 0+ with index 1−  ensures that
lim
→0+
1{Xi(s)¿}f(=Xi(s))=f() = X
−1
i (s);
because X (s) has then an in1nite number of fragments for every s¿ 0. So all that we
need is to check that we may apply the theorem of dominated convergence.
In this direction, recall that for every ′¡ there is some 1nite constant c such
that f(=y)=f()6 cy
′−1 for all ¡ 1 and y¿. If we 1rst assume that ¿ 1− ,
then we may choose ′ such that + ′¿ 1, and since
∞∑
i=1
X +
′
i (s)6
∞∑
i=1
Xi(s) ≡ 1;
we are done.
Next, we handle the situation where 6 1− . Introduce
#(q) :=
∫
S1
(
1−
∞∑
i=1
xq+1i
)
(dx);
it follows readily form (3) and the assumption that f varies regularly with index 1−
that
#(q)¿−∞ for all q¿ − 1:
According to Corollary 2 in Bertoin (2002), # can be viewed as the Laplace exponent
of some subordinator (t ; t¿ 0), i.e.
E(exp(−qt)) = exp(−#(q)t);
where this identity holds a priori for every q¿ 0, but can be extended analytically to
any q¿− 1. Moreover, if we introduce the time-substitution t → $(t) as the inverse
of the exponential functional t → ∫ t0 exp(s) ds, then for every measurable function
g : R+ → R+, we have the identity
E(g(exp(−$(t)))) = E
( ∞∑
i=1
Xi(t)g(Xi(t))
)
:
Specifying this for g(y) = y+
′−1, we get
E
( ∞∑
i=1
X +
′
i (t)
)
= E(exp(−(+ ′ − 1)$(t))):
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Since ¿ 0, we may choose ′ close enough to  so that + ′ − 1¿− 1. On the
other hand, the process t → exp(−(+ ′ − 1)t) increases (because + ′ − 1¡ 0),
and since $(t)6 t, we conclude that
E
( ∞∑
i=1
X +
′
i (t)
)
6 E(exp(−(+ ′ − 1)t)) = exp(−#(+ ′ − 1)t):
This completes the proof of Lemma 2.
We now arrive at the 1nal step to the proof of (5).
Lemma 3. Suppose that there exists an integer k such that (xk ¿ 0) = 0. Then
E(|M (; t)−M (p)(; t)|2)6 (k − 1)E(M (p)(; t)):
Proof. Since M (; ·)−M (p)(; ·) is a pure jump square-integrable martingale, we have
E(|M (; t)−M (p)(; t)|2)
= E

 ∑
s∈D∩[0; t]
∞∑
i=1
1{Xi(s−)¿}1{k(s)=i}

 ∞∑
j=1
Xi(s−)j(s)1{Xi(s−)j(s)¡}


2

 :
We evaluate the right-hand side using again the predictable compensator and get
E
(∫ t
0
∞∑
i=1
X 2+i (s)1{Xi(s)¿}g(=Xi(s)) ds
)
;
where
g() :=
∫
S1
( ∞∑
i=1
xi1{xi¡}
)2
(dx); ∈ ]0; 1[: (6)
The assumption that (xk ¿ 0) = 0 readily yields the bound g()6 (k − 1)f(), and
plugging this in the preceding calculations, we 1nally see that
E(|M (; t)−M (p)(; t)|2)6 (k − 1)E
(∫ t
0
∞∑
i=1
X 1+i (s)1{Xi(s)¿}f(=Xi(s)) ds
)
= (k − 1)E(M (p)(; t)):
We are now able to complete the proof of (5).
Proof. Pick any a∈ ]0; 1[. Since f varies regularly with index 1 − ¡ 1, the series∑∞
j=1 a
j=f(aj) converges, and thus, by Lemma 2,
∞∑
j=1
ajE(M (p)(aj; t))=f2(aj)¡∞:
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We deduce from Chebychev’s inequality and Lemma 3 that for every &¿ 0,
∞∑
j=1
P(|M (aj; t)−M (p)(aj; t)|¿&f(aj))¡∞;
and then from the Borel-Cantelli lemma that |M (aj; t)=f(aj)−M (p)(aj; t)=f(aj)| con-
verges to 0 when j → ∞, with probability one. An application of Lemma 2 now
shows that with probability one, M (; t)=f() converges towards
∫ t
0
∑∞
i=1 X
+
i (s) ds
as  tends to 0+ along the sequence (aj; j∈N). Because a¡ 1 can be taken arbitrarily
close to 1, we see by a standard argument of monotonicity that the result still holds
when  tends to 0+ without restriction.
3. Miscellaneous remarks
• It might be interesting to point out that the limits (1) and (2) for the Aldous–Pitman
fragmentation are related to classical approximations of Brownian local times. More
precisely, it was observed in Bertoin (2000) that in this case, X (t) coincides with
the ranked sequence of the lengths of the intervals components of the random open
set {
s∈ [0; 1] : ts− e(s)¡ sup
06u6s
(tu− e(u))
}
;
where (e(s); 06 s6 1) is a standard Brownian excursion with unit duration. See
also Chassaing and Louchard (2002) and Schweinsberg (2001) for related results.
On the one hand, it is well-known that in this situation, both (=2)1=2N (; t) and
(=2)1=2M (; t) converge with probability one as → 0+ towards the local time at
time 1 of the reMected excursion with drift,
sup
06u6s
(tu− e(u))− (ts− e(s)); 06 s6 1:
On the other hand, it follows from a celebrated theorem of LNevy that this local time
can be identi1ed with the supremum of the excursion with drift, i.e.
lim
→0+
√

2
N (; t) = lim
→0+
√

2
M (; t) = sup
06u61
(tu− e(u)):
Because the excursion is non-negative and e(1) = 0, we see that the right-hand side
above is simply t.
• The hypothesis of regular variation in Theorem 1 is crucial, and the convergence
stated there may fail if this condition is dropped. For instance, it is easy to construct
a dislocation measure  such that f()6 1−, (x3¿ 0) = 0 and
lim inf
→0+
f(x)=f() = 0 and lim sup
→0+
f(x)=f() = x1− for every 0¡x¡ 1:
Then the same argument as in Section 2 shows that, on the one hand, M (p)(; t)=f()
remains bounded but does not converge as  → 0+, and on the other hand that
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|M (; t)−M (p)(; t)|=o(f()). Hence M (; t)=f(; t) remains bounded but does not
converge when → 0+.
• The hypothesis ∈ ]0; 1[ for the index of regular variation is natural restriction. On
the one hand, the condition (3) on the dislocation measure  forces lim→0+f() =
0. On the other hand, if f is regularly varying with index greater than 1, then

(
x26 12
)
¡∞, so  is a 1nite measure. In that case, the 1rst dislocation time has
an exponential law with parameter (S1), and thus P(N (; t) = 0)¿ 0.
• The assumption that (xk ¿ 0)= 0 for some integer k (which means that with prob-
ability one, any dislocation breaks a mass into at most k − 1 fragments) can be
signi1cantly weakened. More precisely, the argument still works whenever one re-
places the latter by the existence of real numbers c; &¿ 0 such that the function g
de1ned by (6) ful1lls
g()6 cf2()(log 1=)−(1+&):
We refer to Miermont (preprint) for an application of this extension to a natural
fragmentation derived from the so-called stable tree. The hypothesis (xk ¿ 0) = 0
for k¿ 2 is merely a simple condition which ensures the bound above.
• We could also have considered more general types of fragmentations, in which the
rate of fragmentation of a mass r into the ranked sequence rx = (rx1; rx2; : : :) is
)(r)(dx), where ) : ]0; 1] → [0;∞[ is some continuous function; see Haas (2003).
A perusal of our proof shows that Theorem 1 still holds in this more general setting
whenever )(r)6 cr for some c¿ 0 and ¿ 0, provided that we replace X +i (s)
in (5) by )(Xi(s))X

i (s).
• One should note that the limit in Theorem 1, viewed as a process in the time
variable t, is concave (respectively, convex) increasing if +¿ 1 (respectively, if
+ ¡ 1).
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