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The Turing instability is a paradigmatic route to patterns formation in reaction-diffusion sys-
tems. Following a diffusion-driven instability, homogeneous fixed points can become unstable when
subject to external perturbation. As a consequence, the system evolves towards a stationary, non-
homogeneous attractor. Stable patterns can be also obtained via oscillation quenching of an initially
synchronous state of diffusively coupled oscillators. In the literature this is known as the oscillation
death phenomenon. Here we show that oscillation death is nothing but a Turing instability for the
first return map associated to the excitable system in its synchronous periodic state. In particular
we obtain a set of closed conditions for identifying the domain in the parameters space that yields
the instability. This is a natural generalisation of the original Turing relations, to the case where the
homogeneous solution of the examined system is a periodic function of time. The obtained frame-
work applies to systems embedded in continuum space, as well as those defined on a network-like
support. The predictive ability of the theory is tested numerically, using different reaction schemes.
INTRODUCTION
From chemistry to physics, passing through biology
and ecology, patterns are widespread in nature. Un-
der specific conditions, the spontaneous drive to self-
organisation which acts on an ensemble of interacting
constituents materialises in a rich zoology of beautiful
motifs, that bear intriguing universal traits [1–10]. The
spirals that originate from chemical reactions, the stripes
in fish skin patterning, the feline coat coloration and the
spatial patterns in dryland vegetation are all examples
of the intrinsic ability of seemingly different systems to
yield regular structures, both in space and time.
In 1952 Alan Turing wrote a seminal paper [11] on the
theory of morphogenesis, establishing the mathematical
principles that drive the process of pattern formation.
To this end he considered the coupled evolution of two
spatially distributed species, subject to microscopic re-
actions and freely diffusing in the embedding medium.
Working in this context, Turing proved that an homoge-
neous mean-field solution of the examined reaction dif-
fusion system can be unstable to external perturbations.
The Turing instability, as the effect is nowadays called,
is seeded by diffusion and requires an activator-inhibitor
scheme of interaction between agents. When the condi-
tion for the instability are met, the perturbation grows
exponentially in the linear regime. The system subse-
quently evolves towards an asymptotic stationary stable
solution characterised by a patchy, spatially inhomoge-
neous, density distribution, which indirectly reflects the
collection of modes made unstable at short time and the
geometry of the hosting support [12]. Travelling waves
can also set in following a symmetry breaking instability
of a homogeneous fixed point.
Turing instabilities are classically studied on regular
lattices or continuous supports. For a large class of prob-
lems, however, the inspected system is defined on a com-
plex network. The theory of patterns formation extends
to this latter case, as discussed in the pioneering paper
by Othmer and Scriven [13], and recently revisited by
Nakao and Mikhailov [14]. Reaction-diffusion systems
defined on a graph can produce an effective segregation
into activator-rich and activator-poor nodes, Turing-like
patterns on a heterogeneous spatial support.
In the classical Turing paradigm, the conditions for the
onset of the instability are derived via a linear stability
analysis, which requires expanding the imposed pertur-
bation on the complete basis formed by the eigenvectors
of the (continuum or discrete) Laplacian [14, 15]. Com-
pact inequalities, containing the entries of the Jacobian
matrix for the linearised problem and the diffusion con-
stants for the interacting species, are then derived which
constitute the necessary condition for the instability to
develop [12].
The formation of a nonuniform stationary state has
also been observed in the dynamics of diffusively cou-
pled oscillators. Weak coupling of non-linear oscillators
leads to synchronisation, a fundamental phenomenon in
nonlinear dynamics which plays a pivotal role in many
branches of science. Oscillation quenching is an interest-
ing related phenomenon, which is seen in spatially cou-
pled systems [16]. Indeed, the possibility of disrupting
the oscillations could be in principle exploited as an ef-
ficient dynamical regulator [17, 18]. Moreover, it could
be implicated in pathological neuronal derive, as in the
Alzheimer and Parkinson disease. Two different types
of oscillation quenching phenomena are generally distin-
guished in the literature, which differ both in the fun-
damental mechanisms of generation, as well as in their
respective manifestations. The suppression of the oscil-
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2lations can yield a final homogeneous steady state, a
dynamical process that is known as amplitude death.
Oscillation death (OD) is instead observed when the
initially synchronised state evolves towards an asymp-
totic inhomogeneous steady configuration [19–21], in re-
sponse to an externally imposed perturbation [16]. As re-
marked upon in the literature (see e.g. Ref. [19]), the OD
pathway is reminiscent of the Turing symmetry-breaking
transition, which, as we here recall, originally assumes a
reaction-diffusion system perturbed around an homoge-
neous, time-independent, equilibrium.
Models exhibiting amplitude or oscillation death are,
however, difficult to investigate. To progress in the anal-
ysis it is customary to invoke a normal form representa-
tion for the amplitude of the unstable modes near a Hopf
bifurcation. Less attention has been devoted to inspect-
ing multispecies reaction-diffusion systems, for which the
analysis proves more cumbersome. Alternatively, the
master stability formalism [22] can be employed to deter-
mine the stability (via the largest Floquet exponent [23])
of the synchronous state, at a given coupling strength.
Building on these concepts, the aim of this paper is
to shed further light on the analogy between OD and
Turing instability and eventually base it on solid, quan-
titative, grounds. As we shall prove in the following, OD
is nothing but a Turing instability for the first return map
associated to the excitable system in its synchronous pe-
riodic state. Arguing along these lines, we will obtain
a set of closed conditions for identifying the domain in
the parameters space the yields the sought instability.
Such conditions constitute an obvious generalisation of
Turing original relations, to the interesting setting where
the homogeneous solution of the examined system is a
periodic function of time. The usual Turing inequalities
are recovered when the limit cycle collapses to a fixed
point, thus revealing a generalised picture which is con-
sistent with the classical paradigm for pattern formation.
The obtained framework holds both for systems embed-
ded in continuum space, as well as for those defined on a
network-like support. The predictive ability of the theory
will be demonstrated for different reaction schemes.
The paper is organised as follows. In the next section
we shall review the fundamentals of the Turing instabil-
ity theory. Then we will move on to studying the effect
of a tiny heterogeneous perturbation acting on a collec-
tion of synchronous reaction-diffusion oscillators. To this
end we will make use of the master stability function
approach, complemented by standard Floquet analysis.
Then, in Section III we will derive the generalised Tur-
ing conditions to which we alluded above, and test their
accuracy versus the Floquet-based scenario, for the Brus-
selator and the Schnakenberg models. Numerical simu-
lations are also reported to illustrate the characteristics
of the patterns that are asymptotically attained by the
systems. To this end we shall consider the systems de-
fined on a two dimensional continuum domain, subject
to periodic boundary conditions, as well as on a hetero-
geneous network of the Watts-Strogatz type. Finally in
Section V we sum up and draw our conclusions.
BASIC THEORY OF THE TURING
INSTABILITY
Consider the following reaction-diffusion system
∂φ
∂t
= f(φ, ψ) +Dφ∇2φ
∂ψ
∂t
= g(φ, ψ) +Dψ∇2φ, (1)
where φ(r, t) and ψ(r, t) denote the concentration of the
interacting species of respective diffusion constants Dφ
and Dψ. The position in space is specified by the vec-
tor r and t stands for time; f(·, ·) and g(·, ·) are non-
linear functions of the concentrations and represent the
reaction contributions. We assume that a stable homoge-
neous fixed point exists, so that φ(r) = φ¯ and ψ(r) = ψ¯,
with φ¯ and ψ¯ constants, such that f(φ¯, ψ¯) = g(φ¯, ψ¯) = 0.
To formally verify the stability of the fixed point we in-
troduce the Jacobian matrix J:
J =
(
fφ fψ
gφ gψ
)
. (2)
Here fφ stands for the derivative of f with respect to
the density φ evaluated at the fixed point (φ¯, ψ¯). Simi-
lar considerations hold for fψ, gφ, gψ. The homogeneous
fixed point is stable provided that
tr(J) = fφ + gψ < 0 (3)
det(J) = fφgψ − fψgφ > 0, (4)
where tr(·) and det(·) denote respectively the trace and
the determinant. The Turing idea consists of introducing
a small perturbation w of the initial homogeneous sta-
tionary state and looking for the conditions that eventu-
ally yield to the growth of such disturbance. In formulae,
we set:
w =
(
δφ
δψ
)
≡
(
φ− φ¯
ψ − ψ¯
)
. (5)
By hypothesis |w| is small, so we can linearise system (1)
around the fixed point to eventually obtain:
w˙ = Jw + D∇2w, (6)
where w˙ represents the time derivative of w and D is the
diagonal diffusion matrix:
D =
(
Dφ 0
0 Dψ
)
. (7)
3To solve the above system subject to specific boundary
conditions one can introduce the eigenfunctions Wk(r)
of the Laplacian as:
−∇2Wk(r) = k2Wk(r), (8)
for all k ∈ σ, where σ is a suitable (unbounded) spectral
set. We can the expand the perturbation w as:
w(r, t) =
∑
k∈σ
cke
λ(k)tWk(r), (9)
where the constants ck are determined by the initial
condition. This operation is equivalent to performing
a Fourier transform in space of the original linearised
equations. The complex function λ(k), also known as
the dispersion relation, controls the growth or damping
of the initial perturbation. The solution of the linearised
system exists provided that
det
(
λI − J(k2)) = 0, (10)
where I is the 2 × 2 identity matrix and J(k2) is the
modified Jacobian matrix with the inclusion of the spatial
components, namely:
J(k2) =
(
fφ −Dφk2 fψ
gφ gψ −Dψk2
)
. (11)
From Eq. (9) one obtains the characteristic polynomial:
λ2 −Bλ+ C = 0, (12)
where:
B = fφ + gψ − (Dφ +Dψ) k2 (13)
C = DφDψk
4 − (Dφgψ +Dψfφ) k2 +
+ fφgψ − fψgφ.
Since we are interested in the growth of the unstable
perturbation, we should select the largest λ(k) ≡ λmax
which can be written as
λmax =
1
2
(
B +
√
B2 − 4C
)
. (14)
Recalling that, by hypothesis, tr(J(0)) < 0, one can im-
mediately conclude that B < 0 for all k. Hence, the con-
dition of the instability λmax > 0 translates into C < 0.
To obtain a set of closed analytical conditions for the in-
stability, we observe that C is a convex parabola in k2.
The minimum of the parabola is located at:
k2min =
(Dφgψ +Dψfφ)
2DφDψ
, (15)
and the corresponding value of C, hereafter called Cmin,
reads:
Cmin = − (Dφgψ +Dψfφ)
2
4 (DφDψ)
2 + fφgψ − fψgφ. (16)
By imposing Cmin < 0 and requiring for consistency rea-
sons k2min > 0 yields the following conditions for the in-
stability to develop:
(Dφgψ +Dψfφ)
2
> 4DφDψ (fφgψ − fψgφ)
(Dφgψ +Dψfφ) > 0. (17)
The above inequalities, complemented with the addi-
tional conditions (3), are routinely applied to determine
the parameters choice that make a reaction-diffusion
model unstable to externally imposed perturbation of the
homogeneous fixed point. Starting from this point, we
shall obtain a straightforward generalisation of the clas-
sical Turing picture, which includes the oscillation death
pathway as one of its possible manifestations.
Before concluding this section we remark that the
above analysis can be readily adapted to the case of a
system defined on a network of N nodes. A concise
description of this translation can be found in the Ap-
pendix.
LINEAR INSTABILITY ANALYSIS AROUND A
PERIODIC TIME-DEPENDENT SOLUTION:
THE FLOQUET APPROACH
In this section we consider the evolution of an exter-
nal perturbation on an ensemble of synchronous oscil-
lators. Our starting point is again system (1) which
we now imagine to admit a homogeneous stable solution
(φ¯(t), ψ¯(t)), which is periodic with period T . We there-
fore require φ¯(t+ T ) = φ¯(t) and ψ¯(t+ T ) = ψ¯(t), for all
time t. In general the curve x¯(t) ≡ (φ¯(t), ψ¯(t)) cannot
be calculated in closed form, but it can be determined
numerically with a prescribed level of accuracy.
Before proceeding, one must check the stability of the
limit-cycle solution. This fact can be assessed via a di-
rect application of Floquet theory [23], that we will here
describe. We begin by focusing on a simplified problem,
found by ignoring the spatial components of system (1).
In other words, we will commence by studying the uni-
form counterpart of system (1), where the concentrations
are solely dependent on time.
We consider a dynamical path starting close to, but
not on, the limit cycle. If the limit cycle is stable the dif-
ference between this path, here called x(t), and the limit
cycle x¯(t) should decay, as time progresses. Introduce
ξ(t) = x(t) − x¯(t), by definition small, and linearise the
governing equations to obtain:
ξ˙ = J(t)ξ, (18)
where the Jacobian matrix is now evaluated at the limit
cycle and depends therefore on time. Due to the periodic
nature of x¯(t) all elements of J(t) are periodic and the
Floquet theory is hence applicable. Let us label with
X(t) a fundamental matrix of system (18). Then, for all
4t, there exists a singular, constant matrix B such that
[23]:
X(t+ T ) = X(t)B. (19)
In addition, the following relation holds:
detB = exp
(∫ T
0
trJ(t)dt
)
. (20)
The matrix B depends in general on the choice of the fun-
damental matrix X(t) employed. Nevertheless, its eigen-
values, and hence determinant, do not. The eigenvalues
ρ1 and ρ2 of B are usually called the Floquet multipli-
ers of the linearised system (18). One can also introduce
the corresponding Floquet exponent µi defined via the
implicit relation ρi = exp(µiT ), for i = 1, 2. If ρ is
a characteristic multiplier for (18) and µ the associated
exponent, one can find a particular solution of (18) in the
form:
ξ(t) = eµtp(t), (21)
where p(t) is a periodic function of period T , i.e. such
that p(t + T ) = p(t). General solutions of the two di-
mensional system (18) can be therefore cast in the form:
ξ(t) = c1e
µ1tp(1) + c2e
µ2tp(2), (22)
where the constants c1 and c2 are determined by the ini-
tial conditions. For all linear expansions about limit cy-
cles arising from first-order equations, one of the Floquet
exponents of the system vanishes (µ1 = 0 or, equiva-
lently, ρ1 = 1) throughout the limit cycle phase
1. The
remaining exponent µ2 assumes negative real values. The
zero exponent is associated with perturbations along the
longitudinal direction of the limit cycle: these pertur-
bations are neither amplified nor damped as the motion
progresses. At variance, perturbations in the transverse
direction decays in time if the limit cycle is stable. Re-
calling that detB = ρ1ρ2, for a stable limit cycle one has
detB = ρ2 = exp(µ2T ) < 1 and therefore:∫ T
0
trJ(t)dt =
∫ T
0
(fφ(t) + gψ(t)) dt < 0, (23)
a relation that will prove useful in the following.
Let us now return to discussing the original problem
at hand. Assume the reaction-diffusion system to be
1 The non-linear system being considered admits a periodic solu-
tion, the limit cycle, which we called x¯(t). One can easily show
that dx¯(t)/dt is a solution of the linearised problem (18). Since
dx¯(t)/dt is also a periodic function of period T , then the gen-
eral solution (22) implies that one of Floquet multipliers, say ρ1,
must be equal to unity, or, equivalently, µ1 = 0.
initialised in the region of the parameters that yields a
stable limit cycle behaviour. Therefore, the concentra-
tion depends on time, in a periodic fashion. In addi-
tion, we assume a uniform spatial distribution, mean-
ing that the oscillators are initially synchronised, with
no relative dephasing. We then apply a small, non ho-
mogeneous (thus site-dependent) perturbation and ask
ourselves if the interplay between reaction and diffusion
can drive into the system a spontaneous symmetry break-
ing instability. This is nothing but the oscillation death
phenomenon that we here discuss in the framework of a
self-consistent reaction diffusion kinetics.
To answer the question, one can adapt to the scope
the Floquet analysis outlined above, considering the gen-
eralised linear equation (18), with the inclusion of space.
More concretely, equation (18) reads:
ξ˙ = J(k2, t)ξ. (24)
The matrix J(k2, t) is formally given by (11), and its
entries are evaluated at the stable (aspatial) limit cycle
x¯(t). Floquet theory ensures the existence of a solution
of problem (24) in the form (22) where now µ1 and µ2
depend explicitly on the spatial index k. If µmax, the
largest of the µi, takes positive values over a bounded
window in k, the reaction-diffusion system is unstable
to the imposed perturbation. The latter grows exponen-
tially in time, and progressively disrupts the synchrony of
the initial configuration. The largest Floquet exponent
µmax is the analogue of the dispersion relation λmax for
the Turing instability and ultimately sets the route to the
phenomenon of oscillation death. Unfortunately, the de-
termination of µmax follows a purely numerical approach
and, at this stage, the similarity between Turing and os-
cillation death cannot be explored in detail.
In the next section, we shall discuss an alternative ap-
proach to the study of the instability of a perturbed ar-
ray of synchronous oscillators. We will derive clear con-
ditions for the onset of the instability, which will allow
us to reconcile the Turing paradigm and the oscillation
death phenomenon, under a unifying framework.
ALTERNATIVE CONDITIONS FOR THE
DIFFUSION-DRIVEN INSTABILITY OF A
UNIFORM LIMIT-CYCLE SOLUTION
We now turn to derive an alternative criterion to iden-
tify the region of diffusion driven instability from a uni-
form limit cycle conditions. Our predictions will be then
confronted to those obtained following the canonical ap-
proach based on the Floquet theory. Let us start from
the linearised equation (24) and imagine to partition
the interval [0, T ] into a collection of M contiguous sub-
intervals [ti, ti+1]. We assume that M is sufficiently large
that the width of each sub-interval ∆t = ti+1− ti can be
5assumed small. To simplify the reasoning we have as-
sumed a uniform partition, but this is not a necessary
requirement for the following derivation to hold.
The idea is to solve the linear equation (24) within
each (small) window of time duration ∆t, and then use
this knowledge to estimate the cumulative growth of the
perturbation, over one complete loop of the limit cycle.
In practical terms, and as already anticipated in the in-
troduction, we will look at the stability of the first re-
turn map, which is associated to the periodic limit cycle
solution of the inspected reaction diffusion kinetics. In-
side each sub-interval, the perturbation ξ obeys a linear
ordinary differential equation with time dependent coef-
ficients.
Such an equation can be approximated using a forward
Euler scheme, so to establish a direct link between ξi+1 =
ξ(ti+1) and ξi = ξ(ti):
ξi+1 =
(
I + ∆tJ(k2, ti)
)
ξi +O(∆t
2). (25)
To compute the global evolution of the perturbation
along the limit cycle, one needs to calculate
ξM = Π
M−1
j=0
[
I + ∆tJ(k2, tj)
]
ξ0. (26)
Here one must note that the terms in the product must
be ‘time-ordered’, with the earlier times to the right. Ne-
glecting the terms which scale as ∆tn with n ≥ 2, in
agreement with the approximated expression (25) yields:
ξM '
I + ∆t∑
j
J(k2, tj)
 ξ0. (27)
In the limit ∆t → 0 (which implies sending simultane-
ously M → ∞), one can replace the above sum with an
integral and write the mapping from ξ0 to ξM as:
ξ(T ) =
[
I +
∫ T
0
J(k2, t)dt
]
ξ0 ' exp
(∫ T
0
J(k2, t)dt
)
ξ0.
(28)
Higher order corrections can be also estimated by replac-
ing the Euler scheme (26) with a refined multi-step ap-
proximation of the Runge-Kutta type and performing a
similar algebraic manipulation of the equations involved.
We leave this extension to future work and present in-
stead a different derivation of the above result, which
yields consistent conclusions.
In fact, a formal solution of equation (18) can be writ-
ten down as:
ξi+1 = exp[Ω(ti+1, ti)]ξi, (29)
where Ω(ti+1, ti) =
∑∞
k=1 Ωk,i. The form of the first few
Ωk,i elements are:
Ω1,i =
∫ ti+1
ti
J(k2, τ1)dτ1 (30)
Ω2,i =
1
2
∫ ti+1
ti
dτ1
∫ τ1
ti
dτ2
[
J(k2, τ1),J(k
2, τ2)
]
Ω3,i =
1
6
∫ ti+1
ti
dτ1
∫ τ1
ti
dτ2
∫ τ3
ti
dτ3 ×
× ([J(k2, τ1), [J(k2, τ2),J(k2, τ3)]]+
+
[[
J(k2, τ3),J(k
2, τ2)
]
,J(k2, τ1)
]
,
where [·, ·] stands for the matrix commutator. The above
solution is also known as the Magnus series expansion
[24]. From the definition of the coefficients (31), it clearly
follows that Ωs,i ' O([∆t]s). Since, by assumption, ∆t
is small, one can truncate the infinite sum in the explicit
solution (29). In particular, we will consider explicitly
the leading term in the series expansion, to quantify the
dominant contribution. Upon truncation we have there-
fore:
ξi+1 ' exp (Ω1,i) ξi. (31)
Making use of the above relation, we can for instance
relate ξ2 to ξ0 as::
ξ2 = exp (Ω1,1) ξ1 = exp (Ω1,1) exp (Ω1,0) ξ0. (32)
To progress in the analysis we first recall the Baker-
Campbell-Hausdorff formula. Consider two non com-
muting matrices Z1 and Z2. Then, the product
exp(Z1) exp(Z2) can be written as exp(Z) where:
Z = Z1 + Z2 +
1
2
[Z1,Z2] + ..., (33)
where [·, ·] stands for the matrix commutator. If matri-
ces Z1 and Z2 commute, namely if [Z1,Z2] = 0, one
recovers the usual formula for the composition of the ex-
ponential of scalars. Making use of the above relation in
the expression (32) for ξ2, one obtains:
ξ2 = exp
(
Ω1,1 + Ω1,0 +
1
2
[Ω1,1,Ω1,0] + ...
)
ξ0. (34)
The correlator [Ω1,1,Ω1,0] involves the product of terms
of order O(∆t2), and it should be therefore neglected for
consistency reason, as the expansion is truncated at order
O(∆t). Moreover, it can be argued that the commuta-
tion of matrices defined on neighbours intervals of the
partition in t scales as ∆t3, an observation that makes it
cumbersome to organise the next to leading corrections
in growing powers of ∆t.
The reasoning that we have outlined above can be iter-
ated forward. One gets eventually the following expres-
sion for the magnitude of the perturbation ξM , at the
6considered order of approximation:
ξM = exp
M−1∑
j=0
Ω1j
 ξ0. (35)
Performing the continuum limit (∆t → 0 and M → ∞)
we obtain:
ξ(T ) ' exp
(∫ T
0
J(k2, τ1)dτ1
)
ξ(0) = exp(〈J〉T )ξ0,
(36)
where 〈J〉 = (1/T ) ∫ T
0
J(k2, τ)dτ . The above equation
coincides with equation (28), obtained under the Euler
scheme.
Starting from this setting, it is possible to derive a
compact criterion for the onset of the instability, which
we will then validate a posteriori versus the standard
Floquet technique. To this end, we assume 〈J〉 to be
diagonalisable. Hence, there exist a matrix U such that
〈J〉 = UDJU−1 where DJ is a diagonal matrix. Eq. (36)
transforms into:
ξ(T ) = exp
(
UDJU
−1T
)
ξ(0) = U exp (DJT ) U
−1ξ(0).
(37)
We now introduce η = U−1ξ. The map (36) takes there-
fore the simple form:
η(T ) = exp (DJT ) η(0). (38)
The eigenvalues of the averaged Jacobian matrix J de-
termine the fate of the perturbation. If the real part of
the largest eigenvalue is positive, then the perturbation
develops, otherwise it fades away after successive itera-
tion of the return map. To derive the condition for the
emergence of the instability one must therefore calculate
the eigenvalues λ1,2 of 〈J〉, which are the solutions of the
following characteristic polynomial:
λ2 −B(1)λ+ C(1) = 0, (39)
where:
B(1) = 〈fφ〉+ 〈gψ〉 − (Dφ +Dψ) k2 (40)
C(1) = DφDψk
4 − (Dφ〈gψ〉+Dψ〈fφ〉) k2 +
+ 〈fφ〉〈gψ〉 − 〈fψ〉〈gφ〉,
where 〈fφ〉 = (1/T )
∫ T
0
fφdt. Similarly for 〈fψ〉, 〈gφ〉 and
〈gψ〉. Hence, the largest real eigenvalue λmax is:
λmax =
1
2
(
B(1) +
√
B2(1) − 4C(1)
)
. (41)
Recalling that by definition B(1) < 0 (the limit cycle is
stable), the condition of the instability λmax > 0 trans-
lates into C(1) < 0. This is nothing but the same condi-
tion that it is recovered following the conventional Turing
calculation with the only difference that now the time de-
pendent entries of the Jacobian matrix are averaged over
one complete loop of the unperturbed limit cycle. To
obtain closed analytical condition for the instability, one
can repeat the steps of the derivation reported in Section
to eventually get:
(Dφ〈gψ〉+Dψ〈fφ〉)2 > 4DφDψ (〈fφ〉〈gψ〉 − 〈fψ〉〈gφ〉)
(Dφ〈gψ〉+Dψ〈fφ〉) > 0, (42)
which constitute a natural generalisation of the standard
Turing recipe. Indeed, the above relations reduce to the
Turing conditions when the limit cycle converges to a
fixed point.
NUMERICAL VALIDATION
To test the adequacy of the theory, we shall consider
two distinct reaction schemes, the Brussellator and the
Schnakenberg model. For both systems, we will delimit
the portion of the relevant parameters space for which
the instability is expected to develop, based on condi-
tions (42). These predictions are compared to those ob-
tained using Floquet analysis. Numerical simulations are
also performed to challenge the validity of the proposed
theoretical picture.
The Brusselator model
Here we will make use of the so-called Brusselator
model, a two species reaction-diffusion model whose lo-
cal reaction terms are f(φ, ψ) = 1− (b+ 1)φ+ cφ2ψ and
g(φ, ψ) = bψ − cφ2ψ, where b and c act as control pa-
rameters. Conditions (42) allow us to delimit a compact
portion of the parameters plane (b, c) for which the gen-
eralised Turing instability is expected to develop. Results
of the study are reported in Fig. 1: the solid line sep-
arates the fixed point from the limit cycle regime. The
region of instability, the shaded area in the figure, extends
beyond the Hopf bifurcation, and includes the standard
Turing domain as part of it. As discussed earlier, the in-
stability domain inside the region of stable homogeneous
limit cycle can be calculated via a direct implementation
of the Floquet technique. Large orange circles in Fig. 1
identify the instability domain as computed via the Flo-
quet analysis, while small red dots refer to the choice of
the parameters for which the OD instability cannot take
place. These results agree with the prediction obtained
from the generalised Turing inequalities (42). In Fig. 2 we
show the dispersion relations for three parameter choices.
Fixing b = 2.5, we vary the value of c, showing results
from inside and outside the instability region.
Numerical simulations are also performed for the sys-
tem initialised inside the extended region of instability
to visualise the asymptotic, stationary stable solution
that the system eventually attains. To emphasise the
7broad relevance of our conclusion we performed simula-
tions for (i) the Brusselator model defined on a regular
two-dimensional support, subject to periodic boundary
conditions (see Fig. 3); (ii) the Brusselator model de-
fined on a Watts-Strogatz network [25] (see Fig. 4).
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FIG. 1. The extended region of the Turing instability for the
Brusselator model, as parameters b and c are varied. The
diffusion coefficients were Dφ = 0.07, Dψ = 0.5. The solid
line shows the Hopf bifurcation for the aspatial model: above
the line the aspatial system converges toward a stable fixed
point. Below the line, a stable homogeneous limit cycle so-
lution is instead found. The circular symbols show results
from the Floquet approach: the larger symbols indicating an
instability, the smaller ones indicating that the homogeneous
system is stable. The shaded region identifies the region of
parameter space where the instability is predicted to occur,
following Eq. (42).
The Schnakenberg model
We shall here consider the Schakenberg model and re-
peat the analysis reported above. The Schnakenberg
model is characterised by the following reaction terms:
f(φ, ψ) = a − φ + φ2ψ and g(φ, ψ) = b − φ2ψ, where a
and b are constant parameters. To study the system it
is customary to introduce the parameters α = b− a and
β = a+b. The shaded area in Fig. 5 identifies the region
of the parameters plane (α, β) where the instability is pre-
dicted to occur. We again emphasise that patterns are
expected to occur outside the region of classical Turing
order, well inside the domain where the aspatial models
displays a stable limit cycle solution. As for the case of
the Brusselator model, one reaches consistent conclusions
if the Floquet analysis is employed instead of Eqs. (42),
the generalised Turing inequalities. In Fig. 6 we show the
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FIG. 2. Dispersion relations for the Brusselator model for
three parameter choices, calculated from the Floquet analysis.
Fixing b = 2.5, we used c = 1.3 (purple squares), c = 1.2
(red triangles) and c = 1.1 (orange circles). The diffusion
coefficients were Dφ = 0.07, Dψ = 0.5.
1 64
1
64 1 64
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64
FIG. 3. The late time evolution for species φ (left) and ψ
(right) for the Brusselator model inside the extended region
of Turing-like order. The initial homogeneous limit-cycle state
is disturbed by a small non homogeneous perturbation. The
synchrony of the spatially coupled oscillators is lost and the
system evolves towards a stationary stable configuration. The
patterns resemble (indeed, under the Fourier lens, are identi-
cal to) the patterns obtained inside the classical Turing region,
i.e. above the Hopf transition line. In other words, it looks
like the same Turing attractor can be reached following two
alternative dynamical pathways. Parameters are: b = 2.4;
c = 1.2; Dφ = 0.07, Dψ = 0.5. The simulations are carried
our over a square box of linear size L = 10 partitioned in 64
mesh points.
dispersion relations for three parameter choices. Fixing
α = 1.3, we vary the value of β, showing results from
inside and outside the instability region. Numerical sim-
ulations for the Schnakenberg system defined both on a
continuous two dimensional support and on a heteroge-
neous complex networks are performed and the asymp-
totic, stationary stable, patterns displayed in Figures 7
and 8, respectively.
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FIG. 4. Stationary pattern attained by the Brusselator model,
defined on a network of the Watts-Strogatz type (number of
node N = 100 and probability of rewiring p = 0.8). In the
main panel, the asymptotic concentration of species φi is plot-
ted as function of the nodes index i. In the inset the evolution
of the concentration on a particular node is shown, in order to
appreciate the transition from the initial oscillatory regime to
the final stationary state. The parameters are set as in Fig.
3.
CONCLUSION
Reaction-diffusion systems display a rich plethora of
interesting solutions. Particularly relevant is the spon-
taneous emergence of self-organised stationary patterns,
originating from a symmetry breaking instability of a ho-
mogeneous fixed point. The dynamical mechanism that
seeds such instability was illustrated by Alan Turing in
his pioneering work on the chemical basis of morphogen-
esis. Since then, it has been exploited in many different
contexts, ranging from physics to biology. The concept
of the Turing instability also applies to reaction-diffusion
systems defined on a complex network, a setting that is
of paramount importance for neuroscience-related appli-
cations. The internet and the cyberworld in general are
other obvious examples which require the concept of net-
work.
Beyond the Turing picture, stationary regular mo-
tifs can also originate from oscillation quenching of a
spatially extended chain of coupled non-linear oscilla-
tors. This phenomenon, usually referred to as oscillation
death, has been mainly investigated by resorting to a
normal form approximation for the evolution of the spa-
tially unstable modes. Mathematical progress is possible
via a semi-analytical approach which combines knowl-
edge from the celebrated master stability formalism [22]
to the Floquet technique.
Starting from this setting, we have here investigated
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
0.5
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Α
Β
FIG. 5. The extended region of the Turing instability for
the Schnakenberg model, as parameters α and β are varied.
The diffusion coefficients were Dφ = 0.01, Dψ = 1. The
solid line shows the Hopf bifurcation for the aspatial model:
above the line the aspatial system converges toward a stable
fixed point. Below the line, a stable homogeneous limit cycle
solution is instead found. The circular symbols show results
from the Floquet approach: the larger symbols indicating an
instability, the smaller ones indicating that the homogeneous
system is stable. The shading delimits the region where the
instability is predicted to occur by Eqs. (42).
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FIG. 6. Dispersion relations for the Schnakenberg model for
three parameter choices, calculated from the Floquet analysis.
Fixing α = 0.36, we used β = 0.56 (purple squares), β = 0.52
(red triangles) and β = 0.48 (orange circles). The diffusion
coefficients were Dφ = 0.01, Dψ = 1.
the process of pattern formation for a multispecies model,
which displays a limit cycle behaviour in its aspatial
limit. We have showed that oscillation death is noth-
ing but the classical Turing instability for the first return
map associated to the excitable system in its synchronous
periodic state. Working along these lines we have ob-
91 64
1
64 
 
1 64
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FIG. 7. The final stationary state obtained for species φ by
initialising the Schnakenberg model inside the region where
the homogeneous (hence aspatial) limit-cycle is stable, and
imposing a small perturbation to the initially synchronous
oscillations. As already remarked in the caption of Fig. 3 the
patterns are practically indistinguishable from those obtained
inside the classical Turing region. Here also, it seems plausible
to hypothesise that the same Turing attractor can be reached
following alternative dynamical paths. Parameters are a =
0.125, b = 0.475 (or α = 0.35 and β = 0.6), Dφ = 0.01,
Dψ = 1. The simulations are carried our over a square box of
linear size L = 10 partitioned in 64 mesh points.
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FIG. 8. Stationary pattern attained by the Schnakenberg
model, defined on a network of the Watts-Strogatz type (num-
ber of nodes N = 100 and probability of rewiring p = 0.8). In
the main panel, the asymptotic concentration of species φi is
plotted as function of the nodes index i. In the inset the time
evolution of the concentration on one of the nodes of the net-
work is shown. The transition from the initial oscillation to
the final stationary state is clearly displayed. The parameters
are set as in Fig. 7.
tained a system of compact inequalities, which set the
conditions for the onset of the instability. The obtained
conditions constitute a natural generalisation of the Tur-
ing recipe, so as to include the case where the imposed
perturbation acts on a homogeneous time-dependent pe-
riodic solution. The proposed criterion returns a wider
region of Turing instability, as compared to the conven-
tional approach. The stationary patterns that originate
from the inhomogeneous perturbation of the limit cycle
solution are virtually indistinguishable for those obtain
within the classical Turing region, as we demonstrated
with reference to specific case studies. Based on these
findings, we propose that the conditions for the gener-
alised instability that we have derived should be care-
fully considered for all reaction-diffusion schemes, which
undergo Turing ordering while displaying a limit cycle
solution in their aspatial counterpart versions.
APPENDIX
The purpose of this Appendix is to briefly discuss the
generalisation of the above analysis to the relevant set-
ting where the reaction diffusion system is defined on a
discrete support, such as a complex heterogeneous net-
work.
We begin by considering a network made of N nodes
and characterised by the N×N adjacency matrix W : the
entry Wij is equal to one if nodes i and j (with i 6= j)
are connected, and it is zero otherwise. If the network
is undirected, the matrix W is symmetric. A general
reaction-diffusion system defined on the network reads:
dφi
dt
= f(φi, ψi) +Dφ
∑
j
∆ijφj
dψi
dt
= g(φi, ψi) +Dψ
∑
j
∆ijψj . (43)
Here ∆ij = Wij − kiδij is the network Laplacian, ki
stands for the connectivity of node i and δij is the Kro-
necker’s delta. Assume now that a homogeneous fixed
point of system (43) exists and indicate it with (φ¯, ψ¯).
The fixed point is stable provided eqs. (3) hold. Patterns
arise when (φ¯, ψ¯) becomes unstable to inhomogeneous
perturbations. As already discussed with reference to
the continuum setting, one can introduce a small pertur-
bation (δφi, δψi) to the fixed point and linearise around
it, to look for the conditions that seed the instability.
One obtains a linear equation which is equivalent to eq.
(6) except for the index i which is attached to the pertur-
bation amount, and hence to w, and which reflects the
discreteness of the embedding structure. To solve the lin-
ear problem one needs to introduce the spectrum of the
Laplacian operator:
N∑
j=1
∆ijv
(α)
j = Λ
(α)v
(α)
i , α = 1, ..., N, (44)
where Λ(α) and v
(α)
i respectively represent the eigenval-
ues and their associated eigenvectors. Then, the inhomo-
10
geneous perturbation can be expanded as:
δφi =
N∑
j=1
cαe
λαtv
(α)
i (45)
δψi =
N∑
j=1
bαe
λαtv
(α)
i , (46)
where the constants cα and bα refer to the initial condi-
tion. By inserting the above expression in the equation
which governs the evolution of the perturbation at the
linear order, one gets a dispersion relation which is iden-
tical to (14), provided the factor −k2 is replaced with
the Laplacian eigenvalues Λ(α). In practice, it is this lat-
ter quantity which determines the spatial characteristic
of the emerging patterns, when the system is defined on
a heterogeneous complex support. Obviously, inequali-
ties (42) extend to the case of networks, noting that −k2
hands over into Λ(α). The discussion above adapts easily
to the case where the perturbation is studied around a
homogeneous limit cycles solution.
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