People's posting behaviors in social networks was perceived as ambiguous, with concerns misaligned with people's public postings. To address this gap, we suggest a model that offers new insights into the relationship between perceptions and actual behaviors. We define a quantitative marker for agility, the frequency in which people update their audience selection when posting information in online social networks, and evaluate the factors that contribute to the variability of agility between different users. We analyzed the posting behavior of Facebook 181 participants, as well as their answers to open and close questions. We find that frequent changes in privacy settings are correlated with high social privacy and with institutional privacy concerns, whereas social concerns were found to be more prominent. Agility was negatively correlated with low public sharing. Our findings show that users use privacy settings to effectively mitigate privacy concerns and desires for creating and strengthening social connections. We discuss how agility can be used to design and to evaluate new user interfaces for managing privacy in social settings.
Introduction
Online Social Networks (OSNs) are consistently growing, with 2.3 billion users on Facebook alone, with 74% of respondents reporting they are visiting Facebook sites daily (Smith and Anderson, 2018) . Despite OSNs being commonly used (Smith and Anderson, 2018; Tsay-Vogel et al., 2018; Perrin, 2015) , users are still very concerned about possible implications of using OSNs, and specifically about implications relating to their privacy and online disclosure. An indirect indication for these significant concerns can be deduced from the raise of privacy-preserving methodologies in OSNs (Praveena and Smys, 2016) . Furthermore, privacy concerns increase, and the negative relationship between privacy concerns and self-disclosure weakened across time (Tsay-Vogel et al., 2018) .
The behavior of OSNs users has undergone dramatic changes in recent years. Users can now control the information they share with their peers to a large extent (and to a lesser extent, the information they share with service providers.) Privacy norms have shifted over time towards a more restrictive access (Stutzman et al., 2013; Stutzman and Hartzog, 2012) , with a higher reliance on privacy settings and on other boundary-regulation mechanisms (Altman, 1975) . The literature around privacy behaviors had looked at measures of self-disclosure (Cheung et al., 2015; Saeri et al., 2014; Wisniewski et al., 2014; Hargittai and Marwick, 2016; Dienlin and Metzger, 2016; Gruzd & Hern andez-Garcıá, 2018 ) and the effects of a variety of perceptions and attitudes on information disclosure, for example, the perceived risk in sharing (James et al., 2017) . Perceptions and attitudes have been extensively examined, including privacy attitudes (Malhotra et al., 2004; Preibusch, 2013; Tan et al., 2012) , trust (Wilson and Valacich, 2012) , and privacy management controls and architecture (Li et al., 2015) . However, navigating sharing on social networks becomes more complicated, for example, because of context collapse, in which people from different social relationships will see the same information about a single person (Skeels and Grudin, 2009) . Users need to make nuanced decisions on who they share their information with and in which context. Existing constructs and research methods do not adequately capture and understand how and why people change and update their privacy settings.
In this study, we explore users' behavior with regard to the way they actively share, and not only the amount of shared information or the intention to share. Our approach offers a quantitative multi-dimensional view of people's information sharing behaviors based on Facebook server logs and perceptions in OSNs. Following Altman's Boundary Regulation Theory (Altman, 1975) , we adopt a view of privacy as an ongoing dynamic, feedback-oriented process in which individuals continually manage their boundaries to optimize their disclosure goals, balancing between openness and closeness. Therefore, we capture the dynamics of privacy behavior and measure Agility using existing variables (e.g., bridging, bonding, trust etc'.) as well as openness and publicness.
Our study contributes to the existing literature in two ways. First, it provides a model for selectivity in sharing information in OSNs instead of other forms of information disclosure behaviors. Second, our model offers new insights into the relationship between perceptions and actual behaviors. Our model can be useful to scholars, designers, policymakers, and users who can use our privacy marker to understand users' online privacy behavior better and to improve the profile settings and the users' interaction in OSNs.
Background

Privacy in online social networks
Users have growing concerns regarding their privacy in OSNs (Tsay-Vogel et al., 2018; Hodkinson, 2017; Dey et al., 2012) . These concerns in OSNs can be divided into institutional and social concerns (Raynes-Goldie, 2010; Ayalon and Toch, 2019) . Institutional concerns regard issues that involve concerns from companies and governments, and their possible data usage of personal information (Malhotra et al., 2004; Min and Kim, 2014) , for example, the potential use of data for advertisements (Poikela and Toch, 2017) . Social concerns regard private information access by other people, as the users' family, friends, and colleagues (Dong et al., 2015; De Wolf et al., 2014; Wisniewski et al., 2012) . In OSNs, there is growing evidence that social concerns have a more significant effect on users' behavior than institutional interests (Raynes-Goldie, 2010; Krasnova et al., 2009) .
With the growing use of OSNs, and the diverse set of social circles that they encompass, it is harder for users to manage their privacy in different contexts. For example, users who have both their college friends and their close family on the same social network might find it challenging to share their weekend drinking photos. This phenomenon is known as the Context Collapse, describing the increasing difficulty of managing privacy with growing social contexts (Skeels and Grudin, 2009; Jeong and Kim, 2017) . At the same time, OSNs like Facebook deviate users from their preferred settings by using defaults as a nudge (Hirschprung et al., 2017) . Users use technological mechanisms, such as access restrictions Litt and Hargittai, 2016, un-tagging, and deletion (Karr-Wisniewski et al., 2011) , as well as more complex strategies, such as division of the platform, obfuscation, and inclusive identities, to manage multiple social contexts (Lampinen et al., 2011; Stutzman and Hartzog, 2012) .
The gap between privacy perceptions and privacy behaviors
The discrepancy between attitudes towards privacy, which tend to reflect concerns and fears, and the actual privacy behaviors which tend to more self-disclosure is commonly referred to as the "Privacy Paradox" in OSNs (Acquisti and Gross, 2006; Barth and De Jong, 2017) . Overall, privacy concerns are considered a weak predictor of information disclosure behavior (Acquisti and Gross, 2006; Taddei and Contena, 2013; Hughes-Roberts, 2013; Min and Kim, 2014; Jordaan and Van Heerden, 2017; Kokolakis, 2017; Chen and Chen, 2015) . Debatin et al. (2009) used social gratifications to explain the relations between the perceived threats to privacy and the disclosure of information. In another study, the privacy paradox was explained by small incentives, costs or misdirection that can lead people to disclose their personal data more than they declared before (Athey et al., 2017) . Several studies have pointed to the perceived social capital, the benefits derived from the social network, as a way to explain why users would be willing to forget some or all of their privacy (Johnston et al., 2013; Utz, 2015; Ellison and Vitak, 2015; Quinn, 2016) .
It should be noted that although the Privacy Paradox has been extensively studied in the context of OSNs, there is still inconsistency of privacy attitudes and privacy behavior. The complexity involved in managing self-disclosure in OSNs (Litt and Hargittai, 2016; Li et al., 2018) , should focus our attention on how privacy attitudes are related to the actual way sharing mechanisms are used (Kokolakis, 2017) . Managing privacy boundaries requires a dialectical process of settings management and coordination, as people take into account both the benefits and risks that come from sharing information (James et al., 2015) . It can be the case, for example, that while the overall amount of information users post remains the same, they are more selective in the way they share the information with others. Current measures for information sharing do not adequately capture this discrepancy.
Understanding privacy behaviors
A variety of studies examined users' use of sharing controls, and their relationships with demographics, privacy attitudes, norms and other properties. Wisniewski et al. (2014) and Lambert (2016) enumerated the variety of privacy behaviors exhibited by users, suggesting six distinct profiles that express users' privacy perceptions and reported strategies. Ellison and Vitak (2015) showed a positive correlation between Facebook users' use of advanced privacy settings, such as selective sharing, and higher levels of perceived social capital. Similarly, other studies have also stressed the ability of users to selectively share their content (Kairam et al., 2012; Watson et al., 2012) . The ability of users to control information sharing was found to be one of the strongest predictors to self-reported usage intensity on Facebook (Jordaan and Van Heerden, 2017) . This finding highlights the importance of the control in privacy behaviors, but it also raises a question: what are the factors that drive the the control of personal information in OSNs, and what are the factors that are contribute to users' and the need for suitable privacy management mechanisms.
To understand the factors related to the actual use of privacy controls, we first need to bridge the conceptual gap in measuring privacy behaviors that go beyond the disclosure of information. The aforementioned papers (Watson et al., 2012; Wisniewski et al., 2014; Chen and Chen, 2015) explored the visibility of the information, by asking whether participants have employed selective sharing, regardless of the disclosure as a continuous and longitudinal process. However, there are still no measures that adequately address the selectivity of information sharing. To address contemporary behaviors correctly, we need measures that capture selective sharing and switching between multiple audiences to mitigate context collapse and multiple social groups in OSNs.
Surveys are the most commonly-used tool for capturing privacy behavior (Ellison et al., 2007; Chen and Chen, 2015; Dienlin and Trepte, 2015; James et al., 2015; Wisniewski et al., 2015) , but they suffer from several important limitations. First, as the privacy paradox predicts, people consistently report perceptions and behaviors that are more privacy oriented than their actual behavior (Utz and Kr€ amer, 2009; Chalklen and Anderson, 2017) . The wording of privacy questionnaires has a significant impact on the participants' answers, especially when asking about online privacy (Braunstein et al., 2011) . Media reports that focus on privacy risks might influence users (Teutsch and Niemann, 2015) . These findings strengthen the need to apply observational metrics to examine the real users' behaviors on OSNs, and to capture actual, rather than stated, user behaviors. Only a handful of works, as Acquisti and Gross (2006) , relied on multi-dimensional results that include both surveys and quantitative observational methods, a combination that can align perceptions and behaviors. Multi-dimensional model may assist to assess the impact of perceptions on actual behavior and will contribute to the ongoing discussion around the privacy paradox.
Research model and hypotheses
To bridge the gap in understanding selective sharing behavior, we were inspired by Altman's boundary regulation theory, and define Agility, a marker that indicates how users manage the boundary with multiple social circles. Agility captures the level of adaptive privacy behavior by quantifying the frequency in which users change the posts' intended audience. When measured through extended periods, agility captures how adaptive a user's behavior is and the extent to which the user adapts to multiple scenarios. This measure reflects the fluctuation in privacy settings with respect to actual posts by the user. The number of configuration changes is counted, regardless of the change source: if it was applied by changing the default privacy or the members of a particular post audience. Because Facebook automatically retains the sharing settings from the last published post as the default for the next one, the marker reflects the user's willingness to divert from the previous configuration. As agility captures the diversity of individual behavior, we have applied Shannon entropy to the measure, similar to the ways in which it was applied to fields such as social group equality (Matei et al., 2015) .
We define the agility of user x as the entropy of privacy settings and calculated as the ln function of the number of configuration changes among a total of N posts, where p x i expresses the chosen configuration of post i normalized by the number of posts N:
The agility marker returns 0 for a user who uses a single configuration throughout the entire time-frame and a higher value for a user who uses multiple configurations. Based on the definition of agility, we build on the model by Ellison et al. (2007) and examined the relationship between agility and other factors that are based on the users' perceptions. Due to the exploratory nature of our study, and the use of real behavioral data, we have deliberately chosen a flat model, in which we evaluate the relationship between each of the independent variables on agility.
Privacy behaviors
To align our model with previous models of information disclosure, we define two other measures. Measuring the volume of information which is open to the public is used as the main measure for information disclosure in social networks in several papers (Stutzman et al., 2013; Dienlin and Trepte, 2015; Saeri et al., 2014) . To analyze the relation of information disclosure with agility, we define Publicness as a measure that quantifies the amount of information a user shares with the general public. The analysis includes personal details (e.g., family and relationships, workplace, home town), identifiable profile picture, other pictures, Facebook 'likes', and posts. Each of the information fields was assigned a binary value of 1 if exposed by the user and 0 if not. To measure the publicness of posted photos, we used a scale of 3 values based on the potential ability to identify the person in the picture: '0' no photo, '1' non-identifiable, and '2' identifiable. If more identifying information is revealed the score increases. The publicness of user x is calculated as the sum of the scores in all categories divided by k, the maximum achievable score (which is 19 in our case.) We define SðPr x i Þ as the score for Prprofile item i of user x:
To illustrate how publicness is calculated, if a user exposes 13 of the possible 19 categories of information, the total score of public information is 13 19 ¼ 0:68. Previous studies have shown that limiting profile visibility is positively correlated with the perceived ability to manage privacy (Chen and Chen, 2015) . As we hypothesize that agility will be positively related to literacy, and that which is based on similar constructs to efficacy (De Wolf et al., 2014) , we hypothesize that: Hypothesis 1. Agility is negatively correlated with Publicness.
The third marker, Openness, captures how opened or closed the boundary of communication of an individual user is, measuring how wide the audience of the user's posts is. A higher openness value means that the user tends to share posts with larger audiences. The value is calculated as a weighted sum of the proportion of the different types of posts. We define five categories of audience types, and rank them according to the size of the audience for a posts i by user x, such that catðp x i Þ receives values as follows: 1 -Only me, 2 -Custom, 3 -Friends-only, 4 -Friends-of-friends, 5 -Public.
where n x is the total number of posts by user x. For example, if a user shares 2 posts with "friends-only" and 4 posts with the whole public, the calculation will be as following:
Because OSN users have a varied group of relations, we expect that:
Hypothesis 2. Agility is negatively correlated with Openness.
Privacy attitudes
Studies have shown that users' privacy concerns in OSNs fall into two categories: social and institutional, whereas participants were more concerned with social privacy (Raynes-Goldie, 2010). Organizational concerns included concerns resulted from possible usage of information by the service provider and by other institutions, such as marketing, human resource, government agencies. Social concerns included concerns related to possible damages caused by other users, including taking advantage of the published information. Therefore, we have measured institutional privacy concerns based on a survey by Malhotra et al. (2004) and perceived social privacy concerns with (Stutzman, 2006) . We also measured perceived privacy control and perceived privacy risk (Dinev et al., 2013) , as well as perceived trust in Facebook as a company and trust in the users' social network (Acquisti and Gross, 2006) . Accordingly, we hypothesize that:
Hypothesis 3. High privacy concerns (both social and institutional) will be positively correlated with agility, whereas trust and control will be negatively correlated.
Technological literacy
Research indicates that a lack of computing skills might affect the user's ability to manage her privacy in OSNs (De Wolf et al., 2014) . This relation extends to digital privacy literacy, as Malhotra et al. (2004) have shown that the ability of users to understand and manage their privacy is an important factor in Internet users' privacy approaches (Malhotra et al., 2004) . Individuals with higher Internet skills are more likely to share content online and to adopt newer social media services (Hargittai and Litt, 2011) . Therefore, we hypothesize that:
Hypothesis 4. High levels of digital literacy will be positively related to agility.
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Social capital
Several studies have shown that social capital (Coleman, 1988 ) is related to a multitude of social network activities, such as creating and maintaining relationships (Ellison et al., 2007) and managing privacy (Quinn, 2016; Utz, 2015) . Williams (2006) developed and validated measures for two types of social capital in OSNs: bridging social capital that refers to the benefits gained through connections with weak ties, and bonding capital that is accumulated when strongly tied individuals from a similar background provide support for one another. As higher agility reflects sharing to multitudes of social groups, we hypothesize that:
Hypothesis 5. Agility is positively correlated with bridging and bonding social capital.
Method
The study's method is based on correlating collected data regarding sharing behavior on Facebook with a survey data of the same users. We have developed a Facebook application which extracted data that included information about posts that were published by the participant at a three-month period including number of Facebook "likes", number of comments, date of publication, the post type (status, link, video, photo, geographical check-in) and its sharing settings (e.g., public, friends-of-friends, friends, custom, only me.) Overall, 11,141 posts were analyzed, dating to a period three-months prior to the beginning of the survey. The study was reviewed and authorized by Tel-Aviv University ethics review board. Data were collected in an anatomized and secured fashion, without collecting personally-identifiable information such as name, Facebook ID, email, or the content of the posts. Furthermore, participants were informed about the usage of their data and were asked to provide authorization first in our system and another time at the Facebook application.
Participants
Participants were adult Facebook users (over 18 years of age) recruited via Amazon Mechanical Turk (MTurk), a crowdsourcing service that is commonly used in privacy researches (Kelley, 2010) and also considered to represent a diverse population sample in terms of age, gender and education (Kang et al., 2014; Paolacci and Chandler, 2014; Burnham et al., 2018; McCredie and Morey, 2018) .
To control for the quality of the responses, we have followed best practices to control the quality of the MTurk participation and the answers to the questionnaire (Kelley, 2010) , including choosing only workers with high qualification scores, using a reading comprehension test, and scanning for inconsistent answers. Also, we have provided an additional bonus of $0.25 for participants who provide a high-quality and authentic explanation regarding their sharing decision-making. Participants were scanned for minimal age, Facebook membership with active behavior (i.e., at least one post in the last month), and at least 100 Facebook friends to ensure measurable privacy behavior. The survey took an average of nine minutes to complete. Following the insights of Braunstein et al. (2011) and Acquisti and Grossklags (2005) , the instructions did not explicitly use the term "privacy" in order to avoid priming the participants' for privacy awareness. In the test of inconsistent answers we phrased two additional questions that were opposite to two of the original questions. Following the inconsistency test we excluded 10 participants from this study, leaving 181 valid participants.
The study's population included 110 females and 71 males (181 in total), with an average age of 35 AE 14 years. Forty participants were between the ages of 18 and 24 (22%), 84 participants were between the ages of 25 and 34 (46%), 45 participants were between the ages of 35 and 54 (25%) and 12 participants were 55 or older (6.6%).
Factors
Agility, calculated for each participant individually, as defined in section 3.1, served as the dependent variable. The independent variables included openness and publicness, which were calculated for each participant based on Facebook actual usage (see sections 3.2 and 3.3.) In addition, a survey was used to gather the participants' perceptions. We measured bridging and bonding social capital (Williams, 2006) , and demographics. Based on the contemporary literature, we classified the perception variables into two groups: institutional and social privacy (Raynes-Goldie, 2010; Confessore, 2018) . The first consists of concerns, control, and risk and the second consists of access. Publicness, trust and identity can be associated with both social and institutional dimensions. The complete questionnaire, consisting of 56 items, is shown in Table 1 . Unless otherwise noted, scale items were measured on a seven-point Likert type scale (1 ¼ Strongly Disagree, 7 ¼ Strongly Agree.) The analysis was controlled for gender and for the participants' age.
To reduce the survey's complexity, the items were grouped together using Principle Component Analysis (PCA) (Hair et al., 2006) . The complete set of variables that were analyzed by PCA appears in Table 2 . The independent variables were the PCA factors that represent the items of the questionnaire and several measures of Facebook user properties (e.g., number of posts, number of friends) Agility data did not follow a normal distribution (see Figure 1) , and describe a temporal count process, so we chose to analyze it using GLM with the Poisson link function of Cameron and Trivedi (2013) . Both publicness and openness were found to be normally distributed. Finally, we conducted qualitative analysis of open-ended questions about privacy management, and categorized the explanations the participants provided regarding their privacy strategies.
Results
The distribution of each marker for all of the 181 participants is presented in Figure 1 . Approximately 50% of posts in our sample were open to friends-only, 12% were open to the public and the rest are open to custom groups. These results were in line with several studies based on surveys (Hampton et al., 2012) or on large-scale observational analyses (Stutzman et al., 2013) . Approximately 50% of users used more than one privacy sharing option in the observed three-month period; 25% of the posts are shared with more restricted methods than friends only by excluding specific people or including specific groups. Approximately 30% of the participants used these mechanisms, indicating the relative success of fine-grained privacy settings.
Modeling agility
Agility is unevenly distributed, with 48.3% of the participants having an agility value of 0, which means that they were using a single privacy sharing setting (the most common is friends only.) Therefore, we see that little more than 50% of users employ some sort of selectivity by sharing different posts with different groups. The agility of the rest of the users are spread in a long-tail distribution, with 27% of the users switching privacy settings of 0.2 of their posts, and additional 15% of the users change the privacy settings of up to 0.4 of their posts. The openness values indicate the popularity of the friends-only privacy setting (openness ¼ 3); approximately 45% of posts are published using this configuration. Publicness is approximately normally distributed: the left side of the graph, which represents users who publish in a less public manner, is 28%; 52% present more identifying information (grade between 0.3 and 0.) None of the participants revealed the maximum number of public items.
To analyze the factors related to agility, three Generalized Linear Models (GLM) regressions were created, using the set of aforementioned PCA factors that express demographics, OSN literacy, social capital scales, privacy perceptions and Facebook usage. Identity and computer H. Schwartz-Chassidim et al.
Heliyon 6 (2020) e03298 a.2 I am aware of the option to limit the shared information with special audience.
a.3 I feel con dent limiting the people who can search for me or contact me on Facebook.
a.4 I feel con dent deleting old Facebook posts.
a.5 I feel con dent limiting the publicity of certain pro le information on Facebook.
a.6 I am aware of to whom I share a content online.
a.7 When sharing information online I am making adjustments so the content will fit the potential audience.
b. Computer Literacy b.1 I feel con dent solving most computer problems.
b.2 I use the computer for many of my needs (work, searching, purchasing, etc.).
c. Risk (Dinev et al., 2013) literacy had only two questions, thus they were used as mean values. Trust showed low adequacy to the factor with KMO ¼ 0:53 and low factor loading (< 0:5), therefore the individual items were included as raw variables that refer to social and institutional privacy. We demonstrate an evolving model that is composed of the three main stages and show the contribution of each facet: (I) demographics, (II) privacy concerns and digital literacy and (III) Facebook usage and sociability. As long as the R 2 or adjusted R 2 is greater than the previous stage threshold (e.g., 0:1 < 0:23 < 0:7), we continued with the process of adding predictors to the model (Harrell, 2015) . The full list of significant relations is depicted in Table 3 . The GLM model for Agility includes a set of dummy variables to model categorical predictor variables.
Agility is significantly tied to the variables of disclosure of information, social and institutional privacy, literacy and social capital measures (χ 2 (28) ¼ 1148.8, p < 0:001 with an r 2 of 0.34.) Publicness was found as the most significant predictor (χ 2 (1) ¼ 16.27, p < 0:001), negatively correlated to agility. Users with higher publicness tend to be less agile, thus confirming Hypothesis 1. Openness was the second most significant variable that is related to a decrease Agility (χ 2 (1) ¼ 129.9, p < 0:001). Users who are more open tend to be less agile, supporting Hypothesis 2.
The findings show that both social and institutional privacy affected the agility, with stronger effect of social privacy variables. The familiarity with people that access Facebook and trusting Facebook users that are friends of friends are negatively associated with Agility (χ 2 (1) ¼ 36.0, p < 0:05 and χ 2 (1) ¼ 5.33, p < 0:05 correspondingly). This supports Hypothesis 3. From institutional privacy perspective, trusting Facebook as a company was not found to be significant, and only privacy concerns was found to be significant, such that users with higher privacy concerns have higher agility (χ 2 2(1) ¼ 9.09, p < 0:05.) Concerns regarding the consequences of sharing Identity information significantly decreases Agility. Hypothesis 4, which assumes an effect of digital literacy on agility, was only weakly confirmed. Higher agility was associated with higher computer literacy (χ 2 (1) ¼ 4.45, p < 0:05) but not with OSN literacy. The intensity of Facebook use was found to have only a weak relatuib on Agility, with a higher number of posts slightly related to lower Agility (χ 2 (1) ¼ 277.2, p < 0:001). The number of friends was not found to be significant.
Bonding social capital factors were significant variables in the model. Participants with higher bonding social capital perceptions were generally more agile (χ 2 (1) ¼ 12.65, p < 0:001 PC1.) The effect of bridging was not significant. These results point to the association between adaptive privacy behavior and strong-tie socialization on Facebook. Therefore, Hypothesis 5 is supported for bonding, but not for bridging.
To compare agility to other privacy behavior measures, we build a similar model for publicness and openness. The model for publicness shows a significant but modest fit (Fð19; 160Þ ¼ 2:435, p < 0:001), with an r 2 of 0.22 and an adjusted r 2 of 0.14 (controlled for age, education, and number of Facebook friends.) Bridging social capital has a significant effect on publicness, demonstrating a relationship between constructing connections with weak-tie relations and strangers and the higher exposure of personal profile information. Publicness was also found to be significantly affected by lower levels of concern regarding access to personal information. These findings is inline with the results of De Wolf et al. (2014), Litt (2013) . The linear model for openness was significant but rather weak (Fð19; 161Þ ¼ 1:048, p < 0:001) with an r 2 of 0.11 and an adjusted r 2 of 0.06. Participants with lower levels of access concerns are more open overall. The relations between openness and awareness of sharing information, including the extent of content adjustment, were reversed such that participants who were more open had lower OSN literacy. Publicness and openness are significantly correlated, with a weak-to-medium effect size (r ¼ 0:2.) We conclude that the boundary regulation within Facebook friends is less meaningful than that with the general public.
Qualitative analysis
In the last question of the survey, we have asked participants to explain their decisions when choosing their audience when posting on Facebook, with the objective of understanding the reasons behind different types of privacy strategies. The answers were qualitatively analyzed by two independent raters to develop categories; they displayed high inter-rater reliability (pairwise Kappa of 0:719; p < 0:0001.) After several iterations we have reached four final categories included four distinctive strategies: "Context-based" (40%), "Friends" (33.5%), "Selfcensorship" (19%), and "Unconcerned" (7.5%.) Approximately 40% of participants provided reasons that were related to the interaction of the post's context with various audiences, which we defined as the context-based strategy. Some participants rely on Facebook's built-in mechanisms ("I share most with my friends. If I am posting a joke or something that may be taken the wrong way by a few people I hide it from them. I rarely post public updates.") Other participants deferred to other boundary regulation mechanisms such as multiple networks or multiple media channels: "If I have something private to say to a small group of people, I rely on Skype or email...". These results are correlative with the distribution of the agility marker (Figure 1) , in which about 53% have used more than one privacy setting.
The context-based strategy was particularly useful when social contexts are complicated: "I always choose custom and exclude at least the same two people who I do not like. Also I often exclude my mother." or "If it's something I wouldn't want my ex-husband to know about then it's a custom post; otherwise, it's a Friends only post." Other participants choose their audience based on the content: "...as not to offend some people that I care about with my posts about politics, marijuana, or peppered with cursing." The need to distinguish between personal and business use of Facebook was mentioned by several participants: "I use social media for marketing as well as for keeping up with friends and family, so those people are designated in groups as well." Approximately 19% of the participants described some sort of selfcensorship mechanism. For example, a user stated: "If I'm uncomfortable with my friend's list seeing it, then I don't post it". Another user stated, "I don't make anything custom because I feel that if you need to hide something from certain people, you should not be posting it in the first place." Of the 36 participants in the self-censorship group, 26 participants had an agility of 1 (a single setting used throughout the three-month period), 9 participants had a variety of 2 and one participant had a variety of 3. These results show that participants who use a single privacy setting might compensate with additional selectivity in the published content (λ 2 ¼ 8:43;p < 0:01.) Finally, A total of 7.5% of the participants used the Friends strategy, relying on the choice of friends as the main mechanism for privacy regulation: "I generally always choose friends. Anyone who wants to know about me needs to know me". The qualitative results are well aligned with the quantitative ones. The categories are able to predict the agility with a fit of R 2 ¼ 0:31. The relations between the reported strategy management and privacy concerns and sociability were significant but lower (0.18 and 0.14, respectively.) The relationship with the intensity of use (number of posts and number of friends) was not significant. Following these results, we deduce that the variables that explain the user's privacy management strategies are related to agility and social benefits rather than to the amount of published information.
These findings demonstrate that most of the participants reported that they use existing tools and mechanisms to attain the required privacy level by selecting the audience and content for different situations. A small minority of participants reported they use self-censorship and Table 3 . Regression model evolution of the three markers. Agility models refer to the generalized linear regression with Poisson link function. Cells contain standardized coefficients, and values of significant predictor variables and in the bracket the partial correlation value. Significant variables were significant at p < 0:01 were marked with ** and at p < 0:05 with *. Marginally significant was marked with # at p < sometimes refrain from publishing instead of relying on "built-in" mechanisms. People's decisions are frequently guided based on the nature of the relationships, attempting to match the extent of closeness and familiarity to the published content.
Discussion and conclusions
This work measures and analyzes a particular aspect of privacy behavior: the selectivity of the audience Facebook users choose for their posts. Our findings tie observed selective information disclosure behavior to motivations and attitudes and showed that agility is influenced by approaches towards socialization and towards privacy. Our analysis points to the importance of measuring selective information sharing. We see that the relation between privacy concerns and agility is stronger than its relation to publicness and to openness. Therefore, we conclude that measuring privacy only as of the disclosure of information to the public (e.g., in Stutzman et al. (2013) ; Dienlin and Trepte (2015) ; Saeri et al. (2014) ; Chen and Chen (2015) ), does not adequately address the full spectrum of privacy behaviors. We show how agility functions as a privacy management strategy that is reflected by an ongoing activity in which individuals continually manage their privacy boundaries in different and changing contexts. We first show that the intensity of this activity is negatively correlated with the proposed markers publicness and openness and with high privacy concerns and sociability measures.
To some extent, our findings provide an explanation to some aspects of the privacy paradox in online social networks today. Concerns are mitigated by selective sharing, the practice of using Facebook's sharing controls to effectively control the audience for the published information. We argue that the contradiction with previous observational evidence ( Acquisti and Gross, 2006; Debatin et al., 2009; Krasnova et al., 2010; Acquisti et al., 2015; Jordaan and Van Heerden, 2017) can be explained by the use of different methodological approaches and by the way in which privacy behavior and perceptions are theoretically framed and phrased. The following are the main contributions of the study. High privacy concerns can be channeled with higher selectivity rather than with lower public exposure.
Our results show that social privacy concerns have stronger relationship to privacy behavior than institutional privacy concerns. These results support survey-based results that measured the relationship between various types of privacy concerns and people's attitude Ayalon and Toch (2019) . Concerns about access by other social groups to data (e.g., friends, family, coworkers) which reflects social privacy concerns (Stutzman et al., 2011) , were found to be a significantly stronger predictor than the effect of the way companies treat personal information (Malhotra et al., 2004) .
Agility provides a way to empirically characterize users' privacy strategies. In contrast to studies that were based on self-reflected reports Wisniewski et al. (2014) , Dong et al. (2015) , the actual behavioral data reveals a smaller set of strategies. The first strategy, which we name "nesting", is characterized by high openness and low agility. Nesting is manifested primarily by low variance in privacy settings. On the other hand, by analysing the textual feedback, we see that nesters frequently employ self-censorship. Nesters might decide to refrain from publishing some information, thus limiting their ability to access the resources of the social network can support their preferences. In the second strategy, which we name "roaming", users rely on Facebook's privacy management mechanisms to selectively distribute information. Roamers frequently change their privacy settings, posting different types of information to different audiences. Roamers reach a larger number of people with information they want to share while restricting sensitive information to a smaller group of users reflected by bonding.
Analyzing agility allows us to draw relationships between sociability and privacy behavior. Our results tie Boundary Regulation Theory (Altman, 1975) and Social Capital Theory (Ellison et al., 2011) , by describing detailed relations between approaches toward social capital affects and different aspects of privacy behavior. We see that bonding social capital has a stronger relationship with roaming behavior, leading us to conclude that roamers gain a higher level of both privacy and sociability. Selective sharing allows the user to gain higher bonding social capital by presenting a tailored identity to different groups of people. However, self-censorship, which characterizes nesters, reduces bonding social capital as a result of reduced interaction with strong-tie relations. Furthermore, roamers were found to have a significantly higher level of technical skills when managing OSN features, including privacy settings, which partially explains the differences between the two groups. We find this result encouraging, as it points to the potential of privacy education to increase both privacy and social capital. In simpler terms, educating users about privacy or adapting the design of user interface on OSNs to the users'. privacy preferences may make the entire social network more valuable to users while simultaneously increasing the level of privacy.
Our findings have some methodological implications. First, it highlights the importance of using actual privacy behaviors rather than selfreported surveys. Self-reported behavior might be biased in different ways, which is especially important in light of growing evidence that points to methodological problems when using surveys to learn about privacy (Hughes-Roberts, 2013; Braunstein et al., 2011; Brenner and DeLamater, 2016) . Similarly to Dienlin and Trepte (2015) and Hughes-Roberts (2013), our findings show that the definition of privacy attitudes has a significant effect on the correlation with behavior. Different phrasing of attitudinal questions can lead different researchers to completely different conclusions. We therefore argue for incorporating behavioral observations, extracted from Facebook server, as a way to validate and objectively explore the real needs and preferences of users.
When considering the applicability of our findings, the reader should take into account several limitations of our study. First, as the sample is based on Amazon MTurk workers, our sample is not representative of the general population. For example, females were over represented in our sample, and the population is more privacy-aware than the general U.S. population (Kang et al., 2014) . However, we partially control for these biases by showing that privacy setting distribution is similar to larger representative surveys (Hampton et al., 2012) and other large-scale observational studies (Stutzman and Kramer-Duffield, 2010; Stutzman et al., 2013) . In addition, the results of our comprehensive approach can be even more significant if users are less skilled and the gap between their perceptions and their behavior could be explained by the lack of strategies implementation. Another limitation is the size of our sample. While our analysis produced a significantly statistical model, larger sample sizes might reveal more variations within the results and may lead to a more fine-grained analysis of privacy strategies. Finally, our findings are associational in nature, and causality can only be supported by accepting the theoretical assumptions that ties planned behavior to privacy behavior (Saeri et al., 2014) .
The context of this work was OSNs, particularly Facebook. However, by applying the normalization methods we suggest, the markers can be relevant to systems that allow peers to specify fine-grained sharing policies in a network environment. Also, the markers can be extended to systems such as location-sharing applications, multi-party supply-chains, and enterprise information systems. Designers, administrators and researchers of information sharing networks can use the boundary regulation markers to analyse the privacy norms of users, to predict the impact of privacy mechanisms including increasing the users' awareness to institutional privacy, and to assess how privacy behavior changes over time.
In this study, we define and analyze social network sharing agility -a marker for the selectivity in sharing posts on Facebook. We interpret Boundary Regulation Theory (Altman, 1975) to produce quantitative and empirical analysis that measure how people change their information boundary within an OSN. We then compare the new marker with more traditional measures of privacy behavior, including Publicness and Openness, to model the uses and factors that drive selectivity. Our findings support the hypothesis that employing audience selectivity to mitigate privacy concerns, which may be a possible explanation in resolving the privacy paradox in online social networks. Secondly, that attitudes towards social capital govern the strategies users choose regarding their privacy. These strategies are diverse, leading towards different socialization objectives, ranging from bonding with close friends to discovering new relations.
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