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Abstract
In this thesis we consider some computational problems motivated by the
biological problem of reconstructing evolutionary trees. In this thesis, we are
concerned with the design and analysis of efficient algorithms for clearly de-
fined combinatorial problems motived by this application area. We present re-
sults for two different kinds of problem.
Our first problem is motivated by models of evolution that describe the evo-
lution of biological species in terms of a stochastic process that alters the DNA
of species. The particular stochastic model that we considered is called the Two-
State General Markov Model. In this model, an evolutionary tree can be asso-
ciated with a distribution on the different “patterns” that may appear among
the sequences for all the species in the evolutionary tree. Then the data for a
collection of species whose evolutionary tree is unknown can be viewed as sam-
ples from this (unknown) distribution. An interesting problem asks whether
we can use samples from an unknown evolutionary tree M to find another tree

M for those species, so that the distribution of M is similar to that ofM . This is
essentially a PAC-learning problem (“Probably Approximately Correct”) in the
sense of Valiant [60] and Kearns et al. [46]. Our results show that evolutionary
trees in the Two-State General Markov can be efficiently PAC-learned in the
variation distance metric using a “reasonable” number of samples.
The two other problems that we consider are combinatorial problems that
are also motivated by evolutionary tree construction. The input to each of these
problems consists of a fixed tree topology whose leaves are bijectively labelled
by the elements of a species set, as well as data for those species. Both problems
involve labelling the internal nodes in the fixed topology in order to minimize
some function on that tree (both functions that we consider are assumed to
test the quality of the tree topology in some way). The two problems that we
consider are known to be NP-hard. Our contribution is to present efficient
approximation algorithms for both problems.
vi
Chapter 1
Introduction
1.1 Overview
The subject of this thesis is finding efficient algorithms for some problems on
trees. The first problem that we consider is a computational learning theory
problem about learning classes of probabilistic distributions defined in terms of
a tree topology. Another problem that we consider involves finding polynomial-
time algorithms that label a known tree in order to approximate a minimal-cost
labelling under two basic cost functions.
Although these problems involve quite different types of analysis, they are
motivated by the same application, which is the field of computational molecu-
lar biology. In particular, the research presented in this thesis is motivated by
the problem of constructing evolutionary trees for groups of related biological
species. We are interested in clearly defined combinatorial problems that arise
in connection with this application area; our interest lies in designing efficient
algorithms to solve the problem. For the approximation algorithms that we de-
velop, this means that the algorithm should run in time that is polynomial in
the size of the input. Since a learning algorithm is given samples from the dis-
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tribution as part of its input, we will also insist that only a reasonable number
of samples should be needed to learn a distribution.
The layout of this Chapter is influenced by the fact that the learning prob-
lem requires more explanation than the other problems. We begin in Section 1.2
by explaining the biological motivation for our research. Section 1.3 gives de-
tails of the learning problem, and Section 1.4 explains the layout of the thesis.
1.2 Biological Background
During the last ten years, a lot of research has been carried out on the develop-
ment of computational techniques for molecular biology research. This research
effort, which includes research into algorithmic and combinatorial problems as
well as software development, is called computational molecular biology. A lot
of the motivation for computational biology research has come from the Human
Genome Project, which aims to sequence the DNA of humans and to use this in-
formation to understand genes and their functions. Karp [44] and Pevzner and
Waterman [56] have written surveys on the computational problems motivated
by the Human Genome Project. Another biology problem that has attracted the
interest of researchers in the theoretical computer science community is the is-
sue of using species data to infer evolutionary relationships among groups of
biological species. This latter problem is the motivation for the research pre-
sented in this thesis.
We will always assume that the evolutionary history of a group of related
biological species can be represented as a rooted tree (see Figure 1.1 for an
example). Although disagreement about the true nature of evolution has gen-
erated much controversy, this is generally considered to be a reasonable as-
sumption. The root of the tree represents the ancient species from which all
2
the other species have evolved. Any internal node of the tree represents a spe-
ciation event which splits the original species at that node into two or more new
species, depending on the number of outgoing edges from the internal node. The
leaves of the tree are bijectively labelled by the group of species for which data
is available.
Until recently, most biologists relied on heuristic methods for constructing
evolutionary trees. Many of these do not even provide performance guaran-
tees for the quality of the solution returned. One group of methods that do
have performance guarantees are the Maximum Likelihood Estimation (MLE)
methods [27, 38]: these methods construct the tree that is most likely to have
produced the data, given some assumptions about the evolutionary process.
There are certainly many open computational problems motivated by evolu-
tionary tree construction. The type of computational problem that is important
depends on two factors: the type of species data that is available; and whether
or not there is a model for the evolutionary process.
1.2.1 Data
The data used by procedures for inferring evolutionary trees may be either
morphological or biomolecular in origin.
Morphological data
This is data that has been obtained by observing the species and classify-
ing them by a number of different traits or characteristics. For example, one
characteristic for the birds of prey (see Figure 1.1) is the “inside-egg colour”
characteristic, which classifies the birds according to the tint of the inside of
their eggs. This would be represented by a characteristic function, which is
also called a character, from the birds of prey to the set of possible charac-
3
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Figure 1.1: Here is an evolutionary tree for some of the birds of prey, based on
the DNA-based taxonomic classification of birds described by Monroe and Sib-
ley [53]. There are almost 300 different birds of prey, but we only show a few of
them here. The root of this tree represents a hypothetical “least common ances-
tor” for all these birds. There are over 100 birds in the Accipitrinae subfamily
(only the Bald eagle and the Mountain Buzzard are shown here). The Osprey
is the only bird in the Pandionidae subfamily (see Monroe and Sibley [53]).
4
ter states fgreenish; reddish   yellow;white; : : :g. For this example, the value of
inside egg(x) would be greenish for every bird x in the Accipitridae family. The
data for a group of species will always consist of a collection of different charac-
teristics. The significance of morphological data rests on the assumption that
any particular character state is unlikely to have evolved very often and that
therefore a group of species that share a character state have probably evolved
together.
The problem of constructing evolutionary trees also arises in relation to
the evolution of natural languages. Characteristic functions can be defined by
making observations about the words used in different languages for a sin-
gle semantic concept. Some of the research described in Chapter 3 is related
to the problem of finding evolutionary trees for natural languages. Another
situation where “species” may be described by characteristic functions arises
when an ancient manuscript has been copied out over a long period of time,
and errors in the copying process have given rise to different versions of the
manuscript; in this case, scholars are interested in using the different versions
of the manuscript to find the original manuscript. An article in “The Times”
by Hawkes [37] reports on a successful computer-aided reconstruction of the
evolution of Chaucer’s “Canterbury Tales”.
Biomolecular data
Many different types of data collected from the cells of organisms contain valu-
able information about the evolutionary relationships among groups of species.
The chromosomal DNA within a cell contains the hereditary information that
is passed on to the descendants of the organism, so it is generally assumed that
the DNA fragments of a group of species carry information about the evolution-
ary history of those species. However, because DNA controls the production of
5
proteins within cells, some by-products of the manufacturing process may also
carry information about the evolutionary process. The next paragraph sketches
a few details about the protein manufacture process, and further details can be
found in an article by Brown [10].
Every cell contains a certain number of chromosomes, and each of these
contains a double-stranded DNA sequence. Chromosomal DNA contains the
genetic information that organisms inherit from their ancestors; the number of
chromosomes in a cell depends on the species. Human cells have 23 pairs of
chromosomes, and every pair of these chromosomes contains one chromosome
from each parent. In its natural form, a DNA sequence folds into a three-
dimensional structure, but we will think of it as a sequence over the alpha-
bet fa; ; g; tg of nucleotides. A gene is a fragment of the DNA sequence that
codes for a specific protein; the protein is manufactured whenever the gene is
expressed. During these periods, a copying process constructs a sequence over
the nucleotide set fa; ; g; ug, called an RNA sequence, from the gene sequence.
The RNA sequence is made by copying one nucleotide of the gene at a time,
replacing occurrences of t with u. Then the RNA sequence fragment makes its
way to the ribosome (the “protein factory”) of the cell and is used as the code for
putting together the amino acids that make up the protein. This translation
of the RNA into a protein sequence is possible because every sequence of three
nucleotides makes one of the 20 amino acids (there are only 20 because some
amino acids have alternative forms). This natural mapping from fa; ; g; ug3 to
the set of amino acids is called the genetic code.
It is known that two members of the same species have very similar DNA
(see Felsenstein [28]), so we can use the chromosomal DNA of a particular or-
ganism as the data for its entire species. Also, because the RNA and protein
sequences within a cell are derived from genes, these sequences may be used
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for reconstructing evolutionary relationships between species. Many scientists,
including Jukes and Cantor [40], Kashyap and Subas [45], Kimura [49] andWa-
terman, Smith, Singh and Beyer [66], have been interested in reconstructing
the evolutionary history of groups of proteins. Although there is interest in the
evolution of proteins as a problem in its own right, further motivation is pro-
vided by the hope that the evolutionary history of a group of proteins found in
different organisms may provide insight into the evolution of those organisms
(see Jukes and Cantor [40]).
In Subsection 1.2.2, we will see that most models of evolution describe the
evolutionary process as a stochastic process on the sequence data of a species.
The data generated by such a process will consist of aligned sequence frag-
ments for all the species. In this context, alignment is defined in terms of the
sequence for the ancestral species at the root of the unknown evolutionary tree.
The fragments for a group of species are aligned if they have all evolved from
the same fragment of the sequence at the root. Finding sequence fragments
with a common evolutionary history is a difficult problem in its own right (see
Karp [44]), but we will assume that aligned sequence data is available. This is
a common assumption: most early research (for example, Cavender [12]) and
also most recent research (for example, Farach and Kannan [25]) depends on
this assumption.
1.2.2 Models and Methods
Before asking how we can reconstruct evolutionary trees from species data, we
need to define some formal relationship between the true evolutionary tree and
the species data. Once we have a definition, many questions can be asked:
Given data for a group of species, is it possible to determine the true evolution-
ary tree for those species? If not, what related information can we obtain? The
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question that is most important to us is whether or not we can design efficient
algorithms for solving problems that interest us.
Since the 1960s, systematic biologists have come up with different ways of
formally relating species data and evolutionary trees. It is most common to pro-
vide amodel for the evolutionary process, which describes the type of processes
that are assumed to be responsible for introducing changes in species data, and
therefore are ultimately responsible for generating data for the leaf species of
the tree. An alternative approach sidesteps the problem of modelling evolution,
and instead assumes that evolutionary changes are very unusual. Under this
assumption, the data provided for a group of species implicitly defines some
optimal tree(s) that may correspond to the evolutionary tree for those species.
Models
Most models of evolution for biological species are motivated by the general
belief that evolution proceeds as a stochastic process that randomly induces
changes in the DNA and related data of a species. These models usually rep-
resent each of the leaf species and ancestral species by a sequence over a finite
alphabet. The elements of this alphabet are often called states. There are also
some stochastic models, such as the model presented by Cavender [12], that
view evolution as a process that induces changes in morphological characteris-
tics.
The point of modelling evolution is to formalise the assumptions that are
made about the evolutionary process. It is always assumed that evolution pro-
ceeds independently along different lineages of the tree, so we only need to de-
cide the type of stochastic process that acts on a single edge. An early model for
these edge processes was developed in 1969 by Jukes and Cantor [40]. Jukes
and Cantor were interested in modelling the evolution of groups of proteins,
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and represented proteins by their RNA sequences. The main feature of Jukes
and Cantor’s model [40] is that every edge process in a tree is assumed to be an
independently and identically distributed (iid) stochastic process that induces
mutations in RNA sequences:
Mutations A transition at a sequence position occurs when the nucleotide at
that position is replaced by a different nucleotide from fa; ; g; ug. The pro-
cess in the edge (v ! w) is mutational if the sequence at v is transformed
into the sequence at w by a number of nucleotide changes.
Jukes and Cantor point out that the true evolutionary process induces
deletions and insertions in DNA and RNA sequences, as well as muta-
tions. In the stochastic models of evolution that we consider in this thesis,
sequences are only modified by simple mutational processes. This is true
of the Jukes-Cantor model, and of all the models of evolution that will
be discussed in this section and Section 2.1. (In Chapter 3 we consider a
combinatorial problem in which species data is altered by deletions and
insertions. However, we do not assume any model of evolution for this
particular problem).
Independent The probability that a transition takes place at a specific posi-
tion (or site) in the RNA sequence should not depend on the actual transi-
tions that are taking place elsewhere in the sequence.
Identical Finally, we assume that although the stochastic process at a site
proceeds independently of the process at other sites, the probability of a
transition from the nucleotide a to the nucleotide g is the same at every
site. This is also true for the other eleven possible transitions.
Most stochastic models of evolution that have been developed make these three
9
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Figure 1.2: The Jukes-Cantor process on a single edge with probability 0:3.
assumptions, although the sequences may be DNA sequences, protein sequences
or even sequences of morphological characteristics. For example, the models de-
fined in the papers by Cavender [12], Farris [26], Felsenstein [27, 28], Hendy,
Penny and Steel [38], Kashyap and Subas [45], Kimura [49], Neyman [55] and
Steel [58] all assume that edge processes are iid mutational processes.
Any independently and identically distributed process on an edge can be
described by specifying, for every pair of states i and i0, the probability that
an i-state in the ancestral sequence becomes i0 in the lower sequence. In the
Jukes-Cantor model [40], a tree only has one transition probability per edge:
on any edge of the tree, the probability of the transition i ! i0 is the same for
every pair of states with i 6= i0. Therefore, if there are j distinct states, every
edge can be represented by a single probability p such that the probability of
any mutation is p=(j   1), and the probability that a state does not change
is 1   p. Figure 1.2 shows how the Jukes-Cantor process for p = 0:3 might
behave on an RNA sequence fragment of length 20. Remember that there are
four RNA states. To describe the Jukes-Cantor process for p = 0:3, imagine
that we have four different “four-sided” coins, the a-coin, the -coin, the g-coin
and the u-coin. Each of these coins has its sides labelled by the four states a,
10
, g, and u. The a-coin is biased towards a so that a flip of the a-coin brings
up a with probability 0:7, while , g and u each have probability 0:1. The other
coins are also defined by probabilities 0:7 and 0:1, though the -coin is biased
towards , the g-coin is biased towards g, and the u-coin is biased towards u.
To determine the state of a site in the descendant sequence, we perform the
following experiment: choose the biased four-sided coin that corresponds to the
original RNA state for this site. Then flip this coin and let the state of the
site in the descendant sequence be the result of the flip. For example, if we
consider the two leftmost sites shown in Figure 1.2, the states of these sites in
the descendant sequence would have been determined by two independent flips
of the a-coin. We can see that the result of the first flip was another a, and that
the flip for the second site produced a g.
The models of Cavender [12], Farris [26] and Neyman [55] are essentially
the same as the Jukes-Cantor model, though Farris and Neyman consider se-
quences over a general alphabet, and Cavender’s model is defined for sequences
of binary morphological characters. The Two-State version of the Jukes-Cantor
process is usually called the Cavender-Farris model or the Neyman model in
the literature. Most of the other models of evolution do not insist that all mu-
tations are equally likely, because it is generally accepted that this is not true
for real DNA and RNA sequences (see Jukes-Cantor [40], Swofford et al. [59]).
The most general iid model of all is the General Markov Model, which is due to
Steel [58], and this model is described in more detail in Section 1.3.
The advantage of having a model of the evolutionary process is that when
we are given a group of sequence fragments that have evolved in this model,
we know the structure of the process that has generated the fragments. In
Section 1.3, we will show that when we are given an evolutionary tree from
an iid model, and we also know the transition properties for the edges of this
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tree, we can calculate the probability of seeing the different “patterns” that
appear among the sequences at the leaves. Intuition tells us that when we are
given sequence fragments from the leaf species of an unknown evolutionary
tree, the observed probability of these patterns among the sequence fragments
might allow us to make inferences about the underlying evolutionary tree. In
Chapter 2 we will see that the exact topology cannot always be reconstructed
from the sequences at the leaves; instead, we will consider a related learning
problem, which is described in Section 1.3.
Before the recent interest in these problems, most of the procedures avail-
able for constructing evolutionary trees were heuristic methods without per-
formance guarantees. There were some exceptions. For example, Maximum
Likelihood Estimation procedures were developed which take a collection of
sequence fragments as input and construct the most likely tree (for a prede-
termined iid model) to have generated that data (see Felsenstein [27]). The
method is consistent: as the sequence fragments provided for a group of species
become longer, the most likely tree will converge to a single topology. Recently
there has been further research on the problem of learning evolutionary trees
in iid models, and this will be discussed in Section 2.1.
Minimizing changes
The true nature of evolution is still not completely understood. It is especially
difficult to explain changes in morphology in terms of a stochastic model: al-
though morphological changes probably occur as a result of a substantial num-
ber of mutations in the DNA of a species, it doesn’t seem likely that a single
morphological change should correspond to a fixed number of nucleotide muta-
tions in DNA. Therefore, when the data available on a group of species consists
of observations about the morphology of those species, systematic biologists do
12
not interpret the species data in terms of a model.
In this situation, biologists usually approach the problem of constructing
evolutionary trees by making the assumption that the true evolutionary tree
is a tree that minimizes the number of evolutionary changes in some sense.
A hypothetical evolutionary tree consists of a tree topology whose leaves are
bijectively labelled by the species of interest; also, when the species data is a
set of characters, each character  must be extended so that (v) is also defined
for every internal node v. An evolutionary change for character  occurs along
an edge if the endpoints of any edge in the tree have different states under .
The strongest assumption that can be made about the evolution of a group
of species is that their evolutionary tree should form a perfect phylogeny: this
is an evolutionary tree in which every character state forms a single connected
component in the tree. One problem that has been widely studied is the com-
putational complexity of determining, for a group of species and a collection of
characteristic functions, whether or not a perfect phylogeny exists for that data.
This problem has been studied by Gusfield [35], Kannan and Warnow [42, 41],
Bodlaender et al [7], Steel [57], and Agarwala and Ferna´ndez-Baca [3]. The
existence of a perfect phylogeny is based on a very strong assumption about the
evolutionary process, so it makes sense to consider problems that place slightly
weaker constraints on the evolutionary tree. Goldberg, Goldberg, Phillips,
Sweedyk and Warnow [32] introduced the concept of phylogenetic number: the
phylogenetic number of a labelled evolutionary tree is the minimum number `
such that every state of every character forms at most ` connected components
in the tree. Goldberg et al [32] presented results on the problem of finding a
tree with the minimum phylogenetic number, and these results are discussed
in Section 3.2. An alternative generalisation of the perfect phylogeny problem
is to ask for a tree with the minimum number of evolutionary changes, summed
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over all characters and all character states. Research on this problem, which
is known as the parsimony problem, has appeared in papers by Graham and
Foulds [33], Day [20], Day, Johnson and Sankoff [21], Kou, Markowsky and
Berman [50] and many others.
The use of parsimony or phylogenetic number to evaluate hypothetical evo-
lutionary trees can only be justified if the characteristic functions for the group
of species are defined in terms of morphological traits that have evolved infre-
quently. The use of parsimony to infer evolutionary hypotheses from biomolec-
ular sequences has been criticized by Felsenstein [27, 28]. This criticism is
certainly justified, because mutations in DNA occur frequently during the evo-
lutionary process. However, when the only data available on a group of species
is morphological data, parsimony or phylogenetic number may be useful mea-
sures for distinguishing between potential trees.
In Chapter 3, we consider the problem of labelling the internal nodes of
a known topology to approximate the minimum phylogenetic number for that
tree, and extend our results to a fixed-topology problem related to the parsi-
mony problem.
Additive metrics
In Chapter 2 we will show that stochastic models of evolution are related to
special metrics with a treelike structure called additive metrics:
Definition 1.1 A function d : S  S ! R is an additive metric if there is some
tree T with strictly positive edge weights whose leaves are bijectively labelled by
the elements of S, and d is the distance function on the leaves of T .
For any additivemetric, the weighted tree corresponding to this metric is unique
and can be constructed in polynomial time (see Buneman [11]). Algorithms for
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learning evolutionary trees in certain iid models sometimes involve taking a
distance function that is not an additive metric and finding an additive metric
that is close to the distance function (for example, see Farach and Kannan[25]).
Closeness may be measured using one of the traditional norms `
1
; `
2
; : : : ; `
1
,
and it has already been shown that the problem of finding the closest additive
metric to a distance function is NP-hard for the `
1
norm (see Agarwala, Bafna,
Farach, Paterson and Thorup [2]). Agarwala et al. also gave a 3-approximation
algorithm for this problem.
1.3 Learning in the General Markov Model
1.3.1 The Model
In the j-State General Markov Model each species in the evolutionary tree is
identified by a sequence over the alphabet f0; : : : ; j 1g, and the edge processes
are all independently and identically distributed mutational processes. From
our discussion on page 9, it is obvious that the stochastic process along any
edge e can be written as a j  j matrix M
e
of probabilities, where M
e
[i; i
0
℄ is
the probability that an i-state at the upper endpoint is an i0-state at the lower
endpoint (for any row i of M
e
, the sum of the probabilities in row i equals 1).
This sort of matrix is called a stochastic transition matrix. The sequence at the
root is specified by j probabilities 
0
; : : : ; 
j 1
, where 
i
is the probability that a
randomly chosen position of the root sequence has state i.
Definition 1.2 (The General Markov Model) A j-State Markov Evolution-
ary Tree consists of a tree topology T with n leaves and a distinguished root .
The distribution on the state set f0; : : : ; j   1g at the root is specified by j pa-
rameters 
0
; : : : ; 
j 1
which sum to 1. Every edge is directed away from the root,
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and each directed edge e is labelled by a stochastic transition matrixM
e
over the
state set f0; : : : ; j   1g.
From now on we will use the symbolM to represent an arbitrary Markov Evo-
lutionary Tree (MET). The General Markov Model is almost identical to the
model presented in Steel’s 1994 paper [58]. Steel enforces two extra constraints
(i) 
i
> 0 for every state i; and (ii) 0 < jdet M
e
j < 1 for every edge e.
For every j-State Markov Evolutionary Tree with n leaves, we can define
a probabilistic experiment that generates a string from f0; : : : ; j   1gn. This ex-
periment is described as a broadcast in the paper by Farach and Kannan [25].
Assume some fixed ordering on the leaves of the tree. At the beginning of the
experiment, a single state is randomly generated at the root according to the
distribution 
0
; : : : ; 
j 1
, and this state is propagated down the edges of the tree
towards the leaves. When a state “travels” down an edge, it undergoes a proba-
bilistic transition according to the transition matrix for that edge. On arriving
at an internal node, the state is duplicated for each outgoing edge, and the
states proceed independently down these edges. The result of the experiment
is the ordered concatenation of the states that arrive at the leaves of the tree
(this string is one of the “patterns” referred to in the discussion on page 12).
Therefore every MET M generates a distribution on f0; : : : ; j   1gn. Often we
will also use M to denote the distribution generated by the MET M . We will
use Pr(s) to denote the probability that s 2 f0; : : : ; j   1gn is generated by a
broadcast on M . In situations where we are discussing the relationships be-
tween different METs, we will use Pr[M ℄(s) to indicate the probability of s in
the distribution ofM .
Now let m be the number of nodes in T and define a fixed ordering on
all of the nodes of T . If we let the result of a broadcast on M be the ordered
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concatenation of the states that arrive at all nodes in the tree, rather than just
at the leaves, we obtain a string from f0; : : : ; j   1gm. Therefore, a MET also
defines a distribution on f0; : : : ; j   1gm. When we talk about “the distribution
generated by a MET”, we will mean the distribution on f0; : : : ; j   1gn, unless
we state otherwise.
In terms of the motivation for iid models of evolution, our model assumes
that the sequence at the root is the concatenation of states from f0; : : : ; j   1g,
where each state is chosen independently and at random, according to the dis-
tribution 
0
; : : : ; 
j 1
. Then a single probabilistic experiment on a Markov Evo-
lutionary Tree is equivalent to choosing a random position in the root sequence
and concatenating the states that we find at that position for every leaf of the
tree. When we are given a set of aligned sequences of length k for each of the
leaf species of the tree, this is the same as taking k samples from the distribu-
tion generated by the tree. From this point we will forget about the biological
motivation for the General Markov Model, and simply assume that we can take
samples from a tree.
In this thesis we will be interested in learning in the Two-State General
Markov Model. We will write the transition matrix for an edge e as
M
e
=
2
6
4
1  e
0
e
0
e
1
1  e
1
3
7
5
e
0
is the probability that a 0 state changes to 1 as it travels down e; similarly,
e
1
is the probability of observing a flip from a 1-state on e. In Figure 1.3 we
show the result of four independent probabilistic experiments (broadcasts) on
a particular Two-State MET. The Cavender-Farris-Neyman model is the
restriction of this model satisfying:
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: : :
1 1 1 0
: : :

0
= 0:3
: : :
1 0 1 1
: : :
: : :
0 0 0 0
: : :
: : :
0 0 0 1
: : :
: : :
1 0 0 1
: : :
d
y
d
y
y
?
e
0
= 0:5
e
1
= 0:1
w
f
0
= 0:2
f
1
= 0:9
?
g
0
= 0:1
g
1
= 0:1
?
h
0
= 0:2
h
1
= 0:3
Figure 1.3: The same portion of the sequence is shown at each node, and each
separate “column” corresponds to a single probabilistic experiment on the tree.
As in Figure 1.2, the experiment corresponding to a single column can be per-
formed by flipping biased coins as the state travels down the edges of the tree.
Since there are only two states, we only need to use ordinary two-sided (biased)
coins. Assuming wlog that the leaves are ordered from left to right, the picture
shows the generation of four independent samples: 101, 000, 100 and 111.
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(cfn-i) e
0
= e
1
for every edge e;
(cfn-ii) for every e, this common probability, often written as p
e
,
is less than 1=2.
The j-State version of the Cavender-Farris-Neymanmodel is the Jukes-Cantor
model:
(jc-i) M
e
[i; i
0
℄ has the same value for every pair of states i; i0
such that i 6= i0;
(jc-ii) for every e, this common probability can be written as
p
e
=(j   1), for some probability p
e
less than (j   1)=j.
1.3.2 Learning Problems for Evolutionary Trees
From now on we will assume that we have a source of independent samples
from an unknown j-State MET, and we will consider the problem of using these
samples to estimate (i) the distribution of the MET; and (ii) the topology of the
MET. The problem that interests us most can be informally described as:
Is there an efficient algorithm that can use a “reasonable” number
of samples to learn an hypothesis j-State MET M 0 in polynomial
time such that the distribution generated byM 0 is probably “approx-
imately correct” when compared to the distribution of the original
j-State MET?
This sort of problem is a computational learning theory problem. In particu-
lar, the type of learning algorithm described above is called an efficient PAC-
learning algorithm, because of the “Probably Approximately Correct” (PAC)
condition. The original definition of PAC-learning was given by Valiant [60],
who was interested in learning classes of boolean functions.
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PAC-learnability
In this subsubsection we will discuss the origins of PAC-learning, and on page 24
we will discuss PAC-learning for Markov Evolutionary Trees. The books by
Anthony and Biggs [5] and Kearns and Vazirani [47] provide more thorough
introductions to computational learning theory.
This first person to formally define PAC-learning was Valiant, who was
interested in learning some classes of propositional formulas [60] and some
restricted classes of first-order formulas [61]. A typical PAC-learning problem
(C;H) is described in terms of a concept class C and an hypothesis class H. The
concept class is some collection of objects that we are interested in learning,
and the hypothesis class contains the objects that may be output by a learning
algorithm.
Most work that has been carried out on PAC-learning, including Valiant’s
early research, is concerned with supervised learning. When learning is super-
vised, it is assumed that every concept  2 C is associated with a set of labelled
examples. The input to a learning algorithm consists of labelled examples of
some unknown concept  from the concept class, which is called the target. The
only assumption that is made about these examples is that they are generated
according to some unknown distribution D on the examples for the concept .
The output of a learning algorithm is some object h from the hypothesis class,
which is called the hypothesis or the estimate.
To help explain what sort of object can serve as a labelled example, consider
the concept class of propositional formulas on n logical variables (as in the first
paper by Valiant [60]). A single example of a propositional formula  is some
satisfying assignment for . In this case, all of the examples have the label
“yes”. If we also gave examples of assignments that do not satisfy , then we
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would need to label each example with “yes” or “no”.
Informally, an efficient PAC-learning algorithm for the learning problem
(C;H) is defined as an efficient algorithm that uses a “reasonable” number of
examples of any  2 C, and a “reasonable” amount of time, to output an hypoth-
esis h that is probably “approximately correct” for . We will not define “approxi-
mately correct” for supervised learning, but only note that the approximate cor-
rectness of h for  is measured with respect to the unknown distribution which
generated the examples. For formal definitions of supervised PAC-learning, see
either of the books by Anthony and Biggs [5] and Kearns and Vazirani [47].
Our problem of learning in the General Markov Model assumes that the
input to our learning algorithm is a collection of samples from the distribu-
tion generated by some j-State MET M . These samples can be regarded as
examples of M , but they are unlabelled examples: although some strings from
f0; : : : ; j   1g
n may be more likely to be generated by M than other strings,
it is quite likely that each string from f0; : : : ; j   1gn will have some non-zero
probability of being generated. Also, the hypothesis that we want to construct
is not a function or a geometric concept (whose examples are generated accord-
ing to some unknown distribution); we are interested in learning the actual
distribution that generated the samples. This is unsupervised learning.
The question of learning discrete distributions has already been consid-
ered by Kearns, Mansour, Ron, Rubinfeld, Schapire and Sellie [46]. Kearns
et al. were most interested in efficiently learning classes of discrete distribu-
tions over the set f0; 1gn which can be generated by certain classes of compu-
tational circuits. Their definition of PAC-learning was inspired by the original
definition of Valiant [60]: a problem is described by a concept class of discrete
distributions over f0; 1gn and an hypothesis class. They defined two types of
PAC-learning for discrete distributions, generation and evaluation.
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The two definitions of PAC-learning of discrete distributions given by Kearns
et al. are characterized by the type of hypothesis class that they use, although
both hypothesis classes are defined in terms of simple computational circuits.
To explain further, let p(n) and r(n) be polynomial functions of n and consider
any simple computational circuit G with n outputs, of size p(n) and with r(n)
input bits. If the r(n) inputs to the circuit are uniform random bits, then the
circuit generates some distribution on f0; 1gn, which we will denote by D
G
. The
problem of generation considered by Kearns et al. is the problem of learning
with an hypothesis class of these generating circuits, for some polynomials p(n)
and r(n). Alternatively, a deterministic computational circuit E which has n in-
put bits and is of size p(n) defines a distribution on f0; 1gn if for every s 2 f0; 1gn,
the output of E is a bit string representing a rational number in [0; 1℄ and the
sum of these outputs over all s 2 f0; 1gn equals 1. Let this distribution on
f0; 1g
n be denoted by D
E
. For the problem of evaluation, the hypothesis class
is the class of these deterministic computational circuits, for some polynomial
p(n).
Before we present the definition of PAC-learning of Kearns et al., it is help-
ful to discuss how “probably”, “approximately correct” and “reasonable” are in-
terpreted. First of all, note that because the input to a learning algorithm con-
sists of samples from a distribution, there is some probability that the samples
are a bad representation of the true distribution. For this reason, the input to
a PAC-learning algorithm includes a probability Æ (with Æ 2 (0; 1)) that is the
maximum probability with which the learning algorithm should fail to return a
“approximately correct” hypothesis. Also, we do not necessarily expect to learn
the exact distribution with high probability, so we only require an hypothesis
that is approximately correct. Kearns et al. measured the difference between
the concept distribution and the hypothesis distribution using the Kullback-
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Liebler distance measure: Let D
1
and D
2
be two distributions over the same
finite sample space 
. The Kullback-Liebler distance, or KL-distance, from D
1
to D
2
is defined as
KL(D
1
;D
2
) =
X
s2

D
1
(s) log(D
1
(s)=D
2
(s))
The input to the algorithm will include a parameter which is denoted by  (for
 > 0), and which represents the maximum value allowed for the KL-distance
from the original distribution to the hypothesis distribution. The number of
samples that is deemed to be reasonable is some sufficiently large polynomial
function of n, 1= and 1=Æ. The algorithm should also run in time that is
bounded by a polynomial function of n, 1= and 1=Æ. It is important to point
out that the idea of using varying parameters to control the quality of an hy-
pothesis and the maximum failure probability is originally due to Valiant [60].
In Valiant’s original paper, only one parameter was used (it was assumed that
Æ = ). However, as more papers on PAC-learning were published, it became
common to use separate Æ and  parameters, and this is the definition used in
the books by Anthony and Biggs [5]1 and Kearns and Vazirani [47].
Let poly(n; 1=; 1=Æ) denote some sufficiently large polynomial in n, 1= and
1=Æ.
Definition 1.3 (Kearns et al.) Let D
n
be a class of distributions over the set
f0; 1g
n. Then D
n
is efficiently PAC-learnable with a generator if there is an
algorithm A such that for any D 2 D
n
, every  > 0 and every Æ 2 (0; 1), the algo-
rithm runs in time poly(n; 1=; 1=Æ) (counting one time step for each sample taken
from D) and returns an hypothesis G such that KL(D;D
G
)   with probability
at least 1  Æ.
1The PAC-learning definitions of Anthony and Biggs [5] only allow the number of examples
to depend on log (1=Æ). See the paper by Haussler et al. [19] for details of why this distinction is
usually unimportant.
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The definition of Kearns et al. for efficient PAC-learning with an evaluator is
obtained by replacing the word “generator” with “evaluator” and the symbol “G”
with “E” in the definition above.
PAC-learning Evolutionary Trees
Finally, we will define the PAC-learning problem that we will consider in Chap-
ter 2. We are interested in the PAC-learnability of the class of j-State General
Markov Model with n leaves. The results in Chapter 2 hold for the Two-State
General Markov Model.
Our learning problem, which we introduced informally on page 19, is simi-
lar to the problem of learning discrete distributions with a generator considered
by Kearns et al. For our problem, the concept class is the class of j-State METs,
and the hypothesis class is also the class of j-State METs. Since j-State METs
are just slightly more general than the generating circuits of Kearns et al. (they
allow arbitrarily biased coin flips rather than uniform coin flips, and have j
states), our problem is essentially a problem of learning with a generator.
One difference between our definition of PAC-learning and the definition of
Kearns et al is that we will usually measure “approximate correctness” by the
variation distance metric, defined as follows: Let D
1
and D
2
be two distribu-
tions over a finite sample space 
. The variation distance2 between D
1
and D
2
is defined as
V(D
1
;D
2
) =
X
s2

jD
1
(s) D
2
(s)j
For any space 
, variation distance forms a metric on distributions over 
.
Here is the reason that variation distance is a nice distance measure be-
tween distributions: Imagine that D
1
and D
2
are two distributions such that
2In the paper [15] we used the notation var( : ; : ) to denote variation distance. I am using
V( : ; : ) here instead because var( : ; : ) is usually used for variance in probability textbooks.
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V(D
1
;D
2
)  " for a small value ". Suppose that we are given k samples from
one of these distributions and that we are asked to guess the origin of the sam-
ples. We can analyse the success of any guessing procedure by considering the
variation distance between the two k-sample distributions induced by taking k
independent samples from D
1
and D
2
respectively. Farach and Kannan [25]
showed that whenever two distributions are within variation distance ", the
variation distance between their k-sample distributions is at most k". They
then show that any procedure that uses k samples to guess between D
1
and
D
2
will succeed with probability at most (1 + k")=2. To distinguish between D
1
and D
2
with high probability, the number of samples that we must be given
depends at least linearly on 1=V(D
1
;D
2
).
It is easy to construct pairs of METs that generate distributions that are
different, but are arbitrarily close in variation distance; an arbitrarily high
number of samples are needed to distinguish between such pairs. This is why
we do not consider the problem of exactly learning the distribution of METs.
Definition 1.4 Let j  2 be fixed. We say that an algorithm efficiently PAC-
learns the class of j-State METs in the variation distance measure if for any
n-leaf MET M and any ; Æ 2 (0; 1), the algorithm takes poly(n; 1=; 1=Æ) time
(including the time to take samples from the distribution of M ) and constructs
another j-State MET M such that with probability at least 1  Æ,
V(M;

M )  
We also consider the learning of Two-State METs in the KL-distance mea-
sure that was used by Kearns et al. By replacing V(M;M ) by KL(M;M ) in
the definition above, we obtain a definition for efficient PAC-learning in the
KL-distance measure. It is known that any distribution that can be learned in
KL-distance can be also be learned in variation distance. This is because for
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any two distributions D
1
and D
2
over the same sample space 
, V(D
1
;D
2
) 
p
(2ln 2)KL(D
1
;D
2
). This last result was proven independently by Csisza´r [18],
Kullback [51] and Kemperman [48], and is presented in the book by Cover and
Thomas [13]. In Section 2.6, we show that the converse is true, if the hypothesis
class is allowed to be general enough.
Finally, we note that results on learning classes of evolutionary trees have
been presented in papers by Farach and Kannan [25] and by Ambainis, Desper,
Farach and Kannan [4]. This research will be discussed in detail in Chapter 2,
but for now we will simply point out that they also consider the problem of PAC-
learning in the variation distance metric in the sense of our definition above.
Note: Another problem that has been studied is the problem of using samples
from the distribution of a MET to find, with high probability, the topology of
the original tree. However, there are evolutionary trees in the j-State Gen-
eral Markov Model that have different topologies but which generate identical
distributions along the leaves of the tree. This was originally pointed out by
Steel [58] and is part of the reason that we have considered the problem of
learning the distribution. Research on the problem of learning the topology
of a MET, for classes of METs that do allow the topology to be reconstructed
from the distribution, will be discussed in Chapter 2. However in Chapter 4
we will see that even when the topology of a Two-State MET can be recon-
structed from its distribution, it is not possible to reconstruct the topology us-
ing poly(n; 1=; 1=Æ) samples. The number of samples needed to reconstruct the
topology will also depend on the transition probabilities of the MET.
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1.4 Layout of the thesis
Chapter 2 contains our main result, which is a polynomial-time PAC-learning
algorithm for the class of Two-State Markov Evolutionary Trees:
Theorem 1.1 Let Æ and  be any positive constants. If our algorithm is given
poly(n; 1=; 1=Æ) samples from any Two-State MET M with any n-leaf topology
T , then with probability at least 1  Æ, the Two-State MET M constructed by the
algorithm satisfies V(M;M )  .
At certain points in Chapter 2 we will state that an equation can be proved by
“algebraic manipulation”. These equations were verified using Mathematica,
though any other package for performing symbolic manipulation would be just
as useful.
Chapter 3 contains approximation algorithms for both the fixed-topology
phylogenetic number problem and a related fixed-topology problem.
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Chapter 2
Learning Two-State Markov
Evolutionary Trees
2.1 Previous research
In this section we will survey previous research on learning evolutionary trees.
We will also discuss the connection between our work and a problem of Kearns
et al. [46]. This section is also important because it contains some definitions
that we will use later in the chapter.
2.1.1 The General Idea
All of the previous research on learning either the distribution or the topology of
evolutionary trees takes a similar approach to the problem: the algorithms use
samples from the distribution to estimate some additive metric on the unknown
tree (See Definition 1.1 of Subsection 1.2.2). This subsection is devoted to giving
some intuition about why learning in iid models of evolution often involves the
estimation of an additive metric. It is possible (with hindsight) to consider
previous research on these problems in a common framework. This includes the
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research of Steel [58], Farach and Kannan [25], Ambainis, Desper, Farach and
Kannan [4], Erdo¨s, Steel, Sze´kely andWarnow [23, 24] and Csu˝ro¨s and Kao [16,
17]. It is important to note that the research in these papers was not carried
out with reference to this framework, and that this general discussion has been
included in order to make Subsections 2.1.2 and 2.1.3 easier to understand.
Subsections 2.1.2 and 2.1.3 contain the details of previous research on learning
the distribution and on learning the topology.
Now consider the exact distribution generated on the leaves of a tree in
some j-State iid model of evolution. The following definitions will be useful:
Definition 2.1 For any leaf x, Pr(x = i) is the probability that x is labelled
by i in a sample from this distribution. This is an abuse of notation, as we are
using x as the name of the random variable as well as the name of the leaf.
For any pair of leaves x and y, Pr(xy = ii0) is the probability that i labels x
and i0 labels y. F(x; y) is the joint distribution matrix of the labels on x and y
(F(x; y)[i; i0℄ = Pr(xy = ii0) for all pairs of states i and i0).
Remember that the broadcasting process described on page 16 also defines an
extended distribution if we concatenate the states at all nodes of the tree. When
we write Pr(u = i) and Pr(uv = ii0) for internal nodes u and v, these probabili-
ties are defined in terms of the extended distribution.
Steel’s paper
The first paper to relate additive metrics to the distribution of trees in iid mod-
els was the 1994 paper by Steel [58]. Steel’s main contribution was to show
that the topology of any j-State MET that satisfies restrictions (i) and (ii) from
page 16 can be reconstructed from the exact distribution generated by that tree.
To show this, Steel first defined a function  on the edges of a MET, where (e)
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is defined as
(e) =
8
>
<
>
:
jdet M
e
j
q
Q
j 1
i=0
Pr(u = i); if v is a leaf
jdet M
e
j
q
Q
j 1
i=0
Pr(u = i)=
Q
j 1
i=0
Pr(v = i); otherwise.
(2.1)
for any e = (u ! v). These multiplicative weights are well-defined because,
under assumptions (i) and (ii), every node u has a non-zero probability of being
labelled by i, for every state i [58]. The reason that these values are interesting
is because
jdet F(x; y)j =
Y
e2(x;y)
(e); (2.2)
where (x; y) is the path from x to y. Also, restrictions (i) and (ii) imply that
0 < j(e)j < 1 for every edge e [58], so   ln((e)) and   ln(jdet F (x; y)j) are well-
defined, and   ln((e)) is strictly positive for every edge e. By Equation 2.2,
  ln(jdet F (x; y)j) =
X
e2(x;y)
  ln((e)) (2.3)
holds for every pair of leaves x and y, so   ln(jdet F(x; y)j) forms an additive
metric on the leaf set of the MET. Also, because   ln ((e)) > 0 for every edge e,
the topology of the additive weighted tree that realizes this additive metric is
the unrooted topology of the original MET. Therefore, given the exact values of
  ln(jdet F(x; y)j) for all pairs of leaves x and y, we can reconstruct the origi-
nal topology in polynomial time by using one of the polynomial-time algorithms
that reconstruct the weighted additive tree of an additive metric (see Bune-
man [11], Waterman et al [66], Bandelt and Dress [6]). Steel did not consider
the problem of reconstructing the edge probabilities of the topology from the
distribution of the MET.
Other models of evolution
Some models of evolution are simpler than Steel’s model, and therefore the ad-
ditive metric on the leaves is sometimes defined in terms of a simpler function
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than   ln(jdet F(x; y)j). However, the idea is more or less the same. First W(e) is
defined as a function of the transition matrixM
e
and the probabilities Pr(u = i),
for every edge e = (u ! v). When the goal is to reconstruct the topology, this
function should satisfy 0 < W(e) < 1; if the goal is to learn the distribution,
W(e) may equal 1. In either case, there is a function W(x; y) defined in terms
of F(x; y) such that
W(x; y) =
Y
e2(x;y)
W(e) (2.4)
holds for every pair of leaves x and y. Just like Steel’s function, D(x; y) =
  ln(W(x; y)) is well-defined, and forms an additive metric. If we label the edges
of the original tree with the D(e) values, we can see that the unique additive
weighted tree that realizes D on its leaves is the tree obtained by contracting
any edges with D(e) = 0. If the model of evolution ensures that all edges sat-
isfy 0 < W(e) < 1, the topology can be reconstructed from the exact distribution
of the tree.
In Subsection 2.1.2, we will see that in some models of evolution that have
“one-dimensional” edges (such as the Cavender-Farris-Neyman model defined
on page 19, the Jukes-Cantor model (see page 19) and related models (see Sub-
section 2.1.2), the additive weight on an edge of the tree determines the original
parameter for that edge. It is usually the case that edges with D(e) = 0 can be
lost without affecting the distribution, and therefore a tree that generates the
exact distribution can be constructed from the additive metric.
Inexact data
The problem that interests us is how we can use samples from a tree to PAC-
learn the distribution, so we cannot assume that we know the exact values of
the D(x; y) distances. The strategy adopted in previous papers is to take enough
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samples to obtain close estimates bD(x; y) for the D(x; y) distances (Farach and
Kannan [25], Ambainis et al. [4]), or a substantial set of these distances (Erdo¨s
et al. [23, 24], Csu˝ro¨s and Kao [16, 17]). Then these distances are passed
to some algorithm which proceeds to construct the topology (or an approx-
imate topology) from these estimates. Farach and Kannan showed how to
use the weights of this approximate topology to learn the distribution, for the
Cavender-Farris-Neyman model of evolution. Ambainis et al. then extended
this argument to show how to PAC-learn the distribution for “one-dimensional”
j-State models of evolution.
It will be useful to distinguish between additive closeness and multiplica-
tive closeness when we are talking about estimates:
Definition 2.2 An estimate bQ of a quantity Q is within additive error " of its
true value if jQ   bQj  ". bQ is within multiplicative error " of its true value if
jQ 
b
Qj  jQj".
All the existing analyses of algorithms for these problems require that the esti-
mates bD(x; y) must lie within some additive error of their true values. For this
part of the discussion, we will denote this additive error by . When the goal
is to construct the distribution,  is related to the desired variation distance 
(see Subsection 2.1.2), and when the goal is finding the topology,  is related
to the edge weights of the tree (see Subsection 2.1.3). In the papers listed on
the previous page, the estimation of D(x; y) has been achieved by first taking
a number of samples from the distribution and letting the entries of the ma-
trix bF(x; y) be the observed probabilities of each possible labelling of xy. Then
bW(x; y) is defined as the value of the function W when it is applied to the matrix
b
F(x; y), and bD(x; y) is defined as   ln(bW(x; y)).
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Suppose that we want to satisfy
D(x; y)    bD(x; y)  D(x; y) +  (2.5)
with high probability. We will first show that if condition 2.5 is to hold, then
W(x; y)(1 2)  bW(x; y)  W(x; y)(1+2)must also hold. Note that condition 2.5
is equivalent to the condition exp[D(x; y)   ℄  exp[bD(x; y)℄  exp[D(x; y) + ℄.
Substituting   ln(W(x; y)) for D(x; y) and   ln(bW(x; y)) for bD(x; y), we find that
condition 2.5 is equivalent to W(x; y)exp[ ℄  bW(x; y)  W(x; y)exp[℄. Now
assume that  < 1=2, and write out the Taylor series expansion of exp[℄. Then
condition 2.5 is equivalent to
W(x; y)(1    +
1
X
i=2
( )
i
=i!) 
bW(x; y)  W(x; y)(1 +  +
1
X
i=2

i
=i!)
Since  < 1=2,
P
1
i=2
( )
i
=i!  0, and
P
1
i=2

i
=i!   both hold. Therefore, if
we have an estimate bW(x; y) that satisfies condition 2.5, it also must satisfy
W(x; y)(1   )  bW(x; y)  W(x; y)(1 + 2); and therefore it must satisfy
W(x; y)(1   2)  bW(x; y)  W(x; y)(1 + 2):
The point of this rather long-winded argument is that to to estimate D(x; y)
within additive error, we need to estimate W(x; y) within multiplicative error.
This usually means that we need to estimate some entries of F(x; y) within
additive error O(W(x; y)). It is difficult to justify this remark here, because
we don’t know exactly how W(x; y) depends on the entries in F(x; y). For an
example, see the Cavender-Farris-Neyman weights defined in Equation 2.7 of
Subsection 2.1.2; it is obvious that the remark is true for these weights.
The fact that it may be necessary to estimate random variables to within
additive error O(W(x; y)) is important. Suppose X is a binary random variable
and that we want to use samples of X to estimate Pr(X = 1) within additive er-
ror W(x; y) for some constant , with high probability. Let Pr(X = 1) = p and
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let Y be another binary random variable such that Pr(Y = 1) = p+ 2W(x; y).
Then, the number of samples needed to estimate Pr(X = 1) within additive er-
ror W(x; y) (with high probability) is at least as big as the number of samples
needed to distinguish between X and Y (with high probability). The variation
distance between X and Y is 4W(x; y). Then by the argument of Farach and
Kannan described on page 25, we need to take a number of samples propor-
tional to 1=W(x; y), if we are to distinguish between X and Y (or to estimate
Pr(X = 1) within additive error W(x; y)) with high probability. For this rea-
son, most previous research considers classes of evolutionary trees in which
all of the W(x; y) multiplicative distances (or a substantial subset of them) are
bounded from below.
On a positive note, Chernoff Bounds and related results provide upper
bounds on the number of samples that suffice to reliably estimate a random
variable. The probability Pr(xy = ii0) that a pair of leaves are labelled ii0
can be interpreted as a binomial random variable that succeeds with proba-
bility Pr(xy = ii0).
Lemma 2.1 (Chernoff Bounds) LetX be a random variable and suppose that
Pr(X = 1) = p and that X
1
; : : : ;X
k
are k independent samples of this variable.
Let bX = (
P
k
l=1
X
l
)=k. Then, for any " > 0,
Pr[j
b
X   pj  "℄  2exp[ 2"
2
k℄
A proof of this lemma can be found in a paper by McDiarmid [52].
2.1.2 Previous work on learning the distribution
Farach and Kannan [25] and Ambainis, Desper, Farach and Kannan [4] were
interested in PAC-learning the distribution of Cavender-Farris-Neyman trees
and the distribution of some other models of evolution with “one-dimensional”
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edges. These were the first results obtained on the PAC-learnability of evolu-
tionary trees.
Cavender-Farris-Neyman trees
For the CFN model, Farach and Kannan defined the multiplicative weights for
the edges of a tree by
W(e) =
def
(1  2p
e
) (2.6)
and showed that Equation 2.4 holds for
W(x; y) =
def
(1  2Pr(x 6= y)): (2.7)
By the condition (cfn-ii) for Cavender-Farris-Neyman trees listed on page 19,
0 < (1   2p
e
)  1 holds, so D(x; y) =   ln(1   2Pr(x 6= y)) is defined and forms
an additive metric.
The main contribution of Farach and Kannanwas to give an algorithm that
learns Cavender-Farris-Neyman trees in the variation distance metric. Their
algorithm motivated our discussion of “Inexact data” in Subsection 2.1.1 to a
large extent; therefore, their algorithm fits into the framework described in
Subsection 2.1.1. To explain further, suppose  > 0 is the maximum variation
distance allowed between the original CFN tree and the hypothesis output by
the algorithm. Farach and Kannan take enough samples from a CFN tree to
ensure that, with high probability, every bD(x; y) is within additive error =(12n)
of the true value. Their results are parametrized by a quantity denoted by ,
where
 =
def
min
x;y
f(1  2Pr(x 6= y))=2g
and the minimum is taken over all leaves x and y of the tree (Condition (cfn-ii)
ensures that  > 0 always holds). Note that by Equation 2.7,  is the minimum
ofW (x; y)=2, taken over all pairs of leaves. Their result was:
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Theorem: (Farach and Kannan [25]) Given a tree M with n leaves and
some  > 0, the algorithm needs only
(12n)
2
6 lnn

2

2
samples to constructM 0 such thatV(M;M 0)  with probability at least 1 1=n2.
The number of samples cited above is simply the number of samples used by
Farach and Kannan to guarantee that with probability at least 1  1=n2, every
estimate bD(x; y) lies within additive error =(12n) of its true value.
Farach and Kannan described a very elegant algorithm for constructing
an hypothesis CFN tree. This algorithm is based on a polynomial-time approx-
imation algorithm of Agarwala, Bafna, Farach, Paterson and Thorup [2] for
approximating distance functions by additive metrics. For any input distance
function, the algorithm of Agarwala et al. constructs an additive metric d so
that the `
1
-distance between the input function and d is at most three times the
best possible `
1
-distance for the input. When the tree-fitting algorithm is given
the estimate distance function bD(x; y), then with probability at least 1   1=n2,
the additive metric d that is returned satisfies `
1
(
bD; d)  =(4n), and by the
triangle inequality, we find that `
1
(D; d)  =(3n). This is interesting because
it relates the original additive metric to the additive metric returned by the
tree-fitting algorithm.
Farach and Kannan then convert the additive tree returned by the Agar-
wala et al. algorithm into a CFN tree by defining p0
e
= (1  exp
 d(e)
)=2 for every
edge e of this new tree. This CFN tree is the hypothesis output by their learning
algorithm. The proof that the hypothesis is close to the original tree in varia-
tion distance depends on the fact that `
1
(D; d)  =(3n). Usually the topology
of the hypothesis tree will be quite similar to the topology of the original CFN
tree. If e is an edge in the original CFN tree and e0 is an edge of the hypothesis,
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these are considered to be the same edge if and only if the partition of the leaf
set induced by e is the same as the partition induced by e0. Farach and Kan-
nan show that if e is an edge in the original tree that does not match an edge
in the hypothesis (or vice versa), then the probability p
e
(or p0
e
) is small, of or-
der O(=n). They also show that if the edge e appears in both trees, then jp
e
 p
0
e
j
is O(=n). These small differences in the topology and the edge parameters do
not affect the distribution much, and the total variation distance between the
original CFN tree and the hypothesis is at most  (with probability 1   1=n2).
It is straightforward to modify their argument to obtain an hypothesis that is
close with probability 1  Æ, for varying Æ.
Farach and Kannan also provided a information-theoretic lower bound for
learning CFN trees. This bound was improved in the paper of Ambainis et
al. [4], where it was shown that
Theorem: Any algorithm needs 
(n=2) samples to PAC-learn n-leaf Cavender-
Farris-Neyman trees within variation distance  with high probability.
Ambainis et al. also showed that, for certain classes of Cavender-Farris-Neyman
trees, O(n=()2) samples suffice to PAC-learn these trees.
Related models of evolution
Ambainis et al. [4] extended the results of Farach and Kannan to some j-State
models of evolution which have “one-dimensional” transition matrices. We will
explain their results by assuming that in this “one-dimensional” model, there
is some parametrized j  j transition matrix P (t) such that P (t) is defined for
every t > 0, and such that the transition matrices on the edges of a evolu-
tionary tree are instances of this matrix. Ambainis et al. originally described
their j-State model by defining these P (t) matrices in terms of a continuous-
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time stochastic process acting along the edges of the evolutionary tree. We
have omitted the details of these continuous-time processes here, but essen-
tially they make the following assumptions:
1. P (t
1
+ t
2
) = P (t
1
)P (t
2
) for every t
1
; t
2
> 0; P (0) is the identity matrix;
2. There is a stationary distribution  on f0; : : : ; j 1g:
P
j 1
i=0
P (t)[i; i
0
℄
i
= 
i
0
for every state i0 and every t > 0;
3. The transition matrices are time-reversible: 
i
P (t)[i; i
0
℄ = 
i
0
P (t)[i
0
; i℄ for
every pair of states i and i0 and every t > 0;
4. jdetP (t)j 6= 0 for t  0;
5. There is some known representation for P (t). For any bt which lies within
additive error " > 0 of t, every entry of P (bt) lies within additive error " of
the corresponding entry of P (t), for some constant .
Now consider a j-State Markov Evolutionary Tree such that every edge e is
associated with some t > 0, and the transition matrix on e is equal to P (t
e
) for
every edge e. Assume that the distribution on the states at the root of the tree
is . This is what we mean by a “one-dimensional” tree.
Ambainis et al. defined the multiplicative distance between any pair of
leaves x and y as jdet P (x ! y)j. The matrix P (x ! y) is defined by P (x !
y)[i; i
0
℄ = Pr(y = i
0
j x = i), the probability that when x = i, y = i0 also holds.
Because the process is time-reversible,
P (x! y) = Pr(y ! x) =
Y
e2(x;y)
P (t
e
)
holds. They then showed that  ln(jdet P (x! y)j) = (  ln jdet P (1)j)(
P
e2(x;y)
t
e
),
and that
D(x; y) =
def
  ln(jdet P (x! y)j)
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defines an additive metric on the leaves of the evolutionary tree. For this model,
 is defined as min
x;y
fjdet P (x ! y)jg. Ambainis et al. showed that when
the D(x; y) values are estimated closely, the algorithm of Farach and Kannan
could be used to obtain an hypothesis where the edges are labelled with esti-
mates bD(e). They then showed that these can be used to obtain estimates of the
original t
e
values, and that estimates of the P (t
e
) matrices can be calculated so
that the variation distance between the original tree and the hypothesis can be
shown to be small.
Under these assumptions, Ambainis et al. proved an analogue of the the-
orem of Farach and Kannan stated on page 36 for their j-State model. They
also showed that for certain classes of these one-dimensional j-State evolution-
ary trees, O(n=()2) samples suffice to construct an hypothesis that lies within
variation distance  of the original tree.
2.1.3 Previous work on finding the topology
Results by Erdo¨s et al.
Erdo¨s, Steel, Sze´kely and Warnow [23, 24] considered the problem of recon-
structing the topology of some restricted classes of Cavender-Farris-Neyman
trees and j-State Markov Evolutionary Trees. Their aim was to find upper
bounds on the number of samples needed to construct the unrooted topology, for
classes of binary evolutionary trees (trees which only have nodes of degree 3)
whose topology can be obtained from the distribution.
For the problem of learning Cavender-Farris-Neyman trees, the weights
along the edges and between pairs of leaves are exactly the same as the weights
in Subsection 2.1.2. It is assumed that (1  2p
e
) is strictly less than 1 for every
edge of the tree. This assumption is necessary when we consider the problem
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of finding the topology: it is easy to show that if e is an edge in a CFN tree such
that p
e
= 0, then the CFN tree obtained by identifying the two endpoints of e
generates exactly the same distribution as the original tree. It is also assumed
that (1   2p
e
) 2 [a; b℄ for some parameters 0 < a < b < 1 and for every edge e in
the tree, and the results are described in terms of these parameters.
Consider an arbitrary tree from this restricted CFN model. Since the tree
is binary, removing any internal edge e from the tree creates four subtrees. Let
x
1
; x
2
; x
3
; x
4
be four leaves, one from each subtree, and assume that x
1
and x
2
are on the “same side” of e. Then, because the weights are additive, and because
D(e) =   ln(1  2p
e
)    ln(b) > 0,we can show that
D(x
1
; x
2
) + D(x
3
; x
4
) < D(x
1
; x
3
) + D(x
2
; x
4
) = D(x
1
; x
4
) + D(x
2
; x
3
)
(This is the well-known four point condition of Buneman [11]) Also, there is a
difference of at least   ln(b) between D(x
1
; x
2
) + D(x
3
; x
4
) and the bigger values.
Then, if we could estimate the D function on pairs of leaves from fx
1
; x
2
; x
3
; x
4
g
so that the estimates were within additive error   ln b=4 of their true values,
this would allow us to locate the central edge for x
1
; x
2
; x
3
; x
4
. However, es-
timating D(x; y) within additive error means taking O(1=(1   2Pr(x 6= y))2)
samples, so it makes sense to choose the four leaves for e to make the multi-
plicative weights as large as possible. The key idea of the algorithm of Erdo¨s et
al. is to choose x
1
; x
2
; x
3
; x
4
so that the path from e to each of these leaves has
as few edges as possible. A group of four leaves that satisfies this constraint
for an edge e is called a short quartet. The depth of e, denoted by depth(e) is
the number of edges in the longest path from e to a leaf of any short quar-
tet for e. For any restricted CFN tree M with the topology T , they define
depth(M) = max
e2E(T )
depth(e).
Erdo¨s et al. gave an algorithm that runs in O(n4 log n) time [24], and con-
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structs the true topology of an evolutionary tree from a partial set of estimated
distances bD, as long as this set includes estimates for the distances of the short
quartets in the tree. To analyse the number of samples needed to construct the
topology, they show that the value of (1   2Pr(x 6= y)) for any pair of leaves x
and y in a short quartet is at least a2depth(e)+3. Since depth(e) is never more
than log(n), it is only necessary to estimate Pr(x 6= y) within multiplicative er-
ror for paths that contain about 2 log n edges. The main result proved by Erdo¨s
et al. [23] was:
Theorem: (Erdo¨s et al. [23, 24]) Under the assumption that 0 < a  (1  
2p
e
)  b < 1 for every edge e in a CFN tree M
O

log n
(1 
p
b)
2
a
4depth(M)

samples suffice to reconstruct the topology of the tree with high probability.
In the worst case, depth(M) is log(n) and then the number of samples needed
to construct the topology is O

logn=((1  
p
b)
2
n
4 log a
)

, which is polynomial for
fixed a and b. Erdo¨s et al. also gave results on the expected number of samples
needed if the tree topology is randomly chosen from the uniform distribution on
binary trees or from the Yule-Harding distribution [23, 24].
The research of Erdo¨s et al. is described in terms of the additive metric D,
so we could derive the same result for the restricted General Markov Model of
Steel [58] under the assumption that (e) 2 [a; b℄ for every edge e. Erdo¨s et
al. extended their result to the restricted General Markov Model in a slightly
different way. In their second paper, they defined the distance between a pair
of leaves to be the Steel weight D(x; y) =   ln(jdet F(x; y)j). However, they made
the assumption that jdet M
e
j 2 [a; b℄, and also that
Q
j 1
i=0
Pr(u = i) is bounded
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from below for every node u. They then showed that if their algorithm is given
O

log n
(1  b)
2
a
4depth(M)

samples from anyMETM satisfying these constraints, it finds the true topology
with high probability.
Results by Csu˝ro¨s and Kao
Further research on finding the topology in restricted models of evolution was
recently presented in a paper by Csu˝ro¨s and Kao [16] and an unpublished
manuscript [17] by the same authors. Csu˝ro¨s and Kao considered both the re-
stricted Jukes-Cantor model and the restricted General Markov Model. Their
approach is similar to that of Erdo¨s et al, because their algorithm only needs ac-
curate estimates for some of the additive D(x; y) distances in order to construct
the topology. Their main contribution was to give an algorithm that constructs
the topology in O(n2) time from these estimates, with high probability.
The first paper of Csu˝ro¨s and Kao [16] presents the O(n2) algorithm and
describes how to reconstruct trees in the j-State Jukes-Cantor model. In this
paper, Csu˝ro¨s and Kao define the multiplicative distance on an edge as
W(e) = 1  p
e
(j=(j   1))
and the multiplicative distance between two leaves as
W(x; y) = 1  Pr(x 6= y)(j=(j   1)):
Suppose we have two constants 0 < a  b < 1. Csu˝ro¨s and Kao showed that for
any Jukes-Cantor tree M with topology T such that W(e) 2 [a; b℄ for every edge
in T , with probability at least 1   Æ, their algorithm reconstructs the topology
using
O

log(n=Æ)
a
4d(M)+8
(1  b)
2

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samples (this function also includes some extra terms related to the distribu-
tion of the tree). We will not define d(M) here, but will simply note that it is
very closely related to the depth(M) parameter of Erdo¨s et al: for any tree M ,
depth(M)  1  d(M)  depth(M).
Their second manuscript [17] extends the analysis of their algorithm to
trees in the j-State General Markov Model that satisfy Steel’s two restrictions.
They use a new additive metric for j-State Markov Evolutionary Trees. As in
Subsection 2.1.2, P (x ! y) is defined by P (x ! y)[i; i0℄ = Pr(y = i0 j x = i).
In the General Markov Model, P (x ! y) and P (y ! x) are not necessarily the
same matrix. Csu˝ro¨s and Kao defined the multiplicative weight between a pair
of leaves as
W(x; y) =
def
p
j(det P (x! y))(det P (y ! x))j
and showed that this is a multiplicative measure on the edges of a tree and
that the corresponding edge weights W(e) lie in (0; 1). They then extended their
earlier result to the j-State General Markov Model, assuming that W(e) 2 [a; b℄
for some 0 < a  b < 1. They also showed that in the General Markov Model
jdet F(x; y)j
2
=
 
j 1
Y
i=0
Pr(x = i)
j 1
Y
i=0
Pr(y = i)
!
j(det P (x! y))(det P (y ! x))j;
holds for every pair of leaves x and y. In any j-State model,
Q
j 1
i=0
Pr(x = i) 
(1=j)
j for any leaf x. Therefore
p
j(det P (x! y))(det P (y ! x))j is greater than
jdet F(x; y)j. The reason they make this point is because this is an indication
that it may be possible to estimate their W(x; y) function within multiplicative
error with fewer samples than are needed to estimate jdet F(x; y)j (Steels’s orig-
inal function) within multiplicative error.
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2.1.4 Relation to Hamming Balls
The problem of PAC-learning the distribution of 2-State Markov Evolutionary
Trees (and j-State METs) is also related to a problem from the paper of Kearns,
Mansour, Rubinfeld, Ron, Schapire and Sellie [46]. A Hamming Ball distribu-
tion over f0; 1gn is defined in terms of a binary string  of length n called the
centre and a corruption probability p: one sample from this Hamming Ball dis-
tribution is obtained by taking the centre  and independently flipping each bit
of  with probability p. A linear mixture of j Hamming Balls is defined by j
Hamming Balls and by j probabilities 
1
; : : : ; 
j
that sum to 1. A single sam-
ple from the linear mixture is obtained by choosing i from f1; : : : ; jg according
to the distribution f
1
; : : : ; 
j
g, and then generating one sample from the ith
Hamming Ball distribution. Kearns et al. considered the problem of learning
linear mixtures of Hamming Ball distributions.
Kearns et al. gave a PAC-learning algorithm for learning linear mixtures
of Hamming Balls, as long as they all have the same corruption probability p.
There is a very natural generalisation of the general problem of learning
linear mixtures of Hamming Balls. A product distribution over binary strings
of length n is defined in terms of n parameters 
1
; : : : ; 
n
: one sample from the
product distribution is generated by independently setting the ith bit to 1 with
probability 
i
(and otherwise setting it to 0), and concatenating all of these bits
together. A linear mixture of product distributions is defined in the obvious way
from j probabilities 
1
; : : : ; 
j
that sum to 1, and j product distributions.
The problem of learning a linear mixture of j product distributions is a spe-
cial case of the problem of learning j-State Markov Evolutionary trees. For any
linear mixture of j distributions, let 
1
; : : : ; 
j
be the j probabilities for choos-
ing between product distributions, and for every i in the state set f1; : : : ; jg,
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let 
i;1
; : : : ; 
i;n
be the probabilities for the ith product distribution. The linear
mixtures distribution can be generated by an n-leaf j-State MET with the star
topology whose parameters are defined in the following way: the distribution
on the state set f0; : : : ; j   1g at the root is specified by 
1
; : : : ; 
j
(
i
is the prob-
ability that the state i   1 is generated). For every edge e
l
= ( ! l), and
every i 2 f0; : : : ; j   1g, the transition matrix is:
M
e
[i; i
0
℄ =
8
>
>
>
<
>
>
:
1  
i+1; l
for i0 = 0

i+1; l
for i0 = 1
0 for all 2  i0  j   1
This means that our results on learning Two-State METs, described later in
this chapter, imply the PAC-learnability of all linear mixtures of two product
distributions. Also, the problem of learning j-State METs generalizes the prob-
lem of learning linear mixtures of j product distributions.
We also note that very recently the problem of learning linear mixtures of
two product distributions was considered independently by Freund and Man-
sour [30], who showed that a very different algorithm learns linear mixtures of
two product distributions from poly(n; 1=; log(1=Æ)) samples. They did not con-
sider the problem of learning mixtures of more than two product distributions.
2.2 Sketch of our algorithm
In this chapter we will present an algorithm that PAC-learns the class of Two-
State Markov Evolutionary Trees (METs) in the sense of Definition 1.4. The
input to the learning algorithm is parametrized by the number of leaves n of
the MET M , by the error tolerance  > 0 and the failure probability Æ > 0. Our
description of the algorithm will also depend on five related “epsilons”:

1
=

4(4n+ 1)
; 
2
=

8n
2
; 
3
=

1
4n
; 
4
=


2
2

3

3
2
7
and 
5
=


2
2

2

4
4
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The largest of these “epsilons” is 
5
, which is 6=(233n11(4n+ 1)).
Two important statistical concepts for the Two-State General MarkovModel
are correlation and covariance. Correlation is a statistical concept defined in
terms of variance and covariance. For any discrete random variable X, the
variance var(X) of X is defined as E[(X   E[X℄)2℄, where E denotes the expec-
tation of an expression (see Grimmett and Stirzaker [34]). For any two discrete
random variables X and Y , the covariance ov(X;Y ) is defined as
ov(X;Y ) = Pr(XY = 11)  Pr(X = 1)Pr(Y = 1) (2.8)
Then the correlation of X and Y is defined as
ov(X;Y )
p
var(X)var(Y )
To a large extent, our algorithm is described in terms of the covariances be-
tween pairs of leaves; we will write ov(x; y) to denote the covariance between
the labels generated on leaves x and y. It is easy to show by algebraic ma-
nipulation that ov(x; y) = det F (x; y) holds in the Two-State General Markov
Model. In the rest of this chapter, we will work in the multiplicative domain
rather than the additive domain. Our algorithm has three phases.
Partition the set of leaves
Throughout this thesis, we use the word “sample” to mean a single string from
f0; 1g
n generated by the broadcasting process on the unknownMET. In the first
phase of our algorithm, we take a number of samples from the MET M and
calculate the observed covariance between every pair of leaves by defining
dov(x; y) =

Pr(xy = 11) 

Pr(x = 1)

Pr(y = 1)
where Pr(xy = 11) is the observed probability that a sample from the distribu-
tion labels both x and y with state 1, and Pr(x = 1) and Pr(y = 1) have similar
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meanings (In general, the “hatted” version bQ of a quantity Q will be used to de-
note an estimate constructed from a number of samples from the distribution).
We will ensure that we take enough samples from M to ensure that with prob-
ability at least 1   Æ=2, every estimated covariance is within additive error 
4
of its true value. Chernoff bounds allow us to bound the number of samples
needed to achieve this result.
Lemma 2.2 Given k samples from the distribution ofM , where
k 
8 ln(4n
2
=Æ)

2
4
we can estimate the covariances for all pairs of leaves in M such that, with
probability at least 1 Æ=2, every estimated covariance is within additive error 
4
.
Proof: If we estimate each of Pr(xy = 11), Pr(x = 1) and Pr(y = 1) within
additive error 
4
=4 then the estimated covariances will lie within additive er-
ror 
4
of their true values. There are n(n  1)=2 different Pr(xy = 11) variables
in the tree and n different Pr(x = 1) variables, so we need to bound at most n2
variables in total. Let X denote any of these random variables. By Lemma 2.1,
if we use k variables to obtain the estimate bX, then bX fails to be within additive
error 
4
=4 with probability at most 2exp[ 22
4
k=4
2
℄. The value of 2exp[ 22
4
k=4
2
℄
is at most 2exp[  ln(4n2=Æ)℄, which is at most Æ=(2n2). Summing this error over
all variables, the probability that even one of the variables fails to achieve the
correct error bound is at most Æ=2. 2
Before we explain how we partition the leaf set of M , we need to explain the
concept of a leaf connectivity graph for aMET. Assume that we have an estimate
for the covariance between every pair of leaves (like the estimates constructed
in Lemma 2.2, for example). A leaf connectivity graph for the threshold  (for
some  2 (0; 1=4)) is a graph whose nodes are the leaves of the MET. A pair
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of leaves x and y are connected by a “positive” edge if dov(x; y)   and by a
“negative” edge ifdov(x; y)   . If neither of these two conditions hold, there
is no edge between x and y. We say that a subset C of the leaves of M is a
related set if when we ignore the signs on the edges, C forms a connected set
in the graph. We say that a subset C of the leaves of M is a maximal related
set if when we ignore the signs on the edges, C forms a maximal connected
component in the graph.
In Lemma 2.2 we showed how to construct estimates for the covariances
between pairs of leaves of M , such that all these estimates lie within additive
error 
4
of their true values with probability at least 1   Æ=2. Our algorithm
partitions the set of leaves of M by using these estimates to construct a leaf
connectivity graph for the threshold 
2
=2. Then the maximal related sets of
this graph form a partition of the set of leaves ofM , and each maximal related
set of leaves induces a subMET of M . In Section 2.6, we will show that we
can closely approximate the distribution of the original Two-State MET M by
approximating the distribution of each of these maximal related sets closely,
and joining these subMETs by “cut edges” or “product edges”.
Approximate the correct topology of each maximal related set
For every maximal related set C, the induced topology on the set of leaves in C
(with any degree 2 nodes contracted) is denoted by T (C). For each maximal
related set, we construct an approximation to this induced topology. It is not
possible to guarantee to construct the exact topology (Steel [58] has shown that
if (e) = 1 for one of the -edge weights defined in Subsection 2.1.1, then the
location of e cannot be determined from the distribution of the MET). In Sec-
tion 2.4, we present a polynomial-time algorithm that constructs an approxi-
mate topology using the estimates of the covariances between pairs of leaves
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in C.
Definition 2.3 Let d 2 (0; 1=2) and let T be the topology of a Two-State MET.
We say the topology bT is a d-contraction of T if bT can be obtained from T by
contracting some internal edges of T , and if every edge e that is contracted in bT
satisfies (e)  1  d.
In Section 2.4, we will prove that if our algorithm is given estimates of inter-leaf
covariances for C that lie within additive error 
4
of their true values, and C
is a maximal related set for the threshold (
2
=2), then the algorithm constructs
an 
3
-contraction bT (C) of T (C). The construction of the topology is carried out
by looking at triples of leaves. In one sense, our approach is similar to previous
algorithms for estimating the topology of stochastic evolutionary trees: when
we use tests to determine an approximate location for a leaf, we usually need
to have estimates of the covariances that lie withinmultiplicative error of their
true values. However, we are able to show that we only need to perform tests on
triples of leaves with inter-leaf covariances whose absolute values are 
((
2
)
3
),
and for these covariances, our estimates do lie within multiplicative error of
their true values.
Find an approximate Two-State MET for each maximal related set
Once we have obtained an 
3
-contraction of T (C) for each maximal related
set C, we then construct a Two-State MET M(C) on the topology bT (C) such
that the distribution generated by M(C) is close to M(C). In Section 2.3, we
will show that for any Two-State METM , there is at least one alternative Two-
State MET M 0 that generates the same distribution as M . However, we will
also show that when we make certain assumptions about the type of labelling
that we will construct, there is only one labelling that satisfies these condi-
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tions and generates the same distribution as the original MET. We also derive
quadratic equations which allow us to recover the transition probabilities and
the root probability of this labelling, using the exact distribution on triples of
leaves.
In Section 2.5 we show that if we are given estimates for the distribution
on every three leaves x, y and z in M(C), such that each estimated probabil-
ity Pr(xyz = i
1
i
2
i
3
) (for i
1
; i
2
and i
3
from f0; 1g) satisfies

Pr(xyz = i
1
i
2
i
3
) 2
h
Pr(xyz = i
1
i
2
i
3
) 

5
32
;Pr(xyz = i
1
i
2
i
3
) +

5
32
i
then we can obtain a labelling M(C) on bT (C) such that for some MET M 0(C)
that generates the distribution of M(C), every parameter of M(C) is within
additive error 
1
of its value inM 0(C).
There are n(n 1)(n 2)=6 different triples x; y; z in any tree with n leaves,
and there are 8 different values for i
1
i
2
i
3
, so therefore we have at most 2n3
variables in total. The argument of Lemma 2.2 can be adapted to show that if
we take
k 
(32)
2
ln(8n
3
=Æ)
2
2
5
samples from the distribution of the original MET M , then with probability at
least (1   Æ=2), all of our estimates will lie within additive error 
5
=32 of their
real values.
Putting it together
The hypothesis returned by the algorithm is a Two-State MET M that gen-
erates the product of the M(C) subMETs. This product is defined in a simi-
lar way to the product distributions of Subsection 2.1.4, but the components
of this product are Two-State METs rather than binary random variables. In
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Section 2.6, we show that if the covariance estimates given to the topology con-
struction algorithm are accurate to within additive error 
4
, and if each approx-
imate MET M(C) has parameters within additive error 
1
of some labelling
that generates the original MET on C, then the product of the M(C) METs lies
within variation distance  of the original MET. Thus, we prove Theorem 1.1.
The next section of this chapter gives details about the exact distribu-
tion of a Two-State MET. Section 2.4 gives an algorithm that constructs a 
3
-
contraction of the topology of a maximal related set (or even just a related set),
given covariance estimates within additive error 
4
of their true values. In
fact, we prove a more general result, which is stated at the beginning of Sec-
tion 2.4. Section 2.5 shows that if we are given estimates of the distribution
for every triplet in C, and these estimates are as close as described above, we
can construct M(C) that is close to some MET that generates M(C). Finally,
Section 2.6 proves Theorem 1.1.
2.3 Some results about the exact distribution
2.3.1 Basic details
In this section we present some useful equations and results about the exact
distribution of a Two-State Markov Evolutionary Tree. Throughout the thesis,
we refer to a hypothetical Two-State MET as M , we denote the topology of the
tree as T , and the number of leaves of the tree by n. When it is clear which
MET is being considered, we will use Pr(x = 1) to denote the probability of the
event that leaf x is labelled by 1, and define the probability of other events in a
similar way. In situations where we need to distinguish between distributions,
we will use Pr
[M ℄
to indicate that we are talking about the distribution ofM .
Steel has already defined a multiplicative weighting for Two-State METs
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that satisfy the extra conditions (i) 
0
2 (0; 1); and (ii) For every edge e, jdetM
e
j 2
(0; 1). We extend this weighting to the edges of any Two-State MET by defining
(e) =
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:
j1  e
0
  e
1
j
p
Pr(u = 0)Pr(u = 1);
if v is a leaf
j1  e
0
  e
1
j
p
(Pr(u = 0)Pr(u = 1))=(Pr(v = 0)Pr(v = 1));
if v is not a leaf, and Pr(v = 0) 2 (0; 1).
0;
otherwise.
(2.9)
Note that detM
e
= (1  e
0
  e
1
) for any edge e of a Two-State MET. It is easy to
check that for any edge e for which Pr(u = 0);Pr(v = 0) 2 (0; 1) holds (which is
guaranteed in Steel’s model, but not in the Two-State General Markov Model),
this definition gives the same value for (e) as Steel’s original weights. In
Lemma 2.5 we will show that Equation 2.2, which states that
jov(x; y)j =
Y
e2(x;y)
(e);
also holds when (e) is defined by Equation 2.9. We need a couple of observa-
tions first:
Observation 2.3 If e = (u! v) is an edge such that (e) = 0, then the joint dis-
tribution on its two endpoints is a product distribution. Also, whenever (e) = 0,
either Pr(u = 0) 2 f0; 1g or 1  e
0
  e
1
= 0 holds.
Proof: We show the second part first. Suppose that (e) equals 0 but that
Pr(u = 0) 2 (0; 1). We know that Pr(v = 0) = Pr(u = 0)(1   e
0
) + Pr(u = 1)e
1
,
so under our assumptions, Pr(v = 0) = 0 if and only if e
0
= 1 and e
1
= 0; then
1  e
0
  e
1
= 0. The same result holds if Pr(v = 1) = 0.
It is easy to see that the joint distribution on u and v is a product dis-
tribution when Pr(u = 0) = 0 or Pr(u = 1) = 0 holds. Otherwise, we know
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that 1   e
0
  e
1
= 0, and the distribution on the nodes is a product distribu-
tion where Pr(u = 1) is the probability that node u is labelled 1 and e
0
is the
probability that node v is labelled 1. 2
Observation 2.4 Let M be a Two-State MET with topology T and let v be a
degree-2 node whose adjacent edges are e = (u! v) and f = (v ! w). Define T 0
from T by replacing the path from u to w with a single edge g, and define M 0
on this topology by setting M
g
= M
e
 M
f
, and labelling all the other edges
with their original transition matrices. ThenM 0 generates the same distribution
asM . Note that g
0
= f
0
+ e
0
(1  f
0
  f
1
) and g
1
= f
1
+ e
1
(1  f
0
  f
1
).
Now we will show that the extended (e) weights multiply to give the covari-
ance between a pair of leaves. Consider the joint distribution on two leaves x
and y of a MET, and suppose that u is the node on the path (x; y) that is clos-
est to the root . We will let x
0
and x
1
denote the transition probabilities for
the path from u to x (regarding (u ! x) as a single edge) and y
0
and y
1
be the
probabilities for the path from u to y.
Lemma 2.5 Let x and y be two leaves of a Two-State Markov Evolutionary Tree
Then the two following equalities hold
ov(x; y) = Pr(u = 0)Pr(u = 1)(1   x
0
  x
1
)(1  y
0
  y
1
) (2.10)
jov(x; y)j =
Y
e2(x;y)
(e) (2.11)
where (e) is defined by Equation 2.9.
Proof: Equation 2.10 can be proved by algebraic manipulation of Equa-
tion 2.8. Then, if every node v on the path between x and y satisfies Pr(v =
0) 2 (0; 1), Equation 2.11 is obvious. If some nodes on the path have Pr(v =
0)Pr(v = 1) = 0, applying Observation 2.3 inductively shows that either Pr(u =
53
0)Pr(u = 1) = 0 or some edge e on the path satisfies 1  e
0
  e
1
= 0. In the first
case, Equation 2.10 shows that ov(x; y) = 0. Otherwise, suppose wlog that f is
an edge on the path (u! x) such that 1 f
0
 f
1
= 0. This is the value of detM
f
,
and (1 x
0
 x
1
) is the determinant of
Q
e2(u!x)
M
e
. By the multiplicative prop-
erty of determinants, (1   x
0
  x
1
) must equal 0, and therefore jov(x; y)j = 0.
2
Another interesting thing about the Two-State model is that whenever e is an
internal edge and (e) 6= 0, (e) is the absolute value of the correlation of
the random variables for the endpoints of e. It is easy to check by algebraic
manipulation that for any edge e = (u! v) in the tree,
ov(u; v) = Pr(u = 0)Pr(u = 1)(1   e
0
  e
1
) (2.12)
and for any node u in the tree, var(u) = Pr(u = 0)Pr(u = 1). Assuming that the
probabilities for u and v both lie in (0; 1), the absolute value of the correlation
of u and v is (e).
Observation 2.6 Let e = (u ! v) be an edge in T . Then (e)  1, and if e is a
leaf edge, (e)  1=2.
Proof: When e is an internal edge and (e) 6= 0, (e) is the absolute value
of the correlation of u and v. It is well-known (see [34] for a proof) that the
absolute value of the correlation of two random variables is at most 1. For a
leaf edge, (e) =
p
Pr(u = 1)Pr(u = 0)j1  e
0
  e
1
j, which is at most 1=2. 2
In Section 2.5 it will be important to relate the values of (e) and j1 e
0
 e
1
j
when we know that (e) is non-zero. The following Lemma will be useful.
Lemma 2.7 Let e be an internal edge from u to v and suppose that (e)  1 d,
for some 0  d < 1=2. Suppose that 1  e
0
  e
1
 0. Then j1  e
0
  e
1
j  1  2d.
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Proof: Since (e) 6= 0, it is obvious from the definition of (e) (see Equa-
tion 2.9) that 1  e
0
  e
1
6= 0, Pr(u = 0) 2 (0; 1) and Pr(v = 0) 2 (0; 1). Algebraic
manipulation shows that
Pr(u = 1) =
Pr(v = 1)  e
0
1  e
0
  e
1
Pr(u = 0) =
Pr(v = 0)  e
1
1  e
0
  e
1
:
Then by Equation 2.9,
(e)
2
=

1 
e
0
Pr(v = 1)

1 
e
1
Pr(v = 0)

:
Then, since 1  e
0
  e
1
> 0, we have Pr(v = 1) > e
0
and Pr(v = 0) > e
1
. Because
(1   d)
2
 (1   2d), therefore (e)2  (1   2d). Then

1 
e
0
Pr(v=1)

 (1   2d)
and

1 
e
1
Pr(v=0)

 (1  2d) hold. Hence e
0
 2dPr(v = 1) and e
1
 2dPr(v = 0)
and therefore j1  e
0
  e
1
j  1  2d. 2
2.3.2 Alternative METs
In the Two-State General Markov Model, there are different METs that give
rise to exactly the same distribution on their leaves. In this section we present
some results about these alternate METs. We will begin by making an obser-
vation that seems obvious, but which will be very useful in this subsection.
Observation 2.8 LetM be a Two-State MET and u be any internal node of the
topology of M . For any string s 2 f0; 1gn, let s
1
denote the portion of the string
on the leaves that lie in the subtree rooted at u, and let s
2
denote the portion of
the string on the other leaves. Let Pr(s
1
j u = 0) and Pr(s
1
j u = 1) denote the
conditional probabilities for s
1
. Then
Pr(s) = Pr(u = 0)Pr(s
1
j u = 0)Pr(s
2
j u = 0) +
Pr(u = 1)Pr(s
1
j u = 1)Pr(s
2
j u = 0)
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holds for any string s 2 f0; 1gn.
Proof: Let s 2 f0; 1gn, and let s
1
and s
2
be defined as described above. We
will use Pr(s
1
) to denote the probability that M generates s
1
on the leaves in
the subtree rooted at u and Pr(s
2
) to denote the probability that M generates
s
2
on the other leaves. Finally, Pr(s
2
0) will denote the probability that a sin-
gle broadcast generates s
2
on the appropriate leaves and 0 on the node u, and
Pr(s
2
1) is defined similarly. Then
Pr(s) = Pr(s
2
0)Pr(s
1
j u = 0) + Pr(s
2
1)Pr(s
1
j u = 1)
Also, Pr(s
2
0) = Pr(u = 0)Pr(s
2
j u = 0) and Pr(s
2
1) = Pr(u = 1)Pr(s
2
j u =
1). Using these equations to substitute for Pr(s
2
0) and Pr(s
2
1), we obtain our
result. 2
Observation 2.9 LetM be a Two-State MET with topology T and consider any
internal edge e = ( ! v) from the root . Let T 0 be a tree that is rooted at v
and has the same unrooted topology as T . Then there is a Two-State MET M 0
defined on T 0 that generates the same distribution as the original MET. This is
realised by letting all the edges except e0 = (v ! ) have their original transition
probabilities, defining the distribution at the new root in terms of Pr[M ℄(v = 1),
and defining e0
0
and e0
1
as follows:
If Pr[M ℄(v = 1) = 0, define e0
0
= 
1
;
If Pr[M ℄(v = 1) = 1, define e0
1
= 
0
;
Otherwise, set e0
0
= 
1
e
1
=Pr[M ℄(v = 0) and e0
1
= 
0
e
0
=Pr[M ℄(v = 1).
Corollary 2.10 For any Two-State MET M and any internal node v of the
topology of M , there is some MET whose topology is rooted at v and which gen-
erates the same distribution asM .
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Observation 2.11 If METM has the rooted topology T then there is a METM 0
with the same rooted topology that generates the same distribution as M , such
that every internal edge e satisfies e
0
+ e
1
 1.
Proof of Observation 2.11: We say that the edge e is “good” if e
0
+ e
1
 1.
Suppose that e = (u ! v) is a non-good internal edge and that all the edges on
the path from the root  to u are good edges. A relabelling of e and the outgoing
edges from v that makes e good and that preserves the distribution generated
by the MET can be defined as follows: define e0
0
= 1  e
0
and e0
1
= 1  e
1
and for
every outgoing edge f = (v ! w), set f 0
0
= 1 f
1
and f 0
1
= 1 f
0
. It is easy to see
that this labelling makes e a good edge, and therefore all the nodes on the path
from  to v are good edges. The effect of the relabelling is to swap the columns
of M
e
, and interchange the meaning of “0” and “1” at v. Relabelling the outgo-
ing edges swaps the rows of M
(v!w)
. If we think about the outgoing edges as
defining two product distributions (as explained in Subsection 2.1.4), the effect
of relabelling these edges is to ensure that each of the product distributions is
chosen with the correct probability.
Formally, we will denote the new MET obtained by changing the values on
e by M 00. We need to show that M and M 00 generate the same distribution. By
Observation 2.8, we know that if s is any string in f0; 1gn such that s
1
labels
the leaves beneath u and s
2
labels the other leaves, then
Pr[M ℄(s) = Pr[M ℄(u = 0)Pr[M ℄(s
1
j u = 0)Pr[M ℄(s
2
j u = 0) +
Pr[M ℄(u = 1)Pr[M ℄(s
1
j u = 1)Pr[M ℄(s
2
j u = 0)
and
Pr[M
00
℄(s) = Pr[M
00
℄(u = 0)Pr[M
00
℄(s
1
j u = 0)Pr[M
00
℄(s
2
j u = 0) +
Pr[M
00
℄(u = 1)Pr[M
00
℄(s
1
j u = 1)Pr[M
00
℄(s
2
j u = 0)
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Therefore, to show that M and M 00 generate the same distribution, we need
to show (a) that Pr[M ℄(u = 0) = Pr[M 00℄(u = 0); (b) that Pr[M ℄(s
2
j u = 0) =
Pr[M
00
℄(s
2
j u = 0) and Pr[M ℄(s
2
j u = 1) = Pr[M
00
℄(s
2
j u = 1) hold for every
labelling s
2
of the leaves outside the subtree rooted at u; (c) that Pr[M ℄(s
1
j u =
0) = Pr[M
00
℄(s
1
j u = 0) and Pr[M ℄(s
1
j u = 1) = Pr[M
00
℄(s
1
j u = 1) hold for
every labelling s
1
of the leaves in the subtree rooted at u. Since M andM 00 are
identical except for some edge probabilities in the subtree rooted at u, therefore
(a) and (b) automatically hold.
To show (c), first note that for any string s
1
that labels the leaves in the
subtree rooted at u, we can divide s
1
into a collection of substrings as follows:
let s
1
[v℄ be the portion of s
1
that lies on the leaves in the subtree rooted at v,
and for every other child v0 6= v of u, let s
1
[v
0
℄ be the portion of s
1
that lies on the
leaves in the subtree rooted at v0. Now
Pr[M ℄(s
1
ju = 0) = Pr[M ℄(s
1
[v℄ju = 0)
Y
v
0
6=v
Pr[M ℄(s
1
[v
0
℄ju = 0)
and also Pr[M 00℄(s
1
ju = 0) = Pr[M
00
℄(s
1
[v℄ju = 0)
Q
v
0
6=v
Pr[M
00
℄(s
1
[v
0
℄ju = 0). We
can write down similar equations for Pr[M ℄(s
1
ju = 1) and Pr[M 00℄(s
1
ju = 1) by
changing u = 0 to u = 1 throughout these equations. Since the transition
probabilities are the same in M and M 00 except along e = (u ! v) and in
the subtree rooted at v, therefore Pr[M ℄(s
1
[v
0
℄ju = 0) = Pr[M
00
℄(s
1
[v
0
℄ju = 0)
and Pr[M ℄(s
1
[v
0
℄ju = 1) = Pr[M
00
℄(s
1
[v
0
℄ju = 1) for every v0 6= v. So we only
need to show that Pr[M ℄(s
1
[v℄ju = 0) = Pr[M
00
℄(s
1
[v℄ju = 0) and Pr[M ℄(s
1
[v℄ju =
1) = Pr[M
00
℄(s
1
[v℄ju = 1) for every labelling s
1
[v℄ of the leaves in the subtree
rooted at v. In fact, we will simply show that for any binary labelling of the
child nodes of v that is represented by the function `, that Pr[M ℄(`ju = 0) =
Pr[M
00
℄(`ju = 0) and Pr[M ℄(`ju = 1) = Pr[M 00℄(`ju = 1). Since we have not
changed any of the labels on the edges below the child nodes of v, this is enough
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to ensure that Pr[M ℄(s
1
[v℄ju = 0) = Pr[M
00
℄(s
1
[v℄ju = 0) and Pr[M ℄(s
1
[v℄ju = 1) =
Pr[M
00
℄(s
1
[v℄ju = 1) for every labelling s
1
[v℄ of the leaves below v.
For any child w of the node v, let M
(v!w)
denote the transition matrix for
the edge (v ! w). Then Pr[M ℄(` j u = 0) is
e
0

Y
w
M
(v!w)
[1; `(w)℄ + (1  e
0
) 
Y
w
M
(v!w)
[0; `(w)℄
The probability Pr[M 00℄(` j u = 0) is
e
0
0

Y
w
M
00
(v!w)
[1; `(w)℄ + (1  e
0
0
) 
Y
w
M
00
(v!w)
[0; `(w)℄
However, e0
0
= (1   e
0
). Also, our redefinition of the transition probabilities for
the outgoing edges has the effect of exchanging the rows of the matrix M
(v!w)
;
therefore M 00
(v!w)
[0; i℄ =M
(v!w)
[1; i℄ holds and Pr[M ℄(` j u = 0) = Pr[M 00℄(` j u =
0). In the same way, we can show that Pr[M ℄(` j u = 1) = Pr[M 00℄(` j u = 1).
To make all of the internal nodes good, we carry out the following inductive
procedure on the MET. If e = (u! v) is a non-good edge and every edge on the
path from the root  to u is good, relabel e and v’s outgoing edges to make e
good. This procedure does not change any of the edges above e, so the rule can
be applied inductively to find an METM 0 with only good internal edges. 2
Observation 2.12 The multiplicative weight (e) of any edge in a Two-State
MET is unchanged by either the re-rooting process described in Observation 2.9
or the transformation to “good” edges described in Observation 2.11
Proof: First consider the re-rooting of an MET described in Observation 2.9,
and let M denote the original MET with root  and M 0 denote the new MET
with root v. First suppose that (e) 6= 0 in the original MET M . Then, by
Equation 2.9, we know that 
0
2 (0; 1), that e
0
+ e
1
6= 1 and that Pr[M ℄(v = 0) 2
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(0; 1). We will show that
s
Pr[M ℄( = 0)Pr[M ℄( = 1)
Pr[M ℄(v = 0)Pr[M ℄(v = 1)
(1  e
0
  e
1
)
=
s
Pr[M
0
℄(v = 0)Pr[M
0
℄(v = 1)
Pr[M
0
℄( = 0)Pr[M
0
℄( = 1)

1 

1
e
1
Pr[M ℄(v = 0)
 

0
e
0
Pr[M ℄(v = 1)

First note that by definition of Pr[M 0℄(v = 0) and e0
0
and e0
1
, that Pr[M 0℄(v =
0) = Pr[M ℄(v = 0) and Pr[M 0℄( = 0) = Pr[M ℄( = 0) = 
0
. Therefore, from now
on, we omit the [M ℄ or [M 0℄ from our equations. Multiplying both sides of the
equation above by
p
Pr(v = 0)Pr(v = 1)Pr( = 0)Pr( = 1), our goal is to show
that

0

1
(1  e
0
  e
1
) = Pr(v = 0)Pr(v = 1)

1 

1
e
1
Pr(v = 0)
 

0
e
0
Pr(v = 1)

If we multiply Pr(v = 0)Pr(v = 1) into the right-hand side, we get
Pr(v = 0)Pr(v = 1)  
1
e
1
Pr(v = 1)  
0
e
0
Pr(v = 0) =
(
0
(1  e
0
) + 
1
e
1
) Pr(v = 1)  
1
e
1
Pr(v = 1)  
0
e
0
Pr(v = 0) =

0
(1  e
0
) Pr(v = 1)  
0
e
0
Pr(v = 0) =

0
Pr(v = 1)  
0
e
0
=

0
(
0
e
0
+ 
1
(1  e
1
))  
0
e
0
=

0

1
(1  e
1
)  
0
(1  
0
)e
0
Then because 1 
0
= 
1
, we have 
0

1
(1  e
0
  e
1
), as required. So (e) has the
same value in M and M 0. Alternatively, suppose that (e) = 0 in the original
MET M . Then, by Observation 2.3, either Pr( = 0) 2 f0; 1g or e
0
+ e
1
= 1. If
e
0
+ e
1
= 1, then Pr(v = 0) = e
1
and Pr(v = 1) = e
0
. Then e0
0
= 
1
and e0
1
= 
0
and therefore e0
0
+ e
0
1
= 1. Then (e) = 0 in M 0. Otherwise Pr( = 0) 2 f0; 1g.
Suppose 
0
= 1. Then Pr(v = 1) = e
0
. Also, since e0
0
= 
1
e
1
=Pr(v = 0), we have
e
0
0
= 0, and since e0
1
= 
0
e
0
=Pr(v = 1), we have e0
1
= 
0
= 1. Therefore e0
0
+e
0
1
= 1
and we have (e) = 0.
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The only edges affected by the transformation described in Observation 2.11
are e = (u ! v) and the outgoing edges from v. In Observation 2.11 it was
shown that this transformation preserves the joint distribution on the nodes
adjacent to v. Since the only edges whose transition probabilities are altered
are edges adjacent to v, these are the only edges that need to be checked. It is
easy to check that j1  e0
0
  e
0
1
j = j1  e
0
  e
1
j, and that j1  f 0
0
  f
0
1
j = j1  f
0
  f
1
j
for every outgoing edge f = (v ! w). Also, the new value for Pr(v = 0) is
equal to the original value of Pr(v = 1), so Pr(v = 0)Pr(v = 1) is unchanged.
Therefore (e) has the same value in the new MET. To show that (f) is un-
changed, the only thing left to check if that Pr(w = 0)Pr(w = 1) is preserved.
This holds because we have already shown that the joint distribution on the
adjacent nodes to v is preserved. 2
Observation 2.13 Let e = (u! v) be an internal edge of T . If (e) = 1 and 1 
e
0
  e
1
> 0, let T 0 be the tree obtained by contracting the edge e and identifying u
and v. Define M 0 on the topology T 0 by letting all the edges have their original
transition probabilities. ThenM 0 generates the same distribution asM .
Proof: By Lemma 2.7, we have 1 e
0
 e
1
= 1, so e
0
= 0 and e
1
= 0. Therefore
the process on e is the identity process, and identifying the two endpoints of e
does not affect the distribution. 2
These observations can be used to show that for any Two-State MET M ,
there is some MET that generates the same distribution, but which has “good”
internal edges, and which has no internal edges with e
0
+ e
1
= 1. Observa-
tion 2.9 implies that we can think of METs as being unrooted. We now show
that for any internal edge with (e) = 0, the distribution generated is a product
distribution of the two sub-METs obtained by disconnecting the edge e:
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Observation 2.14 Suppose that M is a MET and that e = (u ! v) is an edge
such that (e) = 0. Then the distribution generated byM can be represented as
the product of two Two-State MET distributions.
Proof: For any string s 2 f0; 1gn, let s
1
denote the part of s that lies along the
leaves of the subtree rooted at v and s
2
denote the rest of the string. Define two
new Two-State METs called M
1
and M
2
. Let M
1
have the topology and edge
probabilities of the subtree rooted at v and the root probability Pr[M
1
℄(v = 0) =
Pr[M ℄(v = 0); let M
2
have the topology obtained by disconnecting the subtree
rooted at v and removing the edge (u ! v), and have the edge probabilities
and the root probability of the original MET M . Note that Pr[M ℄(s
1
j v = 0) =
Pr[M
1
℄(s
1
j v = 0) and Pr[M ℄(s
1
j v = 1) = Pr[M
1
℄(s
1
j v = 1).
Now, because (e) = 0, Observation 2.3 implies that either Pr[M ℄(u = 0) 2
f0; 1g or e
0
+e
1
= 1. If Pr[M ℄(u = 0) = 0, then if we write Pr[M ℄(s) in terms of two
conditional distributions conditioned on u = 0 and u = 1, then Observation 2.8
implies that
Pr[M ℄(s) = Pr[M ℄(s
1
j u = 1)Pr[M ℄(s
2
j u = 1)
= Pr[M ℄(s
1
j u = 1)Pr[M ℄(s
2
)
= (e
1
Pr[M ℄(s
1
j v = 0) + (1  e
1
) Pr[M ℄(s
1
j v = 1))Pr[M ℄(s
2
)
= (e
1
Pr[M
1
℄(s
1
j v = 0) + (1  e
1
) Pr[M
1
℄(s
1
j v = 1))Pr[M
2
℄(s
2
)
Also, Pr[M ℄(v = 0) = e
1
and Pr[M ℄(v = 1) = (1 e
1
), so Pr[M
1
℄(s
1
) = e
1
Pr[M
1
℄(s
1
j
v = 0)+(1 e
1
) Pr[M
1
℄(s
1
j v = 1)) and therefore Pr[M ℄(s) = Pr[M
1
℄(s
1
) Pr[M
2
℄(s
2
).
The argument for Pr[M ℄(u = 1) = 0 is similar.
Alternatively, assume that Pr[M ℄(u = 0) 2 (0; 1) and that e
0
+e
1
= 1. Using
Observation 2.8, we can write Pr(s) as:
Pr[M ℄(s) = Pr[M ℄(v = 0)Pr[M ℄(s
1
j v = 0)Pr[M ℄(s
2
j v = 0) +
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Pr[M ℄(v = 1)Pr[M ℄(s
1
j v = 1)Pr[M ℄(s
2
j v = 1)
Notice that
Pr[M
1
℄(s
1
) = Pr[M ℄(v = 0)Pr[M ℄(s
1
j v = 0) + Pr[M ℄(v = 1)Pr[M ℄(s
1
j v = 1)
Therefore, to show that Pr[M ℄(s) = Pr[M
1
℄(s
1
) Pr[M
2
℄(s
2
), it is enough to show
(a) if Pr[M ℄(v = 0) 6= 0, then Pr[M ℄(s
2
j v = 0) equals Pr[M
2
℄(s
2
) (which equals
Pr[M ℄(s
2
)), and (b) if Pr[M ℄(v = 1) 6= 0, then Pr[M ℄(s
2
j v = 1) = Pr[M
2
℄(s
2
).
If Pr[M ℄(v = 0) = e
1
6= 0, then Pr[M ℄(s
2
j v = 0) = Pr[M ℄(s
2
& v = 0)=e
1
.
Also,
Pr[M ℄(s
2
& v = 0) = Pr[M ℄(u = 0)Pr[M ℄(s
2
ju = 0)(1   e
0
) +
Pr[M ℄(u = 1)Pr[M ℄(s
2
ju = 1)e
1
However, we know that (1  e
0
) = e
1
, so Pr[M ℄(s
2
& v = 0)=e
1
=
Pr[M ℄(u = 0)Pr[M ℄(s
2
ju = 0) + Pr[M ℄(u = 1)Pr[M ℄(s
2
ju = 1);
which is Pr[M ℄(s
2
). Also, as long as Pr[M ℄(v = 1) = e
0
6= 0, Pr[M ℄(s
2
j v = 1) is
equal to Pr[M ℄(s
2
& v = 1)=Pr[M ℄(v = 1).
Pr[M ℄(s
2
& v = 1) = Pr[M ℄(u = 0)Pr[M ℄(s
2
ju = 0)e
0
+
Pr[M ℄(u = 1)Pr[M ℄(s
2
ju = 1)(1   e
1
)
Now e
0
= (1  e
1
), so Pr[M ℄(s
2
& v = 1)=e
0
= Pr[M ℄(s
2
) also. Therefore we have
Pr[M ℄(s) = Pr[M ℄(v = 0)Pr[M ℄(s
1
j v = 0)Pr[M ℄(s
2
) +
Pr[M ℄(v = 1)Pr[M ℄(s
1
j v = 1)Pr[M ℄(s
2
)
= Pr[M
1
℄(s
1
) Pr[M
2
℄(s
2
)
as required. 2
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From now on we will refer to edges that satisfy (e) = 0 as product edges
or cut edges. It is easy to use the last observation to show that the location
of a cut edge cannot be inferred from the distribution of a Two-State MET.
Observation 2.14 implies that the distribution is the product of two sub-MET
distributions. Now notice that if both these sub-METs are re-rooted at any two
internal nodes r
1
and r
2
(Observation 2.9), then by adding a new edge (r
1
! r
2
)
between the two sub-METs, and defining e
0
= Pr(r
2
= 1) and e
1
= Pr(r
2
= 0),
we will obtain the product distribution of the two sub-METs. However, r
1
and r
2
can be any internal nodes in their respective sub-METs.
Finally, we make the following observation, which will be very useful in
Subsection 2.3.3:
Observation 2.15 Let M be an MET on the rooted topology T such that none
of its edges are cut edges. Partition the leaves of T into two sets S
1
and S
2
such
that ov(s; s0) > 0 if either s; s0 2 S
1
or s; s0 2 S
2
holds, and such that ov(s; s0) < 0
otherwise (S
2
may be empty). There are at least two “good” labellings on the
rooted topology T that generate the same distribution as M : for one of these
labellings, the leaf edges to the S
1
leaves are good and the leaf edges to the S
2
leaves are bad; there is another labelling in which this situation is reversed.
Proof: We already know that there is at least one labelling on T that gener-
ates the same distribution as M (Observation 2.11) and whose internal edges
are all good. For this labelling, define S
1
to be the set consisting of all the leaves
that have bad leaf edges and S
2
to contain all the other leaves (one of these sets
may be empty). It is easy to check by Equation 2.10 that these sets satisfy the
conditions above.
Now we show that there is another good labelling on T that generates M ,
such that the leaf edges to the S
1
leaves are good and the leaf edges to the S
2
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leaves are bad. We define the new labelling as follows: Let 0
0
= 
1
. For every
internal edge, define e0
0
= e
1
and e0
1
= e
0
, and for every leaf edge, let e0
0
=
1   e
1
and e0
1
= 1   e
0
. Clearly all of the internal edges are still good, and the
leaf edges have swapped bad and good roles. Let M 0 be the new MET. Let the
almost-leaves of T be the set of nodes of T that are parents of leaves of T . Any
labelling of T generates some joint distribution on the almost-leaves of T . Also,
the probability that M generates s is equal to the sum, over all labellings ` for
the almost-leaves, of the probability of ` multiplied by the probability that s is
generated when the almost-leaves are labelled by `. For any leaf 1  i  n,
let s
i
be value of the i-th leaf in T , and let u
i
and e
i
denote the ancestor and
incoming edge of i. The probability thatM 0 generates s on its leaves is
X
all `
Pr[M
0
℄(`)
 
n
Y
i=1
M
0
e
i
[`(u
i
); s
i
℄
!
Define ` to be the labelling in which 0 and 1 are exchanged. We claim that
Pr[M ℄(`) = Pr[M
0
℄(

`) for every labelling on the almost-leaves. ThenM 0
e
i
[`(u
i
); s
i
℄ =
M
e
i
[

`(u
i
); s
i
℄ always holds, and substituting into the expression above, we find
that Pr[M ℄(s) = Pr[M 0℄(s).
Now we use induction to prove that for every labelling ` on the internal
nodes of T , Pr[M ℄(`) = Pr[M 0℄(`). This is obvious for the base case, when the
only node is the root. Otherwise suppose the claim holds for a set of nodes,
and consider all the children of those nodes. It is easy to check that when e0
0
and e0
1
are replaced by e
1
and e
0
, and the induction hypothesis is used, that the
claim holds for the set containing the original nodes and their child nodes. By
induction, the claim holds. 2
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2.3.3 Reconstructing an MET from its Exact Distribution
The results presented in Subsection 2.3.2 allow us to make certain assumptions
about a Two-State MET, as long as we are only interested in reconstructing the
distribution of the MET. We assume that (1   e
0
  e
1
) 2 (0; 1) holds for every
internal edge e, and that every cut edge in the tree is adjacent to the root of
the tree. Therefore we can view the topology as consisting of a root , such that
for every outgoing edge ( ! r), the MET rooted at r does not contain any cut
edges. Subsection 2.3.3 describes how to reconstruct a Two-State MET that
satisfies the conditions above.
First of all we define a leaf connectivity graph whose vertices correspond
to the leaves of M . There is a positive edge between x and y if ov(x; y) > 0, a
negative edge between x and y if ov(x; y) < 0 and no edge otherwise. The max-
imal connected components of this graph correspond to the sub-METs obtained
when all the cut edges inM are deleted. By Observation 2.14, we can consider
each maximal related set C separately. If, for each maximal related set C, we
construct a Two-State METM 0(C) that generates the same distribution as the
original induced distribution on the leaves in C, then the product distribution
of these METs generates the original distributionM .
For any connected component C of the leaf connectivity graph, (e) 6= 0
for every edge e in M(C) (otherwise if (e) = 0 for some edge in M(C), then
ov(x; y) = 0 holds for every pair of leaves whose path crosses e, and C would
not be connected). Therefore, by the results of Steel [58] presented in Subsec-
tion 2.1.1, the unrooted topology T (C) (with all degree 2 nodes contracted) can
be reconstructed in polynomial-time from the absolute values of the leaf-pair
covariances in C, as we discussed in Section 2.1. If we choose some internal
node r of T (C) to serve as the root of M 0(C), then by Observation 2.9, there
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is some labelling of T (C) rooted at r that generates M(C). Now partition C
into two sets C
1
and C
2
so that the covariance of two leaves from the same
set is positive and the covariance of two leaves from different sets is negative
(see Observation 2.15). By Observation 2.15, there is a labellingM 0(C) of T (C)
rooted at r, such that all the internal edges are good, the leaf edges for C
1
are
good and the leaf edges for C
2
are bad, and such thatM 0(C) generates the same
distribution as M(C). We now show how to construct a Two-State METM 0(C)
that satisfies these conditions; in fact, we will show that if jCj  3, there is
exactly one such MET.
First assume that there are at least three leaves in C (the other two cases
are easier and will be presented on page 70). Assume that x; y and z are three
leaves in C whose connecting paths meet at some node u in T (C), and assume
without loss of generality that u lies on the path from the root r of T (C) to the
leaf y (this will hold for at least two of the three leaves). Let y
0
and y
1
denote
the transition probabilities along the directed path (u ! y) in M 0(C). We will
first show how to calculate y
0
, y
1
and Pr[M 0℄(u = 1). Define
ov(x; z; 0) = Pr(xyz = 101)Pr(y = 0)  Pr(xy = 10)Pr(zy = 10); (2.13)
ov(x; z; 1) = Pr(xyz = 111)Pr(y = 1)  Pr(xy = 11)Pr(zy = 11):
(These two quantities are related to the conditional covariances of x and z,
conditioned on y = 0 and y = 1 respectively.) We also define
F =
1
2

ov(x; z) + ov(x; z; 0)   ov(x; z; 1)
ov(x; z)

;and (2.14)
D = F
2
  ov(x; z; 0)=ov(x; z) (2.15)
Now suppose that we use the procedure defined in Observation 2.9 to re-root
M
0
(C) at u. Let x
0
and x
1
be the transition probabilities along the directed
path (u ! x) in this new MET and z
0
and z
1
be the transition probabilities
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along the directed path (u ! z) in this new MET. By checking the proof of
Observation 2.9, note that changing the root of M 0 from r to u does not change
the transition probabilities along (u ! y), nor does it change the probability
Pr(u = 1). Therefore, to calculate y
0
, y
1
and Pr[M 0℄(u = 1), we may assume
that M 0 is rooted at u. From now on, we will assume that Pr(u = 1) denotes
Pr[M
0
℄(u = 1). It can be shown by algebraic manipulation of Equation 2.13 that
ov(x; z; 0) = Pr(u = 1)Pr(u = 0)(1   x
0
  x
1
)(1  z
0
  z
1
)y
1
(1  y
0
) (2.16)
ov(x; z; 1) = Pr(u = 1)Pr(u = 0)(1   x
0
  x
1
)(1  z
0
  z
1
)y
0
(1  y
1
)
and by a little more algebraic manipulation of Equations 2.14 and 2.15, using
Equation 2.10, that
F =
1 + y
1
  y
0
2
(2.17)
D =
(1  y
0
  y
1
)
2
4
(2.18)
First suppose that y 2 C
1
. Then the leaf edge to y is a good edge, and because
we have assumed that M 0(C) is a good labelling, therefore all the edges on the
path (u ! y) are good edges. Then, since (1   y
0
  y
1
) =
Q
e2(u!y)
(1   e
0
  e
1
),
we have (1  y
0
  y
1
) > 0. Then
p
D = (1  y
0
  y
1
)=2 and we find
y
0
= 1  (
p
D + F ) and that y
1
= F  
p
D (2.19)
Note that since M 0 is a good labelling, then once we have decided which of the
two sets is C
1
(the leaves with good leaf edges), there is a unique solution for
y
0
and y
1
. Therefore, once we have chosen r and C
1
, there is only one good
labelling M 0(C) that generates the same distribution as M(C). To find the
value of Pr(u = 1), notice that
Pr(y = 0) = Pr(u = 1)y
1
+ (1  Pr(u = 1))(1   y
0
) (2.20)
= (1  y
0
)  Pr(u = 1)(1   y
0
  y
1
) (2.21)
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Then, since
p
D = (1  y
0
  y
1
)=2, and because 1  y
0
=
p
D + F , we obtain
Pr(u = 1) =
1
2
+
F   Pr(y = 0)
2
p
D
(2.22)
so the value of Pr(u = 1) can also be obtained from the exact distribution.
Alternatively, suppose that y 2 C
2
. In this case, the leaf edge to y is a
non-good edge. Then (1  y
0
  y
1
) < 0, so  
p
D = (1  y
0
  y
1
)=2 and therefore
y
0
= 1 +
p
D   F and that y
1
= F +
p
D (2.23)
To find the value of Pr(u = 1) in this case, we substitute  2
p
D for (1  y
0
  y
1
)
and substitute F  
p
D for 1  y
0
into Equation 2.21, giving
Pr(u = 1) =
1
2
+
Pr(y = 0)   F
2
p
D
(2.24)
The only thing left to do is to show how to use the probabilities for these
directed paths to obtain a complete labelling of M 0(C). First of all, to find the
root probabilityPr[M 0℄(r = 1), we choose any three leaves that meet at the root r
of T (C), and use Equation 2.22 (or Equation 2.24) to calculate Pr[M 0℄(r = 1).
For every leaf edge (u! y) in the tree, we choose two other leaves x and z in the
tree, and either use Equations 2.19 (if y 2 C
1
) or Equations 2.23 (if y 2 C
2
) to
calculate y
0
and y
1
. To find the transition probabilities for an internal edge e of
the tree, we use quartets of leaves that have the topology shown in Figure 2.1.
In other words, we choose four leaves w; x; y and z such that the path between x
and y contains e, the path from w to u only intersects the (x; y) path at u, and
the path from z to v only intersects the (x; y) path at v.
Denote the probabilities along the entire path (u! y) by p
0
and p
1
, and the
transition properties for (v ! y) by q
0
and q
1
. Then, if we take the triple w; x
and y, we can calculate p
0
, p
1
using Equation 2.19 (if y 2 C
1
) or Equations 2.23
(if y 2 C
2
). Taking the triple x; y and z, we can calculate q
0
, q
1
and (1  q
0
  q
1
).
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Figure 2.1: We assume that (u ! y) is a directed path in the rooted tree that
we are labelling, but make no assumptions about the (u;w) path or the (u; x)
path.
By Observation 2.4, we know that p
0
= q
0
+ e
0
(1   q
0
  q
1
) and that p
1
=
q
1
+ e
1
(1   q
0
  q
1
). Assuming that (1   q
0
  q
1
) is non-zero (this must be true,
or otherwise C could not be a related set), we find that
e
0
=
p
0
  q
0
(1  q
0
  q
1
)
and also e
1
=
p
1
  q
1
(1  q
0
  q
1
)
(2.25)
Therefore we can construct an entire labellingM 0(C) for any related set C that
has at least three leaves.
It is very easy to construct a labelling for M(C) when C has less than 3
elements. If C has just one leaf, then we can construct M 0(C) by letting the
single leaf x be the “root” of the tree and assigning Pr(x = 0) to be the prob-
ability at the root. When there are only two leaves x and y in the related
set, there are many Two-State METs that will generate the distribution on
these leaves. The topology T (C) must consist of a path between the two leaves.
We can assume that Pr(x = 0) 2 (0; 1) holds, because ov(x; y) 6= 0. Insert
a root r somewhere on the path from x to y. We construct M 0(C) as follows:
First define Pr(r = 0) = Pr(x = 0). Then for the edge e = (r ! x), de-
fine e
0
= e
1
= 0. For f = (r ! y), define f
0
= Pr(xy = 01)=Pr(x = 0)
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and f
1
= Pr(xy = 10)=Pr(x = 1). Clearly this generates the distribution on x
and y.
2.4 Estimating the topology of a related set
Now we describe an algorithm that allows us to reconstruct an approximate
topology for any Two-State MET whose inter-leaf covariances are all non-zero.
Our results will be described in terms of two parameters  2 (0; 1=4) and d 2
(0; 1=2). The input to this algorithm consists of a set of leaves C, and for every
pair of leaves x and y in this set, an estimatedov(x; y) of the covariance between
those two leaves. The following assumptions are made.
Assumption: We assume that each of the estimated covariances is within
additive error 3d=128 of its true value. Also, we assume that if we define a
leaf connectivity graph on the leaves in C by adding an edge between x and y
iff jdov(x; y)j  , then C is a related set for the threshold  (defined in a simi-
lar way to the related sets on page 48 of Section 2.2, but using the threshold 
instead of 
2
=2).
At this stage we should point out that we are most interested in solving the
problem for  = (
2
=2) and d = 
3
, for the maximal related sets C that were
constructed in Section 2.2. However, our theorem will hold for any related set
C satisfying the assumption above:
Theorem 2.16 There is an algorithm that finds a d-contraction bT (C) of the
topology T (C), when it is given an estimate covariancedov(x; y) for every pair of
leaves x; y 2 C, and these estimates satisfy the conditions above. The algorithm
runs in time polynomial in the size of the input, which is the set of dov(x; y)
estimates for C.
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Our algorithm constructs bT (C) inductively, adding one leaf at a time. At
each state of the process, we will let S denote the related set of leaves from C
which have already been added to the estimate topology. We will let T (S) denote
the induced topology of T (C) on the leaves in S, in which all internal nodes have
degree at least 3. We will represent the d-contraction of T (S) by bT (S).
Our algorithm will maintain the following invariant, where S is the related
set of leaves that have been added to the topology:
Invariant: bT (S) is a d-contraction of T (S). Also, for any internal edge e of T (S)
that is not contracted in the topology bT (S), (e)  1  7d=8.
We will insist that at each stage of the construction process, if S is the
subset of C which has already been added to the estimate topology, then we
choose a new leaf ` to add to bT (S) by choosing some leaf ` such that S [ f`g is a
related set; in other words jdov(`; x)j   for some x 2 S. Then there are three
steps in the algorithm for adding the leaf ` to bT (S). Let `0 be the internal node
of T (S [ f`g) such that (`0; `) is a leaf edge.
1. First we use the relatedness condition to show that we can find the ap-
proximate location of `0 in bT (S) by restricting attention to a subset of S,
which we call S
`
.
2. Next we identify a single path in the tree bT (S) between two leaves from
the set S
`
. This path has the property that a d-contraction of T (S [ f`g)
may be formed, either by adding a new edge between an existing node in
b
T (S) and the new leaf `, or by introducing a new node along an edge in
b
T (S) and adding an edge between this new node and the new leaf `.
3. Finally we describe two tests that can be performed along this path to find
the node or edge where ` should be attached.
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The first subsection presents some results that will be useful for proving
the correctness of our algorithm.
2.4.1 Good estimators and apparently good estimators
The following observation follows immediately from the assumptions that we
have made about the closeness of our covariance estimates and the connected-
ness of the leaf connectivity graph.
Observation 2.17 Let S be a related set for the threshold . For every edge e
of T (S), there are leaves x and y which are connected through e and satisfy
jov(x; y)j  (63=64). Note that this Observation also holds for C, since C is a
related set.
Proof: Let e = (u; v), and let S
1
be the leaves in S on the “u-side” of e and
S
2
be the leaves in S on the “v-side” of e. Since (u; v) is an edge in T (S), this
is a partition of S. Since S is connected in the leaf connectivity graph, there is
some x 2 S
1
and y 2 S
2
such that jdov(x; y)j  . Also, because all of the covari-
ance estimates lie within additive error 3d=128 of their true values, therefore
jov(x; y)j    
3
d=128. Clearly   3d=128  (63=64). 2
Before we continue, we will introduce some extra notation which we will use
throughout this chapter. As we have already noted, for any related set S, we
use bT (S) to denote the d-contraction of T (S) that has already been constructed
by our algorithm. We will use the notation U and V to refer to nodes in bT (S),
and use E to refer to edges in bT (S).
Definition 2.4 Let S be a related set, and suppose that bT (S) is some d-contraction
of the topology T (S). Let E = (U ;V) be an edge in bT (S). Then there is some
unique edge e = (u; v) of T (S) such that u 2 U and v 2 V. We will adopt the
convention that (E) denotes (e).
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Also, for for any two nodes u and v of T (S), let (u; v) denote the product
of the -weights on the edges on the path (u; v). For any two nodes U and V in
b
T (S), let u0 2 U and v0 2 V be the unique pair of nodes in T (S) such that the
(u
0
; v
0
)-path in T (S) does not contain any other nodes from U or V. Then we will
let (U ;V) denote the value of (u0; v0) in T (S).
At this point we note that if U and V are two nodes in bT (S) and (U ;V)
is not an edge of bT (S), then (U ;V) does not necessarily equal the product of
(E) over all edges in the path (U ;V). This is because (U ;V) is defined to be
(u
0
; v
0
), and the path between u0 and v0 in T (S) may contain edges that are
contracted in bT (S).
Our algorithm relies heavily on the concepts of a good estimator and an
apparently good estimator.
Definition 2.5 Let e = (u; v) be an internal edge in T (S). We say that the four
leaves w; x; y; z from S form a -good estimator (for some  > 0) of the edge e iff
1. The edge e is an edge on the path between x and y, and jov(x; y)j  ;
2. The three leaves w, x and y meet at u in T (S), and (w; u)  ;
3. The three leaves z, x and y meet at v in T (S), and (z; v)  .
We will assume wlog that w and x both lie to the “u-side” of e, and write (w; x j
y; z). For a leaf edge (u; v) (under the assumption that v is the leaf) a good
estimator is a pair of leaves (w; x) such that v; x and wmeet at u and jov(x; v)j 
 and (w; u)  .
We can make the same definition for an internal path (u; v) (where u and v are
both internal nodes) or a path ending at a leaf v (where u is an internal node
and v is a leaf). Note that Equation 2.12 implies that (w; u)  ov(w; u) for
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any internal node u and any leaf w. Also, if x and y are leaves in a Two-State
MET, and u lies on the path from x to y, then by Equation 2.10
jov(x; y)j = (x; u)(u; y) (2.26)
By Observation 2.6, this implies that jov(x; y)j  (x; u).
Whenever we try to add a new leaf ` to a d-contraction bT (S), we cannot
assume that a node in bT (S) represents a single node from the true tree T (S).
We will denote a node of bT (S) by U than u, and an edge by E rather than e.
Definition 2.6 Let E = (U ;V) be an edge in bT (S). The four leaves w; x; y; z
from S form an -apparently good estimator of E if and only if
1. The edge E is an edge on the path between x and y, and jov(x; y)j  ;
2. The three leaves w, x and y meet at some u0 in T (S) such that u0 2 U in
b
T (S), and (w; u0)  ;
3. The three leaves z, x and ymeet at some v0 in T (S) such that v0 2 V in bT (S),
and (z; v0)  ;
We will assume wlog that w and x both lie to the “u0-side” of (u0; v0), and write
(w; x j y; z). Again, a -apparently good estimator of a leaf edge (U ; v) is a pair
of leaves (w; x) such that jov(x; v)j   and there is some u0 2 U such that v; x
and w meet at u0 and (u0; w)  .
This definition is easily modified in the obvious way to define an apparently
good estimator for a path between two internal nodes U and V, or for a path
between the internal node U and the leaf node v.
The concept of a good estimator will be used in two situations. In Subsec-
tion 2.4.2, we will use good estimators to help construct the tree. In Section 2.5
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we will show how to obtain transition probabilities for the edges using good es-
timators. Since we only construct a d-contraction of T (S), a node in bT (S) may
contain more than one node from T (S). Remember that for any edge E = (U ;V)
in bT (S), b(E) is defined to be (e), where e = (u; v) is the unique edge of T (S)
such that u 2 U and v 2 V. We will now show how to estimate (E), for any
internal edge E of bT (S), for a related set S. Our method, which will be used to
maintain the invariant in Step 3 (b) of the algorithm (see page 107), uses the
following Observation:
Observation 2.18 Let w, x, y and z be four leaves of the related set S such that
w, x and y meet at the node u in T (S) and z, x and y meet at the node v in T (S).
Assume wlog that w and x lie to the “u-side” of (u; v) in T (S) and that y and z
lie to the “v-side” of (u; v) in T (S) (Figure 2.2 depicts the situation when (u; v) is
an edge). Since S is related, ov(w; x) 6= 0 and ov(y; z) 6= 0 hold. Also,
(u; v) =
s
ov(w; z)ov(x; y)
ov(w; x)ov(y; z)
=
s
ov(w; y)ov(x; z)
ov(w; x)ov(y; z)
(2.27)
Proof: First notice that if we use Equation 2.11 to substitute for the covari-
ances, then we find that
(u; v) =
s
jov(w; z)ov(x; y)j
jov(w; x)ov(y; z)j
=
s
jov(w; y)ov(x; z)j
jov(w; x)ov(y; z)j
To prove that Equation 2.27 holds, we only need to show that ov(w; z)ov(x; y)
and ov(w; y)ov(x; z) both have the same sign as ov(w; x)ov(y; z). As an exam-
ple, we will show that ov(w; z)ov(x; y) has the same sign as ov(w; x)ov(y; z).
First of all, note that the re-rooting process defined in Observation 2.9 does not
change the sign of (1   e
0
  e
1
) along the edge e that is re-rooted. Therefore,
to prove that ov(w; z)ov(x; y) has the same sign as ov(w; x)ov(y; z), we will
make the assumption that the quartet is rooted at the internal node u. Let the
probabilities on the path (u ! v) be denoted by p
0
and p
1
; the probabilities on
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(u ! w) be w
0
and w
1
; the probabilities on (u ! x) be x
0
and x
1
; the probabili-
ties on (v ! y) be y
0
and y
1
; and the probabilities on (v ! z) be z
0
and z
1
. Then,
using Equation 2.10, and using Observation 2.4, we know that
ov(w; z) = Pr(u = 0)Pr(u = 1)(1   w
0
  w
1
)(1  e
0
  e
1
)(1  z
0
  z
1
)
ov(x; y) = Pr(u = 0)Pr(u = 1)(1   x
0
  x
1
)(1  e
0
  e
1
)(1  y
0
  y
1
)
ov(w; x) = Pr(u = 0)Pr(u = 1)(1   w
0
  w
1
)(1  x
0
  x
1
)
ov(y; z) = Pr(v = 0)Pr(v = 1)(1  z
0
  z
1
)(1  y
0
  y
1
)
Then ov(w; z)ov(x; y) = ov(w; x)ov(y; z)
Pr(u=0) Pr(u=1)
Pr(v=0) Pr(v=1)
(1  e
0
  e
1
)
2. Since (1 
e
0
  e
1
)
2 is positive, therefore ov(w; z)ov(x; y) and ov(w; x)ov(y; z) have the
same sign. 2
Estimating (E)
The proof of the following relations is straightforward. We will typically apply
them in situations in which  is the error of an approximation.
r + 
s  
=
r
s
+


s  


1 +
r
s

(2.28)
1 + 
1  
 1 + 4 if   1=2 (2.29)
1  
1 + 
 1  2 if   0 (2.30)
p
r(1 + 2) 
p
r(1 + ) if r;   0 (2.31)
p
r(1  ) 
p
r(1  ) if r  0 and  < 1 (2.32)
In the next few paragraphs we will show how to estimate (E) within multi-
plicative error d=32. There are two cases.
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Case 1: E is an internal edge
Observation 2.19 Let e be an edge of T (S) and (w; x j y; z) be an -good estima-
tor of e, and assume wlog that jov(x; y)j  . Then jov(w; x)j  2, jov(y; z)j 

2, jov(w; y)j  2 and jov(x; z)j  2 all hold. Also, jov(w; z)j  3.
Proof: Each of these inequalities can be proved using the definition of a good
estimator, Equation 2.26 and the fact that (u; v)  1 for any two nodes u and v
in a Two-State MET. 2
Lemma 2.20 Let (w; x j y; z) be any quartet such that w, x and y meet at u in
T (S) and z, x and y meet at v in T (S). Wlog assume that w and x lie to the
“u-side” of (u; v) (so (w; x j y; z) satisfies the topological constraints of a good
estimator of (u; v)). Suppose also that
jov(w; x)j  (15=16)
2
jov(y; z)j  (15=16)
2
jov(w; y)j  (15=16)
2
jov(x; z)j  (15=16)
2
Then we can use Equation 2.27 to estimate (u; v) within multiplicative er-
ror d=32.
Proof: We will first show that our estimates of each of the four relevant
covariances lie within multiplicative error d=32 of their true values. First con-
sider ov(w; x). We want to show that
jov(w; x)  dov(w; x)j  jov(w; x)jd=32:
Since we have assumed that jov(w; x)  dov(w; x)j  3d=128, we only need
to show that 3d=128  jov(w; x)jd=32. This is true if and only if 2=4 
jov(w; x)j. However, we know that jov(w; x)j  (15=16)2 , and (15=16)2  2=4,
so therefore jov(w; x)  dov(w; x)j  jov(w; x)jd=32. This proof only depended
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on the fact that jov(w; x)j is at least (15=16)2, and on the fact that our es-
timatedov(w; x) lies within additive error 3d=128 of the true value. Therefore
ov(y; z), ov(w; y) and ov(x; z) also lie within multiplicative error d=32 of their
true values.
Using these observed covariances in Equation 2.27 withdov(w; y)dov(x; z)
as the numerator,
s
dov(w; y)dov(x; z)
dov(w; x)dov(y; z)

s
ov(w; y)ov(x; z)(1 + d=32)
2
ov(w; x)ov(y; z)(1   d=32)
2
 (u; v)
1 + d=32
1   d=32
and by Inequality 2.29, this is at most (e)(1 + d=8). In the same way, we can
show that b(u; v) is at least (u; v)(1  d=16), using Inequality 2.30. The result
follows because   1=4. 2
Corollary 2.21 Let (w; x j y; z) be a (15=16)-good estimator of the edge e in
T (S). Then we can use our estimates of covariances among the leaves w, x, y
and z in Equation 2.27 to estimate (e) within multiplicative error d=32.
Proof: By Observation 2.19, we know that for any (15=16)-good estimator
(w; x j y; z) of the edge e, we have
jov(w; x)j  (15=16)
2
jov(y; z)j  (15=16)
2
jov(w; y)j  (15=16)
2
jov(x; z)j  (15=16)
2
Then Lemma 2.20 gives the result. 2
Observation 2.22 Let e = (u; v) be an internal edge in T (S), for the related
set S. Then there is a (63=64)-good estimator (w; x j y; z) of e in S. Also, if
there is an internal edge E = (U ;V) in bT (S) such that u 2 U and v 2 V, then
every (63=64)-good estimator of e taken from S is a (63=64)-apparently good
estimator of E . (Refer to Figure 2.2.)
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Figure 2.2: (w; x j y; z) is a good estimator of e = (u; v) and an apparently good
estimator of E = (U ;V).
Proof: Leaves x and y can be found to satisfy the first criterion of the def-
inition of a (63=64)-good estimator for e by Observation 2.17. Then, since
the degree of u is at least three, consider any edge f = (u; t) that does not
lie on the path between x and y. By Observation 2.17, there is a pair of
leaves in S such that f lies on the path between these leaves and the abso-
lute value of their covariance is at least (63=64). Choose w to be the leaf from
this pair such that (u;w) does not overlap with (x; y). Then, by Equation 2.26,
(u;w)  (63=64). Leaf z can be found in a similar way. Therefore (w; x j y; z)
is a (63=64)-good estimator for e. When there is an edge E satisfying the condi-
tions of the problem statement, then (w; x j y; z) is an apparently good estimator
of E because only internal edges of T (S) can be contracted in the d-contraction
b
T (S). 2
Observation 2.23 Let E = (U ;V) be an internal edge in bT (S) and let e = (u; v)
be the edge in T (S) such that u 2 U and v 2 V. Suppose that (w; x j y; z) is an
-apparently good estimator of E , and let u0 be the meeting point of x, w and y
in T (S) and v0 be the meeting point of y, x and z in T (S) (Refer to Figure 2.3).
Then (w; x j y; z) is a -good estimator of the path (u0; v0).
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Figure 2.3: (w; x j y; x) is an apparently good estimator of E = (U ;V) and a good
estimator of p = (u0; v0).
Proof: The fact that (; b j a; d) is a good estimator of (u0; v0) follows from the
definition of good estimator. 2
Since the  weights are multiplicative (see Equation 2.11), and because of
Observation 2.6, (p)  (e) for every internal path p that contains the edge e.
We will use this fact to describe how, for any internal edge E of a related set S,
we can use a collection of quartets that satisfy the conditions of an apparently
good estimator (and satisfy some bounds on the absolute values of the inter-leaf
covariances) to estimate (E) within multiplicative error d=32. Note that since
we only have estimates of the covariances for pairs of leaves in S, it is not easy
to check (even approximately) that conditions 2 and 3 of an apparently good
estimator hold for a quartet. Therefore, we will prove the following result:
Lemma 2.24 Let E be an internal edge from U to V in bT (S), for the related set
S. Remember that our covariance estimates lie within additive error 3d=128 of
their true values. Suppose that we estimate (E) as follows: For every quartet
(w
0
; x
0
j y
0
; z
0
) in S that satisfies the topological constraints of an apparently good
estimator for E , such that
jdov(w
0
; x
0
)j  (31=32)
2
jdov(y
0
; z
0
)j  (31=32)
2
81
jdov(w
0
; y
0
)j  (31=32)
2
jdov(x
0
; z
0
)j  (31=32)
2
we estimate (u0; v0) using Equation 2.27, if w, x and y meet at u0 2 U and z, x
and y meet at v0 2 V . Define b(E) to be the largest of these estimates. Then
b
(E) 2 [(E)(1   d=32);(E)(1 + d=32)℄:
Proof: Suppose e = (u; v) is the edge in T (S) such that u 2 U and v 2
V. Remember that by definition (E) = (e), so we need to show that our
estimate lies within multiplicative error d=32 of (e). First remember that by
Observation 2.22, there is some (63=64)-good estimator (w; x j y; z) for the e =
(u; v) in T (S). Assume wlog that x and y are the two leaves whose absolute
covariance is at least (63=64). Then, by the definition of a good estimator, and
by Observation 2.19,
jov(w; x)j  (63=64)
2
jov(y; z)j  (63=64)
2
jov(x; z)j  (63=64)
2
jov(w; y)j  (63=64)
2
Therefore jdov(w; x)j  (63=64)2   3d=128 = 2((63=64)2   d=128). Since  <
1=4 and d < 1=2 we have jdov(w; x)j  2((63=64)2   1=1024). A check on a
calculator verifies that (63=64)2   1=1024  (31=32)2 ; therefore jdov(w; x)j 
(31=32)
2 . Similarly, each of the estimates jdov(y; z)j, jdov(x; z)j and jdov(w; y)j
are at least (31=32)2 . Therefore, the (63=64)-good estimator (w; x j y; z) of e is
one of the quartets considered by the procedure described in the statement of
this Lemma.
Now suppose that (w0; x0 j y0; z0) is any quartet such that
jdov(w
0
; x
0
)j  (31=32)
2
jdov(y
0
; z
0
)j  (31=32)
2
jdov(w
0
; y
0
)j  (31=32)
2
jdov(x
0
; z
0
)j  (31=32)
2
holds. For any estimated covariance which has absolute value at least (31=32)2 ,
the true absolute value of that covariance is at least (31=32)2   3d=128. Also,
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(31=32)
2
  
3
d=128 = 
2
((31=32)
2
  d=128), and since  < 1=4 and d < 1=2,
this is at least 2((31=32)2   1=1024). A check with a calculator verifies that
(31=32)
2
  1=1024  (15=16)
2. Therefore, for any covariance estimate whose
absolute value is at least (31=32)2 , the true absolute value of the covariance is
at least (15=16)2. Therefore
jov(w
0
; x
0
)j  (15=16)
2
jov(y
0
; z
0
)j  (15=16)
2
jov(w
0
; y
0
)j  (15=16)
2
jov(x
0
; z
0
)j  (15=16)
2
:
holds for any of the quartets that are tested by the procedure described in the
statement of this Lemma. Then by Lemma 2.20, for every (w0; x0 j y0; z0) that
is tested, the estimate b(u0; v0) obtained by using our covariance estimates in
Equation 2.27 satisfies
b
(u
0
; v
0
) 2 [(1   d=32)(u
0
; v
0
); (1 + d=32)(u
0
; v
0
)℄:
Note that this bound also holds for the quartet (w; x j y; z), when the path (u0; v0)
being estimated is actually the edge e.
Now notice that for any two nodes u0 2 U and v0 2 V, the path (u0; v0)
contains the edge e. Also, by the definition of (u0; v0) along any path, and by
Observation 2.6, (u0; v0)  (e) holds for any two nodes u0 2 U and v0 2 V.
Let b(E) be the largest estimate obtained over all the quartets (w0; x0 j
y
0
; z
0
) satisfying the conditions of this Lemma. Denote the unknown path being
estimated by the “winning” quartet by (u00; v00). Then b(E)  (1+d=32)(u00; v00),
and since (u00; v00)  (e), therefore b(E)  (1 + d=32)(e). Also, we know that
the estimate obtained using the quartet (w; x j y; z) is at least (1   d=32)(e).
Therefore, since b(E) was defined as the largest estimate, b(E)  (e)(1 d=32).
So b(E) 2 [(E)(1   d=32);(E)(1 + d=32)℄, as required. 2
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Case 2: E is a leaf edge
In this case we will assume that E = (U ; v), where v is a leaf edge.
Observation 2.25 Let e = (u; v) be a leaf edge in the topology T (S), for some
related set S. There is a (63=64)-good estimator of e in S. Also, if E = (U ; v)
is a leaf edge in the topology bT (S) such that u 2 U , then every (63=64)-good
estimator of e taken from S is a (63=64)-apparently good estimator of E .
Proof: First note that by Observation 2.17, there must be some x 2 S such
that jov(x; v)j  (63=64), or otherwise S would not be a related set. Let this
leaf be x in the definition of a (63=64)-good estimator for e. Since u is not a leaf,
it has degree at least three in T (S). Therefore there must be another edge f
in T (S) which has u as one of its endpoints but which does not lie on (x; v). By
Observation 2.17, there must be a pair of leaves w; z 2 S such that the (w; z)
path contains f and jov(w; z)j  (63=64). Assume without loss of generality
that w is not on the “u-side” of f . By Equation 2.26, (w; u)  (63=64). Also,
the pair (w; x) satisfy the topological constraints of a good estimator for (u; v).
The proof that every (63=64)-good estimator of e is a (63=64)-apparently
good estimator of E follows directly from the two definitions. 2
Observation 2.26 Let E = (U ; v) be a leaf edge in the topology bT (S), and let e =
(u; v) be the edge in T (S) such that u 2 U . Then, if (w; x) is a -apparently good
estimator of E and u0 is the meeting point of v; w and x in T (S), (w; x) is a -good
estimator of the path (u0; v) in T (S).
Proof: The proof that (w; x) is an -good estimator of (u0; v) depends on the
fact that v, w and x meet at u0 and that (w; x) is a -apparently good estimator
of E . 2
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2.4.2 The algorithm
Here is the algorithm that is used to add a leaf ` to an existing d-contraction
b
T (S). Remember that by construction, we assume that S is a related set and
that the new leaf ` is related to one of the elements of this set. In other words,
we choose ` such that jdov(`; x)j   for some x 2 S. Since C is a related set for
the threshold , we know that if S 6= C, some ` satisfying this condition must
exist. Then S [ f`g is also a related set for the threshold . We will denote
the point in T (S) where ` is attached to the tree by `0; that is, (`0; `) is a leaf
edge in T (S). As we mentioned before, the algorithm maintains the following
invariant:
After a new leaf has been added to the topology, bT (S) is a d-contraction
of T (S). Also, for every internal edge E in the d-contraction, it is
guaranteed that (E)  1  7d=8.
Remember from Definition 2.4 that if E = (U ;V), then (E) denotes the value of
(e) in T (S), where e = (u; v) is the edge of T (S) such that u 2 U and v 2 V.
Step 1: Define S
`
= fx 2 S : jdov(`; x)j  (15=16)
3
g
Let T (S
`
) be the induced topology obtained from T (S) by contracting any de-
gree 2 nodes in the subtree of T (S) that spans the leaves in S
`
. Let bT (S
`
) be
defined in the same way from the d-contraction bT (S). Here are two interesting
facts about S
`
:
 The first interesting fact is that for any x; y 2 S
`
, jov(x; y)j  (7=8)6.
To see why this is true, remember that jov(x; y)  dov(x; y)j  3d=128
for every pair of leaves x; y 2 C. By construction, jdov(`; x)j  (15=16)3
for every x 2 S
`
. Therefore if x 2 S
`
, then by our assumption about the
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closeness of estimates, jov(`; x)j  (15=16)3   3d=128 = 3((15=16)3  
d=128). A check with a calculator verifies that (15=16)3   d=128  (7=8)3
(since d < 1=2), and therefore jov(`; x)j  (7=8)3 for every x 2 S
`
. Also,
for any pair of leaves x; y 2 S
`
, Equation 2.26 implies that the absolute
value of the covariance between x and y is at least (7=8)6.
 The next few observations show that to find the approximate position of `0
in bT (S) (allowing edges with (e) close to 1 to be contracted), we only need
to find the approximate position of `0 in bT (S
`
).
Observation 2.27 For every edge e in T (S [ f`g), if `0 is one of the endpoints
of e, there is a (63=64)-good estimator of e in S [ f`g, such that ` is one of the
leaves of this estimator.
Proof: Let the edge e be (`0; v), and note that by definition of `0, `0 is an
internal node (with degree at least 3) of T (S [ f`g). Remember that S [ f`g
was constructed to be a related set (for the threshold ). First suppose that
(`
0
; v) is an internal edge of T (S [ f`g). Then by Observation 2.22, there is
some (63=64)-good estimator (w; x j y; z) for (`0; v) in S [ f`g. If ` is one of the
four leaves w; x; y and z, then we are finished. Otherwise, assume wlog that w
and x lie to the “`0-side” of (`0; v) and that jov(x; y)j  (63=64). We now show
that (`; x j y; z) is also a (63=64)-good estimator of (`0; v). Since jov(x; y)j 
(63=64) and (`0; v) lies on the path (x; y), the first condition of a good estimator
is satisfied. Also, since (w; x j y; z) was an (63=64)-good estimator for (`0; v), x,
y and z meet at v in T (S [ f`g) and (v; z)  (63=64). So the third condition
of a (63=64)-good estimator holds for (`; x j y; z). Finally, since ` is related to
S, then by Observation 2.17 and Equation 2.26, the leaf edge (`0; `) satisfies
(`
0
; `)  (63=64). Also, x, y and ` meet at `0. Therefore (`; x j y; z) satisfies the
second and final condition of a (63=64)-good estimator of (`0; v) in T (S [ f`g).
86
Now suppose that (`0; v) is a leaf edge of T (S [ f`g). By Observation 2.25,
there is some (63=64)-good estimator (w; x) of (`0; v) in S [ f`g. If v is the leaf
`, then ` is certainly one of the leaves of the estimator, so we are finished. If v
is not the leaf `, but ` is either w or x, then we are also finished. Otherwise,
assume wlog that jov(x; v)j  (63=64). Now notice that since (`0; `) is a leaf
edge in T (S [ f`g), `, x and v meet at `0 in T (S [ f`g). Also, by Observation 2.17
and Equation 2.26, the leaf edge (`0; `) satisfies (`0; `)  (63=64). So (`; x)
satisfies the conditions of a (63=64)-good estimator of (`0; v). 2
Observation 2.28 Suppose that e is an edge in T (S [ f`g) and there is some
(63=64)-good estimator of e such that one of the leaves of the estimator is `.
Then all the other leaves of that estimator (three leaves if e is internal, or two
leaves if e is a leaf edge) lie in S
`
.
Proof: First of all consider an internal edge e with the (63=64)-good esti-
mator (w; x j y; `). By Observation 2.19, jov(w; `)j, jov(x; `)j and jov(y; `)j are
all at least (63=64)3. If e = (u; v) is a leaf edge in which v is the leaf, and
(`; x) is the (63=64)-good estimator of e, then using Equation 2.26, we find that
jov(x; `)j and jov(v; `)j are both at least (63=64)2 , which is certainly at least
(63=64)
3 .
To finish the proof, we only need to show that for every covariance whose
true absolute value is at least (63=64)3, the absolute value of the estimate will
be at least (15=16)3 . Then all the leaves of these special good estimators will
lie in S
`
. Let jov(x; `)j  (63=64)3 . Then, because our covariance estimates
lie within additive error 3d=128 of their true values, we know that jdov(x; `)j 
(63=64)
3
  
3
d=128 = 
3
((63=64)
3
  d=128). We know d < 1=2, and a check on
a calculator verifies that (63=64)3   1=256  (15=16)3. So jdov(x; `)j  (15=16)3
and therefore x 2 S
`
. 2
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Corollary 2.29 `0 is a node (with degree at least 3) in T (S
`
[ f`g).
Proof: First assume that there is some internal edge (`0; v) in T (S[f`g) with
`
0 as one of its endpoints. Then by Observation 2.27, there is some (63=64)-good
estimator of (`0; v) in S [ f`g which has ` as one of its leaves. Let this estimator
be (`; x j y; z). By Observation 2.28 , each of x, y and z lie in S
`
, so therefore `0
will have degree at least 3 in T (S
`
[f`g). If there is no internal edge in T (S[f`g)
with endpoint `0, there must be at least one leaf edge (`0; v) in T (S [ f`g) such
that v 6= `, and by Observation 2.27 there is a (63=64)-good estimator (`; x) of
(`
0
; v) in S [ f`g). By Observation 2.28, x and v both lie in S
`
, so `0 will have
degree at least 3 in T (S
`
[ f`g). 2
Note that Corollary 2.29 indicates that if our aim was to reconstruct the topol-
ogy exactly (for METs for which this is possible), then if we know T (S) and
T (S
`
[ f`g), we can reconstruct T (S [ f`g). We will prove something slightly
weaker about bT (S
`
[f`g) in Lemma 2.33 at the end of Step 1. The following two
Observations are important.
Observation 2.30 If `0 lies on the edge e = (u; v) of T (S) and u 2 U and v 2 V
for some edge E = (U ;V) in bT (S), then E is an edge in bT (S
`
).
Proof: Remember that by Observation 2.27, each of the edges (u; `0) and
(`
0
; v) has a (63=64)-good estimator in S [ f`g, and we can assume that each of
these estimators has ` as one of its leaves. By Observation 2.28, all the “non-`”
leaves in these two estimators belong to S
`
.
Assume wlog that u is an internal node of T (S). Then if (w; x j `; y) is the
(63=64)-good estimator for (u; `0), we know that w, x and y meet at u in T (S),
and since w; x; y 2 S
`
, therefore u is also a node (with degree at least 3) in T (S
`
).
If v is also an internal node of T (S), then we can show that v has degree at
least 3 in T (S
`
) in the same way. So (u; v) will be an edge in T (S
`
) and E will
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be an edge in bT (S
`
). If v is a leaf of T (S), let (`; x) denote the (63=64)-good
estimator for (`0; v). Then by Observation 2.28, v 2 S
`
. Then, using the fact that
u has degree at least 3 in T (S
`
), we find that (u; v) is an edge in T (S
`
), and E is
an edge in bT (S
`
). 2
Observation 2.31 If `0 lies on the edge (u; v) of T (S) and u and v are both
contained in node U of bT (S) then U is a node of bT (S
`
). Alternatively, if `0 is
already a node in T (S) and `0 is contained in the node U in bT (S) then U is also
a node in bT (S
`
).
Proof: First suppose that `0 lies on some edge (u; v) of T (S) that is contained
in node U . Note that this implies that (u; v) is an internal edge of T (S) (leaf
edges are never contracted). Then Observation 2.27 implies that there is a
(63=64)-good estimator for (u; `0) with ` as one of its leaves and a (63=64)-good
estimator for (`0; v) with ` as one of its leaves. By Observation 2.28, u and v will
both have degree at least three in T (S
`
). Therefore U will be a node in bT (S
`
).
If `0 is already a node in T (S), then `0 has degree at least 3 in T (S). Also, by
Observation 2.27, there is a (63=64)-good estimator for every edge e adjacent to
`
0 in T (S[f`g), such that ` is a leaf of this good estimator. By Observation 2.28,
all the leaves of these estimators will belong to S
`
. Then, because `0 has degree
at least 3 in T (S), `0 will also have degree at least 3 in T (S
`
). Therefore U will
be a node in bT (S
`
). 2
The algorithm presented in the paper by Cryan, Goldberg andGoldberg [15]
used tests on the edges of bT (S
`
) to determine an approximate location (allowing
edges with (E)  1   d to be contracted) for `0. Under the assumption that
we had estimates of covariances within multiplicative error for every pair of
leaves in S
`
, we showed how to use these estimates to add ` to the topology. The
version of the algorithm presented here is very similar to the original one; the
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only difference is that the covariance estimates only need to lie within multi-
plicative error of their true values for the covariances whose absolute value is
at least (15=16)3.
In Step 3 (a) of the algorithm, we will show how to add ` to bT (S
`
) to obtain
a d-contraction bT (S
`
[ f`g) of T (S
`
[ f`g). The following Observation will be
useful in Step 3 (a):
Observation 2.32 Remember that S
`
was defined on page 85. Let bT (S
`
) be the
subtree of bT (S) induced by the leaves in S
`
, in which any degree 2 nodes have
been contracted. Then for any internal edge E of bT (S
`
), (E)  (1  7d=8).
Proof: Remember that we have maintained the invariant that for every in-
ternal edge e of T (S) that is not contracted in bT (S), (e)  (1  7d=8).
Now suppose E = (U ;V) is an internal edge of bT (S
`
). Let u 2 U and v 2 V be
the two nodes of T (S
`
) such that (u; v) is an edge in T (S
`
) (so u and v will have
degree at least 3 in T (S
`
)). Remember that (E) is defined as (u; v). Clearly
the edge (u; v) of T (S
`
) corresponds to some path (u; v) in T (S). Also, there must
be some edge f of T (S) on the path (u; v) in T (S), such that f is not contracted in
b
T (S) (otherwise (u; v) would not correspond to an edge in bT (S
`
)). Then (f) 
(1   7d=8). By definition, we know that (u; v) =
Q
e2(u;v)
(e), multiplying
along the path (u; v) in T (S). Then, by Equation 2.11 and Observation 2.6,
(u; v)  (f)  (1  7d=8), and we are finished. 2
The following Lemma proves that we can use the d-contraction bT (S
`
[ f`g) to
construct a d-contraction of T (S [ f`g):
Lemma 2.33 Suppose that bT (S) is a d-contraction of the related set S satisfying
the invariant quoted at the beginning of Subsection 2.4.2. Let ` be related to S
and let bT (S
`
) be the subtree induced by the leaves in S
`
. Finally, let bT (S
`
[ f`g)
be a d-contraction of T (S
`
[ f`g) constructed by adding ` to a node or along an
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edge of bT (S
`
). Then the node or edge of bT (S
`
) where ` was attached is also a node
or edge of bT (S). Also, if we attach ` to the same node or edge in bT (S) to give the
topology T 0(S [ f`g), then T 0(S [ f`g) is a d-contraction of T (S [ f`g).
Proof: We assume that bT (S
`
[f`g) is a d-contraction of T (S
`
[f`g) constructed
by adding ` to a node or along an edge of bT (S
`
). Remember that `0 is the node
in T (S [f`g) such that (`0; `) is a leaf edge in T (S [f`g). Also remember that by
Corollary 2.29, `0 lies in T (S
`
[ f`g).
First suppose that bT (S
`
[f`g) was constructed from bT (S
`
) by attaching ` to
an existing node U of bT (S
`
). Note that because bT (S
`
) was defined as the induced
topology of bT (S) on the leaves in S
`
(where all nodes have degree 3), every node
in bT (S
`
) is also a node in bT (S). Also, every node in T (S
`
) is also a node in T (S).
So in this case, U lies in bT (S), and we can construct T 0(S[f`g) by attaching ` to
the node U in bT (S). We need to show that T 0(S[f`g) will then be a d-contraction
of T (S [ f`g).
Since bT (S
`
[ f`g) is a d-contraction of T (S
`
[ f`g), there are only three
explanations for attaching ` to U in bT (S
`
): The first possibility is that `0 is a node
of T (S
`
) that lies inside U in bT (S
`
). Then `0 is also a node in T (S), and `0 lies in
U in bT (S). Attaching ` to U in bT (S) does not contract any edges of T (S [ f`g)
that were not already contracted in bT (S), so T 0(S [ f`g) is a d-contraction of
T (S[f`g). The second possibility is that `0 lies on some edge (u; v) of T (S
`
) such
that u; v lie within U in bT (S
`
). By our definition of bT (S
`
), u and v must lie in
U in bT (S); also, by Observations 2.27 and 2.28, (u; v) will be an edge (rather
than a path) in T (S). Therefore, the new topology T 0(S [ f`g) can be obtained
from T (S [f`g) by contracting some edges of T (S [f`g)). Also, the only edges of
T (S[f`g) that are “newly” contracted by the addition of ` to bT (S) are (u; `0) and
(`
0
; v). Since (u; v) was contracted in bT (S), (u; v)  (1 d). Using Equation 2.26
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and Observation 2.6, (u; `0)  (1  d) and (`0; v)  (1  d). Then T 0(S [ f`g) is
a d-contraction of T (S [ f`g). Finally, if `0 was attached to U to give bT (S
`
[ f`g),
and `0 does not lie inside U in bT (S
`
), U , then the only other possibility is that
`
0 lies along an edge that is adjacent to U in bT (S
`
) (if `0 lies within another
node V or on an edge that is not adjacent to U in bT (S
`
), then attaching ` to U
would not give a d-contraction of T (S
`
[ f`g)). Let E = (U ;V) be the edge of
b
T (S
`
) such that `0 lies on E , and suppose that u 2 U and v 2 V are the nodes of
T (S
`
) such that (u; v) is an edge in T (S
`
). Then `0 lies on (u; v) in T (S
`
); also,
by Observation 2.30, (u; v) must be an edge of T (S). Then, by attaching ` to U
in bT (S) to give T 0(S [ f`g), we are contracting the edge (u; `0). However, since
this edge was contracted in bT (S
`
), it must be the case that (u; `0)  (1   d).
Therefore, T 0(S [ f`g) is a d-contraction of T (S [ f`g).
Now suppose that bT (S
`
[ f`g) was constructed from bT (S
`
) by attaching `
to an existing edge E of bT (S
`
). Let E = (U ;V), and suppose that u 2 U and
v 2 V are the nodes of T (S
`
) such that (u; v) is an edge in T (S
`
). Then by
Observation 2.30, (u; v) must be an edge (rather than a path) of T (S). Also,
since ` was attached to bT (S
`
) by splitting E and attaching a new leaf edge, then
since bT (S
`
[ f`g) is a d-contraction of T (S
`
[ f`g), `0 must lie on (u; v) in T (S
`
)
(and also in T (S)). Therefore, by attaching ` to the edge E in bT (S), we obtain a
d-contraction of T (S [ f`g). 2
Step 2: Find two leaves x and y such that `0 lies close to the path (x; y)
Next, by considering bT (S) and using our estimates (which lie within additive
error 3d=128 of their true values) of covariances between pairs of leaves in
S [ f`g, we will find x; y 2 S
`
such that the following conditions hold:
(i) jdov(`; y)j  ;
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(ii) jdov(x; `)j  (31=32)2;
(iii) jdov(x; y)j  (31=32)2 ;
(iv) One of the following two conditions holds:
– Either `0 lies on the path from x to y in T (S
`
), or
– If `00 is the meeting point of x, y and ` in T (S
`
), then (`00; `0)  (1  
d=32).
We will soon see that in order to find x and y, we only need to use the esti-
mates of interleaf covariances for pairs of leaves in S
`
[ f`g. The choice of y
is straightforward: Since the leaf ` is related to S, there is at least one leaf
in S such that the absolute value of the estimated covariance between this
leaf and ` is at least . Without loss of generality, this is the leaf that we will
choose as y. By definition of S
`
, clearly y 2 S
`
. Therefore condition (i) is sat-
isfied by construction. Note that by the closeness of our estimates, we know
that jov(`; y)j  (63=64) for this particular y. The method that we use to find
an x satisfying the conditions above involves estimating the -weight of a leaf
path. The procedure that we will use to choose x is given on page 95, but first
we need some definitions and observations.
Definition 2.7 For any three leaves x0; y0; z0 from S
`
, if u is the meeting point of
x
0, y0 and z0 in T (S [ f`g), we will let 
z
0
(x
0
; y
0
; z
0
) denote (u; z0), where (u; z0)
is the product of the  weights along the (u; z0)-path in T (S) (see Definition 2.4).
Note that since x0, y0 and z0 also belong to S
`
, u also lies in T (S
`
), and therefore
we will also informally refer to (u; z0) in the tree T (S
`
).
Equation 2.10 implies that if ov(x0; y0) 6= 0,

z
0
(x
0
; y
0
; z
0
) =
s
ov(x
0
; z
0
)ov(y
0
; z
0
)
ov(x
0
; y
0
)
: (2.33)
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By Corollary 2.29, `0 has degree at least 3 in T (S
`
[ f`g). Then `0 must lie along
some path in T (S
`
). Therefore there is some x 2 S
`
such that `0 lies on the
(x; y)-path in T (S
`
). Then 
`
(x; y; `) = (`
0
; `). However, we can also prove the
following Observation, which is a slightly stronger version of Observation 2.27:
Observation 2.34 There is a (63=64)-good estimator of the path from `0 to the
leaf ` in S
`
[ f`g such that y and ` are both leaves of this estimator. Let the third
leaf be called “real x”. In the terms of Equation 2.33 above, 
`
(“real x”; y; `) =
(`
0
; `). Also, “real x” 2 S
`
. For any x0 in S
`
, 
`
(x
0
; y; `)  (`
0
; `).
Proof: By the closeness of our estimates, we know jov(`; y)j  (63=64). First
assume that `0 lies on the edge e = (u; v) in T (S) and assume wlog that y lies on
the “v-side” of (u; v) (it is possible that v is a leaf and v = y). Since S is a related
set, there is some “real x” on the “u-side” of e such that (v; “real x”)  (63=64),
and therefore (`0; “real x”)  (63=64). Therefore (“real x”; y) is a (63=64)-good
estimator of (`0; `). Alternatively, if `0 is a node in T (S), let v be the node adjacent
to `0 in T (S) such that v lies on the path between `0 and y (it is possible that v is a
leaf and v = y). Let (u; `0) be any edge in T (S) such that u 6= v. Then, because S
is a related set, Observation 2.17 ensures that there are two leaves x; z 2 S such
that the (x; z)-path contains the edge (u; `0) and jov(x; z)j  (63=64). Assume
wlog that x does not lie to the “v-side” of the edge (`0; v), and now denote x
by “real x”. By Equation 2.26, (“real x”; `0)  (63=64), and (“real x”; y) is a
(63=64)-good estimator of (`0; `). By Observation 2.28, whether `0 lies on an
edge of T (S) or is a node of T (S), both “real x” and y belong to S
`
.
The fact that 
`
(x
0
; y; `)  (`
0
; `) follows directly from Equation 2.11 and
Observation 2.6. 2
Observation 2.35 Let x0 be a leaf in S such that jdov(x0; `)j and jdov(x0; y)j are
both at least (31=32)2 . Therefore, by our definition of S
`
, x0 2 S
`
. Then, using
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Equation 2.33, with our estimates of the inter-leaf covariances between x0 and
y, between x0 and `, and between y and `, we can estimate 
`
(x
0
; y; `) within
multiplicative error d=64. We can also estimate 
x
0
(x
0
; y; `) and 
y
(x
0
; y; `) to the
same multiplicative error.
Proof: First note that by the closeness of our estimates, the absolute values
of ov(x0; `), ov(x0; y) and ov(`; y) are all at least (15=16)2 . Since our covari-
ance estimates lie within additive error 3d=128 of their true values, these es-
timates lie within multiplicative error d=64 of their true values. Substituting
the covariance estimates into Equation 2.33, our estimate will satisfy
b

`
(x
0
; y; `) 
s
ov(x
0
; `)ov(`; y)(1 + d=64)
2
ov(x
0
; y)(1  d=64)
 
`
(x
0
; y; `)(1 + d=16)
by Inequality 2.29. Also,
b

`
(x
0
; y; `) 
s
ov(x
0
; `)ov(`; y)(1  d=64)
2
ov(x
0
; y)(1 + d=64)
 
`
(x
0
; y; `)(1 + d=32)
using Inequality 2.30. Since  < 1=4, we have estimated 
`
(x
0
; y; `) within mul-
tiplicative error d=64. Note that this proof uses exactly the same assumptions
about the absolute value of each of the three covariances. Therefore, the same
argument shows that we can obtain estimates for 
x
0
(x
0
; y; `) and 
y
(x
0
; y; `)
within multiplicative error d=64. 2
Next we will show how our algorithm chooses the leaf x that satisfies the
conditions listed on page 92. The choice of x is made by using each “potential
x” to estimate the value of (`0; `), and then choosing the leaf x that gives the
“best” estimate. We have already chosen y such that jov(`; y)j  . Next, for
every leaf x0 2 S
`
that satisfies the following conditions
jdov(x
0
; `)j  (31=32)
2 and jdov(x0; y)j  (31=32)2 ;
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d`
0
d
`
00
v
x
v
“real x”
v
`
v
y
Figure 2.4: The situation in T (S
`
[ f`g). The node `0 lies along the path be-
tween “real x” and y; `0 does not lie on the path (x; y), but (`00; `0) is close to 1.
we calculate b
`
(x
0
; y; `). Then we choose x to be the leaf x0 that gives the largest
value for this estimate, and we calculate b
x
(x; y; `) and b
y
(x; y; `). We will let
`
00 denote the meeting point of y, ` and the x that has just been chosen. First
note that by construction, the x that we choose will satisfy conditions (ii) and
(iii) from page 92. The following Lemma proves condition (iv):
Lemma 2.36 Suppose we use the procedure described in the previous para-
graph to choose x. Then `0 either lies along the path between x and y or else
the multiplicative distance between `0 and `00 is at least (1  d=32).
Proof: Suppose that `0 does not lie along the path between y and the x that
we choose. By Observation 2.34, there is a (63=64)-good estimator in S
`
[ f`g
for (`0; `) such that y and ` are both leaves of this estimator. This estimator
is represented in Figure 2.4 by “real x” and y; the figure also shows the ac-
tual x chosen by the procedure. By the closeness of our estimates, note that the
“real x” will have been tested above.
96
By Observation 2.35, both b
`
(x; y; `) and b
`
(“real x”; y; `) are within multi-
plicative error d=64 of their true values. This means that
b

`
(“real x”; y; `)
b

`
(x; y; `)


`
(“real x”; y; `)(1   d=64)

`
(x; y; `)(1 + d=64)

1
(`
00
; `
0
)
(1  d=32);
by Inequality 2.30. Since b
`
(“real x”; y; `) was less than b
`
(x; y; `), it must be
true that (`00; `0)  (1  d=32). 2
Step 3: Find the location of `0
Finally we describe how to use the fact that `0 “almost” lies on the path (x; y)
(see condition (iv) on page 92) to construct the d-contraction bT (S[f`g). Remem-
ber that the meeting point of `, x and y in T (S
`
[ f`g) is denoted by by `00, and
that `0 denotes the node in T (S
`
[ f`g) such that (`0; `) is a leaf edge. In Obser-
vation 2.35 of Step 2, we showed that we could calculate estimates for (`00; y)
and of (`00; x) that lie within multiplicative error d=64 of their true values.
Throughout Step 3, we will assume that these estimates have already been
calculated, and denote them by b(`00; x) and b(`00; y).
There are two sub-steps in Step 3. First of all, in Step 3 (a), we will show
how to add ` to a node of bT (S
`
) or on an edge of bT (S
`
), to give a d-contraction of
T (S
`
[ f`g). The position where ` will be inserted into bT (S
`
) is determined by
two tests which will be used to measure “distance from x” and “distance from y”
for certain leaves in S
`
(see page 99 for the procedure). The d-contraction of
T (S
`
[f`g) that will be constructed by this method will be denoted by bT (S
`
[f`g).
By Lemma 2.33, we know that we can attach ` to the same node or edge
in bT (S) to obtain a topology T 0(S [ f`g) that is a d-contraction of T (S [ f`g).
However, T 0(S [ f`g) will not necessarily satisfy the invariant described at the
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beginning of Subsection 2.4.2; we will see that the proof that Step 3 (a) con-
structs a d-contraction of T (S
`
[ f`g) relies on the fact that the invariant holds
for bT (S) (in particular, the proof of Lemma 2.41 needs to make this assump-
tion). The procedure of Step 3 (b) described on page 107 shows how to modify
T
0
(S [ f`g) to give a topology bT (S [ f`g) such that every edge E in bT (S [ f`g)
satisfies (E)  (1   7d=8). Therefore, Step 3 (a) and Step 3 (b) together prove
Theorem 2.16.
Step 3 (a): Adding ` to bT (S
`
)
Definition 2.8 Let U be an internal node on (x; y) in bT (S
`
). Let z be a leaf
from S
`
such that x, y and zmeet at U and jdov(z; y)j  (15=16)3 and jdov(z; x)j 
(15=16)
3 . Then we say z is a good tester for U .
For each internal node U on the path (x; y) in bT (S
`
), and each good tester z 2 S
`
for U , we can perform the following tests.
 Test
y
(U ; z): The test succeeds iff
b

y
(x; z; y)
b
(`
00
; y)
 1  3d=4
where b(`00; y)was obtained at the end of Step 2, and b
y
(x; z; y) is obtained
using the covariance estimates with Equation 2.33.
 Test
x
(U ; z): The test succeeds if and only if
b

x
(x; z; y)
b
(`
00
; x)
 1  3d=4
where b(`00; x) was obtained at the end of Step 2, and b
x
(x; z; y) is obtained
using the covariance estimates with Equation 2.33.
It is best to think of Test
y
as testing that `00 is to the “y-side” of the meeting
point of x, y and z. Similarly, we can think of Test
x
as testing that `00 is to the
“x-side” of the meeting point of x; y and z.
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The leaf ` is added to bT (S
`
) in the following way. First U is initialized to
be the internal node of bT (S
`
) that is closest to the leaf y. The algorithm moves
along the path towards the leaf x, until the leaf ` is placed somewhere. For each
node U in bT (S
`
) on this path, tests will be performed for every good tester z 2 S
`
that meets the path (x; y) at U . The decision on where to place ` is made in the
following way: First of all, for every leaf z 2 S
`
that is a good tester for U ,
Test
y
(U ; z) is performed. If all of these tests succeed, then the leaf ` is attached
to bT (S
`
) by splicing a new node into the adjacent edge on the “y-side” of U and
connecting ` to bT (S) by an edge to this new node. Otherwise, if even one Test
y
fails, Test
x
(U ; z) is performed for every good tester z 2 S
`
. If even one Test
x
fails then ` is attached to the existing topology by the edge (U ; `). If all of the
Test
x
tests succeed, then x will be placed somewhere to the “x-side” of U . If the
leaf x is adjacent to U in T (S
`
), an edge attaching ` is spliced into the middle
of (U ; x); otherwise, we move from U to the next node in bT (S
`
) towards x, and
look for the location of ` along the rest of the path.
The new topology obtained by using this procedure to attach ` to bT (S
`
) will
be denoted by bT (S
`
[ f`g). The following Observations and Lemmas prove that
b
T (S
`
[ f`g) is a d-contraction of T (S
`
[ f`g). This will be shown in Lemma 2.41
and Lemma 2.42. First we will show that there is some good tester for every
node U on the path (x; y) in bT (S
`
).
Observation 2.37 Let U be an internal node on the path between x and y
in bT (S
`
). Let u0 be any node in T (S
`
) such that u0 lies on the (x; y)-path in T (S
`
)
and u 2 U in bT (S
`
). Then there is some z 2 S
`
that meets the path (x; y) at u
in T (S
`
) and that is a good tester for U in bT (S
`
).
Proof: First let e0 be any edge in T (S
`
) such that e0 is adjacent to u0 but
does not lie on the (x; y) path. Note that e0 will correspond to some path in the
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tree T (S), and suppose e is the edge of this path that is adjacent to u0. By Obser-
vation 2.17, there is some leaf z 2 S such that z, x and y meet at u0 in T (S) and
such that (z; u0)  (63=64). Also, we know that jdov(x; y)j  (31=32)2, by the
choice of x and y in Step 2. Since we know that jdov(x; y)   ov(x; y)j  3d=128
therefore jov(x; y)j  (31=32)2   3d=128 = 2((31=32)2   d=128). Therefore
by Equation 2.26, (u0; x)  2((31=32)2   d=128) and (u0; y)  2((31=32)2  
d=128). Also, because (z; u0)  (63=64), then, using Equation 2.26, we have
jov(x; z)j  
3
(63=64)((31=32)
2
  d=128) and jov(y; z)j  3(63=64)((31=32)2  
d=128). We know that  < 1=4 and d < 1=2, and using a calculator, we can ver-
ify that (63=64)((31=32)2   1=1024)  (31=32)3. Therefore jov(x; z)j  (31=32)3
and jov(y; z)j  (31=32)3 .
Then the estimated covariancesdov(x; z) anddov(y; z) have absolute values
of at least (31=32)3 3d=128. Another check with a calculator verifies that this
value is at least (15=16)3 .
Finally, we need to show that z 2 S
`
. First suppose that u0 lies to the “y-
side” of `00 on the path between x and y. Then by Equation 2.26 we know that
jov(z; `)j = (z; u
0
)(u
0
; `) and also that (u0; `)  jov(y; `)j. By construction,
jov(y; `)j  (63=64), so jov(z; `)j  (63=64)2 . Otherwise, if u0 lies to the “x-
side” of `00, then jov(z; `)j  (z; u0)jov(x; `)j. Remember that condition (ii)
for Step 2 ensures that jdov(x; `)j  (31=32)2 . Also, since dov(x; `) lies within
additive error 3d=128 of ov(x; `), therefore jov(z; `)j  (63=64)((31=32)2  

3
d=128) = 
3
(63=64)((31=32)
2
  d=128). A check with a calculator verifies that
(63=64)((31=32)
2
  d=128)  (31=32)
3 . Therefore jov(z; `)j  (31=32)3 . Also,
because dov(z; `) lies within additive error 3d=128 of ov(z; `), another check
with a calculator verifies thatdov(z; `)  (15=16)3 , so z will belong to S
`
.
The argument above holds for every u0 that lies on (x; y) in T (S
`
) and lies
inside U in bT (S
`
). 2
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The next observation will be useful for proving that the procedure described on
page 99 constructs a d-contraction of T (S
`
[ f`g).
Observation 2.38 Let z be any leaf in S
`
that forms a good tester for some node
along the path (x; y) in bT (S
`
). Then, if we estimate 
y
(x; z; y) and 
x
(x; z; y) us-
ing Equation 2.33, we obtain estimates that lie within multiplicative error d=16
of the true values.
Proof: We will estimate 
y
(x; z; y) and 
x
(x; z; y) using dov(x; y), dov(x; z)
anddov(y; z) with Equation 2.33. By condition (iii) from page 92, we know that
jdov(x; y)j  (31=32)
2. Also, by our definition of a good tester, we know that
jdov(x; z)j  (15=16)
3 and jdov(y; z)j  (15=16)3 . Therefore each of the three
relevant covariance estimates has an absolute value of at least (15=16)3. We
will use this fact, together with our assumption that our covariance estimates
lie within additive error 3d=128 of their true values, to show that each of the
three covariance estimates lie within multiplicative error d=64 of their true val-
ues.
First consider ov(x; z). We will first show that jov(x; z)j  (7=8)3. Since
dov(x; z) is within additive error 3d=128 of its true value, therefore jov(x; z)j 
(15=16)
3
 
3
d=128 = 
3
((15=16)
3
 d=128). ((15=16)3 d=128)  ((15=16)3 1=256),
because d < 1=2. A check on a calculator verifies that ((15=16)3 1=256)  (7=8)3.
So jov(x; z)j  (7=8)3. We also know that jdov(x; z)   ov(x; z)j  3d=128, so
to show that jdov(x; z)   ov(x; z)j  jov(x; z)jd=64, we only need to show that

3
d=128  jov(x; z)jd=64. This is equivalent to showing that 3=2  jov(x; z)j.
However, we know that jov(x; z)j  (7=8)3, and (7=8)3  3=2, so therefore

3
=2  jov(x; z)j, and jdov(x; z)   ov(x; z)j  jov(x; z)jd=64 holds.
Finally, note that our proof that dov(x; z) lies within multiplicative error
d=64 of ov(x; z) only used the facts that jdov(x; z)j  (15=16)3 and thatdov(x; z)
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Figure 2.5: Test
y
(U ; z) succeeds for every z that meets the (x; y) path at U .
lies within additive error 3d=128 of its true value. Therefore dov(x; y) and
dov(y; z) will also lie within multiplicative error d=64 of their true values.
Then, calculating b
y
(x; z; y), we have
s
dov(x; y)dov(y; z)
dov(x; z)

s
ov(x; y)ov(x; z)(1 + d=64)
2
ov(x; z)(1   d=64)
 
y
(x; z; y)
(1 + d=64)
(1   d=64)
 
y
(x; z; y)(1 + d=16)
by Inequality 2.29. Likewise, we can show that b
y
(x; z; y)  
y
(x; z; y)(1 d=32),
using Inequality 2.30. The proof for b
x
(x; z; y) is identical. 2
Lemma 2.39 Let U be an internal node in bT (S
`
) on the path between x and y,
and suppose that `00 lies to the “y-side” of U and that (U ; `00)  (1  7d=8). Then
Test
y
(U ; z) succeeds for every good tester z at U .
Proof: The situation described in the statement is depicted in Figure 2.5.
The meeting point of x, y and z is denoted by u00; u0 denotes the internal node
of T (S
`
) in U that is closest to y. Notice that 
y
(x; z; y) is the multiplicative
weight for the path between u00 and y. Also, note that (u00; `00)  (u0; `00). We
know, by the proof of Observation 2.35, that b(`00; y) lies within multiplicative
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error d=64 of its true value. By Observation 2.38,
b

y
(x; z; y)
b
(`
00
; y)


y
(x; z; y)(1 + d=16)
(`
00
; y)(1  d=64)
 (u
00
; `
00
)(1 + d=16)(1 + d=32)
 (1  7d=8)(1 + d=8)
 (1  3d=4)
where the first step uses the fact that 1=(1   )  (1 + 2) for any   1=2. 2
A symmetric argument shows that the same result holds for Test
x
when x and y
swap roles.
Lemma 2.40 Let U be an internal node in bT (S
`
) on the path between x and y.
Suppose that either
 `
00 lies on some edge of T (S
`
) that is contracted in the node U , or
 that `00 lies to the “x-side” of U .
Then there is some good tester z such that Test
y
(U ; z) fails.
Proof: First assume that `00 lies inside U . Let u0 be the node of T (S
`
) that
lies in U and is the closest node to y among all possible candidates. The proof
of Observation 2.37 guarantees the existence of a good tester z that meets the
path at u0 (See Figure 2.6). Then if we perform Test
y
(U ; z), we find that
b

y
(x; z; y)
b
(`
00
; y)


y
(x; z; y)(1   d=16)
(`
00
; y)(1 + d=64)
=
(1  d=16)
(`
00
; u
0
)(1 + d=64)
 (1  d=16)(1   d=32)
 (1  d=8)
where the second step holds because 1=(1 + )  (1   2) for every  2 (0; 1).
Therefore Test
y
(U ; z) must fail.
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(ii) `00 lies to the “x-side” of U
Figure 2.6: Here are pictures of the two different good testers used in the proof
of Lemma 2.40.
For the second case, consider the node v0 of T (S
`
) that lies within U and is
closest to x. Again, Observation 2.37 guarantees that there is a good tester z
that meets the path (x; y) at v0. Performing Test
y
(U ; z), we find that
b

y
(x; z; y)
b
(`
00
; y)


y
(x; z; y)(1   d=16)
(`
00
; y)(1 + d=64)
=
(1  d=16)
(v
0
; `
00
)(1 + d=64)
 (1  d=16)(1   d=32)
 (1  d=8)
and therefore Test
y
(U ; z) must fail. 2
Like Lemma 2.39, the same Lemma can be proven by reversing the roles of x
and y.
The next two Lemmas prove that bT (S
`
[f`g) is a d-contraction of T (S
`
[f`g):
Lemma 2.41 Suppose that the procedure on page 99 adds ` to the topology bT (S
`
)
by adding the edge (U ; `), for some internal node U of bT (S
`
). Then this new topol-
ogy is a d-contraction of T (S
`
[ f`g).
Proof: If the algorithm attaches ` to U , then Test
y
(U ; z) must have failed for
some z. Lemma 2.39 then implies that if `00 does lie to the “y-side” of U , then
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(U ; `
00
) > (1   7d=8). Also, since we stop at the node U , some Test
x
(U ; z) must
have failed. Using Lemma 2.39 again, this implies that if `00 lies to the “x-side”
of U , then (U ; `00) > (1   7d=8). Remember that (U ; `00) is defined as (u0; `00),
where u0 2 U is the node of T (S
`
) such that the path (u0; `0) in T (S
`
[ f`g) does
not contain any other nodes of T (S
`
) that are contracted in U in bT (S
`
).
Now we will show that if `00 does not lie within the node U in bT (S
`
[ f`g),
then it must lie on one of the edges adjacent to U . Assumewlog that `00 lies to the
“x-side” of U , and suppose that V is the next node on the “x-side” of U in bT (S
`
).
If (U ;V) is a leaf edge, then V = x, and certainly `00 must lie on this edge in
b
T (S
`
[f`g). Otherwise, by Observation 2.32, we know that (U ;V)  (1 7d=8);
in terms of T (S
`
), if u 2 U and v 2 V are the two nodes of T (S
`
) such that
(u; v) is an edge in T (S
`
), then (u; v)  (1   7d=8). Then, since `00 lies to the
“x-side” of u, and since v lies on the path from u to x, either `00 lies on the
edge (u; v) of T (S
`
), or `00 lies to the “x-side” of v. However, if `00 lay to the “x-
side” of v, then Equation 2.26 would imply that (`00; u) = (`00; v)(v; u). Now,
we know that if `00 lies to the “x-side” of U , then (`00; u) > (1   7d=8). Also,
we know that (u; v)  (1   7d=8). Therefore if `00 lay to the “x-side” of v, then
Equation 2.11 and Observation 2.6 would imply that (`00; u)  (1 7d=8), which
is a contradiction. So, if `0 lies to the “x-side” of U , then it must lie on an edge
adjacent to U . A symmetric argument shows that if `0 lies to the “y-side” of U ,
then it must lie on an edge adjacent to U .
Now we turn to the question of showing that the new topology is a d-
contraction of T (S
`
[ f`g). First suppose that `00 lies on the adjacent edge
E = (U ;V) on the path (x; y) in bT (S
`
), and assume wlog that `00 lies to the
“x-side” of U . Let u 2 U and v 2 V be the nodes of T (S
`
) such that (u; v) is
an edge in T (S
`
). We have already shown that (u; `00) > (1   7d=8). We will
now complete the proof for this case by showing that in this situation, `00 must
105
equal `0. Then, by attaching ` to U , we are contracting the edge (u; `0), and since
(u; `
0
) > (1 7d=8), bT (S
`
[f`g) is a d-contraction of T (S
`
[f`g). To show that `00
must equal `0 in this situation, remember from Corollary 2.29 that `0 has degree
at least three in T (S
`
[ f`g). Therefore, `0 must lie along some path of T (S
`
).
Also, since `00 is defined as the node where x, y and `meet in T (S
`
[ f`g), there-
fore `00 is also the point where x, y and `0 meet in T (S
`
[f`g). Also, `0 lies on some
edge of T (S
`
). So if `00 was not the node `0, then `00 would have degree at least 3
in T (S
`
). This is a contradiction (we assumed that `00 lay on the edge (u; v) of
T (S
`
)). Therefore, in this case, bT (S
`
[ f`g) is a d-contraction of T (S
`
[ f`g).
If `00 lies along an edge that is already contracted in U (or if `00 is a node
in T (S
`
) contained in U), there are two possible scenarios. It may be the case
that `0 also lies along an edge of T (S
`
) contracted in U , and in this situation,
adding ` to U certainly creates a d-contraction of T (S
`
[f`g). Otherwise there is
an edge of bT (S
`
) that does not lie on the path (x; y) but which is adjacent to U ,
such that `0 lies on this edge in T (S
`
[ f`g). (`0 must lie on an edge of bT (S
`
)
that is adjacent to the (x; y) path for the following reason: condition (iv) from
Step 2 guarantees that (`0; `00)  (1   d=32). Let E = (U ;V) be the adjacent
edge to U such that `0 either lies on E or to the “V-side” of E . If `0 lay to the “V-
side” of E , then using Equation 2.26 and Observation 2.6, we could show that
(`
00
; `
0
)  (1   7d=8), which is a contradiction. Let u0 2 U be the node of T (S
`
)
such that (u0; `0) is an edge in T (S
`
[ f`g). Therefore by attaching ` to bT (S
`
)
by the edge (U ; `), we are contracting the edge (u0; `0). Also, by Equation 2.26
and Observation 2.6, (u0; `0)  (1   d=32). So bT (S
`
[ f`g) is a d-contraction
of T (S
`
[ f`g). 2
Lemma 2.42 Suppose that the procedure on page 99 adds ` to the topology bT (S
`
)
by inserting a new node into the middle of the edge E and attaching ` to this new
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node. Then this topology is a d-contraction of T (S
`
[ f`g).
Proof: Let the two endpoints of E in bT (S
`
) be U
1
and U
2
, and assume wlog
that U
2
is closer to y than U
1
is. Here are two obvious facts: if U
2
is the leaf y,
then `00 definitely lies to the “x-side” of U
2
; also, if U
1
is the leaf x, then `00
definitely lies to the “y-side” of U
1
.
If U
2
is not the leaf y, then Test
x
(U
2
; z) must have succeeded for every z, or
otherwise the algorithm would not have moved past this node to U
2
. Then, by
Lemma 2.40, `00 must lie to the “x-side” of U
2
. Also, if U
1
is not the leaf x, then
Test
y
(U
1
; z) must have succeeded for every z, or otherwise the algorithm would
have attached ` to U
1
. By Lemma 2.40, `00 must lie to the “y-side” of U
1
. Since
we know that `00 lies to the “y-side” of U
1
and to the “x-side” of U
2
, therefore `00
must lie somewhere on the edge (U
1
;U
2
). Then `00 = `0, and therefore the new
topology is a d-contraction of T (S
`
[ f`g). 2
Taken together, Lemma 2.41 and Lemma 2.42 prove that the procedure of
Step 3 (a), described on page 99, constructs a topology bT (S
`
[ f`g) that is a
d-contraction of T (S
`
[ f`g). In the section of this chapter dealing with Step 1
of the algorithm, Lemma 2.33 proved that if we add ` to bT (S) at the same edge
or node where ` was added to bT (S
`
), we obtain a d-contraction of T (S [ f`g).
Step 3 (b) describes how to add ` to bT (S) so that the invariant is maintained.
Step 3 (b): Maintaining the invariant
After the leaf ` is added to an edge or a node of bT (S
`
) to give bT (S
`
[ f`g),
Lemma 2.33 implies that we can attach ` to the same node or edge of bT (S)
to obtain a topology that is a d-contraction of T (S [ f`g). Let T 0(S [ f`g) be this
new topology. We now show how to modify T 0(S [ f`g) to obtain another topol-
ogy bT (S [ f`g) such that bT (S [ f`g) is a d-contraction of T (S [ f`g) and every
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edge E of bT (S [ f`g) satisfies (E)  (1   7d=8). Then bT (S [ f`g) will satisfy
the invariant stated at the beginning of Subsection 2.4.2. Therefore, we prove
Theorem 2.16.
By construction, the set S [ f`g is a related set for the threshold . For
every internal edge E in T 0(S [ f`g), let u 2 U and v 2 V denote the two nodes
of T (S [ f`g) such that (u; v) is an edge of T (S [ f`g). Then if we perform the
procedure described in the statement of Lemma 2.24, we will obtain an estimate
b
(E) of (E) such that b(E) lies within multiplicative error d=32 of its true value
in T 0(S [ f`g) (in T 0(S [ f`g), (E) is (u; v)). Therefore,
b
(E) 2 [(1  d=32)(u; v); (1 + d=32)(u; v)℄
Now define the topology bT (S [ f`g) as follows: consider all the internal edges
of T 0(S [ f`g) in any order. For each internal edge E , we will identify the two
endpoints of E iff b(E)  (1   15d=16). In terms of T (S [ f`g), identifying the
endpoints of E means that the edge (u; v) of T (S [ f`g) will be contracted in
b
T (S [ f`g). Let bT (S [ f`g) be the topology obtained from T 0(S [ f`g) after (E)
has been estimated for every internal edge E of T 0(S [ f`g), and some of these
edges have been contracted.
To show that the topology bT (S [ f`g) satisfies the invariant stated at the
beginning of Subsection 2.4.2, first suppose that we identify the two endpoints
U and V of some edge E . Then we must have had b(E)  (1   15d=16). Then
since b(E) lies within multiplicative error d=32 of its true value, we have (1 +
d=32)(u; v)  (1   15d=16) and therefore (u; v)  (1   7d=8)=(1 + d=32) 
(1   7d=8)(1   d=16)  (1   7d=8   d=16) > (1   d). Therefore, we only contract
an edge (u; v) of T (S [ f`g) if (u; v)  (1   d). So bT (S [ f`g) will also be a
d-contraction of T (S [ f`g). Suppose that the internal edge E = (U ;V) is not
contracted in bT (S [ f`g). Then we must have had b(E) < (1   15d=16), and
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therefore (u; v)(1 d=32) < (1 15d=16). Then (u; v) < (1 15d=16)=(1 d=32) 
(1   15d=16)(1 + d=16)  (1   7d=8). So every edge (u; v) of T (S [ f`g) that is
not contracted in bT (S [ f`g) satisfies (u; v)  (1   7d=8). Therefore, we have
proved Theorem 2.16.
2.4.3 Note: relationship to previous research
Finally, we will relate our research to previous research on “getting the topol-
ogy”. The papers of Erdo¨s et al. [23, 24] and Csu˝ro¨s and Kao [16, 17] present
results on the problem of recovering the unrooted topology of an evolutionary
tree in various restricted models of evolution (see Subsection 2.1.3 for more
details). However, the results all depend on the existence of a multiplicative
weighting W on the edges of the tree, where W is defined for that specific model
and W satisfies Equation 2.4. Most of the results in these papers (for different
models) show how to reconstruct the topology of a tree, under the assumption
that there are two values a and b such that 0 < a  b < 1 and that W(e) 2 [a; b℄
for every edge in the tree. Remember that in the Two-State General Markov
Model, the multiplicative weight is denoted by (e), for every edge e.
Now suppose that M is a Two-State MET with the topology T such that
(e) 2 [a; b℄ for some 0 < a  b < 1. If we define the depth of a tree, denoted by
depth(M), in the same way as in Subsection 2.1.3, and define a leaf connectivity
graph on the leaves of M by using the exact covariances, then the entire graph
is connected for the threshold a2depth(M)+2. If we are given estimates of covari-
ances that lie within additive error (a2depth(M)+2=2)3((1  b)=2)=128 of their true
values, then using the threshold a2depth(M)+2=2, the set of leaves forms a related
set in this graph. By Theorem 2.16, our algorithm will construct a (1   b)=2-
contraction bT of the true tree. Then the edge e is contracted in bT if and only if
(e)  (1 + b)=2. However, (1 + b)=2 > b when b < 1, and therefore every edge
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of M satisfies (e) < (1 + b)=2. Therefore the (1   b)=2-contraction is the true
topology ofM .
Using Chernoff bounds, Lemma 2.2 shows that we only need to take
O

log(n=Æ)
a
12(depth(M)+1)
(1  b)
2

(2.34)
samples from M to ensure that with probability at least (1   Æ), all our covari-
ance estimates lie within additive error (a2depth(M)+2=2)3((1  b)=2)=128 of their
true values. Then, with probability at least (1   Æ), our algorithm constructs
the original (unrooted) topology ofM .
Althoughwewere interested in reconstructing a d-contraction for restricted
Two-State METs, the results of Section 2.4 only depend on three things: (1) The
assumptions that we made about the closeness of our estimates and the con-
nectivity of the graph; (2) The multiplicative properties of covariances in re-
lation to the  weights; (3) The fact that (e) 2 (0; 1℄ for every edge e. It has
already been shown that when W(e) is defined as (1   2p
e
) for the Cavender-
Farris-Neyman model, then these weights satisfy conditions (2) and (3) for the
inter-leaf distances (1   2Pr(x 6= y)). If we assume that (1   2p
e
) 2 [a; b℄ for
every edge of a Cavender-Farris tree, then the number of samples described
in Expression 2.34 can be used to obtain estimates of (1   2Pr(x 6= y)) that
lie within additive error (a2depth(M)+2=2)3((1  b)=2)=128, and our algorithm will
reconstruct the topology of any Cavender-Farris-Neyman tree satisfying these
conditions.
2.5 Labelling the topology of a related set
Remember that in Section 2.2, Lemma 2.2 allowed us to estimate all of the co-
variances among the leaves in the original Two-State METM to within additive
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error 
4
. Remember that 
4
was defined as (
2
=2)
3

3
=2
7. Now suppose that C is
one of the maximal related sets that we constructed from the leaf connectivity
graph defined with the threshold 
2
=2 in Section 2.2. Then, if  is 
2
=2, and d is

3
, the connectivity graph for C satisfies the assumptions that are necessary for
the topology algorithm in Section 2.4. Then, by Theorem 2.16, the algorithm
in Section 2.4 will construct a topology bT (C) such that bT (C) is a 
3
-contraction
of T (C). Therefore we can assume that we know the 
3
-contraction bT (C).
Now suppose that we are given estimates of the joint distribution on every
three leaves x; y; z of C, such that each estimated probability lies within addi-
tive error 
5
=32 of its true value. Remember that we showed how to estimate
the Pr(xyz = i
1
i
2
i
3
) probabilities within additive error 
5
=32 on page 50. We will
show how to construct a Two-State MET M(C) on the topology bT (C) such that
every parameter of this MET lies within additive error 
1
of the corresponding
parameter in M 0(C), where M 0(C) is some Two-State MET that generates the
original distribution on the leaves in C.
First note that every MET defined on bT (C) can be interpreted as a labelling
of T (C) in the following way. Let R be the root of M(C). It is easy to check
that the following labelling on T (C) generates the same distribution as M (C):
Let T (C) be rooted at any node r that lies within R in bT (C), and define the
probability at r to be the probability of R in M(C). For every edge e that is
contracted in bT (C), define e
0
= 0 and e
1
= 0. For every edge e that corresponds
to some edge E in bT (C), let e
0
= E
0
and e
1
= E
1
.
The first step in constructing a labelling on bT uses the leaf connectivity
graph on C. This is the graph defined for the threshold 
2
=2 in Section 2.2, using
estimates for the interleaf covariances that lay within additive error 
4
of their
true values. Note that since 
4
= (
2
=2)
3
(
3
=2
7
), clearly 
4
< 
2
=2. Therefore
every pair of leaves that satisfies jdov(x; y)j  
2
=2 has the same sign as its true
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value. Note that Equation 2.10 implies that in any good labelling with good
leaves C 0
1
and bad leaves C 0
2
, ov(x; y) > 0 iff x; y 2 C 0
1
or x; y 2 C 0
2
holds. We
can partition C into C 0
1
and C 0
2
by using the estimated covariances that have
their original signs: first choose any leaf x from the tree and add this to C
1
.
Then we will add leaves to C
1
and C
2
in the following way, until every leaf
in C lies in one of the sets. For every leaf x that does not lie in either set,
ifdov(x; )  
2
=2 holds for some  2 C
1
[ C
2
, we add x to the set containing ,
and ifdov(x; )   
2
=2 holds for some  2 C
1
[ C
2
, add x to the set that does
not contain . Since the leaf connectivity graph forms a related set, this process
will terminate after at most n rounds. Also, since all the covariances that we
used have their true signs, C
1
and C
2
are the sets C 0
1
and C 0
2
, although we won’t
know whether C
1
= C
0
1
or C
1
= C
0
2
. However, by Observation 2.15, there is a
good labelling on T (C) that generates M(C) such that all the leaves in C
1
are
good and all the leaves in C
2
are bad.
Next, choose some internal node R to serve as the root of bT (C). LetM 0(C)
be a labelling of T (C) that generatesM(C), such that its root is r for some r 2 R
and such that the leaf edges for C
1
are good and the leaf edges for C
2
are bad (by
Observation 2.9 and Observation 2.15, we know that this labelling must exist).
We now show how to label the edges of M (C) so that every parameter of M(C)
is within additive error 
1
of the corresponding value in M 0(C). First we prove
that the probabilities on the edges that were contracted in bT are small.
Observation 2.43 Let e be an edge in T (C) that is contracted in bT (C). Then,
for any good labelling M 0(C) of T (C) that generates M(C), e0
0
 
1
and e0
1
 
1
.
Proof: By construction, we know that (e)  1  
3
. By Lemma 2.7, we know
that j1   e
0
  e
1
j  1   2
3
. Since e is an internal edge and M 0(C) is a good
labelling of T (C), we find e
0
+ e
1
 2
3
. Clearly both e
0
and e
1
are less than 
1
.
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2First we will show how to estimate the transition probabilities and the
root probability of a path in T (C). The root probability for R will be any of the
estimates we obtain for the root probability of a path from R to a leaf. The
following Lemma shows that this lies within 
1
of Pr(r = 1) for some r 2 R,
as required. We will then show how to use the estimates for paths to obtain
transition probabilities for the leaf edges and internal edges of bT (C).
2.5.1 Estimating the transition probabilities for paths
Let x; y; z be three leaves from C such that
(1) The path from x to y passes through U in bT (C);
(2) jdov(x; y)j  31(
2
=2)=32, and jdov(y; z)j and jdov(x; z)j are both at least
(31(
2
=2)=32)
2
Let u0 be the node in T (C) where x; y and z meet, and assume that u0 lies
within U in bT (C). Then, assuming that the path (u0; y) is the directed path
(u
0
! y) in T (C), we denote the transition probabilities on the path (u0 ! y)
by p
0
and p
1
.
Lemma 2.44 Suppose x; y; z are three leaves satisfying conditions (1) and (2)
above. Using our estimate of the joint distribution on these three leaves, we can
obtain bp
0
, bp
1
and Pr(u0 = 1) so that Pr(u0 = 1) lies within additive error 
1
of
its true value and bp
0
and bp
1
lie within additive error 
1

2
=16 of their true values.
Also, we guarantee that (1   bp
0
  bp
1
) lies within multiplicative error 
1

2
=16 of
its true value.
Proof: First, note that because we have assumed (from Section 2.2) that all
of our covariance estimates lie within additive error 
4
of their true values, then
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for any three leaves whose covariance estimates satisfy conditions (1) and (2)
above, we can show that
jov(x; y)j  15(
2
=2)=16
jov(y; z)j  (15(
2
=2)=16)
2
jov(x; z)j  (15(
2
=2)=16)
2
From the observed distribution, we define
dov(x; z; 0) =

Pr(xyz = 101)

Pr(y = 0) 

Pr(xy = 10)

Pr(zy = 10)
Now, since we have an estimate Pr(xyz = i
1
i
2
i
3
) that lies within additive error

5
=32 (see page 50) for every i
1
i
2
i
3
2 f0; 1g
3, therefore each of Pr(xyz = 101),

Pr(y = 0), Pr(xy = 10) and Pr(zy = 10) lies within additive error 
5
=8 of its
true value. Therefore the estimate dov(x; z; 0) lies within additive error 
5
of
ov(x; z; 0). We can also definedov(x; z; 1) so that this estimate lies within addi-
tive error 
5
of its true value. Also, if we use re-estimatedov(x; z) by defining
dov(x; z) =
def

Pr(xz = 11)  

Pr(x = 1)

Pr(z = 1)
with the new estimates of Pr(xz = 11), Pr(x = 1) and Pr(z = 1) (that lie within
additive error 
5
=8 of their true values), then thisdov(x; z) lies within additive
error 
5
of its true value.
The key to estimating the transition probabilities on the path (u0 ! y) is
estimating the quantities F and D (see Subsection 2.3.3) for the triplet x; y; z.
We will define bF and bD by substituting our estimatesdov(x; z),dov(x; z; 0) and
dov(x; z; 1) into Equations 2.14 and 2.15 respectively, with one exception: if
dov(x; z) +dov(x; z; 0)  dov(x; z; 1) and dov(x; z) have different signs, we will
define bF to be 0. We will now show that the closeness of our estimates ensures
that
b
F lies within additive error (
1

3
2
=2
11
) of its true value, and
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bD lies within additive error (
1

3
2
=2
9
) of its true value:
The most important part of this Lemma is showing that bF satisfies the bounds
described above.
First assume that ov(x; z) is positive. We will deal with the exception
first. Note that since we assumed that ov(x; z)  (15(
2
=2)=16)
2 and since we
have calculated an estimate dov(x; z) that lies within additive error 
5
of its
true value, we can assume that dov(x; z) is also positive. However, suppose
that dov(x; z) +dov(x; z; 0)  dov(x; z; 1) is negative. We know that dov(x; z) +
dov(x; z; 0) dov(x; z; 1) lies within additive error 3
5
of its true value. By Equa-
tion 2.17, ov(x; z) + ov(x; z; 0)  (x; z; 1) is equal to ov(x; z)(1 + p
1
  p
0
), where
p
0
and p
1
are the transition probabilities along (u0 ! y). Since the expression
dov(x; z)+dov(x; z; 0) dov(x; z; 1) is negative, therefore ov(x; z)(1+p
1
 p
0
)  3
5
.
We will finish this bound by finding an upper bound for 3
5
=ov(x; z). We know
that ov(x; z)  (15(
2
=2)=16)
2, so 3
5
=ov(x; z)  3
5
(16(2=
2
)=15)
2. By defini-
tion, 
5
= (
2
=2)
2
(
4
=4). Therefore, 3
5
=ov(x; z)  3(
2
=2)
2
(
4
=4)(16(2=
2
)=15)
2,
so 3
5
=ov(x; z)  (3
4
=4)(16=15)
2 , which is less than 
4
. Then (1 + p
1
  p
0
)  
4
.
By Equation 2.17, F = (1 + p
1
  p
0
)=2. Therefore, in this case, by defining bF to
be 0, our estimate for F lies within additive error 
4
=2 of its true value.
Now consider the general case for bF . By the closeness of our estimates, we
have
b
F 
1
2

ov(x; z) + ov(x; z; 0)   ov(x; z; 1) + 3
5
ov(x; z)   
5


1
2

2F +
3
5
ov(x; z)  3
5
(1 + 2F )

by Equation 2.28. Remember that 3
5
=ov(x; z)  
4
. Then, writing ov(x; z)  
3
5
as ov(x; z)(1   3
5
=ov(x; z)), we have ov(x; z)  3
5
 ov(x; z)(1   
4
). So
b
F  F +
3
5
2ov(x; z)(1   
4
)
(1 + 2F )
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Also, because 1=(1   )  (1 + 2) for every  < 1=2, we can show that
b
F  F +
3
5
2ov(x; z)
(1 + 2
4
) (1 + 2F )
Using 3
5
=ov(x; z)  
4
again, and using the fact that F  1, we find that
b
F  F + 2
4
. To bound bF from below, note that under the assumption that
dov(x; z) +dov(x; z; 0)  dov(x; z; 1) is positive,
b
F 
1
2

ov(x; z) + ov(x; z; 0)   ov(x; z; 1)   3
5
ov(x; z) + 
5

Then, because 
5
=ov(x; z)  
4
=2, we have
b
F 
1
2

ov(x; z) + ov(x; z; 0)   ov(x; z; 1)   3
5
ov(x; z)(1 + 
4
=2)


1
2

2F  
3
5
ov(x; z)

(1  
4
)
using the fact that 1=(1 + )  (1  2) for every  < 1=2. Then, in the same way
as before, we find that bF  F  2
4
. So in the general case, bF 2 (F  2
4
; F +2
4
).
Also, for the special case when we define bF to be 0, bF easily satisfies this bound.
Then expanding 
4
out as 
3
(
2
=2)
3
=2
7, and using the fact that 
3
 
1
=4, we can
replace 
4
in the inequality above to give
b
F 2

F  

1

3
2
2
11
; F +

1

3
2
2
11

(2.35)
Alternatively, suppose that ov(x; z) < 0. Then Equations 2.14 and 2.17 show
that the sign of ov(x; z) + ov(x; z; 0)  ov(x; z; 1) is also negative. Therefore, if
we take the absolute values ofdov(x; z) +dov(x; z; 0)  dov(x; z; 1) anddov(x; z)
(assuming that they have the same sign) and use these to calculate bF , we obtain
the same estimate as we would have by using the original values. Then using
the proofs above (since we know jov(x; z)j  (15(
2
=2)=16)
2), we can prove the
same result when ov(x; z) < 0.
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To estimate D, we first show how to estimate ov(x; z; 0)=ov(x; z). The
estimate is obtained in the following way: If dov(x; z; 0)  0, then we will re-
definedov(x; z; 0) = 0, so thatdov(x; z; 0)=dov(x; z) will then equal 0. To justify
this, note that if dov(x; z; 0)  0, then ov(x; z; 0)  
5
. Remember that by
Equation 2.16 the value of ov(x; z; 0) = p
1
(1   p
0
)ov(x; z). Therefore, in this
situation, p
1
(1   p
0
)ov(x; z)  
5
, and therefore p
1
(1   p
0
)  
5
=ov(x; z). We
know from beforehand that 
5
=ov(x; z)  
4
=2, so our new estimate lies within
additive error 
4
=2 of the true value of ov(x; z; 0)=ov(x; z). Otherwise, we have
dov(x; z; 0)
dov(x; z)

ov(x; z; 0) + 
5
ov(x; z)   
5

ov(x; z; 0) + 
5
ov(x; z)(1   
4
=2)

ov(x; z; 0) + 
5
ov(x; z)
(1 + 
4
)
where the first step follows because we have already shown that 
5
=ov(x; z) 

4
. Then using this fact again we obtain
dov(x; z; 0)
dov(x; z)


ov(x; z; 0)
ov(x; z)
+ 
4
=2

(1 + 
4
)

ov(x; z; 0)
ov(x; z)
+ 2
4
Similarly, we can show that dov(x; z; 0)=dov(x; z)  ov(x; z; 0)=ov(x; z)   2
4
.
Then, expanding 
4
out in terms of 
1
and 
2
, we have
dov(x; z; 0)
dov(x; z)
2

ov(x; z; 0)
ov(x; z)
 

1

3
2
2
11
;
ov(x; z; 0)
ov(x; z)
+

1

3
2
2
11

(2.36)
Now, if we define bD to be equal to bF 2  dov(x; z; 0)=dov(x; z), then
b
D 

F +

1

2
3
2
11

2
 

ov(x; z; 0)
ov(x; z)
 

1

2
3
2
11

 D +

1

2
3
2
11

1 + 2F +

1

2
3
2
11

 D +

1

2
3
2
9
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because F  1. Also,
b
D 

F  

1

2
3
2
11

2
 

ov(x; z; 0)
ov(x; z)
+

1

2
3
2
11

 D  

1

2
3
2
11
(1 + 2F )
 D  

1

2
3
2
9
So bD 2 [D  
1

2
3
=2
9
;D+ 
1

2
3
=2
9
℄. Remember that item (2) on page 113 implies
that jov(x; y)j  (15(
2
=2)=16). Then, because u0 lies on the path between x
and y, Equation 2.10 implies that j1 p
0
 p
1
j  (15(
2
=2)=16). By Equation 2.18,
we know that the true value ofD is (1 p
0
 p
1
)
2
=4. Therefore, the true value ofD
is at least 2
2
=2
5. Notice that bD is within multiplicative error 
1

2
=2
4 of D. Then,
by Inequalities 2.31 and 2.32, 2
p
b
D lies within multiplicative error 
1

2
=2
4 of its
true value. Also, since the absolute value of
p
D is at most 1=2,
p
b
D lies within
additive error 
1

2
=2
5 of its true value.
Case 1: y 2 C
1
We will first assume that y 2 C
1
, and show how to substitute bD and bF into
Equations 2.19 to obtain estimates for p
0
and p
1
. We already know that
p
b
D lies
within additive error 
1

2
=2
5 of its true value, and Equation 2.35 implies that bF
satisfies the same bounds. Therefore bp
0
and bp
1
lie within additive error 
1

2
=2
4
of their real values.
The only quantity that remains to be bounded is Pr(u0 = 1). Following
Equation 2.22, we define

Pr(u
0
= 1) =
2
p
b
D +
b
F  

Pr(y = 0)
2
p
b
D
Now, because we assumed that every probability of the distribution on x; y; z
was estimated to within additive error 
5
=32, we can certainly assume that

Pr(y = 0) lies within additive error 
1

2
=32 of its true value. Then, using the
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bounds that we have already obtained for 2
p
b
D and bF , we know that 2
p
b
D +
b
F  

Pr(y = 0) lies within additive error 
1

2
=8 of 2
p
D + F   Pr(y = 0).
We will note that since (1   p
0
  p
1
) > 0 when y 2 C
1
, therefore by Equa-
tion 2.22, the true value of 2
p
D + F   Pr(y = 0) is also positive. Therefore,
when 2
p
b
D +
b
F  

Pr(y = 0) is negative, we will not use Equation 2.22 to de-
fine Pr(u0 = 1), but simply define Pr(u0 = 1) to be 0. We will first show that

Pr(u
0
= 1) is a good estimate when this exception takes place. Note that since
2
p
b
D+
b
F  

Pr(y = 0) lies within additive error 
1

2
=8 of its real value, therefore
it must be the case that 2
p
D + F   Pr(y = 0)  
1

2
=8. Then, since we know
by Equation 2.22 that 2
p
D + F   Pr(y = 0) = 2
p
DPr(u
0
= 1), we find that
2
p
DPr(u
0
= 1)  
1

2
=8. Now 2
p
D  
2
=4, so therefore it must be the case
that Pr(u0 = 1)  
1
=2. Therefore, for this exception, Pr(u0 = 1) will lie within
additive error 
1
of its true value.
Alternatively, when 2
p
b
D +
b
F  

Pr(y = 0) is positive, we have

Pr(u
0
= 1) 
2
p
D + F   Pr(y = 0) + 
1

2
=8
2
p
D(1  
1

2
=16)
because we already know that 2
p
b
D lies within multiplicative error 
1

2
=16 of
its true value. Therefore, using the fact that 1=(1   )  (1 + 2) when  < 1=2,
we have

Pr(u
0
= 1) 
2
p
DPr(u
0
= 1) + 
1

2
=8
2
p
D
(1 + 
1

2
=8)


Pr(u
0
= 1) +

1

2
=8
(1  p
0
  p
1
)

(1 + 
1

2
=8)
 Pr(u
0
= 1) + 
1
=2(1 + 
1
=2)
where the last step follows because we know that (1   p
0
  p
1
)  
2
=4. We can
also show that Pr(u0 = 1)  Pr(u0 = 1)  
1
.
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Case 2: y 2 C
2
The proof for this case can be obtained as a corollary of the proof for y 2 C
1
. Let
p
0
0
and p0
1
be the true transition probabilities along p when y 2 C
2
. Remember
that by Equations 2.23,
p
0
0
= 1 +
p
D   F and p0
1
= F +
p
D
and by Equations 2.19, the probabilities p
0
and p
1
(the probabilities if y 2 C
1
)
are
p
0
= 1 
p
D   F and p
1
= F  
p
D
Therefore
p
0
0
= 1  p
1
and p0
1
= 1  p
0
Therefore, if we always calculate estimates for the transition probabilities by
assuming (1   p
0
  p
1
) is positive, we can obtain estimates for any y 2 C
2
by
defining
bp
0
0
= 1  bp
1
and bp0
1
= 1  bp
0
These estimates will then lie within the same error bounds as bp
0
and bp
1
. Also,
using Equations 2.22 and 2.24 from Subsection 2.3.3, we see that the probabil-
ity at u0 when y 2 C
2
is equal to 1   Pr(u0 = 1), where Pr(u0 = 1) denotes the
probability at u0 when y 2 C
1
. Therefore, if we obtain the probability at u0 by as-
suming (1 p
0
 p
1
) is positive, and then redefine the probability as 1 Pr(u0 = 1)
when y 2 C
2
, Equations 2.22 and 2.24 imply that this value is within additive
error 
1
of the true probability at u0 for y 2 C
2
. 2
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2.5.2 Estimating the probabilities along a leaf edge
Suppose that E = (U ; y) in bT (C). By Observation 2.25, if u is the node of T (C)
such that e = (u; y) is an edge in T (C), then there exists a pair of leaves (x; z)
from C that form a 63(
2
=2)=64-good estimator of e. By Observation 2.25, this
is also a 63(
2
=2)=64-apparently good estimator of E . By the definition of a good
estimator for a leaf edge, x, z and ymust meet at u in T (C), and wlog in choosing
between x and z, we have
jov(x; y)j  (63(
2
=2)=64)
and (u; z)  (63(
2
=2)=64). Clearly x and z satisfy condition (1) on page 113 for
the estimation of a path. Also, by Equation 2.26, we have
jov(x; z)j  (63(
2
=2)=64)
2
jov(y; z)j  (63(
2
=2)=64)
2
Also, remember that since our covariance estimates always lie within additive
error 
4
throughout the entire thesis, therefore jdov(x; y)j  (63(
2
=2)=64)  
4
=
(63(
2
=2)=64)   (
2
=2)
3
(
3
=2
7
)  (
2
=2)(63=64   (
2
=2)
2
(
3
=2
7
)), and this value
will be at least 31(
2
=2)=32. Also, each of the two estimated absolute values
jdov(x; z)j and jdov(y; z)j are lower-bounded by (63(
2
=2)=64)
2
  
4
, which equals
(63(
2
=2)=64)
2
  (
2
=2)
3
(
3
=2
7
). This is equal to (
2
=2)
2
((63=64)
2
  (
2
=2)(
3
=2
7
)),
and since 
2
< 1 and 
3
< 1, this quantity is at least (
2
=2)
2
((63=64)
2
  1=2
8
) 
(15(
2
=2)=16)
2. Therefore x and z satisfy condition (2) on page 113. Let u0 be the
node in T (C) where x; y and z meet in U , and let (u ! y) be the edge in M 0(C)
that corresponds to E . Denote the transition probabilities for the edge (u ! y)
by y
0
and y
1
(See Figure 2.7), and the probabilities for (u0 ! y) by p
0
and p
1
.
By Lemma 2.44, we know that we can obtain estimates bp
0
, bp
1
and Pr(u0 = 0)
that lie within additive error 
1
=2 of their true values (this is a much weaker
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Figure 2.7: x; z is a good estimator for the path (u0 ! y).
re-statement of Lemma 2.44). We will define
by
0
= bp
0
and by
1
= bp
1
Since the estimates for the path from u0 to y are within additive error 
1
=2 of
their true values, the following Observation suffices to show that by
0
and by
1
will
lie within additive error 
1
of their true values, as required.
Corollary 2.45 Let (u0; y) be a path in T (C) such that u lies on this path and
the edges between u0 and u are all contracted in bT (C). Denote the probabilities
for the path (u0 ! y) by p
0
and p
1
and the probabilities for the path (u ! y) by
y
0
and y
1
. Then jp
0
  y
0
j  
1
=2 and jp
1
  y
1
j  
1
=2 both hold.
Proof: Since the set C has at most n leaves, the path between u0 and u
can contain at most n edges. By construction, every edge e along the path
satisfies (e)  (1 
3
), and therefore (u0; u)  (1 
3
)
n. Also, because 
3
 1=2,
(1  
3
)
n
 1  n
3
, and therefore (u0; u)  
1
=4.
Suppose that the transition probabilities for (u ! u0) are denoted by f
0
and f
1
. By Lemma 2.7, and because the labelling that we construct has good
internal edges, 1  f
0
  f
1
 1  
1
=2 or alternatively, f
0
+ f
1
 
1
=2. By Obser-
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vation 2.4, p
0
  y
0
= f
0
(1   y
0
  y
1
), so the absolute value of p
0
  y
0
can be at
most 
1
=2. A similar argument shows that the bound on jp
1
  y
1
j holds. 2
2.5.3 Estimating the probabilities along an internal edge
Let E = (U ;V) be an internal edge in bT (C), and let u 2 U and v 2 V be the two
nodes of T (C) such that e = (u; v) is an edge in T (C). By Observation 2.22, there
is some (63=64)-good estimator (w; x j y; z) of e in C. Then, by Observation 2.19
and using the fact that all our covariance estimates lie within additive error of
at least 
4
of their true values, we will have
jdov(x; y)j  (31=32)
jdov(w; x)j  (31=32)
2
jdov(y; z)j  (31=32)
2
jdov(x; z)j  (31=32)
2
jdov(w; y)j  (31=32)
2
To estimate the edge probabilities for the edge e that corresponds to E in bT (C),
we will choose any quartet (w; x j y; z) that satisfies the topological constraints
to be an apparently good estimator of E , and whose relevant estimated covari-
ances satisfy the bounds above. Now we will show that we can construct edge
probabilities for e that lie within additive error 
1
of their correct values.
Lemma 2.46 Suppose that E = (U ;V) is an internal edge of bT (C) and let u 2 U
and v 2 V be the nodes of T (C) such that e = (u; v) is an edge in T (C). Now
suppose that (w; x j y; z) is a quartet of bT (C) such that the (x; y)-path in bT (C)
contains the edge E , the nodes x, y and w meet at U in bT (C), and the nodes x, y
and z meet at V in bT (C). Assume wlog that w and x lie to the “U-side” of E , and
suppose that
jdov(x; y)j  (31=32)
jdov(w; x)j  (31=32)
2
jdov(y; z)j  (31=32)
2
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Figure 2.8: The situation in bT (C) and in T (C) for estimating the transition
probabilities on (U ;V).
jdov(x; z)j  (31=32)
2
jdov(w; y)j  (31=32)
2
holds. Then we can calculate transition probabilities be
0
and be
1
that lie within
additive error 
1
of their true values.
Proof: First note that we assume wlog that the edge E is directed from U to V
in the rooted topology bT (C). Then we want to estimate the probabilities e
0
and
e
1
for e = (u ! v) in the Two-State MET M 0(C) (this is the normalized Two-
State MET that generates the same distribution as the original Two-State MET
M(C)). In this proof, we will denote the edge (u ! v) in the MET M 0(C) by e
and the path (v ! v0) in M 0(C) from v to v0 by g. Now, we know that in M 0(C),
the tree T (C) is rooted at some node of T (C) that lies “above” u, with respect to
the directed path (u! z). Now consider the topology M 00(C) which is obtained
by re-rooting the underlying tree T (C) at u0 (see Observation 2.9). Notice that
since the original root in T (C) lay somewhere above the path (u! z), changing
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the root to u0 in M 00(C) does not change any of the probabilities on the path
(u ! v
0
). Therefore, to estimate e
0
and e
1
in M 0(C), it is enough to estimate e
0
and e
1
in the MET M 00(C). Let h denote the path (u ! u0) in the MET M 00(C).
We will now show how to estimate the values of e
0
and e
1
in the MET M 00(C),
and therefore obtain estimates for e
0
and e
1
in M 0(C), as required. Figure 2.8
describes the scenario inM 00(C).
Let p denote the path (u0 ! y) and let q denote the path (v0 ! y). Now we
will show that the triple x; y; w satisfies conditions (1) and (2) on page 113 for
the path p = (u0 ! y). First notice that the path between x and y contains the
node U , and w; x and y meet at U in bT (C). Also, by assumption,
jdov(x; y)j  (31=32) jdov(w; x)j  j(31=32)
2
jdov(w; y)j  (31=32)
2
which is condition (2) for x; y and w. Therefore, by Lemma 2.44, we can esti-
mate p
0
and p
1
within additive error 
1

2
=16 of their true values such that (1  
p
0
 p
1
) lies within multiplicative error 
1

2
=8 of its true value. Now we will show
that x; y; z satisfies conditions (1) and (2) on page 113 for the path q = (v0 ! y).
Note that V lies on the path between x and y, and x; y and z meet at V in bT (C).
So condition (1) is satisfied. Also, by assumption,
jdov(x; y)j  (31=32) jdov(y; z)j  (31=32)
2
jdov(x; z)j  (31=32)
2
which is condition (2) for x; y and z. By Lemma 2.44, we can estimate q
0
and q
1
within additive error 
1

2
=16 of their true values such that (1   q
0
  q
1
) lies
within multiplicative error 
1

2
=8 of its true value.
Next we use the estimates of p
0
, p
1
, q
0
and q
1
to define be
0
and be
1
be
0
=
bp
0
  bq
0
(1  bq
0
  bq
1
)
and be
1
=
bp
1
  bq
1
(1  bq
0
  bq
1
)
;
mimicking Equations 2.25. We will prove that these estimates lie within ad-
ditive error 
1
of their true values. Let f be the path from u0 to v0, and let f
0
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and f
1
be the probabilities along this path. When we have the exact values for
the transition probabilities on p and q, then Equations 2.25 allow us to recon-
struct f
0
and f
1
exactly. First we will show that be
0
and be
1
lie within additive
error 
1
=2 of f
0
and f
1
respectively. We will complete the proof by showing
that e
0
and e
1
lie within additive error 
1
=2 of f
0
and f
1
respectively.
Assume that (1   q
0
  q
1
)  0. Also, because jov(x; y)j  (15(
2
=2)=16),
Equation 2.10 implies that (1  q
0
  q
1
)  (15(
2
=2)=16). Then
be
0

p
0
  q
0
+ 
1

2
=8
(1  q
0
  q
1
)(1  
1

2
=16)


f
0
+

1

2
=8
(1  q
0
  q
1
)

(1 + 
1

2
=8)
 (f
0
+ 2
1
=3)(1 + 
1

2
=8)
 f
0
+ 
1
=2
Also,
be
0

p
0
  q
0
  
1

2
=8
(1  q
0
  q
1
)(1 + 
1

2
=16)


f
0
 

1

2
=8
(1  q
0
  q
1
)

(1  
1

2
=8)
 f
0
  
1
=2
The proof for be
1
is identical. If (1  q
0
  q
1
) < 0, then note that defining
be
0
=
bq
0
  bp
0
(bq
0
+ bq
1
  1)
and be
1
=
bq
1
  bp
1
(bq
0
+ bq
1
  1)
gives exactly the same values as the original equation above. Also, since the
denominator of these new definitions is positive, we can use the same proofs as
the ones described above to show that be
0
and be
1
are within additive error 
1
=2
of f
0
and f
1
.
Now suppose that there are n
1
edges along g and n
2
edges contracted
along h. If we consider the path g first, we know that by the construction of
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bT (C), every contracted edge g0 on g in T (C)must satisfy (g0)  (1  
3
). There-
fore, we must have (g)  (1   
3
)
n
1
 (1   n
1

3
), where the last step follows
from the binomial expansion of (1  
3
)
n
1 . Then, since we assume that all inter-
nal edges ofM 0(C) are “good” edges, we know g
0
+ g
1
 1. Then by Lemma 2.7,
we know that (1  g
0
  g
1
)  (1  2n
1

3
), so g
0
+ g
1
 2n
1

3
. In exactly the same
way, we can show that h
0
+ h
1
 2n
2

3
. Also, by Observation 2.4,
f
0
= h
0
+ e
0
(1  h
0
  h
1
) + g
0
(1  e
0
  e
1
)(1   h
0
  h
1
)
f
1
= h
1
+ e
1
(1  h
0
  h
1
) + g
1
(1  e
0
  e
1
)(1   h
0
  h
1
)
If we rearrange this we can see that jf
0
  e
0
j is at most 2(n
1
+ n
2
)
3
, and that
the same holds for jf
0
 e
0
j. n
1
+n
2
can be at most n, so substituting 
1
=4n for 
3
,
jf
0
  e
0
j  2n
1
=4n = 
1
=2. Then f
0
lies within additive error 
1
=2 of e
0
, and f
1
lies within additive error 
1
=2 of e
1
, as required. 2
2.5.4 Related sets with less than three leaves
If C has a single leaf x, define M(C) to have the topology consisting of the root x
and define the probability for x to be Pr(x = 1). Clearly Pr(x = 1) lies within
additive error 
1
of its true value.
If C has two leaves x and y, we follow Subsection 2.3.3 and let the tree
consist of a root r with probability Pr(x = 1) and two edges e = (r ! x) and
f = (r ! y). We define e
0
= e
1
= 0, and
b
f
0
=

Pr(xy = 01)

Pr(x = 0)
and bf
1
=

Pr(xy = 10)

Pr(x = 1)
The proof that bf
0
and bf
1
lie within additive error 
1
of f
0
and f
1
depends on the
fact that Pr(x = 0) and Pr(x = 1) are both at least 
2
=4, which we will prove
shortly. Since we have assumed that Pr(xyz = i
1
i
2
i
3
) lies within additive error
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5
=32 of the true value Pr(xyz = i
1
i
2
i
3
) for every i
1
i
2
i
3
2 f0; 1g
3, therefore

Pr(xy = 01)

Pr(x = 0)

Pr(xy = 01) + 
5
Pr(x = 0)  
5

Pr(xy = 01) + 
5
Pr(x = 0)(1   4
5
=
2
)

Pr(xy = 01) + 
5
Pr(x = 0)
(1 + 8
5
=
2
)
and because 
5
=
2
 
1
=16 (this is a very weak bound), we find that

Pr(xy = 01)

Pr(x = 0)
 (1 + 
1
=2)

Pr(xy = 01)
Pr(x = 0)
+

5
Pr(x = 0)


Pr(xy = 01)

Pr(x = 0)
 (1 + 
1
=2) (f
0
+ 
1
=4)
by using the fact that Pr(x = 0)  
2
=4 again. So bf
0
is at most f
0
+ 
1
. We can
also show that bf
0
 f
0
  
1
, and bound bf
1
to within the same error bound.
To show that Pr(x = 0)Pr(x = 1)  
2
=4, consider re-rooting the leaf edge f
at y. Although this is not really a MET, we can re-root and still preserve the
joint distribution on the endpoints of f . Let f 0
0
and f 0
1
be the new probabilities
along f . By Equation 2.12, ov(x; y) is Pr(x = 0)Pr(x = 1)(1   f 0
0
  f
0
1
). Since
we know that jov(x; y)j  
2
=4, we find that Pr(x = 0)Pr(x = 1)  
2
=4, as
required.
2.6 Proof of the main theorem
Let M be a Two-State MET on n leaves which is constructed from M as de-
scribed in Section 2.2. For every related set C, let r
C
be be the root of M(C)
and let Pr(r
C
= 1) is the probability at the root of this MET. The product M
is constructed by introducing a new root r for M , and for every related set of
leaves C, adding the edge de[C℄ = (r ! r
C
). The transition probabilities on
these edges are defined by de[C℄
0
=

Pr(r
C
= 1) and de[C℄
1
= (1  

Pr(r
C
= 1)). By
Observation 2.14, M is the product of all the component METs.
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Theorem 1.1 will be proved in two steps. First of all, consider the collection
of related sets formed by the leaf connectivity graph, when 
2
=2 is used as the
threshold for partitioning the graph and the estimates of the covariances all lie
within additive error 
4
. For every related set C, letM 0(C) be a Two-State MET
that generates the distribution onM on the leaves in C. LetM 0 be the product
of all theM 0(C) distributions. In this section, we will assume that the estimates
of our covariances, and of the parameters of the M(C) subMETs, are sufficiently
close to their true values (this happens with probability (1   Æ)). We will prove
that var(M;M )   by showing that var(M;M 0)  =2 and var(M 0;M)  =2.
Lemma 2.47 var(M;M 0)  =2.
Before we prove Lemma 2.47, we provide some background material. In
this section, for any rooted tree, we will define w(e) for an edge e to be j1 e
0
 e
1
j
and define the weight w(`) of a leaf ` to be the product of the w(e) values on the
path from the root to `. We will use the following lemma.
Lemma 2.48 In any Two-State METwith root r, the variation distance between
the distribution on the leaves conditioned on r = 1 and the distribution on the
leaves conditioned on r = 0 is at most 2
P
`
w(`), where the sum is over all
leaves `.
Proof: We proceed by induction on the number of edges in the MET. In the
base case r is a leaf, and the result trivially holds. For the inductive step, let e
be an edge from r to node x. For any string s on the leaves of the MET, let s
1
be
the portion of the string on the leaves below x and s
2
be the string on the other
leaves. Then
Pr(s
1
s
2
j r = 0) = Pr(s
2
j r = 0)(e
0
Pr(s
1
j x = 1) + (1  e
0
) Pr(s
1
j x = 0):
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Algebraic manipulation shows that Pr(s
1
s
2
j r = 1)  Pr(s
1
s
2
j r = 0) is
(1  e
0
  e
1
) Pr(s
2
j r = 1) (Pr(s
1
j x = 1)  Pr(s
1
j x = 0))
+ Pr(s
1
j r = 0) (Pr(s
2
j r = 1)  Pr(s
2
j r = 0)): (2.37)
It follows that the variation distance is at most the sum over all s
1
s
2
of the
absolute value of the quantity in Equation 2.37, which is at most
j1  e
0
  e
1
j
 
X
s
2
Pr(s
2
j r = 1)
! 
X
s
1
jPr(s
1
j x = 1)  Pr(s
1
j x = 0)j
!
+
 
X
s
1
Pr(s
1
j r = 0)
!  
X
s
2
jPr(s
2
j r = 1)  Pr(s
2
j r = 0)j
!
:
The result follows by induction. 2
Lemma 2.49 Suppose that m is a Two-State MET with n leaves and let e be an
edge from node u to node v. Let m0 be the MET derived from m by replacing e
0
with Pr(v = 1) and e
1
with Pr(v = 0) (We take the product distribution of the two
subMETs obtained by disconnecting e). Then V(m;m0)  4
P
jov(x; y)j, where
the sum is taken over all pairs (x; y) of leaves which are connected via e in m.
Proof: By Observation 2.9, we can assume without loss of generality that u
is the root of m. For any string s
1
on the leaves below v and any string s
2
on
the remaining leaves, some algebraic manipulation shows that the difference
between the probability that m outputs s
1
s
2
and the probability thatm0 does is
ov(u; v)(Pr(s
2
j u = 1)  Pr(s
2
j u = 0))(Pr(s
1
j v = 1)  Pr(s
1
j v = 0)):
Remember by Equation 2.12 that ov(u; v) = Pr(u = 1)Pr(u = 0)(1   e
0
  e
1
).
Summing over all s
1
and s
2
, this shows that the variation distance between m
and m0 is Pr(u = 1)Pr(u = 0)(1   e
0
  e
1
) times the product of the variation
distance between the distribution on the leaves below v conditioned on v = 1
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and the distribution on the leaves below v conditioned on v = 0 and the vari-
ation distance between the distribution on the remaining leaves conditioned
on u = 1 and the distribution on the remaining leaves conditioned on u = 0. By
Lemma 2.48, this is at most
Pr(u = 0)Pr(u = 1)
0

2
X
` below v
w(`)
1
A
0

2
X
other `
w(`)
1
A
;
which by Equation 2.10 is
4
X
(x; y) connected via e
jov(x; y)j:
2
Lemma 2.50 Suppose that S is a set of leaves in M such that for every edge
inM(S), there is some pair of leaves x and y in S such that jov(x; y)j  (3
2
=4).
Then if we define a leaf connectivity graph on S using the exact inter-leaf covari-
ances, the entire set S is connected for the threshold (3
2
=4).
Proof: The proof is by induction on adjacent edges in T (S). Let e = (u; v)
and f = (v; w) be adjacent edges in T (S), and let S(u) be the leaves on the “u-
side” of e and S(w) be the leaves on the “w-side” of f . We show that if every
pair of leaves x
1
; x
2
2 S(u) are connected in the leaf connectivity graph on the
set S, and the same holds for every pair of leaves y
1
; y
2
2 S(w), then every pair
of leaves x 2 S(u) and y 2 S(w) has a connecting path in the graph. To prove
connectivity, it is enough to show that some x 2 S(u) and y 2 S(w) have a
connecting path in the graph.
We know that there is some x 2 S(u) and some x0 2 S such that the con-
necting path in T (S) from x to x0 contains e and jov(x; x0)j  (3
2
=4). Also,
there is some y 2 S(w) and some y0 2 S such that f lies on the path (y; y0) and
jov(y; y
0
)j  (3
2
=4). If either of x0 2 S(w) or y0 2 S(u) holds, then there is a
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connecting path from x to y in the exact graph and we are finished. Otherwise,
assume that x0 6= y0 (otherwise we are finished). Then, since x0 62 S(w), the path
(v; x
0
) does not contain e or f . Also, since y0 62 S(u), the path (v; y0) does not
contain e or f . Now consider the quartet (x; y j x0y0). This will be a star if (v; x0)
and (v; y0) only intersect at v.
Let v0 be the node on the path (x0; y0) that is closest to v. Then (x; y j x0y0)
is a quartet with the central path (v; v0) (if the topology on x; y; x0; y0 is a star,
v
0
= v). By Equation 2.11,
ov(x; x
0
)ov(y; y
0
) = ov(x; y
0
)ov(y; x
0
)
Therefore, either jov(x; y0)j  (3
2
=4) or jov(y; x0)j  (3
2
=4) must hold. In
either case, we have connected x and y. 2
We can now use these Lemmas to prove that V(M;M 0)  =2.
Proof of Lemma 2.47: We begin by showing that there is a set of edges
fe[1℄; : : : ; e[t℄g inM such that
 For every e[i℄ and every pair of leaves x and y whose connecting path
contains e[i℄, jov(x; y)j  3
2
=4;
 Disconnecting all of the e[i℄ edges gives a partition of the leaf set of M .
Every related set C is the union of one or more of the sets in this partition.
To prove this, disconnect all of the edges inM that satisfy the first requirement.
Let S be any set in the partition induced by the disconnection. By Lemma 2.50,
the set S is related for the threshold (3
2
=4), when the exact covariances are
used to define the leaf connectivity graph. By the closeness of the covariance
estimates, it follows that S must be related for the threshold (
2
=2) in the es-
timated graph. Then every related set C must be the union of sets from this
partition.
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We have already defined M 0(C) for a related set, and defined M 0 as the
product of these distributions. Now we consider the partition induced on the
leaves of M when we disconnect every edge e in M that does not have any
pair of leaves x; y connected through e that satisfy jov(x; y)j > (3
2
=4). For
every set S in this partition, let M 00(S) be any Two-State MET that generates
the distribution on the leaves in S. Define M 00 as the product of the M 00(S)
subMETs. We will show that V(M;M 00)  =4 and V(M 00;M 0)  =4, therefore
giving V(M;M 0)  =2.
To show that V(M;M 00)  =4, assume that i edges were “cut” in M to
give M 00, for some i. Assume there is some ordering on these edges, and de-
fine M
1
to be the MET obtained by disconnecting the first edge and taking
the product of the two subMETs that are obtained; for every i0 < i, define
M
i
0
+1
as the MET obtained from M
i
0 by disconnecting the i0 + 1th edge and
taking the product of the two subMETs of M
i
0 that are obtained this way.
Note that M
i
= M
00. Then V(M;M 00) 
P
i
0
<i
V(M
i
0
;M
i
0
+1
). By Lemma 2.49,
V(M
i
0
;M
i
0
+1
)  4
P
jov(x; y)j (using the convention that M
0
is the MET M ),
where the sum is taken over all pairs of leaves x and y that contain the i0 + 1th
disconnecting edge in their path. Also note that if x and y are two leaves in M
and the (x; y) path contains more than one of the edges that are “cut”, then if
the first of these edges to be disconnected is the i0th edge, then jov(x; y)j = 0
in every MET from M
i
0
; : : : M
i
. Therefore every jov(x; y)j is counted only once.
So V(M;M 00)  4
P
jov(x; y)j, where the sum is taken over all pairs of leaves x
and y that contain any of the disconnected edges in their path, and jov(x; y)j is
the value of the covariance between x and y in the original MET M . We know
that any absolute covariance in this sum is at most (3
2
=4). Then, since there
are at most n2=2 pairs of leaves in the entire tree, we find that V(M;M 00) 
3
2
n
2
=2, and since we defined 
2
= =(8n
2
), therefore V(M;M 00)  =4.
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The proof that V(M 00;M 0)  =4 is almost exactly the same. The results
in Section 2.3 imply that we can assume that M 0 is a Two-State MET with
a star topology at the root and the M 0(C) subMETs attached to these edges.
Also, because every M 0(C) is the union of a number of the subMETs ofM 00,M 00
can be obtained from M 0 by cutting some edges that lie in the subMETs of M 0.
By definition, jov(x; y)j  (3
2
=4) holds for every pair of leaves x and y whose
connecting path contains one of these edges. Again, applying Lemma 2.49 in-
ductively, and using an argument similar to the one we gave for V(M;M 00), to
show that V(M 00;M 0)  =4. Therefore V(M;M 0)  =2. 2
Lemma 2.51 Suppose that for every set C of related leaves, there is someM 0(C)
that generatesM(C), and that every parameter of M(C) is within additive error

1
of the corresponding parameter in M 0(C). LetM 0 be the product of theM 0(C)
subMETs, and let M be the product of the M(C) subMETs. Then
var(M
0
;

M )  =2:
Proof: Let M be defined exactly as we described at the beginning of this sec-
tion. Assume without loss of generality thatM 0 is realized by a root r, an edge
e[C℄ = (r ! r
C
) from r to the root of component M 0(C) for every related set C.
Also assume without loss of generality (see Observation 2.9, Observation 2.11
and Observation 2.14) that each M 0(C) is the particular Two-State MET that
generates the distribution M(C) and that is close (all parameters are within
additive error 
1
) to M (C). The edges adjacent to the root ofM 0 are labelled by
e[C℄
0
= Pr(r
C
= 1) and e[C℄
1
= Pr(r
C
= 0).
There are at most 2n edges in any tree on any tree on n leaves, so therefore,
we have at most 4n+1 parameters (two parameters for each edge, and one root
parameter). We will now show that changing a single parameter of a MET by
at most 
1
yields at MET whose variation distance from the original is at most
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2
1
. This implies that var(M 0;M)  (4n+1)2
1
= =2. Suppose that e is an edge
from u to v and that we change e
0
by 
1
. The probability that the output has
string s
1
on the leaves below v and string s
2
on the remaining leaves is
Pr(u = 0)Pr(s
2
j u = 0)(e
0
Pr(s
1
j v = 1) + (1  e
0
) Pr(s
1
j v = 0))
+ Pr(u = 1)Pr(s
2
j u = 1)(e
1
Pr(s
1
j v = 0) + (1  e
1
) Pr(s
1
j v = 1)):
Thus, the variation distance between a Two-State MET and another Two-State
MET obtained by changing the value of e
0
(within 
1
) is at most

1
X
s
X
s
0
Pr(u = 0)Pr(s
0
j u = 0)(Pr(s j v = 1) + Pr(s j v = 0))
 
1
Pr(u = 0)
 
X
s
0
Pr(s
0
j u = 0)
!  
(
X
s
Pr(s j v = 1)) + (
X
s
Pr(s j v = 0))
!
which is at most 2
1
. Similarly, if 
1
is the root probability of a MET then the
probability of having output s is

1
Pr(s j r = 1) + (1  
1
) Pr(s j r = 0):
So the variation distance between the original MET and one in which 
1
is
changed within 
1
is at most
X
s

1
(Pr(s j r = 1) + Pr(s j r = 0))  2
1
:
2
2.6.1 Extension to KL-distance
Now we consider the relationship between PAC-learnability in variation dis-
tance and PAC-learnability in KL-distance. In Subsection 1.3.2, we mentioned
that Cover and Thomas [13] show that V(D
1
;D
2
) 
p
(2 ln 2)KL(D
1
;D
2
), for
any two distributions D
1
and D
2
. This implies that every class of distributions
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that can be learned in KL-distance can also be learned in variation distance,
with exactly the same hypothesis class.
In this Subsection we will prove a Lemma that shows that if the hypoth-
esis class for a PAC-learning problem is sufficiently general, then a class of
distributions that can be learned in variation distance can also be learned in
KL-distance. This result is not as strong as the result in the opposite direc-
tion, because the proof depends on altering the original hypothesis returned by
the learning algorithm for variation distance. The Lemma is proved using a
method related to the -Bayesian shift of Abe and Warmuth [1].
Lemma 2.52 When the hypothesis class for a learning problem is general enough,
a class of probability distributions over the domain f0; 1gn that is PAC-learnable
under the variation distance metric is also PAC-learnable under the KL-distance
measure.
Proof: LetK be a polynomial in three inputs and letA be an algorithmwhich
takes as input K(n; 1=; 1=Æ) samples from a distribution D from the class of
distributions and, with probability at least 1  Æ, returns a distribution D0 such
thatV(D;D0)  . Without loss of generality, we can assume that  is sufficiently
small. For example, it will suffice to have   2=15.
Define algorithm A0 as follows. Let  = 2=(12n). Run A with sample size
K(n; 1=; 1=Æ) (note that the sample size is polynomial in n, 1=, and 1=Æ). Let
D
0 be the distribution returned by A, let U denote the uniform distribution on
f0; 1g
n and let D00 be the distribution defined by
D
00
(s) = (1  )D
0
(s) +  U(s):
With probability at least 1   Æ; V(D;D0)  , and by definition, V(D0;D00)  2.
Then, with probability at least 1  Æ, V(D;D00) < 3. For all s, D00(s)   2 n. We
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define S as the set of all output strings s such that D00(s) < D(s). S contains all
the strings which contribute positively to the KL-distance from D to D00. Then
KL(D;D
00
) 
X
s2S
D(s)(logD(s)  logD
00
(s))
=
X
s2S
(D(s) D
00
(s))(logD(s)  logD
00
(s))
+
X
s2S
D
00
(s)(logD(s)  logD
00
(s)):
We have seen that V(D;D00)  3. Then
P
s2S
(D(s)  D
00
(s))  3. So, the first
term is at most
max
s2S
(logD(s)  logD
00
(s))
X
s2S
(D(s) D
00
(s))
 3 max
s2S
(logD(s)  logD
00
(s))
 3 max
s2S
(  logD
00
(s))
 3(  log( 2
 n
))
= 3(n  log()):
Furthermore, the second term is at most
X
s2S
D
00
(s)(logD(s)  logD
00
(s))
=
X
s2S
D
00
(s)(log(D
00
(s) + h
s
)  logD
00
(s));
where h
s
= D(s) D
00
(s), which is a positive quantity for s 2 S. By concavity of
the logarithm function, the above quantity is at most
X
s2S
D
00
(s)h
s
h
d
dx
(log(x))
i
x=D
00
(s)
=
X
s2S
h
s
 3:
Thus, KL(D;D00)  3(1 + n   log ). This quantity is at most  for all n  1 by
the definition of . 2
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The method described in Lemma 2.52 converts a hypothesis distribution
which is close to the original distribution in variation distance to a hypothesis
distribution which is close to the target distribution in KL-distance. However, if
the original hypothesis is a Two-State MET, then the modified hypothesis will
be the weighted sum of the distribution of the Two-State MET and the uniform
distribution on f0; 1gn. This weighted sum can be represented by a 3-State MET
in the following way: if M is the hypothesis Two-State MET, let  be the root
of M . Now define a 3-State MET M 0 with the same topology as M and define

0
0
= 
0
 (1  ), 0
1
= 
1
 (1   ) and 0
2
= . The transition matrices for M are
defined as follows: for every internal edge e,
M
0
e
[i; i
0
℄ =
8
>
>
<
>
>
>
:
M
e
[i; i
0
℄; if i; i0 2 f0; 1g
0; for [i; i0℄ 2 f[0; 2℄; [1; 2℄; [2; 0℄; [2; 1℄g
1; if i = i0 = 2.
For every leaf edge e, we define
M
0
e
[i; i
0
℄ =
8
>
>
<
>
>
>
:
M
e
[i; i
0
℄; if i; i0 2 f0; 1g
0; for [i; i0℄ 2 f[0; 2℄; [1; 2℄; [2; 2℄g
1=2; for [i; i0℄ 2 f[2; 0℄; [2; 1℄g.
The key to understanding why this new MET generates the weighted sum of
the original hypothesis and the uniform distribution on f0; 1gn is the fact that
on any broadcast from the tree, the root is labelled 2 if and only if all of the
internal nodes are labelled 2. Then the leaf transition matrices ensure that the
distribution of the 3-State MET, conditioned on the root being labelled 2, is the
uniform distribution.
We now show that is also possible to modify the distribution of the hypoth-
esis Two-State MET M to obtain a new Two-State MET that is close to the
original MET in KL-distance.
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As before, we run our PAC-learning algorithm with the accuracy parame-
ter  = 2=(12n3) to obtain a MET M . The new Two-State MET M 00 is obtained
as follows: For each edge e = (u; `) of M where ` is a leaf, define e00
0
and e00
1
as
follows: If be
0
<  then set e00
0
=  and if be
0
> 1   then set e00
0
= 1  . Otherwise
define e00
0
= be
0
. We define e00
1
in the same way. By the proof of Lemma 2.51,
V(

M;M
00
)  4n, since 2n parameters have each been changed by at most ,
and therefore with probability at least 1  Æ, V(M;M 00)  (1 + 4n).
For each string s 2 f0; 1gn, M 00(s)  n. Using a similar argument to the
proof of lemma 2.52,
KL(M;M
00
)  (1 + 4n)(1  log(
n
)) = (1 + 4n)(1  n log )
= (1 + 4n)

2
12n
3
(1  n(2 log   3 log n  log 12))
which as before is at most  for all n  1.
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Chapter 3
Approximation results for
some tree problems
3.1 Introduction
This Chapter of the thesis contains results on two character-based problems
that involve labelling a known topology in order to minimize some function:
Definition 3.1 A character , which is sometimes also called a monomorphic
character, is a function from a species set S to some set R

of character states. A
polymorphic character is a function from S to the power set of R

(excluding the
empty set). We will use the notation  : S ! 2R   fg to represent polymorphic
characters.
As we explained in Chapter 1, we usually think about a character as specifying
morphological properties such as egg colour or the ability to fly. Many of the
problems that have been previously studied assume that data is available in
the form of monomorphic characters, so it is assumed that every species only
exhibits a single state for each character. However, it has been pointed out that
140
polymorphism is a quite common phenomenon in biological species and espe-
cially in comparative linguistics, where the subject of study is the evolutionary
relationships between natural languages (see Bonet et al. [8]).
Many optimization problems related to evolutionary tree construction are
described in terms of a set of species and a set of characters on those species.
Then, if the set of characters is 
1
; : : : ; 
k
, any vector from R

1
 : : :R

k
repre-
sents a hypothetical species that may be an extinct ancestor or even a species
that never existed (in the polymorphic case, the ith position in this vector will be
an element of 2Ri  fg). Any tree T whose leaves are bijectively labelled by the
species in S and whose internal nodes are labelled by hypothetical species rep-
resents a hypothetical evolutionary tree (also called a hypothetical phylogeny)
for that species set. Most character-based problems involve finding a phylogeny
that minimizes some function on the tree for the original set of species and char-
acters. In other cases, we may already be given a fixed-topology T as part of the
input, and we may simply want to label the internal nodes of this tree with
hypothetical ancestral species to minimize some quantity.
In Sections 3.3 and 3.4 of this chapter, we present approximation algo-
rithms for two different NP-hard fixed-topology problems. The next section of
this thesis is devoted to providing some background about related research.
3.2 Previous research on Character-Based problems
The three character-based phylogeny problems that have been studied most
widely in the theoretical science community are the `-phylogeny problem, the
parsimony problem and the compatibility problem. The original version of each
of these problems assumes that the data on a set of species consists of a collec-
tion of monomorphic characters.
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The `-phylogeny metric was introduced by Goldberg, Goldberg, Phillips,
Sweedyk and Warnow [32] and is a generalization of an older problem called
the perfect phylogeny problem. Given a phylogenetic tree T , a character 
i
and
a state j 2 R

i
, let `
ij
be the number of connected components in 
i
 1
(j) (the
subtree induced by the species with state j in character i). Then we say that this
phylogeny is an `-phylogeny if and only if max

i
;j2R

i
`
ij
 `. The `-phylogeny
problem is to determine if an input consisting of a species set S and a set of
characters 
1
; : : : ; 
k
has an `-phylogeny, and the phylogenetic number problem
is to determine the minimum value of ` for which an `-phylogeny exists. A
1-phylogeny is called a perfect phylogeny.
The parsimony problem is to find a phylogeny that minimizes
P

i
;j2R

i
`
ij
,
and compatibility aims to maximize jf
i
: `
ij
= 1 for all j 2 R

i
gj.
Although parsimony, `-phylogeny, and compatibility all allow states of a
character to evolve multiple times, they have different ways of distributing
these changes among the character states. When the collection of characters
for a given species set has a perfect phylogeny, then this phylogeny is also
the optimum tree under parsimony and compatibility. In general, parsimony
is the least constrained of the criteria, because it minimizes the total number
of evolutionary changes in the tree. Compatibility allows some characters to
evolve many times, to obtain a perfect labelling for as many characters as pos-
sible. The `-phylogeny metric requires balanced evolution, so that no character
state evolves too many times. Thus, `-phylogeny may be a better measure than
parsimony or compatibility in biological situations in which all characters are
believed to evolve slowly.
It is well-known that the perfect phylogeny problem isNP-complete (shown
independently by Bodlaender, Fellows and Warnow [7] and Steel [57]). If the
maximum number of states allowed for any character is bounded by a constant,
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then the problem can be solved in polynomial time (see Gusfield [35] for details
on the binary character case, Kannan andWarnow for sets of characters with at
most four states [42, 41], and Agarwala and Ferna´ndez-Baca [3] for the general
case). More recently, Goldberg et al. [32] proved that the `-phylogeny problem
is NP-complete for `  2. It has also been shown that parsimony, and some
variations of the classic parsimony problem, are NP-hard (See Day [20], Day,
Johnson and Sankoff [21] and Graham and Foulds [33] 1). The decision ver-
sion of the compatibility problem was shown to be NP-complete by Day and
Sankoff [22] (See also Steel [57]).
In Section 3.3 we will consider the fixed-topology phylogenetic number
problem, when we are given a set of species S, a collection of monomorphic
characters 
1
; : : : ; 
k
and a tree topology T whose leaves are bijectively labelled
by the elements of S. The problem is to find a labelling for the internal nodes
of T that minimizes the phylogenetic number of the tree. This problem was
introduced in the paper by Goldberg et al [32]. The motivation for consider-
ing this problem is to define a filter for hypothetical evolutionary trees that
have been produced by different algorithms. If there are a number of different
topologies that are considered to be equally likely under some other measure,
one way of distinguishing between these hypotheses is to see which topologies
also have low phylogenetic number. In the paper by Goldberg et al. [32], it was
shown that the fixed-topology `-phylogeny problem can be solved in polynomial
time for `  2, but is NP-complete for `  3 even for degree-3 trees in which no
state labels more than ` + 1 leaves (and therefore there is a trivial ` + 1 phy-
logeny). This is in contrast to the fixed-topology parsimony problem and the
fixed-topology compatibility problem, both of which can be solved in polynomial
1Gusfield [35] and Wareham [64] both correct minor errors in the reductions used by Graham
and Foulds [33] and Day [20] respectively.
143
time using dynamic programming techniques (see Fitch[29] and Hartigan [36]).
Goldberg et al. also showed that if the value of jR

i
j, for every i, is bounded
above by a constant then the fixed-topology phylogenetic number problem can
be solved in polynomial time.
In Section 3.3 we give a 2-approximation algorithm for the general fixed-
topology phylogenetic number problem. We first show that it is possible to write
any instance of this problem as an Integer Program whose solution gives an op-
timal labelling for the tree. However, Integer linear programming is NP-hard
in general (see Karp [43], Borosh and Treybig [9] and Garey and Johnson [31]),
so we cannot expect to solve an Integer Program in polynomial time (In par-
ticular, this would allow us to solve the fixed-topology `-phylogeny problem in
polynomial-time, and we know this is NP-hard for `  3.) However, Linear
Programs can be solved in polynomial-time, so we solve the linear relaxation
of the original Integer Program. We show that by rounding the values in the
solution to this Linear Program, we can approximate the phylogenetic number
within a factor of 2.
First we will explain why the fixed-topology phylogenetic number problem
cannot be solved by adapting recent techniques for similar fixed-topology prob-
lems. The research that we are referring to is the research of Jiang, Lawler, and
Wang [39], who considered the fixed-topology tree-alignment problem, where
species are represented as biomolecular sequences and the cost of an edge in a
labelled tree is the edit distance between the sequences at its endpoints. Edit
distance is a weighted measure of the number of mutations, deletions and inser-
tions needed to transform one sequence into another; the algorithm of Jiang et
al. only relies on the fact that edit distance satisfies the triangle inequality and
that the edit distance between two sequences can be computed efficiently. The
optimal solution to the tree alignment problem is the labelling that minimizes
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the sum of the edit distances over all edges.
Jiang et al. showed that the tree alignment problem is NP-hard, but gave
a 2-approximation for bounded-degree input topologies and extended this to
obtain a polynomial-time approximation scheme (PTAS). In Lemma 3 of [39],
they showed that the best lifted tree (each internal node is labelled by one of its
children) is within a factor of 2 of the best tree with arbitrary labels. The proof
only uses the fact that edit distance satisfies the triangle inequality; therefore
the result holds for many other cost measures, including `-phylogeny and parsi-
mony. It also holds for the variant of `-phylogeny in which a different `
i
is spec-
ified for each character 
i
. This variant was introduced by Goldberg et al. [32]
and is called the generalized `-phylogeny problem. In fact, Lemma 3 of [39]
holds for the fixed-topology problem with arbitrary input topologies, though the
authors do not state this fact since they do not use it.
It might be hoped that Lemma 3 of the paper by Jiang et al. [39] could be
used to obtain an approximation algorithm for the fixed-topology phylogenetic
number problem. However, Jiang et al. use dynamic programming to find a
minimum-cost lifted tree. Suppose that the tree has n leaves. When calculat-
ing the labelling for the subtree T (u) rooted at u, there are at most n possible
labellings for u. Also, because the cost is summed over edges of the tree, it is
only necessary to find one labelling of T (u) such that the labelling has min-
imum cost for a given root label for u. However, this dynamic programming
approach does not seem to extend to the more global metric of `-phylogeny. The
phylogenetic number of a tree depends upon how many times each state is bro-
ken for a given character. Therefore, instead of maintaining a single optimal
tree for each root label, it is necessary to maintain all trees whose cost (repre-
sented as a vector of components for each state) is undominated. This number
can be exponential in r, the number of states, even for bounded-degree input
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trees. Therefore, we cannot use this approach to approximate the phylogenetic
number of a fixed-topology.
Gusfield andWang [62] improved the results of Jiang et al. by proving that
the best uniform lifted tree (ULT) is within a factor of 2 of the best arbitrarily-
labelled tree. In a uniform lifted tree on each level, the internal nodes on a par-
ticular level are labelled by the same child (e.g. all nodes at level one take the
label of their leftmost child). Again, this proof extends to the `-phylogeny met-
ric. If the input tree is a complete binary tree, then there are only n ULTs, and
exhaustive search gives a 2-approximation algorithm for our problem. However,
when the input tree is not complete, Gusfield and Wang use dynamic program-
ming to find the minimum-cost ULT, so their method cannot be adapted for the
`-phylogeny problem. Wang, Jiang, and Gusfield later improved the efficiency
of their PTAS for tree alignment [63], but still use dynamic programming.
In Section 3.3 we present an approximation algorithm for the fixed-topology
phylogenetic number problem, that is based on linear programming and that
has an approximation ratio of 2 for any input topology.
In section 3.4, we extend our linear-programming techniques to find an
approximation algorithm for a different fixed-topology problem. This input to
this problem consists of a fixed-topology T whose leaves are bijectively labelled
by species, a collection of polymorphic characters on the leaves of the tree, and
a load ` that denotes the maximum number of states allowed to label a species
or internal node, for any character . Bonet et al [8] previously considered
a generalization of the perfect phylogeny problem for polymorphic characters:
given a set of species S and a set of polymorphic characters, determine the
minimum load such that there is a phylogeny with this load whose leaves are
bijectively labelled by the elements of S and every state of every character forms
a single connected component in the phylogeny. They proved that this problem
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is NP-complete, and gave polynomial-time algorithms for some special cases
of the problem. They also introduced a problem called the load problem, and
showed that this problem is NP-hard, even when the input includes a fixed-
topology. The load problem is the problem that we consider in Section 3.4.
3.3 Approximating the Fixed-Topology Phylogenetic
Number
Two facts will be useful. First, when we aim to construct a phylogeny on a fixed-
topology, the labelling of nodes for one character does not influence the choice
of labels for any other character. Therefore in this section we will consider each
character separately. Also, it will sometimes be convenient to allow a node to
remain unlabelled in a fixed topology. If we adopt the convention that an unla-
belled node disagrees with all other states of any character, then any labelling
can be extended to one in which every node is labelled, without increasing the
number of connected components for any state: for any connected component
of nodes that are not labelled, we simply choose the state of some neighbouring
node and label the entire component with this neighbour’s state. This does not
introduce any extra component for any state, nor does it break any components
of the original labelling.
Let  : S ! f1; : : : ; rg be a character and let T be a tree with root  whose
leaves are labelled by states from 1; : : : ; r. For each state i, T
i
is the subtree of
T induced by the leaves labelled i. Let L(T
i
) be the set of leaves of T
i
, and let
rt
i
, the root of T
i
, be the node of T
i
closest to . The important nodes of T
i
are
the leaf nodes and the nodes of degree greater than 2. An i-path p of T
i
is a
sequence of edges of T
i
that connects two important nodes of T
i
, but does not
pass through any other important nodes. The two important nodes are referred
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to as the endpoints of p, and the other nodes along the i-path are said to be
on p (an i-path need not have any nodes on it). Although the edges of T are
undirected, we will sometimes use the notation (u ! v) for an edge or i-path
with endpoints u and v, to indicate that u is nearer to the root of T than v (u is
the higher endpoint and v is the lower endpoint); otherwise we will write edges
and i-paths as (u; v). If the label of the upper endpoint u or some node on the
i-path p = (u ! v) differs from the label for the lower endpoint v, then we say
that p breaks state i.
We begin by giving an expression that counts the number of components
induced by the nodes labelled i, for any state i, whenever the nodes of T are
labelled by elements of f1; : : : ; rg. Since the tree is rooted, we can assume that
each connected component has a root, namely the node closest to the root of T .
Then a node labelled i is the root of its component if its label differs from that
of its parent in T . Also, the root , which has no parent, is the root of its
component. Therefore we have the following:
Observation 3.1 Let T be a tree with its leaves and internal nodes labelled by
elements of f1; : : : ; rg. Let  be the root of T . Then the number of connected
components induced by the nodes labelled i is jfe = (u ! v) : (u) 6= i; (v) =
igj+ Y
i
, where Y
i
= 1 if  is labelled i and 0 otherwise.
We now define an Integer Linear Program (ILP) which solves the fixed-
topology phylogenetic number problem. The Linear Program (LP) obtained by
relaxing this ILP is the key to our 2-approximation algorithm. The Integer Lin-
ear Program I uses the variables X
x;i
, for each state i 2 f1; : : : ; rg, and each
node x in the tree T , and the variables X
p;i
and ost
p;v;i
, for each state i, each
i-path p of T
i
, and each lower endpoint v of the path p. These variables have the
following interpretation:
148
Xx;i
=
8
>
<
>
:
1 if node x is labelled i
0 otherwise
X
p;i
=
8
>
<
>
:
1 if all nodes on p are labelled i
0 otherwise
ost
p;v;i
=
8
>
<
>
:
1 if lower endpoint v of p is the root of a component of state i
0 otherwise
ILP I is defined as follows:
minimize `
subject to
X
x;i
= 1 for each leaf x 2 T
i
(3.1)
X
x;i
= 0 if x 62 T
i
(3.2)
r
X
i=1
X
x;i
 1 8x 2 T (3.3)
X
p;i
= X
x;i
8p 2 T
i
; 8x on p (3.4)
X
p;i
 X
x;i
8p 2 T
i
; each endpoint x 2 p (3.5)
ost
p;v;i
 X
v;i
 X
p;i
8p 2 T
i
; lower endpoint v 2 p(3.6)
X
p;v
ost
p;v;i
+X
rt
i
;i
 ` (3.7)
X
x;i
;X
p;i
; ost
p;v;i
2 f0; 1g (3.8)
For each set of constraints in I, except Constraint (3.3), we add the set of
constraints for every i 2 f1; : : : ; rg.
Constraint (3.8) assures that the cost (ost
p;v;i
), i-path (X
p;i
), and vertex
(X
x;i
) variables serve as indicator variables in accordance with their interpre-
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tation. Constraint (3.1) labels the leaves in accordance with the input. Con-
straint (3.2) prohibits labelling a node x with a state i when x is not in T
i
(the number of components labelled i could not possibly be reduced by this
labelling). Constraint (3.3) ensures that each internal node will have no more
than one label. Constraints (3.4) and (3.5) are not essential for the Integer pro-
gram formulation of the fixed-topology `-phylogeny problem. They are included
because they will be useful when we use the linear relaxation of the Integer
program as the basis for our 2-approximation algorithm. Together, Constraints
(3.4) and (3.5) ensure that for each tree T
i
, nodes on paths are taken all-or-none;
if any node on an i-path p (including endpoints) is lost to a state i, then it does
no good to have any of the other nodes on the path (though it may be beneficial
to maintain one or both endpoints). Constraint (3.6) computes the path costs,
and Constraint (3.7) ensures that each state has no more than ` connected com-
ponents. This is an implementation of Observation 3.1. Since there is no i-path
in T
i
with rt
i
as its lower endpoint, we must explicitly check the root of each
tree T
i
, just as we checked the global root in Observation 3.1.
Integer program I solves the fixed-topology `-phylogeny problem. We will
now show that the optimal value of ` given by I is a lower bound on the phylo-
genetic number of tree T with the given leaf labelling.
Proposition 3.2 If there exists an `-phylogeny for tree T with a given leaf la-
belling, then there is a feasible solution for the integer linear program for this
value of `.
Proof: Suppose there exists an `-phylogeny on the tree T with leaves and in-
ternal nodes labelled from f1; : : : ; rg. Consider one particular `-phylogeny, and
assume without loss of generality that all node labels are useful for connectivity
(i.e. changing the label of node x from i to something else will increase the num-
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ber of components labelled i). This may require some nodes to be unlabelled.
We obtain a feasible solution to I as follows. Set variable X
x;i
to 1 if node x is
labelled i in this phylogeny and 0 otherwise. Set X
p;i
to 1 if both endpoints and
all internal nodes of i-path p are labelled i and 0 otherwise. Set ost
p;v;i
= 1
if lower endpoint v of p is labelled i and the i-path is not, and set ost
p;v;i
= 0
otherwise. We now show this assignment is a solution to I.
The X
x;i
, X
p;i
, and ost
p;v;i
variables are binary by construction, thus satis-
fying Constraint (3.8). By construction, Constraint (3.1) will be satisfied by our
assignment. Constraint (3.2) will also be satisfied, because it is never useful
to label nodes outside T
i
with i, and we have assumed all the labels on nodes
are useful for connectivity. Constraint (3.3) is also satisfied because each node
of the phylogeny will be labelled with at most one state. Constraints (3.4) and
(3.5) are satisfied because the condition that all labelled nodes are necessary
for connectivity ensures that a node on an i-path will only be labelled i if all the
nodes and endpoints of the i-path are labelled i. Constraint (3.6) is satisfied by
construction.
To show that Constraint (3.7) is satisfied, consider the connected compo-
nents for i; by assumption, these all lie in T
i
. Let  = fe = (u ! v) : (u) 6=
i; (v) = ig. By Observation 3.1 we have jj + X
;i
 `, where  is the root
of T . To calculate (
P
p;v
ost
p;v;i
) + X
rt
i
;i
, note that ost
p;v;i
= 1 if and only if
X
v;i
= 1 for lower endpoint v and X
p;i
= 0 and otherwise ost
p;v;i
is 0. By our
definitions above, X
p;i
= 0 and X
v;i
= 1 iff the edge (u; v) 2 T from v’s parent
(on the i-path p or its upper endpoint) into v has (u) 6= i and (v) = i. Fur-
thermore, this is the only edge on the i-path with this property (every other
edge costs 0), unless path p passes through a degree-2 root and both its end-
points have breaks. In the latter case there is a second lower endpoint v0 such
that ost
p;v
0
;i
= 1. Since the i-paths partition T
i
, each i-path p and lower end-
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point v with ost
p;v;i
= 1 contains one element of  which is unique to that
i-path. Thus (
P
p;v
ost
p;v;i
)  jj  `. If rt
i
is the node , then X
rt
i
;i
= X
;i
and
(
P
p;v
ost
p;v;i
) +X
rt
i
;i
 jj +X
;i
 `. Otherwise, by our assumption that only
useful nodes of T are labelled with i, the ancestor node a
i
of rt
i
is not labelled
i. Then, if X
rt
i
;i
= 1 the edge e = (a
i
! rt
i
) contributes 1 to jj, and therefore
(
P
p;v
ost
p;v;i
) +X
rt
i
;i
 jj+X
;i
 `. Hence Constraints (3.7) are satisfied and
we have a solution for the integer program I. 2
Integer linear programming inNP-hard in general [9, 31, 43], so we cannot
expect to solve it directly in polynomial time. However, we can solve the linear-
programming relaxation L of I, which consists of all the constraints of I except
that Constraint (3.8) is replaced by
0  X
x;i
;X
p;i
; ost
p;v;i
 1 (3.80).
Theorem 3.3 If there is a solution for the linear program L for a fixed topology
T with leaves labelled with states from f1; : : : ; rg, then we can assign states to the
internal nodes of T such that no state i 2 f1; : : : ; rg has more than 2` components.
Proof: The 2` phylogeny for the character  : S ! f1; : : : ; rg on T is con-
structed by assigning states to the nodes of each tree T
i
based on the X
x;i
val-
ues. For each state i 2 f1; : : : ; rg, consider each internal node u of T
i
. A node u is
labelled i if and only ifX
u;i
> 1=2, and there is a path u; v
1
; v
2
; : : : ; v
k
; v
 through
tree T
i
to a leaf v of T
i
where X
v
j
;i
> 1=2 for all j = 1; : : : ; k. If X
u;i
> 1=2, but
there is no such path, then node u is isolated, and by our procedure remains
unlabelled. A node u also remains unlabelled if X
u;i
 1=2 for all states i.
To show that the labelling is a 2`-phylogeny, we show that each component
of state i adds at least 1=2 to the sum (
P
p;v
ost
p;v;i
) + X
rt
i
;i
. From Observa-
tion 3.1, the number of connected components for the state i is jfe = (u ! v) :
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(u) 6= i; (v) = igj+ Y
i
, where Y
i
is 1 if  has state i (and therefore  = rt
i
) and
0 otherwise. Constraints (3.5) and (3.4) ensure that if the edge e = (u! v) has
(u) 6= i and (v) = i then either v is the root of T
i
, or v must be an endpoint
node with X
v;i
> 1=2, and that either X
u;i
 1=2 or u is isolated. However, since
v is labelled i, v must not be isolated, and therefore u would not be isolated if
X
u;i
was greater than 1=2. So X
u;i
 1=2, and X
p;i
 1=2 for the i-path p with
lower endpoint v. Therefore we need only calculate the number of i-paths p
with lower endpoint v such that X
p;i
 1=2, X
v;i
> 1=2, and v is not isolated.
Suppose p = (u ! v) is such an i-path. Since v is not isolated and the
node above v is not labelled i, there is a sequence p
1
= (v ! v
1
); p
2
= (v
1
!
v
2
); : : : ; p
j
= (v
j 1
! v
j
) of i-paths of T
i
such that X
p;i
> 1=2 for every p 2
fp
1
; : : : ; p
j
g and X
x;i
> 1=2 for every x 2 fv
1
; : : : ; v
j
g, and v
j
is a leaf of T
i
.
Calculating ost
p;v;i
+ ost
p
1
;v
1
;i
+ : : :+ ost
p
j
;v
j
;i
= (X
v;i
 X
p;i
)+ (X
v
1
;i
 X
p
1
;i
)+
: : :+(X
v
j
;i
 X
p
j
) =  X
p;i
+(X
v;i
 X
p
1
;i
)+(X
v
1
;i
 X
p
2
)+: : :+(X
v
j 1
;i
 X
p
j
;i
)+X
v
j
;i
,
we know by Constraints (3.5) thatX
v;i
 X
p
1
;i
 0, X
v
1
;i
 X
p
2
;i
 0, . . . , X
v
j 1
;i
 
X
p
j
;i
 0. So ost
p;v;i
+ ost
p
1
;v
1
;i
+ : : :+ ost
p
j
;v
j
;i
 X
v
j
;i
 X
p;i
= 1 X
p;i
 1=2.
Note also that for any two i-paths p = (u ! v) and p0 = (u0 ! v0) which
break i, the i-labelled paths to leaves are disjoint (because they are in sepa-
rate components of i). Therefore each i-path p with lower endpoint v which
breaks i in our construction contributes at least 1=2 to the sum (
P
p;v
ost
p;v;i
).
If rt
i
is labelled i (and hence is the root of a component of i), then X
rt
i
;i
> 1=2
(corresponding to an edge (u ! rt
i
) in T or to the case Y
i
= 1). So 2 
((
P
p;v
ost
p;v;i
) +X
rt
i
;i
)  jfe = (u! v) : (u) 6= i; (v) = igj + Y
i
, and therefore
2`  jfe = (u! v) : (u) 6= i; (v) = igj+ Y
i
. 2
It is possible to show that Theorem 3.3 is tight by the following example:
let the input topology be a star graph with an even number n of leaves, and
153
suppose that n=2 leaves are labelled i
1
and n=2 leaves are labelled i
2
. Then
` = (n=2+1)=2 by Constraint (3.7). The optimal solution has ` = n=2, arbitrarily
close to twice the LP bound. In this example, however, the LP bound is loose,
so our analysis of the approximation quality of the algorithm may not be tight.
Theorem 3.3 shows that for any character of an input to the fixed-topology
phylogenetic number problem, we can obtain a 2-approximation of the phylo-
genetic number of that character. Doing this for each character of the input,
we obtain a 2-approximation of the phylogenetic number of the input. Also,
the same algorithm can be used for the generalized `-phylogeny problem. In
particular, we have the following theorem.
Theorem 3.4 There is an approximation algorithm with approximation ratio 2
for the generalized `-phylogeny problem.
Finally, the paper by Cryan, Goldberg and Phillips [14] contains a proof
that there is a polynomial-time algorithm that constructs a 4-phylogeny for
any input which has a 3-phylogeny. Since the fixed topology 3-phylogeny prob-
lem is known to be NP-complete (see [32]), this is an optimal approximation
algorithm for this problem (assuming that P 6= NP).
3.4 Approximating Polymorphism
We have already mentioned that “language data” in comparative linguistics
often comes in the form of polymorphic characters (see Bonet et al. [8], Warnow
et al. [65]).
The evolution of polymorphic characters from parent to child can be mod-
elled in terms of mutations, losses and duplications of states between species
(see Nei[54]). A mutation changes one state into another; a loss drops a state
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from a polymorphic character from parent to child; and a duplication replicates
a state which subsequently mutates. We associate a cost with each mutation,
duplication and loss between a pair of species. In the state-independent model,
which we will consider, a loss costs 
l
, a mutation costs 
m
and a duplication
costs 
d
, regardless of which states are involved. Following Bonet et al. [8], we
insist 
l
 
m
 
d
. Let s
1
; s
2
2 S and assume s
1
is the parent of s
2
. Define
X = (s
1
)  (s
2
), and Y = (s
2
)   (s
1
). Then the cost for the character  from
s
1
to s
2
is 
m
 jXj if jXj = jY j, and is 
l
 [jXj   jY j℄ + 
m
 jY j if jXj > jY j and is

d
 [jY j   jXj℄ + 
m
 jXj if jY j > jXj.
As input we are given a fixed-topology T which has a unique species from
S associated with each of its leaves, and label the leaf associated with s 2 S
with the set of states (s). The parsimony problem is the problem of extending
the function  to the internal nodes of T so that the sum of the costs over all
edges of T is minimised. In the monomorphic case, as discussed earlier, this
problem can be solved in polynomial time [29], though the problem of finding a
minimum cost labelling isNP-hard if the input does not include a topology [33].
We will consider the load problem, introduced in [8]: calculate a labelling of the
internal nodes of a fixed topology T with load at most ` and cost at most p. This
problem was shown to be NP-hard in [8], even when 
l
= 0 and the topology T
is a binary tree.
An (; )-approximation algorithm for the load problem computes a phy-
logeny with load at most ` and cost at most p provided there is a load-` cost-p
phylogeny. This could be called a pseudoapproximation algorithm, since the
cost of the best `-load phylogeny may be significantly lower than the cost
of the best `-load phylogeny. In this section of the chapter, we consider the
load problem when 
l
= 0 and the topology is arbitrary. We extend the results
of section 3.3 to obtain, for any  > 1, an (; 
 1
)-approximation algorithm
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for the problem. (Note that taking  = 2 gives a (2; 2)-approximation algo-
rithm.) It is also possible to use the results of Jiang et al. [39] to obtain a
(1; 2)-approximation algorithm for the load problem with 
l
= 0, if (s) contains
exactly ` states for every leaf species s and every character  in the input; we
will explain how to do this at the end of this section.
We first quote the following observation, which was first noted in [8]:
Observation 3.5 If 
l
= 0, then if there is a labelling for the topology T which
has load ` and cost p, then there is also a labelling for T with load ` and cost p
such that each internal node contains all the states in the subtree rooted at it or
else has load `. Therefore, there is a labelling which has load ` and cost p, and
which contains no duplications.
Therefore to approximate the load we only need to consider the labellings
where each internal node contains all the states in the subtree rooted at it or
else has load `. We begin by presenting an ILP which provides an exact solution
for the load problem. We then use the solution to the linear-programming re-
laxation of this ILP to compute an (; 
 1
)-approximation for the problem. The
integer program P uses the variables X
x;i
, for each node x of the fixed-topology
T and each state i 2 f1; : : : ; rg, cost variables ost
e;i
for each edge e 2 E(T ) and
each state i 2 f1; : : : ; rg and the total cost variable ost
e
for each edge e. These
variables have the following interpretation:
X
x;i
=
8
>
<
>
:
1 if state i is in (x)
0 otherwise
ost
e;i
=
8
>
<
>
:
1 if i 2 (v) and i 62 (u), for e = (u! v)
0 otherwise
ost
e
=
P
r
i=1
ost
e;i
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The ILP P is then defined as:
minimize p
subject to
X
x;i
= 1 for each leaf x 2 V (T ); 8i 2 (x) (3.9)
r
X
i=1
X
x;i
 ` 8x 2 V (T ) (3.10)
ost
e;i
 0 8e 2 E(T ); i = 1; : : : ; r (3.11)
ost
e;i
 X
v;i
 X
u;i
8e = (u! v) 2 E(T ); i = 1; : : : ; r (3.12)
ost
e
=
r
X
i=1
ost
e;i
8e = (u! v) 2 E(T ) (3.13)
X
e2E(T )
ost
e
 p=
m
(3.14)
X
x;i
; ost
e;i
2 f0; 1g (3.15)
The integer program P solves the load problem. Since we are interested
in using the linear relaxation of this program to obtain an approximation algo-
rithm, we will restrict ourselves to showing that when we solve P with param-
eter `, the optimal value of p is less than or equal to the cost of the best load-`
solution to the fixed topology problem.
Lemma 3.6 Let S be a species set, T be a fixed topology and  : S ! (2f1;:::;rg fg)
be a polymorphic character on S. If the internal nodes of T can be labelled with
subsets of f1; : : : ; rg to create a phylogeny for  with load ` and cost p, then there
is a feasible solution for the Integer program P for this value of ` and p.
Proof: Because of Observation 3.5, we can assume that in the load-`, cost 
phylogeny, for each internal node u in V (T ), either (v)  (u) for every child v
of u, or else j(u)j = `. Therefore the cost of this phylogeny is
P
(u!v)2E(T )
(
m

j(v) (u)j) = p. Assign values to the X
u;i
variable for each internal node u and
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to the ost
e;i
variable for each edge e = (u! v) as follows:
X
u;i
=
8
>
<
>
:
1 if i 2 (u)
0 otherwise
9
>
=
>
;
ost
e;i
=
8
>
<
>
:
1 if i 2 (v)   (u)
0 otherwise
9
>
=
>
;
This assignment satisfies Constraints (3.15), (3.10), (3.11) and (3.12) of P. Con-
straint (3.9) is automatically satisfied, and Constraint (3.13) is definitional.
Also, 
m
 ost
e
= 
m
 j(v)   (u)j for every e = (u ! v) by definition of the
ost
e;i
, and therefore
P
e2E(T )

m
 ost
e
= p, and Constraint (3.14) is satisfied.
2
Once again, since integer linear programming is NP-hard, we solve the
linear-programming relaxation LP of P, which consists of all the constraints of
P except that Constraint (3.15) is replaced with
0  X
x;i
; ost
e;i
 1 (3.150).
Theorem 3.7 Suppose there is a solution for the linear program LP. Then we
can assign states to the internal nodes of input tree T such that the resulting
phylogeny for  has load ` and cost no more than


 1

p.
Proof: We assign states to the internal nodes of the fixed topology from the
leaves upwards. For each internal node u 2 V (T )   L(T ), consider the set
R(u) = [
(u!v)2E(T )
(v). If jR(u)j  `, then define (u) = R(u). If jR(u)j > `
then choose the ` states i of R(u) which have the greatest X
u;i
values. By
definition, this assignment of states to the internal nodes of T has load `.
To show that the cost of this assignment is no more than


 1

p, note that
the cost on an edge e = (u! v) 2 E(T ) is 
m
 j(v)  (u)j, as j(v)  (u)j is the
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number of mutations on e. Our assignment guarantees that if j(u)j < ` then
(u)  (v), which implies 
m
 j(v)   (u)j = 0, so we need only consider edges
whose upper endpoint has full load. Suppose j(u)j = ` and i 2 (v)   (u).
Then, by construction of the phylogeny, there is a downwards path from v to
some leaf w which has i 2 (v0) at every node along the path, including w.
Suppose this path is e
1
= (v ! v
1
); e
2
= (v
1
! v
2
); :::; e
j
= (v
j 1
! w). By the
constraints of the linear program, ost
e;i
+ ost
e
1
;i
+ : : :+ ost
e
j
;i
 (X
v;i
 X
u;i
)+
(X
v
1
;i
 X
v;i
)+ : : :+(X
w;i
 X
v
j 1
;i
) = X
w;i
 X
u;i
, and as w is a leaf and i 2 (w),
this is 1 X
u;i
. Then, since i 62 (u), and the ` states in (u) were chosen to have
the greatest X
u;i
values, we know X
u;i
 `=(`+1). Therefore ost
e;i
+ ost
e
1
;i
+
: : : + ost
e
j
;i
 ((   1)` + 1)=(` + 1). Furthermore, the costs ost
e;i
, ost
e
1
;i
,
. . . ost
e
j
;i
will not be allocated to any other mutation to i, because any mutation
occurring above u will not have an unbroken path in i intersecting with any of
the edges e; e
1
; : : : ; e
j
. So every mutation along an edge e = (u ! v) 2 T with
j(u)j = ` contributes at least ((   1)` + 1)=(` + 1) to the sum
P
e2E(T )
ost
e
in our linear program. Hence p=
m

P
e2E(T )
ost
e

P
e=(u!v)2E(T )
j(v)  
(u)j

( 1)`+1
`+1

, so the cost
P
e=(u!v)2E(T )

m
 j(v)   (u)j  (=(   1))  p. 2
Finally, we will explain why the results of Jiang et al. [39] can be used
to obtain a (1; 2)-approximation algorithm for instances of this problem that
satisfy j(s)j = ` for every leaf s. Denote the cost of an optimal load-` labelling
by p. By Observation 3.5, we can assume that this optimal labelling assigns
exactly ` states to every internal node of the fixed-topology. Then, for every
edge e = (u ! v) in such a labelling, the cost on e is exactly 
m
 j(u)   (v)j.
The triangle inequality holds for this cost measure when every node in the tree
is labelled by exactly ` states. Then Lemma 3 from [39] implies that every fixed-
topology has some labelling in which every internal node u has the label of one
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if its child nodes (called a lifted tree), such that the cost of this labelling is at
most 2p. Also, the cost measure for the load problem with 
l
= 0 allows us to use
dynamic programming to calculate the optimal lifted tree in polynomial time.
We use the same algorithm as Jiang et al. Let u be an internal node. Assume
that for every child v of u, and every leaf s in the subtree rooted at v, we have
one labelling of T (v) that labels v with (s) and that is optimal, given that (s)
must label v. Let ost(v; s) be the cost of this optimal labelling, summed over the
edges in the subtree rooted at v. Then for every (s) that labels a leaf of T (u), we
can calculate a labelling for T (u) that is optimal, given that (s) must label u.
We find the labelling by defining the labelling T (v) for each child v by choosing s0
so that

m
j(s)  (s
0
)j+ ost(v; s
0
)
is minimized, where this minimum is taken over all leaves s0 in T (v). The
labelling constructed by this algorithm will either be the optimal lifted tree,
or will have cost less than the optimal lifted tree. Therefore, we have a (1; 2)-
approximation algorithm for this special case of the load problem with 
l
= 0.
The reason that the argument does not generalize when the leaves are
allowed to have load less than ` is because the triangle inequality does not
really hold for the cost measure. This is because of the asymmetry of losses and
duplications. For example, suppose we are given an instance of the problem
for load 4, and the topology is a tree with a root and two leaves x and y, and
that (x) = fa; bg and (y) = f; dg. Then the optimal lifted tree has cost 2
m
,
even though labelling the root with fa; b; ; dg gives cost 0. Although the solution
is obvious in this case, there does not seem to be an obvious way of adapting
the algorithm of Jiang et al. to solve the problem for more interesting inputs.
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Chapter 4
Conclusions and Further Work
The first point that should be made is that although the research presented
in Chapter 2 gives a positive result for the problem of PAC-learning the dis-
tribution of Two-State Markov Evolutionary Trees, it also provides new lower
bounds on the number of samples required to reconstruct the topology of a Two-
State MET. Let M be a Two-State MET that satisfies Steel’s conditions, and
remember that in the Two-State case these conditions are
(i) 
0
2 (0; 1), where 
0
is the probability that the root is 0;
(ii) 0 < j1  e
0
  e
1
j < 1 for every edge e.
Steel has shown that under these conditions, all leaf-pair covariances are non-
zero, and that given the exact values of these covariances, the topology of M
can be recovered (See Steel [58]).
Now define 0 > 0 to be the maximum value such that the leaf connectivity
graph is connected for the threshold 0, when the exact covariances are used.
Then Lemma 2.50 shows that there must be some edge e in the topology of M
such that jov(x; y)j  0 for every pair of leaves x and y that are connected
through e (otherwise the leaf connectivity graph would be connected for some
threshold greater than 0). Then by Lemma 2.49, there is another MET M 0 in
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which e is replaced by a “cut edge” such that the variation distance between M
and M 0 is at most 0n2. Remember that the location of a cut edge in the topol-
ogy cannot be inferred from the distribution of M 0. The argument of Farach
and Kannan given in Subsection 1.3.2 implies that we would need to take at
least 
(1=(0n2)) samples from the distribution ofM to distinguish between M
andM 0. Therefore it is not possible to determine the location of e in the topology
ofM without taking 
(1=(0n2)) samples.
As further work on this problem, it would be interesting to obtain a PAC-
learning result for the class of j-State METs, for j > 2. Steel has already shown
that the topology of any j-State MET can be inferred from the exact distribu-
tion, as long as (e) 2 (0; 1) for every edge e in the tree. However, we do not
even know how to use the exact distribution of a j-State MET to reconstruct
transition probabilities for the edges of a j-State MET, even when the multi-
plicative weights are non-zero. The problem of learning j-State METs seems
to be considerably more difficult than the Two-State case. Another interesting
question that might be simpler than the PAC-learnability of j-State METs is
the problem of learning a linear mixture of j product distributions that was
described in Subsection 2.1.4.
There are also some open problems related to the research presented in
Chapter 3 that are of interest. One question that is still open is whether or
not there is a polynomial-time algorithm with a constant approximation ratio
for the phylogenetic number problem, when the input does not include a fixed
topology.
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