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We present a unified causal general relativistic formulation of dissipative and non-dissipative continuum
mechanics. The presented theory is the first general relativistic theory that can deal simultaneously with viscous
fluids as well as irreversible deformations in solids and hence it also provides a fully covariant formulation of
the Newtonian continuum mechanics in arbitrary curvilinear spacetimes. In such a formulation, the matter is
considered as a Riemann-Cartan manifold with non-vanishing torsion and the main field of the theory being
the non-holonomic basis tetrad field also called four-distortion field. Thanks to the variational nature of the
governing equations, the theory is compatible with the variational structure of the Einstein field equations.
Symmetric hyperbolic equations are the only admissible equations in our unified theory and thus, all perturbations
propagate at finite speeds (even in the diffusive regime) and the Cauchy problem for the governing PDEs is
locally well-posed for arbitrary and regular initial data which is very important for the numerical treatment of the
presented model. Nevertheless, the numerical solution of the discussed hyperbolic equations is a challenging task
because of the presence of the stiff algebraic source terms of relaxation type and non-conservative differential
terms. Our numerical strategy is thus based on an advanced family of high-accuracy ADER Discontinuous
Galerkin and Finite Volume methods which provides a very efficient framework for general relaxation hyperbolic
PDE systems. An extensive range of numerical examples is presented demonstrating the applicability of our
theory to relativistic flows of viscous fluids and deformation of solids in Minkowski and curved spacetimes.
PACS numbers:
I. INTRODUCTION
A. Classical fluid dynamics and Eckart-Landau-Lifshitz theory
Paradoxically, a century after the formulation of the General Relativity (GR) theory of gravity by Einstein, there is still no
a dissipative continuous theory compatible with the variational nature of GR. It is known though that the Euler equations for
perfect fluids, nonlinear elasticity theory of perfect elastic solids, and Maxwell equations in vacuum do admit a fully covariant
and variational formulation compatible with GR, e.g. see [1–7]. What makes dissipative systems so special? It is of course the
way how the dissipation is represented in the classical/modern continuum mechanics. Thus, any continuum model relies on
the fundamental mass, momentum and energy conservation laws. However, in order to be applied to a certain physical system,
the conservation laws have to be supplemented by constitutive laws which relate the state of that system to the external stimuli.
Thus, the constitutive theory of the modern dissipative continuum mechanics relies on the Classical Irreversible Thermodynamics
(CIT), e.g. see [8, 9], which, in turn, relies on the famous phenomenological constitutive laws such as Newton’s viscous law,
Fourier’s law of heat conduction, and Fick’s law of diffusion, etc. For example, the entire fluid mechanics of viscous fluids is
built around Newton’s viscous law by using it directly as in the Navier-Stokes equations or generalizing and/or extending it to
more complex media (non-linear viscosity approach). The key feature of all such laws is the steady-state assumption, that is the
flow (or a transfer process) should be microscopically in a steady-state (time independent) regime, i.e. the time is completely
removed from the microscopic time evolution1 and the history of the microscopic evolution preceding the steady-state state
is disregarded completely. It is well known that the steady-state assumption provides a good approximation to reality if the
characteristic length/time scale of the process is sufficiently longer than a microscopic characteristic length/time scale, i.e. the
steady-state is reached significantly faster than the macroscopic characteristic time of the process. Nevertheless, being acceptable
from the engineering standpoint, the steady-state-based transport theory has the following conceptual issues that, in particular,
make it difficult building of a consistent with GR continuous dissipative theory:
• First of all, we note that the steady-state is actually a deceptive state. Indeed, what is macroscopically seen as a time-
independent process is, in fact, the result of the competitive dynamics between the external energy supply and the internal
∗ The work by I.P. has been started while being at Institut de Mathe´matiques de Toulouse, France
† The work by F.F. has been started while being at University of Trento, Italy
1 In other words, it is implied that the steady-state is reached at an infinite rate.
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2(microscopic) dissipative processes in the system.
• Secondly, by ignoring the time in the constitutive relations, one obtains parabolic conservation laws which is known to
violate the causality principle (superluminal signal speeds). Moreover, in contrast to the non-relativistic case, linear parabolic
PDEs have ill-posed initial value problem [1, 10, 11] in the relativistic settings (unbounded growth of short-wavelength
perturbations, which necessarily leads to grid-dependent numerical results that do not converge as the spatial resolution
is refined) which makes them practically unusable for the numerical simulations. Note that even in the non-relativistic
framework, a nonlinear viscosity parabolic model might be ill-posed [12, 13].
• Thirdly, a variational formulation for the parabolic dissipative theory is not known and most likely does not exist. Hence, any
possible coupling of the Navier-Stokes stress with the matter energy-momentum coming from the Einstein field equations
destroys the Euler-Lagrange structure of the latter.
For completeness, we recall that formally the Navier-Stokes-Fourier equations can be written in the relativistic settings and
there are two versions of such equations due to Eckart [14] and Landau and Lifshitz [15] which differ by the definition of
the 4-velocity [1]. Both formulations suffer from the above issues. This is a good illustration of the non-universality of the
phenomenological constitutive theory and that a “good approximation” of specific experimental data (e.g. stress strain-rate
relation) does not necessarily results in physical consistency and mathematical regularity of the governing equations. Nevertheless,
attempts to fix the stability issues of the Eckart and Landau-Lifshitz theories have continued. Thus, thanks to the separate
treatment of the momentum density and energy current density, Va´n and Biro´ [16] were able to build a stable modification of the
Eckart theory. Also, recent results by Freistu¨hler and Temple [17] suggest that the Eckart-Landau-Lifshitz second-order equations
can be still modified in such a way that the resulting equations can be obtained as a uniform limit of second-order symmetric
hyperbolic equations in the sense of [18] and thus can provide a causal formulation for dissipative fluids. However, our main
counterargument for using phenomenological dissipative theories for modeling general relativistic flows is that they do not admit
a variational formulation and therefore, the dissipative stress has to be added to the canonical matter energy-momentum tensor in
an ad hoc manner.
B. Mu¨ller-Israel-Stewart theory
The well-known fix allowing (to some degree) to avoid acausal and unstable behavior of the relativistic parabolic dissipative
theory, as well as of the non-relativistic Navier-Stokes equations is their “hyperbolization” via the Maxwell-Cattaneo procedure [19,
20] when the original second-order parabolic PDEs are transformed into a new extended first-order hyperbolic system in which
the stress tensor (or heat flux, mass flux) is promoted to the independent state variable governed by its own evolution equation
of relaxation type. This naive hyperbolization then had become more mature after works by Mu¨ller [21, 22], Israel [23] and
Stewart [24], known now as the Mu¨ller-Israel-Stewart theory or Extended Irreversible Thermodynamics (EIT), which, in turn,
later transformed into an alternative divergence formulation and, which has also benefited from a close connection with the
kinetic theory of gases, particularly through the moment method of Grad [25, 26], and is called the divergence-type formulation
of Extended Irreversible Thermodynamics, or as Rational Extended Thermodynamics (RET) by Muu¨ller and Ruggeri and
others [27–31]. In the non-relativistic settings, there is also a very similar formulation known also as Extended Irreversible
Thermodynamics [9, 32]. One of the central ideas in such theories is the hierarchical structure of the equations when the flux of
the k-th evolution equation enters as the density field in the k + 1 equation, and so on. This results in the ever-increasing rank of
the state variables by one. For a more comprehensive reviews of the existing relativistic theories of dissipative fluids, we refer the
reader to [1, 11, 33]. Currently, the Mu¨ller-Israel-Stewart theory presents the state of the art of the relativistic dissipative fluid
dynamics and is used in numerical simulation of Heavy Ion Collisions to study the properties of the quark-gluon plasma [34–37]
and is implemented in the state of the art relativistic computational fluid dynamics codes [38–40].
Despite a relative success in overcoming the non-causality and stability issues of the relativistic Navier-Stokes-Fourier equations,
the mentioned formulations for dissipative fluids have several conceptual issues. For example, the main obstacle preventing
their coupling with GR, in our opinion, is the lack of a variational formulation which does not allow to embed them into the
Euler-Lagrange structure of Einstein’s field equations. In other words, the viscous stress tensor has to be plugged into the canonical
matter energy-momentum tensor in an ad hoc manner. Another difficulty concerns the multiphysics applications. For instance,
it is not clear how such theories can be coupled with electromagnetic fields, e.g. see a discussion in [26]. Furthermore, the
connection of RET with the Boltzmann gas kinetic theory frequently emphasized as a strong argument in favor of such theories
rises another question of how to deal with relativistic liquids and solids (e.g. the star interior, liquid-gas transition, also the outer
crust of the neutron star is believed to be a crystalline solid [41]) which apparently are not described by the kinetic theory of gases.
Also, the infinite hierarchy of RET equations cannot be used in practice directly and requires to be restricted to a finite subsystem,
that is high-order terms require a constitutive relations which express them only in terms of low-order moments. This constitutes
the closure problem of RET which is, in fact, the central problem of RET and is the topic of active research [26, 28, 42]. It is well
known that the closure problem does not have a unique solution. In particular, recent study [43] shows that there can be infinitely
3many choices for the closure procedure provided by Israel and Stewart which result in different explicit form and coefficients in
equations of motion for the dissipative currents. Lastly, the physical meaning of high-rank tensors (higher than 2) remains unclear
in RET.
C. Alternative geometric approach
It is a direct goal of this paper to propose and discuss a new geometrical approach to formulating general relativistic equations
for dissipative and non-dissipative dynamics of fluids and solids. The proposed approach is a rather straightforward generalization
of our unified formulation for Newtonian fluid and solid mechanics [44–48] which in turn relies on the non-linear Eulerian
inelasticity theory by Godunov and Romenski [49–54], Besseling [55, 56], and Rubin [57, 58]. In such a theory, the flowing
medium is treated as a Riemann-Cartan manifold with non-zero torsion and with the main field being the non-holonomic local
basis tetrad field, which we also shall call the 4-distortion field. The 4-distortion describes deformation and rotation of continuum
particles which are assumed to have a finite length scale `. The finiteness of the continuum particle length-scale is crucial in our
theory for describing the ability of a medium to flow (fluidity). Because it is more convenient to work not with the length-scale
but with the corresponding time-scale τ , we shall use the latter for characterizing the medium fluidity. Time τ is a continuum
interpretation of the seminal idea of the so-called particle settled life time of Frenkel [59], who applied it to describe the fluidity
of liquids, e.g. see [60–64]. In our continuum approach, the time τ is called strain dissipation time and it is the time taken by a
given continuum particle (material element) to “escape” from the cage composed of its neighbor particles, i.e. the time taken to
rearrange with one of its neighbors [47]. The more viscous a fluid is, the larger the time τ , i.e. the longer the continuum particles
stay in contact with each other. Moreover, the use of Frenkels’ concept for time τ allows for a unified mathematical description of
the two main branches of continuum mechanics, fluid and solid dynamics, within a single system of governing equations, e.g. see
[44–47, 65].
From the mathematical viewpoint, the proposed theory has some important features. First of all, the non-relativistic counterpart
of the new model belongs to the class of so-called Symmetric Hyperbolic Thermodynamically Compatible (SHTC) formulation of
Newtonian continuum mechanics [66], which originates from the works [52, 67–71] by Godunov and Romenski on the admissible
structure of macroscopic thermodynamically consistent equations in continuum physics. Non-relativistic SHTC equations can be
applied to describe all basic transport processes such as viscous momentum, heat, mass, and electric charge transfer [45, 46, 66].
Moreover, as it follows from the name of SHTC formulation, all equations are hyperbolic and hence have the well-posed initial
value problem for arbitrary smooth initial data and all perturbations propagate at finite speeds even in the diffusive regime. We
expect that the relativistic version of all the SHTC equations including the one discussed in this paper preserve the property of
being symmetric hyperbolic. However, we don’t prove this rigorously in this paper. Nevertheless, we prove thermodynamic
consistency of the model which is the key for recovering hyperbolicity in the SHTC framework.
Secondly, from the point of view of formulating a general relativistic flow theory, i.e. compatible with GR, another important
and very attractive feature of our new geometric approach is that it admits a variational formulation. More precisely, the overall
time evolution of our theory is split into two parts, reversible and irreversible,(
∂
∂t
)
total
=
(
∂
∂t
)
revers
+
(
∂
∂t
)
irrevers
. (1)
It is the reversible part (all the differential terms) which incorporates most of the mathematical structure of the governing equations.
This part admits a variational formulation and thus can be straightforwardly coupled with the Einstein field equations via the
matter part of the Hilbert-Einstein action integral. In other words, the matter energy-momentum tensor of our theory has the
convenient structure of the canonical matter energy-momentum tensor of GR, see Sec. III D 2. Despite that the importance of
the variational principle is well understood in relativistic physics, to the best of our knowledge, there were no much attempts
to employ variational principle for deriving equations for relativistic dissipative continuum mechanics apart from the works by
Carter, Comer, and Anderson [33, 72, 73]. However, at the end of the day, the viscosity law is postulated but not derived in these
papers. In contrast, our theory does employ the concept of viscosity at all. Nevertheless, an effective viscosity can be derived for
our model in the so-called stiff relaxation limit (diffusive regime), see Sec. IV E.
Last but not least, we also remark the Hamiltonian nature of the non-relativistic SHTC equations [66], that is the reversible
part of the time evolution of the SHTC equations can be generated by the corresponding Poisson brackets. This fact might be
important for establishing connections of the theory with microscopic theories such as gas kinetic theory for example in the
context of the Hamiltonian formulation of non-equilibrium thermodynamics known as General Equations for Non-Equilibrium
Reversible-Irreversible Coupling (GENERIC) [74–79]. Moreover, equations for relativistic viscous heat conducting fluids were
proposed by O¨ttinger in the GENERIC framework [77, 80]. Because, as it was shown in [66], the non-relativistic SHTC equations
are fully compatible with GENERIC, we expect to see many common features between O¨ttinger’s and our formulation despite
very different mathematical bases, i.e. Hamiltonian nature of GENERIC and variational nature of SHTC equations. For example,
one can see that O¨ttinger’s equation (9) [80] is structurally equivalent to our equation (113). The orthogonality conditions are
4different though, cf. condition (11) in [80] and (113)2 in this work.
The outline of the paper is the following. We first briefly discuss the main principles of the SHTC equations using the general
relativistic Euler equations as an example in Section II. In section III, we demonstrate that the classical Lagrangian formalism
of Newtonian continuum mechanics can be generalized to the 4-dimensional formalism of GR. We introduce Lagrangian and
Eulerian frames of reference and then derive equations of motion for the 4-continuum in the Lagrangian frame. The Lagrangian
equations of motion are then transformed into the Eulerian frame and demonstrated to be covariant. In Section IV, we introduce
the main field of our theory, the 4-distortion field and formulate the final governing equations. The family of ADER Finite Volume
and ADER Discontinuous Galerkin methods is briefly discussed in Section V, while the results of numerical simulations are
presented in Section VI. Eventually, we conclude with the final comments and discuss further developments of the theory in
Section VII.
II. MAIN PRINCIPLES OF THE SHTC EQUATIONS
Our unified formulation of Newtonian continuum mechanics [44–46] has been developed in the framework of the SHTC
equations. In this section, we shall briefly describe the main principles of the SHTC theory using the relativistic Euler equations
for perfect fluids as an example. Also, most of the important details of the SHTC equations were recently summarized and
revisited in [66].
When one deals with a nonlinear time-dependent phenomenon and thus with an underlying nonlinear time-dependent PDE
system, one has to be sure that such a system has the well-posed initial value problem (IVP), i.e. that, for arbitrary regular
initial data, the solution exists locally in time, the solution is unique and stable. The well-posedness is not only a mathematical
requirement but is a fundamental property of a PDE system representing a macroscopic physical system due to the deterministic
nature of the macroscopic time evolution. Moreover, the well-posedness of the initial value problem is a fundamental property
which allows us to solve such nonlinear PDE systems numerically. Thus, ill-posed problems suffer from unbounded growth of
short-wavelength perturbations, which necessarily leads to grid-dependent numerical results that do not converge as the spatial
resolution is enhanced. It is important to understand that not all physically sound mathematical models have the well-posed IVP.
For example, the relativistic Navier-Stokes-Fourier equations have the ill-posed IVP [10, 81, 82], as well as the Burnett equations
which were derived from the Boltzmann equation via the Chapman-Enskog expansion [26, 83, 84], also some Navier-Stokes-based
non-linear viscosity models may have ill-posed IVP, e.g. [12, 13].
Godunov was within the first who asked what physical principles may guaranty the well-posedness of a PDE system representing
a continuum mechanics model [67]. In particular, he observed that if a first order system of conservation laws is compatible with
the first law of thermodynamics then such a system can be cast into a symmetric hyperbolic form and thus has well-posed initial
value problem.
The relativistic Euler equations read
∇µTµν = 0, ∇µ(ρuµ) = 0, ∇µ(suµ) = 0, (2)
where the energy-momentum tensor Tµν and the fluid pressure p are defined as
Tµν := E u
µuν + ph
µ
ν , p := ρEρ + sEs − E. (3)
Here, E = E(ρ, s) is the energy density, ρ is the rest fluid density, s is the entropy density, Eρ = ∂E∂ρ , Es =
∂E
∂s , u
µ is the
4-velocity satisfying the normalization condition uµuµ = −1, and hµν = δµν + uµuν .
System (2) is, in fact, an overdetermined system because there are one more equations than the unknowns due to the fact
that u0 is not an unknown because of uµuµ = −1. Godunov then suggested that in order such an over-determined system be
compatible one of the equations should be a consequence of the others with some coefficients. Indeed, it can be shown that the
zeroth equation (µ = 0) of the energy-momentum conservation for Eµ := Tµ0 can be expressed as
∇µEµ = − u
i
u0
∇µTµi −
Eρ
u0
∇µ(ρuµ)− Es
u0
∇µ(suµ). (4)
Then, in contrast to the non-relativistic settings where the thermodynamic potential and the conserved unknowns are directly
available, in the general relativistic covariant settings, we still need somehow to specify a thermodynamic potential E (q`) and
unknowns q`, see [85]. We chose
E (q`) := E
µuµ = −u0E, q` := (Tµiuµ, ρuµuµ, suµuµ) = (−uiE,−ρ,−s), ` = 1, 2, . . . , 5. (5)
With this choice, we have the following thermodynamic identity
5d(u0E) = u0dE + Edu0 = u0dE − E u
i
u0
dui =
u0dE − E u
i
u0
(
d(uiE)− uidE
E
)
= −Eρ
u0
dρ− Es
u0
ds− u
i
u0
d(uiE), (6)
or, in other words,
Eqi =
∂E
∂(−uiE) = −
ui
u0
, Eq4 =
∂E
∂(−ρ) = −
Eρ
u0
, Eq5 =
∂E
∂(−s) = −
Es
u0
. (7)
Therefore, we have the 4-potential Eµ(q`), the scalar potential E (q`) and the conserved unknowns q`. Godunov then observed
that if one introduces new (dual) 4-potential Lµ(p`), scalar potential L(p`) and the new unknowns p` as Legendre conjugates to
the old ones
pi := Eqi = −
ui
u0
, p4 := Eq4 = −
Eρ
u0
, p5 := Eq5 = −
Es
u0
, (8)
L := q`Eq` − E = q` p` − E , (9)
Lµ := piTµi + p
4(ρuµ) + p5(suµ)− Eµ, (10)
then the system of relativistic Euler equations can be written in Godunov’s canonical form [66, 67]. Indeed, it follows from (10)
that the partial derivatives of Lµ are
Lµpi = T
µ
i , L
µ
p4 = ρu
µ, Lµp5 = su
µ. (11)
Moreover, putting (8) into (9) and (10) gives
Lµ = −uµL. (12)
Eventually, based on (11) and (12)2, one may conclude that the relativistic Euler equations (2) can be cast into the canonical
Godunov form
−∇µ(uµL)p` = 0, (13)
and then into a symmetric quasilinear form
Aµ`m∇µpm = 0, (14)
where m, ` = 1, 2, . . . , 5, and matrices Aµ`m = −(uµL)p`pm are obviously symmetric as they are the second order derivatives of
the potentials Lµ = −uµL. Moreover, if to assume that the potential E (q`) is convex, and hence L(p`) is convex as well (due to
the property of the Legendre transformation to preserve the convexity), then for any time-like 4-vector ζµ (independent of p`) the
matrix A`m := A
µ
`mζµ = Lp`pm is positive definite. Therefore, quasilinear system (14), as well as the original Euler system (2),
is symmetric hyperbolic and hence, has well-posed initial value problem (locally in any time-like direction) as well as the finite
speeds for perturbations propagation. In other words, Godunov’s observation [67] establishes an intimate connection between the
well-posedness and causality of a nonlinear mathematical model expressed as an over-determined system of conservation laws
and the thermodynamics.
III. MOTION OF THE CONTINUUM IN THE 4D LAGRANGIAN FORMALISM
We recall that the reversible and irreversible (dissipative) parts of the time evolution are treated separately in our theory, see (1).
Therefore, our way to derive governing equations is as follows. We first derive the reversible part from a variational principle and
then by preserving its structure we add low order (algebraic) terms based on the second law of thermodynamics. The reversible
part of the time evolution describes reversible deformations of the continuum, i.e. elasticity (after adding dissipative terms,
it becomes local elasticity). This part is rather kinematical and, in the absence of irreversible processes, is described by the
one-to-one mapping xµ(ξa) between the Lagrangian, ξa, and Eulerian, xµ, coordinates of the continuum particles. The mapping
xµ(ξa) completely defines the motion of the non-dissipative continuum and as we shall see satisfy second-order (w.r.t. xµ(ξa))
6Euler-Lagrange equations which however we shall treat as an enlarged system of first-order equations for the gradient ∂x
µ
∂ξa = x
µ
a .
This gradient can be viewed as holonomic basis tetrad, i.e. its torsion ∂ax
µ
b − ∂bxµa is zero. On the other hand, the irreversibility
of deformation implies that the mapping xµ(ξa) becomes multivalued and meaning of xµa as being gradient of x
µ(ξa) becomes
questionable which is expressed in the non-vanishing torsion ∂ax
µ
b − ∂bxµa 6= 0. This means that the tetrad xµa becomes
non-holonomic. The irreversible part of the time evolution is then added to the reversible equations as low order terms (relaxation
terms) which acts as the source of non-holonomy for the tetrad xµa .
Nevertheless, a completely different route to the governing equations of our theory is possible. This route does not assume
existence of the mapping xµ(ξa) but treats tetrad xµa as non-holonomic from the very beginning. This way of deriving governing
equations in the framework of the Riemann-Cartan geometry was discussed recently in [48] in the non-relativistic settings.
However, for the first attempt to obtain relativistic version of the SHTC equations we follow the first route explained above as
being more simple.
A. Eulerian and Lagrangian viewpoints
Let us consider a spacetime manifold V4 equipped with an arbitrary curvilinear coordinate system xµ and a Riemannian metric
gµν(x
λ) with a signature (−,+,+,+), i.e. it is implied that the zeroth coordinate x0 is the coordinate time and also will be
denoted as x0 = t (we adopt a timescale for which the light speed is c = 1). The objects related to V4 have indices which are
Greek alphabet letters α, β, . . . , λ, µ, ν, . . . .
Let us then consider the 4-continuum which is the collection of all the material particle worldlines. Thus, the 4-continuum
is a 4-dimensional matter-time manifold M4 embedded into V4. The objects related to M4 have indices which are Latin
letters a, b, c, . . . = 0, 1, 2, 3, while capital Latin letters, e.g. A,B,C, . . . = 1, 2, 3, denote pure material components of the
matter-time tensors. The 4-continuumM4 is parametrized by its own (different and independent from xµ) coordinate system
ξa = (ξ0, ξA) := (τ, ξA), where the three scalars ξA label the matter particles and hence label the particle worldlines, while
ξ0 := τ is defined to be the matter proper time, that is the time of the Lagrangian observer which is comoving with the matter as
measured from his comoving clock (should not be confused with the strain dissipation time τ used in Section I and other sections),
i.e.
− dτ2 = gµνdxµdxν . (15)
In continuum mechanics, the coordinates ξa on the matter-time manifoldM4 are called the Lagrangian coordinates of the
4-continuum and are associated to a Lagrangian observer, which is comoving and co-deforming with the medium. On the other
hand, the coordinate system xµ of the spacetime manifold V4 is associated to an observer which is not comoving with the matter.
Such a coordinate system is called Eulerian coordinate system. The Lagrangian and Eulerian coordinates of continuum particles
are related to each other in a one-to-one manner by the mappings, e.g. [86, 87],
xµ = xµ(ξa), ξa = ξa(xµ). (16)
This conventional formulation of continuum mechanics is essentially a deformation theory, that is the stresses in matter depend
on the strain state of the medium. In order to measure strains in a material body, one has to be able to measure distances between
labeled material points, and hence one needs a material metric. Thus, it is necessary to remark that the role of the fields ξa
is to merely label the trajectories and they do not relate to the geometry of the spacetime V4. This means that we are free to
choose the metric κab of the matter-time manifoldM4 which is a non-dynamical parameter of the theory. For example, κab can
be set to be flat even though the spacetime metric gµν has a non-vanishing curvature. Moreover, despite using the 4-dimensional
formalism, the 4-continuumM4 should not be treated as a general spacetime but it has a very certain structure. In particular, the
most important feature of its structure is that the time and matter dimensions ofM4 cannot be mixed. Each 3-dimensional slice of
the matter-time manifold corresponding to τ = const represents a 3-dimensional matter manifoldM3 consisting of exactly the
same particles (molecules) which have constituted the matter at τ = 0. In addition, because the time inM4 is the proper time τ ,
the time dimension ξ0 is not curved (the time is absolute inM4). For example, it is usually convenient and natural to define κab
to be globally flat (i.e. ξa is a Cartesian coordinate system), as we assume in this paper. However, in general, the matter 3-metric
κAB (the matter components of κab) can be non-Euclidean, e.g. in the case if the matter is an elastoplastic solid that suffered from
plastic deformations in the past [50, 54, 88, 89], or can be Euclidean (spatially flat) but non-constant which can be conditioned by
the geometry of the problem, see numerical examples in Section VI. Thus, in general, the metric κab may vary from point to point,
i.e. κab = κab(ξc), and the most general admissible structure of κab is
κab =
 −1 0 0 000 κAB
0
 . (17)
7The local Lagrangian observer is not able to recognize if the matter is deforming or not because the Lagrangian lengths given
by the metric κab are constant along the trajectories. Therefore, any deformation theory needs at least two observers, the local
comoving (Lagrangian) and a non-comoving , e.g. the Eulerian observer, in order to measure the relative length changes. In the
following section, we thus proceed with the introduction of fields which allow us to make such measurements.
B. 4-Jacobians, 4-velocities, frame of reference, proper strain measure
1. 4-Jacobians
Let us now introduce the very important fields of our theory, the 4-Jacobians,
xµa :=
∂xµ
∂ξa
, ξaµ :=
∂ξa
∂xµ
(18)
with the obvious orthogonality properties:
ξaµx
µ
b = δ
a
b, x
µ
a ξ
a
ν = δ
µ
ν , (19)
where δab and δ
µ
ν are the Kronecker deltas in the Lagrangian and Eulerian frames, accordingly. In the relativistic elasticity
literature [3, 5–7], ξa(xµ) is called the configuration and the Jacobian ξaµ is the configuration gradient. We shall also use
this name here. Usually, it is convenient to define the coordinate system ξa identical to xµ so that initially, at τ = 0, one has
xµa = diag(1, 1, 1, 1) and ξ
a
µ = diag(1, 1, 1, 1). We emphasize that even in this case, we are free to set κab to be flat despite
gµν may have a non-vanishing curvature. The relaxed or unstressed state of a material element is then can be identified with
ξaµ(x
µ) = Raµ, where R
a
µ = const is an orthogonal spatial transformation with respect to x
µ.
2. 4-velocities
Furthermore, it is implied that the Lagrangian coordinates ξA and τ are independent variables which expressed in that the
Lagrangian 4-velocity (the velocity as measured with respect to the Lagrangian coordinate system ξa) is given by
Ua :=
∂ξa
∂τ
= (1, 0, 0, 0). (20)
Also, we define the 4-velocity of the material elements with respect to the Eulerian coordinate system xµ as
uµ := xµ0 =
∂xµ
∂ξ0
=
∂xµ
∂τ
, (21)
i.e. it is the tangent to the worldline of the Eulerian observer span by the parameter τ . Note that the Lagrangian 4-velocity
Uµ = xµa U
a, if written in the Eulerian frame, and uµ are related by the identity
uµ ≡ Uµ. (22)
Therefore, in the rest of the paper, we shall not distinguish between them and will always write uµ.
The situation is different with respect to the covariant components of the 4-velocity. The covariant components can be
introduced in two ways. The Lagrangian definition is that the 4-velocity u is decomposed in the Lagrangian cobasis dξa
u = Uadξ
a, or Ua := κabU b = (−1, 0, 0, 0), (23)
or, if written in the Eulerian frame,
Uµ = ξ
a
µUa = −ξ0µ. (24)
On the other hand, the standard spacetime definition (Eulerian definition) is that the 4-velocity u is decomposed in the spacetime
cobasis dxµ
u = uµdx
µ, or uµ := gµνuν . (25)
8This gives covariant components uµ that, in general, are not equal to Uµ because, one may write
Uµ = ξ
a
µUa = ξ
a
µκabU
b = ξaµκabξ
b
νU
ν = κµνU
ν = κµνu
ν . (26)
We note that despite the ambiguity in the definition of the covariant components of the 4-velocity, both definitions satisfy the
normalization condition
uµuµ = −1, UµUµ = −1 (27)
i.e. uµ (= Uµ) is normalized and timelike. Nevertheless, because we are building an Eulerian description of the continuum, we
shall use the Eulerian definition (25) for the covariant components uµ of the 4-velocity in the rest of the paper.
It is useful to write the Jacobians xµa and ξ
a
µ explicitly in order to emphasize that the first column of x
µ
a and the first row of
ξaµ are u
µ and −Uµ, accordingly:
xµa =
 u
0 x01 x
0
2 x
0
3
u1 x11 x
1
2 x
1
3
u2 x21 x
2
2 x
2
3
u3 x31 x
3
2 x
3
3
 , ξaµ =
 −U0 −U1 −U2 −U3ξ10 ξ11 ξ12 ξ13ξ20 ξ21 ξ22 ξ23
ξ30 ξ
3
1 ξ
3
2 ξ
3
3
 , (28)
where, in general, x0A =
∂x0
∂ξA
= ∂t
∂ξA
6= 0 which expresses the non-absoluteness of the coordinate time x0 = t for different
Lagrangian observers ξA.
An important orthogonality condition for the matter components ξAµ of the 4-Jacobian ξ
a
µ immediately follows from (19)1
and the definition of the 4-velocity (21)
ξAµu
µ = 0. (29)
3. Local relaxed reference frame
We are now in the position to introduce a material strain measure in order to measure relative changes in the material distances.
In fact, the 4-Jacobians xµa and ξ
a
µ already contain all the necessary information about the relative change of the Eulerian
displacements dxµ = xµa dξ
a with respect to the Lagrangian coordinate increments dξa which is pretty enough to build a
deformation theory. However, we still need to define a proper strain measure because, as will be discussed later, the energy
potential of the matter should be a Lorentz scalar and thus, it may depend only on invariants of a rank 2 spacetime tensor properly
constructed from ξaµ or x
µ
a (recall that the Jacobians ξ
a
µ and x
µ
a transforms as covariant and contravariant spacetime vectors,
respectively). Moreover, while measuring the material lengths with respect to an observer which is not co-moving with the matter,
one needs also to avoid the effect of the Lorentz length contraction and hence, such measurements should be performed in the
material element rest frame. In the relativistic dynamics of perfect fluids, the material element rest frame is defined as a frame, e.g.
a basis tetrad of four vectors {eµ}, whose space-like vectors ei (i = 1, 2, 3) are arbitrary but orthogonal to the material 4-velocity
uµ and the time-like vector e0 is tangent to and co-directional with uµ. However, in a strain-based theory, such an arbitrariness
in the choice of the space-like vectors of the rest frame can be naturally overcome. In fact, the triad ei has definite directions
which are conditioned by the choice of the so-called local relaxed reference frame (LRRF) {ea}, which is an orthonormal basis
tetrad attached to each material element2. Such a frame is associated with the relaxed (stress-free) state of the matter. In the
simplest case, the LRRF ea can be identified with the coordinate basis, i.e. ea = ∂∂ξa = ∂a. The rest frame eµ is then given by
eµ = ξ
a
µea. However, the association of the LRRF ea with the coordinate basis ∂a relies on the definition of the Lagrangian
coordinates and hence, it is very restrictive if one wants to deal with irreversible deformations. Therefore, the concept of the
coordinate associated holonomic frame, i.e. ea = ∂a, will be replaced by the concept of non-holonomic frame in Section IV
which cannot be associated to a global coordinate system ξa.
2 It should be well understood that the prescription of the directions via the choice of {ea} is possible without the loss of generality. In general, the orientations
of the directions of {eµ} are different from {ea} but the rotation embedded in xµa take this into account.
94. Proper strain measure
The material strain measure can be introduced independently of whether holonomic or non-holonomic LRRF is used. Thus, we
proceed by defining the Lagrangian matter metric Gab onM4 as the projection of the Lagrangian matter-time metric κab onto the
three-dimensional matter space:
Gab := κab + UaUb =
 0 0 0 000 κAB
0
 , (30)
or, in the Eulerian frame,
Gµν(xλ) := Gabξaµξbν = κABξAµξBν , det(Gµν) = 0, Gµνuµ = 0. (31)
The property (31)3 follows from (29) and it says that Gµν is the proper strain measure because it gives the material length as
measured in the local material element rest frame. In the same way, the material metric will be introduced in Sec. IV with the only
difference that the holonomic tetrad ξaµ will be replaced by non-holonomic tetrad (4-distortion).
Also, note that despite Gµν is orthogonal to the 4-velocity uµ, it cannot be used to project spacetime tensors onto the material
element rest frame because it gives not the spacetime spatial distances but the material distances. Recall that in order to measure
the length of a spacetime 4-vector in the rest frame, one has to use the comoving-spatial metric
hµν := gµν + uµuν , g
µνhµν = 3, hµνu
µ = 0, (32)
which is induced by the spacetime metric gµν . The rest frame spatial distances measured with hµν and Gµν are different in
general. Thus, by comparing hµν and Gµν , i.e. (hµν − Gµν)/2, one may conclude about the relative length changes in the matter.
The bigger this difference, the bigger the strain in the matter.
In what follows, the projectors
hµλ := g
µλhλν = δ
µ
ν + u
µuν , (33a)
hµν := gµλhλγg
γν = gµν + uµuν (33b)
with the properties hµλh
λ
ν = h
µ
ν , h
µλhλν = h
µ
νwill be also used along side with the tensor hµν .
C. Equations of motion in the Lagrangian frame
By the equations of motion we understand not only the Euler-Lagrange equations but an extended system of PDEs whose
solution is one of the 4-Jacobians (18) of the mapping (16). Such a system, thus, completely specifies the motion of the continuum.
In this section, we derive the equations of motion from Hamilton’s principle of stationary action. However, having two reference
frames at hand, the Lagrangian ξa and the Eulerian xµ one, it is naturally to question in which frame we should perform the
variation? Thus, keeping in mind that our ultimate goal is to obtain the equations of motion in the Eulerian frame xµ, one may
think about two routes to get these equations. The first route, is to perform variation directly in the Eulerian settings, while the
second route is to perform variations in the Lagrangian frame ξa and then change the variables ξa → xµ. Which route should we
chose? Or are they equivalent?
It is known that the PDE for the energy-momentum tensor which emerges as the Euler-Lagrange equation are indeed equivalent
in both cases. However, energy-momentum conservation give us only four equations which is not enough to define 16 components
of xµa . Thus, we also need 12 more PDEs which are not the result of the variation but usually are integrability conditions. The
fact is that, in the Eulerian frame, such a PDEs cannot be rigorously derived from the definitions of the potentials ξa(xµ) and
usually is postulated based on some extra reasoning or introduced “by hand”, e.g. see [7, 90]. On the other side, the second
route, i.e performing the variations in the Lagrangian frame and then applying the change of variables ξa → xµ, allows for an
unambiguous derivation of the PDE for the configuration gradient ξaµ only from the definition of the potentials x
µ(ξa) and
without the attraction of extra reasoning. Therefore, in what follows, as well as in our Newtonian paper [46, 66], we follow the
latter route.
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1. Hamilton’s principle in the Lagrangian frame
Let us consider the action integral in the Lagrangian frame ξa
SL =
∫ √−κ Λ˜dξ, κ = det(κab), (34)
where the Lagrangian density Λˆ =
√−κΛ˜ does not depend explicitly on the 4-potential xµ(ξa) and coordinates ξa (due to the
requirement of the translational invariance) but only on the partial derivatives xµb (ξ
a) = ∂b x
µ:
Λˆ(ξa, xµ(ξa), xµb (ξ
a)) = Λ(xµb (ξ
a)). (35)
Hence, the first variation of the action SL gives the Euler-Lagrange equations
∂Λxµa
∂ξa
= 0 or ∂a Λxµa = 0, (36)
whose meaning will be clarified below. Here, as well as throughout the paper, we use the notation Λxµa =
∂Λ
∂xµa
.
There are only 4 conservation laws in (36) for 16 unknowns xµa . Hence, we need 12 more equations do define all sixteen fields
xµa . The remaining 12 evolution equations can be obtained from the integrability conditions
∂b x
µ
a − ∂a xµb = 0 (37)
which are trivial consequences of the definition of xµb (ξ
a). There are 24 equations within (37), while only 12 of them are
evolution equations, i.e. those for a, b = 0. The rest 12 are pure spatial constraints and are conserved along the trajectories,
they are the so-called involution constraints, e.g. see [66]. Conservation laws (36) together with the integrability conditions (37)
form a closed system of 16 PDEs (if Λ is specified) for 16 fields xµa which we shall call the equations of motion written in the
Lagrangian coordinates ξa.
2. Symmetric Hyperbolicity of the Lagrangian equations of motion
Depending on the Lagrangian Λ, system (36), (37) can be a highly nonlinear PDE system. Hence, to be physically meaningful,
one has to assure that this system is also mathematically well-posed (Hadamard stability), i.e. solution exists, is unique and
continuously depends on input data (initial conditions, material parameters, etc.). Since we are interested in time evolution of the
matter, we shall consider the well-posedness property only in the time direction (evolutionarity). In the PDE theory, the time
dependent PDE systems which are well-posed for arbitrary but regular initial data (at τ = 0) are called t-hyperbolic systems, i.e.
hyperbolic in the time direction.
In what follows, we demonstrate even a stronger well-posedness property of system (36), (37), that is this system is, in fact,
symmetric t-hyperbolic in the sense of Friedrichs [91] if the Lagrangian Λ(xµa ) is a convex potential. Thus, in order to see this we
need to separate the proper time derivative ∂τ = ∂0 from the spatial (matter) derivatives ∂A, A = 1, 2, 3. After that, 4 equations
(36), and those 12 equations (37) which are evolution equations can be written as
∂τ Λuµ + ∂A ΛxµA = 0, ∂τ x
µ
A − ∂A uµ = 0. (38)
Let us now introduce new variables mµ := Λuµ and a new potential U(mµ, x
µ
A ) as the partial Legendre transformation of
Λ(uµ, xµA ) = Λ(x
µ
0 , x
µ
A ) = Λ(x
µ
a ) with respect to the 4-velocity, i.e. U := u
µΛuµ − Λ = uµmµ − Λ. Hence, we have
Umµ = u
µ, UxµA = −ΛxµA , (39)
while system (38) now reads
∂τ mµ − ∂A UxµA = 0, ∂τ xµA − ∂A Umµ = 0. (40)
As in the non-relativistic case [46, 66], if we multiply (40)1 by Umµ and (40)2 by UxµA and then sum up the results we obtain
an extra conservation law
∂τU − ∂A(UmµUxµA ) = 0 (41)
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which is fulfilled on solutions to (40). Therefore, system (36), (37) is the system of conservation laws accompanied with another
conservation law (41). Hence, according to the Godunov-Boilat theorem [66, 67, 92], it is a symmetric hyperbolic system
if U is a convex potential. Indeed, in terms of the variables uµ = Umµ and pi
A
µ = UxµA and the potential L(u
µ, piAµ) :=
mµUmµ + x
µ
A UxµA − U = mµuµ + x
µ
A pi
A
µ − U , it can be rewritten [66, 93] in the Godunov form similar to (13) and then in a
symmetric quasilinear form. Hence, we can be sure that despite the nonlinearity of system (36), (37), the initial value problem
(the Cauchy problem) for it is well-posed locally in time if U(mµ, xAµ ) is convex.
Finally, we note that the physical meanings of the Lagrangian Λ and the potential U are yet hidden. So far, we may only
try to establish a connection between Λ and U using an analogy with the non-relativistic continuum mechanics [46, 66]. Thus,
the 4-vector mµ is Legendre conjugate to the 4-velocity uµ and hence it can be given the meaning of the 4-momentum, i.e.
mµ = ρ0uµ, where ρ0 is the axiomatically given reference matter density (should not be confused with the rest matter density ρ
introduced in Section III D 1), then, from the definitions of Λ and U , we obtain that U = uµΛuµ −Λ = uµρ0uµ −Λ = −ρ0 −Λ.
Therefore, they relate as −Λ = ρ0 + U .
D. Governing equations in the Eulerian frame, Lagrange-to-Euler transformation
The most striking feature of the Lagrangian formalism is that it is a pure material description and the Lagrangian observer,
living inM4, experiences the gravity effect in a very peculiar way. Indeed, in the Einstein general relativity theory, the gravity
is associated with the curvature of the spacetime which results in the use of the covariant partial derivatives ∂µ → ∇µ in the
Eulerian field equations. On the other hand, the material (Lagrangian) coordinates ξa and partial derivatives ∂a are not related to
the spacetime at all. This, in particular, means that the Lagrangian metric κab can be taken flat even though the spacetime has a
non-vanishing curvature. So, how the Lagrangian observer actually feel the gravity being in a flat material manifoldM4? In fact,
the gravity field gµν is taken into account in the Lagrangian description implicitly in Λxµa as explained in Appendix A. In order
to appreciate the gravity effect in an explicit manner, we need to leave the material manifold and observe the motion from an
Eulerian observer standpoint.
Thus, in this section, we shall transform equations of motion (36) and (37) written for the Lagrangian observer into the frame of
an Eulerian observer. We shall also see that the Lagrangian conservation laws (37) transform into the covariant conservation laws
for the canonical energy-momentum tensor appearing as the result of variation of the matter part of the Hilbert-Einstein action.
1. Matter current and rest matter density
In relativistic elasticity literature, e.g. [3, 5–7, 94, 95], the matter current Jµ is introduced first, while the 4-velocity is defined
as a vector proportional to Jµ. This is because the authors of the mentioned papers prefer to use not the full configuration gradient
ξaµ but only its matter components ξ
A
µ. However, the use of the full 4-Jacobians ξ
a
µ and x
µ
a provides a more natural and unified
(with Newtonian mechanics) way to introduce the 4-velocity as a time derivative of the motion, uµ = ∂τxµ, see (21). The matter
current, and mass density then can be introduced via the 4-velocity. We now show that, in fact, both routes are equivalent.
Using the formulas w := det(ξaµ), ∂w/∂ξ
a
µ = w x
µ
a , ∂x
µ
a /∂ξ
b
λ = −xµb xλa , and ∂νξaµ − ∂µξaν = 0, one can prove that
∂µ(w x
µ
a ) = w x
µ
a x
λ
b (∂µξ
b
λ − ∂λξbµ) = 0, (42)
and in particular that (for a = 0)
∂µ(wu
µ) = 0. (43)
The latter equation together with uµ∂µρ0 = ∂τρ0 = 0 implies the conservation law
∂µ(
√−gρuµ) = 0, (44)
where we have define ρ0 as the material constant with the meaning of the reference mass density (moles per unit volume of
the relaxed material), while we also have defined ρ := ρ0w/
√−g as the rest frame matter density, and g = det(gµν) is the
determinant of the spacetime metric. Note that ρ transforms as a scalar but not as a scalar density under the coordinate change
xµ → xµ′ because w and √−g are scalar densities of weight W = 1. Hence, the matter current
Jµ :=
√−gρuµ (45)
transforms as a tensor density of weight W = 1. Recall that the covariant derivative of an arbitrary vector density Aµ of weight
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W is
∇νAµ = ∂νAµ + ΓµνλAλ −WΓλνλAµ, (46)
where∇µ is the conventional covariant derivative associated with the Levi-Civita connection. In particular, for W = 1, due to the
fact that the Levi-Civita is torsion-free connection, i.e. Γµλν = Γ
µ
νλ, one obtains that the covariant divergence ∇µAµ equals to
the ordinary divergence
∇µAµ = ∂µAµ. (47)
Therefore, (47) and (44) imply the covariant rest mass density conservation law ∇µ(√−gρuµ) = 0, and eventually thanks to the
fact that th Levi-Civita connection is metric compatible∇λgµν = 0, one obtains the conventional form of the rest mass density
conservation law
∇µ(ρuµ) = 0. (48)
Finally, we note that the rest mass density conservation law (48) was derived based on the assumption that ξaµ is torsion-less, i.e.
∂νξ
a
µ − ∂µξaν = 0. However, our goal is to deal with irreversible deformations and this condition has to be relaxed. Therefore,
later we will also show that equations (48) is in fact the consequence of the 4-distortion evolution equation, see Section IV B.
2. Energy-Momentum transformation
We now transform the Lagrangian conservation laws (36) into the Eulerian frame. After the change of the Lagrangian partial
derivatives with ∂a = xνa ∂ν , (36) becomes
xνa ∂νΛxµa = 0. (49)
Then, identity (42) can be used to rewrite (49) in a conservative form
∂ν(w x
ν
a Λxµa ) = 0. (50)
Finally, using that ∂ξbλ/∂x
µ
a = −ξbµξaλ, we can write Λxµa = −Λξbλξbµξaλ, and subsequently one obtains that the
Lagrangian equations of motion (36), in the Eulerian coordinates xµ transforms into
− ∂ν(w ξbµΛξbν ) = 0. (51)
We shall see now that the tensor in the brackets in (51) is, in fact, equal to the canonical matter energy-momentum tensor of
GR. We shall also show that the partial derivatives ∂ν in (51) can be replaced with the covariant derivatives∇ν , which are the
standard covariant derivatives with respect to the torsion-free metric compatible (∇λgµν = 0) Levi-Civita connection, which can
be uniquely expressed in terms of the Christoffel symbols Γλµν =
1
2g
λα (∂µgαν + ∂νgαµ − ∂αgµν).
First of all, we recall that the action (34) under the Lagrange-to-Euler coordinate transformation ξa → xµ transforms as
SL =
∫
Λ(ξa, xµ(ξa), ∂ax
µ)dξ =∫
wΛ(ξa(xµ), xµ, ∂µξ
a)dx := SE. (52)
Motivated by this action transformation, we introduce the potential (scalar-density because w transforms as a scalar-density)
L := wΛ (53)
and hence, (51) now reads
∂νΣ
ν
µ = 0, Σ
ν
µ := −
(
ξaµLξaν − δνµL
)
, (54)
where Σνµ is the tensor-density of weight W = 1 which we shall call energy-momentum tensor-density of our theory.
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On the other hand, if
SGR =
∫
LG + LMFdx (55)
is the Hilbert-Einstein action of GR then the canonical energy-momentum tensor-density reads [95, 96]
Tµν := −2∂L
MF
∂gµν
= −√−g
[
2
∂E
∂gµν
− gµνE
]
(56)
where LG being the gravity part of the total Lagrangian density, LMF := √−g E being the matter-field part, and E is the total
energy of the matter and fields (per unit volume).
Our first task, therefore, is to show that Σµν and the canonical tensor-density T
µ
ν = g
µλTλν = −√−g(2gµλegλν − δµνE)
are coincide. Our second task then is to show that the energy-momentum Σµν is covariantly conserved,∇µΣµν = 0. Thus, by
comparing the actions (52) and (55), we conclude that at least we have to assume that
L = √−g E . (57)
Furthermore, since E is assumed to be a relativistic scalar, it can depend on ξaµ only via its invariants, which are formed with
the help of the spacetime metric gµν , see Sec. IV D. Hence, in fact, E = E(ξaµ, gµν). This can be used to show that (e.g. see
[5, 6, 97])
ξaµ
∂E
∂ξaν
= 2gνλ
∂E
∂gλµ
. (58)
Therefore, combining (57) and (58) and that ∂
√−g/∂ξaν = 0, we conclude that
Σµν = −
(
ξaµLξaν − δνµL
)
= −√−g (2gµλEgλν − δµνE) = Tµν . (59)
Finally, it remains to prove that the tensor-density Σµν is covariantly conserved:
∇µΣµν = 0. (60)
Firstly, let us prove the identity
2
√−ggµλEgλν = 2gµλLgλν + δµνL (61)
which we shall need later in an equivalent form
ξaνLξaµ − δµνL = 2gµλLgλν , (62)
where we have used (58) and that ∂
√−g/∂ξaν = 0. Identity (61) is obtained from
2
√−ggµλEgλν = 2
√−ggµλ
(
1√−gL
)
gλν
= 2
√−ggµλ 1√−g
(
1
2
gλνL+ Lgλν
)
= δµνL+ 2gµλLλν . (63)
Secondly, we note that the covariant divergence of a tensor-density Aµν of weight W = 1 reads (for the Levi-Civita connection)
∇µAµν = ∂µAµν + ΓµµλAλν − ΓλµνAµλ −WΓλµλAµν = ∂µAµν − ΓλµνAµλ. (64)
Therefore, in order to prove (60) we need to show that
∂µΣ
µ
ν − ΓλµνΣµλ = 0. (65)
We proceed with calculating the divergence ∂µΣµν :
∂µΣ
µ
ν = −Lξaµ∂µξaν − ξaν∂µLξaµ + ∂νL = −Lξaµ∂µξaν − ξaν∂µLξaµ + Lξaλ∂νξaλ + Lgλκ∂νgλκ. (66)
We then use the fact that ∂µξaν = ∂νξ
a
µ and that Lgλκ = 12gλη(ξaκLξaη − δηκL) = − 12gληΣηκ, see (62). Therefore, (66) now
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reads
∂µΣ
µ
ν = −ξaν∂µLξaµ −
1
2
gληΣ
η
κ∂νg
λκ, (67)
which, thanks to that ∂µLξaµ = 0 which is the Euler-Lagrange equation for SE, see (52), reduces to
∂µΣ
µ
ν − ZκνηΣηκ = 0, Zκνη :=
1
2
gλκ∂νgλη, (68)
where we have used gλη∂νgλκ = −gλκ∂νgλη .
Finally, using the metric compatibility property of the Levi-Civita connection, one may express Zκνη as
Zκνη =
1
2
gκσΓλνσgλη +
1
2
Γκνη, (69)
which after plugging into (68)1 gives
0 = ∂µΣ
µ
ν − ZκνηΣηκ = ∂µΣµν − ΓκνηΣηκ (70)
which together with the divergence formula for the tensor-density (64) and symmetry Γκνη = Γ
κ
ην give covariant conservation law
(60) for the energy-momentum tensor-density Σµν . For the rest of the paper, it is convenient to switch from the energy-momentum
tensor-density Σµν to the pure energy-momentum tensor T µν
T µν :=
1√−gΣ
µ
ν = −(ξaνEξaµ − δµνE), (71a)
which thanks to the metric compatibility property of the Levi-Civita connection also covariantly conserved
∇µT µν = 0. (71b)
We have shown that the energy-momentum tensor-density of our theory is covariantly conserved. However, since our
formulation is intrinsically based on two coordinate systems, the Eulerian xµ and the Lagrangian ξa, one also has to be sure that
the change of the Lagrangian coordinates ξa → ξa′ will not affect the form of the energy-momentum conservation.
Therefore, let us consider a change of variables ξa → ξa′ which results in the multiplicative decomposition of the configuration
gradient ξa
′
µ
= ξa
′
a
ξaµ and hence, w
′ = ξ′w, ξ′ := det(ξa
′
a
). Also, matter-time metric κab transforms as usual κa′b′ =
κabξ
a
a′ξ
b
b′ and hence,
√−κ′ = √−κ/ξ′ Then, using the chain rule, (51) can be written as
− ∂ν
(
w′
ξ′
ξbb′ξ
b′
µξ
a′
bξ
′√−κΛ˜ξa′
ν
)
= 0. (72)
where we have explicitly written the Lagrangian density as Λ =
√−kΛ˜, see (34), (35). Therefore, we arrive at
− ∂ν
(
w′ξa
′
µΛξa′
ν
)
= 0, (73)
which has the same form as (51).
3. Configuration gradient evolution
We now derive the evolution equation for the configuration gradient ξaµ in the Eulerian coordinates x
µ. We emphasize that this
Eulerian equation can not be derived but only postulated if the variational principle is formulated in the Eulerian frame.
In order to obtain the evolution equation for ξaµ, we consider the integrability condition (37) corresponding to b = 0 (or
equivalently to a = 0, the rest equations a 6= 0 and b 6= 0 will be pure spatial constraints) which can be written
∂τx
µ
a − ∂auµ = 0, (74)
where we use the definition of the 4-velocity (21) and that ξ0 = τ . Using definitions (18), we can express Lagrangian partial
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derivatives ∂τ and ∂a as ∂τ = uν∂ν and ∂a = xλa ∂λ, after which, (74) becomes
uν∂νx
µ
a − xλa ∂λuµ = 0. (75)
Then, based on the identity 0 ≡ uν∂νδµη = uν∂ν(xµa ξaη), the derivative uν∂νxµa can be substituted by uν∂νxµa =
−xηa xµb uν∂νξbη . Thus, we have
xηa x
µ
b u
ν∂νξ
b
η + x
λ
a ∂λu
µ = 0. (76)
Eventually, after multiplying this equation by ξaγ and then by ξ
a
µ we obtain the sought equation for ξ
a
µ
uν∂νξ
a
µ + ξ
a
ν∂µu
ν = 0, or Luξaµ = 0 (77)
where Lu is the Lie derivative3 in the direction of the 4-velocity uν .
Alternatively, using the identity ξaν∂µx
ν
b = −xνb ∂µξaν , one can rewrite (77) as
uν(∂νξ
a
µ − ∂µξaν) = 0. (78)
The fact that the evolution of the configuration gradient is the Lie derivative can be used to replace the standard partial
derivatives ∂µ by the covariant derivatives ∇µ. This is valid for the torsion-free spacetimes. Also, it is evident that for the
torsion-free connection, the covariant derivatives can be used instead of ∂ν in (78) as well. Thus, evolution equations (77), (78)
can be written in covariant forms
uν∇νξaµ + ξaν∇µuν = 0, uν(∇νξaµ −∇µξaν) = 0, (79)
Eventually, in order to accomplish the discussion at the beginning of Section III C, we remark that the equation (77) cannot be
obtained as a consequence of the definition of the potentials ξa(xµ) if the variational principle is formulated in the Eulerian settings.
Indeed, it is not clear whether ∂νξaµ− ∂µξaν = 0 (the direct consequence of the definition of ξa(xµ)) or uν(∂νξaµ− ∂µξaν) = 0
has to be used as the evolution equation for ξaµ. In contrast, if the variational principle is formulated in the Lagrangian frame,
equations (77) are obtained as a rigorous consequence of (37).
IV. IRREVERSIBLE DEFORMATIONS
The classical Lagrangian formalism without any changes was used in Section III to obtain equations of motion (36)–(37) in the
Lagrangian coordinates ξa. These equations are valid for arbitrary curvilinear coordinates ξa and xµ. We then transformed these
equations into their Eulerian counterparts (60), (79) by means of the change of variables ξa → xµ. Formally, these equations are
applicable to arbitrary continua, either fluid or solid. However, a few important ingredients are still missing.
First of all, the equations are not closed, i.e. the energy potential E(ξaµ), which generates the energy-momentum Σ
ν
µ =
−(ξaµEξaν − E δνµ), is remained unspecified. Here, however, we run into two principal problems of the pure Lagrangian
description of motion if one tries to apply this approach to modeling of irreversible deformations. Indeed, the field of labels ξa(xµ)
contains the complete information about the macroscopic motion and geometry of the continuum including the information about
the initial configuration. The configuration gradient ξaµ was introduced in Section III B as the gradient of the field of labels ξ
a
and thus, represents the total (observable) deformation encoded in the laws of motion (16). The problem is that the fluid or plastic
solid should not be able to “remember” this complete information abut the history of motion, i.e. the stress state should not depend
on the complete flow history. Such an information should be removed (dissipated) from the system in a thermodynamically
consistent way. Therefore, we still need to introduce dissipation in the so far reversible equations (60), (79).
Secondly, the irreversible deformations are due to the structural changes in the medium. The structural changes mean that
the material elements (parcels of molecules) that were attached to each other in space may become disconnected after the
irreversible process of material element rearrangements, which is, in fact, the essence of any flow, see Fig. 1. Such structural
rearrangements are in apparent contradiction with the Lagrangian viewpoint relying on the existence of the single-valued mapping
ξa(xµ) implying that the portions of matter that were connected initially are remained so at all later time instants.
3 It is necessary to keep in mind that ξaµ is not a tensor but it transforms as a 4-vector under the coordinate change x
µ → xµ′ .
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FIG. 1: A pictorial illustration of the material triad evolution and continuum particle (finite volumes) rearrangement. The red and blue particles
change their neighbors which results in the incompatibility of the local deformation of particles represented by the material basis triads (only e1
and e2 are depicted). Initially holonomic e1, e2 become non-holonomic at later times.
A. Distortion field
In order to overcome these contradictions and, at the same time, to retain the variational structure of the equations of motion
(60), (79) compatible with GR, we follow Godunov and Romenski [50, 54, 88] (and our Newtonian papers [44, 45, 47, 66]) and
introduce two deformation fields one of which describes the observable macroscopic deformation while the other describes the
internal (non observable for a macroscopic observer) deformation, it is called effective deformation in [50, 54, 88]. As the first
field, we keep the configuration gradient ξaµ which is integrable or holonomic, i.e. ∂µξ
a
ν − ∂νξaµ = 0, due to its definition. But
this field will play no role in our theory any further. The second deformation field, denoted as Amµ, is called the 4-distortion
and defined as the solution to the following evolution equation (coupled with the energy-momentum conservation which will be
discussed later)
uν∇νAmµ +Amν∇µuν = Smµ, or LuAmµ = Smµ, (80)
which are different from the evolution of the configuration gradient (77) by the presence of algebraic source term Smµ(A
a
µ) which
acts as the source of anholonomy.
In order to emphasize that, in general, the stress-free matter configuration corresponding to the distortion field Amµ might
be different from the initial stress-free configuration corresponding to ξaµ and labeled with ξ
a, from now on, we shall use
middle Latin alphabet letters m,n, l = 0, 1, 2, 3 and M,N, L = 1, 2, 3 to denote matter-time components, Amµ, and pure matter
components, AMµ, of the distortion field.
Because the mapping xµ(ξa) may not exist in general, the definition of the 4-velocity (21) cannot be used. Nevertheless, as
previously in (28), we still can define the 4-velocity as the 1-st column of the inverse distortionAµa (A
µ
aA
a
ν = δ
µ
ν ,A
µ
aA
b
µ = δ
b
a),
e.g. see [48],
uµ := Aµ0. (81)
In particular,
A0µu
µ = 1, AMµu
µ = 0. (82)
Furthermore, we define the source of non-holonomy Smµ satisfying the following four properties
invertibility: det(Amµ) > 0, (83a)
orthogonality: AMµu
µ = 0, (83b)
non-integrability: Tmµν := ∂µA
m
ν − ∂νAmµ 6= 0, (83c)
irreversibility: ∇µ(suµ) ≥ 0. (83d)
Here, s is the entropy density, Tmµν is the torsion tensor [48] and, in general, is not assumed to be equal to zero. In other words,
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the condition (83c) is the mathematical expression of the microscopic structural rearrangements which imply that if a 4-potential,
say Am(xµ), would exist it would be a discontinuous (a closed loop on the material manifold becomes open during the evolution)
because the connectivity between microscopic parts of the media may not be preserved in the irreversible deformations. The
torsion tensor Tmµν thus represents a continuous distribution of the density of such microscopic discontinuities, e.g. see [48, 98]
and references therein.
1. Local relaxed reference frame
Because a global coordinate system Am(xµ) such that ∂µAm = Amµ does not exist in general due to the non-integrability
condition (83c), one therefore needs to define what is meant under unstressed reference frame in the context of irreversible
deformations. In the absence of the global coordinate system, a reference frame can be defined locally for each material element
individually. Actually, this is the distortion field itself who introduces the local reference frame. Indeed, due to the invertability
condition (83a), the inverse distortion Aµn exists and represents a basis tetrad. Such a tetrad, if pulled-back by the distortion
AmµA
µ
n = δ
m
n, becomes the orthonormal tetrad δ
m
n. The orthonormal tetrad δ
m
n represents the local reference frame with respect
to which one can measure the deformation of the given material element. The locality means that in different material elements,
the spatial directions (triad) of such an orthonormal tetrad may differ by an arbitrary spatial rotation, while the time direction is
implied to be the same for all the material elements and be oriented in the direction of the proper time, see (83b). Furthermore, the
local reference frame is also identified with the new relaxed or stress-free state of a given material element. In other words, if the
tetrad Aµn and δ
m
n differ by only a spatial rotation R
m
µ, that is R
m
µA
µ
n = δ
m
n, we say that the material element is locally relaxed.
The key difference between Amµ and ξ
a
µ is that the stress-free state associated with ξ
a
µ can be reached globally for all the
material elements simultaneously, while the local stress-free states associated with the distortion field Amµ cannot be reached
simultaneously because there is no such a continuous motion Am(xµ) which could map all the material elements from their
current deformed state to the stress-free state.
2. Strain measure
Because the stresses in the irreversibly deforming matter depend not on the observable deformation encoded in ξaµ, but on the
deviation from the local stress-free state encoded now in Amµ, the spatial metric Gµν = Gabξaµξbν cannot be used to measure
material distances anymore. Therefore, it is implied that, in the local reference frame given by Amµ, the mater-time element is
characterized with the axiomatically given metric κmn which, in the absence of phase transformations and other physicochemical
changes at the molecular level, is assumed to be locally identical to κab from Section III B, i.e. it is assumed to be locally flat
κmn = diag(−1, 1, 1, 1). Furthermore, we introduce a new material metric (it is called the effective metric tensor in [54, 68] in
the non-relativistic context),
Gµν := GmnA
m
µA
n
ν = κMNA
M
µA
N
ν , (84)
where, similar to (30), we have defined the matter projector in the local relaxed frame
Gmn := κmn + UmUn =
 0 0 0 000 κMN
0
 . (85)
As in (30), Um = (−1, 0, 0, 0) because the introduction of the local reference frame concerns only the spatial directions, while it
keeps the proper time direction unaffected. Note that if the media is an elastic solid then we have ξAµ = A
A
µ and Gµν = Gµν .
Moreover, due to the orthogonality property (83b) of the distortion field, we also have
Gµνu
µ = 0. (86)
Also, we shall need the contravariant components of the matter projector
Gmn = κmn + UmUn, Gµν = GmnAµmA
ν
n. (87)
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3. Canonical structure of the energy-momentum tensor
We have defined two deformation fields, one of which, the configuration gradient ξaµ, is global and describes the observable
deformation of the medium but it says nothing about the changes in the internal structure. The second deformation field,
the distortion field Amµ, is local and characterizes only deformations and rotations of the material elements, while the global
deformation of the continuum cannot be recovered from Amµ. This, however, rises the following issue. The variational principle
suggests that the energy-momentum tensor-density T νµ = −(ξaµEξaν − δνµE) introduced in (54) is completely specified by
defining the energy potential E(ξaµ), which, in turn, implies that ξ
a
µ should be treated as a state variable. However, as we
just discussed, ξaµ is not related to the internal structure and hence, to the stress state of the media in the case of irreversible
deformations (in the elastic case ξAµ and A
M
µ coincide), while the distortion field does characterize the real deformation of the
material elements and should play the role of the state variable. In fact, the Euler-Lagrange structure of the energy-momentum
tensor-density allows to overcome this contradiction. Indeed, because any two invertible matrices can be related to each other as
ξaµ = P
a
mA
m
µ, (88)
for some non-degenerate matrix P am, and since we assume that the stress state can depend only on actual distances between
molecules, the energy may depend on the configuration gradient only via its dependence on the distortion field Amµ which dose
describe the distances between molecules, see (84), i.e.
E(ξaµ) = Eˆ(Pma ξaµ) = Eˆ(Amµ), (89)
where Pma is the inverse of P
a
m. Therefore, applying the chain rule exactly as in (72), (73), we arrive at
− T νµ = ξaµEξaν − δνµE = AmµEˆAmν − δνµEˆ , (90)
that is the canonical structure of the energy-momentum is preserved. In the rest of the paper, we remove the “hat” in (89) and
write E(Amµ).
B. Governing equations
Eventually, we can write down the system of governing equations
∇µ
(
AmνEAmµ − δµνE
)
= 0, (91a)
uν∇νAmµ +Amν∇µuν = −
1
θ(τ)
GmngµνEAnν , (91b)
∇µ(ρuµ) = 0, (91c)
∇µ(suµ) = 1Esθ(τ)G
mngµνEAmµEAnν ≥ 0, (91d)
which should be closed by providing appropriate functions E(AMµ, s) and θ(τ) where, from now on, τ stands for the characteristic
strain dissipation (or stress relaxation) time but not for the proper time. They will be specified in Sec. IV D. Also, here, Es = ∂E/∂s
stands for the temperature.
The source of non-holonomy Smµ = −GmngµνEAnν/θ(τ), as it is defined in (91b), satisfies the four properties (83). In
particular, the entropy source term is obviously positive. It is constructed based on the SHTC principle discussed in Sec. II, that is
the over-determined system (91) has to be compatible, see details in Sec. IV G.
The orthogonality condition (83b), is automatically satisfied due the definition of the 4-velocity (81). Nevertheless, in
Appendix B, we show that the orthogonality condition (83b) is fulfilled as long as EAMµuµ = 0 (which is the case in this paper,
see Section IV C), i.e. the relaxation of the time components AM0 is just a consequence of the 4-dimensional formalism.
The non-integrability condition (83c) is also automatically fulfilled for any non-zero source Smµ , and the torsion is non-zero in
general, e.g. see [48].
Finally, we have to show that our choice for the source Smµ does not violate the invertibility property (83a). Moreover, as was
mentioned in Section III D 1, we have to show that for the non-holonomic case, i.e. when ∂νAmµ − ∂µAmν 6= 0, the rest mass
density conservation law (91c) can be derived from the distortion evolution equation (91b). In fact, in order to satisfy our needs, it
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is sufficient to initiate the distortion field with the condition
det(Amµ) = det(ξ
a
µ) =
ρ
ρ0
√−g. (92)
Indeed, in this case, by multiplying (91b) by ρAmµ = ∂ρ/∂A
m
µ = ρA
µ
m, one obtains
ρAmµ
(
uν∇νAmµ +Amν∇µuν
)
= uµ∇µρ+ ρAνmAmµ∇νuµ = ∇µ(ρuµ) (93)
for the left hand-side of (91b). Therefore, it remains to show that
ρAmµG
mngµνEAnν = ρAMµκMNgµνEANν = 0. (94)
This, however, cannot be proved in the general case but is conditioned by the choice of the energy E . Thus, we prove in
Section IV D (see equation (112)) that for our particular choice of the equation of state, condition (94) is satisfied.
C. Conventional structure of the energy-momentum tensor
Because the energy potential E is supposed to transform as a scalar-density under transformations of both the spacetime and
matter, it may depend on Amµ only via the scalars that can be made from Gµν = κMNA
M
µA
N
ν . Also, because Gµν has one zero
eigenvalue, there are only three independent scalar invariants. For example,
I1 = g
µλGλµ = G
µ
µ, I2 = G
µ
νG
ν
µ, I3 = G
µ
νG
ν
λG
λ
µ. (95)
However, it is convenient to replace the third invariant with the rest matter density ρ. Indeed, as discussed in [4, 7], the spacetime
tensor Gµν = g
µλGλν has the same eigenvalues as the pure matter tensor GMN := g
µνκNLA
M
µA
L
ν in addition to one zero
eigenvalue. Furthermore, in [7], it is also shown that the determinant det(GMN) relates to the rest matter density as det(G
M
N) = ρ
2.
Therefore, we assume that
E(Amµ, s) = E(I1, I2, ρ, s), (96)
where we also consider a dependence on the entropy density s = ρS with S being the specific entropy in the rest frame. We are
now ready to unveil the conventional structure of the energy-momentum tensor T νµ = −(AmµEAmν − δνµE) of our theory. Thus,
because of (96), one can write AmµEAmν = AMµEAMν . Then, using that ρ = 1√−g
√−JµJµ, uµ = Aµ0 and the identity (see [94])
∂Jλ
∂AMν
AMµ = J
λδνµ − Jνδλµ, (97)
we may write
−T νµ = AMµ
(
Eρ ∂ρ
∂Jλ
∂Jλ
∂AMν
+ EAMν
)
− Eδνµ =
− 1√−g (Eρ + SEs)uλ(J
λδνµ − Jνδλµ) +AMµEAMν − Eδνµ =
(ρEρ + sEs)(δνµ + uνuµ) +AMµEAMν − Eδνµ, (98)
which now can be rewritten in the conventional form
− T νµ = Euνuµ + phνµ + σνµ, (99)
where one can identify the pressure p and the anisotropic part σνµ of the energy-momentum tensor as
p := ρEρ + sEs − E , σνµ := AMµEAMν . (100)
It is necessary to emphasize that while computing σνµ, the rest mass density ρ and the distortion A
M
µ should be treated
as independent variables because their dependence has been already taken into account in the pressure. More explicitly,
σνµ = A
M
µ
(
∂E
∂I1
∂I1
∂AMν
+ ∂E∂I2
∂I2
∂AMν
)
.
Finally, we note that due to the orthogonality condition AMµu
µ = 0, the following orthogonality conditions are hold for the
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anisotropic part of the energy-momentum
σνµu
µ = 0, σνµuν = 0. (101)
While (101)1 is obvious, (101)2 follows from (96) and the formulas
∂I1
∂AMµ
= 2κMNA
N
λg
λµ = 2κMNA
N
λh
λµ,
∂I2
∂AMµ
= 4κMNA
N
λG
λ
νg
νµ = 4κMNA
N
λG
λ
νh
νµ. (102)
These derivatives are obviously orthogonal to uµ.
D. Equation of state
In this section, we give a particular expression to the specific energy
1 + ε(I1, I2, ρ, S) := ρ
−1E(I1, I2, ρ, s). (103)
Following our papers on Newtonian continuum mechanics [45, 46], we shall decompose tensor Gµν on the traceless, G˚µν , and
spherical parts
Gµν = G˚µν +
Gλλ
3
hµν , where G˚µν := Gµν − G
λ
λ
3
hµν . (104)
Note that, in this definition, G˚µν refers to hµν and not to the full spacetime metric gµν . We then use the norm of the traceless part
(here one has to use hµµ = g
µλhλµ = 3)
G˚λνG˚
ν
λ = I2 − I21/3, (105)
as an indication of the presence of non-volumetric deformations, and define the specific energy ε(I1, I2, ρ, S) as
ε(I1, I2, ρ, S) = ε
eq(ρ, S) +
c2s
4
G˚λνG˚
ν
λ (106)
where εeq is the internal (equilibrium) part of the total energy, and cs is the sound speed for the shear perturbation propagation.
This sound speed may depend on ρ and S but we do not consider this possibility in this paper. The non-equilibrium term (the
second term on the right hand-side of (106)) is due to the distortion of the material elements. Such a simple equation of state serves
only as an example which nevertheless allows us to demonstrate all of the important features of our unified framework including
dynamics of solids and fluids. It is also important to emphasize that the shear momentum transfer (as well as other transfer
processes) occurs in an intrinsically transient way in the SHTC framework in contrast to the steady-state classical transport theory
based on the viscosity concept and the steady-state Newton’s viscous law. The transient character of our theory is expressed in
that the transport coefficient are the velocity and time characteristics, cs and τ , accordingly. Such characteristics can be recovered
only from transient experiments such as high frequency sound wave propagation, see [45, 47]. We thus stress that the classical
steady-state viscosity concept is not used in our theory either explicitly nor implicitly.
When we shall deal with gases in the numerical examples we shall use the ideal gas equation of state for the equilibrium part
εeq of the energy
εeq(ρ, S) =
c20
γ(γ − 1) , c
2
0 = γρ
γ−1eS/cV , (107a)
or the so-called stiffened gas equation of state
εeq(ρ, S) =
c20
γ(γ − 1)
(
ρ
ρ0
)γ−1
eS/cV +
ρ0c
2
0 − γp0
γρ
, c20 = const, (107b)
21
if we want to deal with liquids or solids. In both cases, c0 has the meaning of the adiabatic sound speed4, cV is the specific heat
capacity at constant volume, γ is the ratio of the specific heats, i.e. γ = cp/cV , if cp is the specific heat capacity at constant
pressure. In (107b), ρ0 is the reference mass density, p0 is the reference (atmospheric) pressure.
Giving an equation of state for E closes the model formulation. Thus, we now may compute the anisotropic part σνµ of the
energy-momentum tensor and the dissipative source term in the evolution equation (91b) for the distortion field. Differentiating of
E with respect to AMµ gives the formula similar to its Newtonian analog (see equation (9) in [45])
EAMµ = ρ c2sκMNANλgλαG˚αβhβµ, (108)
where we have used formulas (102).
Furthermore, it is now clear how to choose function θ(τ) in (91b) to make the physical units on the right and left-hand side of
(91b) agree, e.g. θ(τ) ∼ ρ τc2s. We choose
θ(τ) = ρ0 τc
2
sG
λ
λ/3. (109)
The trace Gλλ/3 appears here for convenience only which later makes it easier the computation of the effective viscosity of our
model.
Eventually, formula (100) for the covariant component of the stress tensor-density σµν can be written explicitly (recall that we
treat ρ and AMµ as independent variables in (100))
σµν = gµλσ
λ
ν = gµλA
M
νEAMλ = ρ c
2
sG˚µλG
λ
ν . (110)
Also, note that if one wants to incorporate the volume relaxation (volume viscosity) effect one just need to add an extra
non-equilibrium term in the energy potential:
ε(AMµ, ρ, S) = ε
eq(ρ, S) +
c2s
4
G˚λνG˚
ν
λ +
c2v
2
(
w√−g −
ρ
ρ0
)2
, (111)
where cv is a velocity that will contribute to the sound speed of propagation of volume perturbations at high frequencies,
w = det(Amµ), see (92). This extra term, of course, affects the computation of (108) and (110). An effective volume viscosity
then can be identified as ∼ τ(c20 + c2v) in the same way as we identify the effective shear viscosity, see details in Sec. IV E. Here,
c0 is the adiabatic (low frequency) sound speed from (107).
Finally, we have to prove that our choice of the energy potential is consistent with the rest mass density conservation law, i.e.
that the condition (94) is fulfilled. Indeed, one has (without losing the generality, we shall omit ρc2s > 0 factor in EANν ):
ρAMµκ
MNgµνEANν = ρAµMκMNgµνEANν =
ρAµMκ
MNgµνκNKA
K
λg
λαG˚αβh
βν =
ρG˚αβh
βα = ρhβα
(
Gαβ − I1
3
hαβ
)
=
ρ
(
I1 − I1
3
hβαhαβ
)
= 0. (112)
E. Asymptotic analysis in the diffusive regime
As we discussed in the previous section, our theory does not rely on the classical steady-state viscosity approach, but
nevertheless, we may perform a formal asymptotic analysis for τ → 0 (i.e. we are in the diffusive regime) and show that, in the
leading terms, the viscous stress is similar to the relativistic Navier-Stokes stress obtained by Landau and Lifshitz [99] and thus
we may obtain an expression for the effective viscosity coefficient in terms of transient characteristics cs and τ . However, it is
necessary to recall that the relativistic Navier-Stokes stress leads to the acausal governing PDEs, e.g. [1, 28], which results also in
the numerical instabilities. Because our model is hyperbolic and hence causal, it is thus clear that this is the high order terms in τ
of the model who damp the unstable modes in the relativistic Navier-Stokes equations.
4 It is the sound speed in the low frequency limit as shown in [45] via the dispersion analysis.
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In this section, it is convenient to use the evolution equation for the effective metric tensor Gµν since the stress σµν depends on
AMµ only through Gµν . The evolution of Gµν reads as
5
uλ∇λGµν +Gµλ∇νuλ +Gλν∇µuλ = − 2
τ ϑ
σµν , (113)
where ϑ = θ/τ = ρ0 c2sG
λ
λ/3. This PDE is the direct consequence of the distortion evolution (91b), the advection equation
6 for
κMN , uλ∇λκMN = 0, and the identity
dGµν = A
M
µκ
MN(dANν) +A
M
µ(dκ
MN)ANν + (dA
M
µ)κ
MNANν . (114)
After taking the traceless part7 of the covariant PDE for Gµν (113) and replacing Gλβ by G˚λβ + 13G
λ
λhλβ(= Gλβ), we have
the following PDE
uλ∇λG˚µν + G˚µλ∇νuλ + G˚λν∇µuλ + 2GDµν − 2
3
(
hαβGλβ∇αuλ
)
hµν +Gu
λ∇λhµν = − 2
τ ϑ
σ˚µν , (115)
where
Dµν :=
1
2
(
hµλ∇νuλ + hλν∇µuλ
)
, (116a)
σ˚µν := σµν − σ
λ
λ
3
hµν , G :=
1
3
Gλλ (116b)
are the symmetric 4-velocity gradient, the trace-less part of the stress tensor, and one-third of the trace of Gµν , accordingly.
After once more replacing Gλβ by G˚λβ +Ghλβ we arrive at the final PDE for the trace-less part G˚µν
uλ∇λG˚µν + G˚µλ∇νuλ + G˚λν∇µuλ + 2GD˚µν − 2
3
(
hαβG˚λβ∇αuλ
)
hµν +Gu
λ∇λhµν = − 2
τ ϑ
σ˚µν , (117)
where D˚µν = Dµν − (Dλλ/3)hµν is the trace-less part of the symmetric velocity gradient Dµν . We now assume that the solution
to (117) can be written as
G˚µν = G˚
(0)
µν + τG˚
(1)
µν + τ
2G˚(2)µν + . . . , (118a)
ρ = ρ0 + τρ1 + τ
2ρ2 + . . . , (118b)
G = G(0) + τG(1) + τ2G(2) + . . . , (118c)
and will show that the relativistic Euler equations are recovered if only zeroth order terms are retained, and the relativistic
Navier-Stokes equations are recovered if the first-order terms in τ are retained.
a. Zeroth-order approximation (Euler fluid): After plugging (118a) into the PDE (117), and collecting leading order terms
(τ0), we have that
G˚(0)µν = 0, (119)
and hence
G(0)µν = G
(0)hµν with G(0) =
1
3
gαβG
(0)
βα = 1, (120)
which results in that σµν = 0 and hence, the energy-momentum tensor reduces to the one of the relativistic Euler equations.
b. First-order approximation (Navier-Stokes): If we now plug (118a) into the stress tensor σµν = ρ c2sG˚µλG
λ
ν and keep
only leading terms of the order τ1, we have
σµν = c
2
s
(
(ρ0 + τρ1)G˚
(0)
µλG
(0)
αν + τρ0
(
G(1)αν G˚
(0)
µλ + G˚
(1)
µλG
(0)
αν
))
hλα + . . . (121)
5 One may also recognize that the reversible part of the Gµν evolution is the Lie derivative along the 4-velocity.
6 Here, we use that the components of the material metric field κMN are transformed like scalars with respect to the change of the Eulerian coordinates xµ.
7 Note that, in order to write the deviatoric part G˚µν under the derivative uλ∇λG˚µν one has to use the fact that∇λgµν = 0.
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which, because of (119), (120), and the orthogonality condition, simplifies to
σµν = ρ0c
2
sτG˚
(1)
µλG
(0)
ανh
λα = ρ0c
2
sτG˚
(1)
µλG
(0)hλν = ρ0τc
2
sG˚
(1)
µλh
λ
ν . (122)
It also follows from this result that hαβσαβ = 0, i.e. at first order the stress σµν is trace-less, σ˚µν = σµν .
From the other hand, if we plug expansion (118a) into the PDE (117), in leading terms, we have
2D˚µν + u
λ∇λhµν = − 2
ρ0c2s
ρ0c
2
sG˚
(1)
µλh
λ
ν . (123)
Now, using that G˚(1)µλh
λ
ν = σµν/(ρ0τc
2
s), see (122), and the definition of D˚µν , the last equality transforms into
− 1
ρ0τc2s
σµν =
1
2
(
hµλ∇νuλ + hλν∇µuλ − 2
3
(hαλ∇αuλ)hµν + uλ∇λhµν
)
, (124)
which is equivalent to the Landau-Lifshitz version of the relativistic Navier-Stokes stress [1, 99] (to see this, it is only necessary to
take into account that uλ∇νuλ = 0 and ∇λgµν = 0)
τNSµν := −µ
(
∇νuµ +∇µuν + uλ∇λ(uµuν)− 2
3
(hαλ∇λuα)hµν
)
. (125)
Hence, for small τ , we may identify an effective shear viscosity coefficient for our model:
µ :=
1
6
ρ0τc
2
s. (126)
c. 3+1 version: Since, in the numerical simulation, we use the 3+1 split of the spacetime, it is also necessary to know the
viscosity in this case. Thus, using that (γ, γvˆi) = (u0, ui), γ = α−1W , where α is the time lapse and W is the Lorentz factor,
we can rewrite the stress (124) as
− σµν = µ
(
hµ0∂νγ + hµj∂ν(γvˆ
j) + h0µ∂µγ + hjν∂µ(γvˆ
j)− 2
3
(hα0∂αγ + h
α
j∂α(γvˆ
j))hµν + γ∂0hµν + γvˆ
j∂jhµν
)
.
(127)
Further, using that hµν is the projector, we may write
hµ0∂νγ + hµj∂ν(γvˆ
j) = hµ0∂νγ + hµj vˆ
j∂νγ + γhµj∂ν vˆ
j = γhµj∂ν vˆ
j , (128)
and hence
− σµν = µγ
(
hµj∂ν vˆ
j + hjν∂µvˆ
j − 2
3
(hαj ∂αvˆ
j)hµν + ∂thµν + vˆ
j∂jhµν
)
. (129)
Therefore, if µ denotes the viscosity coefficient in the covariant version (124) and µˆ denotes the viscosity coefficient in the 3+1
split then they relate to each other as
µˆ = γµ, γ = α−1W. (130)
F. Comparison with the Mu¨ller-Israel-Stewart model
In this section we compare our equations with the state of the art relativistic dissipative fluid dynamics model, the Israel-Stewart
model (also known as Mu¨ller-Israel-Stewart model) [21, 23, 24], which is actively used in the special relativistic context, and in
particular for relativistic heavy-ion collisions, e.g. [38–40]. However, since we ignore in this paper the volume relaxation effect
and the heat conduction, we shall compare only the PDEs for the evolution of the shear stress tensor. The volume relaxation can
be incorporated in the current framework as it is discussed in (111). The hyperbolic heat conduction in the SHTC framework also
has a variational nature, e.g. see [66], and can be incorporated in a straightforward manner in the present model. This will be the
subject for further publications.
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The Israel-Stewart equation for the trace-less shear stress tensor τµν (without the temperature terms) reads as, see e.g. [1],
λhαµh
β
ν
·
ταβ + τµν = −2µτNSµν , (131)
where
τNSµν :=
1
2
(Lνµ + Lµν + u
γ∇γ(uµuν))− 1
3
(hαγ∇γuα)hµν ,
is the relativistic Navier-Stokes stress tensor, λ is the relaxation time associated with the time scale of the relaxation of the shear
stress to its equilibrium value τNSµν , the overdot symbol stands for the convective derivative
·
τµν := u
γ∇γτµν , while Lµν = ∇νuµ,
Lµν = gµγL
γ
ν is the velocity gradient tensor. Therefore, it only remains to obtain the evolution equation for the shear stress
tensor (110) and to compare it with (131). This is however not a trivial task in the general case even for the simple equation of
state (106) due to the nonlinear relation between the distortion field AMµ and the shear stress σµν . Nevertheless, this can be done
relatively easily if to assume the smallness of σµν in G˚µν , that is we shall assume the approximation
σµν = ρ c
2
sG˚µλG
λ
ν = ρ c
2
sG˚µλ(G˚
λ
ν +Gh
λ
ν) ≈ ρ c2s GG˚µν , G =
1
3
Gλλ. (132)
Also, recall that in this paper it is assumed that cs = const. We note that, in general, the shear stress σµν is not necessary
trace-less and hence already has some contribution to the bulk viscosity effect but its linear approximation in G˚µν (132) has
obviously zero trace.
We then apply the convective derivative uγ∇γ to the approximation (132) to obtain
·
σµν =
·
ρc2sGG˚µν +
·
Gρc2sG˚µν +
·
G˚µνρc
2
sG. (133)
Note that if one wants to obtain the PDE for the full shear stress tensor, (133) should be replaced with
·
σµν =
·
ρc2s(GG˚µν + G˚µλG˚
λ
ν) +
·
Gρc2sG˚µν + ρc
2
s(G
·
G˚µν +
·
G˚µλG˚
λ
ν) + ρc
2
sG˚µλ
·
G˚λν . (134)
From the rest mass conservation ∇µ(ρuµ) = 0 we can obtain that ·ρ = −ρLλλ, while the PDE for
·
G can be obtained by applying
uγ∇γ to (113). Thus, we have
·
G = −2
3
(G˚νλ +Gh
ν
λ)L
λ
ν . (135)
Eventually, the evolution equation for
·
G˚µν is given by (117).
After plugging expressions for
·
ρ,
·
G, and
·
G˚µν into (133) and after a few term rearrangements we arrive at
τ
2
(
·
σµν + σµνL
λ
λ +
5
3
σµλL
λ
ν + σλνL
λ
µ −
2
3
(σαλL
λ
α)hµν
)
+ σµν = −2µσNSµν , (136a)
where
σNSµν =
1
2
(Lµν + Lνµ + u
γ∇γ(uµuν))− 1
3
(hαλL
λ
α)hµν . (136b)
Thus, we can directly compare equations (131) and (136a). It is obvious that τNSµν and σ
NS
µν are identical and the main difference
is in the first terms of (131) and (136a). Thus, one may expect that the solutions to the Israel-Stewart theory and our theory are
close for the flows not far from the equilibrium, i.e. when the Navier-Stokes terms dominate. The solutions will diverge as long as
the flow becomes more and more non-equilibrium. A detailed comparison of the theories in the non-equilibrium settings is outside
the scope of this study. Moreover, it is necessary to underline that the PDE (136a) is the result of the specific and very simple
choice (106) of the energy E(AMµ, ρ, s). Each time we specify the energy, the stress tensor (110) σµν = gµαAMνEAMα changes,
and hence, (132), (133), and (136a) change as well. It is thus unlikely that the PDE for the stress tensor may have a certain
structure. In contrast, the structure of the distortion evolution equation (91b) is canonical in the sense that it is invariant with
respect to the choice of the closure due to the geometrical nature of the distortion field (non-holonomic bases tetrad). Apparently,
the use of the full shear stress tensor σµν = ρc2sG˚µλG
λ
ν instead of its approximation (132), and hence (134) instead of (133),
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only increases the complexity of the structure of (136a) by adding new nonlinear terms to the existing ones. However, to obtain an
explicit time evolution even in the case of the, perhaps, most simplest energy expression (106) which leads to the shear stress
σµν = ρc
2
sG˚µλG
λ
ν is hopeless.
It may also seem that the connection of the Israel-Stewart theory with the Boltzmann equation via Grad’s moment method, e.g.
[43, 100, 101], and the absence of such a connection for the SHTC equations, says in favor of the use of the Israel-Stewart-type
models in relativistic fluid dynamics. On the other hand, the recently established consistency [66] of the SHTC equations with the
GENERIC (General Equation for Non-Equilibrium Reversible-Irreversible Coupling) provides a possibility to connect the SHTC
theory with the fundamental equation of statistical mechanics, the Liouville equation for the N -particle distribution function,
which, as well as the SHTC equations, has a Hamiltonian structure and simultaneously applicable to gases, liquids and solids.
Recall that the Boltzmann equation can be obtained as a reduction of the Liouville equation for the one-particle distribution
function [102]. Moreover, the lack of a Hamiltonian formulation for the Israel-Stewart-type models destroys the variational
structure of the Einstein field equations if one tries to couple such models with the gravity field. This means that the Israel-Stewart
stress tensor has to be added to the matter energy-momentum of GR in an ad hoc manner.
G. Thermodynamical consistency of the governing equations
In this section, we demonstrate that the governing equations (91) constitute a thermodynamically compatible system, that is the
first and the second law of the thermodynamics are fulfilled on the solution to (91).
As in Section II, we may specify the conservative state variables and the thermodynamic potential as (here, we need to use the
orthogonality property (101)2) E (q`) := −T µ0uµ and q` := (−T µiuµ, ξAνuµuµ, ρuµuµ, suµuµ), ` = 1, 2, . . . , 17. Hence, we
have
E (q`) = −u0E , q` = (−uiE ,−AMν − ρ,−s). (137)
Now, using the fact that E = −u0E is not an unknown but is a potential of q`, we conclude that the PDE system (91) is an
overdetermined system of equations because the number of equations is one more than the number of unknowns. This means that
one of the equations, say the energy conservation, can be obtained as a linear combination of the others. In order to see this, let us
introduce the new variables p` and the new potential L(p`) as the Legendre conjugates to q` and E (q`)
p` := Eq` , L := q`Eq` − E = q` p` − E , (138)
or explicitly
p` =
(
− u
i
u0
,−
EAMλ
u0
,−Eρ
u0
,−Es
u0
)
, (139a)
L =
1
u0
(
AMλEAMλ + ρEρ + sEs − E
)
. (139b)
Then, it is a matter of a straightforward verification that the energy conservation (the zeroth equation in (91a)) can be obtained as
the linear combination of the other equations with the conjugate variables p` playing the role of the coefficients
∇µ
[E uµu0 + phµ0 + σµ0] =
− u
i
u0
∇µ
[E uµui + phµi + σµi]− EAAµu0 [uν∇νAmµ +Amν∇µuν]− Eρu0∇µ(ρuµ)− Esu0∇µ(suµ). (140)
The dissipative sources in (91b) and (91d) are obviously annihilated in (140) and hence the way the dissipation is introduced in
(91) does not violate the energy conservation law (first law of thermodynamics). Moreover, because κMN and gµν are assumed to
be positive definite, the entropy production (the right hand-side in (91d)) is positive and thus the second law of thermodynamics is
also fulfilled. In other words, the system of governing equations (91) is a thermodynamically compatible system.
H. Causality and hyperbolicity
One of the key features of the SHTC equations is that the reversible part (left hand-side of (91)) and irreversible part (right
hand-side of (91)) of the evolution are treated separately. Because the irreversible terms are algebraic, the type of the governing
equations is defined only by the reversible part which constitutes the principal symbol of the PDE system (91). In particular, this
means that if the reversible part of the evolution is hyperbolic then the entire dissipative system is hyperbolic as well even in the
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diffusive regime when the relaxation time goes to zero, e.g. see the dispersion analysis in [45]. Moreover, all signals propagate at
the speeds slower than the characteristic speeds (eigenvalues) of the reversible part. These characteristic speeds are the upper
bounds for the signal speeds (sound speeds) of the complete system (91) (including the relaxation terms) at high frequencies,
see [45].
It has appeared that in contrast to the non-relativistic case, the symmetric form of the relativistic equations written in the
Eulerian coordinates is not easy to obtain due to their covariance. Moreover, due to the nonlinearity of the system (91), it is also
not clear if it is possible to compute the eigenvalues (characteristic speeds) and eigenvectors of the system analytically. Therefore,
in this paper we may give only indirect evidences of that the system (91) is hyperbolic. First of all, one can be certain that the
characteristic speeds of (91) are real and finite because they can be obtained from the characteristic speeds of the Lagrangian
system (40) which is symmetric hyperbolic (if U is convex) and hence has real eigenvalues. Moreover, the same dispersion
analysis as for the non-relativistic equations in [45] can be performed which, in particular, gives the maximum material sound
speed c2∞ = c
2
0 + 4c
2
s/3 at high frequencies, i.e. ω →∞. Secondly, Eulerian system (91) is a thermodynamically compatible
system which is the key for the symmetrization in the framework of SHTC equations. The problem here is that the technique we
used to symmetrize the non-relativistic equations can not be straightforwardly generalized to the covariant relativistic equations.
Thirdly, the fact that we were able to compute the numerical solution in the wide range of the state variables (e.g. the distortion
field) with the methods specifically designed for hyperbolic equations and which do not employ different stability improvement
techniques (artificial dumping of high frequencies modes, etc.) says that the initial value problem for (91) is likely well-posed.
We plan to investigate the hyperbolicity, and symmetric hyperbolicity in particular, of (91) in a more rigorous way in future
publications.
V. NUMERICS
A. Summary of the 4D equations
In this section, we summarize the equations of our theory. The governing PDEs are
∇µ
(
E uµuν + phµν +AMνEAMµ
)
= 0, (141a)
uν∇νAMµ +AMν∇µuν = −
1
θ(τ)
κMNgµνEANν , (141b)
∇µ(ρuµ) = 0, (141c)
∇µ(suµ) = 1Esθ(τ)κ
MNgµνEAMµEANν ≥ 0, (141d)
where, we recall, s = ρS is the entropy per unit volume of the rest mass, S is the specific entropy, E(AMµ, ρ, s) =
ρ
(
1 + ε(ρ, S,AMµ)
)
, the pressure p = ρEρ + sEs − E = ρ2ερ, the anisotropic stresses AMνEAMµ . In this paper, we choose
ε(ρ, s, AMµ) = ε
eq(ρ, S) +
c2s
4
G˚λνG˚
ν
λ, (141e)
where εeq is either the ideal gas (107a) or stiffened gas (107b) equations of state. The temperature is Es = ∂E/∂s = ∂εeq/∂S,
c2s = const. Our choice for the non-equilibrium part of the energy results in
EAMµ = ρ c2sκMNgλαANλG˚αβhβµ, σµν = AMνEAMµ = ρ c2sG˚
µ
λG
λ
ν . (141f)
Eventually, we chose θ(τ) = ρ0τc2sG
λ
λ/3 and τ = const. Note, that in general τ = τ(ρ, s, A
M
µ), e.g. for elastoplastic solids,
complex fluids, or mixtures, e.g. see [65, 103].
B. Summary of the 3+1 split of the equations
We recall here the definition of the momentum-energy stress tensor Tµν and the pure anisotropic stress tensor component σµν
T µν = Euµuν + phµν + σµν (142)
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σµν :=
∂E
∂AMµ
AMν = ρc
2
sG˚
µ
λG
λ
ν , (143)
E(ρ, s, AMµ) := ρ
[
εeq(ρ, S) +
c2s
4
G˚λνG˚
ν
λ
]
(144)
Gµν := κMNA
M
µA
N
ν , G˚µν := Gµν −
Gλλ
3
hµν . (145)
After expanding T µν and σµν with respect to the spatial and temporal projection operator γµν and Nµν as
T µν = Sµν + Sµnν + nµSν + Unµnν , σµν = ϑµν + ϑµnν + nµϑν + ϑnµnν (146)
i.e.
Sµν := γµαγ
ν
βT αβ , ϑµν :=γµαγνβσαβ (147)
Sµ := −γµαnβT αβ , ϑµ :=− γµαnβσαβ (148)
U := nαnβT αβ , ϑ :=nαnβσαβ (149)
the GRGPR equations for static-spacetimes (Cowling approximation) read as (see details in Appendix C).
∂t
(
γ
1
2D
)
+ ∂i
[
γ
1
2D
(
αvi − βi)] = 0 (150)
∂t
(
γ
1
2Sj
)
+ ∂i
[
γ
1
2
(
αSi j − βiSj
)]− γ 12 (1
2
αSik∂jγik + Si∂jβ
i − U∂jα
)
= 0
∂t
(
γ
1
2U
)
+ ∂i
[
γ
1
2
(
α
(
Si −Dvi)− Uβi)]− γ 12 (αSijKij − Sj∂jα) = 0
∂tA
i
j + ∂j
(
Aikvˆ
k
)
+ vˆk
(
∂kA
i
j − ∂jAik
)
= − 1
θ(τ)
AiµG˚
µ
j
∂tκAB + vˆ
k∂kκAB = 0,
∂t
[
α, βj , γ˜m
]
= 0,
where
Si j = ρhW
2vivj + pγ
i
j + ϑ
i
j (151)
Si = ρhW
2vi + ϑi, (152)
U = ρhW 2 − p+ ϑ (153)
D = ρW, (154)
U = U −D (155)
and in the Cowling approximation the following relation holds
αSijKij ≡ 1
2
Sikβj∂jγik + S
j
i∂jβ
i. (156)
C. ADER discontinuous Galerkin schemes
With the aim of validating the physical model, in addition to the outlined theoretical results we propose a series of non-trivial
numerical tests, grouped within the following benchmark-classes on flat or curvilinear coordinates: 1) the limit of viscous
Newtonian fluid-dynamics, i.e. setting parameters . . . ; 2) the limit of Newtonian linear elasticity; 3) the limit of special relativistic
viscous fluid-dynamics, i.e. setting . . . ; 4) the limit of general relativistic hydrodynamics, i.e. . . . . Since the nonlinear PDE system
(150) is provably strongly hyperbolic, we have chosen as ideal candidate numerical method the ADER discontinuous Galerkin
(DG) scheme supplemented with an a-posteriori finite-volume subcell limiter approach, which has been presented in a well known
series of papers [104–107] and more recently in [108] and it has been shown to be very robust even against complex shock-wave
dominated scenarios in the context of the Euler equations of compressible gas dynamics, ideal MHD, special relativistic RMHD,
but also compressible Navier-Stokes and viscous and resistive MHD and general relativistic MHD equations.
In this section we summarize the main feature of the adopted ADER-DG strategy with subcell finite-volume limiter (SCL).
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First, let us denote with V the array of the 30 primitive variables
V :=
(
ρ, vj , p, A
i
j , k˜m, α, β
j , γ˜m
)
, i, j = 1, 2, 3; m = 1, . . . , 6 , (157)
where the rest-mass density is denoted by ρ, as measured by the comoving frame, v is the three-velocity vector, the fluid pressure
if p, Ai j are the spatial components of the so called 4-distrortion field, k˜ is the array of the six independent components of the
matter metric k, i.e.
k˜ = (k11, k12, k13, k22, k23, k33) (158)
α is the lapse function, β is the shift vector, and γ˜ the array of the six independent components of the three (spatial) metric γ, i.e.
γ˜ = (γ11, γ12, γ13, γ22, γ23, γ33) . (159)
Then, the corresponding state vectorQ of conserved variables with respect to the PDE system (150) can be defined as
Q :=
(√
γD,
√
γSj ,
√
γτ,Ai j , k˜m, α, β
j , γ˜m
)
. (160)
If the transformation from primitive to conserved variables is explicit and straightforward, the definition of ’an’ inverse transfor-
mation, i.e. conserved to primitive, is far from being simple. Indeed, since the elements of the state vector Q are defined as a
non-banal non-linear combination of the components of V , in this work, the inversion of the primitive to conserved function is
computed iteratively. The very basic and adopted strategies are briefly described in appendix D.
Then, it is very easy to verify that the governing PDE system (150) can be casted into a (numerically) very elegant form, i.e.
∂tQ+∇ · F (Q) +B(Q) · ∇Q = S(Q) (161)
where F is the tensor of the non-linear conservative fluxes, B is the matrix-tensor of the non-conservative product B(Q) · ∇Q,
and S(Q) is the prescribed non-linear source term, which, depending on the physical regime, it may become stiff. In particular,
we have
F :=

γ
1
2
(
αviD − βiD)
γ
1
2
(
αT ij − βiSj
)
γ
1
2
(
α
(
Si − viD)− βiτ)
Aikvˆ
k
0
0
0
0

, S :=

0
0
0
− 1θ(τ)AiµG˚µj
0
0
0
0

, (162)
B(Q) · ∇Q :=

0
γ
1
2
(
U∂jα− 12αT ik∂jγik − Si∂jβi
)
γ
1
2
(
Sj∂jα− 12T ikβj∂jγik − T ji ∂jβi
)
vˆk
(
∂kA
i
j − ∂jAik
)
vˆk∂kkAB
0
0
0

, (163)
Equation (161) can be alternatively expressed in the quasi-linear form
∂tQ+A(Q) · ∇Q = S(Q) (164)
after defining A(Q) := ∂F /∂Q + B(Q). System (164) is said to be hyperbolic if the matrix A · n is diagonalizable for all
normal vectors n 6= 0 with only real eigenvalues and a complete set of bounded linearly independent eigenvectors, see [109].
Here, the differential operator∇ is intended to be∇ = (∂x, ∂y, ∂z). Even if the form of (164) cover a very large class of complex
non-linear hyperbolic PDE systems, it becomes numerically friendly if approached by the mentioned ADER-DG techniques,
mainly because of the use of three numerical tools: i) the so called path-conservative integration, which allows to give sense to the
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quasi-linear productA(Q) ·Q even in the presence of discontinuities in the state variables, within ii) the arbitrary high-order
accurate explicit and local ADER-DG predictor, which allows to solve stiff and non-stiff source terms, with the support of a very
robust a-posteriori and resolution-preserving finite volume limiter. Details and references will be given in the following.
Given a Cartesian mesh partition Ωh = {Ωi}, such that
Ω =
⋃
i=1,...NE
Ωi,
⋃
i 6=j; i,j=1,...NE
Ω◦i ∩ Ω◦j = ∅ (165)
where Ω ⊂ Rd is the computational domain in d space-dimensions, which is discretized within NE total number of spatial
elements and symbol “◦” denotes the interior operator, the following weak formulation of the governing equations (164) is
obtained after multiplication by a test function with compact support integration along a space-time control-volume Ωi× [tn, tn+1],
where [tn, tn+1] is the future time interval where the solution is still unknown, and t = tn is the time slice where the solution is
known or from the initial condition, or from the previously computed time-step, i.e.
tn+1∫
tn
∫
Ωi
φk (∂tQ+A(Q) · ∇Q− S(Q)) dx dt = 0 . (166)
In the DG framework, the test function φk is a basis element for the vector space UNh of piecewise polynomials of maximum degree
N ≥ 0 over Ω. Notice that, since the chosen basis functions are piecewise polynomials, they are allowed to be discontinuous
across the element interfaces ∂Ωi. In this work, the set of Lagrange interpolation polynomials of degree N over Ωi with the
property
φk(x
m
GL,i) =
{
1 if k = m;
0 otherwise; k,m = 1, . . . , (N + 1)
d (167)
has been chosen as nodal polynomial basis, with {xmGL,i} being the set of the Gauss-Legendre (GL) quadrature points in Ωi ∈ Ωh.
In the present formulation, the grid is locally Cartesian and, thanks to the polynomial expansion and quadrature rules for
numerical integration, the multi-dimensional spatial integrals of Eq. (166) can be factorized as the multiplication of one-
dimensional independent integrals in x, y and z direction. Moreover, the domain of integration Ωi is first rescaled to the unit
element [0, 1]d, and therefore, basis function are defined accordingly to the only tensor product of the GL quadrature points in the
unit interval [0, 1], denoted by {ξmGP}m=1,...,N+1.
Then, schematically:
i) after introducing a space-time polynomial qh(x, t) as an only-locally implicit predictor solution for t ∈ [tn, tn+1], which is
in general discontinuous at the element edges ∂Ωi and whose details will be outlined in the next section;
ii) after choosing the set of piecewise and purely spatial polynomials UNh over Ωh as the space of solutions for the problem
(166), such that for every time slice t = tn the solution can be approximated as
Q(x, tn) ≈ uh(x, tn) = φk(x) uˆnk , k = 1, . . . , (N + 1)d, x ∈ Ωh;
iii) then, a higher order accurate and path-conservative ADER-DG scheme for the time-evolution of the expansion coefficients
uˆnk , named also degrees of freedom, can be written in the following form∫
Ωi
φkφl dx
(uˆn+1l − uˆnl )+ t
n+1∫
tn
∫
∂Ωi
φkD
(
q−h , q
+
h
) · n dS dt+
+
tn+1∫
tn
∫
Ωi
φkA(qh) · ∇qh dx dt =
tn+1∫
tn
∫
Ωi
φkS(qh) dx dt , (168)
for any spatial element Ωi ∈ Ωh, and where the extent of the time-interval is dependent on the local CFL stability condition,
see Eq. (174) in the next. Notice here, the purely spatial integral of φkφl on the left is can be regarded as the Gram matrix of
the basis functions, also called ’mass-matrix’, it is positive definite, but also purely-diagonal because we have chosen an
orthogonal basis set.
Dredging up the fact that the predictor solution qh is allowed to be discontinuous at the element edges ∂Ωi, the non-conservative
product has been approximated by means of a path-conservative scheme (see [110–114] for a detailed discussion about the topic)
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of the form
D (q−h , q+h ) · n =12
 1∫
0
A (ψ(q−h , q+h , s)) · n ds
 · (q+h − q−h )− 12smax (q+h − q−h ) , (169)
depending on the boundary extrapolated data q−h and q
+
h , and which mathematical definition is based on the theory of [115] on
hyperbolic partial differential equations with nonconservative products. In particular, the numerical flux, or better, numerical
jump (169) takes the form of a line-integral along a path ψ in the configuration space, with a consistency condition represented by
D (q−h , q+h ) · n−D (q+h , q−h ) · n = 1∫
0
A (ψ(q−h , q+h , s)) · n ∂sψ ds , (170)
named also as generalized Rankine-Hugoniot condition.
In principle, any choice of the path ψ that admits a parametrization in the form
ψ = ψ(q−h , q
+
h , s), ψ(q
−
h , q
+
h , 0) = q
−
h , ψ(q
−
h , q
+
h , 1) = q
+
h , (171)
withψ being a Lipschitz continuous function in the variable s, is possible. In practice, we adopted the straight-line path connecting
the states q−h and q
+
h , i.e.
ψ = ψ(q−h , q
+
h , s) = q
−
h + s
(
q+h − q−h
)
, s ∈ [0, 1] , (172)
and approximate the line integral in (169) with a sufficiently accurate numerical quadrature rules [see also [116, 117] for details].
Whenever the matrix-tensorA is a pure Jacobian, i.e. the pure conservative caseA = ∂F/∂q, then it is easy to verify that
the numerical flux (169) is a generalization to the non-conservative case of the widely used, single-wave, Rusanov (or local
Lax-Friedrichs) approximate Riemann solver, i.e. [118]
D (q−h , q+h ) · n A=∂F/∂q−−−−−−−→ G (q−h , q+h ) · n = 12 (F (q+h ) + F (q−h )) · n− 12smax (q+h − q−h ) . (173)
In principle, more sophisticated and little dissipative schemes, based on a wider eigen-spectrum of the matrix-tensorA may also
be used [see e.g. an HLLEM-type version in [119], or the path-conservative Osher schemes in [117]].
Note also that in this work we follow [108] in rewriting the gravity terms of the fluid-equations as non-conservative products.
Finally, we stress the fact that the proposed space-time ADER-DG scheme (168) is an explicit DG scheme, and it is (N + 1)-th
order accurate both in space and time, for smooth solutions. Then, the standard CFL-type stability condition of DG schemes
constrains the time-step to
∆tDG < CFL
hmin
d (2N + 1)
1
|λmax| , (174)
hmin being the minimum characteristic mesh-size, d the number of spatial dimensions, λmax the maximum signal velocity of the
PDE, and CFL is a real number within 0 < CFL < 1. In our tests, if not stated otherwise, we chose CFL = 0.9.
In the following sections we describe the space-time DG predictor and the implementation of the subcell finite-volume limiter, see
also [104–108].
D. Spacetime discontinuous Galerkin predictor
In this section we give a brief description of the the spacetime predictor qh, appearing in Eq. (168), and how we compute it.
First, one introduces a the new (nodal) basis set {θk = θk(t,x)} spanning the vector space QNh of all piecewise spacetime
polynomials of maximum degree N over Ωh. According to this new basis, any discrete solution qh(x, t) ∈ QNh can be expanded
as
qh(x, t) = θk(x, t) qˆk , (175)
where qˆk are real-valued expansion coefficients, named also spacetime degrees of freedom of qh. Then, based on the following
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weak formulation of (166) (166) in space and time
tn+1∫
tn
∫
Ω◦i
θk ∂tqh dx dt+
tn+1∫
tn
∫
Ω◦i
θk∇ · F (qh) dx dt+
tn+1∫
tn
∫
Ω◦i
θkB(qh) · ∇qh dx dt =
tn+1∫
tn
∫
Ω◦i
θkS(qh) dx dt , (176)
the spacetime predictor qh can be regarded as an “interior” solution of the partial differential equations within each space-time
element. Indeed, the spatial domain of integration in (176) has chosen to be the interior of the space elements Ω◦i , that means
approximating boundary contributions. Thanks to this first approximation, a system of NE independent and element-local
equation systems of the type (176) is obtained. Then, similarly to the procedure of above, one invokes the the Gauss-Legendre
quadrature rules and, after integration by parts of the time-derivative term, equation (176) reduces to the following (element-local)
system of (N + 1)(d+1) nonlinear equations in the spacetime degrees of freedom qˆk
∫
Ω◦i
θk(x, t
n+1)qh(x, t
n+1) dx−
∫
Ω◦i
θk(x, t
n)uh(x, t
n) dx−
tn+1∫
tn
∫
Ω◦i
∂tθkqh(x, t) dx dt+
+
tn+1∫
tn
∫
Ω◦i
θk∇ · F (qh) dx dt+
tn+1∫
tn
∫
Ω◦i
θkB(qh) · ∇qh dx dt =
tn+1∫
tn
∫
Ω◦i
θkS(qh) dx dt ,
i = 1, 2, . . . , NE ; k = 1, 2, . . . , (N + 1)
(d+1). (177)
that holds for all the space-elements of the partition Ωh. Notice, here we also make use the known solution uh at the time slice
t = tn, using up-winding in time for integrating the flux θkuh at the time-slice t = tn. This choice is justified after appealing to
the causality principle. In order to circumvent the non-linearity of system (177), a very simple discrete and local Picard iteration
can be used [120]. In this way, the discrete system (177) is solved independently for all the NE space-elements of the partition
Ωh, without needing any MPI communication.
In principle, without caring about HPC performances, a more classical alternative is represented by Runge-Kutta time-stepping
schemes. On the other hand, the here-presented family of one-step ADER schemes seems to be particularly well suited for
simulations on HPC systems, because (i) the resolution of (177) can be performed locally without requiring any information about
the status of the neighbor cells and, then, a consistently lower number of MPI communications is needed, see [121, 122] for
details.
E. A-posteriori subcell finite-volume limiter
The numerical scheme described so far, is still incomplete. Indeed, even if formally (N + 1)-th order accurate, a direct
application of the purely ADER-DG scheme (168) may generate unphysical oscillations that are potentially damaging to the
stability of the simulation, i.e., compromising the positivity of the solution. This is actually an unavoidable result in signal analysis,
known as ’Gibbs phenomenon’, that applies whenever attempting the finite-order (polynomial) approximation of discontinuities
or steep gradients. Moreover, the ADER-DG scheme (168) is also linear in the sense of the Godunov theorem [123], and then a
special treatment is needed to circumvent this problem.
The general idea is the following: whenever at a given future time-slice t = tn+1 any unphysical solutions is locally generated
by (168), or any ’suspicious’ behavior of the physical variables is locally detected, then, only a-posteriori and locally, the
candidate solution is labeled as problematic and directly rejected. Then, only in the troubled zone, the initial state at the previous
time-slice t = tn is evolved again in time by means of a more robust scheme. Generally, this limiting procedure can be seen
as an a-posteriori and non-linear dosage of healthy numerical diffusion. This procedure is known as the ’MOOD paradigm’,
after [124–126] in the finite-volume context, applied to ADER schemes in [127], and applied for the first time as a-posteriori
limiting-technique of DG methods by [104] on a subgrid level. The present formulation has been tested on AMR Cartesian grids
against a wide class of hyperbolic systems, e.g. ideal MHD equation [105], the ideal special relativistic MHD equations [106], the
viscous Navier-Stokes and viscous-resistive MHD equations [107], and very recently the general-relativistic MHD equations on
stationary space-times [108]. See also [128] for the implementation on general moving unstructured and conforming meshes.
If for a detailed description, the reader is encouraged to refer to the previously cited papers by Dumbser and collaborators, in
the following we summarize the main points. The main ingredients for the limiting-solver are:
i) an over-sensitive troubled cells indicator, which activate or de-activate the limiter accordingly to the chosen phyisical and
mathematical admissibility criteria;
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ii) the limiter: i.e. a more robust shock-capturing scheme than the high-order ADER-DG scheme (e.g. ADER-TVD or
ADER-WENO);
First, one needs to choose the mathematical and physical admissibility criteria that will drive the activation or deactivation
of the limiter. In our implementation, the pure-DG candidate solution u∗h = u
∗
h(x, t
n+1) is computed through the ADER-DG
scheme (168) and then, it is a-posteriori checked against the main physical admissibility conditions, i.e. the pressure and density
positivity, subluminal velocities, the successful primitive-to-conserved variables conversion V = V (Q), but also the absence of
floating point errors (NaNs). On the other hand, this check is still not sufficient for the detection of possible and latent numerical
instabilities. Then, as mathematical detection criterion, a relaxed version of the discrete maximum principle (DMP) has been
chosen in the following form
min
y∈Vi
(vh(y, t
n))− δ ≤ v∗h(x, tn+1) ≤ max
y∈Vi
(vh(y, t
n)) + δ , (178)
where vh = vh(x, t) is the piecewise-constant representation of the piecewise polynomial solution uh, derived by means of the
standard average-projection vh(x, tn) = P (uh(x, tn)), i.e.
v¯ni,s :=
1
|Ωi,s|
∫
Ωi,s
uh(x, t
n)dx , v¯∗i,s :=
1
|Ωi,s|
∫
Ωi,s
u∗h(x, t
n+1)dx . (179)
over a suitable uniform sub-grid of Nds sub-cells Ωi,s ⊂ Ωi with
⋃
Ωi,s = Ωi; Vi is the set containing Ωi and the so called
Voronoi neighbor elements of Ωi, that are the spatial elements Ωj ∈ Ωh that share at least one node with Ωi. Then, parameter δ
is just a relaxing tolerance in order to limit the number false-positive activation of the limiter. Remember, indeed, that (i) the
DMP condition (178) can be seen just as a warning indicator and not as an admissibility condition for the computed solution; (ii)
the L2 projection vh(x, tn) = P (uh(x, tn)) already clips the original extrema of the initial state uh(x, tn), and this fact makes
condition (178) more severe. In particular, similarly to [104–107] we have adopted a solution-dependent relaxation tolerance in
the following form
δ = max
(
δ0 , ×
(
max
y∈Vi
(uh(y, t
n))− min
y∈Vi
(uh(y, t
n))
))
, (180)
and, following [108], we have chosen a rather restrictive condition by fixing δ0 = 10−8 and  = 10−7.
Then, whenever new extrema are generated and detected by (178), the limiter will be activated even if the new extrema are
compatible with the physics of the equations. For this reason, a high order limiter that does not clip extrema will be fundamental
in order not to lose the original high order resolution of the ADER-DG scheme, e.g. a good candidate is actually a subcell limiter
(SCL) based on the ADER-WENO finite-volume method, see [104, 121]. On the counter part, any essentially-non-oscillatory
(ENO) scheme would possibly generate negative pressure and densities in low density flows. In such cases, a second-order
accurate MUSCL-Hancock TVD finite-volume scheme, with a MinMod slope limiter (see [109]), would be preferred. One should
mention the fact that the development of high-order and positivity preserving numerical schemes is an open topic of research in
many areas, e.g. in high-energy astrophysics for the simulation of compact objects inserted within low density atmospheres, but
also in the fluvial engineering or oceanography for managing correctly the wetting-and-drying processes.
In this work, we use an a posteriori finite-volume subcell limiter but, in principle, one should also apply any favorite robust
scheme, e.g. a proper shock-capturing finite-difference numerical scheme. In particular, for simplicity, we adopted the same
uniform sub-grid of Ns sub-cell per space-dimension introduced for for the DMP check (178). Choosing either the high order
ADER-WENO or the second-order MUSCL-Hancock scheme (alias ADER-TVD), the discrete PDE system reads as
v¯n+1i,s − v¯ni,s +
tn+1∫
tn
∫
∂Ωi,s
D (q−h , q+h ) · n dS dt+ t
n+1∫
tn
∫
Ωi,s
A(qh) · ∇qh dx dt =
tn+1∫
tn
∫
Ωi,s
S(qh) dx dt ,
(181)
which can be regarded as the piece-wise constant version (φk = const.) of the ADER-DG scheme (168). Similarly to (168), this
is a one-step scheme with high-order of accuracy in space and time. Once the cell-averages v¯ni,s are evaluated, the piecewise
polynomials, denoted as wh(x, tn), are computed by means of a non-linear reconstruction (TVD or WENO). Once we know
wh(x, t
n), then, for ADER-WENO the space-time predictor qh(x, t) is derived accordingly to Eq. (177) after substituting the
domain of integration with Ωi,s× [tn, tn+1] and usingwh(x, tn) instead of the original DG solution uh(x, tn). As an alternative,
if the ADER-TVD limiter is chosen, the predictor can be computed through the MUSCL-Hancock method with a half time-step
evolution qTVDh = q
TVD
h (x, t
n+1/2), see [109]
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FIG. 2: Mapping of the numerical solution between the piecewise polynomials uh of the DG scheme and the piecewise constant data vh of the
finite-volume scheme.
Finally, from the piecewise constant solution vh(x, tn+1) obtained after Eq. (181), which is still high-order accurate but also
(essentially) non-oscillatory, one reconstructs the so-called limited-DG polynomial by means of a reconstruction R operator
associated to the projector P , built in order to fulfill the constrainR ◦ P = I, where I is the identity operator, see [104]. Fig. 2
shows the mapping between the chosen solution spaces, piecewise polynomial (unlimited) or piecewise constant (limited).
Since a finite-volume scheme is used in the limited cells, then the respective CFL stability condition reads as
∆tFV < CFL
hmin
dNs
1
|λmax| , (182)
where now the number of sub-cells per space dimension Ns appears at the denominator, instead of 2N + 1. A natural condition
that allows to preserve the number of degrees of freedom is choosing Ns ≥ N + 1. Moreover, this choice condition allows
to reconstruct the limited-DG polynomials from the respective cell-averages. With the aim of maximizing the CFL number of
the finite-volume scheme, i.e. ∆tFV = ∆tDG, as well as increasing the corresponding resolution properties, we have chosen
Ns = 2N + 1 accordingly to [104]. Further details illustrating the main stages of the final algorithm are outlined in [104].
VI. NUMERICAL TESTS
Numerical test cases will be added in the next version of the manuscript.
VII. CONCLUSION AND PERSPECTIVES
We have presented a new causal general relativistic continuum model for dissipative flows which may include flows of viscous
fluids as well as elastic and inelastic deformations of solids. The governing PDEs belongs to the class of so-called Symmetric
Hyperbolic Thermodynamically Compatible (SHTC) equations and consist of two parts. The non-dissipative part of the PDEs, or
the Hamiltonian part, is represented by the hyperbolic time evolution which is derived from the Hamilton principle. The second
part, the dissipative one, is represented by algebraic source terms (low order terms) of relaxation type. The resulting system is
consistent with the first and second laws of thermodynamics. Thanks to the Hamiltonian nature of the governing equations, the
theory is compatible with the Hamiltonian structure of the canonical energy-momentum tensor that appears as the source term in
the Einstein field equations.
The main field of the theory is the geometric object, four-distortion field, which is an anholonomic basis tetrad field in
differential geometry language. It provides the geometric settings for unified description of flows of fluids and deformation of
solids.
Via formal asymptomatic analysis, we demonstrated that the relativistic Navier-Stokes stress tensor is recovered in the leading
terms. We also compared our model with the state of the art dissipative relativistic model, the Mu¨ller-Israel-Stewart theory, where
essential differences were observed in the definition of the stress rate.
The model was discretized using an advanced family of high-order ADER Discontinuous Galerkin (ADER-DG) and ADER
Finite Volume (ADER-FO) methods. An extensive range of numerical examples was presented demonstrating the applicability of
our theory to relativistic flows of viscous fluids and deformation of solids in Minkowski and curved spacetimes.
Because the SHTC formulation for other transfer process such as mass, heat and electric charge transfer, also admits the
Hamiltonian formulation [46, 66], the extension of our Newtonian works is rather a straightforward task, and will be the subject of
a near future research. The ultimate goal is to couple this SHTC multi-physic formulation of continuum physics with the recently
proposed strongly hyperbolic first-order formulation of the Einstein field equations based on the Conformal and Covariant Z4
system (CCZ4) with constraint-violation damping, which is refereed to as FO-CCZ4 [132], and is implemented in the same
ADER-DG framework as the presented model.
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Appendix A: Gravity effect in the Lagrangian description
In this appendix, we explain how the gravity is taken into account in the Lagrangian field equations (36). Because the material
coordinates ξa and metric κab can be assigned in a completely independent manner from their Eulerian counterparts xµ and gµν ,
the gravity cannot be associated with the curvature of the Lagrangian manifoldM4. In particular, the material metric κab can be
taken flat even though the spacetime has a non-vanishing curvature. So, how the gravity effect is accounted for in the Lagrangian
description? In fact, the gravity field gµν is taken into account in the Lagrangian field equations in the fluxes Λxµa . Indeed, it is
necessary to understand that since our theory is essentially a deformation theory, a single-frame, say pure Lagrangian, description
of the matter motion is impossible because two frames are necessary in order to make comparisons of the lengths. Thus, the
Lagrangian observer needs to receive some information from a non-comoving observer. The proper Lagrangian strain tensor
therefore is (cf. (31))
hab = hµνx
µ
a x
ν
b (A1)
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which is the Eulerian projector hµν = gµν + uµuν as seen by the Lagrangian observer. It is then implied that Λ(xµa ) = Λ(hab)
(more precisely, it is a function of the invariants of hab) Therefore, the gravity field gµν emerges in the Lagrangian description not
by means of the covariant differentiation but it emerges in the fluxes Λxµa every time when one computes the derivatives
Λxµa =
∂Λ
∂hbc
∂hbc
∂xµa
. (A2)
Appendix B: Orthogonality condition as the consequences of the PDE for AMµ
In this appendix we prove that the orthogonality condition (83b) follows from the way how we define the dissipative source
terms in the evolution equation for the distortion field (91b). More precisely, we demonstrate that the relaxation of the time
components AM0 is rather artificial and is completely defined by the relaxation of the pure matter components A
M
i , i = 1, 2, 3. We
denote the entire source term (the right hand-side) in (91b) as SMµ and prove that the distortion field defined as the solution to
(91b) fulfills the orthogonality condition (83b) if and only if the source term SMµ also satisfies the orthogonality condition
SMµu
µ = 0, or SM0 = −SMj vˆj , (B1)
where vˆj is the pseudo-Newtonian velocity, i.e. (u0, ui) = γ(1, vˆi) := γ(1, αvi − βi), γ = α−1W , and vi is the Newtonian
velocity, βi is the shift vector, while α and W are the laps and the Lorentz factor. We note that in the SHTC theory, SMµ ∼
κMNgµνEANν and therefore SMµ is indeed orthogonal to uµ because EAMµuµ = 0, see (102).
In the 3+1 notations, orthogonality condition (83b) reads as
AM0 = −AMj vˆj . (B2)
We first prove that if (B2) holds then (B1) holds as well. Equations (91b) for µ = 0 and µ = k read as
∂tA
M
0 + vˆ
j∂jA
M
0 +A
M
j∂tvˆ
j = γ−1SM0, (B3a)
∂tA
M
k + vˆ
j∂jA
M
k +A
M
j∂kvˆ
j = γ−1SMk . (B3b)
After substituting AM0 in (B3a) by its expression (B2), we arrive at
− ∂t(AMkvˆk)− vˆj∂j(AMkvˆk) +AMj∂tvˆj = γ−1SM0. (B4)
After some term rearrangements, we have
− vˆk(∂tAMk + vˆj∂jAMk)−AMkvˆj∂j vˆk = γ−1SM0. (B5)
Now, substituting the terms in the brackets by (B3b), we obtain SM0 = −SMk vˆk, i.e. (B1) is fulfilled.
We now prove that if (B1) holds then (B2) is fulfilled. Indeed, assuming (B2) is true, equation (B3a) can be rewritten as
∂tA
M
0 + vˆ
j∂jA
M
0 +A
M
j∂tvˆ
j = −(∂tAMk + vˆj∂jAMk +AMj∂kvˆj)vˆk. (B6)
After arranging the terms in a proper way, we arrive at
∂t(A
M
0 +A
M
kvˆ
k) + vˆk∂j(A
M
0 +A
M
kvˆ
k) = 0, (B7)
which means that if (B2) holds at the initial moment of time then it holds so at the all later times.
Appendix C: Foliation of spacetime V4 and coordinate system
In this section we briefly summarize what means choosing a so called 3+1 foliation of the spacetime, and choosing a coordinate
system on it. Everything in this section is referred mainly to the books by Rezzolla & Zanotti [1] and Gourgoulhon [133].
38
1. 3+1 foliation of V4
First, the 4D space-time is foliated or sliced into a one-parameter family of (non-intersecting) space-like hypersurfaces Σ
for which a natural parameter is represented by any ’regular’ scalar field t : V4 −→ IR. The scalar field is enrolled as the
time-coordinate since its isosurfaces Σt represent the set of the local events that are simultaneous with the local Eulerian observers.
Given two adjacent leaves Σt and Σt+δt, there are infinite ways for dragging Σt to Σt+δt. One way is to select a 4-vector field
nµ = nµ(p) normal to the hypersurface Σt, which is parallel to the gradient of the time-coordinate ∇t, at every event p ∈ Σt.
Due to the regularity of the foliation, the time-like vector field nµ changes smoothly in t and it can be regarded as the tangent
vector with respect to a trajectory ψ ∈ V4. In order to let the trajectory ψ to be compatible with the worldline of a local Eulerian
observer, then one choose nµ = nµ(p) to be unitary in the sense nµnµ = −1. Notice that, this choice allows to interpret nµ as
the 4-velocity of the local Eulerian observer. nµ is the main building block for the 3 + 1 formalism.
a. Lapse, shift and coordinate system
Then, one defines the normalized 4-vector field at every point p ∈ V4 as
nµ = −α∇µt = (−α, 0i); nµnµ = −1 (C1)
nµ =
1
α
(1,−βi) (C2)
where the last identity for the contravariant nµ is a result of the next definitions. Here we have introduced the so called lapse
scalar function α = α(p) and shift spatial-vector βµ = βµ(p). In particular, the lapse function is defined as the inverse of the
norm of∇t, i.e.
α := ‖∇t‖−1 . (C3)
The lapse represents the first arbitrariness of the chosen coordinate system. Then we can define a 4-vector mµ := αnµ that
is a non-unitary vector ‖m‖ = −α2, normal to the hypersurface Σt; in particular, vector δtmµ drags every event p ∈ Σt to a
corresponding event p′ ∈ Σt+δt; the 4-distance is exactly the proper time
δτE = αδt, (C4)
the time measured by the local Eulerian observer; After assigning a purely-spatial coordinate system {xi} on each slice Σt that
varies ’smoothly’ between any neighbor slices Σt±δt, then the coordinate system {t, xi} can be regarded as a well-behaved
coordinate system for V4. In this work, the system of coordinates {t, xi} is named as ’Eulerian’ system of coordinates. In
particular, there exists a natural basis {∂µ} for the tangent space Tp at every event p ∈ V4, that is associated to the chosen
coordinates {xµ}. In this notation, the so-called time-vector is defined as t := ∂t, or tµ in terms of its coordinates, and it is
tangent to the lines of constant spatial coordinates. Similarly to mµ, also tµ drags the slice Σt to the neighbor one Σt+δt8. It is
important to notice that tµ is not necessarily a timelike vector, and this is the second arbitrariness of the chosen coordinate system.
Then, it becomes useful to define the so called shift vector as
βµ := tµ −mµ. (C5)
By construction, it is spacelike and it lies on the hypersurface Σt.
Notice that, any choice of (i) the Eulerian-velocity field nµ, (ii) lapse α and (iii) shift vector βi univocally defines the coordinate
system {t, xi}, or atlas, on V4. Vice versa, the specification of a proper atlas on V4 univocally defines the 4-velocities of the
Eulerian observers nµ, that are associated to the t isosurfaces, but also the lapse α and shift vector βi.
The so called Lagrangian coordinate system is obtained after choosing a foliation so that coordinate-lines and the worldlines of
the fluid particles and local observers coincide, i.e.
t(p) ≡ n(p) ≡ u(p) (C6)
for every point in the continuum media p ∈ V4. In this frame, the time of the coordinates, the proper time as measured by the
8 Notice, indeed, that tµ∇µt ≡ mµ∇µt ≡ 1.
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local observer and the proper time observed by the local fluid particle actually coincide, i.e.
t ≡ τE ≡ τL . (C7)
b. Temporal and spatial projectors
The time projection operator and the corresponding (complementary) spatial projection operator are defined as
Nµν := −nµnν , (C8)
γµν := δ
µ
ν −Nµν = δµν + nµnν . (C9)
These operators allows to split any vector or tensor in its corresponding spatial and time components,
Uµ = γµνU
ν +Nµν U
ν (C10)
where the purely spatial vector V µ = γµνU
ν is a four-vector with vanishing contravariant time component V 0 = 0. Moreover,
one can introduce the so called spatial metric γ
γµν = gµν −Nµν , γµν = gµν −Nµν . (C11)
allowing to evaluate distances and norms on Σ, being a purely spatial tensor, i.e. γ0µ = 0 and γij = gij (γij 6= gij). The explicit
form of the covariant and contravariant components of the metric tensor
gµν =
( −α2 + βiβi βi
βi γij
)
; gµν =
( −1/α2 βi/α2
βi/α2 γij − βiβj/α2
)
. (C12)
γµν =
(
βiβ
i βi
βi γij
)
; γµν =
(
0 0i
0i γij
)
. (C13)
One can show further that9
(−g) 12 = αγ 12 . (C14)
c. 4-velocity uµ, spatial-velocity vµ and fluid coordinate velocity vˆµ
There are three different velocities that became useful in simplifying the equations in the text. These velocities are (i) the
four-velocity uµ of a fluid particle, (ii) the spatial four velocity v and (iii) the fluid coordinate velocity (or transport velocity),
defined as
(i) u :=
dp
dτL
(ii) v :=
d`
dτE
(iii) vˆ :=
dx
dt
(C15)
Then, the spatial four-velocity v as measured by the Eulerian observer of a material particle flowing with four-velocity u is
vµ =
γµν u
ν
−nαuα =
proj. of u along Σ
Lorentz factor of u as measured by n
(C16)
nαu
α = −αu0 (C17)
9 Cramer’s rule, see [133]
40
and then
v0 = 0, vi =
γiνu
ν
αu0
=
ui − ninνuν
αu0
=
ui + αniu0
αu0
=
ui + βiu0
αu0
=
1
α
(
ui
u0
+ βi
)
(C18)
v0 = g0νv
ν = βiv
i, vi = giνv
ν = βiv
0 + γijv
j = γijv
j (C19)
Then, from the normalization condition and the definition of Lorentz factor W
uµu
µ = −1, W = −nµuµ = αut = 1/(1− v2) (C20)
ut =
W
α
, ut = W (−α+ βivi) (C21)
one has
ui =
W
α
(
αvi − βi) =: W
α
vˆi ui = Wvi (C22)
vi =
ui
W
+
βi
α
, vi =
ui
W
. (C23)
where vˆ is named as the fluid coordinate velocity (or transport velocity). Notice moreover
uµ = (γµν +N
µ
ν )u
µ = Wvµ − (nνuν)nµ = W (nµ + vµ) (C24)
Appendix D: Conservative to primitive transformation
Inspired by the third option of [134] (simplified since here magnetic fields are absent, actually) we build our strategy for
deriving the primitive variables from the conservative set
[D,Si, U ] −→ [ρ, vi, p] (D1)
D = ρW, (D2)
Si = ρhW
2vi + αΣ
0
i = ρhW
2vi + σi, (D3)
U = ρhW 2 − p+ α2Σ00 = ρhW 2 − p+ σ (D4)
Then we guess the initial value of
σi = v
jΣij , and σ = vivjΣij (D5)
and look for the roots of two auxiliary functions
x := v2, F1(x, y) := y
2 x− S˜2, (D6)
y := ρhW 2, F2(x, y) := y − p− U˜, (D7)
after defining the four vector and the scalar
S˜µ := Sµ − σµ, U˜ := U − σ (D8)
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Notice that guess of the couple (σi, σ) can be substituted by an initial guess (ρ, v) or (ρ, vˆ)10, that are used for evaluating a
corresponding initial state of (σi, σ). Introducing the definition of enthalpy
h = 1 + e0 + e1 +
p
ρ
(D9)
where, after assuming
p(ρ, e0) = (γ − 1)ρe0 ⇒ h = 1 + e1 + γ
γ − 1
p
ρ
(D10)
and, since ρh = y/W 2 = y(1− x), then
p =
γ − 1
γ
[ρh− ρ(1 + e1)] = γ − 1
γ
[
y(1− x)−D(1 + e1)(1− x) 12
]
. (D11)
Using D7, we have the roots
y = p+ U˜ =
γ − 1
γ
y(1− x)− γ − 1
γ
D(1 + e1)(1− x) 12 + U˜ (D12)
= −
[
1− γ − 1
γ
(1− x)
]−1 [
γ − 1
γ
D(1 + e1)(1− x) 12 − U˜
]
, (D13)
x = S˜2/y2 (D14)
In practice, if we use D(1 + e1) instead of D we may recycle the same subroutine of GRMHD.
An alternative could be the following: re-define the four vector and the scalar
S˜µ := Sµ − σµ − ρe1W 2vi, (D15)
U˜ := U − σ − ρe1W 2 (D16)
x := v2, (D17)
y := ρ(h− e1)W 2 (D18)
and one obtains
y = −
[
1− γ − 1
γ
(1− x)
]−1 [
γ − 1
γ
D(1− x) 12 − U˜
]
, (D19)
x = S˜2/y2 (D20)
10 Another alternative is: i) guess an initial value for the Lorentz factor W , ii) then assume the equations of perfect fluids and derive (ρ, vi) directly from the
value of (D,Si).
