I. INTRODUCTION

I
T IS known that a signal transmitted through a transmission channel is subject to a convolution operation of the transmission channel, and to reconstruct the transmitted signal from the output of the transmission channel is the deconvolution problem, which is to inverse the convolution operation on the transmitted signal. Often, in practice, the received signal from the output of the transmission channel is embedded in noise.
Deconvolution is a fundamental problem in signal processing and has been widely explored in the literature. It has many application areas, for example, data transmission, equalization, reverberation cancellation, seismic deconvolution, image restoration, speech signal processing, e.g., [1] - [3] , [5] .
The deconvolution problem for one-dimensional (1-D) systems has attracted a lot of interest from researchers, and several methods have been proposed to deal with the problem. An optimal deconvolution filter was first designed via least squares prediction error by Silvia and Robinson in [6] . In general, the 1-D system deconvolution problem can be solved via the optimal method by Wiener filtering technique from the Manuscript received April 11, 2001 ; revised May 6, 2002 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Masaaki Ikehara.
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C. frequency domain perspective, such as outer-inner factorization and orthogonal principle, e.g., [1] , or by Kalman filtering technique from the time domain perspective, e.g., [3] , [5] . In addition, a minimax deconvolution filter design based on theory has attracted great attention for its robustness property, e.g., [2] , [28] . Two-dimensional (2-D) digital systems have found many applications, especially in signal and image processing and telecommunications. The techniques of 2-D inverse filtering were widely applied to digital image restoration from the mid-1960s; see, for example, [10] , [17] , [23] , and references cited therein. In [23] , 2-D deconvolution was used to restore images from the early planetary exploration missions. Harris deconvoluted the blurring due to atmospheric turbulence in telescope images in [17] . In addition, the inverse filtering problem of shift-variant imaging systems was discussed in [24] , the technique of blind deconvolution is applied in [27] , and invertibility of 2-D state-space periodically shift-variant discrete systems was studied in [25] .
Despite the extensive research on the optimal solutions to the deconvolution filtering problem for 1-D systems, little progress has been made for the 2-D deconvolution filtering problem with respect to some optimal system performance. The aim of this paper is to present a state-space solution to the 2-D deconvolution problem under the performance specification. The deconvolution problem in this paper is to design a 2-D deconvolution filter to reconstruct the input signal to a given 2-D digital system in the presence of measurement noise. The performance of the deconvolution filter is described by the norm of the deconvolution error system. Similar to the result for the 1-D deconvolution problem, the bounded realness property of 2-D systems plays a key role for the solution to the 2-D problem [11] . We will first derive an improved bounded realness property for 2-D systems from that in [11] in terms of a linear matrix inequality (LMI). Based on this property, solvability conditions for the deconvolution filter are derived in terms of LMIs. The solutions of the LMI's, if they exist, are then used to construct a feasible 2-D deconvolution filter. We further extend the result of the deconvolution filter to 2-D systems with polytopic modeling uncertainties, which may be caused by system modeling and quantization errors. As a result, conditions and an LMI solution for the robust 2-D filter subject to modeling uncertainties are derived.
An advantage of the solutions for the 2-D deconvolution filtering problem is that the powerful LMI Tool [14] can be directly applied to compute the 2-D deconvolution filter.
The rest of this paper is organized as follows. Section II presents formulation and preliminaries for the 2-D deconvolution problem. Section III derives an improved bounded real lemma for 2-D systems. In Section IV, a solution for the 2-D deconvolution problem that is characterized by a It is assumed that the boundary condition is zero, i.e., for , and no information on the statistics of the input signal and the receiver noise is known, except that they are energy bounded, i.e., . The problem under consideration is to find a 2-D deconvolution filter to reconstruct the input signal , in some optimal sense, from the received signal . Let the 2-D deconvolution filter of the given 2-D system be represented by the FM LSS model as has an performance if it is asymptotically stable and . Remark 2.1: Similar to the 1-D system case, by using the 2-D Parseval's theorem [20] , it is not difficult to show that under the stability of , the condition of is equivalent to (2.10) under the zero boundary condition. It is also noted that is referred to as the bounded realness of the transfer function . For the filtering error system (2.5) and (2.6), we now state the deconvolution filtering problem as follows: Find, if it exists, a deconvolution filter of the form (2.3) and (2.4) such that the filtering error system (2.5) and (2.6) has a prespecified performance .
III. IMPROVED BOUNDED REAL LEMMA
An earlier version of the bounded real lemma for 2-D systems was derived in [11] in terms of a 2-D algebraic Riccati equation. We now present a new improved version of the bounded real lemma for 2-D systems in terms of a linear matrix inequality. This is stated as follows.
Theorem 3.1: Given a scalar , the 2-D error system has an performance if there exist matrices and satisfying the following LMI:
where is as given in Lemma 2. This completes the proof.
Remark 3.1:
The difference between the new bounded real lemma of Theorem 3.1 and its old version in [11] is that the new version does not involve searching for scaling parameters or scaling matrices, as required in [11] . Moreover, the use of more general and flexible scaling matrices and in Theorem 3.1 instead of a scaling parameter as used in [11] can lead to tighter bound, i.e., better quantification, on the system norm than that of [11] . This is a key advantage of the new bounded real lemma over the old version.
Remark 3.2:
Observe that given the deconvolution filter (2.3) and (2.4) and a scalar , (3.11) is linear in unknown variables and . Therefore, the problem of solving (3.11) is a convex optimization, and a solution of (3.11), if it exists, can be obtained by implementing the LMI using the Matlab LMI Toolbox [14] . If, for a , the solution for the inequality (3.11) does not exist, one may relax the performance level to some until it is sufficiently large for an admissible solution. On the other hand, if a solution exists for a given , then an admissible solution always exists for any . We now use an example to show that the new bounded real lemma can provide a tighter bound on the system norm over the old version. Consider the 2-D digital filter in form of the following transfer function [13] :
It can be represented in form of the FM LSS model (2.5) and (2.6) with
The minimum that is derived by using Theorem 3.1 is computed to be , whereas the old version of the bounded real lemma given by [11, Th. 2] yields . Note that the actual norm of the filter is . Hence, this example demonstrates that the new bounded real lemma of Theorem 3.1 is much less conservative in evaluating the performance of 2-D systems. The improved bounded real lemma presented in Theorem 3.1 will be applied in the following sections to solve the 2-D deconvolution problem.
IV. DECONVOLUTION FILTER DESIGN
This section presents an LMI approach to the design of 2-D deconvolution filter. The main result is stated in the following theorem. 
V. ROBUST DECONVOLUTION FILTER DESIGN
It is assumed in the preceding section that the 2-D system is known exactly. In practice, there may exist modeling uncertainties, e.g., modeling and quantization errors, in , and the designed deconvolution filter based on the nominal model may perform poorly when the actual system differs from the nominal model. In this section, we consider the deconvolution filtering problem under system modeling uncertainties. Our objective is to find deconvolution filters with guaranteed performance under all admissible parameter uncertainties.
Consider the following 2-D system model:
where , , , and are the signals of the 2-D system as specified in (2.1) and (2.2), and the matrices , , , , , and are appropriately dimensioned with partially unknown parameters. It is assumed that parameters of the matrices , , , , , and reside within the following uncertainty polytope:
where , are known vertices of the polytope and are unknown parameters.
Remark 5.1: Polytopic representation of uncertainty has been adopted for 1-D systems, e.g., [4] . An advantage of this representation is that it can provide less conservative design than other types of uncertainty representation such as the norm-bounded uncertainty [29] .
We aim at designing a fixed deconvolution filter of the form (2.3) and (2.4) for the uncertain 2-D model (5.1) and (5.2) such that (5.4) is satisfied under the zero boundary condition, where , and is a given positive scalar. This problem is referred to as the robust deconvolution filtering.
It follows from the convexity of the uncertain system matrices that a deconvolution filter solves the robust deconvolution filtering problem if there exist , and a fixed (vertex independent) matrix such that (5.5), shown at the bottom of the page, is satisfied, where
However, due to the requirement of a fixed Lyapunov matrix for all the vertices, the LMI solution based on (5.5) can be very conservative. To reduce the conservativeness of the solution, we follow [16] to modify (5.5) and present an improved LMI solution to the robust deconvolution filter. This result is given in the following theorem. .11) Proof: See the Appendix. Remark 5.2: Theorem 5.1 presents an LMI solution to the robust deconvolution filtering problem for 2-D digital systems with parameter uncertainty residing in a polytope. We observe again that (5.8) is linear in all unknown matrix variables. Therefore, the LMI solution can be readily solved by convex optimization and computed by Matlab LMI Toolbox [14] . The matrices of the 2-D robust deconvolution filter can be directly computed from the solution of the LMIs through (5.11).
VI. EXAMPLE
This section presents examples to demonstrate the LMI solutions to the 2-D deconvolution filtering and robust deconvolution filtering problems and performance of the designed 2-D deconvolution and robust filters. First, consider a 2-D channel that is modeled by a 2-D FIR lowpass filter in the transfer function form
The magnitude response of the channel model is shown in Fig. 1 . Note that the model can be represented in the state equation form (2.1) and (2.2) with [13] Given an bound , it follows from Theorem 4.1 and by employing the Matlab LMI Toolbox [14] that a solution can be obtained, and an deconvolution filter in the form (2.3) and (2.4) can then and are the horizontal and vertical horizons. The reconstruction SNR will be compared with the SNR of the system before deconvolution processing as defined by SNR where is the measured output. It is assumed that the input signal is the image as shown in Fig. 2 and that the measurement noise is white with zero mean. The designed deconvolution filter is applied to the transmitted image from output of the 2-D system. The reconstruction SNRs are shown in Table I for different levels of measurement noise. It is clear that the deconvolution filter indeed improves the SNR of the received image signal. For example, when the SNR of the measurement is 16.6 dB, the images before and after the deconvolution processing are shown in Figs. 3  and 4 , respectively, which clearly demonstrates that the deconvolution filter indeed enhances the image quality. Fig. 5 shows the image after robust deconvolution filtering when the SNR of the measurement is 16.6 dB.
We further consider a 2-D channel model with the following uncertainty polytope of two vertices:
With an bound of and by applying Theorem 5.1, we derive a 2-D robust deconvolution filter in the form (2.3) and (2.4) with Let the actual 2-D system be obtained from the above twovertex polytope with and and the measurement noise be white with zero mean. The comparison between the nominal deconvolution filter (without considering uncer- tainty) and the robust deconvolution filter under various levels of measurement noise is shown in Table II. For the same input image as in Fig. 2 , the reconstructed output image by the robust deconvolution filter is shown in Fig. 4 when the SNR of the measurement is 16.6 dB. Again, it reveals that the robust deconvolution filter performs very well under the channel modeling uncertainties and the noise.
VII. CONCLUSION
This paper has presented solutions to the deconvolution problems for 2-D digital filters described by the FM LSS model Pre and post-multiplying (7.2) by diag , and diag , , respectively, we have (7.5), shown at the bottom of the page.
To linearize the matrix inequality (7.5), we introduce the following change of variables: (7.6) (7.7) (7.5) where , and and are nonsingular matrices satisfying . Using the above change of variables and taking into account , , , , , and in (2.7), (2.8), (7. 3), and (7.4), it can be trivially verified that (7.8) Thus, by denoting , (4.1) follows directly from (7.5). This completes the proof.
Proof of Theorem 5.1: Following from the line of [16] , we consider the modified LMI of (5.5) in (7.9) , shown at the bottom of the page, where is any nonsingular matrix in . It is clear that (7.9) reduces to (5.5) if , . To show that any filter satisfying (7.9) solves the robust deconvolution filtering problem, we first note that . Thus, is nonsingular. By noting the convexity in (5.3) and taking into account (5.6) and (5.7), it follows from (7.9) that we have (7.10) , shown at the bottom of the page, where , , , , , , and . Since , we have Then, (7.10) leads to (7.11) , shown at the bottom of the next page.
Pre-and post-multiplying (7.11) with diag , and diag , , respectively, yields (7.12) Hence, it follows from Theorem 3.1 that any filter satisfying the LMI (7.9) solves the deconvolution problem.
(7.9) (7.10)
We still need to show that (7.9) is equivalent to . To this aim, we decompose and as (7.13) and let and diag
Pre-and post-multiplying (7.9) by and , respectively, and incorporating with (5.6) and (5.7), it can be shown that (7.9) is equivalent to (7.14) , shown at the bottom of the page, where we have (7.15) and (7.16) 
