Recently C. Bardos et al. presented in their fine paper [3] a proof of an Onsager type conjecture on renormalization property and the entropy conservation laws for the relativistic Vlasov-Maxwell system. Particularly, authors proved that if the distribution function u ∈ L ∞ (0, T ; W α,p (R 6 )) and the electromagnetic field E, B ∈ L ∞ (0, T ; W β,q (R 3 )), with α, β ∈ (0, 1) such that αβ + β + 3α − 1 > 0 and 1/p + 1/q ≤ 1, then the renormalization property and entropy conservation laws hold. To determine a complete proof of this work, in the present paper we improve their results under a weaker regularity assumptions for weak solution to the relativistic Vlasov-Maxwell equations. More precisely, we show that under the similar hypotheses, the renormalization property and entropy conservation laws for the weak solution to the relativistic Vlasov-Maxwell's system even hold for the end point case αβ + β + 3α − 1 = 0. Our proof is based on the better estimations on regularization operators.
Introduction
In this paper, we consider the relativistic Vlasov-Maxwell system which describes the distribution of particles in phase space of a monocharged plasma under relativistic effects. The distribution function of particles u = u(t, x, ξ) satisfies the Vlasov equation as follows
where (t, x, ξ) ∈ R + × R 3 × R 3 represent time, position, momentum of particles, respectively. And the relativistic velocity v is given by
Here, we remark that the Lorentz force F = E +v ×B corresponds to the self-consistent electric field E = E(t, x) and magnetic field B = B(t, x) generated by the charged particles, E and B are coupled satisfying Maxwell's equations
In the system, the quantities ρ = ρ(t, x) and j = j(t, x) are the charge density and electric current density of the plasma, respectively, defined by ρ(t, x) =ˆR The global existence result for the Vlasov-Maxwell system (1.1)-(1.5) has been studied by several authors such as R.J. Diperna and P.-L. Lions in [8] , Y. Guo in [9, 10] or G. Rein in [12] and many references therein. And later, many works surrounding on this system have been achieved and reviewed by other authors. As far as we know, there have been some investigations about regularity results of this system, but not as much. For instance, recently in 2018, N. Besse et al. have showed in [5] that if the macroscopic kinetic energy is in L 2 , then the electric and magnetic fields belong to the Sobolev space H s loc (R + × R 3 ) with s = 6/(13 + √ 142). Moreover, in [4, 11] , authors have established the critical regularity of weak solutions to a general system of entropy conservation laws which are related to the famous Onsager exponent 1/3. In the nearest research paper [3] , Bardos et. al. gave a proof of an Onsager type conjecture on renormalization property and entropy conservation laws for the Vlasov-Maxwell equations. More precisely, their work devoted to the results that if the distribution function u ∈ L ∞ (0, T ; W α,p (R 6 )) and the electromagnetic fields E, B ∈ L ∞ (0, T ; W β,q (R 3 )), with α, β ∈ (0, 1) satisfying αβ + β + 3α − 1 > 0 and 1/p + 1/q ≤ 1, then the renormalization property holds. As there have been too few results concerning to regularity of this system, such extensions have been promising to discussed under various assumptions and conditions of problem formulation. And in our present paper, based on the regularity assumptions of weak solution to the Vlasov-Maxwell equations, a small portion of that result is improved, where the conclusion of this property holds even for αβ + β + 3α − 1 ≥ 0, the renormalization property and entropy conservation laws hold under the same hypotheses. The key idea comes from the better estimations on regularization operators that will be described later.
The rest of the paper is organized as follows. The next section is devoted to some notations and definitions about the renormalization property and entropy conservation laws. And our main result of this paper is also stated in the same section. We next introduce in Section 3 some regularization operators and then present useful properties. And finally, the last section gives a brief proof of the renormalization property and entropy conservation laws for Diperna-Lions weak solution to the Vlasov-Maxwell equations.
Main result
Let us first recall some notations and definitions. We denote by D(R n ), with n ≥ 1, the space of infinitely differentiable function with compact support and by D ′ (R n ) the space of distribution. For α ∈ (0, 1), 1 ≤ p ≤ ∞, the generalized fractional order Sobolev spaces W α,p (R n ) is defined that f belongs to W α,p (R n ) if and only if the following Gagliardo-type norm is finite
in the case 1 ≤ p < ∞ and
We denote by L 1 (R 6 ) the set of non negative almost everywhere function f such that
We define by S the set of non decreasing function G ∈ C 1 (R + ; R + ) such that
We say that (u, E, B) is a weak solution to relativistic Vlasov-Maxwell equations (1.1) if (u, E, B) satisfies the following weak formulation
The existence result of a global in time weak solution to the relativistic Vlasov-Maxwell equations proposed by DiPerna-Lions is presented in the following theorem.
be initial conditions with satisfy the constraints
Then there exists a global in time weak solution of the relativistic Vlasov-Maxwell system, i.e., there exist functions
such that (u, E, B) satisfy (1.1)-(1.4) in the sense of distributions, with ρ, j defined in terms of (1.5).
Let (u, E, B) be a weak solution of the relativistic Vlasov-Maxwell system (1.1)-(1.5) given by Theorem 2.1. For any smooth function G ∈ C 1 (R + ; R + ), we say that (u, E, B) satisfies the renormalization property if
in the sense of distribution, i.e.,
We say that (u, E, B) satisfies the local in space entropy conservation law, if 4) and the local in momentum entropy conservation law, if 5) in the sense of distribution. We say that (u, E, B) satisfies the global entropy conservation law, if we havê
We now state our main result about the renormalized property and entropy conservation laws for the global weak solution of the relativistic Vlasov-Maxwell equations. The regularity assumptions on the weak solution in our work are weaker than in the paper of C. Bardos et. al. [3] .
Theorem 2.2 Let (u, E, B) be a weak solution of the relativistic Vlasov-Maxwell system (1.1)-(1.5) given by Theorem 2.1. Assume moreover that this weak solution satisfies the additional regularity assumptions
where α, β ∈ (0, 1) such that αβ + β + 3α − 1 ≥ 0, and p, q ∈ N * such that
Then for any entropy function G ∈ C 1 (R + ; R + ), the global weak solution (u, E, B) satisfies the renormalization property (2.3). Moreover, if G ∈ S and the map t → u(t, ·, ·) is uniformly integrable in R 6 , for almost everywhere t ∈ [0, T ], then the local entropy conservation laws (2.4)-(2.5) and the global entropy conservation law (2.6) hold.
Regularization operators
We first introduce some standard regularization operators and then we recall several key properties. Let ̺ ∈ D(R + ; R + ) be a smooth non negative function such that
For every δ > 0 and n ∈ N * , we introduce the radially-symmetric compactly-supported Friedrichs mollifier
defined by
Let η, ε, δ be positive numbers and for any distribution
and
where the operator * denotes the standard convolution product. We first establish two basic estimations for the relativistic velocity v in (1.2) by the following lemma.
Lemma 3.1 Let δ > 0 and v be the relativistic velocity given by (1.2). Then we have the following estimations
for all ξ, w ∈ R 3 .
Proof. Using the fundamental theorem of calculus and
we obtain the first basic estimate (3.6),
By using this estimation, we obtain the second basic estimate (3.7) as follows
Remark 3.2 In fact, one may obtain the better estimate for v − v δ , i.e., there exists a constant C depending only on the smooth function ̺ given by (3.1), such that
Proof. Using the fundamental theorem of calculus twice, for any i ∈ {1, 2, 3}, we obtain componentwise
Since the smooth function ̺ δ is radially symmetric, we havê
which deduces that the first term of the right hand side of (3.10) vanishes. Therefore, (3.10) becomes
Moreover, by the definition of the smooth function ̺, there exists a constant C depending only on the function ̺ such that
In the other hand, by using δ ij as the Kronecker notation and directly computation on the relativistic velocity v, for all j, k ∈ {1, 2, 3}, we get that
which follows that
Combining this estimation and inequality (3.12), and we obtain from (3.11) the second basic estimate (3.7). We next present some well-known properties for the C ∞ -regularization in the next lemma. For the proof of ii) and iii), we refer the readers to several papers such as in [6, Proposition 4.2] or [7, Proof of Theorem 2.4] or in [2] .
where ·, · denotes the dual bracket between spaces D ′ and D.
iii) For any function f ∈ W α,p (R n ), with α ∈ (0, 1) and 1 ≤ p ≤ ∞, there exists a constant C such that
Proof. For any distribution f, g ∈ D ′ (R n ) and ε > 0, we have
We complete the proof of i).
Proof. For any y ∈ R n , by the definition of ̺ ε in (3.2) and using Hölder inequality, we obtain the following estimation
where the constant C only depends on the function ̺ given by (3.1). It follows that
Multiplying two sides of this inequality by ε −αp , we get that
which deduces the first inequality (3.14). To obtain the second estimation, we first note that
Using this estimation and doing by the same way to prove inequality (3.14), we also obtain (3.15).
Remark 3.5 For all f ∈ W α,p (R n ), we can see that
Therefore, as consequences of Lemma 3.4, one also has
For every function f ∈ W α,p (R n × R n ), let us introduce a function Θ f defined by
Corollary 3.6 Let α ∈ (0, 1), 1 ≤ p ≤ ∞ and the function f ∈ W α,p (R n × R n ). Then for any ε, δ > 0, there exists a constant C such that
with w ∈ R n , and
where the function Θ f is defined by (3.17).
Proof. Using estimate (3.13) in Lemma 3.3, there exists a constant C such that
We now apply inequality (3.15) in Lemma 3.4, we obtain that
For the second estimation (3.19), we first apply inequality (3.14) in Lemma 3.4 and Remark 3.5, then there exists a constant C such that
Using inequality (3.15) in Lemma 3.4 again, we obtain that
The proof of Corollary 3.6 is complete.
Then ω f (ε, δ) defined by as follows
20)
vanishes as ε and δ go to 0.
Proof. By the definition of (3.17) and Remark 3.5, we have
Using Lebesgue dominated convergence theorem, we obtain that Θ f (ε) tends to 0 as passing ε goes to 0. It is similar for the second term Θ f (δ). The proof of Lemma 3.7 is complete.
Proof of Theorem 2.2
In this section, we consider a global in time weak solution (u, E, B) of Vlasov-Maxwell equations. The weak formulation for the Vlasov equation (1.1) readŝ
for all ϕ ∈ D((0, T ) × R 6 ). In this weak formulation, we choose the test function ϕ as follows
with ψ ∈ D((0, T ) × R 6 ) and G ∈ C 1 (R + ; R + ). By integrating by parts, this weak formulation becomeŝ
for all ψ ∈ D((0, T )×R 6 ). We recall that (u, E, B) satisfies the renormalization property if we haveˆT
for all ψ ∈ D((0, T )×R 6 ). So we need to prove that the second term vanishes as (η, ε, δ) tends to 0. We first establish some commutator estimations in the next lemma. For simplicity of notations, for n = 3 or n = 6, s = 1 or s = ∞, α ∈ (0, 1) and 1 ≤ p, r ≤ ∞, we use the following notations in the remain part of our paper
Lemma 4.1 Let (u, E, B) be a weak solution of the relativistic Vlasov-Maxwell system (1.1)-(1.5) given by Theorem 2.1, satisfying the regularity assumptions (2.7) of Theorem 2.2, with α, β ∈ (0, 1) and p, q, r satisfy relations (2.8). Then for any positive numbers η, ε, δ > 0, there exists a constant C > 0 only depending on the smooth function ̺ given by (3.1) such that
In the other hand, there exists a constant
where F := E + v × B is the Lorentz force field and the function ω u is defined by (3.20).
Proof. We first consider the commutator estimate (4.1) for the free streaming term. We can directly check that
where the function κ δ is defined by
Passing to the limit η → 0 in the right hand side of (4.3) which can be justified by the Lebesgue dominated convergence theorem and regularity assumptions (2.7), we get that
By the definition of κ δ in (4.4), one has
Using estimate (3.6) in Lemma 3.1 and (3.18) in Corollary 3.6, we obtain that
where ω u is defined by (3.20) . Using estimate (3.7) in Lemma 3.1 and (3.19) in Corollary 3.6, there holds
Combining between (4.3) to (4.5), (4.6) and (4.7), we obtain commutator estimate (4.1).
To establish the commutator estimate (4.2) for the Lorentz force term, we make the following decomposition as follows
where the function κ η,ε is defined by
For simplicity, we denote
10)
Using the Lebesgue dominated convergence theorem and regularity assumptions (2.7), we can pass to the limit η → 0 in the term T E defined by (4.10), we get that
By Hölder inequality, there holds
dy.
Applying estimate (3.13) in Lemma 3.3 and the regularity assumptions (2.7), we obtain that
Thanks to estimate (3.15) in Lemma 3.4, we have
For the second term in the right hand side of (4.12), we first use Hölder inequality,
Then we apply estimate (3.14) in Lemma 3.4 and estimate (3.19) in Corollary 3.6, it deduces that
Combining between (4.12) to (4.13) and (4.14), it implies that
We next consider the term T B given by (4.11), which can be decomposed as
where
For simplicity of the notation, let us now denote bŷ
The first term of (4.16) can be decomposed as
Using integration by parts, we observe that the first term vanishes,
Using Hölder inequality and estimate (3.6) in Lemma 3.1, we obtain
Applying estimate (3.13) in Lemma 3.3, the restriction property for Sobolev spaces W α,p (R n ) and regularity assumptions (2.7), we deduce from the above inequality that
To estimate ∇ ξ · T B 2 , we do in the similar way that we have obtained estimate (4.15) for ∇ ξ · T E , we also obtain
Using Hölder inequality, there holds
Applying estimate (3.7) in Lemma 3.1 and Lemma 3.3 to this inequality, we have
Gathering estimates (4.20)-(4.22), we obtain from (4.16) that
. 
where F = E + v × B denotes the Lorentz force field. We remark that all integrals in (4.24) have a sense since for DiPena-Lions weak solutions in [8] , we know u ∈ L ∞, 2 6 and E, B ∈ L ∞,2
3 . We choose in (4.24) the test function
with ψ ∈ D((0, T ) × R 6 ) and G ∈ C 1 (R + ; R + ). Using the first property of Lemma 3.3 and successive integrations by parts, we obtain from (4.24) and (4.25) that 
where the function ω is defined by (3.20) and the constant C depends on u
, G and ψ. We see that
Therefore, to balance contributions coming from the free streaming and Lorentz force terms in the right hand side of (4.27), we may choose
which guarantees that
Under assumption αβ + β + 3α − 1 ≥ 0, we deduce that
By Lemma 3.7 and α ∈ (0, 1), the right hand side of (4.28) vanishes as (ε, δ) goes to 0. So we obtain the renormalization property (2.3) of the Vlasov equation.
We next establish the local in space entropy conservation law (2.4). For this purpose, we restrict entropy function G ∈ S, this means G is non decreasing function in
Let us first take a function Γ ∈ D(R 3 ) such that supp(Γ) ⊂ B 2 (0), Γ ≡ 1 on B 1 (0) and
, where B r (0) denotes the ball of radius r and centered at 0 in R 3 . Then we introduce a function Γ by
It is obvious that Γ R ∈ D(R 3 ) and
Now we choose a test function ψ in (4.28) such that ψ(t, x, ξ) = µ(t, x)Γ R (ξ), with µ ∈ D((0, T ) × R 3 ).
By assumption that the map t → u(t, ·, ·) is uniformly integrable in R 6 , for almost everywhere t ∈ [0, T ], and the de La Vallee Poussin theorem, there exists a constant C G only depending on the entropy G such that under the assumption αβ + β + 3α − 1 ≥ 0. Lemma 3.7 shows that the right hand side of (4.35) vanishes as (ε, δ) → 0 and R → ∞, and the local in space conservation law (2.4) holds. The local momentum conservation law (2.5) can be obtained in a similar way.
In the last task, we establish the global entropy conservation law (2.6). Let us take a test function µ in (4.35) such that µ(t, x) = σ(t)Γ R (x), with σ ∈ D((0, T )), where Γ R is defined the the previous proof for local conservation laws. By (4.30),(4.29), regularity assumption (2.7), we can apply the Lebesgue dominated convergence theorem to obtain that dX G(u η,ε,δ )∂ t σΓ R −→ˆdX G(u η,ε,δ )∂ t σ, as R → ∞, 
