Summary. To satisfy the user requirements for continuous and real-time multimedia information, the concept of Quality of Service (QoS) has emerged as a main issue in mobile ad-hoc networks. QoS routing is to find a route according to the QoS requirements of the users. In this paper, we propose an efficient QoS routing protocol that is based on AODV over TDMA, one of the typical routing protocols for mobile ad-hoc networks, by making a bandwidth reservation for QoS guarantee. While the existing schemes calculate the maximum available bandwidth for each candidate path, our scheme is to check only if the bandwidth of a given path satisfies the end-to-end QoS requirement. Also, the key idea in the bandwidth reservation is to select carefully time slots without causing any conflicts in the wireless environment, thereby maximizing the bandwidth efficiency. In order to evaluate the performance of the proposed QoS routing protocol, some simulations are carried out in the adhoc environment. The simulation results show that the proposed protocol provides sufficiently low and stable delay performance regardless of the offered load.
Introduction
In recent years, wireless mobile networks have become increasingly important for users of computing systems. There are currently two types of wireless mobile networks: Infrastructured network and Ad-hoc network. The first type refers to a network with any infrastructure by installing base stations in cellular networks or access points in wireless local area networks. On the other hand, the second type of wireless mobile networks does not rely on any fixed infrastructure. This may happen on conferences, rescue operations, or military actions in enemy terrain, i.e., when mobile users need to communicate to each other in situations and places with no infrastructure where rapid deployment of a network is required on a temporary basis.
Mobile ad-hoc networks consist of mobile nodes (each node conceptually consisting of a router, a radio port and one or more host computers). To communicate with mobile nodes that are not within the transmission range, a routing protocol is required for each node. Recently, many routing protocols have been proposed for mobile ad-hoc networks. In general, they can be divided into two main categories: proactive and reactive protocols. In a proactive routing protocol, nodes periodically exchange routing information with other nodes to maintain all the routes on the network beforehand, while in a reactive approach each node attempts to discover a route on demand only when it has data to send. Although there is no single standard routing protocol yet, reactive routing protocols are known to perform better than proactive routing protocols in terms of lower overheads. Typical examples of reactive routing protocols include the dynamic source routing (DSR) protocol and the ad-hoc on-demand distance vector (AODV) routing protocol.
Even if existing routing protocols are designed to cope well with the dynamic change of network topology, they are mainly concerned with best-effort data traffic. The problem of Quality-of-service (QoS) routing to support multimedia traffic over mobile ad-hoc networks is studied here. The goal of QoS routing is to find a route from a source to a destination that satisfies the endto-end QoS requirements such as bandwidth and delay. Unlike traditional wireless networks, providing QoS is more difficult for mobile ad-hoc networks, because the network topology changes frequently and the end-to-end route is a multi-hop wireless path.
QoS routing in mobile ad-hoc networks has recently started to receive increasing attention in the literature [3, 4, 5] . To find out a route to the destination, QoS routing normally calculates the maximum available bandwidth for each candidate route so that it can check if the bandwidth meets the end-to-end QoS requirement. In fact, the ability to provide QoS is heavily dependent on how the resources like bandwidth are managed at the MAC (Medium Access Control) layer, whether it is TDMA (Time Division Multiple Access) or CDMA (Code Division Multiple Access). In TDMA, calculating the maximum bandwidth for a given multi-hop route is proven to be NP-complete because of the interference problem [1] . Some use CDMA on top of TDMA to eliminate this problem by assigning a different code to each transmitter [1] .
In this paper, we propose a novel QoS routing protocol with bandwidth reservation for mobile ad-hoc networks using TDMA. Our routing protocol is based on AODV [2] to find QoS routes on-demand only as needed. The remainder of this paper is organized as follows. After explaining the concept of bandwidth calculation, we propose our slot section algorithm to maximize the bandwidth efficiency in Section 2. In Section 3 we present a detailed description of the proposed QoS routing protocol. In Section 4 we address performance evaluation results from simulation using our own network simulator. Finally, we conclude the paper by highlighting our contribution.
In the packet-switched network, QoS is meaningful only for a flow of packets between the source and destination. So, it is assumed that the application is flow-based and requires constant bandwidth as the end-to-end QoS requirement to support multimedia traffic over mobile ad-hoc networks. Since bandwidth guarantee is one of the most critical requirements for multimedia traffic, we only consider bandwidth as the QoS here. In an attempt to satisfy the QoS requirement, the network must ensure that adequate network resources like bandwidth are available for the entire duration of a given flow. Therefore, QoS guarantees can be delivered only with appropriate resource reservation mechanisms. For each flow, QoS routing is the process of finding the route that meets the required bandwidth. In TDMA, the bandwidth is expressed in terms of time slots.
To find a route with sufficient bandwidth, QoS routing normally calculates the maximum available bandwidth for each candidate route, and then make a reservation along the route if the bandwidth is large enough to meet the QoS requirement as a part of the process. In this case, both the hidden terminal and exposed terminal problems should be taken into account so that the interference can be avoided in the wireless environment. If a given route R provides a bandwidth of B time slots, it means that every link along the route has at least B available time slots, and these slots do not interfere with other transmissions. That is, the end-to-end bandwidth of a route is not determined just by the bandwidth of the bottleneck link, because mutual interference among available time slots of links should be considered in the wireless environment.
Each transmission is organized in a frame that contains a fixed number of time slots, N. The entire network is synchronized on a frame and slot basis. The link bandwidth can be defined as the number of free time slots on the link from the sender to the receiver without any conflicts to other transmissions. It is different according to the link direction, because the conflicts are directional. Due to the hidden-terminal and exposed-terminal problems, the link bandwidth is affected only by transmission or reception activities of one-hop neighbor nodes from the sender and the receiver. The available link bandwidth from a sender S to a receiver R can be obtained in terms of free time slots by removing the following unavailable time slots from the total time slots N:
• Time slots that are used already by a sender S or by a receiver R • Time slots that are used to receive in one-hop neighbor nodes of a sender S
• Time slots that are used to send in one-hop neighbor nodes of a receiver R For example, when a link bandwidth L is calculated, there are four possible cases around the sender and the receiver, as shown in Fig. 1 . If a sender node S and a receiver node R are regarded as one super node, the scope of our interest is one-hop range of the super node, since the link bandwidth is affected only by transmission and reception activities of the one-hop neighbor nodes. On the sender's side, there are two cases whether time slots are used for transmission or reception. First, node A has only reception slots, and these slots cannot contribute to the link bandwidth L because of the hidden-terminal problem. Second, node B has only transmission slots, and these slots can contribute to the link bandwidth L because of the exposed-terminal problem. On the receiver's side, there are also two cases depending on the direction. Node C has only transmission slots, and these slots cannot be counted into the link bandwidth L because of the hidden-terminal problem. Finally, node D has only reception slots, and these slots can be counted into the link bandwidth L, because they don't interfere with the transmission from S to R. In summary, the link bandwidth L can be calculated by counting the number of remaining time slots in the total slots N, after removing the slots that are used by the sender S and receiver R, also used by their neighbor nodes A & C. The path bandwidth can be defined as the number of free time slots on the route from the source to the destination. If the destination is directly linked to the source, the path bandwidth is equivalent to the link bandwidth in this case. In general, a path consists of several links, and each link bandwidth can be obtained as describe above. However, the path bandwidth is not just determined by the minimum link bandwidth on the route because of the interference problem. Actually, finding the maximum path bandwidth for a given route is proven to be NP-complete in terms of global optimization. That is, it is very hard to find the optimal solution in the sense that the path bandwidth is maximized and at the same time there is no conflict between transmissions along the entire route. Instead of calculating the maximum path
Once every link bandwidth on the route is calculated in terms of free time slots, then the next step is what slots to choose for the path bandwidth without any conflicts to each other. Due to the hidden-terminal and exposedterminal problems, the link bandwidth is affected only by one-hop neighbor nodes of the sender and the receiver. It means that for slot selection the path bandwidth should consider all the slots until the two-hop links with the sender and receiver in the center. For example, when slots are chosen for the path bandwidth from node X to Y, both its one-hop and two-hop links should be taken into account, as shown in Fig. 2 . In this case, there are two one-hop links from node W to X and from node Y to Z. Also, there are two two-hop links from node S to W and from node Z to D. The difference between the left links and the right links around this link from node X to Y is that the left links already have their slots chosen according to the end-to-end QoS requirement. In particular, Fig. 2 illustrates how slots are selected along the route as the path bandwidth for a given end-to-end QoS requirement (e.g., 1 time slot) from the source node S to the destination node D. For the first link starting from node S to W, slots are selected from its link bandwidth by avoiding the available slots of the one-hop link from W to X and the two-hop link from X to Y as much as possible. This way, the available path bandwidth is maximized in such that the problem of slot conflicts can be minimized. If there is no slot satisfying this condition, any slots will be chosen randomly (e.g., slot 2) among the available slots on the link. Once the slots are determined for the first link, then this process repeats for the next link from node W to X. However, in this case, there are two one-hop links with respect to the link from W to X: left link from S to W and right link from X to Y. The difference is that the left link has its slots already chosen to the path bandwidth, so only these slots (e.g., slot 2) will be avoided on slot selection instead of the entire link bandwidth (e.g., slots 2 & 4). After removing all the slots of the one-hop and two-hop links, the rest will be selected for this link (e.g., slot 5) as long as there are some left. This process repeats until it reaches the destination node D. If this path can provide enough bandwidth to meet the end-to-end QoS requirement, it is chosen as a QoS route. Our slot selection algorithm can be summarized briefly with a flow chart, as shown in Fig. 3 .
Hello Message
Each node broadcasts a Hello message on a periodic basis to its one-hop neighbor nodes. The Hello message contains the time slot information extracted from the slot table of each node that maintains which time slots are used for transmission or reception, and which time slots are available. Also, the Hello message contains the time slot information of the one-hop neighbor nodes using the previous Hello messages received from the neighbor nodes. In the Hello message, the sequence number is used to identify which message is more up-to-date. In this way, each node collects the time slot information of all the neighbor nodes in its two-hop range using the periodic Hello messages. As a result, the link bandwidth can be calculated with such information for each link direction, as mentioned in Section 2. Fig. 4 shows the modified Hello message format. One part of the previous Reserved field in the original Hello message is renamed as the field of Time Frame Length to indicate the total number of time slots for each frame cycle. The Node Count field indicates the total number n of the one-hop neighbor nodes. For each node, the IP address, sequence number, and the time slot information are included in the Hello message. As mentioned earlier, the time slot information represents the current state of each time slot, i.e. which slots are in use for transmission or reception, and which slots are available. 
Bandwidth Reservation
To find a route to the destination, the source node initiates the route discovery procedure by broadcasting a route request (RREQ) message to its neighbor nodes like AODV. As the RREQ message proceeds hop by hop until the destination, each intermediate node appends the link bandwidth information to the RREQ message. The link bandwidth is a list of free time slots for each directional link and this information can be obtained using the periodic Hello messages. Once the RREQ message reaches the destination, the destination node extracts all the link bandwidth information between source and destination out of the RREQ message. With this, our slot selection algorithm is applied so that it attempts to choose time slots for each link along the path according to the end-to-end QoS requirement. If the algorithm cannot find the required number of available time slots from each link, the destination node generates no response because this particular route does not meet the end-to-end QoS requirement. 5 shows the modified RREQ message. In comparison with the original RREQ message, the modified portion is shaded. The R flag indicates whether the QoS guarantee is required or not, depending on the user requirement. The LBW Length field indicates the total number of time slots for each frame cycle. A directional link consists of two nodes, the transmitter node and the receiver node. The first link starts from the source node as a transmitter. Thus, for each link the IP address of the receiver node and the link bandwidth information are added to the last part of the RREQ message, as long as the R flag is set. This process continues on a hop by hop basis until the destination.
Once the required number of free time slots can be chosen for each link along the route from source to destination, it means that this particular route can afford to satisfy the end-to-end QoS requirement. In this case, the destination node creates a route reply (RREP) message and puts the selected time slot information of each link in this message. Since each node receiving the RREQ message caches a route back to the source, the RREP message can be unicast from the destination along the path to the source just like AODV. Whenever the RREP message is received, each relay node makes a bandwidth reservation using the selected time slot information of the message. In other words, as indicated in the selected time slot information of the RREP message, the corresponding time slots will be reserved for each node to support this particular flow.
Finally, the source node begins to transmit data through the reserved path. Fig. 6 shows the modified RREP message. In comparison with the original RREP message, the modified portion is shaded. The same R flag is used here for QoS requirement. The Selected Slot Number field indicates the number of the time slots selected. The time slot information of each link is expressed in a form of the bit map: Selected Bitmap. This information represents which slots are selected as the path bandwidth for each link along the route from the source to the destination. 
Simulation
The objective of simulation is to evaluate the performance of our QoS routing protocol with bandwidth reservation for mobile ad-hoc networks. Since the network simulator ns−2 does not support TDMA for mobile ad-hoc networks, we developed our own network simulator using C in order to validate the proposed protocol over TDMA. The voice stream is modeled as CBR (Constant Bit Rate) traffic with the coding rate of 8 Kbps, while the video stream is also modeled as CBR traffic with the coding rate of 32 Kbps. If each time slot supports 8 Kbps, 1 time slot is required for the voice traffic and 4 time slots are required for the video traffic as the end-to-end QoS requirements. The simulator places 20 mobile nodes in a random fashion in the area of 100 by 100 meters. The radius of the radio transmission range is assumed to be about 30 meters and the total number of time slots in each frame cycle is set to 20. Given simulation parameters above, we measure the QoS guarantee ratio and the delay performance as a function of the offered load. Fig. 7 shows the QoS guarantee ratio as a function of the offered load. The QoS guarantee ratio represents the percentage of how much QoS guarantee is successful. As the offered load increases, the QoS guarantee ratio decreases.
For the video traffic the curve drops dramatically, while it drops gradually in case of the voice traffic. Since more time slots are required for the video traffic, it explains the behavior of the video curve in terms of the QoS guarantee ratio as compared to the voice case. To support video traffic, four time slots are required for transmission and another four time slots are required for reception at the same time, thereby leading to eight time slots for each relay node. As a result, it is certain that the video curve drops rapidly with the increased offered load, in that the total number of time slots is only 20 for each frame cycle.
On the other hand, Fig. 8 presents the delay performance as a function of the offered load. The delay performance is defined as the end-to-end delay measured at the application layer from the source to the destination. Regardless of the offered load, it is shown that the delay is sufficiently low and stable for both cases. It ensures that our proposed QoS routing protocol works correctly to make a bandwidth reservation with the slot selection algorithm according to the end-to-end QoS requirement. Obviously, the video traffic causes more delay than the voice traffic. If the offered load is 60% or higher, the QoS guarantee is actually hard to deliver, so measuring the delay is not so useful at all. In summary, the simulation results show that the delay performance is very stable and low enough to satisfy the end-to-end QoS requirement regardless of the offered load.
Conclusions
In this paper, we have discussed the design and performance of a novel QoS routing protocol with bandwidth reservation for mobile ad-hoc networks. While the existing schemes calculate the maximum available bandwidth for each candidate path, our scheme is to check only if the bandwidth of a given path satisfies the end-to-end QoS requirement. In fact, finding the maximum path bandwidth for a given route is proven to be NP-complete in terms of global optimization. Instead of calculating the maximum path bandwidth, we propose only to check if the path bandwidth meets the end-to-end QoS requirement by applying our slot selection algorithm. The algorithm attempts to choose carefully time slots without causing any conflicts in the wireless environment, thereby maximizing the bandwidth efficiency. If it can find the required number of available time slots for each link along the path, it ensures that the path bandwidth meets the end-to-end QoS requirement.
Also, We have presented simulation results using our own network simulator in order to evaluate the performance of the proposed QoS routing protocol in the ad-hoc environment. From our simulations, we have measured the QoS guarantee ratio and the delay performance as a function of the offered load. The simulation results show that the proposed protocol provides sufficiently low and stable delay performance regardless of the offered load.
