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Abstract
This paper will cover the necessary definitions and theorems that are needed 
to study surfaces of constant Gaussian curvature. It will include a sufficient number 
of examples to clarify the definitions and theorems. The main goal of this paper is 
to study the properties of surfaces of constant Gaussian curvature. Thus, Minding’s 
theorem which states that two surfaces of the same constant Gaussian curvature are 
locally isometric becomes very important in this paper, which then leads to the fact 
that surfaces of positive constant Gaussian curvature are locally isometric to a sphere of 
radius a, surfaces of zero Gaussian curvature are locally isometric to a plane and surfaces 
of negative constant Gaussian curvature are locally isometric to the pseudosphere. I will 
include examples of geodesics on these type of surfaces and discuss their properties. 
Moreover, this paper will incorporate MAPLE into some of its calculations and graphs. 
Finally, we conclude that the Gaussian curvature is a surface invariant and the geodesics 
of these surfaces will be the so-called best paths.
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1Chapter 1
Introduction
The goal of my project is to study geodesics on surfaces of constant Gaussian 
curvature. This paper will be broken up into two chapters. The first chapter will consist 
of four sections. The first three sections will be dedicated to the definitions and theorems 
that are necessary to study surfaces of constant Gaussian curvature. The fourth section 
will contain examples of how these definitions and theorems are applied.
1.1 Regular Surfaces
We first begin by introducing the definition of a regular surface in R3 and some 
of its properties.
Definition 1.1. A surface in R3 is a subset S C R3 such that for each point p E S there 
are a neighborhood V of p in R3 and a mapping x. : U —>■ V D S of an open set U C R2 
onto V A S C R3 subject to the following conditions (Figure 1.1).
1. x is differentiable. This means that if we write
x(u,v) = (x(u,u),y(u,u),z(u,v)),
where (it, v) G U, and the functions x(u, v), y(u, v), z(u, i>) have continuous partial deriv­
atives of all orders in U.
2. x is a homeomorphism. Since x is continuous by condition 1, this means 
that x has an inverse x_1 : V A S —> U which is continuous, that is, x_1 is the restriction 
of a continuous map F : W C R3 —> R2 defined on an open set W containing V A S.
23. x is regular at each point q 6U, meaning that for each q EU, the differential 
mapping dx.q : R? —> R3 is one-to-one or equivalently that the Jacobian Matrix Jx(q) of 
the mapping x at each q E U has rank 2. This implies that at each q E U the vector
product
where (u, v) E U. Thus x is neither constant nor a function of u or v alone, so that 
d~x. &X.
the surface S is neither a point nor a curve. Furthermore, the vectors — and — are 
du dv
linearly independent at each q.
The mapping x is called a parametrization or a system of local coordinates in a 
neighborhood of p. The neighborhood Vl~l5 of p in S is called a coordinate neighborhood. 
In addition, the mapping x is also refered to as a local coordinate patch or simply a patch.
Lemma 1.2. If f :U —> R is a differentiable function in an open set U of R2, then the 
graph of f, that is, the subset of R3 given by (x,y, f(x,yf) for (x,y) E U, is a regular 
surface.
This parametrization x is called a Monge parametrization (or Monge patch), 
and the corresponding surface a simple surface, so that a general surface in R3 can be 
constructed by gluing together simple surfaces.
Moreover, condition 3 in the definition of a regular surface S guarantees that 
3for every point p G S the set of tangent vectors to the parametrized curves of S', passing 
through p, constitutes a plane.
By a tangent vector to S', at a point p G S', we mean the tangent vector c/(0) 
of a differentiable parametrized curve a : (—e, e) —> S with o(0) = p.
Lemma 1.3. Let x : U C R2 —> S be a parametrization of a regular surface S and let 
q E U. The vector subspace of dimension 2,
dxq(R2) C R?,
coincides with the set of tangent vectors to S at x(*j) .
By the above proposition, the plane dx9(J?2), which passes through x(q) = p, 
does not depend on the parametrization x. This plane will be called the tangent plane to 
S at p and will be denoted by Tp(S). The choice of parametrization x determines a basis 
{f^(<z), (7)} called the basis associated to x. Sometimes it is convenient to
write If = x« and If = xv-
The coordinates of a vector w G Tp(S') in the basis associated to a parametriza­
tion x are determined as follows, w is the velocity vector c/(0) of a curve a = x o /3, 
where /3 : (—e,e) —> U is given by /3(t) = (u(t),v(t)), with /3(0) = q = x_1(p). Thus,
®'(0) = =
= xu(q)u'(0) + x„(q)v'(0) = w.
Thus, in the basis {xu(g),x„(g)}, w has coordinates (u'(0),w'(0)), where (u(t),v(t)) is 
the expression, in the parametrization x, of a curve whose velocity vector at t = 0 is w.
With the notion of a tangent plane, we can talk about the differential of a 
differentiable map between two surfaces. Let Si and S2 be two regular surfaces and let 
: V C Si S2 be differentiable mapping of an open set V of Si into S2. If p G V, we 
know that every tangent vector w G Tp(Si) is the velocity vector a'(0) of a differentiable 
parametrized curve a : (—e, e) —> V with cr(0) = p. the curve fi = 0 o a is such that 
/3(0) = 0(0), and therefore /3'(0) is a vector T^)(S2)
In the discussion above, given w, the vector /3'(0) does not depend on the choice 
of a. The map d0p : Tp(Si) —> T^p^(S2) defined by d0p(w) = //(0) is linear. The linear
4Figure 1.2: Tangent Planes
map dj>p is called the differential of at p G Si. In a similar way we define the differential 
of a differentiable function f:JcS->fiatpGJasa linear map dfp : Tp(S) —> R.
What we have been doing up to now is extending the notions of differential 
calculus in R2 to regular surfaces. Since calculus is essentially a local theory, we defined 
the regular surface which locally was a plane, up to diffeomorphisms, and this extension 
then became natural. It might be expected therefore that the basic inverse function 
theorem extends to differentiable mappings between surfaces.
Understanding the properties of the tangent plane, allows us to speak of the 
angle of two intersection surfaces at a point of intersection.
Given a point p on a regular surface S, there are two unit vectors of R3 that 
are normal to the tangent plane Tp(S)-, each of them is called a unit normal vector at p. 
The straight line that passes through p and contains a unit normal vector at p is called 
the normal line at p. The angle of two intersection surfaces at an intersection point p is 
the angle of their tangent planes or normal lines at p (Figure 1.2).
By fixing a parametrization x : U C R2 -> S at p G S, we can make a definite 
choice of a unit normal vector at each point q G x(U) by the rule
Thus, we obtain a differentiable map N : x(U) —> R3.
5Lemma 1.4. Let p G S be a point of a regular surface S and let x : U C R2 —> R3 be 
a map with p G x((7) C S such that conditions 1 and 3 of definition 1.1 hold. Assume 
that x is 1-1. Then x_1 is continuous.
1.2 The First and Second Fundamental Form
In the previous sections we have looked at surfaces from the point of view of 
differentiability. In this sections we shall begin the study of further geometric structures 
carried by the surface. The most important of these is perhaps the first fundamental 
form, which we shall now describe.
The natural inner product of R3 D S induces on each tangent plane Tp (S) of a 
regular surface S an inner product, to be denoted by { , }p : If uq, w2 G Tp(S) C R3,
then {wiiw/jp is equal to the inner product of wi and W2 as vectors in R3. To this inner 
product, which is a symmetric bilinear form (i.e., (wi,w2) = (w2,wi) and (wi,w2) is 
linear in both uq and W2), there corresponds a quadratic form Ip : TP(S) —> R given by
Ip(w) = {w,w)p = |w|2 > 0. (1.1)
Definition 1.5. The quadratic form Ip on Tp(S), defined by (1.1), is called the first 
fundamental form of the regular surface S C R3 at p G S.
Therefore, the first fundamental form is merely the expression of how the surface 
S inherits the natural inner product of R3. Geometrically, as we shall see in a while, 
the first fundamental form allows us to make measurements on the surface (lengths of 
curves, angles of tangent vectors, areas of regions) without referring back to the ambient 
space R3 where the surface lies.
We shall now express the first fundamental form in the basis x.u,xv associated 
to a parametrization x(u, v) at p. Since a tangent vector w G Tp(S) is the tangent vector 
to a parametrized curve a(t) = x(u(t),v(t)),t G (—e, e), with p = cu(0) = x(izq,vo)> we
6obtain
Ip(a'(0)) = (a'(0),«'(0))p
= (xuu' + x„v', xuu' + xvv')p
= (x„, xu}p (u')2 + 2 (xu, xv)p u'v' + (x„, x„)p (t/)2
= E(u')2 + 2Fu'v' + G(u')2
= Edu2 + 2Fdudv + Gdv2
where the values of the function involved are computed for t = 0, and
F(uo,«o) = (xu,x„)p
= xu • xu
F(u0,v0) = {xu,xv)p
= Xu - Xu
G(uo,vo) = (xv,xv)p
= Xu - Xu
are the coefficients of the first fundamental form in the basis {xu,xv} of TP(S). By 
letting p run in the coordinate neighborhood corresponding to x(u, v) we obtain functions 
E(u,v),F(u,v),G(u,v) which are differentiable in that neighborhood.
From now on we shall drop the subscript p in the indication of the inner product 
{ , ) or the quadratic form Ip when it is clear from the context which point we are
referring to. It will also be convenient to denot the natural inner product of R3 by the 
same symbol ( , ) rather than the previous dot.
We will now introduce the Gauss map and its properties before introducing the 
second fundamental form. A regular surface is orientable if it admits a differentiable 
field of unit normal vectors defined on the whole surface; the choice of such a field N 
is called an orientation of S. Every surface covered by a singe coordinate system is 
trivially orientable. Thus, every surface is locally orientable, and orientation is definitely 
a global property in the sense that it involves the whole surface. An orientation N on 
S induces an orientation on each tangent space TP(S), p E S, as follows. Define a basis 
{u,w} E Tp(S') to be positive if (v X w, N) is positive. Therefore, S will denote a regular
7Figure 1.3: Gauss Map 
orientable surface in with an orientation (i.e., differentiable field of unit normal vectors 
N) has been chosen; this will be simply called a surface S with an orientation N. 
Definition 1.6. Let ScR3 be a surface with an orientation N. The map N : S —> R? 
takes its values in the unit sphere
S2 = {(x,y,z) e R?;x2 + y2 + z2 = 1}
The map N : S —> S2, thus defined, is called the Gauss Map of S (Figure 1.3).
It is straightforward to verify that the Gauss map is differentiable. The dif­
ferential dNp of N at p G S is a linear map from Tp(S) to TN^(S2). Since TP(S) and 
Tv(p)('S'2) are parallel planes, dNp can be looked upon as a linear map on Tp(S). The 
linear map dNp : Tp(S) —> TP(S) operates as follows. For each parametrized curve a(t) 
in S with ai(0) = p, we consider the parametrized curve Noa(t) = N(t) in the sphere S'2; 
this amounts to restricting the normal vector N to the curve a(t). The tangent vector 
N'(Q) = dNp(a'(Qi)) is a vector in TP(S) (Figure 1.2). It measures the rate of change of 
the normal vector N, restricted to the curve cu(t), at t = 0. Thus, d,Np measures how 
N pulls away from N(p) in a neighborhood of p. In the case of curves, this measures is 
given by a number, the curvature. In the case of surfaces, this measure is characterized 
by a linear map.
8Figure 1.4: Tangent Vectors
Definition 1.7. The quadratic form IIP, defined in Tp(S) given by
IIp(v) = - {dNp(v),v) (1.2)
is called the second fundamental form of S at p.
To given an interpretation of the second fundamental form IIp, consider a 
regular curve C C S parametrized by a(s), where s is the arc length of C, and with 
a(0) = p. Fe we denote N(s) the restriction of the normal vector N to the curve qj(s), 
we have {N(s),of(s)) — 0. Hence,
Therefore,
IIp(a'(0y) = -{dNp(a\0)),a'(0)}
= -(2V'(0U'(0))
= -<7V(0),a"(0))
= (N, kn(p))
= kn(p)
Definition 1.8. Let C be a regular curve in S passing through p G S, k the curvature 
of C at p, and cosO = (n,N), where n is the normal vector to C and N is the normal 
vector to S at p. The number kn = k cos 0 is then called the normal curvature of C C S 
at p.
9In other words, kn is the length of the projection of the vector kn over the 
normal to the surface at p, with a sign given by the orientation TV of S' at p. Also note, 
the normal curvature of C does not depend on the orientation of C but changes sign 
with a change of orientation for the surface.
Definition 1.9. The maximum normal curvature k± and the minimum normal curvature 
k2 are called the principle curvatures at p; the corresponding directions, that is, the 
direction given by the eigenvectors ei, e2, are called principal directions at p.
Definition 1.10. Letp G S and let dNp : TP(S) —> Tp(S) be the differential of the Gauss 
map. The determinant of dNp is the Gaussian curvature K of S at p. The trace of dNp 
is called the mean curvature H of S at p.
In terms of the principle curvatures, we can write mean curvature H and 
Gaussian curvature K as follows:
H = ±(k1 + k2), (1.3)
K = kik2, (1.4)
and, the two principle curvatures, fci, k2 can be expressed in terms of H, K as follows:
kt, k2 = H ± V'-R2 - K. (1.5)
Moreover, we will now introduce some concepts related to the local behavior 
of the Gauss map. More importantly, we will obtain an expression of the second funda­
mental form.
Let x(u, v) be a parameterizations at a point p G S, and let aft) = x(u(t), vft)) 
be a parametrized curve on S, with a(0) = p. The tangent vector to aft) at p is
a = jcuu' + jcvv' (1.6)
and
dN(a') = N'fuft),v(t)) = Nuu' + Nvv'.
Since Nu and Nv belong to Tp(S), we may write
Ny — GnXu + (221^10 (1-7)
I i
10
Nv — ai2XM + a22xv, (1-8)
and therefore,
dN(a) = (anu' + a12v')xu + (a^i^' + a22v')xv;
hence,
This shows that the basis {xM,x„}, dN is given by the matrix (flfy), i.j = 1,2.
The matrix are not necessarily symmetric, unless {xM,x„} is an orthonormal basis.
The expression of the second fundamental form in the basis {y,x4 is given 
by
ZZp(a') = -{dN(a'),a')
= — (Nuu' + Nvv', xuu', xvv'}
hence,
IIp(af) = L(u')2 + 21tfW + N(y'f, (1-9)
where, since (N,xu') = (IV, x^) = 0 yields,
L = {Nu,'x.u) — {N^uu)
M == - {Nv, xu) = (TV, xuv) = (TV, xuv) = - (Nu, v)
“ X-uv *
N == (TVy, Xv) — (-N7 X-w)
— • TV
We will now obtain the values of a,ij in terms of the coefficients L, M, N. From 
(1.3) and (1.4) we have
—L = (A”w, xu) — a2\E
—M == {Nu, xv) = anF + a2iG
—M == (Nv,xu) = ar2E + a22F
—N == (Nv, xv) = a12F + a22G
11
where E, F, and G are the coefficients of the first fundamental form in the basis {xu, x„}. 
We can express the above relation in matrix form by
L M
M N
(1-10)
hence,
then
on
MF — LG
EG-F2
012
NF-MG
EG-F2
«21
LF — ME
EG-F2
_ MF - NE 
a22 - EG-F2
Note that relations (1.3) and (1.4), along with the above coefficients are know as the 
equations of Weingarten.
From (1.10) we obtain
LN — M2
EG-F2 (1-U)
To compute the mean curvature, we recall that — Aq, — k% are eigenvalues of dN. There­
fore, Aq and k% satisfy the equation
dN(y) = — kv — klv for some v E Tp(S), v 0
where I is the identity map. Then the linear map dN + kl is not invertible; hence, its 
discriminant is zero. Thus,
det 012
022 + k
= 0
12
Figure 1.5: Points on a Surface
or
k2 + &(ail + ^22) + 011022 — 021012 = 0.
Since k^ and k2 are the roots of the above quadratic equation, we conclude that 
H = -(fcx + k2) = -3(011 + o22) = 2-----------EG-F2----- ’ (L12)
hence,
k2 - 2Hk + K = 0,
and therefore,
k = H ± \/H2 - K. (1.13)
With equations (1.3) and (1.4) in terms of the first and second fundamental 
coefficients yields
H=^(k1 + k2) 1 EN - 2FM + GL
2 EG-F2
LN — M2
EG — F2 '
(1-14)
(1-15)
and, these properties allows us to define points on a surface as follows:
1. If det(dNp) = LN — M2 > 0, then a point on the surface S is called 
elliptical. In this case the Gaussian curvature is positive. Both principle curvature have 
the same sign, and therefore all curves passing through this point have their normal 
vectors pointing toward the same side of the tangent plane (Figure 1.5(a)).
13
2. If detfdNp) = LN — M2 < 0, then a point on the surface S is called 
hyperbolic. In this case the Gaussian curvature is negative. The principle curvatures 
have opposite signs, and therefore there are curves through p whose normal vectors at p 
point toward any of the sides of the tangent plane at p (Figure 1.5(b)).
3. If det(dNp) = LN — M2 = 0 with dNp = L2 + M2 + N2 7^ 0, then a point 
on the surface S is called parabolic. In this case the Gaussian curvature is zero, but one 
of the principle curvatures is not zero (Figure 1.5(c)).
4. If det(dNp) — L = M — N = 0, then a point on the surface S is called 
planar. In this case all principle curvatures are zero. The points of a plane trivially 
satisfy this condition.
We will later observe how the first three cases relates to surfaces of constant 
Gaussian curvature.
Since, N now represents a coefficient from the second fundamental form we will 
then let U represent the unit normal vector and O be an open set.
1.3 Geodesics
This section will focus on the important concepts associated to a regular surface 
depend only on the first fundamental form and see how they will relate to Geodesics on 
surfaces of constant Gaussian curvature. Therefore, it is convenient that we formulate 
in a precise way what is meant by two regular surfaces having equal first fundamental 
forms.
Definition 1.11. An isometry cf>: S —> S of two regular surfaces S,S in R3 is bijective 
differentiable mapping that preserves the first fundamental form; when this is the case, 
the two surfaces S, S are said to be isometric.
Definition 1.12. A mapping <b : V —> S of a neighborhood V of a point p on a surface 
S into a surface S is local isometry at p if there exists a neighborhood V of </>(p) G S 
such that (f> : V V is an isometry. If there exists a local isometry of S on § at every 
point p G S, the surface S is said to be locally isometric to S. Surfaces S and S are 
locally isometric if S is locally isometric to S is locally isometric to S.
14
Figure 1.6: A Cone Locally Isometric to a Plane
To get a better understanding of the above definitions consider a one-sheeted 
cone minus the vertex and a generator and show that it is locally isometric to a plane.
This can be seen geometrically by cutting the cone along the generator and 
unrolling it onto a piece of plane. In this case the unrolling is a bending of the surface 
without stretching or shrinking; therefore it is an isometry. This is also clear, perhaps 
even clearer, from the inverse process of the unrolling a piece of paper in the form of a 
circular sector can be bent around a cone; the radius of the sector becomes the length 
of the generator (Figure 1.6).
Theorem 1.13. Assume the existence of parametrization x : O —> S and x : O —> S 
such that E = E, F = F, G = G in O. Then the map <f>: x o x~x : x(O) —> S is a local 
isometry.
Proof. Let p E x(O) and w E TP(S). Then W is tangent to a curve x(a:(t)) at t = 0, 
where aft) = (uft),vft)) is a curve in U; thus, w may be written
w = xuu' + x.vv'.
By definition, the vector dc/)pfw) is the tangent vector to the curve xox 1 ox(o(t)), i.e., 
to the curve k(a(t)) at t = 0. Thus,
d<fpfw) = x.uu' + xvv'.
Since
IP(w)
^(p)(#p(w))
Efu')2 + 2Fu'v' + Gfu')2,
Efu')2 + 2Fu'v' + Gfu')2,
15
we conclude that /p(w) = L/>(p)(d0p(w)) for all p E x(O) and all w E TP(S); hence, 0 is 
a local isometry. □
Now, I will turn my focus to studying the analogue of Frenet’s trihedron and the 
derivatives of its vector. The purpose of this is to show that the Gaussian curvature can 
be written in terms of the first fundamental coefficients and therefore, locally isometric. 
S will denote, as usual, a regular, orientable, and oriented surface. Let x : O —> S be a 
parametrization in the orientation of S. It is possible to assign to each point of x(O) a 
natural trihedron given by the vectors x1I:x„, and u.
By expressing the derivatives of the vectors x„,x„, and U in terms of its basis 
{x^x^U}, yields
xu« == rj xxu + r21Xv + LiU,
^■uv == r} 2x« + r2 2xv + L2U,
X-vu ~= r2 ixu + r2 ix„ + l2u,
- ^2 2XM + ^2 2xv + L3C7,
=
uv == «12XU + «22xv5
where the a^, i,j = 1,2, were obtain chapter 2.6 and the other coefficients are left to be 
determined. The coefficients j,i,j,k = 1,2, are called the Christoffel symbols of S in 
the parametrization x. Since xw = xvu, we conclude that r( 2 = Tj -j and T2 2 = T2 x.
By taking the inner product of xMU, xuv, xTO, xvv with N, we obtain L\ = 
L,L2 = L2 = M,L^ = N, where L,N,M are the coefficients of the second funda­
mental form of S. Moreover, to determine the Christoffel symbols, we take the inner
16
product of xUu, *uv,  ^vu, with x„ and xv
r} xe + rf xf = (xutt,xu) = 2^“’
rx xF + rxlG = (XMM)Xl) = Fu 2^^’
rx 2e + t2 2f = (XU1O xu) = 2'^'t”
r1 2f + t2 2g = (Xtll>;X1?) = ^Gu-,
2e + Tj 2f = (XW, Xtt) = Fv ^Guj
?2 2F + Tl 2G = ■> X1>) = 2 Gv ■
Note that all geometric concepts and properties expressed in terms of the 
Christoffel symbols are invariant under isometries.
The Gaussian curvature can tell us a lot about a surface. We compute K using 
the unit normal U, so that it would seem reasonable to think that the way in which we 
embed the surface in three space would affect the value of K while leaving the geometry 
of S unchanged. This would mean that the Gaussian curvature would not be a geometric 
invariant and, therefore, would not be as helpful in studying surfaces. Our goal is to 
find a formula for K that does not depend on U. We will give a formula for K that 
only depends on E, F, and G. These three quantities {E, F, G} are called the metric of 
a surface. We will state the general formula later but for now we will look at the case 
when F = xu • xv = 0.
Theorem 1.14. The Gaussian curvature of a surface depends only on the metric E,F, 
and G,
JbgWJbg), \Jbg)J
where
Ey — fx-u ' Xu)v and Gu —
Proof. Since, S is a regular surface and x.(u, v) is a parametrization of S implies that 
{xu,xv,N} form a basis for R3. Recall, L = xuu ■ U, M = xuv ■ U and N = x.vv ■ U.
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Expanding xuu, xul), and xw in terms of its basis yields,
xMU = r] xxu + ri xXi, + LU, 
xMt, = r12x„ + r] 2xv + mu, 
xvv = r2 2xv + r2 2x„ + nu,
and
X-uu ■ Xu r} ,xu ■ xu + o+o 
ri ,b.
If we compute xuu ■ xu then we will know f] x. Since,
F — xu so
Thus,
_ Eu
*uu ’ n and r 1 _  Fu1 1 _ 2F'
Further, xu ■ xv = 0 so taking the partial with respect to u gives
(J — Xuu * T" ’ *UV  or XUU *
Also, E = xM • x^, so taking the partial with respect to v gives Ev = 2xu • xuv
consequently, Ev/2 — xu ■ xuv = — xuu ■ xv. Moreover,
"X-UU ‘ X„) Fy
G ~ ~2G
and
Xuy ’ Xu) Ey 
E ~ 2E'
Continuing on, G = xu • x„, so Gu/2 = xuv • x„. Then, since 0 = xv • xu, we have
and,
’ *UV — *vv ’
with
Gu
2E
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therefore, the Cristoffel symbols are
r1 •*■11
pl11 2
pi
1 2 2
Eu
and p2 _±09 —
Gv
2E’ Z Z 2G'
Ev
and r2 —1. 1 9 —
Gu
2E' 1 z 2G'
Gu
and r? i =
Gv
2G' i 1 2G’
Finally, = G, so xOT • x„ = Gv/2 and I?2 2 — xot • x„/G = GV/2G and we end up 
with the following formulas. □
Moreover, using a similar argument we can show that the general case (F / 0) 
yields
1
( _ Eyy I f GUu
2 Juv 2
7p Ey
2 ~ru 2 0 Ey2 Gu2
\
K —
(EG - F2)2
Z7 Gy
2
E F — Ey2
E F
I Gy2 F G Gu2 F G /
Therefore, the Gaussian curvature K of a surface S is invariant by local isometries.
We begin by defining the covariant derivative of vector field, which is the ana­
logue for surfaces of the usual differentiation of vectors in the plane. Recall the tangent 
vector field in an open set O C of a regular surface S is a correspondence w that assigns 
to each p G O a vector w(p) G Tp(5). The vector field w is differentiable at p if, for 
some parametrization x(u, v) in p, the components a and b of w = ax.u + bx„ in the basis 
{xu,x„} are differentiable function at p and w.
Definition 1.15. Let w be a differential a vector field in an open set O G S and p G O. 
Let y G TP(S) and consider a parametrized curve
a : (—e, e) —> O,
with a:(0) = p and a'(ff) = y, and let ~w(t), t G (—e,e), be the restriction of the vector 
field w to the curve a. The vector obtain by the normal projection of (dw/dt)(0) onto 
the plane Tp(S) is called the covariant derivative atp of the vector field w relative to the 
vector y. This covariant derivative is denoted by (Dw/dtfiQ) (Figure 1.3).
Definition 1.15 makes use of the normal vector of S and of a particular curve 
a, tangent to y at p. To show that covariant differentiation is a concept of the intrinsic
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Figure 1.7: The Covariant Derivative
geometry and that it does not depend on the choice of the curve a, we will obtain its 
expression in terms of a parametrization x(u, u) of S in p.
Let x(u(t), v(t)) = aft) be the expression of the curve a and let
w(t) = a(u(t),w(t))xu + b(u)t), v)t))xu
= a(t)xu + b(t)x.v,
be the expression of w(t) in the parametrization x(u, v). Then
= a(xuuu + x.uvv') + bfxvuu' + xOTw') + a'xu + b'xv,
where prime denotes the derivative with respect to t.
Since Dw/dt is the component of dw/dt in the tangent plane, we use the 
expression found in sections 2.7 for xuu,-x.uv, and xvv and, by dropping the normal 
component yields
= (a! + r} idu' + rj 2av' + r} 2bu' + r2 2i>v/) xu
(Zu
+ (b + r? yiu + r? 2a1if + r? 2^^ t ^2 2^0 xu- 
and substituting the values for the Christoffel symbols yields,
Dw
dt
+
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Hence, the covariant derivative Dw/dt of a tangent vector w of a surface S at a point 
p depends only on the first fundamental form of the surface S and is a generalization of 
the usual derivative of vectors in the plane.
Definition . 1.16. A tangent vector field w of a surface is parallel along a parametrized 
curve C on S if D~w/dt = 0 along C.
Theorem 1.17. On a surface S there exists a unique parallel tangent vector field w(t) 
such that v(t) is a given tangent vector; in other words, every tangent vector v(to) of the 
surface S at the point x(to) can be parallelly transported along a curve x(t) on S, and 
the vector v(ti) is called the parallel transport of v(to) along the curve x(t) at the point
Lemma 1.18. The parallelism on a surface S preserves the inner product of two tangent 
vector fields v and w on S and, in particular, the angle 0 between v and w is constant 
if they are constant lengths.
Proof. Since v • U = w • U = 0, we have
,, . , , Dv Dw
alv-w; = uv • w + v • aw = —— • w + v • ——. 
dt dt
If v and v are parallel along any curve C on S, then Dv/dt = Dvt/dt = 0 which implies 
that d(v • wj = 0. Therefore, v • w is constant. □
Consider a family of unit tangent vectors y(s) of a surface S, which are parallel 
along a curve C on S where s is the arc length of C. Let t be the angle between y(.s) and 
the unit tangent vector x'(s) of C, where the prime denotes the derivative with respect 
to s.
Definition 1.19. The rate of change oft with respect to s
k3=dfs (1.16)
is called the geodesic curvature at a point p of C on S, and a curve on a surface with 
zero geodesic curvature everywhere is a geodesic of the surface.
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Let A0 be the angle between the tangent vector x'(s + As) and the parallel 
transport of the vector x'(s) along C at x(s + As). Since the angle between two tangent 
vectors of constant lengths remain unchanged under a parallel transport, it follows that
kg
r A0
hm —,
As—>0 As
which shows that kg is independent of the choice of y(s).
Geometrically, the tangent vectors of a geodesic are parallel to themselves along 
the geodesic. When the enveloping developable surface of a geodesic is unrolled onto a 
plane, the geodesic goes to a straight line.
We shall give an alternate definition of geodesic curvature and then state the 
properties of geodesics curvature and geodesics.
The acceleration along a curve a along a surface S can be broken up into 
the tangential and normal components a" = v’T + kv2N, but we can drop the normal 
component because we are on the tangent plane.
Now, suppose that a has unit speed. Then we have two perpendicular unit 
vectors T = a' and U, the unit normal of S. We get a third unit vector orthogonal 
to T and U by taking T x U. These three vectors have to form a basis for R3. Thus, 
a" — aT + bT x U + cU where
a = a" • T, b = a" xU, c = a" ■ U.
Rewriting a yields
a" = fa" ■ T)T + (a" x U)T x U + (a" ■ U)U.
Since a' • a' = 1 so differentiating we find that a • a" = 0 or a" • T = a" • a' = 0. Thus, 
there is no T-component for a",
a" ■ (T xU) = —a" -(UxT)
= -(-U-(a"xT)
= U-(a"xa').
Our first condition above (U • (T x U) = 0) tells us that T xU lies in Tp(S) for all p G S.
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The second condition tells us
a" ■ (T xU) U ■ (a" x a') 
||17U \\a" x a'||cos0 
||oi// X Cx' || COS0 
ka cos 0
where ka is the curvature of ex and 0 is the angle between ex" x a' and U. This quantity 
is called the geodesic curvature of a and is denoted
= ka cos 0.
We shall define a system of parameters bearing a simple relationship to geo­
desics. We take a curve Co on a surface S give by x(u, v), and construct geodesics of S 
through the points of Co and orthogonal to Co- Take these geodesics as u-curves and 
their orthogonal trajectories as u-curves. We restrict our discussion to a neighborhood 
in which this coordinate system is valid. Since the parametric curves are orthogonal we 
have F = 0. Denoting the arc length on u-curves by s we find, along u-curves, 
therefore
and
Xuu
2E2 '
Ev
2GE3/2
Ev
2EVG
which implies that E is a function of u alone. If we introduce a new parameter f y/Edu 
and denote it again by u, the first fundamental form of the surface S becomes
ds2 = du2 + G(u, v)dv2. (1-17)
For convenience of studying intrinsic geometry we can define geodesic in terms 
of polar coordinates and equation 1.17 can be written as
ds2 = dr2 + G(r, <j))d(f>2, (1-18)
where r is the arc length along the geodesics through some point P, and <f> can be chosen 
to be the angle the geodesic makes with a fixed directions at P.
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Moreover, we will introduce a way to handle the calculation of geodesics in 
a more general way. In the following we only consider orthogonal parameterizations 
x(u,v) (i.e. F = xu • xu = 0). Let a be a geodesic in x(u,v). Then a = x(u(t), u(t)) 
and a' = x^u' + x„u' with
a" = xutl(u')2 + xuvv'u' + xuu" + xvuu'v' + xTO(i;')2 + xvv".
a"
Using the formulas for xuu,xuv and xvv from section 2.7 yields
(II . EU I t\1 I I I Gu ! /\2 I“ +2B(“) +^“’ )
(Il Ev z i\2 i Gu I l i Gv i t\2 i ’ ~2G(U) +-GUV+2G(V> )
U (L(u'f + 2Mu'v' + N(y')2)
+
+
(1-19)
where the first two terms give the tangential part of a". For a to be a geodesic then, it 
is both necessary and sufficient that the following geodesic equations
n . M l t Gu I /\2 n
“ +2E(”) +^“” “2E<’’) =° 
”"-^(“')2 + |?«v + §(’’')2 = ‘>
(1.20)
are satisfied.
Now we are ready to begin our study of surfaces of constant Gaussian curvature.
Since in a geodesic polar system E = 1 and F = 0, the Gaussian curvature K can be 
written
_ (VG)rr
Vg
This expression may be considered as the differential equation which VG(r, </>) should 
satisfy if we want the surface to have curvature K(r, </>). If K is constant, then their 
expression can be written
(VG)rr + KVG = 0, (1-21)
a linear differential equation of second order with constant coefficients.
1.4 Examples
Before studying surfaces of constant Gaussian curvature, we will present some 
examples that show the use of the definitions and theorems.
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Example 1.20. Show that the sphere
{s2 = (x,y, z) G R3; x2 + y2 + z2 = a2},
which consists of all points at distance a from the origin 0(0,0,0), is a surface.
We first need to verify that the map xx :U d R2 —> R?givenby
*1 (x, y)= (x,y,+ -/a2 - (z2 + y2)}, (x, y) G U,
where R2 = {(x,y,z) G R3\z — 0} and U = {(x,y) G R2-,x2 + y2 < a2}, is a parame­
trization of S2. Observe that xx(Uj is the open part of S2 above the xy plane.
Since x2+y2 < a2, the function +y/a2 — (x2 + y2) has continuous partial deriv­
atives of all order. Thus, xx is differentiable and condition 1 holds.
Next, we observe that xx is one-to-one and that Xi-1 is the restriction of the 
continuous projection 7r(x,y,z) = (x,y) to the set xi(L7j. Thus, Xi"1 is continuous in 
xi (U) and satisfies condition 2.
To check condition 3, we can compute its Jacobian Matrix
( dx dy_ df_ \
dx dx dx
dx dy df_
\ dy dy dy /
df \
dx
dy /
1
0 1
whose rank is obviously 2 at each point (x, y, z) G S^_. Hence xi is a parametrization of 
S2. '
Next we cover the whole sphere with a similar parametrization as follows. Define 
x2 : U C R2 -> R3 by
x2
(x, y) = (s, y, - y/a2 - (x2 + y2)}.
Moreover, xx((7j Ux2(fj covers S2 minus the equator
{(», y, z) G R3-, x2 + y2 = a2, z = 0}.
Then, using the xz and yz plane, we define the parametrization
x3(x,z) = (x,+y/a2 - (x2 + z2),z), 
x4(x, z) = (x,—^/a2 - (x2 + z2), z), 
xs(y,z) = (+\/a2 - (y2 + z2),y,z),
xe(y,z) = (~ \/a2 - (y2+ z2),y,z),
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Figure 1.8: Parameterizations of S2
which, together with xi and x2, cover S2 completely (Figure 1.8) and show that S2 is a 
regular surface.
For most applications, it is convenient to relate parametrization to the geo­
graphical coordinates on S2. Let V = {(0,0); 0 < 0 < 7r,0 < 0 < 2tt} and let x : V —> R3
be given by
x(0,0) = (sin 0 cos 0, sin 0 sin 0, cos 0)
Clearly, x(V) C S2. We shall prove that x is a parametrization of S2. 0 is usually called 
the colatitude and 0 the longitude (Figure 1.9).
It is clear that the function sin 0 cos 0, sin 0 sin 0, cos 0 have continuous partial 
derivative of all order; hence x is differentiable. Moreover, in order that the Jacobian
determinants
d(x, y} 2 a • n
= a cos 0 sin0,
9(0,0)
d(y, z)
9(0,0)
= a2 sin2 0 cos 0,
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Figure 1.9: Geographical Coordinates on S2
vanish simultaneously, it is necessary that
a4 (sin2 0 cos2 0 + sin4 0 cos2 <f + sin4 0 sin2 <f>) = a4 sin2 0 = 0.
This does not happen in V, and so conditions 1 and 3 of definition 1.1 are satisfied.
Next, we observe that given (x, y, z) E S2 — C, where C is the semicircle
C = {(x, y, z) E S2-,y = 0,x> 0},
0 is uniquely determine by 0 = cos-1 z, since 0 < 0 < tt. By knowing 0, we find sin <f and 
cos(/> from x — sin0cos</>, y = sin0sin</>, and this determines f uniquely (0 < </> < 2ir). 
It follows that x has an inverse x_1. By lemma 1.4 x_1 is continuous.
We remark that x(V) — S2 — semicircle through the two poles (0,0, a) and 
(0,0, —a) and that we can cover S2 by the coordinate neighborhoods of two parameter- 
izations of this type.
Example 1.21. Calculate the Mean and Gaussian curvature of the Enneper’s surface 
parametrized by
x(u, v) = (u — + uv2, v — yvu2, u2 — v2)
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Figure 1.10: Enneper’s Surface
Then, xu = (1 — u2 + v2,2uv, 2u), x„ = (2uv, 1 — v2 + u2, —2v) and we compute 
E, F and G
E = xu • xu
= 1 + 2u2 + 2v2 + u4 + 2u2v2 + v4
= (1 + u2 + u2)2,
F - Xu-xv
= 2uv — 2u3v + 2uu3 + 2uv — 2uv3 + 2u3u — 4uv
= 0,
G = xv-xv
= 4u2v2 + 1 — v2 + u2 — v2 + v4 — v2u2 + u2 — u2v2 + u4 + 4v2
= 1 + 2u2 + 2v2 + u4 + 2u2v2 + v4
= (l + u2 + v2)2.
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The unit normal
U
Xu x xv
lxu x xv
The second partials xuu = (-2u, 2v, 2), xuv — (2v, 2u, 0), xvv = (2u, —2v, —2) yields
r TT 2(u2 + u2 + 1)2
— xuu ' U — , 2 2 i 1 \2
(us + u2 + ly
= 2
M = xuv-U
= 0
IV
-2(u2 + u2 + 1)2
vv (u2 + V2 + l)2
—2
Then the Gaussian curvature of the Enneper’s surface is
K
LN-M2
EG-F2 
-4
(u2 + v2 + l)4
and the mean curvature is
GL + EN - 2FM 
2(EG - F2) 
(u2 + u2 + l)2(2) + (u2 + u2 + l)2(-2) - 0 
2(u2 + v2 + l)4
0.
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Moreover, since the mean curvature is zero implies that the Enneper’s surface is a mini- 
mal surface.
Also note that calculating the mean and Gaussian curvature can be very time 
consuming and from now on MAPLE will be used to aid us in our studies (see Appendix 
A).
Example 1.22. Prove that the one-sheeted cone (minus the vertex)
z = +k\/x2+y2, (x,y) / (0,0),
is locally isometric to a plane.
Proof. Let U C R2 be the open set given in polar coordinates (p, 0) by
0 < p < oo, O<0< 27rsina,
where 2a;(0 < 2a < pi) is the angle at the vertex of the cone (i.e., where cot a = k), and 
let F : U —> R3 be the map (Figure 2-17)
sin a cos , p sin a sin
F(U) is contained in the cone because
Furthermore, when 0 describes the interval (0,2% sin a), 0/sinai describes the interval 
(0, 27t). Thus, all points of the cone except the generator 0 = 0 are covered by F(U).
Since F and dF are one-to-one in U implies that F is a diffeomorphism of U 
onto the cone minus a generator.
To show that F is an isometry, one can think of U as a regular surface para­
metrized by
x(p, 0) = (pcos0, psin0,0), 0 < p < oo, 0 < 0 < 2-7rsino!.
The coefficients of the first fundamental form of U in this parametrization are
E = 1, F = 0, G = p2.
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On the other hand, the coefficients of the first fundamental form of the cone in the 
parametrization Fox are
E = 1, F = 0, G = p2.
Therefore, F is a local isometry. □
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Chapter 2
Surfaces of Constant Gaussian 
Curvature
2.1 Introduction
A geometric property of a surface is called intrinsic if it depends only on the 
first fundamental form of the surface. Geometrically, intrinsic properties of a surface are 
invariant under a bending of the surface without stretching or shrinking. We have shown 
that the Gaussian curvature and the covariant derivatives are intrinsic. The result that 
covariant derivatives are intrinsic gives the important fact that any two surfaces with the 
same first fundamental form have the same parallelism. For example, since the cone and 
plane have the same first fundamental form, we can obtain the parallelism on the cone 
by unrolling it onto the plane, transporting parallelly in the Euclidean sense and then 
rolling the plane back to the cone. Therefore, I will focus the remainder of my studies 
toward geodesics on surfaces of constant Gaussian curvature.
2.2 Geodesics on Surfaces of Constant Gaussian Curvature
We begin by stating Minding’s theorem.
Theorem 2.1. Two surfaces of the same constant Gaussian curvature are locally iso­
metric.
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Proof. Let S and S be two surfaces of the same constant Gaussian curvature K, and let 
f be a mapping between two neighborhoods of two arbitrary points P, P on S , S such 
that each pair of corresponding points has the same geodesic polar coordinates (r, </>) 
with respect to two arbitrary tangent directions of S, S at P, P, respectively. Then by 
equation 1.18, the first, fundamental forms of S, S at P,P are, respectively,
(2-1)
(2-2)
(2-3)
(2-4) 
with a constant coefficient K.
Since K does not depend on r, equation 2.4 can be treated as an ordinary 
differential equation, and a solution of the equation is uniquely determined by the initial 
values of z and zr, which might also depend on 0 as a parameter. But by equation 2.2 
bot \[G and VG satisfy the same initial conditions. Thus, a/G = VG everywhere, so 
that ds2 = ds2. Hence, f is a local isometry of S, S. □
Before we can state the following corollary we need to show that the Gaussian 
curvature for the plane is zero, sphere is positive everywhere and pseudosphere is negative 
everywhere. Recall that the Gaussian curvature is K = ^,~p2 and consider a plane 
with parametrization
x(u,u) = (u, v, u — v).
ds2 — dr2 + Gdf , ds2 = dr2 + Gdcp,
where
G(P,</>) = G(P,</>) = 0,
Furthermore, we have
K = -^(A/G)rr,
G(P,0)r = G(P,<£)r = l.
K = _^(y/G)rr.
a/G
Thus a/G and VG are solutions to the differential equation
zrr = — Kz
Then
(i,o,-i),
(0,1,-1),
(2-5)
(2-6)
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E = 2, F = 1, and G = 2.
Since, xUM = xuv = xvv = 0 the Gaussian curvature K = 0 for a plane.
Now, consider a sphere with radius a with parametrization
x(u,v) = (a sin u cos v, a sin u sin v, a cos u).
we have xu = (a cos u cos v, a cos u sin v, —a sin u) and x„ = (—a sin u sin v, a sin u cos v, 0). 
Compute the coefficients for the first fundamental form and the unit normal vector
E = a2 cos2 u cosv +a2 cos2 u sin2 v + a2 sin2 u
= a2 cos2 u(cos2 v + sin2 v) + a2 sin2 u
= a2 (cos“ + sin2 u)
= a2,
F = —af cos u sin u cos v sin v + a2 cos u sin u cos v sin v
= o,
G = a2 sin2 u sin2 v + a? sin2 u cos2 v
= a2 sin2 u(sin2 v + cos2 v)
= a2 sin2 u,
_ a2 sin2 u cos v, a2 sin2 u sin v, a2 cos u sin u
y/a4 sin4 u cos2 v + a4 sin4 u sin2 u + a4 cos2 u sin2 u
= (sinu cos v, sinu sin v, cos u).
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Now we need to compute the coefficients of the second fundamental form
L = (—a sin u cos v, —a sin u sin v, —a cos u) • (sin u cos v, sinusin v, cos u)
= —a sin1 2 *u cos2 v — a sin2 u sin2 v — a cos2 u
1
a2
We now consider the pseudosphere, which is a surface of revolution obtained by revolving 
a tractrix about its asymptote (Figure 2.2). A tractrix is a plane curve with the following 
property: the segment of its tangent between the point of contact and some fixed straight
line in the plane (the asymptote of the tractrix) is of constant length a. Thus, the 
pseudosphere with respect to the tractrix is give by the following parametrization
= —a sin2 u(cos2 v + sin2 v) — a cos2
= —a (sin2 + cos2) 
= -a,
M = (—acosusinv,acosucosw,0) • (sinu cos w, sinusin v, cos u)
= —a cos u sin u cos v sin v + a cos u sin u cos u sin v= 0,
N = (—a sin u cos u, — a sinusin w,0) • (sin u cos v, sinusin v, cos u)
= — a sin2 u cos2 v — a sin2 u sin2 u
= — asin2u(cos2 v + sin2u)
= —asin2u.
Finally, we have
K
LN — M2
EG — F2
a sinz u 
a4 sin2 u
(u,v) = (asinucosv,asinusinu,a (cos u + In tan ) .
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Then
Figure 2.1: The Pseudosphere
xu
Xy
^uv
xv X Xv
Xu X xj
(—a2 cos“ cos v, —a2 cos2 usinv,a2 cosusinucos2 v + a2 cosusinusin2 v) 
(—a2 cos2 u cos v, —a2 cos2 u sinu, a2 cos u sinu) ,
V a4 cos4 u cos2 v + a4 cos4 u sin2 v + a4 cos2 u sin2 u
a4 cos2 u (cos2 u + sin2 u)
a2 cos u,
U = (— cos u cos v, — cos u sinu, sinu).
\J a4 cos4 u +a4 cos2 u sin2 u
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We now then can compute the coefficients for the first and second fundamental form
n 2 2 2 2 2'2 COS4 U
E = a cos u cos v + a cos u sin v H--------------,--------
sin u
_ a2 cos2 u sin2 u + a2 cos4 u
sin2 u
a2 cos2 (sin2 u + cos2 it)
sin2 u
o 2a cosx u
• 2 ’
siru
F = —a cos u sin u cos v sin v + a cos u sin u cos v sin v
= 0,
G = a2 sin2 u sin2 v + a2 sin2 u cos2 v
2 • 2
= a sm u,
r o 2 ~a cos u (2 sin2 u + cos2 u}
L = a cos u sm u cos v + a cos u sm it sm v--------------------------*—--------------------------------- --
smiz
a cos u sin2 u — 2a cos u sin2 u — a cos2 u
sin it
a cos it sin2 u + a cos3 u
sin it
a cos it (sin2 it + cos2 it)
sin it
a cos u
sin it ’
, 9 O
M = a cos cos v sm v — a cos u cos v sin v
= 0,
N = a cos it sin it cos2 v + a cos u sin u sin2 v
= a cos u sin u.
Finally, we have the Gaussian curvature for a pseudosphere
LIV-M2
EG-F2
LN
~EG 
_ a2 cos2 it
a4 cos2 u
1
Since, we have shown the constant Gaussian curvature for the plane, sphere,
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and pseudosphere to be K = 0,K = a 2,K = —a 2, respectively. Then it is now 
possible to state the following corollary.
Corollary 2.2. A surface of zero constant Gaussian curvature K = 0 is locally isomet­
ric to a plane. A surface of positive constant Gaussian curvature K = a~~2 is locally 
isometric to a sphere of radius a. A surface of negative constant Gaussian curvature 
K = —a~2 is locally isometric to the pseudosphere.
The first fundamental coefficients vary with different types of surfaces of con­
stant Gaussian curvature. To get a better idea of what these coefficients look like, 
consider equation (2.3)
If K — 0 then (yfG)rr = 0. Thus, (fG)r = q(^>), where q(</>) is a function of </>. 
Since
lim(\/G)r = 1,
r—>0
we conclude that (q/G)r = 1. Therefore, \/G = r + /(^), where f(f>) is a function of j). 
Since
/(<£) = limx/G = 0,
r—>0
we have in this case,
E = 1, F = 0, and G(r, 0) = r2.
If K > 0, the general solution of equation (2.3) is give by •
\/G = A(</>) cos(\/j<r) + B(<j>)sin(y/Kr),
where A(</>) and B(<f)) are function of </>, which can be verified by differentiation. 
Since limx/G = 0, we obtain A(d)) = 0. Thus,
r—>0
(x/G)r = B((I>)VK cos(VKr),
and since lim(q/G)r = 1, we can conclude that
i—>o
There, in this case,
E = 1, F = 0, and G = sin2(q/Ar).
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If K < 0, the general solution of equation (2.3) is
a/G = A(</>) cosh(\/—Er) + sinh( a/—Er).
By using the initial condition, we verify that in this case
E=l, F = 0, and G = -J- sinh2(V^Er).
Now, we will going to investigate the geodesics of these models of constant 
Gaussian curvature case by case. For case 1, K = 0, we will show that the geodesics in the 
plane are straight lines. We begin by parameterizing the plane so that x(u, v) = (u, v, 0) 
and then calculating the partial derivatives xu = (1,0,0) and xv = (0,1,0). Then, the 
coefficients of the first fundamental form are: E — 1,F = 0, and G = 1. The geodesics 
equations (1.19) and (1.20) yield,
u" = v" = o.
Hence, u(t) = at + b and v(t) = ct + d where a, b, c, and d are constants. Then x(t) = 
(at + b,ct + d, 0) is linear and only straight lines on the plane take this form and are 
geodesics on the plane.
Another example of a surface with constant Gaussian curvature that is isometric 
to the plane is the circular cylinder. Consider the cylinder x2 + y2 = 1 parametrized by 
x(u,v) = (cosu,sinu,v). First we need to compute xu and xv
xu = (—sinu, cosu, 0) and xv = (0,0,1),
and,then
E = sin2 u + cos2 u = 1
F = 0
G = 1.
By the geodesic equations (1.19) and (1.20),
u"(s) = a and v"(s) = b,
where s is the arc length of G. Then we can easily see that u'(s') = a and then u(s) = 
as + b where a and b are constants. Likewise, v(s) = cs + d where c and d are constant.
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X
Local 
isometry
Geodesic
Figure 2.2: Geodesics on a Cylinder
If u(s) is constant, then the geodesics will be straight lines. If v(s) is constant, then the 
geodesics will be circles. If neither equation is constant, then the geodesics of a cylinder 
is in the from
(cos (as + ft), sin(c.s + d), cs + d)
and, thus the geodesics is the helix.
Furthermore, we know that the plane and cylinder both have zero Gaussian 
curvature and mapping geodesics on a right circular cylinder to a plane by local isometry 
will yield straight lines (Figure 2.2).
Now, I will on to the next case when K > 0. Consider a surfaces of positive 
constant Gaussian curvature such at the unit sphere. A know fact is that the geodesics 
of a sphere are the great circle, curves that are contained in the intersection of a plane 
through the origin. Recall, the parametrization of a unit sphere to be
x(u,u) = (cos u sin v, sin u cos v, sin v).
Then
xu = (—sina cos u, cos ucos v,0),
x„ = (— cosusinv,— sin u sin v, cos v),
and the coefficients
0 9 9 9 9E = sin ucos v + cos ucos v = cos v,
F = sin u cos u cos v sinu — sinu cos ucos usinu + 0 = 0,
G = cos2 u sin2 v + sin2 u sin2+ cos2v = 1.
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The geodesic equations (1.19) and (1.20) yields
u" — 2 tan vu'v' = 0 and v" + sin v cos u (it7)2,
and we also know that 1 = E(u')2+G(v')2 , which then implies that 1 = cos2 u(u')2+(v/)2.
We first solve the first geodesic equation as follows:
u" = 2tanwV,
u"
— = 2tanuv/,
w
2tanuv/, 
lnt/ = —21ncosw + c,
glnu' _ g—21ncosu+c
u' = CCOS_2U,
/ c
U = ----- 2-.
COS2 V
Substituting u' into 1 = cos2 v(u')2 + (y1)2 yields,
1
(u')2
(u')2
and dividing u' by v' produces the separable differential equation
and, then
Integrating both sides
u
41
Let w = ^£^2 ^an v , dw = sec2 vdv and then substituting it into the above
equation yields,
1 — c2
u /
, ___  . „ dw
\/l — c2 Vl — c2 — c2 tan2 v
r
J Vl — 2c2 + c4 — c2 tan2 w + c4 tan2 v 
f_______________ 1-c2_______________ .
J (1 — c2)2 — c2 tan2 v(l — c2) W
f ! c2 tan2 v'dw
r dw
J 1 — w2
1—c2
and now let w = sin 0
u
(
c tan v \ ,
—;------------- + d.
Now, we let A = and then we have
u = arcsin (A tan u) + d,
which can be written as,
sin(u — d) = A tan v
and expanding the left side
. , Asina
sm u cos d — sin d cos u =---------------
COS V
and,then
sin u cos v cos d — sin d cos u cos v — A sin v 
cosu
Finally, letting x = cos u cos v , y = sin u cos v, and z = sinu and only considering the 
numerator, we get
y cos d — xsind — Xz = 0.
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Figure 2.3: Geodesic on a Cone
Hence, the geodesic equations imply that the geodesics lie on a plane ax + by + cz = 0 
through the origin and therefore^ the great circle. Moreover, surfaces with constant 
Gaussian curvature are locally isometric to S'2
MAPLE was used to aid these calculations and, more importantly, to graph 
the geodesics on various types of surfaces with constant Gaussian curvature. Thus, we 
have included MAPLE procedures that we have used to graph the surfaces of constant 
Gaussian curvature (see APPENDIX A).
Figure 2.3 is a geodesic going through (1,0,1) and (0,1,1) created by using the 
MAPLE procedures that can be found in APPENXDIX A.
We would like to introduce rotation surfaces of constant curvature, before in­
troducing surfaces with negative constant Gaussian curvature. The best known types 
of surfaces of constant curvature K / 0 are the rotation surfaces of constant curvature. 
Such surfaces can be given by the parametric representation
x(r, 0) = (rcos0, rsin0,/(r)), (2-7)
with corresponding first fundamental form
ds2 = (1 + (/'))2)^2 + ^02- (2.8)
Letting du = y/1 + (f')dr yields
ds2 = du2 + Gdcj)2, (2.9)
G = G(u) = r2 (2.10) 
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from equation (2.8). The function G has the special property that depends only on 
u, and this property is a characteristic of all surfaces isometric with rotation surfaces. 
In fact, if a surface of revolution having parametrization (2.7) then any meridian is a 
geodesic.
Now, we will introduce the case of negative constant Gaussian curvature, K = 
—a~2. The solution for K = —a~2 is given by
VG = C1e^a + c2e-“/\
where cx and c2 are constants. From equations (2.7), (2.8), (2.9), and (2.10) we can write
we find the profile of the rotation surfaces of constant Gaussian curvature, K = —a 
to be
r
z
(cxe(“/“) — C2e(_“/°))2du, 
where the choice of cx and c2 may result in different types of surfaces.
Now, we will examine the case when K < 0 of the pseudosphere. We have 
shown earlier that (K = — a-2) and we will consider the case when cx = a and c2 = 0. 
Then
ds2 = du2 + a2e^2“/“^dv2,
and
r = ae^a\ e(2u/a)du.
Instead of evaluating the integral, we observe that
dr r
dz y/a2 — r ’
which shows that the curve r — f(z) has the property that the segment of the tangent 
between the point of tangency and the point of intersection with the z-axis is constant 
and is equal to a. The curve described here is called the tractix, and the corresponding 
rotation surface is called the pseudosphere, with pseudoradius a. This is why every 
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surface with constant negative Gaussian curvature can be isometrically mapped on a 
pseudosphere of pseudoradius b (Figure 2.1).
Furthermore, we will examine the pseudosphere by using the geodesic equations 
(1.19) and (1.20). Hence,
„ cos2 u
E = a2—r~2—, 
sm u
and
F = 0, G = a2 sin2 u,
Eu =
n o COS U 1
■ 2a2-----------------P
sm u sm
„ 9 cos u: -2U2^-,
sm u
Gu = 2a2 sin u cos u.
Then the geodesic equations have the form
u" - -----------(u')2
sm u cos u
^f(u')2 
cosu
v" + 2 cosu , .—--- U V
smu
0,
and letting v' = 0 yields 
u" - -----------(u')2 = 0,
smucosu
(2.12)
which then implies that there is u = u(t) that makes the above equation true. Moreover, 
u(i) are the geodesics and are the meridians of the pseudosphere.
Another surface with negative constant Gaussian curvature is the Poincare 
Plane. However, the Poincare plane does not exists in R3. So, we will take the same 
approach as if it were in R3 and modify the dot product. Thus, I define P to be the upper 
half-plane P = {(x,y) G R2',y > 0} with parametrization x(u,w) = (u,v) and with the
metric,
Wj • w2
W1 O w2 = 2 ,
where W], w2 G Tp(P) andp = (u.v). This definition of metric means that the usual dot 
product is scaled down by the height of p, in our case v, about the x-axis. Computing 
the coefficients of the first fundamental form
x = (l,0), v = (0,l),
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E — xM 1Xy-9, F = X„ • Xy = 0, and
Note that Gu = 0 and Ev = — and recall that the Gaussian curvature is defined to be
—(7-MiVeg\\VegJv \VegJJu
hence,
K
_v>_ (2\
k jy 
v2 2 
~Tv2
-1.
Thus, P has constant curvature equal to —1 at each point. P is then a negative curvature 
analogue of the unit sphere in R3.
I will now examine the geodesics on the Poincare plane P. Let the parame­
trization x(u, v) = (u, v) and with the metric, 
Wj O W2 =
W1 • W2
7
where wq, W2 G Tp(P) and p = (u, v) define the Poincare plane P. The geodesic equation 
yields,
u"-------- u'v' = 0 and v" 4—(u')2--------- (v')2 = 0.
v v v
Then
£ _ 2 ,
u' v
ln(u/) = 2 ln(u) 4- c
u' = cv2.
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Given the fact that 1 = (u')2(l/i>2) 4- (t/)2(l/v2) yields v' — vy/1 — c2v2. Then
u — d
c2(u — d)2
(u - d)2 4- v2
where v = - sin w
c
This is the equation of a circle centered on the u-axis. Since Gu = 0, vertical lines 
are also geodesics. Therefore, the Poincare plane P has as its geodesics arcs of circles 
centered on the u-axis and vertical lines.
Therefore, geodesics on a surface of constant Gaussian curvature are obtained 
by finding the coefficients of the first fundamental form and substituting them into 
the geodesics equations. Solutions of the geodesic equation must generally be obtained 
numerically and then, since the solutions are in terms of the parameters u and v, plugged 
into the surface parametrization. This task is now simplified with the aid of MAPLE and 
it allows us to have a better visualization of geodesics on surfaces. Moreover, the idea 
of geodesics in R3 holds true in higher dimension such as 7?4 by fixing the dot product 
in R3. In addition, when we calculate the Christoffel symbols for xMM, xu„ and xvv we 
never used U. Hence, the same formulas holds for surfaces not in R3. In particular, the 
calculation of a" remain the same, but without the final term involving U.
47
Chapter 3
Conclusion
The idea that the shortest distance between two points is a line only holds true 
in 7?2. What happens when the surfaces is in 7?3? This was the questions that I had before 
I started my studies on geodesics on surfaces of constant Gaussian curvature. Now the 
answer is clearer. It was important for me to understand that the Gaussian curvature was 
intrinsic, meaning depending only on the first fundamental form. From here I was able to 
conclude that two surfaces of the same constant Gaussian curvature are locally isometric. 
Thus, the Gaussian curvature became a surface invariant. Then I started to study certain 
characteristics on surfaces of constant Gaussian curvature. For example, the case when 
the Gaussian curvature was everywhere zero, the case when the Gaussian curvature was 
everywhere positive and the case when it was every negative. These conditions played a 
critical role on the local isometry of the Gaussian curvature. In addition, I investigated 
geodesics of higher dimensions such as the Poincare plane. The procedure was almost the 
same as if it was in R3 but the dot product was defined differently. From here, I see that it 
is possible to study geodesics on surfaces of higher dimension. It was also imperative that 
I also introduce MAPLE into my studies. It helped me visualize and calculate geodesics 
equations. In conclusion, geodesics on surfaces of constant Gaussian curvatures may 
have many forms, but they are all locally isometric to the plane, sphere or pseudosphere. 
Therefore, understanding the properties of the plane, sphere and pseudosphere was the 
ideal way for me to understand the concept of geodesics on surfaces of constant Gaussian 
curvature.
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Appendix A
MAPLE procedures used to calculate the Gaussian and Mean Curvature. For 
the geodesic equations we need only the coefficients of the first fundamental form.
We then define the dot product and cross product
> dp := proc(X,Y)
> X [1] *Y  [1] +X [2] *Y  [2] +X [3] *Y  [3] ;
> end:
>
> nrm := proc(X)
> sqrt(dp(X,X));
> end :
>
> xp := proc(X,Y)
> local a,b,c;
> a := X[2]*Y 3 -X[3]  ;
>b := X[3]*Y 1 -X[1]  ;
> c := X[1]*Y 2 -X[2]  ;
> [a,b,c];
> end:
>
We then need the Jacobian matrix whose columns comprise
the tangent vectors to the parameter curves
> Jacf := proc(X)
> local Xu, Xv;
> Xu := [diff (X[l] ,u), diff(X[2],u), diff(X[3J,u)J;
> Xv := [diff(X[l] , v), diff(X[2J,v), diff(X[3J,v)];
> simplify![Xu,Xv]);
> end:
>
We then need the unit normal vector and coefficients 
for the first and second fundamental form
> EFG := proc(X)
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> local E,F,G,Y;
> Y := Jacf(X);
> E := dp(Y[l] ,Y[1] ) ;
> F := dp(Y[l] ,Y[2] ) ;
> G := dp(Y[2] ,Y[2]) ;
> simplify![E,F,G]);
> end:
>
> UN : = proc(X)
> local Y,Z,s;
> Y := Jacf(X);
> Z := xp(Y[l] ,Y[2] ) ;
> s := nrm(Z);
> simplify([Z[l]/s, Z[2]/s, Z[3]/sJ);
> end:
>
> LMN := proc(X)
> local Xu, Xv, Xuu,Xuv, Xvv, U, L, M, N;
> Xu := [diff(X[l],u), diff(X[2],u), diff(X [3] ,u)] ;
> Xv := [diff(X[1J,v), diff(X[2],v), diff(X[3],v)];
> Xuu := [diff(Xu[l],u), diff(Xu[2],u), diff(Xu[3],u)];
> Xuv := [diff(Xu[l],v), diff(Xu[2],v), diff(Xu[3],v)];
> Xvv := [diff(Xv[lJ,v), diff(Xv[2],v), diff(Xv[3],v)];
> U := UN(X);
> L : = dp (U, Xuu) ;
> M:= dp(U,Xuv);
> N := dp(U,Xvv);
> simplify![L,M,N]);
> end:
>
Putting everything together yields the procedurea
to calculate the Gaussian and mean curvature
> GK := proc(X)
> local E,F,G,L,M,N,S,T;
> S := EFG(X);
> T := LMN(X);
> E := S[l] ;
> F := S[2] ;
> G := S[3] ;
> L : = T[l] ;
> M := T[2] ;
> N := T[3] ;
> simplify((L*N-M~2) /(E*G-F"2)  ) ;
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> end:
>
> MK :=proc(X)
> local E,F,G,L,M,N,S,T;
> S := EFG(X);
> T ,:= LMN(X) ;
> E := SEI] ;
> F := SE2] ;
> G := S[3] ;
> L ■: = T[l] ;
> M := T[2] ;
> N := T[3] ;
> simplify!(G*L+EN-2FM) /(2*EG-2F~ )  ) ;
> end:
\begin{center}
MAPLE procedures used to calculate the geodesics on a surface 
\end{center}
For Plotting Surfaces we should always begin with
> with(plots):
We then define the dot product and cross product
> dp := proc(X,Y)
> X El] *Y  [1] +X [2] *Y  [2] +X [3] *Y  E3] ;
> end:
>
> nrm := proc(X)
> sqrt(dp(X,X));
> end:
>
> xp := proc(X,Y)
> local a,b,c;
> a := X[2]*Y 3 -X[3]  ;
> b := X[3]*Y 1 -X[1]  ;
> c := X [1]*Y[2]-X[2]1  ;
> [a,b,c];
> end:
>
We then need the Jacobian matrix whose columns
comprise the tangent vectors to the parameter curves
> Jacf := proc(X)
> local Xu, Xv;
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> Xu := [diff(X[l],u), diff(X[2],u), diff(X [3],u)J;
> Xv := [diff (X[l] ,v), diff(X[2],v), diff(X[3],v)J;
> simplify([Xu,Xv]);
> end:
>
We then need the unit normal vector and coefficents 
for the first and second fundamental form
> EFG := proc(X)
> local E,F,G,Y;
> Y := Jacf(X);
> E := dp(Y[l] ,Y[1]);
> F := dp(Y[l] ,Y[2]);
> G := dp(Y[2] ,Y[2]) ;
> simplify([E,F,G] );
> end:
>
The geodesic equations
> geoeq:=proc(X)
> local M,eql,eq2;
> M:=EFG(X);
> eql:=diff(u(t),t2)+subs({u=u(t),v=v(t)}, 
diff(M[1],u)/(2*M [1]))*diff(u(t) ,t)~2
> +subs({u=u(t),v=v(t)},
diff(M[l],v)/(M [1]))*diff(u(t),t)v
> - subs({u=u(t),v=v(t)J,
diff (M[3] ,u)/(2*M[l]))diff v(t)  ,t)'‘2=0;
>
> eq2:=diff(v(t),t2)-subs({u=u(t),v=v(t)}, 
diff(M[l],v)/(2*M[3]))u(t) )t)~2
> +subs({u=u(t),v=v(t)},
diff(M[3],u)/(M[3]))*dfff(u(t),t)i v t ,
> + subs({u=u(t),v=v(t)},
diff(M[3],v)/(2*M [3]))*diff(v(t ),t)'2=0;
> eql,eq2;
> end:
>
Graphing the geodesics on a surface
>plotgeo:=proc(X,ustart,uend,vstart,vend, 
u0,v0,Du0,Dv0,T,N,gr,theta,phi) 
>local sys,desys,ul,vl,listp,geo,plotX; 
>sys:=geoeq(X);
>desys:=dsolve({sys,u(0)=u0,v(0)=v0,
D(u)(0)=Du0,D(v)(0)=Dv0},{u(t),v(t)},
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>type=numeric, output=listprocedure);
>ul:=subs(desys,u(t)); vl:=subs(desys,v(t)); 
>geo:=spacecurve
(subs(u=’ul’(t),v=’vl’(t),X),t=0..T, 
color=black,thickness=2,numpoints=N): 
>plotX:=plot3d(X,u=ustart..uend,v=vstart..vend, 
grid=[gr[l],gr[2]],shading=XY):
>display({geo,plotX},style=wireframe, 
scaling=constrained,orientation
=[theta,phi],shading=xy,lightmodel=light2);
> end:
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