This paper focuses on a cross-corpus speech emotion recognition (SER) task, in which there are some mismatches between the training corpus and the testing corpus. Meanwhile, the label information of the training corpus is known, while the label information of the testing corpus is entirely unknown. To alleviate the influence of these mismatches on the recognition system under this setting, we present a non-negative matrix factorization (NMF) based cross-corpus speech emotion recognition method, called semi-supervised adaptation regularized transfer NMF (SATNMF). The core idea of SATNMF is to incorporate the label information of training corpus into NMF, and seek a latent low-rank feature space, in which the marginal and conditional distribution differences between the two corpora can be minimized simultaneously. Specifically, in this induced feature space, the maximum mean discrepancy (MMD) criterion is used to measure the discrepancies of not only two corpora, but also each class within the two corpora. Moreover, to further exploit the knowledge of the marginal distributions, their underlying manifold structure is considered by using the manifold regularization. Experiments on four popular emotional corpora show that the proposed method achieves better recognition accuracies than state-of-the-art methods.
Introduction
Since humans can recognize emotion across various vocal sources, the similar emotion recognition systems will have broad application. A typical cross-corpus speech emotion recognition (SER) problem is that the training (or source) speech corpus would be very different from the testing (or target) corpus, e.g., they are from two different languages. The conventional SER methods would not be well applicable for such a cross-corpus SER task because they consider that the source and target feature points come from a same corpus or distribution. Consequently, it is an important and very challenging problem that effectively handles the cross-corpus SER in current SER study. Nevertheless, there are still several methods that had been developed to investigate this problem [1, 2] .
In [1] , various normalization schemes were addressed for the cross-corpus SER. From then on, a variety of interesting methods were introduced to deal with this challenging problem. In [2] , three transfer learning methods, namely kernel mean matching (KMM) [3] , Kullback-Leibler importance estimation procedure (KLIEP) [4] , and unconstrained least-squares importance fitting [5] , were incorporated into support vector machine (SVM) for cross-corpus SER tasks. In the works of [6, 7, 8] , a series of auto-encoder based domain adaptation methods were presented by leveraging various auto-encoder based networks to learn a common representation across the source and tar-get samples. Recently, a transfer non-negative matrix factorization (TNMF) method, in which the maximum mean discrepancy (MMD) [9] was introduced to eliminate the feature distribution difference between source and target speech databases, was developed to cope with cross-corpus SER. More recently, a domain-adaptive subspace learning (DoSL) model was applied [10] to cross-corpus SER, which aims at learning a regression coefficient matrix to bridge the source and target speech corpora. In addition, various deep learning architectures were provided for cross-corpus SER [11, 12] .
In this paper, we focus on a specific cross-corpus SER task, in which the source speech signals are labeled, while the label information of the target speech signals is entirely unknown. Inspired by [13, 14] , a novel semi-supervised adaptation regularized transfer non-negative matrix factorization (SATNMF) method is presented for this task. In our method, the label information of the source speech is incorporated into the NMF via the semi-supervised NMF algorithm [13] to learn the discriminative representations. Meanwhile, the distance of the joint probability distributions between the source and target data are considered on the learned representations. The joint distribution distance, which involves the distance between not only the two different distributions, but also each class within the two distributions, is measured by the maximum mean discrepancy (MMD) approach [9] . Moreover, the manifold structure of the two distributions is also considered for further exploiting their underlying knowledge. In the end, a classifier can be trained on the representations of the labeled source speech signals, and applied to predict the emotional states of the target speech signals. Experimental results show the effectiveness of our proposed method.
The proposed framework
The overall diagram of our proposed cross-corpus SER framework is illustrated in Figure 1 .
Speech feature extraction and normalization
The open-source openSMILE tool [15] is popularly used to extract acoustic features in a number of paralinguistic challenges. The idea is to obtain a large pool of potentially relevant features by passing an extensive set of summarizing functionals on the low level descriptor (LLD) contours. In this paper, we use the toolbox with a standard configuration that used in computational paralinguistic challenge of INTERSPEECH 2013 [16] .
The feature set contains as large as 6373 supra-segmental features, where 65 low-level descriptors (e.g. pitch, MFCC and loudness) as well as their first order derivatives are summarized by 54 statistical functionals. Note that some functionals are not applied to all LLDs. In addition, five global temporal statistics are considered and contained in this set. The detailed configuration of this feature set can be referred to [16] . After feature ex- Figure 1 : Illustration of our cross-corpus speech emotion recognition model traction, we employ speaker-dependent (SD) strategy [17] and normalize the range of each feature to the interval [0, 1] by linear scaling. In this paper, we normalize the source samples and the target samples independently.
Semi-supervised transfer NMF
Suppose that we have a feature matrix X s = [x s 1 , . . . , x s n ] ∈ R d×n extracted from a source corpus D s , and a feature ma-
where d is the dimension of the speech emotion feature vectors, n is the number of source samples, and m is the number of target samples. We denote the label matrix of D s by Y s = [y s 1 , . . . , y s n ] ∈ R c×n , where c is the number of classes. The entry y s ij is 1 if x s j belongs to class i, and 0 otherwise.
Semi-supervised non-negative matrix factorization
The NMF is an efficient algorithm that can obtain a low dimensional representation of the non-negative data [18] , which has been successfully applied to various pattern recognition fields, e.g., face recognition and document clustering. It aims at finding two non-negative matrices to well approximate the original matrix data. In [13] , a semi-supervised NMF (SNMF) was presented to incorporate the label information into NMF. Given a non-negative feature matrix X = [X s , X t ] ∈ R d×(n+m) and the corresponding label
, the following problem is then needed to be solved:
is the coding matrix. β > 0 is a tradeoff parameter determining the importance of the supervised term. · 2 F is a Frobenius norm, and • is the Hadamard product. It does no matter that the target labels Y t are unknown, since they are filtered out by the label indicator matrix E = [eij] ∈ R c×(n+m) , which can be defined as:
if yij is unknown.
(2)
The SNMF function (1) is a non-convex problem when calculating U, H and V together, so an iterative algorithm [13] has been presented by updating U, H and V as follows:
(3)
Joint distribution adaptation
By using the SNMF algorithm, a common coding vectors V shared by the data matrix and label matrix can be obtained for both labeled source and unlabeled target corpus. However, for the cross-corpus task, on one hand, the difference of coding vectors between the source and target data are still large, which will have an adverse impact on the recognition performance.
On the other hand, the basis matrix H may only connect the source data with the label space, while not generalize well to the target data since it requires the labeled and unlabeled data to be sampled from identical probability distribution. Thus the major computational issue is how to reduce the distribution difference. Following [14] , we employ the maximum mean discrepancy (MMD) criterion [19] as the distance measure, which compares different distributions based on the distance between the sample means of two corpora in the coding space, namely:
where vi is the i-th column of V. However, it is not enough to only reduce the difference between the marginal distributions, we also need to reduce the differences between the conditional distributions. Unfortunately, it is hard to measure the conditional distribution if we have no labeled data from the target corpus. To address this problem, we manage to utilize the pseudo labels of the target data by adopting some basic classifiers (e.g., SVM) trained on the source data [20] . Although there may be many incorrect labels in the pseudo labels, we look forward to uncovering the underlying structure of the source and target data by transferring the local information. Therefore, we can use both true and pseudo labels to compute the MMD w.r.t. each class k ∈ {1, . . . , c} and make the intra-class centroids of two distributions closer in the coding space:
where D s k is the set of samples belonging to class k in the source data, and n k = |D s k |. Correspondingly, D t k is the set of samples belonging to class k (pseudo) in the target data, and m k = |D t k |. Integrating (4) and (5) leads to the regularization for joint distribution adaptation, that is
where T r(·) is the trace operator of matrix, α > 0 is a balance parameter, and M = M0 + α c k=1 Mc is the MMD matrix, in which each M k (k = 0, . . . , c) is calculated as
Here we denote n0 = n, m0 = m, D s 0 = D s and D t 0 = D t for simplicity.
Manifold regularization
In addition, many previous studies have demonstrated that the naturally occurring data may usually reside on or close to a low dimensional submanifold embedded in a high dimensional space [21] , and the intrinsic geometrical information is important to the discrimination of the data [22] . Inspired by this, a manifold regularization can be computed on the coding vectors as following
where W = [wij] ∈ R (n+m)×(n+m) is the graph affinity matrix, and L is the graph Laplacian matrix. W is defined as:
wij. Finally, by regularizing (1) with (6) and (7) , our semisupervised adaptation regularized transfer NMF based crosscorpus speech emotion recognition is formulated as the following optimization problem:
where λ and γ are two positive regularization parameters.
Cross-corpus speech emotion recognition
We first obtain pseudo labels for the target samples via the classifier trained on the source samples using the original features. Then suppose that (U * , H * , V * ) is the optimal solution of (8), a standard supervised classifier (e.g. SVM) is trained on V s * , and the emotion labels of the target speech feature vectors are assigned by feeding V t * into the trained classifier.
It should be noted that the instability may be introduced by the random initialization in applying SATNMF to the crosscorpus SER. To solve this problem, we propose a simple and efficient voting scheme for better predicting the emotion labels of the target samples. In this method, we conduct several trials of experiments independently and predict the labels of the target samples. Then, for each testing sample from the target corpus, its emotion label is assigned to the label that occurs most among the several trials of predictions.
Experiments
Several experiments are conducted to evaluate our proposed SATNMF approach for cross-corpus SER. 
Data preparation
We conduct experiments on four typical discrete speech emotion datasets, including Berlin [23] , CASIA [24] , eNTERFACE [25] and Estonian [26] . The statistics of these data sets are summarized in Table 1 . We select two datasets each time, which are served as source and target corpus, alternatively, and pick out the samples belonging to the common emotion states. Therefore, we design four types of cross-corpus SER schemes, i.e., e2E, E2B, B2C and C2e. The details are listed in Table 2 , where the emotional categories Anger (A), Fear (F), Happiness (H), Neutral (N), Sadness (Sa) and Surprise (Su) are used for evaluation.
Experimental setup
For comparison purpose, we use the linear SVM as the baseline method and choose five state-of-the-art cross-corpus SER methods, including Marginalized Denoising Auto-encoder (mSDA) [27] , Transfer NMF (TNMF) [14] , Feature Selection based Transfer Subspace Learning (FSTSL) [28] , Domain-adaptive Subspace Learning (DoSL) [10] and Deep Belief Networks (DBN) [29] , to conduct the same experiments as our SATNMF.
For the baseline, a linear SVM model is trained on the source data, and directly tested on the unlabeled target data. mSDA, TNMF, FSTSL and SATNMF are run on all data to learn the new feature representations of source and target data, and then a linear SVM is trained and tested on these new representations. DoSL and DBN are trained on all data in a transductive way to directly induce cross-corpus classifiers. Under our experimental setup, it is impossible to automatically tune the optimal parameters for the target classifier using cross validation, since we have no labeled data in the target corpora. Therefore, we evaluate the six baseline methods on our datasets by empirically searching the parameter space for the optimal parameter settings, and report the best results of each method. For the linear SVM, we set the trade-off parameter C by searching C ∈ {0.1, 0.5, 1, 5, 10, 50, 100}. For TNMF, FSTSL and SATNMF, the number of nearest neighbors p is set by searching p ∈ {1, 3, 5, 10, 15}. The size of dictionary r in TNMF and SAT-NMF is chosen by searching r ∈ {16, 32, 64, 128, 256, 512}. We set all regularization parameters (if any) by searching {0.01, 0.1, 0.5, 1, 5, 10, 50, 100, 1000}. For DBN, a structure with three RBM layers is selected, where the number of hidden units of each layer is set by searching {500, 1000, 2000}, and the number of epoch is set by searching {100, 200, 300, 500}. The learning rate is fixed 10 −3 . The other network parameters are chosen by following the setup in [29] .
We adopt the weighted average recall (WAR) and the unweighted average recall (UAR) to report the emotion recognition accuracy. The WAR means the total number of correctly predicted testing samples of all classes averaged by the total number of testing samples, while the UAR is defined as the accuracy per class averaged by total number of classes. It is better to use both WAR and UAR, rather than only single one, to show the overall performance.
Experimental results

Comparison with SNMF-based methods
The SNMF is a special case of our method with α = γ = λ = 0. Besides, we consider SNMF-γ and STNMF-λ as two other special cases of our SATNMF by setting α = λ = 0 and α = 0, respectively. We plot the UAR and WAR of the four SNMF-based methods in Figure 2 . From the results, it is clear that our method obtains the best overall performance among all the four methods, which implies the reduction of the differences between joint distributions and introduction of the manifold information are benefit to improving the cross-corpus SER accuracy.
Comparison with state-of-the-art methods
The experimental results of different approaches are depicted in Table 3 . From the results, we have the following observations: Firstly, our SATNMF approach can achieve much better overall performance than the other methods. The corresponding relative improvements are 4.84% (UAR) and 1.64% (WAR) compared to the second best method. Secondly, the five state-of- the-art methods and SATNMF outperform the baseline on the average accuracy. The reason is that they employ various techniques to reduce the difference between source and target corpus. Thirdly, our method performs better than the unsupervised TNMF. This is due to that our method takes the label information and the joint distribution difference into consideration. Lastly, the our SATNMF is superior to the supervised FSTSL, DBN and DoSL. A major limitation of these methods is that they are prone to overfitting, since the lack of ability to simultaneously reduce the differences in both marginal and conditional distributions between corpora.
Conclusion
In this paper, a new method called semi-supervised adaptation regularized transfer non-negative matrix factorization (SAT-NMF) is proposed for cross-corpus speech emotion recognition (SER). SATNMF jointly factorizes the data matrix and label matrix, and simultaneously takes into account the joint distribution adaptation of both the marginal and conditional distributions, and the manifold structure. It can obtain more discriminative feature representations, and significantly improve the cross-corpus SER. Several experiments are carried out on four popular public emotional datasets, and the experimental evidence demonstrates the advantages of our method. 
Acknowledgements
