Two groups of rats were trained to press the lever in a serial feature-ambiguous (FA) task. A feature stimulus (X) signaled reinforcement during one target stimulus that was otherwise nonreinforced (a feature-positive or FP discrimination component), but X signaled nonreinforcement during another target stimulus that was otherwise reinforced (a feature-negative or FN discrimination component) . Two different reinforcers, pellets and sucrose solution, were employed for the FP and FN components in a differential outcomes group, whereas they were randomly chosen for the FP and FN components in a mixed outcomes group. The differential group showed better discrimination performance than the mixed group. Implications for underlying mechanisms of the DOE in general and of conditioned modulation are discussed.
otherwise nonreinforced (a feature-positive or FP discrimination component), but X signals nonreinforcement for another target stimulus (B) that is otherwise reinforced (a feature-negative or FN discrimination component; see Nakajima, 1998 , for a review) . For example, in an instrumental serial FA task (Holland & Reeve, 1991) , pressing a lever on trials with a tone was reinforced only when the tone was preceded by a light, and the same response on trials with a noise was reinforced only when the noise was not preceded by the light (X-+A+, A-, X-+B-, B+; where X, A, and B are the light, the tone, and the noise, respectively, and + and -indicate reinforced and nonreinforced trials, respectively). Rats learned this task by responding frequently on the reinforced trials but little on the nonreinforced trials (see also Holland, 1991) .
We may apply a differential outcomes procedure to this task by scheduling two different reinforcers for the reinforced trials of X-+A and B (Le., X-+A+, A-, X-+B-, 8#, where + and # indicate different reinforcers).
Exploring the DOE on FA discrimination was our primary interest in the present study. Two groups of rats were trained with an instrumental serial FA task with an identical design except that one group received differential outcomes for FP and FN subtasks as noted above but that the other received a mixed contingency (Le., one of two kinds of reinforcers was randomly chosen for each response) .
One must note that in our paradigm, not as in other paradigms for DOE research, a single stimulus (Le., a feature) signals states of two outcomes: delivery of a reinforcer and nondelivery of another reinforcer. Thus, that stimulus has no differential information on the outcomes until one of the targets is presented. This property makes our demonstration of the DOE unique (cf. Demarse & Urcuiolo, 1993) .
Method

Subjects
Sixteen experimentally naive male Wistar rats were maintained at 80% of their free-feeding weights. The rats were approximately 60 days old at the beginning of the experiment. Water was freely available in the home cages.
Apparatus
Four modular rat chambers (ENV-007CT, MED Associates, Inc.), measuring 32 cm long, 24 cm wide, and 29.5 cm high, were housed in individual sound-attenuating shells. Each chamber was made of metal front and back panels, clear acrylic side walls, a metal ceiling, and a grid floor. A 46-mm wide, 2-mm thick metal retractable lever protruded 16 mm from the front panel, and a microswitch detected presses on the lever (0.2 N). The edge of the lever was 12 mm from the left wall and 7 cm above the floor. On the front panel a 3-W light bulb was centered 27 cm above the floor, and it was employed as a houselight. A metal shield of the bulb directed the light to the ceiling. The front panel also had a speaker centered 18.5 cm above the floor. A 5-x 5-cm opening was located on the right-left center of the front panel. Its bottom edge was 15 mm above the floor, and a 45-mg food pellet (Muromachi Kikai, Japan) and 0.1-ml sucrose solution (10%, w/w) could be presented there via a pellet dispenser and a liquid dipper, respectively. An electric buzzer (SMB-24, Kamada Signal Application, Japan) was on the inside wall of each outer shell. The experiment was controlled and the data were recorded by a MED-PC system that was interfaced to a microcomputer.
Stimuli
Target stimuli (A and B) were a 2000-Hz continuous tone (80 dB re Scale C) from the speaker and a low-pitch buzzer sound (71 dB), counterbalanced across rats. The background noise level was 66 dB. For all rats, a feature stimulus (X) was a flashing of the houselight (2/s).
Procedure
Throughout the experiment, sessions were scheduled once a day, 7 days a week. Supplemental feeding was given after each session to maintain the rats' body weights. Each session began with the insertion of the lever and ended with its retraction.
Magazine and dipper training and shaping of lever pressing were executed for four sessions of 50 min with the houselight on. During the first 20 min of each session, a reinforcer (a pellet or 3-s presentation of sucrose solution) was delivered automatically on a variable time schedule of 1 min. In addition, every lever press immediately produced the reinforcer and reset the variable timer for the free delivery. During the remaining 30 min, only the instrumental contingency was scheduled. The reinforcer employed was the pellet on Days 1 and 3, and the sucrose on Days 2 and 4.
Then pressing the lever during Stimuli A and B was trained in the unlit chamber for four sessions. Each session contained 20 trials each of A and B in a randomized order. The intertrial interval (ITI) ranged from 40-80 s, with the mean of 60 s. For Group DO (differential outcomes), each lever press during A was followed by one of the reinforcers and during B was followed by the other reinforcer. The identities of the reinforcers were counterbalanced across rats. For Group MO (mixed outcomes), which of the reinforcers followed a given press during both stimuli was determined by random sequences. The duration of A and B was 60 s on the initial 2 days and it was 30 s on the remaining 2 days. Presses during the ITI were never reinforced for both groups in these sessions or in the remainder of the experiment. The trial timer did not stop during the 3-s presentation of sucrose reinforcer. For example, if a lever press triggered that reinforcer at the 28th second since the onset of the trial, the dipper was in the upposition until the 1 st second of the following ITI.
FA discrimination training continued for 20 sessions. Each session contained 15 trials each of X-+A, A, X-+B, B in a randomized order with the mean ITI of 90 s (range: 70-110 s). Durations of X, A, and B were all 5 s, and a 5-s gap was inserted between X and A or B on the compound trials (X-+A and X-+B). Each response during A on the X-+A trials and during B on the B-alone trials was reinforced in the same way as in the preceding phase: Differential reinforcer contingencies in Group DO, and mixed outcomes in Group MO. Responding on the A-alone and X-+B trials was never reinforced. The houselight was off throughout the sessions except during the presentation of X (a flashing houselight). The percentage of trials with at least one response was used for analyses of the acquisition data as in Holland (1991 ; Holland & Reeve, 1991) , because the number of responses during reinforced trials could be artificially affected by the delivery of reinforcers.
The discrimination performance was also assessed by withdrawal of all reinforcers from the experiment to obtain the unbiased number of responses during reinforced and nonreinforced trials. This extinction test lasted for two sessions. For further analysis of the test data, difference ratios were calculated in the form of x/(x+y) where x was the number of responses on the reinforced trials and y was the number of the nonreinforced trials.
Split-plot factorial analyses of variance (ANOVAs) were conducted for statistical analysis. For simplicity, only statistically significant (p < 0.05) or marginal (p < 0.10) F values are reported below. Although the rate of responding during a feature was recorded in the testing and that during a feature-target gap was recorded throughout the experiment, these rates were so negligible that we will not mention them further. Figure 1 depicts the course of acquisition of the FA task by two groups, presented separately for FP and FN components. Discrimination performance was indexed here as a difference score between reinforced and nonreinforced trials for simplicity, because rats responded on almost all reinforced trials (cf. Holland, 1991; Holland & Reeve, 1991) . Group DO showed quicker acquisition than Group MO in either FP or FN subtask and the FP subtask was easier than the FN subtask for both groups. These impressions were proved statistically. An ANOVA with group, subtask (repeated), and block (repeated) as factors, yielded significant main effects of group, F(1 , 14) = 5.72, p< 0.05, subtask, F(1, 14) = 32.11 , P < 0.01 , and block, F(9, 126) = 9.04, p < 0.01 . The group by block interaction had a marginal effect, F(9, 126) = 1.75, p = 0.08, but other interactions were not significant.
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ANOVA with group and subtask (repeated) as factors was applied to each test session. Although there were no significant main effects or interaction on the first test session, Group DO showed better performance than Group MO, F(1 , 14) = 4.51 , P = 0.05 on the second session. The effect of subtask was significant, F(1 , 14) = 5.78, P < 0.05, but the interaction was not. It is noteworthy that the difference ratio was above chance (0.50) in all cases of the first session, «7)s > 2.76, ps < 0.05. On the second session, FP performance was above chance in both groups, «7)s > 2.36, ps < 0.05, although FN discrimination was marginal in Group DO, «7) = 2.21, P = 0.06 and it was far from significance in Group MO, «7) = 1 .12. These results support the superior discrimination performance in Group DO.
Discussion
Rats trained to press the lever on a serial FA task showed better discrimination performance when two different reinforcers were corresponded to FP and FN subtasks (Group DO) than when the reinforcers were randomly chosen for each reinforced response (Group MO). In other words, we successfully demonstrated a DOE on instrumental serial FA discrimination.
There have been two control procedures in research on DOE (Peterson, 1984) . One of them is the mixed outcome procedure used in the present study, and the other is the common outcome procedure where the identical reinforcer is delivered in each of two subtasks. Because the mixed procedure, but not the common procedure, matches the differential procedure in the number of kinds of reinforcers employed, the former seems to be a better control condition. However, the presentation of two different reinforcers randomly might cause confusion in animals. Thus, the better discrimination observed in Group DO than in Group MO might have derived from retardation of performance by Group MO rather than the facilitation by Group DO. Comparison of the differential outcome procedure with the common procedure must be the subject of future research.
Faster acquisition of the FP subtask than of the FN subtask replicated the same pattern observed by Holland (1991; Holland & Reeve, 1991) in an instrumental preparation with rats, but Pavlovian preparations with pigeons (Nakajima, 1992 (Nakajima, , 1994 (Nakajima, , 1997 Rescorla, 1993 ) have shown no difference or the opposite pattern. Further research is required to clarify whether this disparity is caused by the difference in the preparations, in the species, or in other aspects of the procedures. Nakajima (1994) argued that mastery of the serial FA task probably relies on retrospective coding of a feature in memory because the feature has a dual meaning (reinforcement for A and nonreinforcement for B) in this task. Keeping such a dual information in memory over the featuretarget interval would require much memory load, so that animals would abandon this prospective approach and take a retrospective strategy with which they keep only the information of presence or absence of the feature. When the target comes, the animals can make a decision according to the presented target with the aid of the already acquired rule: For Target A "if there was a feature then respond to the target, but if there was not a feature then don't respond"; for Target B "if there was a feature then don't respond, but if there was not a feature then respond."
The DOE has been treated as a prospective code in animal memory literature, because differential outcome expectancies seem to guide behavior (e.g., Honig & Thompson, 1982; Wasserman, 1986) . Thus, demonstration of the DOE on FA discrimination implies two possibilities in coding processes. The first possibility maintains Nakajima's (1994) basic assumption that animals employ a retrospective strategy to solve the conventional FA task. The differential outcome procedure gives the animals a prospective strategy as an additional source of problem solving, because differential outcome expectancies are so discriminative as to be kept easily in memory. A second possibility is that animals usually use a prospective, rather than retrospective, coding in spite of much memory load in the conventional task, and in this case the weak prospective strategy is strengthened by differential outcome expectancies in the differential procedure.
It should be noted that the conventional DOE is accountable by a retrospective coding approach . Differential outcomes might facilitate retrospective coding by enhancing discriminability of initial stimuli. However, several studies have indicated such a process is not a major mechanism of the DOE (e.g., Honig, Matheson, & Dodd, 1984; Urcuioli, 1990a Urcuioli, , 1990b Urcuioli, , 1991 and have supported the traditional hypothesis that differential expectancies prospectively guide behavior. Furthermore, a recent study (DeMarse & Urcuioli, 1993) has suggested that enhancement of discriminability of forthcoming stimuli, rather than that of the initial stimuli, would be a critical mechanism of the DOE. Applying this modern explanation to the present results, differential outcomes enhance discriminability of target stimuli and this account straightforwardly fits the occasion setting hypotheSiS described below.
FA discrimination has been studied in a major stream of conditioned modulation, learning of hierarchical stimulus relationships in Pavlovian conditioning (see Holland, 1992; Swartzentruber, 1995 , for reviews). Conventionally, a feature is said to set the occasion for or modulate a target-outcome relationship. According to Holland (1983 Holland ( , 1985 , a feature signals a specific target-outcome relationship to make the discrimination possible: The feature facilitates responding in FP discrimination by signaling the target-reinforcement relationship and inhibits responding in FN discrimination by signaling the target-nonreinforcement relationship. The DOE on FA discrimination is consistent with this hypothesis, because differential outcomes could enhance discriminability of the targets as noted above. They would also enhance dis9riminability of specific targetoutcome relationships, because the targets did not share the same reinforcer in a differential procedure.
The DOE has been studied in animal working memory research, and FA discrimination consists of FP and FN discriminations, two typical paradigms of conditioned modulation. Demonstration of the DOE on FA discrimination gives us many theoretical issues to be resolved in each domain of research. It also indicates a productive avenue for future research by coupling two relatively independent fields of animal learning and cognition. Our experiment, as well as a recent study by Swartzentruber (1997) , is an example of this line of exploration.
