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Abstract
Backward stochastic partial differential equations of parabolic type with variable coefficients are con-
sidered in the whole Euclidean space. Improved existence and uniqueness results are given in the Sobolev
space Hn (=W n2 ) under weaker assumptions than those used by X. Zhou [X. Zhou, A duality analysis on
stochastic partial differential equations, J. Funct. Anal. 103 (1992) 275–293]. As an application, a compar-
ison theorem is obtained.
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1. Introduction
In this paper, we consider the Cauchy problem for backward stochastic partial different equa-
tions (BSPDEs) in divergence form
dp(t, x) = −{∂x i [ai j (t, x)∂x j p(t, x)+ σ ik(t, x)qk(t, x)]+ bi (t, x)∂x i p(t, x)
− c(t, x)p(t, x)+ νk(t, x)qk(t, x)+ F(t, x)}dt + qk(t, x)dW kt ,
(t, x) ∈ [0, T ] × Rd ,
p(T, x) = φ(x), x ∈ Rd ,
(1.1)
and in non-divergence form
dp(t, x) = −[ai j (t, x)∂2x i x j p(t, x)+ bi (t, x)∂x i p(t, x)− c(t, x)p(t, x)
+ σ ik(t, x)∂x i qk(t, x)+ νk(t, x)qk(t, x)+ F(t, x)
]
dt + qk(t, x)dW kt ,
(t, x) ∈ [0, T ] × Rd ,
p(T, x) = φ(x), x ∈ Rd ,
(1.2)
where W , {W kt ; t ≥ 0} is a d1-dimensional Wiener process generating a natural filtration
{Ft }t≥0. The coefficients a, b, c, σ, ν and the free term F and the terminal condition φ are all
random functions. An adapted solution of Eq. (1.1) or (1.2) is aP× B(Rd)-measurable function
pair (p, q) satisfying Eq. (1.1) or (1.2) under some appropriate sense, whereP is the predictable
σ -algebra generated by {Ft }t≥0.
BSPDEs, a natural extension of BSDEs (see e.g. [5,14]), originally arise in the optimal control
of processes with incomplete information, as adjoint equations (usually in the form of (1.1))
of Duncan–Mortensen–Zakai filtration equations (see e.g. [3,13,17,18,22]). In [11], an adapted
version of stochastic Feynman–Kac formula is derived involving BSPDEs (in the form of (1.2)),
which has been found useful in mathematical finance. A class of fully nonlinear BSPDEs, the
so-called backward stochastic Hamilton–Jacobi–Bellman equations, are also introduced in the
study of controlled non-Markovian processes by Peng [15]. For more aspects of BSPDEs, we
refer to e.g. [2,6,19–21].
In [23], a W n2 -theory of the Cauchy problem for BSPDEs of type (1.1) was established by
the finite-dimensional approximation (Galerkin’s method) and a duality analysis on stochastic
PDEs. Those results are basically complete however not refined due to a strong requirement on
the coefficients. More specifically, the theory requires the boundedness of the derivatives of the
coefficients up to the order n, to reach the regularity that p ∈ Hn+1 and q ∈ Hn with respect to
x . Comparing to the counterpart theory of PDEs, we believe that this requirement is not natural.
In this paper, we establish an improved W n2 -theory of the Cauchy problem for BSPDEs of
type (1.1) and (1.2). First we refine the existence and uniqueness result first given by Hu and
Peng [8] concerning backward stochastic evolution equations in Hilbert spaces. Then we use
it to prove the existence and uniqueness of the weak solution (see Definition 2.1) of Eq. (1.1).
Following this result, we obtain the existence, uniqueness and regularity of the strong solution
(see Definition 2.1) of Eq. (1.2), under much weaker assumptions on the coefficients than those
used by Zhou [23], by applying some classical techniques from the theory of PDEs instead
of duality analysis. Our improvements are natural and substantial. Our results require weaker
conditions—the boundedness of the derivatives of the coefficients up to the order n− 1, to reach
the regularity that p ∈ Hn+1 and q ∈ Hn with respect to x , which coincides with the classical
theory of PDEs. As an application of our results, we prove a comparison theorem for the strong
solution of Eq. (1.2), which, in some sense, improves the results obtained by Ma and Yong [12].
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In this work, we mainly focus on the linear BSPDE under the super-parabolicity condition
(Assumption 2.2). There are other results discussing BSPDEs under more general assumptions.
For instance, Ma and Yong [12] study the linear BSPDE under the parabolicity (or degenerate)
condition only. To compensate the degeneracy, their results require more assumptions on the co-
efficients, the free term and the terminal condition. Moreover, Hu et al. [7] and Tang [19] study
some semi-linear BSPDEs by various approaches.
This paper is organized as follows. In Section 2, we present our main results (Theorems 2.1–
2.3), and prove Theorem 2.3. In Section 3, we discuss backward stochastic evolution equations in
Hilbert spaces, and then prove Theorem 2.1. In Section 4, we complete the proof of Theorem 2.2.
Finally in Section 5, we prove a comparison theorem for the strong solution of Eq. (1.2).
2. Main results
Let (Ω ,F , {Ft }t≥0, P) be a complete filtered probability space on which is defined a d1-
dimensional Wiener process W = {Wt ; t ≥ 0} such that {Ft }t≥0 is the natural filtration gener-
ated by W , augmented by all the P-null sets in F . Fix a positive number T . Denote by P the
σ -algebra of predictable sets on Ω × (0, T ) associated with {Ft }t≥0.
For the sake of convenience, we denote
Di = ∂x i , Di j = ∂2x i x j , i, j = 1, . . . , d,
and for any multi-index α = (α1, . . . , αd)
Dα = (∂x1)α1(∂x2)α2 · · · (∂xd )αd , |α| = α1 + · · · + αd .
Moreover, denote by Du and D2u respectively the gradient and the Hessian matrix for the func-
tion u defined on Rd . We will also use the summation convention.
Throughout the paper, by saying that a vector-valued or matrix-valued function belongs to a
function space (for instance, Du ∈ L2(Rd)), we mean all the components belong to that space.
Let n be an integer. Let Hn = Hn(Rd) (n 6= 0) be the Sobolev space W n2 (Rd). We denote
H0 = L2 = H0(Rd) = L2(Rd),
Hn = Hn(Rd) = L2(Ω × (0, T ),P, Hn).
In addition, denote ‖ · ‖n = ‖ · ‖Hn . Moreover, for a function u defined on Ω × (0, T )×Rd , we
denote
|||u|||2n = E
∫ T
0
‖u(t, ·)‖2ndt.
The same notations will be used for vector-valued and matrix-valued functions, and in this case
we denote |u|2 =∑i |ui |2 and |u|2 =∑i j |ui j |2, respectively.
Let us now turn to the notions of solutions to Eqs. (1.1) and (1.2).
Definition 2.1. A function pair (p, q) : Ω × [0, T ] × Rd → R× Rd1 is called
(i) a weak solution of Eq. (1.1), if p ∈ H1 and q ∈ H0, such that for every η ∈ H1 (or C∞0 (Rd))
and almost every (ω, t) ∈ Ω × [0, T ], it holds that∫
Rd
p(t, x)η(x)dx =
∫
Rd
φ(x)η(x)dx +
∫ T
t
∫
Rd
{
Di
[
ai j (t, x)D j p(t, x)
+ σ ik(t, x)qk(t, x)]+ bi (t, x)Di p(t, x)− c(t, x)p(t, x)
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+ νk(t, x)qk(t, x)+ F(t, x)}η(x)dxdt
−
∫ T
t
∫
Rd
qk(t, x)η(x)dxdW kt ; (2.1)
(ii) a strong solution of Eq. (1.2), if p ∈ H2, q ∈ H1 and p ∈ C([0, T ], L2(Rd))(a.s.) such that
for all t ∈ [0, T ] and a.s. ω ∈ Ω , it holds that
p(t, x) = φ(x)+
∫ T
t
[
ai j (t, x)Di j p(t, x)+ bi (t, x)Di p(t, x)− c(t, x)p(t, x)
+ σ ik(t, x)Di qk(t, x)+ νk(t, x)qk(t, x)+ F(t, x)
]
dt
−
∫ T
t
qk(t, x)dW kt (2.2)
for a.e. x ∈ Rd .
Now fix some constants K ∈ (1,∞) and κ ∈ (0, 1).
Assumption 2.1. The given functions a, b, c, σ, ν and F areP×B(Rd)-measurable with values
in the set of real symmetric d × d matrices, Rd , R, Rd×d1 , Rd1 , and R, respectively. The real
function φ isFT × B(Rd)-measurable.
Assumption 2.2. We assume the super-parabolicity condition, i.e.,
κ I + (σ ik)(σ ik)∗ ≤ 2(ai j ) ≤ K I, ∀(ω, t, x) ∈ Ω × [0, T ] × Rd .
Then we have the following result concerning the existence and uniqueness of the weak
solution of Eq. (1.1). The proof of this theorem will be given in Section 3.
Theorem 2.1. Let the functions ai j , bi , c, σ ik and νk satisfy Assumptions 2.1 and 2.2, and be
bounded by K . Suppose
F ∈ H−1, φ ∈ L2(Ω ,FT , L2).
Then Eq. (1.1) has a unique weak solution (p, q) in the space H1 × H0 such that p ∈
C([0, T ], L2)(a.s.), and
|||p|||21 + |||q|||20 + E sup
t≤T
‖p(t, ·)‖20 ≤ C
(|||F |||2−1 + E‖φ‖20), (2.3)
where the constant C = C(K , κ, T ).
To investigate the (strong) solution of Eq. (1.2), we need, in addition, the following
Assumption 2.3. There exists a function γ : [0,∞) → [0,∞) such that γ is continuous and
increasing, γ (r) = 0 if and only if r = 0, and for any (ω, t) ∈ Ω × [0, T ] and any x, y ∈ Rd ,
|a(ω, t, x)− a(ω, t, y)| + |σ(ω, t, x)− σ(ω, t, y)| ≤ γ (|x − y|). (2.4)
Then we have the following theorem, whose proof will be given in Section 4.
Theorem 2.2. Let Assumptions 2.1–2.3 be satisfied. Assume that the functions bi , c and νk are
bounded by K . Suppose
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F ∈ H0, φ ∈ L2(Ω ,FT , H1).
Then Eq. (1.2) has a unique strong solution (p, q) in the space H2 × H1 such that p ∈
C([0, T ], L2) ∩ L∞([0, T ], H1)(a.s.), and moreover,
|||p|||22 + |||q|||21 + E sup
t≤T
‖p(t, ·)‖21 ≤ C
(|||F |||20 + E‖φ‖21), (2.5)
where the constant C depends only on K , κ, T and the function γ .
With the aid of Theorem 2.2, we can obtain the following.
Theorem 2.3. Let Assumptions 2.1 and 2.2 be satisfied. Let n be a positive integer. Assume that
for any multi-index α s.t. |α| ≤ n,
ess sup
Ω×[0,T ]×Rd
(|Dαa| + |Dαb| + |Dαc| + |Dασ | + |Dαν|) ≤ K ,
F ∈ Hn, φ ∈ L2(Ω ,FT , Hn+1).
(2.6)
Then Eq. (1.2) has a unique strong solution (p, q) such that
p ∈ Hn+2, q ∈ Hn+1, p ∈ C([0, T ], Hn) ∩ L∞([0, T ], Hn+1)(a.s.),
with the estimate
|||p|||2n+2 + |||q|||2n+1 + E sup
t≤T
‖p(t, ·)‖2n+1 ≤ C
(|||F |||2n + E‖φ‖2n+1), (2.7)
where the constant C depends only on K , κ and T .
Proof. The first inequality of condition (2.6) implies Assumption 2.3. In view of Theorem 2.2,
Eq. (1.2) has a unique strong solution (p, q) in the spaceH2×H1 such that p ∈ C([0, T ], L2)∩
L∞([0, T ], H1)(a.s.), and estimate (2.5) holds true.
Now we apply induction to prove this theorem.
Assume that the assertion of Theorem 2.3 holds true for n = m − 1 (m ≥ 1), that is
p ∈ Hm+1, q ∈ Hm, p ∈ C([0, T ], Hm−1)(a.s.),
and inequality (2.7) holds for n = m − 1.
Note that Eq. (1.2) can be rewritten into divergence form like (1.1) since Da and Dσ are
bounded. Therefore, by the integration by parts, it is not hard to show that for any multi-index α
s.t. |α| = m, the function pair (Dα p, Dαq) ∈ H1 × H0 satisfies the following equation (in the
sense of Definition 2.1(i)){
du = −(ai j Di j u + σ ik Divk + F˜)dt + vkdW kt ,
u(T, x) = Dαφ(x), x ∈ Rd , (2.8)
with the unknown functions u and v. Here (|α| = m)
F˜ = DαF +
∑
|β|+|γ |=|α|,|β|≥1
[(
Dβai j
)(
Dγ px i x j
)+ (Dβσ i )(Dγ qx i )]
+
∑
|β|+|γ |=|α|
[(
Dβbi
)(
Dγ px i
)− (Dβc)(Dγ p)+ (Dβν)(Dγ q)].
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From our assumption for n = m − 1 and condition (2.6), we see that F˜ ∈ H0. Moreover, from
estimate (2.7) for n = m − 1, we obtain that (|α| = m)
|||F˜ |||20 ≤ C(κ, K , T )
(|||DαF |||20 + |||p|||2m+1 + |||q|||2m)
≤ C(κ, K , T )(|||F |||2m + ‖φ‖2m).
Then applying Theorem 2.2 to Eq. (2.8), we obtain that (Dα p, Dαq) ∈ H2 × H1, and Dα p ∈
C([0, T ], L2) ∩ L∞([0, T ], H1) (a.s.), and moreover (recall |α| = m)
|||Dα p|||22 + |||Dαq|||21 + E sup
t≤T
‖Dα p(t, ·)‖21 ≤ C
(|||F |||2m + E‖φ‖2m+1).
The proof is complete. 
Remark 2.1. In contrast to Theorem 3.1 in [23], Theorems 2.2 and 2.3 in this paper require
less regularity of the coefficients to reach similar conclusions due to the different approach.
To be specific, Zhou [23] applies duality analysis directly to Eq. (1.1), actually requiring high
regularity of the coefficients (see p. 278 in [23]), while we start our discussion from simple
equations, and then borrow some classical ideas from the theory of PDEs, such as perturbation
and the continuation method, to study the general equations.
Remark 2.2. In the case of n − d/2 > 2, the function pair (p, q) satisfies Eq. (1.2) for all
(t, x) ∈ [0, T ] × Rd and ω ∈ Ω ′ s.t. P(Ω ′) = 1, which is a classical solution of Eq. (1.2) (see
e.g. [12, Def. 2.1]).
Remark 2.3. In this paper, all constants denoted by C are independent of d1, which allows us to
extend our results (Theorems 2.1–2.3) to the more general case of Eq. (1.2) which is driven by a
Hilbert-space-valued Wiener process.
3. Backward stochastic evolution equations in Hilbert spaces
In this section, we consider backward stochastic evolution equations in Hilbert spaces. The
basic form of the main result (Proposition 3.2) in this section is first obtained by Hu and Peng [8].
However, they did not give any rigorous proof. In order to be self-contained, we provide here a
proof of this result with details, and establish an estimate which did not appear in [8].
Let V and H be two separable (real) Hilbert spaces such that V is densely embedded in H .
We identify H with its dual space, and denote by V ∗ the dual of V . Then we have V ⊂ H ⊂ V ∗.
Denote by ‖ · ‖V , ‖ · ‖H and ‖ · ‖V ∗ the norms of V, H and V ∗ respectively, by (·, ·) the inner
product in H , and by 〈·, ·〉 the duality product between V and V ∗.
Consider three processes v,m and v∗ defined on Ω × [0, T ] with values in V, H and V ∗,
respectively. Let v(ω, t) be measurable with respect to (ω, t) and beFt -measurable with respect
to ω for a.e. t ; for any η ∈ V the quantity 〈η, v∗(ω, t)〉 is Ft -measurable in ω for a.e. t and is
measurable with respect to (ω, t). Assume that m(ω, t) is strongly continuous in t and is Ft -
measurable with respect to ω for any t , and is a local martingale. Let 〈m〉 be the increasing
process for ‖m‖2H in the Doob–Meyer Decomposition (see e.g. [9, p. 1240]).
Proceeding identically to the proof of Theorem 3.2 in Krylov and Rozovskii [9], we have the
following result concerning the Itoˆ’s formula, which is the backward version of [9, Thm. 3.2].
Lemma 3.1. Let ϕ ∈ L2(Ω ,FT , H). Suppose that for every η ∈ V and almost every (ω, t) ∈
Ω × [0, T ], it holds that
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(η, v(t)) = (η, ϕ)+
∫ T
t
〈η, v∗(s)〉ds + (η,m(T )− m(t)).
Then there exist a set Ω ′ ⊂ Ω s.t. P(Ω ′) = 1 and a function h(t) with values in H such that
(a) h(t) isFt -measurable for any t ∈ [0, T ] and strongly continuous with respect to t for any ω,
and h(t) = v(t) (in the space H) for a.s. (ω, t) ∈ Ω×[0, T ], and h(T ) = ϕ for any ω ∈ Ω ′;
(b) for any ω ∈ Ω ′ and any t ∈ [0, T ],
‖h(t)‖2H = ‖ϕ‖2H + 2
∫ T
t
〈v(s), v∗(s)〉ds + 2
∫ T
t
(h(s), dm(s))− 〈m〉T + 〈m〉t .
Denote H⊗d1 = {v = (v1, v2, . . . , vd1) : vk ∈ H, k = 1, 2, . . . , d1}. The norm in H⊗d1 is
defined by ‖v‖H⊗d1 = (
∑
k ‖vk‖2H )1/2.
Assume that linear operators
L(ω, t) : V → V ∗, Mk(ω, t) : H → V ∗,
and functions ϕ(ω), f (ω, t) taking values in H and V ∗, respectively, are given for t ∈ [0, T ],
ω ∈ Ω . DenoteM = (M1,M2, . . . ,Md1), then we define a linear operatorM : H⊗d1 → V ∗
as follows:
Mv =
∑
k
Mkvk, ∀v ∈ H⊗d1 .
Consider the linear backward stochastic evolution equation (we use the summation conven-
tion)
u(t) = ϕ +
∫ T
t
[Lu(s)+Mv(s)+ f (s)]ds −
∫ T
t
vk(s)dW ks . (3.1)
Definition 3.1. An Ft -adapted process (u, v) valued in V × H⊗d1 is called a solution of Eq.
(2.1), if u ∈ L2(Ω × (0, T ),P, V ) and v ∈ L2(Ω × (0, T ),P, H⊗d1), such that for every
η ∈ V and a.e. (ω, t) ∈ Ω × [0, T ], it holds that
(η, u(t)) = (η, ϕ)+
∫ T
t
〈η,Lu(s)+Mv(s)+ f (s)〉ds −
∫ T
t
(η, vk(s))dW ks .
Remark 3.1. From Lemma 3.1, we know that a solution of Eq. (3.1), in the sense of Defini-
tion 3.1, always has a continuous version in H .
Remark 3.2. When L is the infinitesimal generator of a C0-semigroup (so independent of
(ω, t)), another notion of the solution of Eq. (3.1), i.e. so-called the mild solution, is also studied
in many literature, see e.g. [8,10,21] for details.
Now we study the existence and uniqueness of the solution of Eq. (3.1). We need the following
Assumption 3.1. There exist two constants λ,Λ > 0 such that for any (ω, t) ∈ Ω × [0, T ],
2〈x,Lx〉 + ‖M∗x‖2
H⊗d1 ≤ −λ‖x‖2V + Λ‖x‖2H ,
‖Lx‖V ∗ ≤ Λ‖x‖V , ∀x ∈ V,
(3.2)
whereM∗ : V → H⊗d1 is the adjoint operator ofM. The first inequality is called the coercivity
condition (see e.g. [16, p. 87]).
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The main result of this section is the following.
Proposition 3.2. Let Assumption 3.1 be satisfied. Suppose that
f ∈ L2(Ω × (0, T ),P, V ∗), ϕ ∈ L2(Ω ,FT , H). (3.3)
Then Eq. (3.1) has a unique solution (u, v) in the space L2(Ω× (0, T ),P, V ×H⊗d1) such that
u ∈ C([0, T ], H) (a.s.), and moreover,
E sup
t≤T
‖u(t)‖2H + E
∫ T
0
(
‖u(t)‖2V + ‖v(t)‖2H⊗d1
)
dt
≤ C
(
E
∫ T
0
‖ f (t)‖2V ∗dt + E‖ϕ‖2H
)
,
where the constant C = C(λ,Λ, T ).
Proof. Step 1. Assume the existence of the solution of Eq. (3.1) in the sense of Definition 3.1. In
view of Lemma 3.1, we have u ∈ C([0, T ], H) (a.s.). Now we deduce estimate (3.3).
First we claim that E supt≤T ‖u(t)‖2H <∞. Indeed, note that u(ω, 0) ∈ H isF0-measurable,
thus is deterministic. Define a sequence of stopping times as
τn(ω) = inf{t; sup
s≤t
‖u(ω, s)‖H ≥ n} ∧ T .
It is clear that τn ↑ T a.s. Then applying Itoˆ’s formula to ‖u(t)‖2H and from Assumption 3.1, we
have
‖u(t ∧ τn)‖2H = ‖u(0)‖2H −
∫ t∧τn
0
[
2〈u(s),Lu(s)〉 + 2((Mk)∗u(s), vk(s))
+ 2〈u(s), f (s)〉 − ‖v(s)‖2
H⊗d1
]
ds +
∫ t∧τn
0
2(u(s), vk(s))dW kt
≤ ‖u(0)‖2H + C(Λ)
∫ T
0
(
‖u(s)‖2V + ‖v(s)‖2H⊗d1 + ‖ f (s)‖2V ∗
)
ds
+ 2
∫ t∧τn
0
(u(s), vk(s))dW kt .
On the other hand, from the Burkholder–Davis–Gundy (BDG) inequality, we have
E
∣∣∣∣sup
t≤τn
∫ t
0
(u(s), vk(s))dW kt
∣∣∣∣ ≤ C[E ∫ τn
0
‖u(t)‖2H‖v(t)‖2H⊗d1 dt
]1/2
≤ 1
4
E sup
t≤τn
‖u(t)‖2H + C E
∫ T
0
‖v(t)‖2
H⊗d1 dt. (3.4)
Therefore, we have
E sup
t≤τn
‖u(t)‖2H ≤ 2‖u(0)‖2H + C(Λ)E
∫ T
0
(
‖u(t)‖2V + ‖v(t)‖2H⊗d1 + ‖ f (t)‖2V ∗
)
ds.
Note that the constant C is independent of n. Passing n to infinity, we obtain that E supt≤T
‖u(t)‖2H <∞.
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Now using Itoˆ’s formula to ‖u(t)‖2H once more and from Assumption 3.1, we have
‖u(t)‖2H = ‖ϕ‖2H +
∫ T
t
[
2〈u(s),Lu(s)〉 + 2((Mk)∗u(s), vk(s))+ 2〈u(s), f (s)〉
− ‖v(s)‖2
H⊗d1
]
ds −
∫ T
t
2(u(s), vk(s))dW kt
≤ ‖ϕ‖2H +
∫ T
t
[
2〈u(s),Lu(s)〉 + (1+ ε)‖M∗u(s)‖2
H⊗d1 +
1
1+ ε ‖v(s)‖
2
H⊗d1
−‖v(s)‖2
H⊗d1 + ε‖u(s)‖2V +
1
ε
‖ f (s)‖2V ∗
]
ds −
∫ T
t
2(u(s), vk(s))dW kt
≤ ‖ϕ‖2H +
∫ T
t
[
−2ε〈u(s),Lu(s)〉 + (1+ ε)(−λ‖u(s)‖2V + Λ‖u(s)‖2H )
− ε
1+ ε ‖v(s)‖
2
H⊗d1 + ε‖u(s)‖2V +
1
ε
‖ f (s)‖2V ∗
]
ds −
∫ T
t
2(u(s), vk(s))dW kt
≤ ‖ϕ‖2H +
∫ T
t
{
[2εΛ− λ(1+ ε)+ ε]‖u(s)‖2V + (1+ ε)Λ‖u(s)‖2H
− ε
1+ ε ‖v(s)‖
2
H⊗d1 +
1
ε
‖ f (s)‖2V ∗
}
ds −
∫ T
t
2(u(s), vk(s))dW kt .
Taking ε small enough such that 2εΛ− λ(1+ ε)+ ε < 0, we have
‖u(t)‖2H +
∫ T
t
(
‖u(s)‖2V + ‖v(s)‖2H⊗d1
)
ds
≤ C(λ,Λ)
[
‖ϕ‖2H +
∫ T
t
(
‖u(s)‖2H + ‖ f (s)‖2V ∗
)
ds
]
− 2
∫ T
t
(u(s), vk(s))dW ks . (3.5)
Since E supt≤T ‖u(t)‖2H <∞, repeating (3.4), we know that
∫ ·
0(u(s), v
k(s))dW ks is a uniformly
integrable martingale. Then taking expectation on the both sides of (3.5) and from the Gronwall
inequality, we have
sup
t≤T
E‖u(t)‖2H + E
∫ T
0
(
‖u(t)‖2V + ‖v(t)‖2H⊗d1
)
dt
≤ CeCT
(
E‖ϕ‖2H + E
∫ T
0
‖ f (t)‖2V ∗dt
)
. (3.6)
Recalling (3.5) and from the BDG inequality, we get
E sup
t≤T
‖u(t)‖2H ≤ C(λ,Λ, T )
[
‖ϕ‖2H +
∫ T
0
(
‖u(s)‖2H + ‖ f (s)‖2V ∗
)
dt
]
+ 1
2
E sup
t≤T
‖u(t)‖2H + C E
∫ T
0
‖v(t)‖2
H⊗d1 dt,
and this along with (3.6) yields estimate (3.4).
Step 2. We use the Galerkin approximate to prove the existence.
Fix a standard complete orthogonal basis {ei : i = 1, 2, 3, . . .} in the space H which is also
an orthogonal basis in the space V .
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Consider the following system of BSDEs in Rn
uin(t) = (ei , ϕ)+
∫ T
t
[〈ei ,L(s)e j 〉u jn(s)+ (ei ,Mk(s)e j )v jkn (s)+ 〈ei , f (s)〉]ds
−
∫ T
t
vikn (s)dW
k
s , (3.7)
with the unknown processes uin and v
i
n = (vi1n , . . . , vid1n ) (i = 1, . . . , n) taken values in R and
Rd1 , respectively. It is clear that
E(ei , ϕ)
2 <∞, E
∫ T
0
〈ei , f (s)〉2ds <∞.
Thus system (3.7) has a unique continuous solution (see e.g. [14]). Define
un(t) =
n∑
i=1
uin(t)ei , vn(t) =
n∑
i=1
vin(t)ei .
Applying Itoˆ’s formula to ‖un‖2H and from similar arguments as in Step 1, we have
E sup
t≤T
‖un(t)‖2H + E
∫ T
0
(‖un(t)‖2V + ‖vn(t)‖2H⊗d1 )dt
≤ C(λ,Λ)
(
E
∫ T
0
‖ f (t)‖2V ∗dt + E‖ϕ‖2H
)
. (3.8)
This inequality implies that there exists a subsequence {n′} of {n} and a pair (u, v) ∈ L2(Ω ×
(0, T ),P, V × H⊗d1) such that
un′ → u weakly in L2(Ω × (0, T ),P, V ),
vn′ → v weakly in L2(Ω × (0, T ),P, H⊗d1).
Let ξ be an arbitrary bounded random variable on (Ω ,F ) and ψ be an arbitrary bounded
measurable function on [0, T ].
From Eq. (3.7), for n ∈ N∗ and ei ∈ {ei }, where i ≤ n, we have
E
∫ T
0
ξψ(t)(ei , un′(t))dt = E
∫ T
0
ξψ(t)
{
(ei , ϕ)+
∫ T
t
[〈ei ,Lun′(s)〉 + (ei ,Mkvkn′(s))
+〈ei , f (s)〉
]
ds −
∫ T
t
(ei , v
k
n′(s))dW
k
s
}
dt.
Evidently, we have
E
∫ T
0
ξψ(t)(ei , un′(t))dt → E
∫ T
0
ξψ(t)(ei , u(t))dt.
In view of the second condition of Assumption 3.1 and estimate (3.8), we get
E
∣∣∣∣∫ T
t
ξ〈ei ,Lun′(s)〉ds
∣∣∣∣ < C <∞,
where the constant C is independent of n′. It is also clear that
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E
∫ T
t
ξ〈ei ,Lun′(s)〉ds → E
∫ T
t
ξ〈ei ,Lu(s)〉ds, ∀t ∈ [0, T ].
Hence from Fubini’s Theorem and Lebesgue’s Dominated Convergence Theorem, we have
E
∫ T
0
ξψ(t)
∫ T
t
〈ei ,Lun′(s)〉dsdt =
∫ T
0
ψ(t)E
∫ T
t
ξ〈ei ,Lun′(s)〉dsdt,
→
∫ T
0
ψ(t)E
∫ T
t
ξ〈ei ,Lu(s)〉dsdt.
Similarly, we have
E
∫ T
0
ξψ(t)
∫ T
t
(ei ,Mkvkn′(s))dsdt → E
∫ T
0
ξψ(t)
∫ T
t
(ei ,Mkvk(s))dsdt.
From the second condition of Assumption 3.1 and estimate (3.8), we have
E
∣∣∣∣ξ ∫ T
t
(ei , v
k
n′(s))dW
k
s
∣∣∣∣ < C <∞,
where the constant C is independent of n′. Since
(ei , v
k
n′(·))→ (ei , vk(·)) weakly in L2(0, T ),
from a known result (see [16, p. 63, Thm. 4]), we have that for every t ∈ [0, T ],∫ T
t
(ei , v
k
n′(s))dW
k
s →
∫ T
t
(ei , v
k(s))dW ks weakly in L
2(Ω ,FT ,R).
Hence, using Lebesgue’s Dominated Convergence Theorem, we have
E
∫ T
0
ξψ(t)
∫ T
t
(ei , v
k
n′(s))dW
k
s dt → E
∫ T
0
ξψ(t)
∫ T
t
(ei , v
k(s))dW ks dt.
To sum up, we obtain that for a.e. (ω, t) ∈ Ω × [0, T ],
(ei , u(t)) = (ei , ϕ)+
∫ T
t
〈ei ,Lu(s)+Mv(s)+ f (s)〉ds −
∫ T
t
(ei , v
k(s))dW ks .
Thus the existence is proved and our proof is complete. 
Remark 3.3. As for Proposition 3.2, we mention two similar results in [21, Thm. 3.6] and
Al-Hussein [1, Thm. 4.2]. However, in the former reference, the critical technique is Yosida’s
approximation which requires that the operator L is the infinitesimal generator of a C0 semi-
group, i.e., the operator L must be independent of (ω, t), while in our situation the operator L
could be dependent on (ω, t). The latter reference focuses on the problem of the semi-linear
BSPDEs driven by infinite-dimensional martingales, moreover, not like ours, the BSPDEs he
studies do not involve the unbounded operatorM.
Proof of Theorem 2.1. In order to apply Proposition 3.2, we set
H = L2(Rd) = H0, V = H1, V ∗ = H−1,
and for any u ∈ H1, v ∈ H0, define
Lu = Di (ai j D j u)+ bi Di u − cu,
Mkv = Di (σ ikv)+ νkv.
(3.9)
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The inner product in H (and the duality product between V and V ∗) is defined by
(u, v) =
∫
Rd
u(x)v(x)dx .
It is clear that (Mk)∗(t)u = σ ik Di u + νku for u ∈ H1. From Assumption 2.2 and Green’s
formula, we have that for any u ∈ H1,
2〈u,Lu〉 + ‖M∗u‖2H = 2
∫
Rd
[−ai j Di u D j u + bi u Di u − c|u|2]dx
+
d1∑
k=1
∫
Rd
∣∣∣σ ik Di u + νku∣∣∣2 dx
≤ −
∫
Rd
(2ai j − σ ikσ k j )Di u D j udx + κ2 ‖u‖
2
1 + C(κ, K )‖u‖20
≤ −κ
2
‖u‖21 + C(κ, K )‖u‖20.
Moreover, for any u, v ∈ H1, we have
〈Lu, v〉 =
∫
Rd
(−ai j Di u D jv + bivDi u − cuv)dx
≤ C(K )‖u‖1‖v‖1,
which implies that ‖Lu‖−1 ≤ C(K )‖u‖1. Then Theorem 2.1 follows from Proposition 3.2. The
proof is complete. 
4. Proof of Theorem 2.2
First we study the equations with the coefficients a and σ independent of the variable x .
Proposition 4.1. Let Assumptions 2.1 and 2.2 be satisfied with the functions a, σ independent of
x. Suppose F ∈ H0, φ ∈ L2(Ω ,FT , H1). Then Eq. (1.2) has a unique strong solution (p, q) in
the space H2 ×H1 such that p ∈ C([0, T ], H1)(a.s.), and moreover,
|||p|||22 + |||q|||21 + E sup
t≤T
‖p(t, ·)‖21 ≤ C(κ, K , T )
(|||F |||20 + E‖φ‖21). (4.1)
Proof. Step 1. In this step we assume, in addition, that b = 0, c = 0, ν = 0. Then Eq. (1.2) has
the following simple form
dp = −[ai j (t)Di j p + σ ik(t)Di qk + F]dt + qkdW kt , p|t=T = φ. (4.2)
In order to apply Proposition 3.2, we set
H = H1, V = H2, V ∗ = H0,
L(t) = ai j (t)Di j , Mk(t) = σ ik(t)Di .
The inner product in H (and the duality product between V and V ∗) is defined by
(u, v) =
∫
Rd
u(x)v(x)dx +
d∑
l=1
∫
Rd
Dlu(x)Dlv(x)dx .
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It is clear that M∗(t) = σ i (t)Di . From Green’s formula and the super-parabolicity condition
(see Assumption 2.2), for any u ∈ H2, we have
2〈u,Lu〉 + ‖M∗u‖2H = −2
∫
Rd
ai j (t)Di u(x)D j u(x)dx
− 2
d∑
l=1
∫
Rd
ai j (t)Dilu(x)D jlu(x)dx +
∫
Rd
|σ(t)Du(x)|2dx
+
d∑
l=1
∫
Rd
|σ(t)Dux l (x)|2dx
≤ −κ
[∫
Rd
|Du(x)|2dx +
d∑
l=1
∫
Rd
|Dux l (x)|2dx
]
≤ −κ‖u‖22 + κ‖u‖21.
Moreover, it is clear that ‖Lu‖0 ≤ C(K )‖u‖2. Thus condition (3.2) is satisfied. Then from
Proposition 3.2, there exists a unique function pair (p, q) ∈ H2 × H1 s.t. p ∈ C([0, T ], H1)
(a.s.), satisfying the equation
p(t, ·) = φ(·)+
∫ T
t
[Lp(s, ·)+Mq(s, ·)+ F(s, ·)]dt − ∫ T
0
qk(s, ·)dW kt ,
in the sense of Definition 3.1, which means that the above equation holds in the space L2 for any
t ∈ [0, T ] and a.e. ω ∈ Ω , and furthermore, the pair (p, q) is the strong solution of Eq. (4.2).
It is clear that a strong solution of Eq. (4.2) is actually a weak solution of Eq. (4.2) (in the
sense of Definition 2.1(i)). Therefore, the uniqueness of the strong solution is implied by the
uniqueness of the weak solution.
Step 2. Now we remove the additional assumption made in Step 1.
Since the functions a and σ are independent of x , we can rewrite Eq. (1.2) into divergence
form like (1.1). In view of Theorem 2.1, Eq. (1.2) has a unique weak solution (p, q) in the space
H1 ×H0. Consider the following
du = −(ai j Di j u + σ ik Divk + F˜)dt + vkdW kt ,
where F˜ = bi Di p− cp+ νkqk + F belongs toH0. From the result in Step 1, the above equation
has a unique solution (u, v) in the space H2 × H1 such that u ∈ C([0, T ], H1)(a.s.) and u, v
satisfy estimate (4.1). By the uniqueness of the weak solution, we have that p = u and q = v.
The proof is complete. 
Next, we prove a perturbation result.
Lemma 4.2. Let Assumptions 2.1 and 2.2 be satisfied with b = 0, c = 0, ν = 0. Assume that for
a constant δ > 0 and for any (ω, t, x) we have
|a(t, x)− a0(t)| ≤ δ, |σ(t, x)− σ0(t)| ≤ δ, (4.3)
where a0(t) and σ0(t) are some functions of (t, ω) satisfying Assumptions 2.1 and 2.2. Suppose
F ∈ H0, φ ∈ L2(Ω ,FT , H1).
Under the above assumptions, we assert that there exists a constant δ(κ, K , T ) > 0 such that
if δ ≤ δ(κ, K , T ), then Eq. (1.2) has a unique strong solution (p, q) in the space H2 ×H1 such
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that p ∈ C([0, T ], H1)(a.s.) and moreover,
|||p|||22 + |||q|||21 + E sup
t≤T
‖p(t, ·)‖21 ≤ C(κ, K , T )
(|||F |||20 + E‖φ‖21). (4.4)
Proof. In view of Proposition 4.1, we know that for any (u, v) ∈ H2 ×H1, the equationdp = −
[
ai j0 Di j p + σ ik0 Di qk + (ai j − ai j0 )Di j u
+ (σ ik − σ ik0 )Divk + F
]
dt + qkdW kt ,
p(T, x) = φ(x), x ∈ Rd
(4.5)
has a unique solution (p, q) ∈ H2 × H1 such that p ∈ C([0, T ], H1) (a.s.). By denoting
(p, q) = T (u, v), we define a linear operator
T : H2 ×H1 → H2 ×H1.
Then from estimate (4.1), we can easily obtain that for any (ui , vi ) ∈ H2 ×H1, i = 1, 2,
‖T (u1 − u2, v1 − v2)‖22,1 ≤ Cδ‖(u1 − v2, v1 − v2)‖22,1, (4.6)
where we denote
‖(u, v)‖22,1 = |||u|||22 + |||v|||21.
Taking δ = (2C)−1 = (2C(κ, K , T ))−1, we have that the operator T is a contraction inH2×H1,
which implies the existence of the solution of Eq. (1.2) in the space H2 ×H1.
Next, applying estimate (4.1) to Eq. (4.5), we have
‖(p, q)‖22,1 ≤ Cδ‖(p, q)‖22,1 + C
(|||F |||2
0,Rd+
+ E‖φ‖2
1,Rd+
)
.
Taking δ = (2C)−1, we obtain the required estimate, which also implies the uniqueness. 
Now we prove a priori estimate for the strong solution of equation (1.2).
Lemma 4.3. Let the conditions of Theorem 2.2 be satisfied. In addition, assume that the function
pair (p, q) ∈ H2 × H1 is a strong solution of Eq. (1.2). Then there exists a constant C depends
only on K , κ, T and the function γ such that
|||p|||22 + |||q|||21 + E sup
t≤T
‖p(t, ·)‖21 ≤ C
(|||F |||20 + E‖φ‖21). (4.7)
Proof. Step 1. In view of the definition of the strong solution (Definition 2.1), we know that the
process p(t, ·) is an L2-valued semimartingale. Then applying Itoˆ’s formula for Hilbert-valued
semimartingales (see e.g. [4, p. 105]), we have
‖p(t, ·)‖20 = ‖φ‖20 + 2
∫ T
t
∫
Rd
p
[
ai j Di j p + bi Di p − cp + σ ik Di qk + νkqk + F
]
dxds
−
∫ T
t
‖q(s, ·)‖20ds − 2
∫ T
t
∫
Rd
pqkdxdW ks .
Taking expectations and from the Cauchy–Schwarz inequality, we have
|||q|||20 ≤ E‖φ‖20 + 2E
∫ T
0
∫
Rd
p
[
ai j Di j p + bi Di p − cp + σ ik Di qk + νkqk + F
]
dxdt
≤ E‖φ‖20 + ε
(|||p|||22 + |||q|||21)+ C(ε, K )|||p|||21 + |||F |||20, (4.8)
where ε is a small positive number to be specified later.
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Step 2. In view of Assumption 2.3, we can take a small ρ such that for any (ω, t) and x, y ∈ Rd ,
|a(t, x)− a(t, y)| ≤ δ, |σ(t, x)− σ(t, y)| ≤ δ (4.9)
if |x − y| ≤ 4ρ, where δ = δ(κ, K , T ) is taken from Lemma 4.2.
Denote Br (z) = {x ∈ Rd : |x − z| < r}. Then take a nonnegative function ζ ∈ C∞0 (Rd) such
that supp(ζ ) ⊂ B2ρ(0), ζ(x) = 1 for |x | ≤ ρ. For any z ∈ Rd , define
ζ z(x) = ζ(x − z), pz(t, x) = p(t, x)ζ z(x), q z(t, x) = q(t, x)ζ z(x). (4.10)
In addition, define ηz(x) = ζ( x−z2 ). It is not hard to check that the functions pz, q z satisfy the
equation (in the sense of Definition 2.1(ii))
dpz = −(a˜i j Di j pz + σ˜ ik Di qz,k + F˜)dt + qz,kdW kt , (4.11)
where (observe that pz = 0, q z = 0 whenever ηz 6= 1)
a˜i j (t, x) = ai j (t, x)ηz(x)+ ai j (t, z)(1− ηz(x)),
σ˜ ik(t, x) = σ ik(t, x)ηz(x)+ σ ik(t, z)(1− ηz(x)),
F˜(t, x) = (Fζ z)(t, x)+ (biζ z − 2ai j D jζ z)Di p(t, x)
− (cζ z + ai j Di jζ z)p(t, x)+ (νkζ z − σ ik Diζ z)qk(t, x).
The choice of ρ shows that a˜ and σ˜ satisfy condition (4.3) with a0(t) = a(t, z) and σ0(t) =
σ(t, z). Since (p, q) ∈ H2 × H1, it is easy to see that F˜ ∈ H0. Therefore, from Lemma 4.2,
Eq. (4.11) has a unique solution (u, v) in the spaceH2×H1. From the uniqueness of the solution,
we know that pz = u and q z = v. Note that supp(pz), supp(q z) ⊂ B2ρ(z). From estimate (4.4),
we get
E
∫ T
0
[‖p(t, ·)‖22,Bρ (z) + ‖q(t, ·)‖21,Bρ (z)]dt + E sup
t≤T
‖p(t, ·)‖21,Bρ (z)
≤ C
{
E‖φ‖21,B2ρ (z) + E
∫ T
0
[‖F(t, ·)‖20,B2ρ (z) + ‖p(t, ·)‖21,B2ρ (z)
+‖q(t, ·)‖20,B2ρ (z)
]
dt
}
,
where we denote by ‖ · ‖n,Br (z) the norm of Hn(Br (z)). Integrating this inequality with respect
to all z ∈ Rd , we obtain that
|||p|||22 + |||q|||21 + E sup
t≤T
‖p(t, ·)‖21 ≤ C
(|||F |||20 + E‖φ‖21 + |||p|||21 + |||q|||20),
where the constant C depends only on K , κ, T and γ . Recalling inequality (4.8) and taking ε
small enough (for instant, ε = (2C)−1), we have
|||p|||22 + |||q|||21 + E sup
t≤T
‖p(t, ·)‖21 ≤ C
(|||F |||20 + E‖φ‖21 + |||p|||21). (4.12)
Observe that the above estimate also holds if we replace the initial time zero by any s ∈ [0, T ),
which means
E‖p(s, ·)‖21 ≤ C
(
|||F |||20 + E‖φ‖21 + E
∫ T
s
‖p(t, ·)‖21dt
)
,
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and this along with the Gronwall inequality yields that
|||p|||21 =
∫ T
0
E‖p(s, ·)‖21 ≤ CeCT
(|||F |||20 + E‖φ‖21).
Recalling (4.12), the proof is complete. 
Proof of Theorem 2.2. The uniqueness of the strong solution of Eq. (1.2) is implied by estimate
(4.7). We shall use the continuation method to prove the existence.
Define
L0 = ai j (t, 0)Di j + bi (t, x)Di − c(t, x), Mk0 = σ ik(t, 0)Di + νk(t, x),
L1 = ai j (t, x)Di j + bi (t, x)Di − c(t, x), Mk1 = σ ik(t, x)Di + νk(t, x).
For each λ ∈ [0, 1], set
Lλ = (1− λ)L0 + λL1, Mkλ = (1− λ)Mk0 + λMk1.
Consider the following equation
dp = −(Lλ p +Mkλqk + F)dt + qkdW kt , p|t=T = φ. (4.13)
Observe that the coefficients of Eq. (4.13) satisfy the conditions of Theorem 2.2 with the same
K , κ and γ . Hence a priori estimate (4.7) holds for Eq. (4.13) for each λ ∈ [0, 1] with the same
constant C (i.e., independent of λ).
Assume that for a λ = λ0 ∈ [0, 1], Eq. (4.13) is solvable, i.e., it has a unique solution
(p, q) ∈ H2 × H1 for any F ∈ H0 and any φ ∈ L2(Ω ,FT , H1). For other λ ∈ [0, 1], we can
rewrite (4.13) as
dp = −{Lλ0 p +Mkλ0qk + (λ− λ0)[(L1 − L0)p + (Mk1 −Mk0)qk]+ F}dt + qkdW kt .
Thus for any (u, v) ∈ H2 ×H1, the equation
dp = −{Lλ0 p +Mkλ0qk + (λ− λ0)[(L1 − L0)u + (Mk1 −Mk0)vk]+ F}dt + vkdW kt
with the terminal condition p|t=T = φ has a unique solution (p, q) ∈ H2 × H1. By denoting
T (u, v) = (p, q), we define a linear operator
T : H2 ×H1 → H2 ×H1.
Then from estimate (4.7), we can easily obtain that for any (ui , vi ) ∈ H2 ×H1, i = 1, 2,
‖T (u1 − u2, v1 − v2)‖22,1 ≤ C |λ− λ0|‖(u1 − v2, v1 − v2)‖22,1, (4.14)
where we denote
‖(u, v)‖22,1 = |||u|||22 + |||v|||21.
Recall that the constant C in (4.14) is independent of λ. Set θ = (2C)−1. Then the operator is
a contraction in H2 × H1 as long as |λ − λ0| ≤ θ , which implies that Eq. (4.13) is solvable if
|λ− λ0| ≤ θ .
The solvability of equation (4.13) for λ = 0 has been given by Proposition 4.1. Starting from
λ = 0, one can reach λ = 1 in finite steps, and this finishes the proof of solvability of Eq. (1.2).
The assertion that p ∈ C([0, T ], L2)∩ L∞([0, T ], H1)(a.s.) easily follows from Lemma 3.1
and estimate (4.7). The proof of Theorem 2.2 is complete. 
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5. An application: a comparison theorem
It is well known that the comparison theorem plays an important role in the theory of PDEs
and BSDEs. Thus a comparison theorem for BSPDEs is reasonably supposed to be equally
important in the research of BSPDEs. Ma and Yong [12] obtains some comparison theorems
for strong solutions of BSPDEs by Itoˆ’s formula, and discuss some potential applications. In this
section, we deduce a comparison theorem for the strong solution of Eq. (1.2) based on the results
in [12] under weaker conditions.
Our main result in this section is the following
Theorem 5.1. Let the conditions of Theorem 2.2 be satisfied. Suppose for any (ω, t), F(t, ·) ≥ 0
and φ ≥ 0. Then p(t, ·) ≥ 0 a.s., for every t ∈ ×[0, T ].
The proof of the above theorem needs the following lemma. In what follows, we denote
a− = −(a ∧ 0) for a ∈ R.
Lemma 5.2. Let the conditions of Theorem 2.2 be satisfied. In addition, assume that the
functions Dai j and Dσ ik are bounded (by a constant L). Let (p, q) be the strong solutions
of Eq. (1.2). Then for some constant C,
E
∫
Rd
[p(t, x)−]2dx ≤ eC(T−t)
{
E
∫
Rd
[φ(x)−]2dx + E
∫ T
t
∫
Rd
[F(s, x)−]2dxds
}
. (5.1)
Proof. Define a function h(r) : R→ [0,∞) as follows:
h(r) =
r
2, r ≤ −1,
(6r3 + 8r4 + 3r5)2, −1 ≤ r ≤ 0,
0, r ≥ 0.
(5.2)
One can directly check that h is C2 and
h(0) = h′(0) = h′′(0) = 0, h(−1) = 1, h′(−1) = −2, h′′(−1) = 2.
For any ε > 0, let hε(r) = ε2h(r/ε). The function h has the following properties:
lim
ε→0 hε(r) = (r
−)2, lim
ε→0 h
′
ε(r) = −2r−, uniformly;
|h′′ε (r)| ≤ C, ∀ε > 0, r ∈ R; lim
ε→0 h
′′
ε (r) =
{
2, r < 0,
0, r > 0.
Since Dai j and Dσ ik are bounded, Eq. (1.2) can be written into divergence form. Then
applying Itoˆ’s formula for Hilbert-valued semimartingales (see e.g. [4, p. 105]) to hε(p(t, ·)),
and from Green’s formula, we obtain that
E
∫
Rd
hε(φ(x))dx − E
∫
Rd
hε(p(t, x))dx
= E
∫ T
t
∫
Rd
{
−h′ε(p)Di (ai j D j p + σ ikqk)− h′ε(p)
[
(bi − D j ai j )Di p
− cp + (νk − Diσ ik)qk + F
]+ 1
2
h′′ε (p)|q|2
}
dxdt
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= E
∫ T
t
∫
Rd
{
1
2
h′′ε (p)
(
2ai j Di pD j p + 2σ ikqk Di p + |q|2
)
− h′ε(p)
[
(bi − D j ai j )Di p − cp + (νk − Diσ ik)qk + F
]}
dxdt.
Let ε→ 0 and from Lebesgue’s Dominated Convergence Theorem, we have
E
∫
Rd
[φ(x)−]2dx − E
∫
Rd
[(p(t, x))−]2dx
= E
∫ T
t
∫
Rd
χ{p≤0}
{(
2ai j Di pD j p + 2σ ikqk Di p + |q|2
)
− 2p[(bi − D j ai j )Di p − cp + (νk − Diσ ik)qk + F]}dxdt.
Note that (for δ, δ1 > 0)
2ai j Di pD j p + 2σ ikqk Di p + |q|2 ≥ 2ai j Di pD j p − (1+ δ)|σ i Di p|2 + δ1+ δ |q|
2
≥ [−2δK + (1+ δ)κ]|Dp|2 + δ
1+ δ |q|
2,
−p[(bi − D j ai j )Di p − cp + (νk − Diσ ik)qk]
≥ −δ1(|Dp|2 + |q|2)− C(K , L)δ−11 |p|2.
Then by taking δ and δ1 small enough (such that δ1 = min{−2δK + (1 + δ)κ, δ1+δ } > 0), we
have
E
∫
Rd
[φ(x)−]2dx − E
∫
Rd
[(p(t, x))−]2dx
≥ E
∫ T
t
∫
Rd
χ{p≤0}
[−C(κ, K , L)|p|2 − 2pF]dxdt
≥ E
∫ T
t
∫
Rd
[−C(κ, K , L)|p−|2 − 2p−F−]dxdt
≥ E
∫ T
t
∫
Rd
[−C(κ, K , L)|p−|2 − |F−|2]dxdt,
and this along with the Gronwall inequality implies inequality (5.1). 
Proof of Theorem 5.1. Fix a nonnegative function ζ ∈ C∞0 (Rd) such that suppζ ⊂ B1(0),∫
Rd ζ = 1. Define ζn(x) = ndζ(nx). For ϕ = ai j , σ ik , we define
ϕn(ω, t, x) = (ϕ ∗ ζn)(ω, t, x) =
∫
Rd
ϕ(ω, t, x − y)ζn(y)dy.
It is clear that ϕn(ω, t, ·) ∈ C∞(Rd) for any (ω, t, x). Moreover, we have that |ϕn| ≤ K and for
any (ω, t, x),
|Dϕn(ω, t, x)| =
∣∣∣∣∫Rd ϕ(ω, t, x − y)Dζn(y)dy
∣∣∣∣ ≤ C(n)K .
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It is not hard to check that an and σn satisfy Assumption 2.3. Indeed, for any (ω, t) and x,
y ∈ Rd , we have
|ϕn(ω, t, x)− ϕn(ω, t, y)| ≤
∫
Rd
|ϕ(ω, t, x − z)− ϕ(ω, t, y − z)|ζn(z)dz ≤ γ (|x − y|).
We also claim that as n→∞,
ϕn(ω, t, x)→ ϕ(ω, t, x), uniformly w.r.t. (ω, t, x). (5.3)
Indeed, for any (ω, t, x) ∈ Ω × [0, T ] × Rd , we have
|ϕn(ω, t, x)− ϕ(ω, t, x)| =
∫
Rd
|ϕ(ω, t, x − y)− ϕ(ω, t, x)|ζn(y)dy
≤
∫
|y|≤1/n
γ (|y|)ζn(y)dy ≤ γ (1/n)→ 0,
as n→ 0, and this proves our claim.
Therefore, in view Theorem 2.2, the following equation (for each n)
dpn = −
(
ai jn Di j pn + bi Di pn − cpn + σ ikn Di qkn + νkqkn + F
)
dt + qkn dW kt ,
pn|t=T = ψ
has a unique strong solution (pn, qn) ∈ H2 ×H1, such that
|||pn|||22 + |||qn|||21 + E sup
t≤T
‖pn(t, ·)‖21 ≤ C
(|||F |||20 + E‖φ‖21), (5.4)
where the constant C depends only on K , κ, T and the function γ , but is independent of n. It is
easy to check that the function pair (p − pn, q − qn) satisfies the following equation
du = −(ai j Di j u + bi Di u − cu + σ ik Divk + νkvk + Fn)dt + vkdW kt ,
u|t=T = 0 (5.5)
with the unknown functions u and v, where
Fn = (ai j − ai jn )Di j pn + (σ ik − σ ikn )Di qkn .
In view of (5.3) and (5.4), we have
|||Fn|||0 → 0, as n→∞,
and this along with estimate (2.5) implies that
pn → p, strongly in H0.
On the other hand, it follows from Lemma 5.2 that pn(t, ·) ≥ 0 a.s. for every t ∈ [0, T ]. Hence
we get p(t, ·) ≥ 0 a.s. for every t ∈ [0, T ]. The proof is complete. 
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