Abstract-Pisarenko's harmonic retrieval (PHR) method is probably the first eigenstructure based algorithm for estimating the frequencies of sinusoids corrupted by additive white noise. To develop an adaptive implementation of the PHR method, one group of authors has proposed a least-squares type recursive algorithm. In their algorithm, they made approximations for both gradient and Hessian. In this paper, we derive an improved algorithm, where we use exact gradient and a different approximation for the Hessian and analyze its convergence rigorously. Specifically, we provide a proof for the local convergence and detailed arguments supporting the local instability of undesired stationary points. Computer simulations are used to verify the convergence performance of the new algorithm. Its performance is substantially better than that exhibited by its counterpart, especially at low SNR's.
I. INTRODUCTION
Estimation of frequencies of sinusoids corrupted with white noise (additive) is a problem of importance in many applications of signal processing. "Super-resolution" spectral estimation techniques are best suited for this signal model. Pisarenko's harmonic retrieval (PHR) method [ 11 was perhaps the first of this kind. It involves determining the eigenvector corresponding to the minimum eigenvalue of the covariance matrix of the observed process.
Let the observed data ~( n ) consist of the sum of P real sinusoids in additive white noise of variance U' and R, be its asymptotic autocorrelation matrix of size N x N (LV 2 2 P + 1). Suppose the N eigenvalues of R,, in decreasing order of magnitude, are
(1) and the corresponding orthonormal eigenvectors are ql , . . . , q.v.
Then, it is one of the last -2 P eigenvectors (corresponding to the ( N -2 P ) repeated minimum eigenvalues) or any point in the subspace they span that is what the PHR method uses. These eigenvectors will be hereafter referred to as minimum eigenvectors.
Recognizing that a minimum eigenvector is the solution of a constrained minimization problem, Thompson [3] developed an adaptive version of the PHR method using a constrained gradient search procedure. Convergence properties of his algorithm were studied by Larimore [4] . Later, Reddy et al. [2] restated this problem into an unconstrained nonlinear minimization framework and developed a Newton-type recursive algorithm. They used approximations for both the gradient and Hessian of the underlying cost function.
In this paper, we first present an improved version of the algorithm of [2] , which incorporates the exact gradient and a different approximation for the Hessian. This leads to an algorithm whose convergence performance is significantly better than that of its counterpart in [2], especially at low SNR's. A key contribution of the paper is the convergence analysis given in Sections 111 and IV. We show Manuscript received February 6, 1992; revised February 18, 1993 . The associate editor coordinating the review of this paper and approving it for publication was Dr. James Zeidler.
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In arriving at (3), they used the instantaneous gradient of V and the Hessian of V was approximated so as to facilitate a recursive updating for the inverse of the Hessian, P (k). However, the recursion for P(k) makes use of all the earlier coefficient vectors through
. . , IC -1. This is inconsistent in that the gradient and Hessian evaluated using the coefficient vector at the present instant need to be used in the Newton update. We now present the improved version. Consider the following cost function With e ( s ) = BTx(s), we can express the gradient and Hessian of I-' as
.~(8)
where R(t) = l/tCk=l x(s)xT(s). For reasons mentioned already, we approximate the Hessian as below 1053-587X/94$04.00 0 1994 IEEE
Now, using (7) and (9) in the Newton update algorithm, we obtain the following algorithm
where Z(k), R(k), and R-'(k) are enumerated in ( l l H 1 3 ) , which appear at the bottom of the page. Note that this algorithm not only uses the exact gradient but also both the Hessian and gradient are evaluated using the coefficient vector at the present instant. However, this algorithm requires an additional 2.5N2 multiplications compared to the earlier [2].
CONVERGENCE ANALYSIS OF THE NEW ALGORITHM
In this section, we provide a proof of local convergence of the recursive algorithm, given in (10H13). The convergence analysis is based on the following two assumptions. 1. Ergodicity: The underlying process {x(n)> is assumed to be ergodic. That is, 3R, such that R-l ( n ) of (1 3) obeys
2. Richness: The data are assumed to be rich. That is, 3al > 0 and a2 > 0 such that 
Now, observe that the underlying process goveming the behavior of f(k) in (16) is such (see (15) and (18)) that for every k0,36g
such that
Then, we have the following main result (proved in the appendix).
Theorem There exists € 6 such that with If (0)
k-oo
Iv. LOCAL INSTABILITY OF THE UNDESIRED SUBSPACES
In Section 111, we have shown how the desired subspace, i.e., the space spanned by the minimum eigenvectors, is locally stable. In this section, we examine the behavior of the algorithm in a global context.
Observe the following. Even in the ideal case of R( k) = R, for all k, one cannot guarantee global convergence since every eigenvector of R, is a stationary point of this algorithm. Further, all of the additional "stationary subspaces" are locally unstable. Hence, in practice, even if one starts exactly on any of these undesired subspaces, as R( k ) # R, for all k , the trajectories will leave these subspaces because of local instability and eventually be attracted to the desired subspace. Simulations given in Section V confirm this behavior.
To support these points, consider the case where R( k) = R,Vk > (i.e., j 2 2 P + l ) , b , ( k ) increases exponentially at a rate faster than that experienced by b , ( k ) for j 5 2 P . Thus, the algorithm forces the trajectories to move away from the vicinity of aq, for i E { 1 , . . . , 2 P ) , toward the desired subspace.
V. SIMULATION RESULTS
The data samples were generated from x(n) = /3 sin(0.4.rrn) + ,5'sin(0.48~n + 0 ) + v(n). (25) The amplitude B was chosen to give the desired SNR, defined as
1010g~,($~/2). The initial phase 8 (uniformly distributed in [-T, T])
and v ( n ) , a zero-mean white noise of unit variance, were varied from trial to trial of the Monte Carlo simulations. Let e( IC) denote the estimated eigenvector (normalized to unit norm). Then, the performance measure (E) was chosen as the norm of that part of e ( k ) that lies outside the desired subspace.
In our convergence proof, we assumed an appropriate initialization for a( IC). However, the following simulations illustrate that this assumption is not essential for the algorithm to converge (in line with the discussion in Section IV). Fixing N at 6, we ran the new algorithm up to 99 data samples. Then, we forced a(100) to ql and left the algorithm to run further. Fig. 1 shows the plots of error measure E for two different values of SNR, 0 dB and 10 dB (for the same data realization). The error measure in the case of 0 dB SNR initially fluctuates wildly, whereas for 10 dB SNR, it falls off quickly. At the 100th data sample, it becomes the maximum possible because of the reinitialization of a( 100) to ql. Thereafter, it falls and fluctuates about a small value, implying that the vector a is moving away from q l toward a minimum eigenvector. The larger fluctuations and residual error measure in the case of 0 dB S N R are due to the well-known result on tradeoff between the data size and the SNR; if the SNR is larger, the convergence of the data covariance matrix close to its asymptotic value is quicker.
We repeated this with various data realizations and also with reinitialization at different sample points. In all the cases, the algorithm essentially behaved as in Fig. 1 . We also observed that moving away from the reinitialized point was faster when the SNR was higher. This is again due to the quicker convergence of R(k) close to its asymptotic value when the SNR is higher. Thus, these simulations show that appropriate initialization of the algorithm is not essential for the algorithm to converge.
To see how the new algorithm performs (on average) compared to the earlier version [2], we conducted the following simulations.
Fixing N = 6, we applied both of them to the same 100 different data realizations, computed the average error measure at each data sample, and plotted the results in Fig. 2(a)-(b) . These figures correspond to 0 dB and 10 dB SNR's, respectively. Note from the plots that the new algorithm converges significantly faster than the earlier version, particularly at low SNR. As stated in [2], at high SNR, the approximations made in the algorithm of [2] are good in the neighborhood of the desired subspace. Consequently, the convergence performance of their algorithm is much less affected by the approximations at high SNR. This is why the performance edge of the new algorithm drops as the SNR increases. 
VI. CONCLUDING REMARKS
In this correspondence, we derived an improved version of the Newton-type algorithm of Reddy et al. [2] for adaptively seeking the minimum eigenvector of the asymptotic covariance matrix of the data consisting of sinusoids in white noise. More importantly, we developed a proof of convergence of the new algorithm. Though we assumed an appropriate initialization of the algorithm in the development of the convergence proof, our experience with extensive simulations shows that such initialization is not essential for the algorithm to converge.
We compared the convergence performance of the new algorithm to that of [2] . Simulations show that the new algorithm converges significantly faster than that in [2] , particularly in the case of low SNR.
Though we motivated the algorithm for the case of sinusoids in white noise, it is equally applicable to the case where the asymptotic covariance matrix is symmetric and positive definite.
APPENDIX
In this appendix, we prove the theorem of Section 111. But first, we develop the following preliminary result. 
