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Abstract
We show that the problem of searching for v-structures in a directed acyclic graph can be decom-
posed into searches in its decomposed subgraphs. This result simpliﬁes the search for v-structures
and the recovery of local causal relationships.
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1. Introduction
Directed acyclic graphs (DAGs) are widely used to represent independence, conditional
independence and causal relationships among the variables [3,15,17,18,20]. Search for v-
structures is a key issue for orientation of directed edges and for recovering DAG structures
and causal relations among variables [16,18,21]. To search for v-structures, Verma and Pearl
[21] presented the inductive causation (IC) algorithm which needs to search for a variable
set S such that two variables a and b which are marginally dependent are independent con-
ditionally on S. Spirtes and Glymour [19] and Spirtes et al. [20] proposed a systematic
way of searching for the set S more efﬁciently. In searching for such a set S, conditional
independence in a DAG can be checked in terms of its moral graph which is an undirected
graph [13,14]. Undirected graphs are used to represent conditional independence among
a large number of variables [4,6,22,23]. Statistical inference (such as test, estimation and
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posterior calculation) for a large undirected graph can be reduced into unrelated inferences
for several small subgraphs. Geng [8] and Geng et al. [9] presented algorithms for decom-
posing an undirected graph into several subgraphs in the cases with and without missing
data, respectively. Frydenberg and Lauritzen [7] discussed decomposition for maximum
likelihood in mixed graphical interaction models, and Geng et al. [11] discussed the case
with incomplete data. Geng and Li [10] presented factorization of posteriors and a partial
imputation algorithm in terms of graph decomposition.
In this paper, we discuss decomposition usefulness when searching for v-structures in
DAGs. We show that a problem of search for v-structures in a DAG may be split into
problems related to its decomposed moral subgraphs. This result simpliﬁes the search for
v-structures. Given an undirected moral graph, we ﬁrst decompose it into several subgraphs
and then search for v-structures in each subgraphs separately. This may also be useful for
designing observational studies for recovering local causal relationships.
Section 2 gives notation and deﬁnitions. In Section 3, we prove a theoretical result on
decomposition of search for v-structures. Finally, we illustrate an application of our result
to decomposition of structure learning in Section 4.
2. Notation and deﬁnitions
Let GV = (V , EV ) denote a DAG where V = {X1, . . . , Xn} is a vertex set and EV is
a set of directed edges. A directed edge from a vertex a to another vertex b is denoted by
〈a, b〉. We assume that there is no directed loop in the graph. We say that a is a parent of b
and b is a child of a if there is a directed edge 〈a, b〉, and denote the set of all parents of a
vertex b by pa(b). A path l between two distinct vertices a and b is a sequence of distinct
vertices that starts with a, ends with b, and two consecutive vertices are connected by an
edge, that is, l = (c0 = a, c1, . . . , cn−1, cn = b) where 〈ci−1, ci〉 or 〈ci, ci−1〉 is contained
in EV for i = 1, . . . , n (n1), and ci 	= cj for all i 	= j . The number of edges on a path
is called its length. A path is non-trivial if its length is greater than 1. We say that a is an
ancestor of b and b is a descendant of a if there is a path from a to b in GV and all edges on
this path point at the direction toward b. The set of ancestors of b is denoted as an(b). For
a vertex set B ⊆ V , let An(B) = [∪b∈Ban(b)] ∪ B. A path l is said to be d-separated by a
set of vertices Z if and only if
(1) l contains a “chain” i → m → j or a “fork” i ← m → j such that the middle vertex
m is in Z, or
(2) l contains an “inverted fork” i → m ← j such that the middle vertex m is not in Z and
no descendant of m is in Z.
Two sets X and Y of vertices are d-separated by a set Z if Z d-separates every path from a
vertex in X to a vertex in Y. In a DAG GV , a triple (a, c, b) of distinct vertices is said to
form a v-structure if a → c ← b, 〈a, b〉 /∈ EV and 〈b, a〉 /∈ EV .
Example. Consider a DAG GV = (V , EV ) in Fig. 1, where V = {a, b, c, d, e, f } andEV = {〈a, b〉, 〈a, c〉, 〈a, d〉, 〈b, d〉, 〈c, e〉, 〈d, e〉, 〈e, f 〉}. In this DAG, we have
pa(e) = {c, d}, an(e) = {a, b, c, d} = An({c, d}) and that (c, e, d) forms a v-structure.
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Fig. 1. A directed graph GV .
The path between c and d, l = (c, e, d), is d-separated by an empty set, while the path
l′ = (c, a, b, d) is d-separated by {a} and {a, b} separately.
Let G¯V = (V , E¯V ) denote an undirected graph where E¯V is a set of undirected edges. An
undirected edge between two vertices a and b is denoted by (a, b). Note that the existence
of an undirected edge (a, b) in E¯V implies the existence of the symmetric undirected edge
(b, a) in E¯V . For a subset A of V, let G¯A = (A, E¯A) be the subgraph induced by A and
E¯A = {e ∈ E¯V |e ∈ A × A} = E¯V ∩ (A × A). An undirected graph is called complete if
any pair of vertices is connected by an edge. For an undirected graph, we say that vertices
a and b are separated by a set of vertices S if each path between a and b passes through S.
We say that G¯V can be decomposed into subgraphs G¯A and G¯B if
(1) A ∪ B = V ,
(2) C = A ∩ B separates A \ B and B \ A in G¯V , and
(3) C is complete.
A graph G¯V can be decomposed into several subgraphs by further decomposing its sub-
graphs. Suppose that G¯V can be decomposed into two subgraphs G¯V ′ and G¯V ′′ . Let a and
b be two vertices in G¯V ′′ , let l be a path between a and b, and let l′ = l ∩ V ′′ with the same
order of vertices as l. We say that l′ is the cut path of l in G¯V ′′ if l′ remains a path between a
and b in G¯V ′′ . In particular, if l ⊆ V ′′, then l = l′. We say that two paths l1 and l2 between
a and b in an undirected graph G¯V are bridged if there exist a vertex v on l1 and a vertex
u on l2, distinct from a and b, such that there is an edge (u, v) in G¯V . From the deﬁnition,
we also say that two paths are bridged if they have a common vertex other than a or b.
Deﬁne a moral graph ( GV )m of a DAG GV to be an undirected graph G¯V = (V , E¯V )
whose vertex set is V and whose edge set is constructed by marrying parents and
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Fig. 2. The moral graph G¯V of GV .
dropping directions, that is, E¯V = {(a, b), (b, a) : 〈a, b〉 ∈ EV }∪{(a, b), (b, a) : (a, c, b)
forms a v-structure}.
Example (Continued).Themoral graph G¯V of the DAG GV in Fig. 1 is shown in Fig. 2. The
undirected edge (c, d) is added to marry the parents c and d of e. It implies that c and d are
not independent conditionally on (a, b, e, f ). The undirected graph G¯V can be decomposed
into two subgraphs G¯A and G¯B whereA = {a, b, c, d} and B = {c, d, e, f }. The separator
is C = {c, d}. Let l = (c, e, d, b), it is a path between c and b. Then l′ = (c, d, b) is its cut
path in G¯A. The paths l and l′′ = (c, a, b) are bridged, since there is an edge between a and
d. The paths l and l′ are also bridged, as they both pass through the vertex d.
Given a DAG GV , a joint distribution or density of variables X1, . . . , Xn is
P(x1, . . . , xn) =
n∏
i=1
P(xi |pai),
where P(xi |pai) is the conditional probability or density of Xi given pa(Xi) = pai . The
DAG GV and the distributionP are said to be compatible [18] andP obeys the global directed
Markov property of GV [13]. We use the notation of Dawid [5] to denote independence.
Let X@Y denote the independence of X andY, and X@Y |Z the conditional independence
of X and Y given Z for any variables or sets of variables X, Y and Z. If sets X and Y are
d-separated by Z, then X is independent ofY conditionally on Z in every distribution that is
compatible with GV [18]. In this paper, we assume that all the distributions are compatible
with GV . We also assume that all independencies of a probability distribution of variables
in V can be checked by d-separation of GV , called the faithful assumption. The faithful
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assumption means that all independence and conditional independence among variables
can be represented by GV .
3. Decomposition of search for v-structures
In this section, we prove that if vertices a and b are adjacent in the moral graph but
there exists a vertex set S such that a@b|S, then there exists a decomposed subgraph
that contains a, b and a vertex set S′ such that a@b|S′, and vice versa. Applying this
result to structure learning, we can decompose a problem of searching for v-structures
in a DAG into several small problems related to its decomposed moral subgraphs. This
result may also be useful for designing observational studies for recovering local causal
relationships.
We ﬁrst give several lemmas that are used to prove the main result. Lemma 1 shows that
conditional independence of a DAG is equivalent to separation of its moral graph. For a
moral graph G¯V , there may be several different sets of vertices, such as S, that can separate
a from b. Repeated decomposition of G¯V into several subgraphs G¯V1 , G¯V2 , . . . , G¯Vn may
split some of the separators. We need to show that at least one of the separators is not split,
that is, there exists S′ in a certain subgraph G¯Vi that can separate a from b. Lemmas 2–4 are
three steps to show the existence of such a subgraph and a separate set S′. Lemma 4 shows
that there is a G¯Vi that contains at least one vertex on each path from a to b, and the set S′
of such vertices can separate a from b.
Lemma 1. A subset of vertices S separates a from b in ( GAn(a∪b∪S))m if and only if a@b|S.
Proof. The result can be obtained directly from Proposition 3.25 of Lauritzen [13] and
Theorem 1.2.4 of Pearl [18]. 
Acid and Campos [1] showed that the conditional independence between a and b can be
checked in the moral graph ( GAn(a∪b))m. The following lemma gives a similar
result.
Lemma 2. There exists a subset S ⊆ V such that a@b|S if and only if there exists a subset
S∗ ⊆ An(a ∪ b) such that S∗ separates a from b in ( GAn(a∪b))m and thus a@b|S∗.
Proof. Since An(a ∪ b ∪ S∗) = An(a ∪ b) and S∗ separates a from b in ( GAn(a∪b))m, we
have a@b|S∗ from Lemma 1. This proves sufﬁciency.
Next we prove necessity. Since a@b|S, Lemma 1 implies that S separates a from b in
( GAn(a∪b∪S))m, and thus the edge (a, b) is not contained in ( GAn(a∪b∪S))m. Since An(a ∪
b) ⊆ An(a ∪ b ∪ S), (a, b) is not contained in ( GAn(a∪b))m. Thus there exists a vertex
subset S∗ (⊆ An(a ∪ b)) that separates a from b in ( GAn(a∪b))m. 
Lemma 3. Suppose that b is not an ancestor of a. All paths between a and b in ( GAn(a∪b))m
must point at b in GV , namely, a · · · → b.
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Fig. 3. L(a, b) in GV and G¯V .
Proof. In the moral graph ( GAn(a∪b))m, the last undirected edge, say (c, b), on each path l
from a to bmay be one of three cases, ’c ← b’ in GV , amarrying edge ’c−b’ (’c → d ← b’
in GV ) or ’c → b’ in GV . We eliminate the possibility of the ﬁrst two cases.
Consider the ﬁrst case ’c ← b’. Since b is not an ancestor of a, c is not an ancestor of a,
and thus c is not contained by An(a ∪ b). So l is not a path in ( GAn(a∪b))m.
In the second case ’c− b’, there must be a common child of c and b in the directed graph
GAn(a∪b), say d. As in the ﬁrst case, d is not contained in An(a ∪ b). Thus l is not a path in
( GAn(a∪b))m. 
LetL(a, b) denote the set of non-trivial paths between vertices a and b in the moral graph
G¯V of GV which point at b in GV , that is, L(a, b) = {l : l is a non-trivial path between a
and b in G¯V , l points at b (i.e. a · · · → b) in GV }.
Lemma 4. If the moral graph G¯V of GV can be decomposed into n subgraphs G¯V1 ,
G¯V2 , . . . , G¯Vn , then, for each edge (a, b) in G¯V , there exists a subgraph G¯Vi which contains
the vertices a, b and another vertex v on each path l ∈ L(a, b).
Proof. We show ﬁrst that G¯V is decomposed into n = 2 subgraphs G¯V ′ and G¯V ′′ and prove
the general case by induction. Further, we show that bridged paths between two vertices
remain bridged in a series of decompositions.
According to the deﬁnition of L(a, b), each pair of parents of b on the paths in L(a, b)
are connected by an edge in G¯V because such a pair forms a v-structure pointing at b orGV originally has an arrow between these two vertices, see Fig. 3. Thus each pair of paths
in L(a, b) are bridged.
We now consider the two cases depicted in Fig. 4. In the case (i), at most one of the two
vertices a and b is contained in the separator V ′′ ∩ V ′. Without loss of generality, suppose
that both a and b are contained in V ′′. For each path l in L(a, b) that passes through the
vertices in V ′ \V ′′, it must pass through at least two vertices in the separator V ′ ∩V ′′. Since
the separator is complete, each pair of such vertices is connected directly. Thus the path l
has a non-trivial cut path l′ between a and b in G¯V ′′ .
In case (ii), both a and b are contained in V ′′ ∩ V ′. Since each pair (l1, l2) in L(a, b)
is bridged, all vertices on l1, other than a or b, cannot be contained in V ′ \ V ′′ while all
vertices on l2 other than a or b are contained in V ′′ \ V ′. Thus, we either G¯V ′ or G¯V ′′ , say
288 Z. Geng et al. / Journal of Multivariate Analysis 96 (2005) 282–294
G¯V ′′ , contains at least one vertex other than a or b for each path in L(a, b). Further, each
path in L(a, b) has a non-trivial cut path in G¯V ′′ since the separator is complete.
From cases (i) and (ii), we see that the lemma is true for n = 2. Now we decompose
one of these two subgraphs, G¯V ′ or G¯V ′′ , into two subgraphs, say G¯V ′′ into G¯V ∗ and G¯V ∗∗ .
To apply the above proof of the case (ii) to G¯V ∗ and G¯V ∗∗ , we only need to show that, for
any pair of vertices (a, b) in G¯V ′′ , each pair of paths in L′′(a, b) remains bridged, where
L′′(a, b) denotes the set of cut paths in G¯V ′′ for all paths in L(a, b).
We consider four cases to show that each pair of paths, l1 and l2, in L′′(a, b) remains
bridged in G¯V ′′ . Let A1 = {v ∈ l1 : v ∈ V ′ \ V ′′} and A2 = {v ∈ l2 : v ∈ V ′ \ V ′′}.
(a) A1 = ∅ and A2 = ∅: The decomposition cuts neither of l1 nor l2. So l1 and l2 remain
bridged in G¯V ′′ .
(b) A1 	= ∅ and A2 = ∅: Since all vertices on l2 are contained in V ′′, the cut path of l2 in
G¯V ′′ is itself. Let C be the set of vertices on l1, other than a or b, that have a bridge to
l2, that is, C = {v : v ∈ l1 \ {a, b}, ∃u ∈ l2 \ {a, b} such that (u, v) ∈ E¯V or u = v}.
Since l1 and l2 are bridged before decomposition, we haveC 	= ∅. IfC∩V ′′ 	= ∅, then
the cut paths of l1 and l2 in G¯V ′′ are connected. If C ∩ V ′′ = ∅, then there is a vertex
v in C which has a bridge to a vertex on l2 other than a or b, say u. According to the
condition of decomposition, u must belong to the separator, that is, u ∈ V ′′ ∩ V ′. As
shown in cases (i) and (ii), l1 has a non-trivial cut path in G¯V ′′ . Since v on l1 is not in
V ′′, l1 must have a vertex other than a, b or v in the separator, sayw. Since the separator
is complete, there is an edge between u and w, or u and w are the same vertex. So the
cut paths of l1 and l2 are bridged in G¯V ′′ .
(c) A1 = ∅ and A2 	= ∅: This case coincides with (b) after exchanging l1 and l2.
(d) A1 	= ∅ and A2 	= ∅: l1 must pass through a vertex v in the separator, other than a
or b, that is, v ∈ (V ′ ∩ V ′′) \ {a, b}. Also, l2 passes through another vertex u in the
separator, other than a or b, that is, u ∈ (V ′ ∩ V ′′) \ {a, b}. Since v and u are both in
the separator, there is a edge between v and u, or v = u. Thus the cut paths of l1 and
l2 in G¯V ′′ are still bridged.
Similarly, we can show recursively the case with n subgraphs. 
By Lemma 4, decomposition of G¯V ensures that, for each edge (a, b), there exists a
subgraph that contains at least one more vertex in addition to a and b on each non-trivial
path between a and b that points at b.
Theorem 1. Let G¯V = (V , E¯V ) denote the moral graph of GV . Suppose that G¯V can
be decomposed into several subgraphs G¯V1 , G¯V2 , . . . , G¯Vn . For an edge (a, b) in G¯V =
(V , E¯V ), there exists a subset S ⊂ V such that a@b|S if and only if there exists a subgraph
G¯Vi that contains a and b such that a@b|S′ and S′ ⊂ Vi .
Proof. The sufﬁciency is obvious since S′ is contained in Vi and Vi ⊂ V .
Now consider the necessity. Since a@b|S, by Lemma 2, there exists a subset S∗ ⊆
An(a∪b) that separates a from b in ( GAn(a∪b))m. Note that in ( GAn(a∪b))m, any subset that
contains at least one vertex other than a or b on each path between a and b can separate a
from b. Without loss of generality, suppose that b is not an ancestor of a. Lemma 3 implies
that all paths between a and b in ( GAn(a∪b))m must point at b in GV . So, all of these paths
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Fig. 4. Two cases of the different locations of a and b in decomposition. (i) At most one of a and b in V ′ ∩ V ′′;
(ii) Both a and b in V ′ ∩ V ′′.
are contained inL(a, b). Further, by Lemma 4, there is a subgraph G¯Vi that contains at least
one vertex other than a or b on each path in L(a, b). Thus G¯Vi contains at least one vertex
vk other than a or b on each path lk between a and b in ( GAn(a∪b))m. These vertices {vk}
separate all paths between a and b in ( GAn(a∪b))m. From Lemma 2, we get a@b|{vk}. So,
we showed that there is a vertex set S′ = {vk} in the subgraph G¯Vi such that a@b|S′. 
Theorem 1 implies that v-structure in the whole DAG GV can be checked in a subgraph
G¯Vi decomposed from the whole moral graph G¯V = (V , E¯V ). Decomposition of a moral
graph is unique and the algorithm presented in [8] can be used for decomposition.
Example (Continued).We illustrate Theorem 1 on graph GV in Fig. 1 and its moral graph
G¯V in Fig. 2. G¯V can be decomposed into four subgraphs drawn in Fig. 5. To check whether
(c, d) is a moral edge, that is, whether there exists a set S ⊂ V such that c@d|S, we need to
check only two subgraphs that contain c and d, G¯{a,c,d} and G¯{c,d,e}. We can see that c@d|a
but c/@d|e. Since e is a common neighbor of c and d, (c, e, d) is a v-structure, and thus we
orient c → e ← d . In the whole graph GV , we have another conditional independence
c@d|{a, b}.
4. An application to structure learning
The ALARM network in Fig. 6 is often used to evaluate structure learning algorithms
[2,12,20]. It describes causal relations among 37 variables in a medical diagnostic system
for patient monitoring. Using the network, some researchers generate continuous data from
normal distributions and somegenerate discrete data frommultinomial distributions [12,20].
In this example, we illustrate how to apply our result for decomposition of structure learning.
This approach is applicable for both continuous and discrete data.
In several algorithms of structure learning, the ﬁrst step is to construct the undirected
moral graph. To construct the moral graph, start from an empty edge set, and then for
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Fig. 5. Decomposition of the moral graph.
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Fig. 6. The ALARM network.
each pair of variables a and b, an undirected edge (a, b) is added if a and b are dependent
conditional on the set of all other variables. For linear Gaussian models, the moral graph can
be efﬁciently constructed by adding an edge (a, b) if and only if the corresponding entry in
the inverse covariance matrix is non-zero. The moral graph G¯V of the ALARM network is
given in Fig. 7.
According to Theorem 1, we can ﬁrst decompose the moral graph into subgraphs given in
Fig. 8, and then search for v-structures in each subgraph, as shown in Fig. 9. By combining
two partially directed subgraphs in Fig. 9, some undirected edges can be oriented. For
example, by combining (7) and (8) in Fig. 9, the undirected edge (4, 6) in (8) is deleted and
the undirected edges (5, 6) and (4, 5) are oriented at the direction toward the vertex 5. Next,
for the whole partially directed graph obtained after combining all subgraphs together, more
undirected edges may be oriented if each opposite of them creates either a directed cycle
or a new v-structure, such as the direction of the undirected edge (22, 34) is determined
as 〈22, 34〉 by 〈35, 34〉 and 〈22, 35〉 so as not to create a cycle, and the direction of the
undirected edge (27, 29) is determined as 〈27, 29〉 by 〈4, 27〉 so as not to create a new
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Fig. 7. The moral graph.
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Fig. 8. Decomposition of the moral graph.
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Fig. 9. The partially directed subgraphs.
v-structure. Finally we obtain the partially directed graph in Fig. 10, in which all directed
edges are oriented correctly, except that four undirected edges (3, 18), (4, 19), (10, 21) and
(16, 37) cannot be oriented because any of their orientation leads to a Markov equivalent
DAG. In this example, we decomposed the graph with 37 vertices into 23 subgraphs, of
which the largest one contains only 7 vertices. In such a way, a problem of high-dimensional
structure learning is reduced into several small problems.
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Fig. 10. The partially directed graph.
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