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Abstract
We present a detailed comparison of multiple statistical grain metrics for pre-
viously reported experimental thin film samples of aluminum with 2D sim-
ulations obtained from the Phase-Field-Crystal (PFC) model and a Mullins
grain boundary motion model. For all these results, “universality” is ob-
served with respect to the dynamics and initial conditions. This comparison
reveals that PFC reproduces geometric metrics such as area and perimeter,
but does not capture grain shape and topology as accurately. Similarly, the
Mullins model captures the number of sides distribution quite well but not
other metrics. Our collective comparison of such measurements underscores
the critical importance of the use of multiple metrics for comparison of exper-
iments with all present and future models of grain growth in polycrystalline
materials.
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1. Introduction
Grain boundaries in polycrystalline materials are of paramount impor-
tance to various fields of science and engineering. As surrogates for difficult
experimental investigations, several models have been developed to simulate
grain growth and the evolution of the grain boundary network. These mod-
els include the mesoscale continuum model of grain growth stemming from
Mullins’ work [1] and the atomic to mesoscale Phase-Field-Crystal (PFC)
models [2, 3]. A natural question is to what extent are such models capable
of reproducing the morphology and dynamics of grain growth and the asso-
ciated microstructural metrics such as the grain size distribution of real ma-
terials. Fig. 1 contrasts representative configurations of the grain boundary
networks from experiments first presented in [4] with PFC and Mullins-like
simulations [1]. Although the grains produced by Mullins-like models appear
(a) (b) (c)
Figure 1: Comparison between (a) experimental grains with (b) the general boundary
structures of PFC and (c) Mullins. Note how PFC grains have meandering bound-
aries compared to the experimental ones, which have non-meandering boundaries that
are straight in some cases and curved in others.
visually more similar to experiments than the output of the PFC model, a
definitive statement cannot be made in the absence of a quantitative com-
parison.
One key to answering this question is to exploit the universality of certain
geometric statistics that are experimentally observed in polycrystalline ma-
terials, both in thin film and bulk form: As the average grain size increases,
steady state distributions for many geometrical and topological properties
are experimentally observed during the grain evolution [5, 6, 4, 7]. These
universal distributions give a precise measure of how to assess mathematical
models via the extraction of the relevant metrics from simulations. In this
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vein, it was shown in [8] that the PFC model provides a surprisingly accurate
description of the grain size distribution, where the measure of “grain size”
used was the reduced equivalent diameter. Previous work has also been done
in computing certain statistical distributions for various Mullins-like models,
see for example [9, 10].
In this article, we consider a wide range of statistics, and present a de-
tailed comparison of previously reported experimental results of thin film
samples of aluminum [4] with 2D simulations obtained from a basic PFC
model and a well-known curvature driven grain boundary motion model [11],
here called the Mullins model. In all three cases, universal metric distribu-
tions are observed with respect to the dynamics and initial conditions. We
demonstrate that for many though not all grain statistics, late time PFC
gives better agreement with experiments than the Mullins model. However,
the PFC model produces grain boundaries that meander far more than what
is seen in experiments; its predictions related to grain shapes and topology
therefore have lower accuracy. We present such a characterization of grain
shape through a metric that we call the convex hull ratio. We remark that
extracting data on grain structures from PFC runs is difficult because of the
atomic nature of the model. This work benefits from the atom-based grain
extraction procedure developed in [12], which forms a self-contained method
whose accuracy has been tested against manual grain segmentations and the
variational approach in [13]. The current study underscores the critical im-
portance of the use of multiple metrics for comparison of experiments and
models for grain growth in polycrystalline materials, including amplitude
equations based models [14], more complicated PFC models, and the Potts’
model [15].
2. Experiments and Simulations
We first describe the origin of the three sources of data and the mea-
surement of statistical grain measures or metrics. In all cases, the grains are
represented on a finite domain so those lying on the boundary may be cut
off. Such grains have been excluded from the analysis.
2.1. Experimental data
Experimental grain distributions have been obtained from imaging data
in [4]. Experimental details may be found there, but in short, aluminum
thin films were prepared by sputter deposition then annealed at 400◦C for
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a broad range of times (seconds to hours). The samples were then imaged
via transmission electron microscopy using different viewing angles to char-
acterize grain boundaries. These were traced manually, because with the
exception of one sample [4, 16], automated grain identification had proven to
be unsuccessful on account of the complex contrast of transmission electron
micrographs. From these tracings, several geometric measures of the grain
structure were obtained and presented in [4].
To extend the analysis of [4] to some new grain metrics, all available orig-
inal scanned hand tracings of the boundaries have been analyzed again. The
scanned images were processed by identifying the grains as regions separated
by boundaries a few pixels wide. The various metrics were then measured us-
ing simple image analysis routines. The analyzed subset consists of 86 images
totaling roughly 3700 grains including as-deposited and annealed aluminum
samples. The original set of more than 35000 original grains was reported
in [4] and included aluminum and copper thin films, but the manual hand
tracings of the copper samples were not available for re-analysis and therefore
could not be included in the current work.
We also note that the experimental grain size data of the more than 35000
grains included data from samples that had been annealed at a single time at
a given temperature, as well as data from samples that had been examined as
a function of time and showed that the structures were stagnant and did not
evolve with time. Nevertheless, the grain size distributions of the partial and
full datasets are similar, allowing the conclusion of a universal experimental
grain size distribution in [4].
2.2. PFC data
The basic PFC model [2] can be written as the partial differential equation
ut = ∇2
(
(∇2 + 1)2u+ u3 − βu)
for a phase-field u and a parameter β that can be thought of as an inverse
temperature. This is similar to the Swift-Hohenberg model [17] but the extra
Laplacian on the right-hand side ensures that the average 〈u〉 = m remains
fixed in time. In 2D, the phase diagram in the parameters (m,β) can be
divided into three regions: one where the constant state u = m is stable, one
where one-dimensional sinusoids are stable and finally a region where the
hexagonal lattice is stable. In this regime, the model simulates the evolution
of “atoms” represented by bumps in the phase field u. These bumps then
arrange into a patchwork of hexagonal lattices with different orientations.
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The PFC evolution was simulated with the scheme of [18] using peri-
odic boundary conditions on a square shaped computational domain. Large-
scale long-time grain statistics were extracted using the approach formulated
in [12]. As shown there and in [13], the procedure is reliable and agrees
with manual grain segmentations and subsequent measurements. Since the
timescale of PFC may be scaled by any arbitrary factor, the number of grains
is a better indicator of progression than time. We extracted data when the
domain of size ≈ 74292 contained roughly 2200 and 135 grains, which we
will label the Early and Late PFC distributions. As presented in [12], the
PFC dynamics slows down significantly so Late PFC represents the “univer-
sal” distribution. We also note that to bypass any ambiguity concerning the
grain perimeter, it is approximated by measuring the area of the disorded
region between two grains and dividing by its thickness. More numerical de-
tails, including evidence of the robustness of PFC with respect to changing
simulation parameters, may be found in the appendix.
In addition to grain area, perimeter, isoperimetric ratio (circularity) and
the number of sides described in [12], we utilize an additional metric that we
call the convex hull ratio:
H − A
A
where A and H are respectively the area of the grain and of its convex hull,
the smallest convex shape that fully encloses the grain. A value close to 0
means the grain is almost convex while values far from 0 indicate that the
grain is concave and “meandering”. This metric is similar to the isoperimetric
ratio in that it captures how far from a regular convex shape a grain is,
but differs from it since it ignores grain elongation or equiaxedness. The
convex hull ratio is straightforward to measure when grains are represented as
regions. In the case of PFC images, the convex hull of a grain was computed
by adding the area of the convex hull of its atoms, a computation similar to
those described in [12]. This agreed with projecting the grain onto a grid
and using image analysis techniques.
2.3. Mullins data
We use a well-known, mesoscale, continuum model of curvature driven
grain boundary motion that was developed by Mullins and others [19, 20, 1];
see [21] for further references. In this context, grain boundaries are described
as curves or surfaces undergoing geometric motion. There have been many
algorithms proposed for the simulation of this and related models, including
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[22] for some of the earlier approaches. We used threshold dynamics [23],
a recent, level set type algorithm that is particularly efficient due to its
unconditional stability, allowing simulations of up to hundreds of thousands
of grains in both two and three dimensions [24, 11]. Versions of this algorithm
exist for very general (including normal dependent) surface tensions and
mobilities. For the simulations reported in this paper, referred to as the
Mullins model, we took all surface tensions and mobilities to be isotropic
and equal, resulting in symmetric dihedral angles of 120◦ at triple junctions,
and carried out the simulations in 2D in order to compare with PFC and
the thin film experiments. Periodic boundary conditions were used on a
square shaped computational domain. The random Voronoi initial condition
contained in excess of 100000 grains, which were then allowed to coarsen
down to 11910 final grains. The final grain structure was analyzed using
image analysis techniques. We note that the extracted metrics are stable
after an initial transient.
3. Comparison
We now compare the statistical grain metrics. The grain distributions
contained 3678, 81343, 4937, and 11910 data points for the experimental,
Early PFC, Late PFC and Mullins distributions respectively. The histograms
below are constructed by choosing the bin count with the Freedman-Diaconis
rule [25] and error bars represent standard errors. For histograms, this error
is approximately
√
ni where ni is the count of each bin, assuming that dat-
apoints are chosen randomly from their underlying distribution. This is an
approximation as grains are necessarily correlated, but this effect is small if
the domain is larger than the scale of such correlations, which should be on
the order of a few grain widths.
Experimental errors are much more difficult to assess precisely. For exam-
ple, in all three cases, there is an error associated to measuring grain metrics
once the boundaries have been identified, but it is small since the domain’s
discretization is small compared to the size of grains. In experimental images
(see [16] for a discussion) and PFC, there is an additional error in properly
characterizing these boundaries, meaning that some grains may not be prop-
erly identified. Such errors are quite small since ambiguities are present near
boundaries which make up a relatively small fraction of the domains. Finally,
recognizing PFC boundaries is complicated by their atomic nature, but it was
evaluated in [12] that discrepancies in measurements between numerical and
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manual segmentations amount to a few percent. Overall, the relatively small
number of datapoints mean that the statistical errors overshadow experimen-
tal errors, so the error bars presented below can help guide the eye as to the
closeness of the compared data.
3.1. Reduced area and reduced equivalent circle diameter
Given an area A for a grain, the reduced area distribution is given by
the set A/〈A〉 where 〈A〉 denotes the average area. A derived metric, the
equivalent circle diameter D, corresponds to the diameter of the circle with
area A. In Fig. 2(a) and (b), we see that both the area and the diameter dis-
tributions clearly show that the Mullins model behaves quite differently from
experimental grains and PFC. The main feature compared to random tesse-
lations, as noted in [4, 8], is the presence of a population of small grains (the
region in the distribution termed “ear”) and a population of very large grains
(the region termed the “tail”). The experimental distributions lies close to
the Late PFC distributions. Another point is that the reduced equivalent di-
ameter distributions are lognormal in the PFC and experimental cases, but
almost normal for Mullins, highlighting a drastically different behavior. The
reduced equivalent diameter distributions were fit to the appropriate distri-
butions and the fit parameters are reproduced in Table 1. The conclusion
here is similar: PFC moves towards the experimental data. We emphasize
that PFC has moved slightly past the full experimental dataset.
Table 1: Fit parameters for the different datasets. Experiments and PFC fits are lognormal
so (µ, σ) refer to the average and standard deviation of the logarithm. The Mullins fit is
normal so the parameters are the usual average and standard deviation and should not be
compared with lognormal parameters. The fit reduced average is computed from the fit
parameters and can be compared to the data reduced average of 1.
µ σ Fit reduced average
Experimental (3700 grains subset) -0.15 0.57 1.012
Experimental (35000 grains set) -0.12 0.49 1.001
Early PFC -0.07 0.38 0.998
Late PFC -0.16 0.61 1.022
Mullins (normal fit) 1.00 0.38 1.000
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(a) (b)
Figure 2: (a) Grain area distribution, normalized with respect to the average. (b) Equiv-
alent diameter distribution, normalized with respect to the average. The smooth curves
correspond to the fits in table 1. The Early PFC distribution has been omitted for clarity
while the full experimental distribution has been included for comparison.
3.2. Reduced perimeter and isoperimetric Ratio
As with area, Fig. 3(a) shows excellent agreement between the experi-
mental and PFC results for the reduced perimeter distribution. A quantity
derived from area and perimeter is the isoperimetric ratio, also called the
circularity. This quantity measures how close a grain is to a circle and thus
how round or compact it is. This is similar to other equiaxial metrics such as
the aspect ratio. Fig. 3(b) shows that both experimental distributions and
PFC are broad while Mullins presents a sharply peaked distribution.
3.3. Convex Hull Ratio
Fig. 4 shows the convex hull ratio, equal to 0 for convex grains and pos-
itive for concave and meandering grain boundaries. The comparison shows
that the experimental distribution is quite far from both PFC and Mullins
yet shares a similar shape to PFC. Mullins on the other hand is very sharply
peaked and away from 0, so most of its grains have slightly curved bound-
aries. The main difference here is that PFC produces grains with meandering
boundaries while experimental and Mullins grains presents roughly polygo-
nal grains but with slightly curved boundaries. However, the distribution of
curvatures is much broader in experiments than in the Mullins model. For
PFC, this metric has not stabilized to the same extent as the others, however,
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(a) (b)
Figure 3: (a) Grain perimeter distribution, normalized with respect to the average. (b)
Grain isoperimetric ratio. The isoperimetric ratio is defined as 4piA/P 2 where A,P are
the area and perimeter of a grain.
its evolution also slows down in a similar manner so that it is highly unlikely
that it would eventually reach to the experimental distribution.
Figure 4: Grain convex hull ratio, defined as (H − A)/A where A and H are the area of
the grain and of its convex hull, respectively.
3.4. Metrics based on the number of sides distribution
The number of sides of a grain, called its side class, is defined as its
number of neighbors. In contrast to the other results, Fig. 5(a) shows that
the number of sides distribution of the experimental distribution is closer
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to Mullins than to PFC, which exhibits a number of grains with very few
or many neighbors. Nevertheless, it appears that both the experimental
distributions and PFC peak at 5 neighbors rather than 6.
Several other metrics combining geometry and topology can be computed.
Fig. 5(b) shows the average number of sides of the nearest neighbors for a
given side class, which shows that grains with few sides have neighbors with
many neighbors and vice-versa. The average reduced area for a given side
class is presented in Fig. 5(c), showing that grains with many neighbors
occupy a larger fraction of the domain than those with few neighbors. In
other words, large grains have many neighbors.
These two metrics have been compared respectively to the Aboav-Weaire
and Lewis laws in detail in [4] and the reader is directed to [26] for physical
details. In short, the Aboav-Weaire law predicts that the curves in (b) would
follow 5+8/N where N is the side class. This law, observed across a variety of
tesselated systems, can be shown to hold rigorously if the grains correspond
to a random convex tesselation of the domain. The Mullins model matches
this law quite well while experiments and PFC match the law with different
constants but keep the same trend. This makes it clear that PFC grains have
on average more grains than would be expected from random tesselations,
most likely due to the non-convexity of PFC grains. On the other hand, the
Lewis law predicts a linear relationship in (c) which does not appear to be
followed by any of the comparison models.
Lastly, the area fraction of grains with a given side class is shown in
Fig. 5(d). This metric is quite similar to the number of sides distribution and
shows more clearly than (a) that experimental data is closer to Mullins while
PFC is stationary away from the other two. Overall, these three different
metrics of grain structure show that there are important discrepancies in
comparing PFC to experimental data from a topological point of view.
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(a) (b)
(c) (d)
Figure 5: (a) Number of sides distribution computed by counting the number of neighbors
of a grain. (b) Average number of sides of nearest neighbors binned by the number of
sides. This quantity is computed per grain by taking its neighbors and averaging their
own number of sides. (c) Reduced average area corresponding to each side class. Fix a side
class and compute the average reduced area of grains in this side class. (d) Area fraction
of grains in a given side class. This quantity is computed by multiplying the number of
sides distribution with the previous reduced average area. Connecting lines are drawn to
guide the eye and standard errors were computed and are plotted in (b), (c), (d).
4. Discussion and conclusion
The comparisons above show that the PFC model is more successful than
Mullins simulations at predicting the purely geometric metrics of grain. In
particular, the grain size distribution of late time PFC agrees well with that
obtained from experimental data of aluminum films, as highlighted in [8].
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However, as suggested by visual comparisons (see Fig. 1), those metrics
related to grain shape and topology are much less accurately captured by
PFC. Indeed, our comparison via the convex hull ratio suggests that a signif-
icant deficiency of the PFC model is its propensity to form meandering grain
boundaries, which does not appear to resolve in time. On the other hand,
while the Mullins model accurately resolves the number of sides distribution,
it fails to capture most other measures.
These findings reiterate many important questions as to universality and
its inherent presence in the models. First off, is this universality preserved
across all polycrystalline materials with respect to dimensionality or lattice
structure (FCC, BCC, Cubic, etc)? Secondly, how is PFC able to predict
the distributions for metrics related to area and perimeter? The question is
difficult to fully answer, but perhaps a naive answer is as follows.
PFC is the simplest conservative PDE that may give rise to polycrys-
talline patterns formed by individual atoms as it encodes only the core of a
two-body correlation function: neighboring atoms trying to be a given fixed
distance from each other [3]. In fact, this suggests that the main character
of the basic PFC model is close packing, producing hexagonal lattices in 2D.
As such, the mechanism of grain evolution must rely mostly on neighbor to
neighbor interactions. Perhaps the apparent agreement of PFC with experi-
ments indicates that the deciding mechanism for grain size in real materials
is simply close packing. This naive interpretation may help explain why our
2D Hexagonal PFC results match the 3D FCC aluminum measurements of
thin-films. On the other hand, the main limitation of PFC is that it forms
meandering boundaries with highly concave grains, meaning that PFC lacks
a driving force to promote the grain convexity that is clearly observed in
experimental grains. In contrast, the Mullins model is driven by minimiza-
tion of the curvature of grain boundaries, so it is not surprising that it is
more successful to characterize grain shape. Conversely, it fails to recover
the underlying atomic nature of grains since it cannot represent any other
defect.
It would be interesting to see if the naive intuition that characterizes PFC
as close packing could be extended to other models capable of simulating
different lattice types. Would introducing corrections such as orientation
dependent surface tensions in the basic Mullins model allow it to better
reproduce experimental data? Lastly, an important mathematical question is
to what extend one can analytically capture such universal behavior directly
from the models?
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To conclude, we have compared important geometric metrics of the grain
distributions of experimental structures with the PFC and Mullins models
and found that they better capture geometric and shape metrics, respectively.
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Appendix: Details on PFC simulations and statistics
The PFC results were obtained by simulating the PFC evolution with
the scheme of [18] using the same parameters (m,β) = (0.07, 0.025), C =
2β = 0.05 and τ = 1000 for a domain of size L ≈ 7429 with 8192 grid
points. Since the interatomic distance between two atoms equals 2pi/
√
3,
this domain size supports roughly 1024 atoms, each resolved by about 8 grid
points (8 pixels per atom), in each direction. The evolution was run for
40000 time steps starting with 36 random initial phase fields. Data was first
captured when the domain contained roughly 2200 grains (Early PFC) and
the simulations ended with an average of 135 grains (Late PFC). The grain
extraction procedure was carried out using the parameters found optimal in
[12], h = −0.035, γ = 0.001, θ = 2.5◦ and α = 40.
We briefly compare the statistics obtained by varying the PFC parame-
ters, the domain size and the grid resolution, showing that the PFC model
gives rise to robust statistics over a variety of input parameters. The com-
parison is shown for the reduced equivalent diameter distribution but other
metrics behave similarly. In Fig. 6(a), we varied the PFC parameters (m,β)
away from (0.07, 0.025) to include (0.05, 0.016), (0.06, 0.025), (0.07, 0.016),
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(0.07, 0.034), (0.08, 0.025) and (0.09, 0.034). These lie within the hexagonal
regime close to the order disorder transition curve [2]. The parameters C and
h were varied to accommodate the resulting atoms but the numerical domain
was kept fixed. In Fig. 6(b), we varied the domain size to fit 2562, 5122 and
10242 atoms, keeping the grid resolution fixed at about 82 pixels per atom.
In Fig. 6(c), we varied the grid resolution from 82, 162 to 322 pixels per atoms
while keeping the domain size fixed to fit 2562 atoms.
(a) (b) (c)
Figure 6: Comparison between different PFC input parameters, varying the PFC param-
eters (a), the domain size (b) and the grid resolution (c). Variability can be gauged by
the spread in the histograms; the PFC evolution then gives rise to robust statistics that
are not very sensitive to simulation details.
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