A method is developed to analyze the behavior of electron distributions under their own electric field and an external uniform magnetic field. The method is based on the derivation of the current density and hence the drift velocity from the charge-current continuity equation, which is used in either the Hamiltonian (or Lagrangian) of the system or directly in the Newton's equation of motion with the Lorentz force. Applying the technique to a spherically symmetric uniform charge distribution with no magnetic field can readily give the rate of expansion and the kinetic energy distribution of the electron gas at any stage of its dynamics. Applying it to a uniformly charged cylinder in a uniform magnetic field along the cylinder axis provides a differential equation that predicts (1) the transverse-to-magnetic-field radius of the charge distribution oscillates with a frequency that is lower than the electron cyclotron frequency because of the self-Coulomb field, (2) a classical free electron gas (i.e. a gas composed of spineless, non-relativistic and point-like electrons) in free space is diamagnetic due to its selfmagnetic field that is induced by the external magnetic field, and (3) the self-conductivity tensor has oscillating diagonal elements. The results are verified by N-body simulations. The simulation results show that the magnetic field enhances the thermalization by increasing the rate of electron-electron short range interactions.
Introduction
We have recently reported experiments in which the dynamics of a photoemitted electron gas inside a uniform magnetic field has been observed and characterized by ultrafast electron microscopy (UEM) [1] . The electron gas undergoes radial oscillations in the transverse-to-magnetic-field direction, and it behaves like a diverging electromagnetic lens with a time-varying strength affecting the imaging system of the UEM. These observations have motivated us to develop a mean field theory that describes the Coulomb explosion in a uniform magnetic field.
The study of the collective behavior of high-density charged particles distributions under their own electric field has been a topic of research in several different disciplines. Studies like Coulomb explosion of highly charged clusters or nano-scale targets induced by an ultrafast laser pulse [2] [3] [4] [5] [6] [7] [8] [9] , Coulomb explosion role in the laserinduced ablation [10] [11] , Coulomb explosion during a chemical reaction [12] , space charge imaging of molecules [13] [14] [15] , emission of highly charged electron pulses from various types of emitters and their energy spread [16] [17] [18] [19] , propagation of continuous or bunched electron beams in electron diffraction and imaging systems [20] [21] [22] [23] [24] [25] [26] , in streak tubes [27] and in microwave tubes [28] [29] , etc. have made this topic of a crucial importance. A full description of many of the observed phenomena in these studies need a solid understanding of the Coulomb explosion dynamics. The conservation of energy, for instance, has been used to find the distance of an ion separated from its original cluster by an intense laser pulse [2, 3, 6] or to describe the shock waves in a continuous charge distribution model [4] . The kinetic energy is found by calculating the potential energy at the initial and later times, from which the velocity of the separated ions can be achieved. Also, Vlasov-Poisson equation has been used to find the dynamics of accelerated ions that were released from symmetric nanoscale targets by a Coulomb explosion triggered by a laser pulse [9] . Another analytical method was to average the single-particle equation of motion over a particle phase space distribution [21] [22] [23] . Here, we use the charge-current continuity equation for a spherically symmetric continuous charge distribution to obtain the corresponding current density which is generated by the self-electric field of the distribution. From the current density, the drift velocity is calculated, which can be used to find the system's Hamiltonian (or Lagrangian) or to write the Newton's equation of motion directly. In the absence of magnetic field, this results in a differential equation that governs the dynamics of the system and matches the previously reported dynamics. This technique can be used for a variety of charge distributions of spherical symmetry and can be generalized to an ellipsoidal distribution which is briefly discussed in the current work.
If the Coulomb explosion occurs inside a uniform magnetic field, this technique is very efficient in determining the dynamics of the system when it has cylindrical symmetry. Dynamics of neutral and non-neutral plasmas inside a magnetic field has been a topic of interest especially in the field of cyclotron resonance mass spectroscopy, which is commonly used for high-precision determination of ion masses. In those devices, the detected signal has a frequency that deviates from the bare cyclotron one for three reasons [30] : (1) the confining fields of the trap (2) the image charges induced on trap conductive walls and (3) the self-field shifts [31] [32] [33] , which can even include polarization forces in polar molecules [34] . It has been shown that the frequency drift due to the self-field depends on the density, shape of the cloud and trap geometry [35] . The geometry of the trap can affect the plasma mode due to the induced image charges [36] . Noticeably, spectrum broadenings and shifts in the cyclotron resonance have also been observed inside materials that were attributed to the Coulomb interactions [37] [38] [39] [40] [41] [42] . In our model, the Coulomb expansion in a magnetic field takes place in free space with no boundaries, i.e. there are no induced image charges and hence we only expect to observe the lowest mode of radial oscillation, namely the radial breathing mode [36] . We find a non-linear differential equation governing the radius of the charge distribution as a function of time, solve it numerically and compare the results to that of N-body simulations. The analytical model reveals a redshift and chirp in the radial oscillation frequency due to the Coulomb explosion, the diamagnetism of the electron gas and the oscillatory nature of the selfconductivity tensor elements.
In Section 2 of this paper, we describe the method of using the current density to determine the dynamics of a Coulomb explosion without a magnetic field and compare it to the results of N-body simulations as well as those previously published on this topic. Our method is capable of determining the self-conductivity, the kinetic energy distribution and In Section 3, we use the method to analyze the effect of the magnetic field on the expansion of the charge distribution. There are three functions and parameters that we compare between the two sections: (1) the asymptotic behaviors of the self-electric fields, (2) the kinetic energy distribution of the gas and (3) their self-conductivities which we define as a tensor relating the current density vector to the self-electric field vector. The magnetic field has a profound effect on all of them. It results in a self-magnetic field of the expanding electron cloud that opposes the external one, i.e. a classical electron gas is diamagnetic in agreement with the fact that a rotating plasma can be diamagnetic [43] [44] [45] [46] . We prove this by not only finding the selfmagnetic field from the theory and compare it to the result of an N-body simulation, but also by determining the magnetic moment of the cloud. The self-magnetic field results in a second-order self-electric field that will be discussed in Section 3 as well.
Expansion of spherical charge distribution under its self-Coulomb field with no magnetic field
We assume a spherically symmetric uniformly charged cloud of electrons evolving under its self-Coulomb force. The time-dependent charge density for electrons can be written as Having , , the total kinetic energy of the cloud will be
Comparing this result to the kinetic energy of a gas with three degrees of freedom per particle reveals that • is equal to the velocity spread. The total potential energy of the given charge distribution is and the conservation of total energy, constant, gives
where 0 ,
Taking a derivative of both sides with respect to time will give The other method to obtain the equation of motion is to use the Lorentz force. The non-relativistic equation of motion 12 with the material derivative • 13 and the interior electric field of a uniformly charged sphere which is similar to what is reported in [5] . Note that in these calculations, the assumption is that only the mean field is responsible in converting the potential energy to kinetic energy; for example, no stochastic processes are included. Fig. 1 (a) compares the time-varying spatial std of a uniformly charged sphere filled with 10,000 electrons with no initial velocity obtained from Eq. (18) to that from an N-body simulation. The comparison is done for two initial stds of 2 µm and 5 µm. The details of the simulation are given in Appendix A for zero external magnetic field. Therefore, the asymptotic electric field will be inversely proportional to the square root of the initial charge density which is counterintuitive as it cannot be seen directly from the Maxwell-Gauss equation. In Fig. 1 (b) , the logarithm of | |⁄ versus time is plotted for both the N-body simulation and the analytical solution. The charge distribution with ~16 times higher initial charge density produces smaller electric field ~15 ps after the explosion starts at the same distance from the charge distribution center of mass.
When ≫ for → ∞, Eq. (18) can be approximated by √ . 20 Quantity √ has the unit of velocity and is the asymptotic rate of expansion, which depends on ⁄ . For example, the spatial std of a uniformly charged sphere with a radius of 2√5 m containing 10,000 electrons at rest will reach the final expansion rate of 4.765 10 m/s obtained from the simulation while for the same charge distribution √ 4.759 10 m/s. The value of √ as a function of the initial density for three different numbers of electrons initially at rest is plotted in Fig. 1 (c) .
The self-conductivity can be defined by . By using the current density and the electric field in Eq. (4) and (14), respectively, we will have
which is a scalar quantity. Fig. 1 (d) shows the self-conductivity for two different initial charge distributions as a function of time calculated by the simulation. There also is plotted the asymptotic value of the self-conductivity in Eq. (21) which is independent of the initial charge density. In the next section, we will show that an external magnetic field will change to a tensor whose diagonal elements oscillate by time.
From Eq. (5), we can determine the highest electron kinetic energy that the mean field theory predicts as
Function is plotted in Fig. 2(a) . From the spatial distribution of the electrons' kinetic energy and the spatial distribution of the electrons' positions, it is straightforward to show that the number of electrons per kinetic energy is of the form where • is the Heaviside function in Eq. (2) and a proportionality function which can be readily obtained from the requirement
Therefore, the number of electrons with a kinetic energy in the range of , is equal to
Histograms showing the number of electrons per kinetic energy at four different points in time obtained from the simulation of a uniform spherical charge distribution of initial spatial std of 2µm are plotted in figure Fig.  2 (b). Electrons start their dynamics from rest. Histogram bin width is 50 . In the same figure are also plotted theoretical curves calculated from Eq. (26) . As is seen, there is a good agreement between the theory and the simulation. Any deviation from the theoretical curve (square root distribution) is due to electronelectron short range interactions. It is tempting to assign a temperature to the electron gas; however, as is seen in Fig. 2(b) , the kinetic energy distribution is far from Maxwell-Boltzmann statistics and since the average distance between an electron and its nearest neighbors increases in the order of 2√5 respectively, and plotted in the same figure. Additionally, the system is not in equilibrium since the volume of the electron gas is constantly increasing. Therefore, we cannot assign a temperature to this system. The technique of using the current density can be generalized to some other distributions. Suppose we have a spherically symmetric charge distribution of the following form
where • is a unitless function whose volume integral over the whole space is unity. If we demand that the corresponding current density be of the form in Eq. (4), then for the continuity equation to hold we must have , . 29
The proof is given in Appendix B. Examples of this class of distributions are uniform distribution, Gaussian distribution, raised cosine distribution, triangle distribution, Wigner semicircle distribution, and any other distribution whose std scales linearly with coordinate. However, the non-relativistic uniform distribution is the only one that maintains its profile as it evolves in time. It is because in Eq. (15), every term is linear in and hence the final equation of motion is independent of it. Therefore, this technique is expected to provide only an approximate solution for the other distributions that satisfy Eq. (29).
As an example, for a Gaussian charge distribution
we can find the non-relativistic kinetic energy And use the conservation of energy to find • constant. 32 But this assumes that a Gaussian charge distribution maintains its Gaussian profile as it evolves which is not a valid assumption [26] . Nevertheless, we use this theory to evaluate and for , the Gaussian distribution can be approximated by a uniform distribution according to its Taylor series expansion. Therefore, we expect this equation, though approximate, to be of good accuracy. Eq. (32) has the similar solution given in Eq. (16) but for 12 33 Fig. 3 depicts the accuracy of this method for a Gaussian charge distribution by comparing its spatial std obtained from an N-body simulation with that of the analytical method presented here for 10,000 electrons with no initial velocity and 5 µm initial spatial std. Comparing Eq. (32) to Eq. (8), the Gaussian charge distribution has a slightly faster rate of expansion. Fig. 3 Expansion of a spherical Gaussian charge distribution consisting of 10,000 electrons under it self-electric field with no initial velocity calculated both from the N-body simulation and the theory. Dynamics of a uniformly charged sphere is included for comparison.
For the general case of a non-relativistic expansion of a spherical charge distribution with an arbitrary initial density, we have given a nonlinear integrodifferential equation in Appendix C that governs the full dynamics of the charge distribution. Solving such an equation is beyond the scope of this work.
For the case that the uniform distribution is not spherically symmetric, but for example ellipsoidal, one can generalize the method by finding the corresponding anisotropic drift velocity vector, the kinetic energy and the potential energy of the distribution and form the Lagrangian of the system. This leads to three coupled differential equations that govern the dynamics of the system.
In the next section, we will use the same technique explained here to model the behavior of a charge distribution expanding under its own electric field and an external magnetic field. 3. Coulomb explosion inside a uniform magnetic field A spherical charge distribution placed in a uniform magnetic field will not maintain its sphericity because the magnetic field bends the trajectory of the electrons in the plane transverse to it and confines the charges as much as the self-electric field of the distribution allows. The charge distribution, however, will expand almost freely in the axial direction. So, the charge distribution will become prolate. Here, for the sake of simplicity, we consider a uniformly charged cylinder with a circular cross section inside a uniform magnetic field along its axis as a generic analytical model. The charge density is 1 34 in the cylindrical coordinate , , , where the Heaviside function • is given by Eq. (2), and is the number of electrons per unit length in the direction, i.e. the projection of on the z axis, which will be a constant for an infinitely long charge distribution in because of symmetry. For this distribution, a current density that satisfies the continuity equation is
where the component is divergence-free and accounts for the effect of the external uniform magnetic field in the direction that leads to drift. The function will be determined by the dynamics of the system. The electric field of this distribution is obtained from the Maxwell-Gauss equation ∇ • ⁄ as
. 36
The non-relativistic equation of motion, when the self-field momentum is negligible, is
where is the external magnetic field, and the drift velocity is obtained by Eq. with an acceptable solution of
. 40
The quantity 2 ⁄ is the angular frequency of a classical rotating body with a gyromagnetic ratio of 2 ⁄
where and are its total charge and mass, respectively, i.e. the Larmor frequency. This frequency is half of the cyclotron angular frequency ⁄ . Note that the self-Coulomb field does not affect the azimuthal component of the current density which is expected because the Coulomb force is an internal force. This result also can be verified by calculating the mechanical angular momentum per unit length of the charge distribution 4 , 41 and the component of the moment of inertia tensor per unit length
. 42
Comparing these two equations gives the same angular frequency of 2 ⁄ . Note that the mechanical angular momentum is not a conserved quantity but the total angular momentum, including the field momentum, is. The field momentum per unit length ⁄ is
where is the magnetic vector potential associated with the external magnetic field. From Eq. (41) and (43), it is seen that the total angular momentum of the system, as expected, is zero. Note that we treated the charge distribution as a classical rotating body whose angular frequency of rotation depends on the magnetic field. The important conclusion is that the frequency of the rotation does not change as the radius of the charge density varies by time since the mechanical angular momentum is not conserved. In this model, the force due to the magnetic field is effectively (but not truly) in the radial direction and is a restoring force responsible for diminishing the radius of the charge distribution.
Parallel to the previous section, Eq. (44) can be obtained from the conservation of energy, provided the energy leaving the system by radiation is negligible. The kinetic energy per unit length in can be calculated from the drift velocity in Eq. (38) and the mass distribution as
The zero of the potential energy can be assumed at the largest radius of the charge distribution which is a return point and hence • 0. Therefore, the total energy of the system per unit length in is 4 2 46 At first glance, it is surprising that the total energy depends on the magnetic field because the magnetic field does not work. The magnetic field only affects the way the electric field works, i.e. the rate at which the kinetic and potential energies are converted to each other. As a result, must inversely depend on , such that the total derivative of the internal energy with respect to the magnetic field always vanishes.
Setting the zero of the potential energy at will determine the potential energy per unit length in z as 4 , 47 where ln • is the natural logarithm function. Then, the conservation of energy dictates If we take the time-derivative of both sides of the above equation and simplify it, we will get Eq. (44). One can find the same results by use of the Lagrangian of the system as well.
To the best knowledge of the authors, Eq. (44) does not have an analytical closed-form solution. Without the self-Coulomb field on the right-hand-side, the solution to this equation will be where the charge distribution oscillates radially between zero and with an initial arbitrary phase and the cyclotron angular frequency of ⁄ . The self-Coulomb field will prevent the charge distribution from reaching the zero radius, i.e. from a full collapse on the z axis.
If, at the time zero, the external magnetic field satisfies
where the plasma frequency at the initial time, and the electrons have no initial velocity, there will be no oscillation since the driving forces due to the self-electric field and the external magnetic field in Eq. (44) cancel out and the charge distribution will maintain its initial radius. However, in compliance to the Earnshaw's theorem, it is an unstable equilibrium because any small change in any of the system parameters will lead to an oscillation.
Eq. (44) suggests that the self-Coulomb force can change the frequency of oscillation in a nontrivial way. The frequency of radial expansion and contraction of the charge distribution for 0.25 T, 0 √5 m a range of 100 to 10 electrons per meter with no initial velocity is numerically obtained and sketched in Fig. 4 . Note that Eq. (44) is stiff, i.e. to solve it numerically by the finite difference method, an extremely small temporal step size of 2 attosecond was need for convergence of the solution. At low values of , the electron distribution will be more granular rather than continuous and the analytical method, developed here, will not be accurate. As we will show later, beyond 10 electrons per meter, the self-magnetic field and secondorder self-electric field will emerge. There is an antiresonance, as explained above, happening at 4.77 10 electrons per meter for which Eq. (50) is satisfied.
Here, we would like to distinguish between the cyclotron frequency and the frequency of radial expansion and contraction. The former is fixed and twice the rotational frequency of the charge distribution which is unaffected by the Coulomb interaction. We do this to abide by the Kohn's theorem that shows, at the quantum level, the cyclotron oscillation frequency is independent of the Coulomb interactions [47] . Fig. 4 The oscillation frequency of radial contraction and expansion of a uniformly charged cylinder under a uniform magnetic field of 0.25 T along its axis for various charge density (number of electrons per unit length along the cylinder axis) with an initial diameter of 4.47 m and no initial velocity. The space charge reduces the oscillation frequency from the nominal value of 2 ⁄ 6.998 which is included for comparison. The frequency is obtained by numerically solving Eq. (44) . The antiresonance happening at 4.77 10 electrons per meter is because the electric and magnetic forces cancel out and the charge distribution will not oscillate. It represents an unstable equilibrium.
No charge distribution will be infinitely long; subsequently will not be a constant but a function of time. If is a slow function of time in comparison to , Eq. (44) can be employed to determine the dynamics of the system. Indeed, one can show that if decreases linearly by time, Eq. (44) will remain unchanged; however, the nature of the solution and frequency shifts can be very different since it is a nonlinear differential equation.
To verify the model, the results of an N-body simulation together with a numerical evaluation of Eq. (44) is shown in Fig. 5 (a) . In the simulation, at time zero, 10,000 electrons at rest are distributed uniformly by a random process inside a prolate spheroid with the small and long diameters of 2 0 2√5 m and 2ℎ 0 20√5 m respectively, inside a uniform magnetic field of 0.25 T along the longer axis of the distribution (details of the simulation are given in Appendix A). The simulation time step is 80 fs. According to the simulation results, the distribution expands almost freely in the direction and shows radial oscillations. The electrons distribution at three points in time is illustrated in Fig. 5 (b) . (The full movie of the electrons in the external magnetic field can be found in the Supplement Material 1). For such a distribution, it is straightforward to show that where Δ is the full width half maximum of , in Eq. (51), which is plotted in Fig. 5 (c) as a function of time, together with the aspect ratio of the charge distribution. In the analytical model, we call from the simulation, calculate from Eq. (52) and insert it into Eq. (44) and solve it numerically. The radial oscillation frequency from the simulation is obtained from the average distance between its minima in the time interval of zero to 1 ns and is equal to 6.874 GHz. Doing the same for the theoretical results gives 6.873 GHz. The oscillation frequency given by the cyclotron equation is 2 ⁄ 6.998 GHz. The reduction in the frequency is
considerably less than what is predicted in Fig. 4 for a fixed value of . Table 1 depicts the locations of the minima in the theory and simulation. There is a small chirp in the frequency seen in both methods. It means the distance between the minima gradually decreases by time in a nonlinear but monotonic fashion. The small differences between the theory and the simulation are most likely due the approximations in the theoretical model including the neglect of stochastic processes. The radial component of the mean-field electric field of the cloud is calculated form the simulation and Eq. (36) and its derivative with respect to is plotted in Fig. 5 (d) in a logarithmic scale. In the simulation, the mean field is obtained by a linear regression between the forces on the particles and their position vectors. The maxima of the electric field are higher in the theory due to the fact that the theory gives a slightly lower radius of the charge distribution at its minima. It is most likely because the theory is based on the mean field and does not capture the effect of collisions.
The self-conductivity tensor ̅ can be calculated by Eq. (35) and (36) in Cartesian coordinates
which shows oscillating diagonal elements. This self-conductivity tensor is a result of the applied magnetic field. The components of the self-conductivity tensor, calculated from the theory and the simulation, ate plotted in Fig. 5 (e) . The difference between the theory and the simulation in the last two plots are due to the fact that the minimum radius of the charge distribution is slightly smaller in theory than in the simulation. In Fig. 6(a) , are shown the kinetic energy distributions at three early times and one much later time. In contrast to the case with no magnetic field, shown in Fig. 2 (b) , the electron gas is well thermalized at 500 ps. Beside the thermalization that happen in the early stages of the electron gas dynamics, there are thermalizations happening at the next radial minima of the cloud as are shown in Fig. 7 (b) and (c). These are also manifested in the jumps in the kinetic energy spread shown in Fig. 7 (d) . There are local minima happening in both the average and std of the kinetic energy at times the charge distribution collapses along the z-axis. Although the kinetic energy distribution will eventually follow the Maxwell-Boltzmann statistics, the system is not at equilibrium and hence we cannot assign an asymptotic temperature to it. we arrive at the self-magnetic field
which opposes the external magnetic field, linearly depends on B and shows that a free electron gas in free space is diamagnetic. This is not in contrast to the Bohr-van Leeuwen theorem because the whole system is macroscopically in rotation all the time according to the current density in Eq. (35) . For the self-magnetic field be comparable to the external magnetic field, must be of the order of 4 ⁄ 3.5 10 electrons per meter. The fact that the magnetic field is zero outside of the charge distribution is due to the infinite length of the charge distribution. For finite size charges, there will a magnetic field of opposite sign outside of the charge distribution because the magnetic field is divergence-free. The self-magnetic field, as expected is too small to affect the dynamics of the system. The self-magnetic field is plotted in Fig. 7 (a-d) at 0 calculated form the N-body simulation, as explained in Appendix A, and from Eq. (55) for from Eq. (52) at two points in time: (1) at the first maximum radius of the charge distribution (2) at the midway between the first maximum and the second minimum. In Fig. 7 (e) , their corresponding azimuthal average is plotted. At the first maximum, the charge distribution aspect ratio is only 1.5, so the theory deviates from the simulation. In the simulation, the magnetic field is positive outside of the charge distribution due to its finite longitudinal size. The local shortlived magnetic dipoles in the simulation are formed because of electron-electron short distance interactions, which are not included in the analytical model. Those interactions are more pronounced when the charge distribution reaches its radial minimum. The full video of the self-magnetic field is in Supplement Material 2.
The magnetic moment per unit length in z can be calculated by 1 2 8 , 56 which suggests that a classical electron gas in a uniform magnetic field is diamagnetic. The partial derivative of Eq. (48) with respect to the negative of the magnetic field gives the magnetic moment per unit length in Eq.
(56). Note that this result is similar to the Langevin diamagnetism theory except for the fact the magnetic moment is not constant but varies by time. Fig. 7 Self-magnetic field at the first maximum of the charge distribution transvers radius by (a) the N-body simulation and (b) the theory. At that time, the charge distribution aspect ratio is only ~1.5. The self-magnetic field is also plotted at the midpoint between the first maximum and the next minimum where the aspect ratio has increased to ~4.7 by (c) the Nbody simulation and (d) the theory. The local magnetic dipoles in the simulation are due to electron-electron interactions and the resulting motion in the x-y plane. For all four cases, the azimuthal averages are plotted in part (e). When the aspect ratio is small the theory expectedly deviates from the simulation. The positive magnetic field outside of the charge distribution in the simulation is due to the limited size of the charge distribution in and hence is absent in the theoretical model.
Having the self-magnetic field in Eq. (55), one can use the Maxwell-Faraday equation 57 to find the second-order self-electric field as (The first order self-electric field is given in Eq. (36)). Eq. (58) assumes that n does not change by time, or changes very slowly. Note that the sign of is opposite to that of • . That is due to the Lenz's law: as the charge distribution expands, the magnetic flux going through it increases; therefore, the induced electric field must generate a current whose magnetic field opposes the increase in the flux. The self-electric field in Eq. (58) is a result of the external magnetic field. The force due to this electric field increases the kinetic energy of the electrons when the cloud is radially expanding and vice versa. The second-order self-electric field is singular at 0 which potentially can disturb the uniformity of the charge distribution. For example, if the charge density is high enough, during the expansion period of the charge distribution, it can discharge the vicinity of 0 and form a depletion region.
The technique we developed here to analyze a uniform cylindrical charge distribution under a uniform magnetic field can be generalized to other charge distributions like the Gaussian one.
Conclusion
In this work, we developed a technique that can determine the dynamics of electron distributions of high symmetry under their own electric field and an external magnetic field. We showed that the self-Coulomb field reduces the oscillation frequency of the charge density by numerically solving the differential equation that B sz (r ,z=0) (nT)
governs the system. The theory supports the idea that a classical electron gas in a uniform magnetic field is diamagnetic. The technique of using the current density to determine the dynamics of the charge distribution could also be used in less symmetric charge distributions, which will be the topic of future research. The far field radiation of such charge density is also of importance for instance in the field of cyclotron microwave spectroscopy as well as the radiation of pulsars in astrophysics. This research can also benefit the fields of cyclotron masers and high-brightness electron and X-ray sources.
respectively, which will be used to calculate . The iteration continuous till the end time of the simulation. Time step is selected as the smallest value where any further reduction does not increase the accuracy of the simulation considerably. , , 8
because if we evaluate terms and , we will have 1 9 and , 10
which satisfy Eq (B7). In words, any distribution in the form of The corresponding drift velocity is , ,
Now, we find the material derivative of the drift velocity given by Eq. (13) by calculating terms ⁄ and • . We have , ,
Evaluation of the spatial derivative on the right-hand-side of Eq. (C4) gives Adding the Eq. (C3) and (C5) will give the material derivative of the drift velocity as
By use of the Gauss's law, we find the electric field of the charge distribution as The non-relativistic equation of motion , 8
after some algebraic simplifications gives , 2 , , ,
which is a non-linear integrodifferential equation containing only , . The equation, though difficult to deal with, has an advantage of determining the charge density as a function of both and and hence can fully determine the dynamics of the distribution. Generalization to the relativistic expansion is tedious but straightforward. The method can be applied to charge distribution of cylindrical symmetry in a uniform magnetic field as well.
