Suppose that n is a positive integer. In this paper, we show that the exponential Diophantine equation (n − 1) x + (n + 2) y = n z , n ≥ 2, xyz = 0 has only the positive integer solutions (n, x, y, z) = (3, 2, 1, 2), (3, 1, 2, 3) . The main tools on the proofs are Baker's theory and Bilu-Hanrot-Voutier's result on primitive divisors of Lucas numbers.
Introduction and the main result
As usual, we denote the set of all integers by Z, the set of positive integers by N. Suppose that a, b, c are pair-wise coprime positive integers. Then we call the equation a x + b y = c z , x, y, z ∈ N (1.1)
as an exponential Diophantine equation. Many authors have studied the above equation for given a, b, c ∈ N. Equation (1.1) was first considered by Mahler, [M33] . He proved that the equation (1.1) has finitely many solutions with a, b, c > 1. Since his method was based on a p-adic generalisation of Thue-Siegel method, it was ineffective as it provided no bounds for the size of possible solutions. Later, Gel'fond, [G40] , gave an effective result for solutions of (1.1). His method was based on Baker's theory which uses linear forms in the logarithms of algebraic numbers.
Using elementary number theory methods such as congruences, Jacobi symbol and standard divisibility arguments in algebraic number theory involving ideals in quadratic (or cubic) number fields, the complete solutions of the equation (1.1) where a, b, c are distinct primes ≤ 17 were determined by some authors (see [DYL18] , [H76] , [N58] and [U76] ).
Consider the equation (1.1) for Pythagorean numbers a, b, c. A famous unsolved problem concerning the exponential Diophantine equation (1.1) was suggested by Jeśmanowicz, [J56] . He has conjectured that the unique solution in positive integers of equation (1.1) is only (x, y, z) = (2, 2, 2), where a, b, c are satisfying a 2 + b 2 = c 2 , i.e. they are Pythagorean triples. This conjecture have been solved for many special cases. Different conjectures concerning equation (1.1) were identified and discussed. One of these conjectures which is an extension of Jeśmanowicz conjecture, was suggested by Terai.
Terai conjectured that the unique solution of the Diophantine equation (1.1) is (x, y, z) = (u, v, w) except for some (a, b, c) where a, b, c, u, v, w ∈ N are fixed, u, v, w ≥ 2 and gcd(a, b) = 1 and satisfying a u + b v = c w (see [C99] , [HY18] , [L03] , [M10] , [M11] , [T94] , [T99] , [YH18] ). The correctness of this conjecture for many special cases has been proved. Nevertheless, it has been still unsolved. Recently, a survey paper on the conjectures of Jeśmanowicz and Terai has been published by Soydan, Demirci, Cangül and Togbé (see [SDCT17] for the details about these conjectures). Now we take the exponential Diophantine equation
with t ≥ 1. Clearly, it suffices to consider the case where b is even. So, we see that equation (1.2) has the following trivial solutions: (1, 13, 2) if b = 2 and t = 45,
In [HT09] , He and Togbé solved equation (1.2) for t = 1. After the work of [HT09] , Miyazaki and Togbé [MT12] extended their result by proving equation (1.2) and they proved that equation (1.2) has no non-trivial solution when t > 1 is odd. Lastly, Miyazaki, Togbé and Yuan [MTY16] showed that equation (1.2) has no non-trivial solution for any positive integer t, completing the study of (1.2). In this paper, we consider the exponential Diophantine equation
with n ≥ 2, xyz = 0. Indeed, the equation (1.3) is a generalisation of the equations 2 x + 5 y = 3 z and 4 x + 7 y = 5 z considered by Nagell [N58] . Our main result is the following theorem.
Theorem 1.1. Let n be a positive integer. Then the equation (1.3) has only positive integer solutions (n, x, y, z) = (3, 2, 1, 2), (3, 1, 2, 3).
Auxiliary results
In this section, we give some useful lemmas which will be used to prove our main result.
Proposition 2.1. Let D be a positive integer. We have
Further, h(−4D) is equal to the class number of the unique quadratic order of discriminant −4D.
Proof. The upper bound for h(−4D) follows from Theorems 11.4.3, 12.10.1 and 12.14.3 of Hua [H82] , while the last assertion is contained in Definition 5.2.7 of [C93] .
A Lucas pair is a pair (α, β) of algebraic integers such that α + β and αβ are non-zero coprime rational integers and α/β is not a root of unity. Given a Lucas pair (α, β), one defines the corresponding sequence of Lucas numbers by
Let (α, β) be a Lucas pair. We recall that a prime number p is a primitive divisor of the Lucas number u n (α, β) if p divides u n but does not divide (α − β) 2 u 1 u 2 · · · u n−1 . We say that a Lucas sequence is an n−defective Lucas sequence if u n has no primitive divisor. The key argument for the proofs in this section is the definitive result obtained by Bilu, Hanrot and Voutier [BHV01] .
For any integer n > 30, every Lucas sequence is non ndefective. Further, for any positive integer n < 30, all n-defective Lucas sequence are explicitly determined.
Lemma 2.2. ([V95])
For 4 < n ≤ 30, and n is odd, the following gives a complete list, up to the sign of α and β, of all Lucas sequences whose n-th element has no primitive divisor.
Lemma 1] or [Y05, Corollary 3.1] ) Let D 1 and D 2 be coprime positive integers and let k ≥ 2 be an integer coprime with D 1 D 2 .
(
The solutions of equation
can be put into at most 2 ω(k)−1 classes, where ω(k) denotes the number of distinct prime divisors of k. Further, in each such class S there is a unique solution
belonging to S can be expressed as
Then the solutions of (2.1) can be put into at most 2 ω(k)−1 classes. Further, in each such class S there is a unique solu-
Now, in order to obtain an upper bound for solutions, we quote a result on lower bounds for linear forms in the logarithms of two algebraic numbers. To do this, we first present some notations. Let ϕ 1 and ϕ 2 be real algebraic numbers with |ϕ 1 | ≥ 1 and |ϕ 2 | ≥ 1. We consider the linear form
where log ϕ 1 , log ϕ 2 are any determinations of the logarithms of ϕ 1 , ϕ 2 respectively, and c 1 , c 2 are positive integers. Let ϕ be any non-zero algebraic number with minimal polynomial over Z is a 0 d j=1 (X − ϕ (j) ) which is of degree d over Q. We denote by
the absolute logarithmic height of ϕ. Suppose that B 1 and B 2 are real numbers ≥ 1 such that
where the number field Q(ϕ 1 , ϕ 2 ) over Q has degree D. Define
The following lemma is an immediate consequence of [L08, Corollary 2]. Here we take m = 10 and C 2 = 25.2 (according to the notation of the paper).
Lemma 2.4. ( [L08] ) Suppose that Ω is given as above and ϕ 1 > 1 and ϕ 2 > 1 are multiplicatively independent. Then log |Ω| ≥ −25.2D 4 max{log d ′ + 0.38, 10/D}) 2 log B 1 log B 2 .
Proof of Theorem 1.1
When n = 2, the equation (1.3) becomes 2 z − 4 y = 1. It is clear that this equation has no positive integer solutions. So, in this section we suppose that n > 2 and we distinguish four subcases: n > 64, n ≥ 7 and z ≥ 2n, 7 ≤ n ≤ 64 and z < 2n, 2 < n < 7 separately.
3.1. The case n > 64. Suppose that n > 64. If (n − 1) x ≥ 1 2 n z , then x ≥ z. First assume that x > z. Then one has
Next consider the case where x = z. Then one gets (n + 2) y > 1 n · n z . Note that y < z, and we have e 2y/n > 1 + 2 n n/2×2y/n > 1 n · n z−y .
If z − y > 1, then the previous inequality implies that e 2y/n > n ≥ 64, so y > 2n. If (n − 1) x < 1 2 n z , then (n + 2) y > 1 2 · n z , hence e 2y/n > 1 + 2 n n/2×2y/n > 1 2 · n z−y .
If z − y > 1, then using the above inequality we get that e 2y/n > n 2 /2 ≥ 64, so y > 2n. If z − y = 1, similarly, we have e 2y/n > n 2 ≥ 32, so z > y > n. Therefore we have proved that x > z > 4n or z > y > n or x = z = y + 1. Now from (n − 1) y+1 + (n + 2) y = n y+1 and n > 64, we get y ≤ 3 or y > n. If (n − 1) y+1 + (n + 2) y = n y+1 and y ≤ 3, then a simple computation shows that y = 1 and n = 3. Consequently, we have shown that x > z > 4n or z > y > n when n > 64.
(i) The case y is even Assume that y is even. Since z > n and n > 64, by Proposition 2.1 we have z > n > h(Q( −4(n − 1))), where h(Q( √ −d)) denotes the class number for the quadratic field Q( √ −d). Therefore by Lemma 2.3 there exist integers x 0 , y 0 , z 0 such that z 0 | h(Q( −4(n − 1))) and (n − 1)x 2 0 + y 2 0 = n z0 , 2 ∤ x, or
x 2 0 + y 2 0 = n z0 , 2 | x, and we have (n − 1)
2) which is impossible by Lemma 2.1 and 2.2 when z/z 0 ≥ 5.
If z/z 0 = 2, then the argument for z/z 0 = 4 is the same. So, we can omit it. First consider the equation (3.1) with z/z 0 = 2. Then one has (n − 1)
x−1 2 −(n − 1) + (n + 2) y 2 = ±(x 0 −(n − 1) + y 0 ) 2 , and so 2x 0 y 0 = ±(n − 1)
x−1 2 .
Since x 2 0 (n−1)+y 2 0 = n z0 , we have y 0 = ±1 and 2x 0 = (n−1)
x−1 2 , it follows that (n − 1) x + 4 = 4n z0 . Taking modulo 4 and recall that x is odd, we have n = 3. We know that the equation 2 x + 5 y = 3 z has only the solution (x, y, z) = (1, 2, 3) (see [N58, Theorem 3] ) when 2 ∤ x and 2 | y. But, this is not a desired solution.
Next consider the equation (3.1) with z/z 0 = 3. Then one gets (n − 1)
x−1 2 −(n − 1) + (n + 2) y 2 = ±(x 0 −(n − 1) + y 0 ) 3 , and hence
x 0 (3y 2 0 − x 2 0 (n − 1)) = ±(n − 1)
x−1 2 , y 0 (y 2 0 − 3x 2 0 (n − 1)) = ±(n + 2) y 2 .
Note that gcd(3, n − 1) = 1, so we derive that x 0 = ±(n − 1)
x−1 2 and y 0 = ±(n + 2) y 2 , and x 2 0 (n − 1) + y 2 0 = n z0 , which is impossible. Now first consider the equation (3.2) with z/z 0 = 2. Then one obtains (n − 1)
x 2 √ −1 + (n + 2) y 2 = ±(x 0 √ −1 + y 0 ) 2 , and so 2x 0 y 0 = ±(n − 1)
x−1 2 . Since x 2 0 (n − 1) + y 2 0 = n z0 , we have y 0 = ±1 and 2x 0 = (n − 1)
x 2 , it follows that (n − 1) x + 4 = 4n z0 . Taking modulo 4 and recall that x is even, we have n = 5. We know that the equation 4 x + 7 y = 5 z has no solution (x, y, z) (see [N58, Theorem 9] ) when 2 ∤ x and 2 | y.
Finally consider the equation (3.2) with z/z 0 = 3. Then one has (n − 1)
x 2 √ −1 + (n + 2) y 2 = ±(x 0 √ −1 + y 0 ) 3 , and hence
x 2 , y 0 (y 2 0 − 3x 2 0 (n − 1)) = ±(n + 2) y 2 .
Note that gcd(3, n−1) = 1, so we derive that x 0 = ±(n−1)
x 2 and y 0 = ±(n+2) y 2 , and x 2 0 (n − 1) + y 2 0 = n z0 , which is impossible. So, this proof of the case y is even is completed.
(ii) The case y is odd and x is even Suppose that y is odd and x is even. Since z > n and n > 64, by Proposition 2.1 one has z > n > h(Q( −4(n + 2))). Therefore by Lemma 2.3 there exist integers x 0 , y 0 , z 0 | h(Q( −4(n + 2))) such that x 2 0 + (n + 2)y 2 0 = n z0 , and one has (n − 1)
x 2 + (n + 2) y−1 2 −(n + 2) = ±(x 0 + y 0 −(n + 2)) z/z0 , which is impossible by Lemma 2.1 and 2.2 when z/z 0 ≥ 5. It is easy to check that z/z 0 = 2, 3, 4 is also impossible. Its proof is similar to the case (i).
(iii) The case x and y are odd
Assume that x and y are odd. If z is even, then by taking modulo n + 1 for equation (1.3), one gets (−2) x ≡ 0 (mod n + 1), which implies that n + 1 = 2 t , t ≤ x. Now equation (1.3) becomes (2 t − 2) x + (2 t + 1) y = (2 t − 1) z , 2 | z.
(3.3)
Consider the equation (3.3) modulo 3. If t is even, then one obtains (−1) x + (−1) y ≡ 0 (mod 3), which is −2 ≡ 0 (mod 3). This is a contradiction. If t is odd, then one gets 0 ≡ 1 (mod 3) which is also contradiction. So, the proof is completed for (iii).
(iv) The case x, y and z are odd
Suppose that x, y and z are odd. Taking modulo n for equation (1.3), one has 2 n = 1, which implies that n ≡ 1, 7 (mod 8).
First consider the case n ≡ 1 (mod 8). If n ≡ 1 (mod 8), by taking modulo 8 for equation (1.3), one gets 3 y ≡ 1 (mod 8), which implies that 2 | y. This is a contradiction.
Next consider the case n ≡ 7 (mod 8). Here we have two subcases:
• The case x ≥ 3. If n ≡ 7 (mod 8), by taking modulo 8 for equation (1.3) , one has
which implies that 2 | z, a contradiction where x ≥ 3 is odd. • The case x = 1. Now we have to consider the equation (1.3) where n ≡ 7 (mod 8), y and z are odd, x = 1. We have x > z > 4n or z > y > n when n > 64. It is clear that x = 1 is impossible where x > z > 4n. So we consider the case z > y > n > 64.
The equation (1.3) is reduced to solving the equation
Since z > y > n and n ≡ 7 (mod 8), we have y ≥ 73 and n ≥ 71. If z ≥ 2y, then n − 1 = n z − (n + 2) y ≥ n 2y − (n + 2) y > n 2 − (n + 2) = n 2 − n − 2, which is impossible. So, 2y > z.
Let Ω = z log n − y log(n + 2). From (3.4), we find that e Ω −1 = n−1 (n+2) y . Since n ≥ 71 and log(1+t) < t for t > 0, one gets 0 < Ω < 1 1.04(n + 2) y−1 .
(3.5)
From the definition Ω and 2y > z, we get 2y − 1 y ≥ z y > log(n + 2) log n .
So, we have y > log n log( n 2 n+2 ) > (n − 70.99) log n.
(3.6)
In (2.3) taking D = 1, c 1 = y, c 2 = z, B 1 = n + 2, B 2 = n and using (3.5), we obtain z log(n + 2) − y log n < 1 1.04(n + 2) y−1 log n log(n + 2) < 0.36 · 10 −135 . As a result of the above inequality, one obtains y < 1870 log n. Then d ′ < 2y/ log n + 0.36 · 10 −135 < 3741 so that log d ′ < 8.23. But this contradicts with our assumption log d ′ + 0.38 > 10. Next we consider the case log d ′ + 0.38 ≤ 10. So, it follows from Lemma 2.4 that log |Ω| ≥ −25.2 · 10 2 log n log(n + 2).
(3.10)
Using (3.8) and (3.10) leads to y − 1 < 25.2 · 10 2 log n.
(3.11) Combining (3.11) and (3.6), we have n < 70.99 + 1 log n + 25.2 · 10 2 < 2591.
So, we obtain upper bounds for y and n, i.e. n < 2591 and y < 19808.
(3.12)
Finally, running PARI-GP [P17] program, we see that the equation (3.4) has no solution (n, x, y, z) in the ranges 71 ≤ n < 2591, 73 ≤ y < 19808, 73 < z < 39616 and n ≡ 7 (mod 8). Hence the proof of this case is completed.
3.2. The case n ≥ 7 and z ≥ 2n. Since n ≥ 7 and z ≥ 2n, we have z ≥ 2n > h(Q( −4(n + 2))). Then using the argument in the proof of the Case 3.1, the proof is completed.
3.3. The case 2 < n < 7. As 2 < n < 7, the equation ( where n = 3, 4, 5, 6, respectively. We first consider the equation (3.13). By [N58, Theorem 3] , this equation has only the positive integer solutions (x, y, z) = (1, 2, 3), (2, 1, 2) which is a desired solution. Then we deal with the equation (3.14) which is impossible. Next we consider the equation (3.15). Using [N58, Theorem 9] , we see that (3.15) has no positive integer solutions. Finally, we consider the equation (3.16) which is impossible.
3.4. The case 7 ≤ n ≤ 64. Here we have the case 7 ≤ n ≤ 64 for the equation (1.3). We wrote a short program in PARI-GP [P17] . Using it, we see that the equation (1.3) has no integer (n, x, y, z) solutions where 7 ≤ n ≤ 64, and z < 2n. Consequently, the proof is completed.
