The question of nding the numerical solutions of optimal control problems in mathematical models based on the degenerate semilinear equations of mathematical physics is one of the most important. It is so because of a large number of applications of such problems. In the case of non-linear state equation the search for the numerical solution of optimal control problem becomes more dicult. A lot of initial-boundary value problems for the equations and the systems of equations which are not resolved with respect to time derivative are considered in the framework of abstract Sobolev type equations that make up the vast eld of non-classical equations of mathematical physics. We are interested in the optimal control problem to solutions of the Showalter Sidorov problem for the semilinear Sobolev type equation. The article proposes to use a decomposition method, allowing to linearize a non-linear equation, and the penalty method, which allows to nd an approximate solution of the problem. Our numerical method is based on the Galerkin method, and the method of decomposition. Using it we nd approximate solutions of optimal control problem for the Ho mathematical model and the generalized mathematical model of deformation of the structure of I-beams.
Introduction
The need for constructing and examination of mathematical models is growing due to the high rate of production and technology. The possibility of studying the process using a mathematical modelling is quite relevant because the conducting of natural experiments is expensive. A large class of mathematical models is based on non-classical semilinear partial dierential equations that are not solved for the derivative of time. Now equations, which are not solved for the time derivative, are called the Sobolev-type equations. This tradition takes place in the native works [16] , and the foreign ones, e.g., [7] . As a rule, the processes in mechanics, engineering and manufacturing are controllable. The study of external inuence on the studied process, using which it is possible to achieve the desired result, plays a special role.
Consider optimal control J(x, u) → min (1) by solutions of the Showalter Sidorov problem
for the semilinear Sobolev type equation
Here J(x, u) is some specially constructed quality functional; the control u ∈ U ad , where U ad is some closed convex set in the space of controls, which is denoted U. Linear optimal control problem for the Sobolev type equation with initial Cauchy condition was rst posed and studied by G.A. Sviridyuk and A.A. Efremov [8] . The work [9] is dedicated to the study of optimal control problems for the linear Sobolev type equations with initial-nal condition. The study of optimal control problems for the Sobolev type equations of high order was begun in [10] . Recently there were applications of optimal control problems for the Leontief type systems [11, 12] to the problems of dynamic measurements, see [13, 14] . In [15] it is shown that condition (2) for equation (3) is more natural and allows to avoid diculties associated with the study of the Cauchy problem. The Showalter Sidorov condition is a direct generalization of the Cauchy condition. The initial-nal condition is more general initial condition for the linear Sobolev type equations than condition (2), see [16] . The application of the Showalter Sidorov condition (2) led to a simplication of numerical studies of the Leontief type systems [11] , and its optimal control problems [12] .
The using of the decomposition method for nding the numerical solution of optimal control problem was proposed in the monograph [17] . This method allows to linearize the state equation and to transfer the whole phenomenon of non-linearity to the functional. Research and construction of numerical methods for solving optimal control problems come to the fore due to the development of modern computing technology. The work [11] is devoted to the constructing of algorithm of numerical solution of linear optimal control problems. Obtaining of analytical solution or distribution of existing approaches for nding numerical solutions of optimal control problems in nonlinear degenerate model is not always possible. The numerical method based on the Galerkin method and the method of decomposition is constructed in the paper. Using our method one can nd approximate solutions of the optimal control problem (1) (3). On the basis of this method we nd approximate solutions of optimal control problem for the Ho mathematical model [18] and the generalized mathematical model of deformation of the structure of the I-beams [19] .
Optimal Control Problem
Let H = ( H ; ⟨·, ·⟩) be a real separable Hilbert space identied with its dual. Let (H, H * ) and (B j , B * j ), j = 1, k, k ∈ N be dual (with respect to the duality ⟨·, ·⟩) pairs of reexive Banach spaces, moreover, let the embeddings 
, and dene a closed convex set U ad ⊂ U. Consider the optimal control problem (1) by the solutions of problem (2), (3), where cost functional is given as
where
wishful state of the system, which we need to achieve using the control. Consider the space
and every (x, u) satises (2), (3), and vectorũ is called an optimal control. Theorem 1. [18] For an arbitrary x 0 ∈ H, T ∈ R + there exists solution of problem
In monograph [17] it was proposed to use the decomposition method to nd numerical solution of the optimal control problem. This method allows to linearize the state equation and to extend a phenomenon of nonlinearity to the functional. Let us linearize the equation in (3) using an additional variable in the state equation. To this end let x = x(u, v) = x(t, u, v) be a solution of linear problem with respect to vector-function x
Therefore the optimal control problem (1) (3) with the penalty functional (4) is equivalent to the problem (1), (5) with the functional
Theorem 2. [21] For any x 0 ∈ H, T ∈ R + there exists the solution of optimal control problem (1), (5) .
Consider the problem of nding an approximate solution of problem (1), (5) . To this end we use the penalty method [17] and consider the system of states
and the optimal control problem
with the penalty functional in the following form:
where (x, v, u) is a solution of the problem (7), and r ε → 0+ is a parameter of ne.
the problem (7), (8).
Theorem 4. [21] For any x 0 ∈ H, T ∈ R + and when ε → 0+ there exists the sequence
where the pair (ṽ,ũ) = (x,ũ) solution of the problem (1) (3).
Algorithm for the Numerical Method
We are interested in the process of the control of solutions of the Showalter Sidorov problem (2), (3). Our goal is to nd the approximate solution of optimal control problem (1) by the solutions of problem (2), (3), where cost functional is given as (4). Let us describe the algorithm for the numerical solution of the problem (1) (3). This algorithm is based on the modied Galerkin Petrov method and the Ritz method.
Let σ(L) be spectrum of the operator L. Because of the properties of the operator L, its spectrum σ(L) is non-negative, discrete, nite multiplicity and thickens only to +∞. Let {λ i } be the set of the eigenvalues, which are numbered in non-decreasing according to multiplicity. Let {φ i } be the set of the corresponding eigenfunctions which are orthonormal with respect to the scalar product < ·, · > from H. They form an orthonormal basis in the space H.
Let us nd an approximate solutionx(s, t) of problem (2), (3) as the sum
where m ∈ N, m > l, l = dim ker L (to take into account the eects of the reduced equation).
We represent the right side of equation (3) as
We substitute Galerkin sums (10) and (11) to equation (3). So we get a system of nonlinear dierential equations
Here, depending on the parameter λ, the equations of this system can be dierential or algebraic. Because of nonlinearity of the equations, we can not obviously obtain the dependence a j (t) from a i (t), i = 1, ..., m, i ̸ = j and u i (t), i = 1, ..., m. In contradiction to the linear case, this does not allow us to solve the problem of nding the functional minimum with respect to u i (t), i = 1, ..., m. Therefore before performing of consecutive approximations of the Galerkin Petrov method we do the following. First we decompose equation (2) such that to linearize this equation. After that we introduce the penalty functional, which allows to nd an approximate solution of the original problem. To this end we introduce in equation (3) an unknown function v(s, t) such that
The equations in (13) are linear with respect to the function x(s, t). By the second equality in (13), the penalty functional (4) is equivalent to the functional (6) . By the theorem 2, the solution of problem (1) (3) with penalty functional (4) is equivalent to the solution of problem (1), (2), (13) with penalty functional (6) . To nd the required approximate solution we use the penalty method. Let the penalty functional be in the form (9) . Then our problem reduces to nding triples of minimizing functions (x, v, u). Representṽ(s, t) as a sum
Substitute Galerkin sums (10), (11), (14) in equation (13) . We get the dierential equation
Then, scalar in H we multiply resulting equation (15) on the eigenfunctions φ i (s), i = 1, ..., m, and we get the system of the equations
Depending on the parameter λ, equations of system (16) can be dierential or algebraic. Consider these cases.
In this case all equations of system (16) are ordinary dierential equations of the rst order. To solve this system with respect to a i (t), i = 1, ..., m, we nd m initial conditions in the following way. Scalar in H we multiply conditions (2) on eigenfunctions φ i (s), i = 1, ..., m. After that we solve thus obtained system of linear rst order dierential equations with initial conditions and express unknown function coecients a j (t), j = 1, ..., m in the approximate solutionx(s, t) = x m (s, t) through a i (t), i = 1, ..., m, i ̸ = j, v i (t), i = 1, ..., m, u i (t), i = 1, ..., m. (ii) Let λ ∈ σ(L), where l the multiplicity of the rst eigenvalue L. In this case the equations of system (16) with numbers 1 1 , . .., 1 l are algebraic, and the rest ones dierential. Consider the systems of the rst order dierential equations and the algebraic equations. To solve the system of algebraic-dierential equations with respect to a i (t), i = 1, ..., m, we nd m − l initial conditions from the Showalter Sidorov condition (2). The solution of the algebraic-dierential system exists for any initial functions. We exclude the initial conditions corresponding to a 1 j (0), j = 1, ..., l and solve the algebraic-dierential system. After that the unknown function coecients a i (t), i = 1, ..., m are expressed in the approximate solutionx(s,
Let us nd the minimum of the functional. To this end we substitute the obtaining representation forx(s, t) = x m (s, t) and (11), (14) to functional (9) . After that, using the Ritz method, we nd unknown values v i (t), i = 1, ..., m, u i (t), i = r, ..., m in the form
or
Note that we choose the coecients b n and c n such that the functions v i (t, N ), u i (t, N ) minimizes functional (9) . Therefore, the problem is reduced to nding the extremum of function of 2(N + 1) × m (2N × m) variables. An algorithm of nding the approximate solution of problem (1) (3) is reduced to six steps.
Step 1. To nd eigenvalues and eigenfunctions of the operator L, that is, the solution of the problem < Lφ, v >= λ < φ, v > with appropriate boundary conditions.
Step 2. To nd the number m such that from m we can calculate the approximate solution using the condition: m > l, l = dim ker L.
Step 3. To check by specied parameter λ: mathematical model corresponds to degenerate case or to non-degenerate one.
Step 4. To express a i (t), i = 1, ..., m in the approximate solutionx(s, t) = x m (s, t) through v i (t), i = 1, ..., m, u i (t), i = 1, ..., m, using the specied initial functions, depending on cases (i), (ii).
Step 5. To represent the unknown functions v i (t), i = 1, ..., m, u i (t), i = 1, ..., m using (17) or (18) in penalty functional (9).
Step 6. To nd the minimum of a functional and functionsx(s, t),ṽ(s, t),ũ(s, t).

Computational Experiments
We are interested in the process of control of the behavior of the I-beam [18] , which is under constant load. In a cylinder
and the Showalter Sidorov condition
for the generalized Ho equation
where function u = u(s, t) describes the impact of the external manager (side loading), and operator ∆ = ∂ 2 s 2 . Our goal is to nd an approximate solution of the optimal control problem
by the solutions of problem (19) (21), where cost functional is in the form
The algorithm for nding an approximate solution of problem (19) (21) using decomposition, penalty, Galerkin Petrov methods was described in 2. By the proposed method, in a cylinder Q T we consider Dirichlet condition (19) and Showalter Sidorov condition (20) for the equation
Equation (24) is linear with respect to the function x(s, t). We dene a penalty functional as (sin s + (t + 2) sin(2s) + (t 2 + 2) sin(3s)), m = 3, N = 3. Graphs of the functions x 0 (s), z d (s, t) are shown in Fig. 1 .
The results of the calculations are the coecients of the control (see. Table 1 The graphs of an approximate solution of problem (19) (22) are presented in Fig. 2 and Fig. 3. The graphs of the functions x(s, 1), v(s, 1), z d (s, 1) , when t = 1, are presented in Fig. 4 We are interested in the process of the control of a behavior of the construction of I-beams under a constant load. Consider nite connected directed graph G = G(V; E),
is a set of the vertices, and E = {E j } N j=1 is a set of the arcs. We assume that each arc has a length l j > 0 and the cross sectional area of an edge d j > 0. On a graph G we consider the equation
For equations (26) at each vertex V i , i = 1, M we dene the boundary conditions ∑ Let us add the initial Showalter Sidorov conditions
to (27), (28). So we get the Showalter Sidorov Neumann problem for equations (26). Our goal is to nd an approximate solution of the optimal control problem
by the solutions of problem (26) (30), where the cost functional is in the form
The algorithm for nding an approximate solution of problem (26) (30) using decomposition, penalty, Galerkin Petrov methods was described in 2. By the proposed method on the graph G consider the equations
Equations (32) are linear with respect to the functions x j (s, t). We dene a penalty functional in the form
Example 2. It is required to nd the approximate solution of problem (26) (30) on the oriented graph G, which consists of two serially connected edges and three vertices. The results of the calculations are the coecients of the control (see. Â ñâÿçè ñ áîëüøèì êîëè÷åñòâîì ïðèëîaeåíèé íà ïåðâûé ïëàí âûõîäèò âîïðîñ î íàõîaeäåíèè ÷èñëåííîãî ðåøåíèÿ çàäà÷ îïòèìàëüíîãî óïðàâëåíèÿ â ìàòåìàòè÷åñêèõ ìîäåëÿõ íà îñíîâå âûðîaeäåííûõ ïîëóëèíåéíûõ óðàâíåíèé ìàòåìàòè÷åñêîé ôèçèêè. Â ñëó÷àå íåëèíåéíîãî óðàâíåíèÿ ñîñòîÿíèÿ ïîèñê ÷èñëåííîãî ðåøåíèÿ çàäà÷è îïòè-ìàëüíîãî óïðàâëåíèÿ çíà÷èòåëüíî çàòðóäíÿåòñÿ. Îáøèðíûé êëàññ íà÷àëüíî-êðàåâûõ çàäà÷ äëÿ óðàâíåíèé è ñèñòåì óðàâíåíèé â ÷àñòíûõ ïðîèçâîäíûõ íå ðàçðåøåííûõ îò-íîñèòåëüíî ïðîèçâîäíîé ïî âðåìåíè ìîãóò áûòü èçó÷åíû â ðàìêàõ òåîðèè óðàâíåíèé ñîáîëåâñêîãî òèïà. Íàñ èíòåðåñóåò èññëåäîâàíèå çàäà÷è îïòèìàëüíîãî óïðàâëåíèÿ äëÿ ïîëóëèíåéíîãî óðàâíåíèÿ ñîáîëåâñêîãî òèïà. Â ñòàòüå ïðåäëîaeåíî èñïîëüçîâàòü ìåòîä äåêîìïîçèöèè, ïîçâîëÿþùèé ëèíåàðèçîâàòü íåëèíåéíîå óðàâíåíèå, è ìåòîä øòðàôà, ïîçâîëÿþùèé íàõîäèòü ïðèáëèaeåííîå ðåøåíèå ïîñòàâëåííîé çàäà÷è. Íà îñíîâå ìåòîäà Ãàëåðêèíà è ìåòîäà äåêîìïîçèöèè ïîñòðîåí ÷èñëåííûé ìåòîä, ïðè ïîìîùè êîòîðîãî íàõîäÿòñÿ ïðèáëèaeåííûå ðåøåíèÿ çàäà÷è îïòèìàëüíîãî óïðàâëåíèÿ äëÿ ìàòåìàòè÷å-ñêîé ìîäåëè Õîôôà è îáîáùåííîé ìàòåìàòè÷åñêîé ìîäåëè äåôîðìàöèè êîíñòðóêöèè èç äâóòàâðîâûõ áàëîê.
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