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There is a variety of situations in which Newton’s third law is violated. Generally, the action-reaction
symmetry can be broken for mesoscopic particles, when their effective interactions are mediated by a
nonequilibrium environment. Here, we investigate different classes of nonreciprocal interactions relevant to
real experimental situations and present their basic statistical mechanics analysis. We show that in mixtures
of particles with such interactions, distinct species acquire distinct kinetic temperatures. In certain cases,
the nonreciprocal systems are exactly characterized by a pseudo-Hamiltonian; i.e., being intrinsically
nonequilibrium, they can nevertheless be described in terms of equilibrium statistical mechanics.
Our results have profound implications, in particular, demonstrating the possibility to generate extreme
temperature gradients on the particle scale. We verify the principal theoretical predictions in experimental
tests performed with two-dimensional binary complex plasmas.
DOI: 10.1103/PhysRevX.5.011035 Subject Areas: Plasma Physics, Soft Matter,
Statistical Physics
I. INTRODUCTION
One of the fundamental postulates in physics is
Newton’s third law actio ¼ reactio, laying the foundations
of classical mechanics. This law, which states that the pair
interactions between particles are reciprocal, holds not only
for the fundamental microscopic forces but also for
equilibrium effective forces on classical particles, obtained
by integrating out microscopic degrees of freedom [1–5].
However, the action-reaction symmetry for particles can be
broken when their interaction is mediated by some non-
equilibrium environment: Such symmetry breaking occurs,
for instance, when the environment moves with respect to
the particles, or when a system of particles is composed of
different species and their interaction with the environment
is out of equilibrium. (Of course, Newton’s third law holds
for the complete “particles-plus-environment” system.)
Recently, there have been numerous studies of nonrecip-
rocal interactions on the mesoscopic length scale.
Examples include forces induced by nonequilibrium
fluctuations [6,7], optical [8,9] and diffusiophoretic
[10,11] forces, effective interactions between colloidal
particles under solvent or depletant flow [12–15], shadow
[16–18] and wake-mediated [19–21] interactions between
microparticles in a flowing plasma, etc. A very different
case of nonreciprocal interaction is “social forces” [22,23]
governing, e.g., pedestrian dynamics.
A natural violation of Newton’s third law in nonequili-
brium environments can be easily illustrated. One example
for nonreciprocal interactions occurs in the context of
catalytically driven colloids (microswimmers) [11].
Typically, a single colloidal particle that produces or
consumes chemicals on its surface, being embedded in a
solution with a gradient in the chemical concentration, is
propelled along the gradient—this nonequilibrium trans-
port phenomenon is termed as diffusiophoresis. Since each
particle generates an inhomogeneous concentration profile
in its vicinity, the action-reaction symmetry in a binary
mixture of microswimmers (with different mobilities and
surface activities) is broken. The magnitude of the non-
reciprocity can be tuned by varying the relative disparity of
the activities and/or mobilities. The other very different
system where the action-reaction symmetry is broken is
quasi-two-dimensional (2D) binary complex plasmas
[21,24]. Such complex plasmas are binary mixtures of
charged microparticles, levitating in a discharge over a flat
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horizontal electrode at slightly different heights. The
horizontal interactions between the microparticles are
nonreciprocal because they are mediated by the plasma
wakes—the perturbations below each particle, generated in
a plasma streaming toward the electrode. The magnitude of
the nonreciprocity is controlled by varying the difference of
the levitation heights for the two species.
Nonreciprocal forces are, in principle, non-Hamiltonian
(i.e., they cannot be derived from a classical many-body
Hamiltonian), so the standard Boltzmann description of
classical equilibrium statistical mechanics breaks down.
Hence, it is a priori unclear whether concepts like temper-
ature and thermodynamic phases can be used to describe
them. Apart from a few considerations in the context of the
multiscale coarse graining [4,25], the classical statistical
mechanics of systems with nonreciprocal interactions—
despite their fundamental importance—remains widely
unexplored.
In this paper, we present the statistical foundations of
systems with nonreciprocal interparticle interactions. To
describe various classes of interactions relevant to real
experimental situations, we consider a generic model where
the action-reaction symmetry is broken for the pair inter-
action between two subensembles. The asymmetry is char-
acterized by the nonreciprocity parameter Δ, which is the
ratio of the nonreciprocal to reciprocal forces. We show that
for the “constant” nonreciprocity, when Δ is independent of
the interparticle distance r, one can construct a (pseudo)
Hamiltonian with renormalized masses and interactions.
Hence, being intrinsically nonequilibrium, such systems
can nevertheless be described in terms of equilibrium
statistical mechanics and exhibit detailed balance with
distinct temperatures for different subensembles. (The tem-
perature ratio is determined byΔ.) For a general case,whenΔ
is a function of r, the system is no longer conservative—it
follows a universal asymptotic behavior with the temper-
atures growing with time as ∝ t2=3. The temperature ratio is
then determined by an effective constant nonreciprocity that
is uniquely defined for a given interaction. The temperatures
reach a steady statewhen the damping due to the surrounding
medium is taken into account, while their ratio remains
practically unchanged. One of the remarkable implications
of our results is the occurrence of extreme temperature
gradients, generated in mixtures of particles at the ultimate
scale of interparticle distance.
To verify the principal theoretical predictions, we have
also performed experimental tests with quasi-2D binary
complex plasmas. The interaction of particles of one sort
with the wakes generated by particles of the other sort leads
to a very general mechanism of the action-reaction sym-
metry breaking, occurring due to the presence of a flow [as
explained in detail in the caption of Fig. 3(c)]. This
asymmetry makes 2D complex plasmas perfectly suited
for studying generic properties of many-body systems with
nonreciprocal interactions.
II. RESULTS
A. Constant nonreciprocity and
pseudo-Hamiltonian
In the Introduction, we mentioned several prominent
examples of nonreciprocity, including the situations when
different particles interact differently with the surrounding
nonequilibrium environment [11,18] or when the action-
reaction symmetry is broken in the presence of a flow
[12,21] (while the particles themselves may be identical).
In what follows, for the sake of convenience, we generally
attribute particles to “different species” when their pair
interaction is nonreciprocal.
To describe the variety of nonreciprocal forces, we
employ the following generic model: We consider a
binary mixture of species A and B, where the spatial
dependence of the pair-interaction force is proportional to
the derivative of the function φðrÞ. The interaction is
reciprocal for the AA and BB pairs, whereas between
the species A and B, the action-reaction symmetry is
broken. The measure of the asymmetry is the nonreciproc-
ity parameter Δð ≥ 0Þ.
It is noteworthy that the only assumption made about the
general form of isotropic nonreciprocal interactions is that
nonpairwise additive many-body forces between different
species are negligible (which is always justified to describe,
e.g., complex plasmas and dilute colloids [21]). Apart from
that, no further assumption is imposed on the model. Thus,
the parameter Δ completely characterizes any isotropic
type of pairwise nonreciprocal forces.
First, we consider the case when Δ is independent of
the interparticle distance (“constant”)—this situation rep-
resents, e.g., binary colloidal dispersions with the domi-
nating diffusiophoretic interactions [10,11] or complex
plasmas with the shadow interactions [16–18]. We present
the force Fij exerted by the particle i on the particle j as
follows:
Fij ¼ −
∂φðrijÞ
∂rj ×
8<
:
1 − Δ for ij ∈ AB
1þ Δ for ij ∈ BA
1 for ij ∈ AA or BB
ð1Þ
where rij ¼ jri − rjj and each particle can be of the sort A
or B. In order to distinguish the effect of nonreciprocity,
φðrÞ must be the same for the AB and BA pairs, while for
the AA and BB pairs it may be different.
By writing the Newtonian equations of motion of
individual particles interacting via the force (1), we notice
that the interaction symmetry is restored if the particle
masses and interactions are renormalized as follows:
~mi ¼ mi ×
 ð1þ ΔÞ−1 for i ∈ A
ð1 − ΔÞ−1 for i ∈ B; ð2Þ
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~φðrijÞ ¼ φðrijÞ ×
8><
>:
ð1þ ΔÞ−1 for ij ∈ AA
ð1 − ΔÞ−1 for ij ∈ BB
1 for ij ∈ AB or BA:
ð3Þ
Hence, a binary system (of N particles) with nonreciprocal
interactions of the form of Eq. (1) is described by a pseudo-
Hamiltonian with the masses (2) and interactions (3).
In particular, this fact implies the pseudomomentum and
pseudoenergy conservation
XN
i
~mivi ¼ const;
XN
i
1
2
~miv2i þ
XN
i<j
~φðrijÞ ¼ const
and allows us to employ the methods of equilibrium
statistical mechanics to describe such systems. For in-
stance, from equipartition 1
2
~mAhv2Ai ¼ 12 ~mBhv2Bi≡ 12DkB ~T
(where ~T is the pseudotemperature and D is the dimen-
sionality), it immediately follows that TA ¼ ð1þ ΔÞ ~T and
TB ¼ ð1 − ΔÞ ~T, i.e.,
TA
TB
¼ 1þ Δ
1 − Δ
: ð4Þ
We conclude that mixtures of particles with nonreciprocal
interactions, being intrinsically nonequilibrium, can never-
theless reach a remarkable state of detailed dynamic
equilibrium, where the species have different temperatures
TA and TB. Note that the equilibrium is only possible for
Δ < 1; otherwise, the forces FAB and FBA are pointed in the
same direction [see Eq. (1)] and the system cannot be stable.
B. General case and asymptotic universality
Now, we shall study a general case, when the interactions
between the species A and B are determined by the forces
FAB;BAðrÞ ¼∓ FrðrÞ þ FnðrÞ. The reciprocal FrðrÞ and
nonreciprocal FnðrÞ components are arbitrary functions
of the interparticle distance; they can always be presented
as Fr;nðrÞ ¼ ðr=rÞFr;nðrÞ, where Fr;n ¼ −dφr;n=dr. As we
show below, the dynamic equilibrium is no longer possible
in this case, and analytical results can only be obtained in
certain limiting regimes.
To facilitate the analysis, we shall distinguish between
the weakly and strongly coupled systems: The former
regime represents the situation when binary collisions
between particles play the dominant role (“dilute” sys-
tems), while in the latter regime, simultaneous interactions
with many neighbors are crucial (“dense” systems). The
transition between the regimes is determined by the
coupling parameter Γ, which is the ratio of the mean
energy of the (reciprocal) pair interaction to the particle
thermal energy (i.e., Γ ∝ T−1).
Let us first study weakly coupled (Γ≪ 1) systems
whose dynamics is governed by binary interparticle colli-
sions. (Numerical analysis of strongly correlated systems is
presented in Sec. II D.) It is instructive to write the
equations of motion for a pair of particles A and B in
terms of the relative coordinate r ¼ rA − rB and the
center-of-mass coordinate R ¼ ðmArA þmBrBÞ=M,
MR̈ ¼ 2FnðrÞ; ð5Þ
μ̈r ¼ FrðrÞ þ
mB −mA
mA þmB
FnðrÞ; ð6Þ
where μ ¼ mAmB=ðmA þmBÞ and M ¼ mA þmB are the
reduced and total masses, respectively. Using Eqs. (5) and
(6), we calculate the variation of the kinetic energy after a
collision δEA;B, which is expressed via the relative velocity
v ¼ _r, the center-of-mass velocity V ¼ _R, and the scatter-
ing angle χ for the relative motion (see Appendix A). In the
approximation of small-angle scattering [26] χ ≪ 1, which
significantly simplifies the analysis and is valid for suffi-
ciently high kinetic energies (provided the pair interaction
is not of the hard-sphere-like type), one can derive general
equations describing the asymptotic evolution of the kinetic
temperatures TA;B. To obtain a closed-form solution, we
assume that the elastic energy exchange in collisions
provides efficient Maxwellization of the distribution func-
tions (which can be verified by molecular-dynamics sim-
ulations discussed below). We derive the following
equations for 2D systems:
_TA;B ¼ 
1 Δeff
1þ ϵ
ﬃﬃﬃﬃﬃ
2π
p
nB;AIrr
mAmBðTAmA þ
TB
mB
Þ3=2
×

ð1þ ΔeffÞTB − ð1 − ΔeffÞTA
þ ϵ
1 Δeff
ðTB − TAÞ

; ð7Þ
where nα is the areal number density; for simplicity,
below we assume nA ¼ nB ¼ n. The equations depend
on the effective nonreciprocity Δeff and the interaction
disparity ϵ
Δeff ¼ Inn=Irn; ϵ ¼ IrrInn=I2rn − 1. ð8Þ
The integrals Iαβ ¼
R∞
0 dρfαfβ are expressed via the
scattering functions fαðρÞ [see Eq. (A1) in
Appendix A]; it is assumed that the integrals converge.
We point out that Δeff and ϵ are numbers uniquely defined
for given functions φr;nðrÞ; from the Cauchy inequality, it
follows that ϵ ≥ 0.
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For 3D systems, the rhs of Eq. (7) should be multiplied
by the additional factor 8=3, and the integrals become
Iαβ ¼
R∞
0 dρρfαfβ. Note that for a reciprocal Coulomb
interaction, Irr is proportional to the so-called Coulomb
logarithm (see, e.g., Refs. [27,28]) and Δeff ¼ 0; Eq. (7) is
then reduced to the classical equation for the temperature
relaxation in a plasma [27].
For the constant nonreciprocity [i.e., when
FnðrÞ=FrðrÞ ¼ Δ is independent of r], we get Δeff ¼ Δ
and ϵ ¼ 0. In this case, Eq. (7) has an equilibrium solution
given by Eq. (4). Otherwise, we have ϵ > 0 and an
equilibrium is no longer possible—the temperatures grow
with time, approaching the asymptotic solution
t → ∞∶ TAðtÞ ¼ τTBðtÞ ¼ ct2=3; ð9Þ
where c ∝ ðϵnIrrÞ2=3. The asymptotic temperature ratio
τ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ ΔeffÞ2 þ ϵ
ð1 − ΔeffÞ2 þ ϵ
s
ð10Þ
is a constant that tends to the equilibrium value (4)
for ϵ → 0.
Thus, the disparity ϵ is the measure of “deviation” from
pseudo-Hamiltonian systems, where ϵ ¼ 0 and different
species reach the detailed dynamic equilibrium with dis-
tinct temperatures. For ϵ > 0, this remarkable balance is
broken and a system acquires energy, so the temperatures
continuously grow. Nevertheless, in the next section, we
show that even an infinitesimally small damping causes the
temperatures to saturate, and then systems with sufficiently
small ϵ behave as “nearly equilibrium.”
C. Effect of damping
Dynamics of individual particles can be damped
due to friction against the surrounding medium. To take
friction into account, one has to add the dissipation term
−2νA;BðTA;B − TbÞ to the rhs of Eq. (7), where να is the
respective damping rate in the force −mαναvα and Tb is
the background temperature determined by the
medium [21,29].
In complex plasmas, the damping is usually very weak:
The damping rate is much smaller than the rate of
momentum or energy exchange due to interparticle inter-
actions [21]. Let us use Eq. (7) to understand the effect of
damping in this regime. For the constant nonreciprocity, we
derive the following equilibrium temperatures: TA;B ¼
Tb=ð1 ∓ ΔÞ plus small terms proportional to the ratio of
νA;B to the energy-exchange rate. Thus, to the first
approximation, the damping does not affect the equilibrium
temperature ratio (4). In a general case, TA;B are no longer
growing with time but reach a steady state, since the
growth term in Eq. (7) decreases with temperature. The
resulting steady-state temperature ratio τν can be easily
derived assuming that TA;B are much larger than Tb. For
similar particles, this condition requires the strong inequal-
ity ν ≪ ϵΔeffnIrr=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mT3b
q
to be satisfied, which always
holds for experiments with 2D complex plasmas discussed
below [30]. Then, we obtain the following equation for τν:
~ν½ð1 − ΔeffÞ2 þ ϵτ2ν − ð~ν − 1Þð1 − Δ2eff þ ϵÞτν
¼ ð1þ ΔeffÞ2 þ ϵ; ð11Þ
where ~ν ¼ νA=νB. For ~ν ¼ 1, we get τν ¼ τ, so the steady-
state temperature ratio is not affected by friction. Generally,
τν exhibits a weak dependence on ~ν: e.g., for the Hertzian
interactions (see the next section), the deviation between τν
and τ is within ≃1% in the range 0.8 ≤ ~ν ≤ 1.3.
In colloidal dispersions, where the dynamics is fully
damped, the temperatures of both species tend to Tb. This
fact, however, does not imply elimination of nonreciprocity
effects: One can easily show that the Brownian dynamics of
particles with nonreciprocal interactions (1) is exactly
equivalent to the dynamics with conservative interactions
(3) and different thermostat temperatures, equal to
Tb=ð1 ΔÞ for the A, B species. Therefore, nonreciprocal
interactions are expected to have profound effects, e.g., on
the dynamic correlations of colloids.
D. Numerical simulations
To complement the analytical results and understand the
behavior in the strongly coupled (Γ ≫ 1) regime, we carry
out a molecular-dynamics simulation of a 2D binary,
equimolar mixture of soft spheres. We implement the
velocity Verlet algorithm [31] with an adaptive time step.
The simulation box with periodic boundary conditions
contains 2 × 20000 particles with equal masses. To ensure
precise numerical calculations at low and high temper-
atures, we choose the Hertzian interactions [32,33]. The
reciprocal and nonreciprocal parts of the Hertzian potential
are given by
φrðrÞ ¼
1
2
ðmaxf0; 1 − r=r0gÞ2φ0;
φnðrÞ ¼
1
3
ðmaxf0; 1 − r=r0gÞ3φ0;
where φ0 is the interaction energy scale and r0 is the
interaction range. At t ¼ 0, the particles are arranged into
two interpenetrating square lattices with the initial temper-
ature TA ¼ TB ¼ T0. (Therefore, at early simulation time, a
certain fraction of T0 is converted into the interaction
energy.)
The numerical results are summarized in Figs. 1 and 2,
where the temperature evolution is presented in the
dimensionless form (using parameters of the Hertzian
potential).
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In Fig. 1, we plot the dependencies TA;BðtÞ for different
T0. By substituting Fr;nðrÞ ¼ −dφr;n=dr for the Hertzian
potential in Eq. (A1) and utilizing Eq. (8), we obtain
Δeff ¼ 0.57 and ϵ ¼ 0.082, so Eq. (10) yields the asymp-
totic temperature ratio τ ¼ 3.1. One can see that for all T0,
the numerical curves approach the expected universal
asymptotes described by Eqs. (9) and (10). Note that
the early development at sufficiently low temperatures
(i.e., when Γ0 ∝ T−10 is sufficiently large) exhibits a sharp
dependence on T0—we observe the formation of a plateau
that broadens dramatically with decreasing T0. On the other
hand, for T0 ≳ 1, the numerical results are very well
reproduced by the solution of Eq. (7), as expected.
A small (<10%) deviation observed in this case is due
to the fact that weak collisions cannot provide efficient
Maxwellization of the velocity distribution for the “hotter”
species A (see the lower panel of Fig. 1).
In Fig. 2, we show how the temperature evolution
depends on the density n. Here, the total kinetic energy
TAðtÞ þ TBðtÞ calculated for different values of the areal
fraction ϕ ¼ πr20n is plotted. In contrast to the sharp
dependence on T0 seen in Fig. 1, the increase of n is
accompanied by an approximately proportional shortening
of the plateau. (A small dip in the early development is due
to partial conversion of the initial kinetic energy into the
interaction energy.) The inset demonstrates the predicted
∝ n2=3 scaling for the asymptotic temperature growth.
In order to explain the observed behavior at low temper-
atures, we point out that the approximation of small-angle
scattering is not applicable in this strong-coupling regime,
and, hence, Eq. (7) is no longer valid. Strong correlations
make the analysis rather complicated in this case, but one
can implement a simple phenomenological model to
understand the essential features. We postulate that at
sufficiently low temperatures, the energy growth caused
by nonreciprocal interactions can be balanced by non-
linearity, forming a “dynamic potential well” where the
system can reside for a long time. Qualitatively, one can
then expect the development around the initial temperature
to be governed by the activation processes and introduce
the effective Arrhenius rate characterizing these processes.
Assuming the dimensionless temperature T (normalized by
the effective depth of the well) to be small, we employ the
following model equation:
_T ¼ C expð−T−γÞ; ð12Þ
FIG. 2. Time dependence of the total kinetic energy (no
damping). The development obtained from the simulations for
T0 ¼ 1 and different ϕ (0.1, 0.3, 0.5, 0.7, 0.9, increasing along
the arrow) is shown. The inset demonstrates the ∝ n2=3 density
scaling of the asymptotic temperature growth. The temperature
and time units are the same as in Fig. 1.
FIG. 1. Growth of the mean kinetic energy in a 2D binary
system (no damping). Particles interact via the nonreciprocal
Hertzian forces. The upper panel displays the time dependence of
the temperatures TA and TB. The solid lines show the develop-
ment obtained from the simulations for the areal fraction ϕ ¼
πr20n ¼ 0.3 and different initial temperatures T0. All curves
approach the universal asymptotes ∝ t2=3 described by Eqs. (9)
and (10). The dotted lines represent the solution of Eq. (7) for
T0 ≳ 1. The early development at T0 ≪ 1 is fitted by the
explosive solution (13), shown by the dashed lines. The temper-
atures are normalized by φ0; time is in units of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mr20=φ0
p
.
The lower panel illustrates the velocity distributions fA;BðvÞ at
t≃ 700 for T0 ¼ 1 and 10.
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where C is a constant (possible power-law factors can be
neglected for T ≪ 1) and γ is an exponent determined by
the particular form the potential well. Substituting T−γ ≃
T−γ0 − γT
−γ−1
0 ðT − T0Þ in Eq. (12) yields the explosive
solution
TðtÞ ¼ T0 −
Tγþ10
γ
ln

1 −
Cγ
Tγþ10
expð−T−γ0 Þt

; ð13Þ
with the explosion time tex ¼ ðTγþ10 =CγÞ expðT−γ0 Þ. In
Fig. 1, we demonstrate that at the lowest temperatures,
the explosive solution provides quite a reasonable two-
parametric fit (with C ¼ 4 × 10−5 and γ ¼ 0.305) to the
numerical results. In the end, we observe a natural cross-
over of TA;BðtÞ to the solution of Eq. (7).
When a weak damping is included in the simulations, the
temperatures reach a steady state with the ratio given by
Eq. (11), as described above. Interestingly, at low temper-
atures, the system can be dynamically “arrested” due to
friction and the asymptotic stage is never reached. A simple
analysis of Eq. (12) with the dissipation term shows that the
arrest occurs when νtex ≳ 1, which is also confirmed by the
simulations.
E. Experimental test with complex plasma
The principal predictions of the theory have been verified
in experimental tests performed with weakly damped 2D
binary complex plasmas. Such systems are obtained in
radio-frequency (rf) discharge chambers [34–37] (see
Appendix B for technical details) sketched in Fig. 3(a).
Microparticles injected in a plasma acquire equilibrium
negative charges due to absorption of the surrounding
electrons and ions [20]. The charging enables particle
levitation above a flat horizontal rf electrode, where gravity
is balanced by an inhomogeneous electrostatic force—the
latter is exerted by a steady vertical electric field (“sheath
field”) generated in this region. The combination of the two
forces provides a stiff vertical confinement for particles,
inhibiting their vertical motion. The weak-damping regime
is ensured by performing the experiments at low gas
pressures.
By injecting two sorts of monodisperse microparticles, it
is possible to obtain a quasi-2D mixture. (Unlike earlier
experiments with binary complex plasmas [35], we utilize
particles with specially chosen combinations of sizes and
material densities; see Appendix B.) The particles form two
horizontal layers levitated at slightly different heights, so
that no vertical pairs are formed.
For the experimental test presented here, the plasma is
generated in argon at a pressure of 0.68 Pa. The upper and
lower layers are composed, respectively, of melamine-
formaldehyde spherical particles of diameter 9.19
0.09 μmanddensity≃1.51 g=cm3, and polystyrene particles
of diameter 11.360.12 μm and density≃1.05 g=cm3. The
mean interparticle distance in each layer is about≃0.9 mm.
The damping rates for the two species, determined by the
free-molecular (Epstein) regime of interaction with neutral
gas [38], are ≃0.96 s−1 and ≃1.2 s−1, respectively. These
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FIG. 3. Scheme of the experimental test and the mechanism of nonreciprocal wake-mediated interactions. (a) Sketch showing the
experimental setup. Microparticles levitate above a flat horizontal rf electrode. Two sorts of monodisperse particles form two horizontal
monolayers at slightly different levitation heights. The layers are observed with the top-view and side-view video cameras, providing
complete information about the position of individual particles. (b) Top and side views of a binary mixture forming the two layers. The
respective images are obtained by illuminating the particles with thin horizontal and vertical laser sheets. (c) The total force exerted on
the upper-layer (U) particle from the lower-layer (L) particle is the sum of the repulsive force FpLU of direct interparticle interaction and
the attractive force FwLU from the wake of the lower particle (and similar for the total force on the lower particle). While the direct forces
are reciprocal, FpLU ¼ −FpUL, the wake forces are not, FwLU ≠ −FwUL; since the forces decrease with the distance, we have jFwLUj < jFwULj
and therefore jFLU j > jFULj. Thus, the total horizontal forces (relevant for the analysis) can be written as FLU ¼ ð1þ ΔÞF0 for the
upper layer and FUL ¼ −ð1 − ΔÞF0 for the lower layer.
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values are approximately 30–100 times smaller than the
characteristic Einstein frequency of microparticles.
Figure 3(b) shows the top-view and side-view images of
the layers obtained with the respective video cameras. The
height differenceH between the layers is varied, from quite
small values (when the layers practically merge) to a
significant fraction of the horizontal interparticle distance,
by tuning the rf power Prf that effectively controls the
sheath field [39].
The sheath field also drives a strong vertical plasma flow,
and each microparticle acts as a lens causing the flowing
ions to focus downstream from it. This focusing results in
the formation of plasma wakes “attached” to particles
[19–21,24,40–42]. Figure 3(c) (see also the figure caption)
demonstrates how the wakes exert attractive forces and
break the action-reaction symmetry for particles levitating
in different layers [19,21].
Figure 4 shows that the mean kinetic energy (temper-
ature) of the horizontal motion is noticeably higher for
particles in the upper layer, and the temperature difference
between the layers increases with H. From Fig. 3(c), we
infer that the wake-mediated interactions of particles
levitating at different heights are such that nonreciprocity
for the upper layer is positive, and for the lower layer it is
negative. SinceΔ is an increasing function ofH (Δ ∝ H for
a small height difference; see Appendix C), the theory
predicts that (i) the upper layer should have a higher
temperature than the lower one and (ii) the temperature
ratio TU=TL ¼ ð1þ ΔÞ=ð1 − ΔÞ should increase with H.
We see that both predictions are fully confirmed by the
observations.
We point out that while the resolution of the side-view
camera used for the experiment is not sufficient to
accurately measure the vertical velocities, it shows that
the particle motion is almost entirely horizontal. This
observation indicates that mechanisms of the individual-
particle heating associated with charge fluctuations (which
result in the enhancement of the vertical motion; see, e.g.,
Refs. [43–45]) play a minor role in the experiments.
III. CONCLUSION
The presented results provide a basic classification of
many-body systems with nonreciprocal interactions. We
investigated different nonreciprocity classes in 2D and 3D
systems that are relevant to a plethora of real situations. For
instance, the shadow [16,18] or diffusiophoretic [10,11]
interactions have a constant nonreciprocity and can domi-
nate the kinetics of 3D systems, while the forces induced by
the flow of the surrounding plasma [21,42] or solvent
(depletant) [12,15] are generally characterized by a variable
nonreciprocity and govern the action-reaction symmetry
breaking in 2D systems.
Irrespective of the particular nonreciprocity class, all
such systems are expected to reveal remarkable behavior. In
the weak-damping regime typical—but not limited—to
complex plasmas (e.g., nonreciprocal optical forces [8,9]
can operate in different systems and do not imply any
damping), the reciprocal subensembles reach distinct
steady-state temperatures, with the ratio uniquely deter-
mined by the effective nonreciprocity. In the opposite fully
damped regime typical to colloidal dispersions, the
Brownian particle dynamics of the coupled subensembles
can be equivalently described with the thermostats having
distinct temperatures.
We have verified our theoretical predictions by perform-
ing experimental tests with weakly damped 2D binary
complex plasmas and expect that similar tests can also be
carried out with 3D clouds under microgravity conditions.
Furthermore, colloidal dispersions open up a variety of
options to probe the effect of nonreciprocal interactions in
the strong-damping regime, in particular, by analyzing the
dynamic correlations. In this respect, binary suspensions of
catalytic colloids are very attractive model systems for
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FIG. 4. Kinetic energy distribution for microparticles in mono-
layers. Shown are the energy distributions measured for two
different values of the rf discharge power Prf, which controls the
height difference H between the upper and lower layers.
The insets depict the height histograms for particles in the layers;
the solid lines are Gaussian fits. (a) Prf ¼ 20 W, H ≃ 110 μm,
and the temperatures of the upper and lower layers are estimated
as TU ≃ 1250 K and TL ≃ 1100 K, respectively (from the
Maxwellian fit, shown by the dashed lines). (b) Prf ¼ 10 W,
H ≃ 150 μm, and the respective temperatures are TU ≃ 1350 K
and TL ≃ 1000 K.
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which the strength of nonreciprocity can be tuned [11].
Another interesting analogy could be found in the purely
kinetic clustering transition occurring with one-component
microswimmers, which was recently discovered experi-
mentally [46–48] for catalytically driven particles (see also
Refs. [49,50]). It is intriguing to check whether the cluster
coexisting with a gas of microswimmers acts formally as a
second species, at an effective temperature different from
that of the surrounding phase. We believe that all these
problems constitute promising research topics for the
future.
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APPENDIX A: PAIR COLLISIONS: VARIATION
OF ENERGY AND SCATTERING FUNCTIONS
We define the relative velocity v ¼ _r, the center-of-mass
velocity V ¼ _R, and their values after a collision v0 ¼
v þ δv and V0 ¼ V þ δV. From Eq. (6), we infer that the
relative motion is conservative. Thus, the absolute value of
the relative velocity remains unchanged after a collision,
jv þ δvj ¼ jvj. Equation (5) governs the variation of the
center-of-mass velocity δV, which is determined by the
relative motion via FnðrÞ. By employing the relation
vA;B ¼ V  ðμ=mA;BÞv, we obtain the variation of the
kinetic energy EA;B after a collision
δEA;B ¼ mA;B

V · δV þ 1
2
ðδVÞ2

 μðV · δv þ v · δV þ δV · δvÞ:
Since the relative motion is conservative, from Eq. (5), we
conclude that δV is parallel to δv, i.e., δV · δv ¼ δVδv. For
2D collisions, let us introduce the angle θ between V and v,
and the scattering angle χ between v0 and v (Fig. 5).
Then, we have V · δV ¼ VδV sinðθ − 1
2
χÞ, V · δv ¼
Vδv sinðθ − 1
2
χÞ, and v · δV ¼ −vδV sin 1
2
χ [26,27]. For
3D systems, the corresponding expressions are easily
derived using the cosine rule of spherical trigonometry.
In order to calculate the magnitudes of the velocity
variations and the scattering angle, we consider the
approximation of small-angle scattering χ ≪ 1. Using
Eqs. (5) and (6), for a given impact parameter ρ, we get
the following expressions [26]:
δVðρÞ ¼ 4
Mv
fnðρÞ;
χðρÞ ¼ δv
v
¼ 2
μv2

frðρÞ þ
mB −mA
mA þmB
fnðρÞ

;
determined by the scattering functions (α ¼ r; n)
fαðρÞ ¼ ρ
Z
∞
ρ
dr
FαðrÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 − ρ2
p : ðA1Þ
General equations describing the asymptotic evolution of
the mean kinetic temperatures of species A and B are
obtained by multiplying δEA;B with the collision frequency
between the species and averaging it over the Maxwellian
velocity distributions [27]. The collision cross section is
represented by the integral over the impact parameter [26]R
dρ for 2D systems or
R
dρ2πρ for 3D systems. Note
that after the integration over θ, all terms in the above
expression for δEA;B yield contributions ∝ χ2.
APPENDIX B: EXPERIMENTAL SETUP
The experiments are performed in a modified Gaseous
Electronics Conference (GEC) rf reference cell, using a
low-pressure capacitively coupled plasma discharge
[34–37]. The microparticles injected into the plasma
acquire negative charges Q and can be levitated in the
sheath above the horizontal rf electrode, due to the steady
vertical electric field generated in this region. In order to
create a “quasimonolayer” binary mixture, we select a
particular combination of two sorts of monodisperse micro-
particles whose material densities ρA;B and sizes aA;B
satisfy the relation ρAa2A ≃ ρBa2B; the latter is based on
the assumption that QA;B ∝ aA;B, and the gravity is fully
compensated by the electric force (i.e., the contribution of
the drag force due to flowing ions [38] is neglected). As the
result, the particles of different sorts form two horizontal
layers levitated at slightly different heights. By tuning the rf
discharge power Prf, it is possible to effectively vary the
strength of the vertical confinement [39] and, hence, the
height difference H.
v
V
v V,
FIG. 5. Sketch illustrating pair collisions in 2D systems. Shown
are the variations of the center-of-mass velocity V and the relative
velocity v as well as the scattering angle χ, plotted in polar
coordinates.
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A high-resolution video camera Photron FASTCAM
1024 PCI is mounted above the chamber, capturing a
top view with a size of 14 × 14 mm2. In addition, a side-
view video camera is used to measure the vertical distance
between the layers. The recording rate for the top-view
camera is set at 60 frames per second (to assure correct
particle velocity measurements, in accordance with recom-
mendations of Refs. [51,52]). The obtained video is
analyzed to find the positions of all particles in every
frame. The pixel intensity distribution of each particle
image is fitted by a 2D Gaussian; its center gives the
particle position with subpixel resolution. The particles are
traced from frame to frame, and their horizontal velocities
are calculated from their positions in two consecutive
frames.
APPENDIX C: MODELS FOR WAKE-MEDIATED
INTERACTIONS
All available self-consistent models for the interaction
between microparticles in 2D complex plasmas are based
on the solution of the kinetic equation for ions moving in
the electrostatic field of the sheath, while electrons are
described by the Boltzmann distribution [38]. Different
approximations used for the ion-collision operator (describ-
ing the interaction with neutral gas) merely reflect different
experimental regimes (in terms of the rf discharge power
and pressure) when the particular model is applicable. Note
that the wake generated by a given particle is practically
unaffected by the field of the neighbors because the
characteristic lateral range of the ion-particle interaction
(providing the main contribution to the formation of wake,
the Coulomb radius) is typically 1–2 orders of magnitude
shorter than the interparticle distance [38].
In order to illustrate the essential features of the wake-
mediated interaction, we consider a simple point-wake
model [19,53]. In this model, the wake is treated as a
positive, pointlike effective charge q located at the
distance δ below each negatively charged particle
(of charge −Q). So, the total interaction between two
particles is a simple superposition of the particle-particle
and particle-wake interactions, both described by the
(spherically symmetric) Yukawa potentials with effective
screening length λ.
For a binary 2D system of particles, it is convenient to
introduce the horizontal (radial) distance r and the vertical
distance z. The total potential governing the interparticle
interactions is φQðr;zÞ−φqðr;zÞ, where the particle-particle
and particle-wake terms are φQðr;zÞ¼ðQ2=RQÞe−RQ=λ and
φqðr;zÞ¼ðqQ=RqÞe−Rq=λ, respectively, RQ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2þz2
p
is
the interparticle distance, and Rq ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 þ ðzþ δÞ2
p
is
the distance to the neighboring wake. For the layers
separated by the height difference H, we readily obtain
the potentials of the reciprocal and nonreciprocal forces
φrðrÞ ¼ φQðr;HÞ −
1
2
½φqðr;HÞ þ φqðr;−HÞ;
φnðrÞ ¼
1
2
½φqðr;HÞ − φqðr;−HÞ:
The interaction is reciprocal for particles levitating in the
same layer. For the interlayer interactions, when the height
difference is much smaller than the interparticle distance
(within each layer), the nonreciprocity parameter scales
linearly with H, as ΔðrÞ ∝ ðq=QÞHδ=r2.
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