The ATM Forum has chosen the rate-based approach for ow control of ABR (Available Bit Rate) tra c in ATM. It is based on a reactive approach whereby the transmission rate of ABR sources can be adapted to the available bandwidth at a bottleneck link. The ATM forum has speci ed the behavior of the source and destination, as well as the manner in which feedback information (on the available bandwidth and on the congestion state of the network) should be conveyed back to the source. The decision on the precise control mechanism, however, has been left to the designer of the switches. We propose in this paper a reactive control scheme that is based only on information on the available bandwidth. We analyze its stability, and then test its performance by simulations in the presence of other higher priority CBR or VBR tra c.
Introduction and the model
We focus here on the stability and performance of ratebased ow control, where the controller determines the allowed transmission rate, based only on information on the available bandwidth. We consider a saturated source, i.e. a source that has always information to send. We consider, more speci cally, the reactive control of ABR (Available Bit Rate) tra c in ATM. According to the ATM Forum Tra c Management Speci cation, Version 4.0 1], RM (Resource Management) cells make periodically the round trip between the source, destination and back to the source, and inform the source about the allowed transmission rate. Each switch on the way along the circuit may change the control information, so that the allowable transmission rate is determined by the most congested switch. The behavior of the switches has not been standardized, however, and their design has been left to the manufacturer. Several schemes have been proposed in the literature; see 1, 2, 6, 10] and the references therein. The purpose of this paper is to obtain some qualitative understanding of the performance of ow control mechanisms that are based only on information on the available rate. It has earlier been shown in 3] that such control schemes could be unstable, if they attempt to achieve 100% of the bandwidth utilization. In this pa-per we relax this restriction, and propose rate-based control schemes that use only a fraction of the available bandwidth. We prove stability of such schemes, and then evaluate their performance using simulations. We now introduce the model used in this paper. It is the discrete time version of the model considered earlier in 3] . A time unit here corresponds to ( + 1)th of a round trip delay. Let q n denote the queue length at a bottleneck link, and n denote the e ective service rate available for tra c of the given source in that link at the beginning of the nth time slot. Let x n denote the source rate during the nth time slot. The queue length evolves according to q n+1 = (q n + x n ? n ) + (1) where (a) + denotes max(a; 0). Since several sources with varying transmission rates may share the same bottleneck link, and in particular, since higher priority tra c may be present (in particular, CBR or VBR tra c), the service rate n available to the controlled source may change over time randomly. We denote the nominal value by , and the variations around by the process f n g, which represents the interference due to other sources. Hence, we have n = + n : One possibility is to take f n g as the output of an ARMA model driven by i.i.d. Gaussian random variables; see 2, 3]. We will make this choice precise in the next section. We will assume that the controller receives a noisy delayed information on the available rate:^ n = n? + e n+1 ; where e n is the measurement noise, and is some nonnegative integer representing the delay. Thus, the input rate during the time slot n + 1 is allowed to depend on^ j for j n. A further assumption is that the process f n ; e n g, de ned on some joint probability space f ; B; Pg, is stationary ergodic.
In 3] the following pure rate matching algorithm of 9] was analyzed:
x n+1 = x n + (1 ? )^ n ; (2) where 2 (0; 1) denotes the forgetting factor in the standard framework of exponential forgetting mechanism. It was shown in 3] that even for the simplest case of n = 0 P-a.s. and e n being i.i.d., this rate update mechanism leads to an unstable system. Here, we analyze the following modi ed version of (2):
x n+1 = x n + ^ n ? ; (3) where 2 0; 1) , is an arbitrary nonzero parameter (at this point), and is an appropriate drift term. We will prove in the next section that this update mechanism leads to a stable queue process under fairly general conditions on ; , and , and the statistics of f n g and fe n g. These conditions will subsume two particular cases of interest, namely:
Full matching with drift: 0 < < 1, = 1 ? , and > 0.
Partial matching: 0 < < 1, < 1 ? , and is arbitrary. It will be shown that in the partial matching case a drift is not needed to stabilize the system, and hence one may choose without any loss of generality = 0. It is worth noting at this point that if we had worked with the linearized version of (1), i.e. q n+1 = q n + x n ? n it would not have been possible to stabilize it with the update mechanism (3) regardless of the values of the parameters , , and . To be able to stabilize (asymptotically) this marginally stable linear system, some feedback information on the queue length is essential. Hence, the linearized system cannot be used in this case to establish the stability of (1).
Main Results
We introduce the netput process (input minus output rate) n := x n ? n , which is given by x n?1 + + 1) ? : Note that in terms of f n g, the queue length process (1) can be rewritten as q n+1 = (q n + n ) + (5) which we will henceforth refer to in place of (1) . We rst study the special case = 0, for which the stability proof is simpler. Theorem 2.1 Suppose that = 0 and v < 0. Then the queue length process couples to a stationary ergodic regime within nite time P-a.s.
Proof. Since = 0 and the process f n ; e n g is stationary ergodic, it follows that f n g is also stationary ergodic. The queue dynamics (5) is seen to be that of a G/G/1 queue 7] driven by the stationary ergodic sequence n . Since E n = v < 0, the result now follows from 7] (Ex. 1 and Theorem 3 (p.21)).
To study the case 2 (0; 1), we now assume a Markovian setting. As in 2], we let f n g correspond to a stable ARMA process driven by an i.i.d. sequence f n g with mean zero and variance one:
k i n?i : (6) Here`i's are chosen such that f n g is a stable process, and k i 's are some constants not all of which are zero. Without loss of generality we may assume thatd = d (by choosing some of the`i's or k i 's to be zero).
We further assume that the distributions of both f n g and fe n g are nonsingular with respect to the Lebesgue measure, and admit non-trivial densities. Before stating and proving the main stability result, we rewrite the dynamics of the system in an equiv- :
Then the actual n generated by (6) is given by n = (0; : : : ; 0; k d ; k d?1 ; :::; k 1 ) n :
Let~ n := n ? v=(1 ? ), and set Z n := (~ n ; 0 n+1 ) 0 ; n := (e n ; n ) 0 : (9) Then fZ n g is a Markov chain, generated by To lay the ground for the main result, we rst state a key result from the text by Meyn and Tweedie 8]. We then state two useful lemmas that enables to establish the main result in Theorem 2.2. Proposition 2.1 ( 8] p. 385) Consider a Markov chain (MC) fX n g on a state space X with transition probabilities P : X B(X) ! 0; 1]. Assume that there exists a set K 2 B(X) and a function g : X ! IR, g( ) 1, such that (i) for some constants^ > 0 and b < 1, and for X n 2 X, E g(X n+1 ) ? g(X n )jX n ] ?^ g(X n ) + b 1fX n 2 Kg: (11) (ii) K is a petite set, and fX n g is an aperiodicirreducible MC for some maximal measure .
Then, fX n g is g-uniformly ergodic, and 1 X r=1 r n kP n ? k g < 1 (12) for some r > 1, where is the invariant measure corresponding to P. Remark 3.1. A de nition for the g-norm used in (12) above can be found in 8] p. 382. A g-uniformly ergodic Markov chain is a Markov chain which is Harris ergodic; moreover, it is geometric ergodic (in the sense that the probabilities converge to the steady state (invariant) measure at a geometric rate); nally, the rate of convergence is uniform in the initial state (up to some multiplicative factor given by the function g). In our main stability result, Theorem 2.2, we shall only need the fact that a g-uniformly ergodic Markov chain is Harris ergodic. We therefore do not cite here the precise de nitions of g-uniform ergodicity and g-norm.
The de nitions of petite set , -irreducibility, and aperiodicity can also be found in 8] (pp. 121, 87, 118, respectively). Lemma 2.1 Suppose that 2 0; 1), > 0, and that f n g is generated by (7), where C is a stable matrix (all eigenvalues inside the unit disk). Then, the Markov chain Z n is -irreducible, aperiodic, and any compact subset of the state space is a petite set.
Proof. Here we only sketch the proof; details are pro- 
which is petite because it is a compact subset of IR m .
With f n g de ned as in (9), we have from (10) Theorem 2.2 Assume that 2 (0; 1), and that f n g is generated by (7), where C is a stable matrix. If v < 0, then the queue length process generated by (5) couples within a time that is nite P-a.s., to a process which is stationary ergodic.
Proof. Since the Markov chain fZ n g is Harris recurrent (by Lemma 2.1, in view of Remark 3.1), it couples within a time that is nite P-a.s. to a stationary ergodic regime ( 4] p. 157). In view of the fact that the queue dynamics (5) is a G/G/1 queue, and that E n < 0, it again follows from standard results as in the proof of Theorem 2.1, that the queue length process couples in a time that is nite P-a.s. to a stationary ergodic regime.
Simulation Results
We have tested the family of control schemes analyzed here in the framework of the following scenario: There is one (or more) controlled ATM source(s) in the presence of another exogenous higher priority video source. The video source has a maximum rate of 2Mbps, and
msec (with RM cells not taken in account).
The bandwidth that is further available for the ABR tra c (in addition to the min rate) is the leftover by the video tra c, i.e. 2Mbps minus the video transmission rate. We used the trace of the rst 101 seconds of JPEG video of the star war (one frame every 30 msec). We considered rst a single controlled source with a round trip delay of 61.2 msec. We are interested in the e ect of the control parameters (such as ; ) on the following features: (i) The rate at which the input source adapts to the available transmission rate; (ii) queue size; (iii) variability in the transmission rate. In general, it is desirable to have a high tracking rate between the input and the available rate, low queue sizes (which then implies lower cell loss rates), and low variabilities in the transmission rates. The average available bandwidth over the duration of the simulation was taken as 196.996 Kbps with a deviation (i.e. the square root of the variance) of 311.605
Kbps. We considered several cases of ; and ; in particular, we considered both stable (v < 0) and (potentially) unstable (v = 0) conditions . We simulated 8 di erent scenarios, but due to space limitations we present here only two of them, depicted in Figs. 1 and 2. Table 1 , however, contains numerical values information on all 8 simulations. The throughputs, queue lengths and netputs (both averages as well as the standard deviations) corresponding to the simulations are given in the 8 rows of Table 1 . In all these cases, a bu er of size 1000 was used, and no losses occured (for the controlled ABR tra c).
The pure rate-matching case (2) for which v = 0, was considered in simulations 1 and 3, where the former is depicted in Fig. 1 . In these two cases we see that the throughput is indeed the highest; the available throughput is fully used. However, the queue length for these cases were observed to be very large: 247.1 and 117.8 respectively. The maximum queue sizes were 415 and 214 respectively. These results are compatible with the fact that the pure rate matching has unstable behavior, as shown in 3]. In particular, it was shown there that the queue size converges in distribution to in nity if the variance of the measurement noise is nonzero. In our case, we have no measurement noise, but still, we could conclude from the simulation results that the pure rate matching should not be used, as it results in very large queues. In contrast, simulations (sims) 2, 4, 5, 6, 7, 8, all pertain to stable situations, where either full rate matching with drift (sim 7 and 8) or partial rate matching was used. In sims 2, 4, 5, 7, 8, not more than 90% of the available rate has been used. The queue length varied in these cases between 10.22 and 36.03. The maximum queue sizes varied between 73 (sim 7) and 152 (sim 5).
In sim. 6, 96% of the available bandwidth was used, yielding an average queue length of 48.45, and a maximum queue size of 163. The importance of avoiding the pure rate matching is especially important for smaller bu er sizes. To explore this, we ran a 9th simulation where we took = 0:8, = 0:2 and a bu er of size 400. This yielded a loss rate of 0.031%. The in uence of on the tracking between the input and output rate is clearly seen from the last column of Table 1 , which shows the standard deviation in the netput. The larger the standard deviation is, the worse is the quality of tracking. Thus, high standard deviation of the netput indicates that the input does not track well the output, and thus, the resources are not well used. We see from Table 1 that as increases from 0 to 0.8, the standard deviation in the netput decreases from 405 to 276. The tracking quality is best seen visually in the gures themselves. Thus, the lower is, the better is the tracking. On the other hand, the choice of has an e ect over the variability of the throughput. In cases where it is desirable to have a smooth transmission rate, it is preferable to choose a larger value of . This is seen in Table 1 in the column describing the standard deviation of the throughput. For close to 0, the variability (deviation) of the throughput is almost the same as the variability of the available bandwidth. The standard deviation in cases 5 and 6 are about 90% of the deviation in the available bandwidth. On the other hand, in case 2, in which = 0:8, the standard deviation of the throughput is less than 30% of the available bandwidth. The mean netput agrees well with the calculated mean netput (see Lemma 2.2) in all cases except for cases 5, 6 and 7. In the latter, the calculated mean netputs are -19.69, -3.97, and -341 respectively, whereas the simulated ones are -21.29, -8.93 and -127.8, respectively. Accordingly, the mean throughput agrees well with the calculated mean throughput in all cases except for cases 5, 6 and 7; the calculated mean throughputs are 177.29 and 193.02, respectively, for cases 5 and 6; due to the choice of (it is chosen larger than the mean available bandwidth), the calculated throughput is negative in case 7, which explains the di erences in throughputs and netputs in that case. In cases 5 and 6, these di erences between the calculated and the actual mean rates are due to the restriction of 1Mbps maximum rate for the source. Finally, we observe that there is a at horizontal line from 20 to 24 secs, as can be seen in all queue length plots. This corresponds to the time when the send rate equals the available bandwidth which equals the minimum negotiated rate (one cell per 30 msec); see Fig. 1 . We also considered the case of two controlled sources. We adopted a fair control scheme whereby each source adapts to half the estimated available bit-rate. In other 
where x i n is the rate of source i, and^ i n is the estimated available bit-rate by source i. We chose 1 n = 2 n , since in the control of ABR tra c it is the switch that has to estimate the available bandwidth (since it is the switch that informs the sources about the control actions). We chose 1 = 2 = ; 1 = 2 = , and 1 = 2 = =2.
Moreover, we took again the bu er size to be 1000, and each source is limited by a maximum cell rate of 0.5 Mbps. The minimum negotiated rate guaranteed to each source is 6.9 Kbps. This special choice of parameters implies that, in the case when the two sources are equidistant, the sum of the two controlled sources behave as the previous single source. More precisely, the total instantaneous netput (i.e. the sum of input rates from both sources minus the available bandwidth), the (instantaneous) bu er occupancy, the maximum bu er size, and the cell loss rates are practically the same as those obtained for a single controlled source (with the parameters as in the beginning of this section) that follows (3). Slight di erences in the queue size of the order of a single packet do occur due to the synchronization between the sources (indeed, even if the sum of the throughputs of the two sources is the same as that of the single source we had before, two packets might be sent by the two sources at the same time, whereas in the case of a single source, two consecutive packets are always spaced by at least 1/PCR, where PCR is the peak cell rate). We thus concentrated on cases when two sources are Table 2 : Bu er size and throughput for the case of two sources (the bu er size is compared to that of a single source). and are as in Table 1 and i is half of in Table 1 . not equidistant. The round trip delay for source 1 was taken as 0.1212 sec, and for source 2 as 0.0412 sec. Table 2 lists the maximum queue sizes and compares them with the corresponding gures for a single controlled queue. The exogenous tra c and the duration of the simulation have been taken to be the same as in the previous simulations. As can be seen from Table 2, the maximum queue length is larger in this case as compared with the case of a single controlled source.
In cases 1-8 we did not obtain any losses. Next, we chose the same parameters as in case 1, but decreased the bu er size from 1000 to 400. The loss rate was then 0.133 % for source 1 and 0.117 % for source 2. We conclude that larger delays result in larger loss probabilities.
Conclusions
We have analyzed in this paper reactive rate-based ow control mechanisms that rely only on information on the available bit rate. The rate of the controlled source is to be adapted to the available bandwidth, which may vary in time due to higher priority tra c. We have shown that control schemes that use only rate information may still lead to small queue sizes, and thus, to small loss rates, provided that we attempt to use only a fraction of the available bandwidth.
In contrast, we have tested the pure rate-matching (2), which was shown in 3] to be unstable: the queue sizes were shown in 3] to converge in distribution to in nity if the variance of the measurement noise is nonzero. We observed that, indeed, very large queues build up in these cases, even though we do not have any measurement noise. Our simulation analysis illustrates the playo between the choice of the parameters: small values of were shown to yield good tracking, while large values of yield smoother throughput. A routine computation shows that this is indeed the case. However, there is a more direct method here, because of the special structures of A and D. Clearly the AR process n (see (7) is controllable from its input f n g (see e.g. 8] p. 96). Furthermore, since it feeds into the rst-order system (4) which is trivially controllable from its input fe n g (since 6 = 0), it readily follows that the combined system (9), viewed as a deterministic system, is controllable from the two-dimensional input f n g. 
