This paper presents a hierarchical probabilistic approach to collaborative filtering which allows the discovery and analysis of both global patterns (i.e., tendency of some products of being 'universally appreciated') and local patterns ( tendency of users within a community to express a common preference on the same group of items). We reformulate the collaborative filtering approach as a clustering problem in a high-dimensional setting, and propose a probabilistic approach to model the data. The core of our approach is a co-clustering strategy, arranged in a hierarchical fashion: first, user communities are discovered, and then the information provided by each user community is used to discover topics, grouping items into categories. The resulting probabilistic framework can be used for detecting interesting relationships between users and items within user communities. The experimental evaluation shows that the proposed model achieves a competitive prediction accuracy with respect to the state-of-art collaborative filtering approaches.
Introduction
Recommender Systems (RS) provide users with personalized suggestions about new products, services, and information. According to the collaborative filtering (CF) approach [1] , RS are based exclusively on a database of user preferences. The underlying assumption of CF techniques is that users who had shown similar preferences in the past, will tend to make similar choices in the future. Traditional CF approaches [2] [3] [4] [5] try to foresee the preferences of users on previously unseen products, by analyzing and discovering patterns in a high dimensional and extremely sparse preference matrix. Recently, generative probabilistic models [6] [7] [8] [9] [10] have been gaining increasing attention, as they offer several advan-tages with respect to non-probabilistic techniques: e.g., they allow the estimation of predictive distributions, the possibility to include prior knowledge into the generative process and a principled framework to select model structure. Moreover, the inferred latent structure is directly tied to the generative process and therefore often easy to interpret.
Collaborative filtering data exhibit global patterns (i.e. tendencies of some products of being 'universally' appreciated) as well significative local patterns (i.e tendency of users belonging to a specific community to express similar preference indicators on the same items). Local preferences affect the performance of RS especially when the number of users and items grows, and their importance has been acknowledged by the current CF literature [11] .
Typically, local patterns can be better detected by means of co-clustering approaches [12] [13] [14] [15] [16] . Unlike traditional CF techniques, which try to discover similarities between users or items using clustering techniques or matrix decomposition methods, co-clustering approaches aim to partition data into homogenous blocks enforcing a simultaneous clustering on both the dimensions of the preference data. This highlights the mutual relationships between users and items: similar users are detected by taking into account their ratings on similar items, which in turn are identified considering the ratings assigned by similar users.
However, a main weakness of the current approaches to co-clustering is the static structure enforced by fixed row/column blocks where both users and items have to fit. For example, the movies "Titanic" and "Avatar", are typically associated with different categories: the former is about romance, whereas the latter can be considered an action, sci-fi movie. Assuming a global and unique partition on the item-set, we can expect to see the movies into different partitions. However, that structure would fail to recognize a group of users who are really into the movies of James Cameron (the director of both movies). Analogously, any method associating the two movies with the same partition would fail in catching the difference in genre.
The issue in the previous example is that different user groups can infer different interpretations of item categories. A more flexible structure, where item categories are conditioned by user categories, would better model such situation, by e.g., allowing "Titanic" and "Avatar" to be observed in the same item category within the "Cameron" group, and in different categories outside. Notice that traditional clustering approaches are not affected by this problem, as they only concentrate on local patterns in one dimension of the rating matrix. The drawback, however, is that they ignore structural information in the other dimension, which by the converse can be exploited both for more accurate prediction and user profiling. This paper presents a novel probabilistic hierarchical approach which is able to discover both global and local trends in data, allowing different user communities to show different preference values on distinct groups of items. The proposed schema differs from the previously proposed coclustering approaches to CF data because it does not assume the existence of a unique partition on the item-set: each user community is characterized by having its own set of topics involving items and user preferences. Following a hierarchical clustering approach, we initially determine user communities by gathering together similar users. Then, for each user community the clustering phase produces a mixture of topics upon which the item set and the user preferences are accomodated into categories. Each item group is characterized by the intracluster consistency property with respect to the considered user community: each item and its neighbors, associated by having received common rating value in the context of the community, will belong to the same cluster with high probability.
The hierarchical coclustering model does not enforce any strong assumption on the membership of users and items improving the flexibility of the model itself. Each user partecipates to different user communities with a certain degree and, given a user community, each item may belong to different item-categories. As a result, the proposed model summarizes the advantages of a flexible probabilistic structure for user profiling and a competitive prediction accuracy on user ratings.
The rest of the paper is organized as follows. In Sec. 2 we define a formal framework of the collaborative filtering data, and state of art approaches to rating prediction will be briefly discussed in Sec. 3. The hierarchical probabilistic model for CF data is then presented and formalized in Sec. 4 and its perfomances are analyzed and discussed in Sec. 5.
Background
A RS consists of a set of M users U = {u 1 , · · · , u M }, which will be indicated for short as the user-set, a set of N items I = {i 1 , · · · , i N }, named item-set, and a collection of rating values expressing the preference of one user on a corresponding item. Such collection of preference indicators can be represented as a M × N rating matrix R, where r u i is the rating given by the user u on the item i. Ratings can be integer values within a scale 1 (low interest) to V (strong interest). Even in the case of a very dynamic system, the rating matrix is typically characterized by an exceptional sparsity rate; if the rating for the pair (user, item) is unknown we will assume r u i = 0. Let U(i) the set of users who evaluated the item i, while we will denote by I(u) the set of all the items for which the user u has expressed her preference. An example of rating matrix with M = 7 users and N = 5 items is shown in Fig 1. The goal of a RS is to learn Figure 1 : An example of rating matrix a preference function p : U × I → {1, · · · , V }, which associates to each pair (user, item) a rating value within the admissible range. Letr u i denote the predicted rating for the pair (u, i). Considering the case of users and products which have provided/received at least one preference value, several evaluation metrics have been proposed to quantify the quality of a prediction algorithm. Denoting by T a test-set collection of triples (user, item, rating), one of the most referenced methods to measure the performance of a predictor is the Root Mean Squared Error, which emphasizes large errors:
In a probabilistic settings, we adopt random variables R, I, and U denoting a rating, an item and a user respectively. Then, P (R = r) will denote the probability to observe a rating with value r, and analogously P (U = u) will denote the probability that a given rating has been give by user u. With an abuse of notation, we shall omit the random variable in the specification. For example, P (r, u, i) shall denote the joint probability P (R = r, U = u, I = i).
Collaborative Filtering Approaches
In this section we provide a brief discussion of the most used techniques for rating prediction, namely Baseline, Nearest Neighbors and Latent Factor models.
Baseline models are basic techniques to compute a rating prediction and are considered a first step towards the rating personalization and user profiling. These first approaches to rating prediction are summarized in Table 1 , where µ denotes the overall mean of the rating, r i is the average rating given on the item i and, symmetrically, r u is the average of the ratings given by the user u. Another simple and effective baseline [17] , which describes a set of global effects that might influence user's ratings. For example, some users might tend to assign higher or lower ratings to items respect to their rating average (which is known as User effect), while some items tend to receive higher (or lower) rating values than others (Item effect). Neighborhood based approaches based on explicit user feedback are the most commonly used techniques for generating suggestions and predictions. According to the item-based version [2] , the predicted rating is computed by aggregating the ratings given by each user on the most similar items to the considered item. The iunderlying assumption is that the user might prefer items more similar to the ones she liked before, because they might belong to the same category or might share similar features. More formally:
is the set of K items rated by the user u most similar to i, and s ij are the similarity coefficients between the item i and j. Similarity coefficients are compute on a global basis: two products are considered similar if they have received similar preference values from common users. Hence, this strategy fails in recognizing local item similarity within a same user community. Some alternative and more effective formulations of the neighborhood based approach have been proposed in [5, 17, 18] ; the key idea is to determine the interpolation weights simultaneously according to a global optimization schema, which better reflects intra neighborhood relationships.
The assumption behind Latent Factor models is that the rating value can be expressed by considering a set of contributes which represent the interaction between a user and the target item on a set of features. Assuming that there are a set of K features which determine the user's preference on an item, the prediction can be generated as:
where U u,z is the response of the user u to the feature z and M z,i is the response on the same feature by item i. Several learning scheme have been proposed to overcome the sparsity of the original rating matrix and to produce accurate predictions. The learning phase relies either on a gradient descent error-minimzation [3, 4] or a likelihood optimization procedure (based e.g., on Gibbs Sampling or Expectation Maximization). The peculiarity of a probabilistic model is the capability of estimating either the joint probability P (r, u, i) or the conditional probability P (R = r|u, i). The identification ofr u i for a pair u, i can hence be computed as:
The pLSA (probabilistic latent semantic analysis, or Aspect Model ) proposed by Hoffman in [13] , is the reference probabilistic approach to CF. The underlying assumption is that the observed user preferences can be modeled as a mixture of user communities, and each user can be included into one or more groups [13] . Introducing a latent variable Z (ranging over K possible states) and assuming that user U and item I are conditionally independent given the state of Z, the probability of observing rating r for the pair (u, i) can be computed as:
where P (z|u) represents the interest of u to topic z, and P (r|i, z) is the probability that a user belonging to pattern z gives rating r on the item i.
The User Profile Model extends this formulation by employing Dirichlet priors which provide a full generative model at the user level [19, 20] ; a further adoption of the Latent Dirichlet Allocation approach [21] which includes a response variable, in this case the ratings on an item, has been proposed in [22] .
Recently, novel probabilistic approaches [6, 23, 24] have been proposed to overcome the need for regularization and in order to prevent overfitting in matrix factorization methods. In particular, the Probabilistic Matrix Factorization [6] proposes a generative gaussian model for ratings, in the low-rank latent space of users and items. Extensions of this model include bayesian priors [8] and non-linear matrix factorization with gaussian processes [25] .
Other works focus on combining preference data and content features [7, 9] to produce more accurate recommendations and to address the cold-start problem. The underlying idea is to associate items and users with content-specific latent factors and thus to use this lowdimensional feature representations for regularization.
So far, co-clustering approaches exhibited limited predictive capability (clustering both items and users makes these approaches more prone to overfitting). In addition, the high computational burden make them unfeasible for realistic problems. [12] proposes simultaneous clustering of users and items based on an adaptation of the Bregman coclustering [26] : given an initial co-clustering assignment, the user-clusters (rows) and item-clusters (columns) are alternately optimized till convergence is achieved. A probabilistic approch to determine user-item memberships following a coclustering strategy has been discussed in [13] : the assumption behind the Two-Sided Clustering Model is that the rating value is independent of the user and item identities given their respective cluster memberships. The clustering approach is based on a standard EM likelihood maximization procedure.
Both these co-clustering approaches assume the existence of a unique partition over the item-set and the number of user-communities. Within these models, each user belongs to exactly a single user-community and each item belong to a single groups of item. By contrast, the Flexible Mixture Model (FMM) [14] extends the two-sided model by allowing an individual (either a user or an item) to be included in different clusters, with different degrees of membership. A novel approach to co-clustering have been proposed in [10] ;the resulting model, known as Bi-LDA, integrates Dirichlet priors and discovers simultaneous groups of users/items modeled via LDA.
A Hierarchical Co-Clustering Approach for
Modeling User Preferences The starting point in our approach is the observation that different communities can infer different evaluations of the same item. Specific groups of users tend to be co-related according to different subsets of features. However, though semantically-related, two users with (possibly several) differences in their item ratings would hardly be recognized as actually similar by any global model imposing a fixed structure for item categories. Individual user can be intended as a mixture of latent concepts, each of which being a suitable collection of characterizing features. Accordingly, two users are considered as actually similar if both represent at least a same concept. Viewed in this perspective, the identification of local patterns, i.e. of proper combinations of users and items, would lead to the discovery of natural clusters in the data, without incurring into the foresaid difficulties. Consider the toy example in Fig. 2 , where homogenous blocks exhibiting similar rating patterns are highlighted. There are 7 users clustered into two main communities. Community 1 is characterized by 3 main topics (with groups d 11 = {i 1 , i 2 , i 3 }, d 12 = {i 4 , i 5 , i 6 , i 7 } and d 13 = {i 8 , i 9 , i 10 }), whereas community 2 includes 4 main topics (with groups
The novelty is that different communities group the same items differently. This introduces a topic hierarchy which in principle increases the semantic power of the overall model. The generative model for the proposed scheme can be summarized as follows:
1. Select a user community c k according to the probability distribution π k ;
2. select a user u with probability P k (u) = P (u|c k ) and an item i with probability
4. produce the rating r with probability φ h (r) = P (r|d h ).
Formally, we can assume that the probability of a triplet u, i, r is
where
The latter correspond to a "local" probabilistic latent semantic analysis, provided that the user communities are known.
The idea, in the above formula, is learning latent communities from the data as well as a collection of characterizing concepts for each community. In particular, each rating can be seen as the outcome of a mixture of various concepts, where some concepts are more or less probable according to the cluster where the user fits. Hence, a data tuple can be thought as the outcome of the following generative model: firstly pick a distribution over latent clusters; next, choose the concepts associated and finally generate the individual values. Also, notice the role of the π k , k = 1, . . . , K prior probabilities in the generative process. In practice, they model the assumption that observing a pair u, i is not totally random, but it is instead the result of the grouping of users into communities.
Due to the strong coupling between the user community latent variable c and the one corresponding to local patterns d, the exact inference for the model characterized by the joint probability in Eq. 4.1, which would maximize both the user community cohesion and the local topic similarity, is difficult to solve analytically. Hence, we adopt an approximated solution, based on a hard clustering policy for user communities, such that the inference of the parameters can be performed efficiently without compromising the generative semantic and the flexibility of the model.
We devise a hierarchical approach to the estimation of the components involved into Eq. 4.1. In practice, our approach consists in a preliminary discovery structure, where user communities are detected. Next, for each user community, a topic model is investigated, and the most prominent topics are discovered and properly modeled.
The general scheme of the algorithm is shown in Alg. 1 and could be summarized as follows: given a rating matrix R, discover k user communities; then, for each of those communities, according to an hard clustering approach, select from U a subset of users that belong to the considered community and generate a set of H k topic models for their ratings.
The hierarchical model for users' ratings consists in a set of K user community models and for each of them a set of H k topic models which represent local preference patterns for the member of the considered community. The user community level specifies the probabilities γ uk = P (c k |u) with k = 1, . . . , K, which measure how much the ratings given by the user u fit the preference behaviour underlined by each of the communities.
The probability of observing the rating r for the
Algorithm 1 HMbuild
Require: The sets U = {u1, . . . , uM } and I = {i1, . . . , iN } and the corresponding rating matrix R; Ensure: a set C = {c1, . . . cK } of user community models and a subset
let U k = {u ∈ U|p(c k |u) ≥ p(cj|u), j = 1, . . . , K}, and R k the corresponding submatrix of R;
4:
D k ← GenerateTopicModels(R k ); 5: end for pair (u, i) can be computed considering two schema, summarized in Alg. 2:
• Hard-Clustering Prediction:
where k = argmax j=1,··· ,K γ uj is the cluster that better represents the previously observed rating of the user u. This prediction rule relies exclusively on the information given by the topic model corresponding to the user's cluster; thus it might produce low quality predictions if the user's community is not identified with enough confidence.
• Soft-Clustering Prediction:
where the probabilities γ uk act as mixture weights and the distribution over rating values corresponding to the community c k is computed taking into account both global and local patterns:
Note that if u ∈ U k then γ uk is the dominant mixing weight and the distribution over ratings is refined by considering the corresponding set of topic models; in the opposite case the distribution over ratings can be estimated by considering the probability of observing each rating given an item within the considered community.
Modeling User
Communities. The discovery of the communities is accomplished essentially via a model-fitting procedure based on a maximum-likelihood estimation. In practice, we assume that the rating
Algorithm 2 HMcomputeRatingsProbability
Require: a pair u, i Ensure: a probability P (R = r|u, i) for each rating value r 1: let c = argmax
if Hard-Clustering then 4:
for all community model c k , k = 1, . . . , K do
7:
if k = c then 8: prob ← D k .getRatingProbability(r , u, i)
else 10:
prob ← c k .getRatingProbability(r, i)
11:
end if 12:
end for
14:
end if 15: end for matrix R is modelled as a set of user vectors, where each vector is characterized by the preferences of the user. Formally, this means that we can model the probability p(r, i|u) for each triplet r, i, u .
The corresponding probability of observing a user hence corresponds to the joint probability of observing all his ratings, that is
This modeling allows us to adopt a maximum likelihood approach to the estimation of the Θ parameters characterizing the P (i|Θ) and P (r|i, Θ). For example, we can characterize P (i|Θ) via a bernoullian pdf parameterized by α i , and P (r|i, Θ) as a multinomial (with factors σ ri ). Within a ML framework, the estimation of the above probabilities would produce
A first effect of the above estimates is to adjust the soft-clustering prediction formula Eq. 4.5 as
where β is a weighting factor proportional to the number of ratings |I(u)|. In practice, the estimate σ ri provides a higher contribution when the number of ratings given by a user is low (and hence it acts as a prior).
The component P (r, u, i, c k ) and the posteriors γ uk can be estimated by assuming the existence of a set of communities, where each community models specific user attitudes. In particular, the probability of observing a user is given by the mixture
where a single community c j is characterized by the parameters α ij = P (i|c j ) and σ rij = P (r|c j , i). The expected loglikelihood can hence be defined as:
Estimating the parameters by means of an EM procedure yields the following equations: E-Step:
Step:
A further advantage of the above formalization is the possibility of exploiting the above model for prediction purposes as well as for for structure discovery. A prediction function in fact can be defined aŝ
and used as a baseline for the special case described in step 10 of algorithm 2. We shall see in the following that the resulting baseline function is even competitive with state-of-the art approaches. The above formalization also allows an alternative gaussian model
where v r u is the Z-score normalization of r with regards to user u:
and the means and the variances are estimated as proposed in [27] . The rating prediction for the pair (u, i) can be hence computed as:r
and the M-Steps can be rewritten as:
4.2 Local Community Patterns via Topic Analysis. The approach to the discovery of local community patterns is based again on a EM procedure which aims at maximizing the likelihood of the R k = { r, u, i |p(c k |u) ≥ p(c j |u), j = 1, . . . , K} rating matrix associated to a community model c k . In practice, we can define the expected log-likelihood
where ψ k (h; r, i, u) = P (d h |r, i, u, c k ). The EM algorithm can hence be defined in terms of the following formulas:
• E-Step:
• M-Steps:
Computational aspects.
Once the parameters of the hierarchical model have been estimated, the online complexity for computing predictions scales with the number of user communities and corresponding topics, while the off-line phase requires more resources. In fact, the complexity of the learning phase is determinated by the complexity of discovering user communities, which is linear with the number of observed ratings.
To avoid overfitting, which could deteriorate the predictive skills of the models on unobserved data we adopt an Early Stopping criterion: a fraction of the data has been retained as held-out dataset and the models have been trained on the remaining part of the data until the accuracy on the held-out data begins to increase.
The estimation of the correct number of clusters is accomplished by resorting to a Cross-Validation approach based on a penalized Log-Likelihood principle, as described below. Given a set D of observations (in our case, the rating matrix R and its subsets R k ), we aim at finding the model parameters Θ maximizing the probability P (Θ|D). In logarithmic terms, log(P (Θ|D)) = log P (D|Θ) + log P (Θ) = log(L(Θ|D)) + log P (Θ)
The idea in the above formula is to counterbalance two opposing requirements: the fitting of the data and the complexity of the model. By modeling P (Θ) can be modeled as an exponential distribution w.r.t the size of Θ, we can rewrite the above as log(P (Θ|D)) ≈ log(L(Θ|D)) − m log n where m is the size of Θ (i.e., the number of model parameters), and n is the size of D. The evaluation strategy hence consists in computing log(P (Θ|D)) for each possible Θ, and in choosing the model where it is maximal. In particular, the strategy can be summarized as follows: 4.4 Discussion. There are several major differences between the models described in Sec. 3 and the above formalization. Considering pLSA, the hidden variable z there is used to discover similar trends in the rating behavior and encourages grouping users into user communities. The prediction relies solely on P (r|i, z) and does not consider item hierarchies and, hence boosted predictions triggered by similar items. By contrast, the proposed hierarchical approach aims to discover local patterns for each user community. Also, there are two further components which boost the prediction accuracy of the underlying user community model. First, the multinomial prior π j for each user community j, which helps in preventing overfitting by counterbalancing the contribute of each user u in γ uj . The π j component can be interpreted as a laplacian smoothing based on uniform Dirichlet priors. Clearly, explicit modeling of such priors via Bayesian estimation, in the style of [19] , can be adopted. However, as discussed in the next section, the computational cost would leverage significantly. Also, the α ij component explicitly models the likelihood that item i has been rated within community j. The latter also is a major difference, at the user community level, with respect to the multinomial mixture and the User Rating Profile models, discussed in [20] .
Also, notice that the co-clustering techniques discussed in the previous section, like the Flexible Mixture Model, assume the existence of a fixed partition both for user communities and for item categories. In our case instead, each user community is characterized by its own partition over the item-set with a flexible number of topics. In addition, co-clustering models only produce prediction on the basis of local contribution P (r|c k , d h ). By contrast, according to Eq. 4.5, our prediction benefits from both local and global information.
A final remark is concerned with the possibility of considering the proposed approach symmetrical. Our model starts with user communities and then generates topics. In theory a dual scheme could be viable as well, by first generating item categories and then specific user communities conditioned to item categories. However, duality only holds if the number of rows and columns of the rating matrix are of the same order of magnitude. In fact, the number of model parameters in an itembased mixture grows linearly to the number of users. If the number of items is significantly less than the number of users, this would cause the generation of few categories charaterized by too many parameters (and as a consequence the resulting model would be prone to overfitting).
Evaluation
We evaluate the effectiveness of the proposed approach in two different respects:
• To measure the effectivenss of the User community model adopted in the first stage in discoverying communities fitting the training data. Since each community should be able to model a user's preferences, it is interesting to measure the prediction accuracy of Eq. 4.8 and Eq. 4.9, which exploit the community mixtures.
• To measure the overall prediction accuracy of the hierarchical approach, and to compare it to other well-known approaches in the literature.
Additionally, as a paradigmatic example, we shall inspect the informative content of the structures discovered by the hierarchical mode proposed so far. We will show how the resulting community/topic model can provide significant informative content about the communities and the relevant topics discovered. We used two popular benchmark datasets (Netflix and Movielens) for rating prediction to validate the predictive performance of the proposed approach. In short, Netflix dataset contains over 100 million of ratings given by 480, 189 users on a set of 17, 770 movies, collected between October 1998 and December 2005. The Netflix Prize dataset has been the reference data for empirical comparisons of Collaborative Filtering algorithms during the last years, mainly for 3 reasons: (i) size of dataset and sparsness coefficient; (ii) availability of results from competitive algorithms; (iii) availability of a baseline score for the prediction error, achieved by a real RS (the Netflix Cinematch algorithm) on the same dataset. We exploited a subsample of the whole Netflix techniques dislexible Mixture partition both egories. In our haracterized by a flexible numng models only al contribution q. 4.5, our prebal information. he possibility of metrical. Our then generates e viable as well, hen specific user ories. However, and columns of r of magnitude. ers in an itemumber of users. y less than the eneration of few arameters (and uld be prone to posed approach EM algorithm verying commuce each commu-'s preferences, it tion accuracy of the community accuracy of the pare it to other ture. spect informacovered by the far. Essentially, ties and the relnding empirical ideas explained atasets (Netflix alidate the preroach. In short, of ratings given by 480, 189 users on a set of 17, 770 movies, collected between October 1998 and December 2005. The Netflix Prize dataset has been the reference data for empirical comparisons of Collaborative Filtering algorithms during the last years, mainly for 3 reasons: (i) size of dataset and sparsness coefficient; (ii) availability of results from competitive algorithms; (iii) availability of a baseline score for the prediction error, achieved by a real RS (the Netflix Cinematch algorithm) on the same dataset. We exploited a subsample of the above data. The data is divided into training and test set, where the latter contains ratings given by a subset of the users in the training set over the same set of items. Info about this dataset are summarized inTab. 2. 6 shows the empirical cumulative densities for both user and item ratings within the subsample adopted here. There are some major differences between the original Netflix dataset and the subsample used here. For example, we can see from Fig. 6(a) that over 60% of the users have less than 10 ratings and the average number of evalutions given by users is 13 (whereas the original dataset exhibits an average 200 ratings). In addition, figure Fig. 6(b) shows that over 50% of the items have received less than 200 ratings, with an average value of 1929. Again, the average ratings in the original dataset were 5000. In practice, the subsample we exploit is more difficult than the original dataset. data, and partition it into training and test set, where the latter contains ratings given by a subset of the users in the training set over the same set of items. Info about this dataset are summarized in Table 2 . 3 shows the empirical cumulative densities for both user and item ratings within the subsample adopted here. There are some major differences between the original Netflix dataset and the subsample used here. For example, we can see from Fig. 3(a) that over 60% of the users have less than 10 ratings and the average number of evalutions given by users is 13 (whereas the original dataset exhibits an average 200 ratings). In addition, figure Fig. 3(b) shows that over 50% of the items have received less than 200 ratings, with an average value of 1929. Again, the average ratings in the original dataset were 5000. In practice, the subsample we exploit is more difficult than the original dataset.
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The MovieLens-1M 2 dataset consists of 1, 000, 209 ratings given by 6, 040 users on approximately 3, 706 movies; each user in this dataset has at least 20 ratings. We randomly partition the original data into 80% training and 20% test set. Again, Table 2 summarizes the values exhibited by the subsets. MovieLens has been a reference dataset for several CF algorithms.
Predictive Accuracy.
We compare our approach with most algorithms mentioned in Sec. 3. In particular, we directly implemented the Regularized SVD [4] , pLSA [27] , FMM [14] , Multinomial Mixture Model [20] and URP [19] . The summary of our results can be found in tables 3(a) and 3(b). Other algorithms not listed here will be discussed separately in the end of the section.
In a first set of experiments, we evaluate the performance achieved by the User Community Models, considering both the Multinomial and the Gaussian version and performed a suite of experiments varying the number of user communities and compared the obtained RMSE values with the ones achieved by the Gaussian pLSA algorithm on the same data.
Experiments on the three models were performed by retaining the 10% of the training (user,item,rating) triplets as held-out data; finally 10 attempts have been executed to determine the best initial configurations. Predictions for the User Commutity Models are generated according to Eq. 4.5, because preliminary experiments have shown that it outperforms the HardClustering prediction rule. Performance results of the two User Communities Models and pLSA are shown in Figures 4(a) and 4(b) .
Considering Netflix, the multinomial User Community approach and the pLSA do not fnota produce a significant improvement over the Cinematch base, which is close to 0.95; for both these models the best RMSE values is achieved by considering 150 user communities. The average RMSE for the pLSA model is 0.9474 and only minor improvements on this result are observed varying the number of clusters. The gaussian User Community version outperforms both the multinomial model and pLSA, achieving the best RMSE value of 0.9280 when 30 user communities are employed. The learning phase corresponding to the best model takes about 30 minutes on a INTEL XEON E5520 at 2.27 Ghz, with an average of 6 iterations needed to reach convergence. We were not able to extensively report on FMM and URP on Netflix, due essentially to the high computational resources needed by these models. Table 3 (a) shows the best result we were able to compute for FMM. For URP, the only model we were able to compute reqiured 17,340secs and did not exhibit significant results. We were able, however, to thoroughly experiment on MovieLens with these models as well.
Surprisingly, the multinomial User Community model has a significant worsening on MovieLens. While the Gaussian model is still competitive, due essentially to the z-score normalization exploited in Eq. 4.9, the mutinomial model seems to suffer more the skeweness of the dataset. The hierarchical schema allows us to obtain more refined results. This approach has been evaluated by considering both the multinomial and the gaussian version on the first layer clustering, and adopting the procedure for the dynamic estimation of the number of topics described in Sec. 4.3. Fig. 4(d) and Fig. 4(c) show the performances achieved by the two version and the ones achieved by a natural competitor based on latent factors: the regularized SVD. In both the cases, the hierarchial approach produces a significant improvement over the first clustering layer, outperforming the SVD model. On Netflix, hierarchical approach produces RMSE values 0.9222 (multinomial model) and 0.9211 (gaussian model), while the best result achieved by the SVD model is 0.9275. This situation is also reflected in MovieLens where the Reg. SVD produced 0.9345. Again, it's a surprise to see that in this case the multinomial hierarchical approach (0.9274) outperforms the Gaussian hierarchical (0.9296). This result is even more surprising, if we consider that the multinomial user communities didn't perform very well in the first level. It seems that the adoption of specific item categories boosts the performance significantly. Figure 4 (e) compares all the probabilistic approaches to co-clustering on MovieLens data. Here we compare our approaches with FMM, Bregman Coclustering [12] and Block Mixture Model [16] . Again, the hierarchical approaches outperform the other coclustering approaches. This gives evidence that conditioning item categories to user communities provides better structures. Finally, Fig. 4(f) shows the execution times of these co-clustering approaches. Here, we employ 10 item categories and vary the number of user communities.
A final validation qualitatively compares our approach with some among the most popular and effective approaches for making recommendations. We focused on single techniques rather than ensembles or combinations of multiple predictors. Also, we did not take into account models directly modeling temporal aspects, such as the Time Effect normalization [17] Table 3 : Summary of the comparative analysis (K and H represent respectively the number of user communities and item topics) with temporal dynamics [28] : in fact they exploit temporal information about the preference of the users in a given period in order to refine predictions in the same period, while in a typical setting a recommender system is asked to make suggestions for the future.
Results on Netflix data show that the prediction accuracy achieved by the proposed model is competitive to the ones achieved by other popular recent approaches, such as PMF [6] , Bi-LDA [10] and SVD++ [5] : the first one is reported to achieve on a sample of 1M ratings of Netflix data an RMSE equals to 0.9253; the latter achieves 0.9333 on the overall Netflix dataset. As far as the SVD++ is concerned, although it achieves a 0.904 RMSE value on the considered dataset, the problem with such an approach is that it takes advantage of implicit information contained in the test-set.
The model also compares with fLDA [7] and the Regression-based latent factor models [23] , which integrate user/item features and on a 75%−25% split of the MovieLens-1M achieve 0.9381 and 0.9258 RMSE values.
Structure Discovery.
The hiearchical model can be used for classical pattern discovery tasks, such as the identification of the most appreciated items for each user community, as well a new kind of analysis, in which we focus on different topics and their impacts on the rating behaviour of users within the same community. Table 4 shows a selection from the most significant items for 10 user communities and their topics. We show 5 communities only, and the 5 most relevant topics within them. An item i is considered significant with respect to a topic h within the community k if P k (d h |i) > P k (d h |i) ∀h = h. For each community we register its prior probability (in square brackets) and the a-posteriori interpretation of its topics.
For instance, user community #2 is characterized by the topics: "Fantasy", "Sci-Fi", "Live-Music Performance" "Action" and "Drama". It is worth noticing how the informative content in the hierarchy allows to better discriminate among topics and tendencies. By focusing on the first level only, the same community would exhibit a global attitude towards action movies (as "Gladiator", "Die Hard" and "Terminator 2" are the most probable items here).
