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A time-step approximation scheme
for a viscous version of the Vlasov equation
Ugo Bessi*
Abstract
Gomes and Valdinoci have introduced a time-step approximation scheme for a viscous version of Aubry-
Mather theory; this scheme is a variant of that of Jordan, Kinderlehrer and Otto. Gangbo and Tudorascu
have shown that the Vlasov equation can be seen as an extension of Aubry-Mather theory, in which the
configuration space is the space of probability measures, i. e. the different distributions of infinitely many
particles on a manifold. Putting the two things together, we show that Gomes and Valdinoci’s theorem
carries over to a viscous version of the Vlasov equation. In this way, we shall recover a theorem of J. Feng
and T. Nguyen, but by a different and more ”elementary” proof.
Introduction
The Vlasov equation models a group of particles governed by an external potential V and a mutual
interaction W ; we shall always suppose that the particles move on the p-dimensional torus Tp: = R
p
Zp
, that
V and W are sufficiently regular and that V depends periodically on time. More precisely,
1) V ∈ C4(T×Tp) and
2) W ∈ C4(Tp); moreover W , seen as a periodic potential on Rp, is even: W (x) =W (−x). Up to adding a
constant, we can suppose that W (0) = 0.
LetM1(Tp×Rp) denote the space of Borel probability measures on Tp×Rp; we say that a continuous
curve η:R → M1(Tp × Rp) solves the Vlasov equation if it satisfies, in the weak sense, the continuity
equation
∂tηt + div(x,v)(ηt · (v, ∂xP ηt(x))) = 0 (CE)
where (x, v) are the position and velocity coordinates on Tp ×Rp,
P ηt(t, x) = V (t, x) +W ηt(x)
and
W ηt(x) =
∫
Tp×Rp
W (x− y)dηt(y, v).
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An idea underlying several papers (see for instance [1], [9], [10], [12]) is to consider the Vlasov equation as
a Hamiltonian system with infinitely many particles, i. e. as a Hamiltonian system on the space M1(Tp)
of probability measures on Tp; in particular, one can define, on M1(Tp), both the Hopf-Lax semigroup and
the Hamilton-Jacobi equation.
In this paper, we follow [13] adding a viscosity term to the Hopf-Lax semigroup; we want to check two
things. The first one (theorem 1 below) is that the minimal characteristics are solutions of a Fokker-Planck
equation whose drift is determined by Hamilton-Jacobi, exactly as in the case without viscosity. The second
check we want to do is about the time-discretization method of [14], which was developed for a final condition
linear on measures, say
Uf(µ) =
∫
Tp
fdµ.
We would like to see if it survives when the final condition U is merely differentiable. Our definition of
differentiability will be a little different from the usual one: indeed, we shall approximate minimal charac-
teristics through ”discrete characteristics”; since we shall see that the latter always have a density, we shall
differentiate U as a function on L1(Tp), i. e. U ′(µ) will be a scalar function, an element of L∞(Tp).
We are going to consider a Lagrangian on R ×Tp ×Rp given by
Lγt(t, q, q˙) =
1
2
|q˙|2 − P γt(t, q)
whose Legendre transform is
Hγt(t, q, p) =
1
2
|p|2 + P γt(t, q).
Theorem 1. Let U :M1(Tp) → R be Lipschitz for the 1-Wasserstein distance and differentiable in the
sense of section 4 below; let Lp denote the Lebesgue measure on Tp. Then, the following three points hold.
1) For every µ ∈M1(Tp) and every m ∈ N, the inf below is a minimum.
(ΛmU)(µ): = inf
{∫ 0
−m
dt
∫
Tp
L
1
2ρ(t, x, Y (t, x))ρ(t, x)dx + U(ρ(0)Lp)
}
. (1)
In the formula above, the inf is taken over all the Lipschitz vector fields Y ; the curve of measures ρ is a weak
solution of the Fokker-Planck equation{
∂tρt −∆ρt + div(ρt · Y ) = 0, t ∈ [−m, 0]
ρ−m = µ.
(FP )−m,Y,µ
2) The operator Λm defined in point 1) has the semigroup property
Λm+nU = Λm ◦ ΛnU ∀m,n ∈ N.
3) There is a vector field Y minimal in (1); it is given by Y = c− ∂xu, where u solves the Hamilton-Jacobi
equation with time reversed {
∂tu+∆u −Hρ(t, x,−∂xu) = 0, t ∈ (−m, 0)
u(0, x) = f
(HJ)0,ρ,f
2
for a suitable f ∈ L∞(Tp).
Note that [8] contains a stronger version of this theorem; in a sense, the aim of this paper is to show
that it is possible to prove part of [8] using the technique of [14].
We briefly expand on this technique: roughly speaking, the difference with [15] is that the entropy term
is embedded in the kinetic energy. Let us be more precise and describe the time-step, which is backwards in
time. Given a continuous function U on M1(Tp), we are going to define
U(− 1
n
, µ) = min
{∫
Tp×Rp
[
1
n
L
1
2µ(
−1
n
, x, nv) + log γ(x, v)]γ(x, v)dµ(x)dv + U(µ ∗ γ)
}
− log
( n
2π
) p
2
where the minimum is over all the functions γ on Tp ×Rp such that γ(x, ·) is a probability density on Rp
for all x. One should look at γ as at the probability distribution of the velocities: a particle starting at x has
velocity nv with probability γ(x, v). Since U is non linear there is some work to do in order to show that the
minimal γ exists; we shall prove this in section 1 below. In section 2, we prove a bound on the L∞ norm of
the minimal; in section 3, we shall iterate backward the formula above, getting the ”discrete value function”
U( j
n
, µ) for j ≤ 0; naturally, we shall also get a discrete characteristic µ j
n
, µ j+1
n
, . . . , µ0. We shall show that
the discrete value functions is bounded as the time-step tends to zero. In section 4 we reduce to the linear
case expressing the minima of section 1 in terms of the differential of U at the endpoint of the discrete
characteristic. In section 5, we discuss the regularity of the linear problem. Thanks to this regularity, in
section 6 we can prove that the discrete characteristics converge to a solution of the Fokker-Planck equation
and that the discrete value function converges to a solution of Hamilton-Jacobi; this will end the proof of
theorem 1.
§1
The time-step: existence of the minimal
We begin with a few standard definitions.
Definitions. •) We denote by M1(Tp) the space of Borel probability measures on Tp.
•) Let x˜, y˜ ∈ Rp, and let x, y be their projections on Tp. We define
|x− y|Tp : = min
k∈Zp
|x˜− y˜ − k|.
•) For λ ≥ 1 and µ1, µ2 ∈M1(Tp), we set
dλ(µ1, µ2)
λ: = min
∫
Tp×Tp
|x− y|λ
Tp
dΓ(x, y)
where the minimum is over all the measures Γ on Tp ×Tp whose first and second marginals are µ1 and µ2
respectively; we recall from [2] that (M1(Tp), dλ) is a complete metric space whose topology is equivalent
to the weak∗ one.
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The term on the right in the formula above is a minimum by a standard theorem ([2], [16]); a useful
characterization of d1 is the dual one, i. e.
d1(µ1, µ2) = sup
{∫
Tp
fdµ1 −
∫
Tp
fdµ2
}
(1.1)
where the sup is taken over all the functions f ∈ C(Tp) such that
|f(x) − f(y)| ≤ |x− y|Tp ∀x, y ∈ Tp.
We need to adapt a few definitions of [14] to our situation.
Definitions. •) Let µ ∈M1(Tp). We define Dµ as the set of all the Borel functions γ:Tp ×Rp → [0,+∞)
such that ∫
Rp
γ(x, v)dv = 1 for µ a. e. x ∈ Tp. (1.2)
•) We denote by
πTp :T
p ×Rp → Tp, πRp :Tp ×Rp → Rp, πcover:Rp → Tp
the natural projections, and define π˜:Tp ×Rp → Tp by π˜ = πcover ◦ πRp .
•) If µ ∈M1(Tp) and γ ∈ Dµ, we define a measure on Tp by
µ ∗ γ = (πTp − π˜)♯(µ⊗ (γ(x, ·)Lp))
where Lp denotes the Lebesgue measure on Rp; the sharp sign denotes, as usual, the push-forward of a
measure. In other words, if f ∈ C(Tp), then∫
Tp
f(z)d(µ ∗ γ)(z) =
∫
Tp×Rp
f(x− v)γ(x, v)dµ(x)dv.
Note that, if γ does not depend on x ∈ Tp, this is the usual convolution of the two measures µ and γLp.
One can see γ as the probability, for a particle placed in x, to jump to x− v; if the initial distribution of the
particles is µ, µ ∗ γ is the distribution after one jump.
•) Let now U ∈ C(M1(Tp),R); for h > 0 and t ∈ R we define
Ght U :M1(Tp)→ R
by
(Ght U)(µ) = inf
γ∈Dµ
{∫
Tp×Rp
[hL
1
2µ(t, x,
1
h
v) + log γ(x, v)]γ(x, v)dµ(x)dv + U(µ ∗ γ)
}
where the Lagrangian L
1
2µ
c has been defined in the introduction.
Observation. For c ∈ Rp, it is natural to consider the Lagrangian
Lγtc (t, q, q˙) =
1
2
|q˙|2 − 〈c, q˙〉 − P γt(t, q).
4
Naturally, it is possible to prove theorem 1 for Lγtc . Indeed, let
τc:T
p → Tp, τc:x→ x+ hc
and
Uˆ(µ) = U((τhc)♯µ).
If we set γ˜(x, v) = γ(x, v + hc), it is easy to see that∫
Tp×Rp
[hL
1
2µ
c (t, x,
1
h
v) + log γ(x, v)]γ(x, v)dvdµ(x) + U(µ ∗ γ) =
∫
Tp×Rp
[hL
1
2µ
0 (t, x,
1
h
v) + log γ˜(x, v)]γ˜(x, v)dvdµ(x) + Uˆ(µ ∗ γ˜)− h
2
|c|2.
In other words, a simple transformation brings the minima for L
1
2µ
c into those for L
1
2µ
0 . We have restricted
statement and proof of theorem 1 to the case c = 0 to keep the notation (relatively) simple.
We want to write Ght U in a different way. First of all, we define
Ah(γ, (x, v)) =
1
2h
|v|2γ(x, v) + γ(x, v) log γ(x, v).
If γ does not depend on x ∈ Tp, we shall call this function Ah(γ, v).
Then, we note that the minimal γ does not depend on the potential in L
1
2µ
c (though the value function
Ght U obviously does); indeed, since γ ∈ Dµ, if Z is any potential on Tp, we have by Fubini∫
Tp×Rp
Z(x)γ(x, v)dµ(x)dv =
∫
Tp
Z(x)dµ(x). (1.3)
As a consequence,
(Ght U)(µ) =
∫
Tp
P
1
2µ(t, x)dµ(x) + inf
γ∈Dµ
S(U, µ, γ) (1.4)
where the single particle functional S is given by
S(U, µ, γ) =
∫
Tp×Rp
Ah(γ, (x, v))dµ(x)dv + U(µ ∗ γ) (1.5)
and the potential P
1
2µ is as in the introduction.
Observation. We must show that the integral in (1.5) is well-defined, though possibly +∞. Indeed,
denoting by f− the negative part of a function f , we have that∫
Tp
dµ(x)
∫
Rp
A−h (γ, (x, v))dv =
∫
Tp
dµ(x)
∫
Rp
[
1
2h
|v|2γ(x, v) + γ(x, v) log γ(x, v)
]−
dv ≥ −
∫
Tp
dµ(x)
∫
Rp
e−1−
1
2h |v|2dv = −e−1(2πh) p2
(1.6)
where the inequality comes from the fact that
1
2h
|v|2x+ x log x ≥ −e−1− 12h |v|2 ∀x ≥ 0.
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We want to prove that the inf in (1.4) is a minimum; since U is nonlinear, we cannot write the minimum
explicitly as in [14]; we shall need a few lemmas, the first of which is an elementary fact on the behaviour of
the Gaussian.
Lemma 1.1. Let h, ǫ > 0. Then,
min
{∫
Rp
Ah(γ, v)dv : γ ≥ 0,
∫
Rp
γ(v)dv = 1,
∫
Rp
1
2h
|v|2γ(v)dv = pǫ
2
}
=
pǫ
2
+ log
1
(2πǫh)
p
2
− p
2
. (1.7)
Proof. We note that we are minimizing the strictly convex functional
J :L1((1 +
1
2
|v|2)Lp)→ R ∪+∞, J : γ →
∫
Rp
Ah(γ, v)dv
on the closed convex set
H =
{
γ ∈ L1((1 + 1
2
|v|2)Lp) : γ ≥ 0,
∫
Rp
γ(v)dv = 1,
∫
Rp
1
2h
|v|2γ(v)dv = pǫ
2
}
.
It is standard (see for instance the argument of proposition 1 of [14] or proposition 5.6 of chapter 1 of [6])
that, if we find a density γ and χ, δ ∈ R solving the Lagrange multiplier problem


1
2h
|v|2 + log γ(v) + 1 = χ+ δ
2h
|v|2∫
Rp
γ(v)dv = 1∫
Rp
1
2h
|v|2γ(v)dv = pǫ
2
(1.8)
then γ is the unique minimizer of J restricted to H . Thus, solving (1.8) is next in the order of business.
By the first one of (1.8), we see that
γ(v) = eχ−1e−
1−δ
2h |v|2 .
Since we want γ ∈ L1, eventually we shall have to check that δ < 1. The constant χ is the unique one for
which the second formula of (1.8) holds, i. e.
eχ−1 =
(
1− δ
2πh
) p
2
.
The constant δ is chosen so that the third one of (1.8) holds:
pǫ
2
=
∫
Rp
1
2h
|v|2
(
1− δ
2πh
) p
2
e−
1−δ
2h |v|2dv =
1
(2π)
p
2
· 1
1− δ
∫
Rp
1
2
|y|2e− |y|
2
2 dy =
p
2
· 1
1− δ
where we have set y =
√
1−δ
h
v.
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From this we get
1− δ = 1
ǫ
.
Since ǫ > 0, this implies that δ < 1, as we wanted. From the last four formulas,
γ(v) =
(
1
2πǫh
) p
2
e−
1
2ǫh |v|2 .
This yields the first equality below, while the second one follows from (1.8).
∫
Rp
γ(v) log γ(v)dv =
∫
Rp
γ(v)[log
1
(2πǫh)
p
2
− 1
2ǫh
|v|2]dv = log 1
(2πǫh)
p
2
− p
2
.
From the formula above and the third one of (1.8), we get the second equality below.
∫
Rp
Ah(γ, v)dv =
∫
Rp
[
1
2h
|v|2γ(v) + γ(v) log γ(v)
]
dv =
pǫ
2
+ log
1
(2πǫh)
p
2
− p
2
which is (1.7).
\\\
Lemma 1.2. Let µ ∈ M1(Tp), let C ∈ R and let us consider the set Eµ of the functions γ ∈ Dµ such
that ∫
Tp×Rp
Ah(γ, (x, v))dµ(x)dv ≤ C. (1.9)
Then,
1) Eµ is uniformly integrable for the measure µ⊗ Lp on Tp ×Rp.
2) The set of the measures {µ⊗ γLp} as µ varies in M1(Tp) and γ varies in Eµ is tight on Tp ×Rp.
3) The set Dµ is weakly closed in L1(µ⊗ Lp).
Proof. We begin with point 1). We fix a > 1 and consider γ ∈ Eµ; the first inequality below is (1.9), the
second one follows from Fubini, (1.6) and the fact that log γ ≥ 0 if γ ≥ a; the last one is obvious.
C ≥
∫
Tp×Rp
[
1
2h
|v|2γ(x, v) + γ(x, v) log γ(x, v)
]
dµ(x)dv ≥
−e−1(2πh) p2 +
∫
Tp
dµ(x)
∫
{γ≥a}
[
1
2h
|v|2γ(x, v) + γ(x, v) log γ(x, v)
]
dv ≥
−e−1(2πh) p2 + log a
∫
{γ≥a}
γ(x, v)dµ(x)dv.
This implies immediately that Eµ is uniformly integrable.
We prove point 2), i. e. that for all ǫ > 0 we can find R > 0 such that
∫
Tp×B(0,R)c
γ(x, v)dµ(x)dv ≤ ǫ ∀µ ∈ M1(Tp), ∀γ ∈ Eµ. (1.10)
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If we show that ∫
Tp×Rp
1
2h
|v|2γ(x, v)dµ(x)dv ≤ C5 ∀µ ∈M1(Tp), ∀γ ∈ Eµ
then (1.10) follows by the Chebishev inequality. By Fubini, the last formula is equivalent to
∫
Tp
rγ(x)dµ(x) ≤ C6 ∀µ ∈ M1(Tp), ∀γ ∈ Eµ (1.11)
where rγ is defined by
p
2
· rγ(x): =
∫
Rp
1
2h
|v|2γ(x, v)dv.
Since µ is a probability measure, (1.11) follows if we prove that, for some A > 0, there is C7 > 0 such that,∫
{x : r(x)>A}
rγ(x)dµ(x) ≤ C7 ∀µ ∈ M1(Tp), ∀γ ∈ Eµ. (1.12)
We call g(ǫ) the function on the right hand side of (1.7); the first inequality below comes from (1.9) and
Fubini, the second one from (1.7).
C ≥
∫
Tp
dµ(x)
∫
Rp
Ah(γ, (x, v))dv ≥
∫
Tp
g(rγ(x))dµ(x).
Since the logarithmic term in the definition of g grows less than linearly, we easily get that there is A > 0
such that, for y ≥ A, we have g(y) ≥ y4 ; since g is bounded from below, the last formula implies that there
is C8 > 0, independent on γ and µ, such that
C8 ≥
∫
{x : rγ(x)≥A}
r(x)
4
dµ(x) ∀µ ∈ M1(Tp), ∀γ ∈ Eµ.
But this is (1.12).
We prove point 3). Let B ⊂ Tp be a Borel set; the function
: γ →
∫
B
dµ(x)
∫
Rp
γ(x, v)dv
is continuous for the weak topology of L1(µ⊗ Lp); moreover, if γ ∈ Dµ,∫
B
dµ(x)
∫
Rp
γ(x, v)dv = µ(B).
As a result, if γ¯ belongs to the weak closure of Dµ, then∫
B
dµ(x)
∫
Rp
γ¯(x, v)dv = µ(B)
for every Borel set B ⊂ Tp. If we set
R(x) =
∫
Rp
γ¯(x, v)dv
the last formula implies that
µ(B) =
∫
B
R(x)dµ(x)
8
for every Borel set B ⊂ Tp. It is standard that this implies that R(x) = 1 for µ a. e. x ∈ Tp, i. e. that
γ¯ ∈ Dµ.
\\\
Lemma 1.3. Let U ∈ C(M1(Tp)) and let µ ∈M1(Tp); then the function
I:Dµ → R
I: γ →
∫
Tp×Rp
[
hL
1
2µ(t, x,
1
h
v) + log γ(x, v)
]
γ(x, v)dµ(x)dv + U(µ ∗ γ)
is l. s. c. for the weak topology of L1(µ⊗ Lp).
Proof. Step 1. We begin to show that the function
: γ → U(µ ∗ γ)
is continuous; since we are supposing that U :M1(Tp)→ R is continuous, it suffices to prove that : γ → µ∗γ
is continuous from Dµ endowed with the weak topology of L1(µ ⊗ Lp) to the weak∗ topology of M1(Tp).
Let γ ∈ Dµ be fixed and let f ∈ C(Tp); it suffices to note that we can write the weak neighbourhood of γ
{
γ′ :
∣∣∣∣
∫
Tp×Rp
f(x− v)γ′(x, v)dµ(x)dv −
∫
Tp×Rp
f(x− v)γ(x, v)dµ(x)dv
∣∣∣∣ < ǫ
}
as {
γ′ :
∣∣∣∣
∫
Tp
f(z)d(µ ∗ γ′)(z)−
∫
Tp
f(z)d(µ ∗ γ)(z)
∣∣∣∣ < ǫ
}
by the definition of µ ∗ γ′ and µ ∗ γ.
Step 2. We note that the linear function
Ipot: γ →
∫
Tp×Rp
P
1
2µ(t, x)γ(x, v)dµ(x)dv
does not depend on γ by (1.3).
Step 3. We prove that
Igauss: γ →
∫
Tp×Rp
Ah(γ, (x, v))dµ(x)dv
is weakly l. s. c.. Since Igauss is convex, it suffices to prove that it is l. s. c. for the strong topology of
L1(µ⊗ Lp). We saw after formula (1.6) that
1
2h
|v|2γ(v) + γ(v) log γ(v) ≥ e−1− 12h |v|2 .
Since the term on the right is integrable, lower semicontinuity follows from Fatou’s lemma.
\\\
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Proposition 1.4. Let U ∈ C(M1(Tp),R) and let µ ∈ M1(Tp); then, the inf in the definition of
(Ght U)(µ) is a minimum.
Proof. Step 1. We begin to show that (Ght U)(µ) is finite.
If we substitute
γ(x, v) =
(
1
2πh
) p
2
e−
1
2h |v|2
into (1.4) (or (1.5), which is the same up to a constant), we immediately get that (Ght U)(µ) < +∞; to
prove that (Ght U)(µ) > −∞, it suffices to prove that the functional I defined in the last lemma is a sum of
functions, each of which is bounded from below.
First, the function bringing γ in U(µ ∗ γ), i. e.
: γ → U(µ ∗ γ)
is bounded from below because U , a continuous function on a compact space, is bounded from below.
Second, the functional Ipot defined in the last lemma does not depend on γ by (1.3); we have an explicit
bound on its value since
||P 12µ||C4 ≤M : = (||V ||C4 + ||W ||C4). (1.13)
Third,
Igauss(γ) =
∫
Tp
dµ(x)
∫
Rp
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv
is bounded below by (1.6).
Step 2. Let {γn} be a sequence minimizing in (1.4); we assert that, up to subsequences, γn ⇀ γ ∈ Dµ.
We begin to show that ∫
Tp×Rp
Ah(γn, (x, v))dµ(x)dv ≤ C (1.14)
for some C > 0 independent on n.
Since {γn} is minimizing in (1.4), by step 1 and (1.13) there is C1 > 0 such that∫
Tp×Rp
Ah(γn, (x, v))dµ(x)dv + U(µ ∗ γn) ≤ C1 ∀n ≥ 1.
Now (1.14) follows by the fact that U , being a continuous function on the compact spaceM1(Tp), is bounded.
By (1.14), we get that {γn} satisfies points 1) and 2) of lemma 1.2; it is well-known that this implies
that {γn} is weakly compact in L1(µ⊗ Lp). The weak limit γ belongs to Dµ by point 3) of lemma 1.2.
End of the proof. By step 2, any minimizing sequence {γn} has a subsequence {γnk} such that γnk ⇀
γ ∈ Dµ. Since the function I is l. s. c. by lemma 1.3, γ is a minimizer and the thesis follows.
\\\
§2
10
The time step: properties of the minimal
In this section, we prove proposition 2.3 below, which says that the modulus of continuity of Ght U is
only slightly larger than the modulus of continuity of U ; and proposition 2.8, which says that, if γ is minimal,
then the L∞ norm of γ (and that of 1
γ
on Tp ×B(0, 2√p)) is bounded in terms of the Lipschitz constant of
U .
We begin with a standard fact from [14].
Lemma 2.1. Let U1, U2 ∈ C(M1(Tp)). Then, the following three points hold.
1) If U1 ≤ U2, then Ght U1 ≤ Ght U2.
2) For all a ∈ R, Ght (U1 + a) = Ght U1 + a.
3) ||Ght U1 −Ght U2||∞ ≤ ||U1 − U2||∞.
Proof. Points 1) and 2) are immediate consequences of the definition of the operator Ght , i. e. of formula
(1.4); point 3) follows from 1) and 2) in a standard way.
\\\
We need a technical fact, lemma 2.2. below, and some notation; the readers of [3] will recognize the
”push forward by plans”.
Definition. Let µ0, µ1 ∈M1(Tp), let Γ be a transfer plan between µ0 and µ1 and let γ0 ∈ Dµ0 .
Here and in the following, we shall always reserve the variable x ∈ Tp for integration in µ0, and y ∈ Tp
for integration in µ1.
We disintegrate Γ as Γ = Γy⊗µ1 (see [5], II.70 for the precise statement and proof of the disintegration
theorem) and we set
γ1(y, v) =
∫
Tp
γ0(x, v)dΓy(x). (2.1)
Formula (2.1) is just a generalized way of composing γ with a map; indeed, if Γ were induced by an invertible
map g, then we would have
γ1(y, v) = γ0(g
−1(y), v).
Lemma 2.2. Let µ0, µ1, γ0 and γ1 be as in the definition above. Then
1) γ1 ∈ Dµ1 and
2)
∫
Tp×Rp
Ah(γ1, (y, v))dµ1(y)dv ≤
∫
Tp×Rp
Ah(γ0, (x, v))dµ0(x)dv.
Moreover, if Γ is a transfer plan on which d1(µ0, µ1) is attained, we have that
3) d1(µ0 ∗ γ0, µ1 ∗ γ1) ≤ d1(µ0, µ1).
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Proof. The first equality below follows from (2.1), the second one from Fubini.
∫
Rp
γ1(y, v)dv =
∫
Rp
dv
∫
Tp
γ0(x, v)dΓy(x) =
∫
Tp
dΓy(x)
∫
Rp
γ0(x, v)dv.
Now recall that γ0 ∈ Dµ0 , and thus∫
Rp
γ0(x, v)dv = 1 for µ0 a. e. x.
Since a µ0-null set is a Γy-null set for µ1 a. e. y, the last two formulas imply that∫
Rp
γ1(y, v)dv = 1 for µ1 a. e. y.
This proves point 1); we turn to point 2). The first equality below is (2.1); for the inequality, we consider
the strictly convex function φ(z) = z log z and apply Jensen.
Ah(γ1, (y, v)) =
∫
Tp
1
2h
|v|2γ0(x, v)dΓy(x) +
∫
Tp
γ0(x, v)dΓy(x) log
∫
Tp
γ0(x, v)dΓy(x) ≤
∫
Tp
[
1
2h
|v|2γ0(x, v) + γ0(x, v) log γ0(x, v)]dΓy(x) =
∫
Tp
Ah(γ0, (x, v))dΓy(x).
Since φ(z) = z log z is strictly convex, equality holds if there is an invertible minimal transfer map. Inte-
grating, we get the inequality below.
∫
Tp×Rp
Ah(γ1, (y, v))dµ1(y)dv ≤
∫
Tp×Rp
dµ1(y)dv
∫
Tp
Ah(γ0, (x, v))dΓy(x) =
∫
Tp×Tp×Rp
Ah(γ0, (x, v))dΓ(x, y)dv =
∫
Tp×Rp
Ah(γ0, (x, v))dµ0(x)dv.
The first equality above follows because Γ = Γy ⊗ µ1, the second one because the first marginal of Γ is µ0.
We prove 3). The first equality below is (1.1), while the second one is the definition of µ1 ∗ γ1 and
µ0 ∗ γ0; the third one is the definition of γ1 in (2.1); the fourth one follows from the fact that Γ = Γy ⊗ µ1
and the marginals of Γ are µ0 and µ1.
d1(µ1 ∗ γ1, µ0 ∗ γ0) = sup
f∈Lip1(Tp)
∣∣∣∣
∫
Tp
f(y)d(µ1 ∗ γ1)(y)−
∫
Tp
f(x)d(µ0 ∗ γ0)(x)
∣∣∣∣ =
sup
f∈Lip1(Tp)
∣∣∣∣
∫
Tp×Rp
f(y − v)γ1(y, v)dµ1(y)dv −
∫
Tp×Rp
f(x− v)γ0(x, v)dµ0(x)dv
∣∣∣∣ =
sup
f∈Lip1(Tp)
∣∣∣∣
∫
Tp×Rp
f(y − v)dµ1(y)dv
∫
Tp
γ0(x, v)dΓy(x) −
∫
Tp×Rp
f(x− v)γ0(x, v)dµ0(x)dv
∣∣∣∣ =
sup
f∈Lip1(Tp)
∣∣∣∣
∫
Tp×Tp×Rp
f(y − v)γ0(x, v)dΓ(x, y)dv −
∫
Tp×Tp×Rp
f(x− v)γ0(x, v)dΓ(x, y)dv
∣∣∣∣ ≤
∫
Tp×Tp×Rp
|x− y|Tpγ0(x, v)dΓ(x, y)dv.
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Recalling that γ0 satisfies (1.2) for µ0 a. e. x ∈ Tp, the formula above yields the inequality below; the
equality comes from the fact that Γ is a minimal transfer plan.
d1(µ1 ∗ γ1, µ0 ∗ γ0) ≤
∫
Tp×Tp
|x− y|TpdΓ(x, y) = d1(µ0, µ1).
\\\
Definition. Let U ∈ C(M1(Tp)); we say that ω: [0,+∞)→ [0,+∞) is a 1-modulus of continuity for U if
1) ω is concave.
2) ω(0) = 0.
3) |U(µ1)− U(µ0)| ≤ ω(d1(µ1, µ2)) for all µ1, µ2 ∈ Mt.
Proposition 2.3. There is a constant C > 0, depending only on the potentials V and W , such that the
following holds. Let ω be a 1-modulus of continuity for U ∈ C(M1(Tp)); then, ω˜(z): = Chz + ω(z) is a
1-modulus of continuity for Ght U .
In particular, if U is L-Lipschitz for the 1-Wasserstein distance, then Ght U is (Ch + L)-Lipschitz; if U
is continuous, then Ght U is continuous.
Proof. We assert that it suffices to show the following: if µ0, µ1 ∈M1(Tp) and γ0 minimizes
: γ → S(U, µ0, γ)
(γ0 exists by proposition 1.4), then we can find γ1 ∈ Dµ1 such that
S(U, µ1, γ1) +
∫
Tp
P
1
2µ1(t, x)dµ1(x) ≤ S(U, µ0, γ0) +
∫
Tp
P
1
2µ0(t, x)dµ0(x) + ω˜(d1(µ1, µ0)). (2.2)
Indeed, this implies by (1.4) that
(Ght U)(µ1) ≤ (Ght U)(µ0) + ω˜(d1(µ1, µ0)).
Exchanging the roˆles of µ1 and µ0, we get that ω˜ is a modulus of continuity for G
h
t U , and the assertion
follows.
To prove (2.2), we let Γ be a minimal transfer plan between µ0 and µ1 and define γ1 by (2.1). Now,
(1.3) implies the equality below.∫
Tp×Rp
[hL
1
2µ1(t, y,
1
h
v) + log γ1(y, v)]γ1(y, v)dµ1(y)dv−
∫
Tp×Rp
[hL
1
2µ0(t, x,
1
h
v) + log γ0(x, v)]γ0(x, v)dµ0(x)dv =
∫
Tp×Rp
Ah(γ1, (y, v))dµ1(y)dv −
∫
Tp×Rp
Ah(γ0, (x, v))dµ0(x)dv+ (2.3)a
h
∫
Tp
V (t, x)dµ0(x)− h
∫
Tp
V (t, y)dµ1(y)+ (2.3)b
13
h∫
Tp
W
1
2µ0(x)dµ0(x) − h
∫
Tp
W
1
2µ1(y)dµ1(y). (2.3)c
Let us tackle the terms (2.3)a, (2.3)b and (2.3)c; first of all, point 2) of lemma 2.2 implies that
(2.3)a ≤ 0. (2.4)
As for the term (2.3)b, we have that
(2.3)b = h
∫
Tp×Tp
[V (t, x)− V (t, y)]dΓ(x, y) ≤ h
∫
Tp×Tp
C1|x− y|TpdΓ(x, y) = C1hd1(µ0, µ1). (2.5)
The first equality above follows because the marginals of Γ are µ0 and µ1; the inequality follows because V
is C1-Lipschitz. The last equality follows from the fact that Γ is minimal in the definition of d1(µ0, µ1).
Analogously, we get that
(2.3)c = h
∫
Tp×Tp
[W
1
2µ0(x)−W 12µ1(y)]dΓ(x, y) ≤
h
∫
Tp×Tp
|W 12µ0(x) −W 12µ0(y)|dΓ(x, y) + h
∫
Tp×Tp
|W 12µ1(y)−W 12µ0(y)|dΓ(x, y).
We can see as in (1.13) that the Lipschitz constant of W
1
2µ0 is bounded by one half of the Lipschitz constant
C2 of W ; this implies as in (2.5) that∫
Tp×Tp
|W 12µ0(x)−W 12µ0(y)|dΓ(x, y) ≤ 1
2
C2d1(µ0, µ1).
On the other hand, since W is C2-Lipschitz, (1.1) yields the inequality below; the equality comes from the
definition of W
1
2µi .
|W 12µ1(y)−W 12µ0(y)| =∣∣∣∣12
∫
Tp
W (x− y)dµ1(x) − 1
2
∫
Tp
W (x− y)dµ0(x)
∣∣∣∣ ≤ 12C2d1(µ1, µ0).
By the last three formulas, we get that
(2.3)c ≤ C2hd1(µ0, µ1).
From (2.3), (2.4), (2.5) and the last formula, we get that∫
Tp×Rp
[
hL
1
2µ1
c (t, y,
1
h
v)γ1(y, v) + γ1(y, v) log γ1(y, v)
]
dµ1(y)dv−
∫
Tp×Rp
[
hL
1
2µ0
c (t, x,
1
h
v)γ0(x, v) + γ0(x, v) log γ0(x, v)
]
dµ0(x)dv ≤ C3hd1(µ0, µ1).
Since ω is the modulus of continuity of U , point 3) of lemma 2.2 implies that
|U(µ1 ∗ γ1)− U(µ0 ∗ γ0)| ≤ ω(d1(µ0, µ0)).
Setting C = C3, (2.2) is implied by the last two formulas.
\\\
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We begin the estimate on ||γ||∞ with a technical lemma.
Lemma 2.4. Let µ ∈M1(Tp), and let γ0, γ1 ∈ Dµ. Let us suppose that the functions γ0(x, ·) and γ1(x, ·)
coincide whenever x does not belong to a Borel set E ⊂ Tp. Then,
d1(µ ∗ γ0, µ ∗ γ1) ≤ √p
∫
E×Rp
|γ0(x, v) − γ1(x, v)|dµ(x)dv.
Proof. We use the dual formulation (1.1) for the first equality below; the second one is the definition of
µ ∗ γi; the third one follows because γ0 and γ1 coincide on Ec×Rp; the inequality comes from the fact that,
since f ∈ Lip1(Tp) and Tp has diameter √p, we can as well suppose that ||f ||∞ ≤ √p.
d1(µ ∗ γ0, µ ∗ γ1) = sup
f∈Lip1(Tp)
[∫
Tp
f(z)d(µ ∗ γ0)(z)−
∫
Tp
f(z)d(µ ∗ γ1)(z)
]
=
sup
f∈Lip1(Tp)
[∫
Tp×Rp
f(x− v)[γ0(x, v)− γ1(x, v)]dµ(x)dv
]
=
sup
f∈Lip1(Tp)
[∫
E×Rp
f(x− v)[γ0(x, v) − γ1(x, v)]dµ(x)dv
]
≤ √p
∫
E×Rp
|γ0(x, v) − γ1(x, v)|dµ(x)dv.
\\\
Lemma 2.5. There is a constant C1(L, h), depending only on L, h > 0, for which the following happens.
Let U be L-Lipschitz for the 1-Wasserstein distance d1, let µ ∈ M1(Tp) and let γ minimize in the definition
of (Ght U)(µ). Then,
||γ||L∞(Tp×Rp,µ⊗Lp) ≤ C1(L, h).
Proof. We are going to use the fact that the superlinear entropy term becomes huge when γ is large; thus,
if ||γ||∞ is too large, we can take some mass from the region where γ is big, smear it where γ is small and
obtain a function γ˜ such that
S(U, µ, γ˜) < S(U, µ, γ),
contradicting the minimality of γ.
Step 1. We define the set where γ is large.
Let us suppose that ||γ||L∞(µ⊗Lp) ≥ 2A; then, there is a Borel set DA ⊂ Tp ×Rp such that
0 < (µ⊗ Lp)(DA) and γ(x, v) ≥ A ∀(x, v) ∈ DA. (2.6)
We denote by DA(x) its sections:
DA(x): = {v ∈ Rp : (x, v) ∈ DA}.
Since γ ∈ Dµ, Chebishev’s inequality implies that Lp(DA(x)) ≤ 1A for µ a. e. x.
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We set 2a(p) = Lp(B(0, 1)) and we define
BA(x) =
∫
DA(x)
(γ(x, v)− a(p)) dv.
We shall suppose that A > max(a(p), a(p)−1) (otherwise there is nothing to prove); as a consequence,
BA(x) ≥ 0. Since γ ∈ Dµ, we have that BA(x) ∈ [0, 1] for µ a. e. x.
Step 2. We show that set where γ is small has room enough to accommodate some mass from DA.
We let
Z = {(x, v) ∈ Tp ×B(0, 1) : γ(x, v) ≤ a(p)−1}.
As above, we call Z(x) its sections. Since
∫
Rp
γ(x, v)dv = 1 for µ a. e. x, we get by the Chebishev inequality
that Lp(B(0, 1) \ Z(x)) ≤ a(p) for µ a. e. x. Since Lp(B(0, 1)) = 2a(p), this implies that Lp(Z(x)) ≥ a(p)
for µ a. e. x.
A standard consequence of this is that we can find a Borel set Z˜ ⊂ Z such that µ a. e. section Z˜(x)
satisfies Lp(Z˜(x)) = a(p).
Step 3. We build γ˜.
Since we have chosen A > a(p)−1, we have that Z˜(x) and DA(x) are disjoint; we set M(x) = Rp \
(Z˜(x) ∪BA(x)) and
γ˜(x, v) =


γ(x, v) if v ∈M(x)
γ(x, v) +BA(x)a(p)
−1 if v ∈ Z˜(x)
a(p) if v ∈ DA(x).
The first equality below comes from the fact that γ and γ˜ coincide on M(x), the second one from the fact
that Lp(Z˜(x)) = a(p) and the third one from the definition of BA(x).∫
Tp×Rp
|γ(x, v)− γ˜(x, v)|dµ(x)dv =
∫
Tp
dµ(x)
∫
Z˜(x)
a(p)−1BA(x)dv +
∫
Tp
dµ(x)
∫
DA(x)
[γ(x, v)− a(p)]dv =
∫
Tp
BA(x)dµ(x) +
∫
Tp
dµ(x)
∫
DA(x)
[γ(x, v)− a(p)]dv = 2
∫
Tp
BA(x)dµ(x). (2.7)
The same argument without the modulus shows the first equality below; the second one follows since γ ∈ Dµ.∫
Rp
γ˜(x, v)dv =
∫
Rp
γ(x, v)dv = 1 for µ a. e. x.
In other words, γ˜ ∈ Dµ. In order to compare the actions of γ and γ˜ we note that, for all x,∫
Rp
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv =
∫
M(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv+
∫
Z˜(x)
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv +
∫
DA(x)
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv (2.8)
because γ and γ˜ coincide on M(x).
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Step 4. We compare the actions of γ and γ˜ on Z˜(x).
If v ∈ Z˜(x), then γ(x, v) ≤ a(p)−1; this yields the first inequality below; for the second one, we recall
that, by step 1, BA(x) ≤ 1.
γ˜(x, v) = γ(x, v) +BA(x)a(p)
−1 ≤ a(p)−1(1 +BA(x)) ≤ 2a(p)−1 ∀v ∈ Z˜(x). (2.9)
The inequality below follows because γ˜(x, v) ≥ γ(x, v) and 12h |v|2 ≤ 12h on Z˜(x) ⊂ B(0, 1); moreover, we
have used the Lagrange inequality and the fact, which follows from (2.9), that [γ(x, v), γ˜(x, v)] ⊂ [0, 2a(p)−1].
The second equality follows by the definition of γ˜ on Z˜(x), and the fact that Lp(Z˜(x)) = a(p).∫
Z˜(x)
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv =
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv+
∫
Z˜(x)
1
2h
|v|2[γ˜(x, v)− γ(x, v)]dv +
∫
Z˜(x)
[γ˜(x, v) log γ˜(x, v)− γ(x, v) log γ(x, v)]dv ≤
≤
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv+
∫
Z˜(x)
1
2h
[γ˜(x, v) − γ(x, v)]dv + max
t∈[0,2a(p)−1]
d
dt
(t log t) ·
∫
Z˜(x)
[γ˜(x, v) − γ(x, v)]dv =
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv +
1
2h
BA(x) + [log(2a(p)
−1) + 1]BA(x). (2.10)
Step 5. We compare the actions of γ and γ˜ on DA(x).
Since : t→ t log t is superlinear, there is M(A), tending to +∞ as A→ +∞, such that
γ(x, v) log γ(x, v)− γ˜(x, v) log γ˜(x, v) ≥M(A)[γ(x, v) − a(p)] ∀v ∈ DA(x).
This implies the inequality below, while the last equality comes from the definition of BA(x).∫
DA(x)
γ˜(x, v) log γ˜(x, v)dv =
∫
DA(x)
γ(x, v) log γ(x, v)dv +
∫
DA(x)
[γ˜(x, v) log γ˜(x, v) − γ(x, v) log γ(x, v)]dv ≤
∫
DA(x)
γ(x, v) log γ(x, v)dv −M(A)
∫
DA(x)
[γ(x, v)− a(p)]dv =
∫
DA(x)
γ(x, v) log γ(x, v)dv −M(A)BA(x).
The first inequality below follows from the fact that γ ≥ γ˜ on DA(x); the second one, from the last formula.∫
DA(x)
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv ≤
∫
DA(x)
1
2h
|v|2γ(x, v)dv +
∫
DA(x)
γ˜(x, v) log γ˜(x, v)dv ≤
∫
DA(x)
1
2h
|v|2γ(x, v)dv +
∫
DA(x)
γ(x, v) log γ(x, v)dv −M(A)BA(x).
End of the proof. From the last formula, (2.8) and (2.10) we get that∫
Rp
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv ≤
∫
Rp
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv+
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(
1
2h
+ 1 + log(2a(p)−1)−M(A)
)
BA(x). (2.11)
The first inequality below follows by lemma 2.4; the second one, from (2.7).
d1(µ ∗ γ, µ ∗ γ˜) ≤ √p
∫
Tp×Rp
|γ(x, v)− γ˜(x, v)|dµ(x)dv ≤ 2√p
∫
Tp
BA(x)dµ(x).
Since U is L-Lipschitz, this implies
|U(µ ∗ γ)− U(µ ∗ γ˜)| ≤ 2√pL
∫
Tp
BA(x)dµ(x).
By the last formula and (2.11) we get that∫
Tp×Rp
Ah(γ˜, (x, v))dµ(x)dv + U(µ ∗ γ˜) ≤
∫
Tp×Rp
Ah(γ, (x, v))dµ(x)dv + U(µ ∗ γ)+
(
1
2h
+ 1 + log 2a(p)−1 + 2
√
pL−M(A)
)∫
Tp
BA(x)dµ(x).
We have seen thatM(A)→ +∞ as A→ +∞; thus, if A is large enough, we have contradicted the minimality
of γ.
\\\
Before proving the estimate from below on γ, we need a result on the tightness on the set of all minimal
γ’s.
Lemma 2.6. Let U be L-Lipschitz. Then, for all ǫ > 0 there is R > 0 such that the following happens.
If µ ∈ M1(Tp) and γ minimizes the single particle functional S(U, µ, γ), then for µ a. e. x ∈ Tp we have
that ∫
B(0,R)c
γ(x, v)dv ≤ ǫ.
Proof. Let us suppose by contradiction that the thesis does not hold; then there is ǫ > 0 such that for
infinitely many l ∈ N we can find
1) a measure µl ∈M1(Tp),
2) a minimal γl and
3) a set El ⊂ Tp with µl(El) > 0 such that∫
B(0,l)c
γ(x, v)dv > ǫ for µ-a. e. x ∈ Tp.
Point 3) implies the second inequality below.
inf
x∈El
∫
Rp
1
2h
|v|2γl(x, v)dv ≥ inf
x∈El
∫
B(0,l)c
1
2h
|v|2γl(x, v)dv ≥ ǫ
2h
|l|2 → +∞.
Then, (1.7) implies that
inf
x∈El
∫
Rp
Ah(γl, (x, v))dv ≥Ml (2.12)
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with Ml → +∞ as l → +∞.
We set
γ˜l(x, v) =


γl(x, v) if x 6∈ El(
1
2πh
) p
2
e−
1
2h |v|2 if x ∈ El.
Since γl(x, ·) and the Gaussian have integral one over Rp, we have that γ˜l ∈ Dµ; by (2.12), we get that∫
Rp
A(γl, (x, v))dv −
∫
Rp
A(γ˜l, (x, v))dv ≥M ′l for x ∈ El
with M ′l → +∞ as l → +∞. Integrating over Tp and recalling the definition of γ˜l, we get that∫
Tp×Rp
A(γ˜l, (x, v))dµl(x)dv ≤
∫
Tp×Rp
A(γl, (x, v))dµl(x)dv −M ′lµl(El).
Lemma 2.4 yields the first inequality below; since γ, γ˜ ∈ Dµl , the second one follows.
d1(µl ∗ γl, µl ∗ γ˜l) ≤ √p
∫
El
dµl(x)
∫
Rp
|γ˜l(x, v)− γl(x, v)|dv ≤ 2√pµl(El).
From the last two formulas and the fact that U is L-Lipschitz, we get that∫
Tp×Rp
Ah(γ˜l, (x, v))dµ(x)dv + U(µl ∗ γ˜l) ≤
∫
Tp×Rp
Ah(γl, (x, v))dµ(x)dv + U(µl ∗ γl) + (2L√p−M ′l )µl(El).
Since M ′l → +∞ and µl(El) > 0, if we take l large enough we contradict the minimality of γl.
\\\
Lemma 2.7. There is a constant C2(L, h), depending only on L, h > 0, for which the following happens.
Let U be L-Lipschitz, let µ ∈M1(Tp) and let γ minimize in the definition of (Ght U)(µ). Then,
|| 1
γ
||L∞(Tp×B(0,2√p),µ⊗Lp) ≤ C2(L, h).
Proof. Reversing the procedure of the lemma 2.5, we add some mass to the region DA where γ is small,
taking it from the region Zδ where it is larger; some work (step 2 below) is necessary to check that (µ⊗Lp)(Zδ)
is large enough.
Step 1. We settle the notation.
We begin with the set where γ is small. Let us suppose that || 1
γ
||L∞(Tp×B(0,2√p)) ≥ 2A ; we define
DA = {(x, v) : v ∈ B(0, 2√p) and γ(x, v) ≤ A}.
Clearly, (µ⊗ Lp)(DA) > 0. As in lemma 2.5, we set 2a(p) = Lp(B(0, 1)); we define
BA(x) =
∫
DA(x)
γ(x, v)dv.
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Let us set P = (2
√
p)p. Since DA(x) ⊂ B(0, 2√p), we have that BA(x) ≤ 2a(p)AP for µ a. e. x.
Now we define a set of points which are not too far from the origin and where γ is not too small. For
δ > 0, we define
Zδ = {(x, v) ∈ Tp × B(0, 1
(8a(p)δ)
1
p
) : δ ≤ γ(x, v)}
and we call Zδ(x) its sections.
Step 2. By lemma 2.6, we can find l ∈ N such that
∫
B(0,l)
γ(x, v)dv ≥ 1
2
for µ a. e. x ∈ Tp. (2.13)
We want to exclude the possibility that the mass of (2.13) is concentrated on a set of very small measure.
More precisely, we assert that, for all δ > 0 small enough and independent on µ, any minimal γ satisfies
Lp(Zδ(x)) > δp8a(p) for µ a. e. x.
Indeed, if this were not the case, for all k ≥ 1 we could find µk ∈ M1(Tp), a minimal γk and a set
Ek ⊂ Tp with µk(Ek) > 0 such that, for all x ∈ Ek we have Lp(Z 1
k
(x)) ≤ 18a(p)kp .
Formula (2.13) implies that, for k large enough, the first inequality below holds; the first equality is the
definition of Z 1
k
(x), while the last one comes from the fact that 2a(p) is the measure of the unit ball.
∫
Z 1
k
(x)
γk(x, v)dv =
∫
{v∈B(0,
(
k
8a(p)
) 1
p ) : γk(x,v)≥ 1k }
γk(x, v)dv ≥ 1
2
−
∫
{v∈B(0,
(
k
8a(p)
) 1
p ) : γk(x,v)<
1
k
}
γk(x, v)dv ≥
1
2
−
∫
B(0,
(
k
8a(p)
) 1
p )
1
k
dv =
1
4
∀x ∈ Ek.
In other words, the integral of γk(x, ·) over Z 1
k
(x) is larger than 14 , while we are supposing that Lp(Z 1k (x)) ≤
1
8a(p)kp ; this implies that {γk(xk, ·)}k is not uniformly integrable, however we choose the sequence xk ∈ Ek.
Using this and arguing as in point 1) of lemma 1.2, we get that
∫
Rp
Ah(γk, (x, v))dv ≥Mk ∀x ∈ Ek
with Mk → +∞ as k → +∞. If we define
γˆk(x, v) =


γk(x, v) if x 6∈ Ek(
1
2πh
) p
2
e−
1
2h |v|2 if x ∈ Ek
it is easy to see, using the last formula and arguing as in lemma 2.6, that, for k large,
S(U, µ, γˆk) < S(U, µ, γk)
contradicting the minimality of γ.
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Step 3. Here we build the function γ˜; we shall show in the next two steps that, if A is small enough, the
action of γ˜ is lower than the optimal γ; this contradiction will end the proof.
Let us fix δ > 0 such that step 2 holds; we shall suppose that A < δ (otherwise there is nothing to
prove); with this choice, DA(x) and Zδ(x) are disjoint. The first inequality below follows from the fact,
shown in step 1, that BA(x) ≤ 2a(P )AP ; the second one, from the fact that A < δ; we choose ǫ so small
that the third one also holds.
δ − ǫBA(x)8a(p)
δp
≥ δ − 16ǫa(p)
2AP
δp
≥ δ − 16ǫa(p)
2δP
δp
≥ δ
2
. (2.14)
By step 2, we can find Z˜ ⊂ Z such that, for µ a. e. x, Lp(Z˜(x)) = δp8a(p) . We define M(x) =
Rp \ (Z˜(x) ∪DA(x)) and we set
γ˜(x, v) =


γ(x, v) if v ∈M(x)
γ(x, v)− ǫBA(x)8a(p)
δp
if v ∈ Z˜(x)
(1 + ǫ)γ(x, v) if v ∈ DA(x).
We have to prove that γ˜(x, v) ∈ Dµ; we begin to show that, if ǫ is small enough, γ˜(x, v) ≥ 0; by the definition
above, it suffices to prove that γ˜(x, v) ≥ 0 when v ∈ Z˜(x). Since v ∈ Z˜(x), we get the first inequality below;
the second one is (2.14).
γ(x, v)− ǫBA(x)8a(p)
δp
≥ δ − ǫBA(x)8a(p)
δp
≥ δ
2
. (2.15)
This shows that γ˜(x, v) ≥ 0. We prove that∫
Rp
γ˜(x, v)dv = 1 for µ a. e. x ∈ Tp.
Since γ and γ˜ coincide on M(x), we have the first equality below; the second one comes from the definition
of γ˜ and the fact that Lp(Z˜(x)) = δp8a(p) ; the last one, from the definition of BA(x).∫
Rp
[γ˜(x, v) − γ(x, v)]dv =
∫
Z˜(x)
[γ˜(x, v)− γ(x, v)]dv +
∫
DA(x)
[γ˜(x, v)− γ(x, v)]dv =
−ǫBA(x)8a(p)
δp
· δ
p
8a(p)
+ ǫ
∫
DA(x)
γ(x, v)dv = 0 for µ a. e. x.
Since γ ∈ Dµ, this ends the proof that γ˜ ∈ D˜µ. With the same argument,∫
Tp×Rp
|γ(x, v)− γ˜(x, v)|dµ(x)dv ≤ 2ǫ
∫
Tp
BA(x)dµ(x).
Step 4. We compare U(µ ∗ γ) with U(µ ∗ γ˜); actually, by lemma 2.4 and the last formula, we get that
|U(µ ∗ γ)− U(µ ∗ γ˜)| ≤ 2√pLǫ
∫
Tp
BA(x)dµ(x). (2.16)
Step 5. We compare Lagrangian actions on Z˜(x).
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We recall that, if v ∈ Z˜(x), then
1) γ˜(x, v) ≤ γ(x, v) and
2) the derivative of t log t on [γ˜(x, v), γ(x, v)] is greater than (1− log 2
δ
); indeed, by (2.15), [γ˜(x, v), γ(x, v)] ⊂
[ δ2 ,+∞).
Point 1) yields the first inequality below, point 2) the second one; the last equality follows from the fact
that Lp(Z˜(x)) = δp8a(p) .∫
Z˜(x)
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv =
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv+
∫
Z˜(x)
1
2h
|v|2[γ˜(x, v)− γ(x, v)]dv +
∫
Z˜(x)
[γ˜(x, v) log γ˜(x, v)− γ(x, v) log γ(x, v)]dv ≤
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv − inf
t∈[γ˜(x,v),γ(x,v)]
d
dt
(t log t)
∫
Z˜(x)
[γ(x, v)− γ˜(x, v)]dv ≤
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv + (−1 + log 2
δ
)
∫
Z˜(x)
ǫBA(x)
8a(p)
δp
dv =
∫
Z˜(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv + (−1 + log 2
δ
)ǫBA(x). (2.17)
Step 6. We compare Lagrangian actions on DA(x).
With the same calculations as in step 5, and using the fact that the derivative of A logA tends to −∞
as Aց 0, ∫
DA(x)
[
1
2h
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv =
∫
DA(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv +
∫
DA(x)
1
2h
|v|2[γ˜(x, v) − γ(x, v)]dv+
∫
DA(x)
[γ˜(x, v) log γ˜(x, v)− γ(x, v) log γ(x, v)]dv ≤
∫
DA(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv+
∫
DA(x)
1
2h
|v|2[γ˜(x, v) − γ(x, v)]dv −M(A)
∫
DA(x)
[γ˜(x, v)− γ(x, v)]dv
for a constant M(A) → +∞ as A ց 0. Since DA(x) ⊂ B(0, 2√p), we get that 12h |v|2 ≤ 12h4p on DA(x);
this and the last formula yield the first inequality below, while the equality comes by the definition of γ˜ and
BA(x). ∫
DA(x)
[
1
2
|v|2 + log γ˜(x, v)
]
γ˜(x, v)dv ≤
∫
DA(x)
[
1
2h
|v|2 + log γ(x, v)
]
γ(x, v)dv +
∫
DA(x)
1
2h
4pǫγ(x, v)dv −M(A)
∫
DA(x)
ǫγ(x, v)dv =
∫
DA(x)
[
1
2
|v|2 + log γ(x, v)
]
γ(x, v)dv +
1
2h
4pǫBA(x) − ǫM(A)BA(x). (2.18)
End of the proof. By (2.16), (2.17), (2.18) and the fact that Lagrangian actions on M(x) coincide, we get
that ∫
Tp×Rp
Ah(γ˜, (x, v))dµ(x)dv + U(µ ∗ γ˜) ≤
∫
Tp×Rp
Ah(γ, (x, v))γdµ(x)dv + U(µ ∗ γ)+
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[(
−1 + log 2
δ
)
+ 2
√
pL+
1
2h
4p−M(A)
]
ǫ
∫
Tp
BA(x)dµ(x).
Recall that M(A)→ +∞ as Aց 0; thus, if A is small enough, the last formula contradicts the minimality
of γ.
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Proposition 2.8. There is a constant C(L, h), depending only on L, h > 0, for which the following
happens. Let U be L-Lipschitz, let µ ∈M1(Tp) and let γ minimize in the definition of (Ght U)(µ). Then,
1) the function γ satisfies
max
(
||γ||L∞(Tp×Rp,µ⊗Lp), ||
1
γ
||L∞(Tp×B(0,2√p),µ⊗Lp)
)
≤ C(L, h). (2.19)
2) Let us denote by ρµ∗γ the density of µ ∗ γ; then
|| 1
ρµ∗γ
||L∞(Tp,Lp) ≤ C(L, h). (2.20)
3) The set
{ρµ∗γ : µ ∈M1(Tp) and γ ∈ Dµ is minimal }
is uniformly integrable in L1(Tp,Lp).
Proof. Point 1) is just the statement of lemmas 2.5 and 2.7. We prove point 2).
Let F denote the class of all continuous probability densities on Tp. The first equality below is standard;
the second one comes from the fact that ρµ∗γ is the density of µ ∗ γ, and the third one from the definition of
µ ∗ γ; for the fourth one, we have set Q: = [− 12 , 12 )p and used the fact that f is periodic. The first inequality
below comes from the fact that f and γ are non negative; for the second one, we have pushed the measure
µ, which lives on Tp, to a measure on Q, which we denote by the same letter; for the last one, we use (2.19)
and the fact that, if x,w ∈ Q, then x− w ∈ B(0, 2√p).
ess inf ρµ∗γ = inf
f∈F
∫
Tp
f(z)ρµ∗γ(z)dz = inf
f∈F
∫
Tp
f(z)d(µ ∗ γ)(z) =
inf
f∈F
∫
Tp×Rp
f(x− v)γ(x, v)dµ(x)dv = inf
f∈F
∫
Tp
dµ(x)
∑
k∈Zp
∫
Q
f(w)γ(x, x − w − k)dw ≥
inf
f∈F
∫
Tp
dµ(x)
∫
Q
f(w)γ(x, x − w)dw ≥
∫
Q
[ess inf
w∈Q
γ(x, x− w)]dµ(x) ≥ 1
C(L, h)
.
But this is (2.20).
We prove point 3). Let µk ∈M1(Tp) and let γk ∈ Dµk be minimal. Let ρk be the density of µk ∗ρk; we
want to prove that, up to subsequences, ρk ⇀ ρ in L
1(Tp,Lp). Thus, let g ∈ L∞(Tp,Lp); the first equality
below is the definition of ρk, the second one is the definition of µk ∗γk, the last one is the change of variables
in Rp : v → w = x− v.∫
Tp
g(z)ρk(z)dz =
∫
Tp
g(z)d(µk ∗ γk)(z) =
∫
Tp
dµk(x)
∫
Rp
g(x− v)γk(x, v)dv =
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∫
Rp
g(w)dw
∫
Tp
γk(x, x − w)dµk(x).
Thus, point 3) holds if we prove that
ak(w): =
∫
Tp
γk(x,w − x)dµk(x)
has a subsequence converging weakly in L1(Rp). To prove this, we recall from point 1) that γk(x, v) ≤ C(L, h)
for x ∈ Ek, with µk(Eck) = 0; this implies that ||ak||∞ ≤ C(L, h) and thus ak is uniformly integrable on Rp.
Next, we have to show that the measures akLp are tight. For the first equality below, we lift µ to a
measure on Q and use Fubini; the first inequality comes from the fact that, if x ∈ Q and w ≥ R, then
|w − x| ≥ R −√p; the second inequality follows by lemma 2.6 if we take R large enough.
∫
B(0,R)c
ak(w)dw =
∫
Q
dµk(x)
∫
B(0,R)c
γk(x,w − x)dw ≤
∫
Q
dµk(x)
∫
B(0,R−√p)c
γk(x, v)dv ≤
∫
Q
ǫdµk(x) = ǫ.
This proves tightness.
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§3
Discrete characteristics and value functions
In this section, we define the characteristics and value function for the problem with discrete time,
and we show that the discrete value function is bounded as the time-step tends to zero. From now on, the
parameter h in the definition of Ght U (formula (1.4)) will be set to h =
1
n
, with n ∈ N.
Definitions. •) Let m,n ∈ N and let U ∈ C(M1(Tp)) be L-Lipschitz for the 1-Wasserstein distance; we
can define inductively the following sequence of functions.
Uˆn(0, µ) = U(µ)
Uˆn(− 1n , µ) =
[
G
1
n
− 1
n
Uˆn(0, ·)
]
(µ)− log ( n2π ) p2
. . .
Uˆn(−mnn , µ) =
[
G
1
n
−mn
n
Uˆn(−mn−1n , ·)
]
(µ)− log ( n2π ) p2 .
Applying iteratively proposition 2.3, we see that Uˆn(
j
n
, ·) is (L+ Cm)-Lipschitz if j ∈ (−mn, . . . , 0).
•) Let s ∈ (1, . . . ,mn); we say that {µ
1
n
j
n
}0j=−s is a {γ
1
n
j
n
}−1j=−s-sequence starting at (− sn , µ) if the following
three points hold.
1) µ
1
n
− s
n
= µ.
2) γ
1
n
j
n
∈ D
µ
1
n
j
n
for j = −s, . . . ,−1.
3) µ
1
n
j+1
n
= µ
1
n
j
n
∗ γ
1
n
j
n
for j = −s, . . . ,−1.
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•) If {µ
1
n
j
n
}0j=−s is a {γ
1
n
j
n
}−1j=−s-sequence starting at (− sn , µ), and γ
1
n
j
n
is minimal in the definition of
[
G
1
n
j
n
Uˆ(
j
n
, ·)
] (
µ
1
n
j
n
)
for j = −s, . . . ,−1, then we say that {µ 1nj
n
}0j=−s is a minimal {γ
1
n
j
n
}−1j=−s-sequence starting at (− sn , µ).
•) If {µ
1
n
j
n
}0j=−s is a {γ
1
n
j
n
}−1j=−s-sequence and t ∈ [−sn , 0], say t ∈ [ jn , j+1n ] for some j ∈ (−s, . . . ,−1), we let
µ
1
n
t be the geodesic for the 2-Wasserstein distance which connects µ
1
n
j
n
at time j
n
with µ
1
n
j+1
n
at time j+1
n
.
• For j ∈ (−s+ 1, . . . , 0) and t ∈ ( j−1
n
, j
n
] we define
Uˆn(t, µ) = Uˆn(
j
n
, µ).
•) For t ∈ [−m, 0], we let
Uˆ(t, µ) = lim inf
n→+∞
Uˆn(t, µ).
When there is no ambiguity, we shall drop the 1
n
, and denote γ
1
n
j
n
, µ
1
n
j
n
and µ
1
n
t by γ j
n
, µ j
n
and µt
respectively.
The definitions above raise at least two questions: the first one is the convergence of a {γ
1
n
j
n
}j-minimal
sequence {µ
1
n
j
n
}j to a minimal characteristic as n→ +∞; this will have to wait until section 6 for an answer.
The second one is whether Uˆ(t, µ) is finite; this is the content of proposition 3.2 below. Before proving it,
we need a definition and a lemma.
•) Let {µ
1
n
j
n
}0j=−s be a {γ
1
n
j
n
}−1j=−s-sequence starting at (− sn , µ); we define the functional
I(µ, γ
1
n
−s
n
, . . . , γ
1
n
−1
n
) =
−1∑
j=−s
∫
Tp×Rp
[
1
n
L
1
2µ j
n (t, x, nv) + log γ j
n
(x, v)
]
γ j
n
(v)dµ j
n
(x, v)dv.
We omit the proof of the next lemma, since the fact that the value function defines the Hopf-Lax
semigroup is standard.
Lemma 3.1. Let {µ¯ j
n
}j be a minimal {γ¯ j
n
}j-sequence starting at (− sn , µ); then, {γ¯ jn }j minimizes the
functional which brings (γ−s
n
, γ−s+1
n
, . . . , γ−1
n
) to
I(µ, γ
1
n
−s
n
, . . . , γ
1
n
−1
n
) + U(µ0)− s log
( n
2π
) p
2
. (3.1)
Moreover, the value of the minimum is equal to Uˆ(− s
n
, µ).
In other words, if for s > j we define
T− s
n
,− j
n
U(µ): = min
(γ−s
n
,γ−s+1
n
,...,γ−j
n
)
I(µ, γ
1
n
−s
n
, . . . , γ
1
n
−j
n
) + U(µ0)− (s− j) log
( n
2π
) p
2
then T− s
n
,− j
n
is a semigroup in the past: for t > j > s, T− t
n
,− s
n
◦ T− s
n
,− j
n
= T− t
n
,− j
n
.
\\\
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Proposition 3.2. There is C > 0, only depending on m ∈ N, such that for all µ ∈ M1(Tp) and
t ∈ [−m, 0], we have
|Uˆ(t, µ)| ≤ C.
Proof. It suffices to show that there is C > 0 such that
∣∣∣∣Uˆn(−sn , µ)
∣∣∣∣ ≤ C ∀s ∈ (0, 1, . . . ,mn), ∀n ≥ 1, ∀µ ∈ M1(Tp). (3.2)
For j ∈ (−s, . . . ,−1) let us set
γ˜ j
n
(v) =
( n
2π
) p
2
e−
n
2 |v|2
and let {µ˜j} be a {γ˜j}-sequence starting at (− sn , µ). By lemma 3.1 we get the first inequality below; by
(1.13) and the fact that U is bounded, the second one follows.
Uˆn(− s
n
, µ) ≤
−1∑
j=−s
∫
Tp×Rp
[
1
n
L
1
2 µ˜ j
n (t, x, nv) + log γ˜ j
n
(x, v)
]
γ˜ j
n
(x, v)dµ˜ j
n
(x)dv + U(µ˜0)− s log
( n
2π
) p
2 ≤
−1∑
j=−s
∫
Tp×Rp
[n
2
|v|2 + log γ˜ j
n
(x, v)
]
γ˜ j
n
(x, v)dµ˜ j
n
(x)dv +
s
n
(||V ||∞ + ||W ||∞) + ||U ||sup − s log
( n
2π
) p
2
.
Since ∫
Tp×Rp
[n
2
|v|2 + log γ˜ j
n
(x, v)
]
γ˜ j
n
(x, v)dµ˜ j
n
(x)dv = log
( n
2π
) p
2
and s ≤ nm, we get that
Uˆn(
−s
n
, µ) ≤ m(||V ||∞ + ||W ||∞) + ||U ||sup. (3.3)
To prove the opposite inequality, we let {µ
1
n
j
n
}j be a minimal {γ
1
n
j
n
}j-sequence starting at (− sn , µ), with
s ∈ (1, 2, . . . ,mn). By lemma 1.1, the function γ˜ j
n
defined above minimizes the integral of A 1
n
; as a
consequence, ∫
Tp×Rp
[n
2
|v|2 + log γ j
n
(x, v)
]
γ j
n
(x, v)dµ j
n
(x)dv ≥
∫
Tp×Rp
[n
2
|v|2 + log γ˜ j
n
(x, v)
]
γ˜ j
n
(x, v)dµ j
n
(x)dv = log
( n
2π
) p
2
.
Lemma 3.1 implies the equality below; the first inequality comes from (1.13) and the fact that U is bounded;
the second one comes from the formula above.
Uˆn
(−s
n
, µ
)
=
−1∑
j=−s
∫
Tp×Rp
[
1
n
L
1
2µ j
n (t, x, nv) + log γ j
n
(x, v)
]
γ j
n
(x, v)dµ j
n
(x)dv + U(µ0)− s log
( n
2π
) p
2 ≥
26
−1∑
j=−s
∫
Tp×Rp
[n
2
|v|2 + log γ j
n
(x, v)
]
γ j
n
(x, v)dµ j
n
(x)dv − C7 − s log
( n
2π
) p
2 ≥ −C7.
This inequality and (3.3) imply (3.2).
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§4
Differentiability of U
In this section, we want to show that the minimal of :ψ → S(U, µ, ψ) also minimizes a problem for a
linear final condition. Proposition 4.1 below deals with a single time step, while proposition 4.6 deals with
the whole history.
Proposition 4.1. Let U be Lipschitz and differentiable on densities (see below for a definition). Let
µ ∈M1(Tp), and let (G
1
n
t U)(µ) be achieved on γ. Let ργ be the density of µ∗γ, and let f be the differential
of U at µ ∗ γ = ργLp. Then, there is a bounded Borel function a(x) such that
γ(x, v) = e−
n
2 |v|2−f(x−v)+a(x). (4.1)
Moreover, there is a constant M > 0, independent of µ and h, such that
||f ||∞ ≤M. (4.2)
The following definition will come handy.
Definition. If f :Tp → R is a bounded Borel function, we define
Uf :M1(Tp)→ R, Uf (µ): =
∫
Tp
fdµ.
We sketch the proof of proposition 4.1: we are going to concentrate on the particles which lie in a small
ball centered in x ∈ Tp, i. e. we shall consider the probability measure µin: = 1µ(B(x,r))µ|B(x,r). We shall see
that the optimal strategy for µin approximates, as r → 0, the optimal strategy for a single particle problem;
the final condition is the linear Uf , where f is the derivative of U at µ∗γ. When the final condition is linear,
the minimizer can be written explicitly by [14], and (4.1) will follow. As for the potential, in the case of the
single time step it won’t even enter the picture; for more time steps, i. e. in lemma 4.5, we shall see that it
tends to the mean field generated by all the particles.
In general, the gradient of a function on the space of probability measures is defined as a vector field ([2]
and [16]) rather delicate to find; however, in our case µ ∗ γ is the convolution of a probability measure with
a L1 function, and thus has a L1 density. As a consequence, we can use the standard definition of derivative
in L1(Tp).
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Definition. We say that U :M1(Tp)→ R is differentiable at densities if the following two points hold.
i) There is a function U˜ :L1(Tp)→ R such that U(φLp) = U˜(φ) when φLp is a probability measure. We ask
that U˜ be differentiable at every probability density φ; in other words, there is a function h ∈ L∞(Tp) such
that ∣∣∣∣U˜((φ + ψ)Lp)− U˜(φLp)−
∫
Tp
h · ψdx
∣∣∣∣ = o(||ψ||L1(Tp)).
We set U ′(φLp): = h. Actually, we shall need the formula above only on the affine space of probability
densities, i. e. when h has zero mean.
ii) We also ask that there is M > 0 such that, if h = U ′(φLp) for a probability density φ, then
||h||L∞(Tp) ≤M.
Note that, if U is Lipschitz for d1, then point ii) holds automatically; indeed, in this case U is Lipschitz also
for the total variation distance, which easily implies point ii).
The typical example of a function U differentiable on densities is the usual one: we take k bounded
Borel functions f1, . . . , fk:T
p → R and we set
U(µ) =
(∫
Tp
f1dµ
)
· . . . ·
(∫
Tp
fkdµ
)
.
As we saw above, µ ∗ γ has a density; this leads us to the first of the following definitions.
Definitions. •) Let U ∈ C(M1(Tp)); we define
||U ||den: = sup{|U(ρLp)| : ρ ∈ L1(Tp), ρ ≥ 0,
∫
Tp
ρ(x)dx = 1}.
If f ∈ L∞(Tp), then it is easy to see that
||Uf ||den = ||f ||L∞(Tp).
Since in L∞(Tp) we disregard null sets with respect to the Lebesgue measure, the sup of |Uf | on M1(Tp)
could be larger than ||f ||L∞(Tp).
•) We want to isolate the particles in B(x, r); thus, for µ ∈M1(Tp) and x ∈ Tp, we define
µext = µ|B(x, r)c, µin = 1
µ(B(x, r))
µ|B(x, r).
•) Let U , f , µ and γ be as in the hypotheses of proposition 4.1; for ψ ∈ Dµ, we define the function U rψ as
U rψ(λ) =
1
µ(B(x0, r))
· {U [µext ∗ ψ + µ(B(x, r))λ] − U(µ ∗ γ) + µ(B(x, r)) · Uf(µin ∗ γ)} =
1
µ(B(x, r))
· {U [µ ∗ ψ + µ(B(x, r)) · (λ− µin ∗ ψ)]− U(µ ∗ γ) + µ(B(x, r)) · Uf (µin ∗ γ)}. (4.3)
As for the second equality above, it comes from the fact, easy to check, that the operator ∗ is linear in µ:
(µ1 + µ2) ∗ γ = µ1 ∗ γ + µ2 ∗ γ.
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Lemma 4.2 below shows that U rγ is the final condition that is seen by the particles in B(x, r); by lemma
4.3 below, U rγ is very close to the derivative of U at µ ∗ γ.
Lemma 4.2. Let U , µ and γ be as in proposition 4.1, let x ∈ Tp and let U rγ be defined as in (4.3); then
γ|B(x, r) minimizes :ψ → S(U rγ , µin, ψ).
Proof. We set
Uˆ(ν) = U(ν)− U(µ ∗ γ) + µ(B(x, r)) · Uf (µin ∗ γ)
and we note that the minima of S(U, µ, ·) coincide with the minima of S(Uˆ , µ, ·). Indeed, adding a constant
to the final condition does not change the set of minima.
Next, we isolate the particles in B(x, r): taking ψ ∈ Dµ, the first equality below is the definition of S,
while the second one comes from the definition of µin and µext.
S(Uˆ , µ, ψ) =
∫
Tp×Rp
[n
2
|v|2 + logψ
]
ψdµ(x)dv + Uˆ(µ ∗ ψ) =
∫
Tp×Rp
[n
2
|v|2 + logψ(x, v)
]
ψ(x, v)dµext(x)dv+
µ(B(x, r)) ·
∫
Tp×Rp
[n
2
|v|2 + logψ(x, v)
]
ψ(x, v)dµin(x)dv + Uˆ(µext ∗ ψ + µ(B(x, r))µin ∗ ψ).
If U rψ is defined as in (4.3), then we can write the formula above as
S(Uˆ , µ, ψ) =∫
Tp×Rp
[n
2
|v|2 + logψ(x, v)
]
ψ(x, v)dµext(x)dv+ (4.4)a
µ(B(x, r)) · S(U rψ, µin, ψ). (4.4)b
Since γ minimizes in (4.4) and (4.4)a does not depend on γ|B(x,r)×Rp, we have that γ|B(x,r)×Rp must minimize
(4.4)b, i. e. :ψ → S(U rψ, µin, ψ). This is almost the thesis, save for the fact that we have U rψ in stead of
U rγ . But we can restrict to the functions ψ such that ψ|B(x,r)c×Rp = γ|B(x,r)c×Rp ; in this way we have that
µext ∗ ψ = µext ∗ γ; since ψ enters the definition of U rψ only through µext ∗ ψ (this is the first equality of
(4.3)), we get that U rψ = U
r
γ , and the thesis follows.
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Lemma 4.3. Let U , f , µ and γ be as in the hypotheses of proposition 4.1; let us suppose that x is not
an atom of µ. Then,
lim
r→0
||U rγ − Uf ||den = 0. (4.5)
Proof. Let η be a probability density on Tp. The first quality below is the definition of U rγ , the second
one comes from the fact that Uf is the differential of U at µ ∗ γ; in the ”small oh” we have denoted by ρin
the density of µin ∗ γ.
|U rγ (ηLp)− Uf (ηLp)| =
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∣∣∣∣∣ 1µ(B(x, r)) · {U [µ ∗ γ + µ(B(x, r)) · (ηLp − µin ∗ γ)]− U(µ ∗ γ)+
µ(B(x, r)) · Uf (µin ∗ γ)} − Uf (ηLp)
∣∣∣∣∣ =∣∣∣∣∣ 1µ(B(x, r)){Uf [µ(B(x, r)) · (ηLp − µin ∗ γ)] + µ(B(x, r)) · Uf (µin ∗ γ)+
o[µ(B(x, r)) · ||η − ρin||L1(Tp)]} − Uf(ηLp)
∣∣∣∣∣.
Now we note that, for all probability density η,
µ(B(x, r)) · ||η − ρin||L1(Tp) ≤ 2µ(B(x, r))
and thus
|U rγ (ηLp)− Uf (ηLp)| =
1
µ(B(x, r))
o(µ(B(x, r)))
where the ”small oh” does not depend on η. Since x is not an atom, µ(B(x, r))→ 0 and the thesis follows.
\\\
Lemma 4.4. Let U and µ be as in proposition 4.1 and let γ minimize S(U, µ, ·). Then, for µ a. e. x ∈ Tp
which is not an atom,
lim inf
r→0
S(U rγ , µin, γ) ≥ S(Uf , δx, γ) (4.6)
and
lim sup
r→0
S(U rγ , µin, γ) ≤ min
ψ
S(Uf , δx, ψ). (4.7)
Proof. Step 1. We begin to show that, for µ a. e. x, atom or not, the three fact below hold. First, that
lim
r→0
1
µ(B(x, r))
∫
B(x,r)×Rp
|γ(x, v)− γ(y, v)|dµ(y)dv = 0. (4.8)
Second, if f = U ′(µ ∗ γ), then
lim
r→0
1
µ(B(x, r))
∫
B(x,r)×Rp
|f(y − v)γ(y, v)− f(x− v)γ(x, v)|dµ(y)dv = 0. (4.9)
Third, if γˆ(v) =
(
n
2πp
) p
2
e−
n
2 |v|2 , then
lim
r→0
1
µ(B(x, r))
∫
B(x,r)×Rp
|f(y − v)− f(x− v)|γˆ(v)dµin(y)dv = 0. (4.10)
We begin with the standard proof of (4.8): we let {γm}m≥1 be a dense sequence in L1(Rp) and consider the
Borel measures on Tp
µm(A): =
∫
A×Rp
|γ(y, v)− γm(v)|dµ(y)dv.
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By the Lebesgue differentiation theorem, for all x ∈ E with µ(Ec) = 0 we have that, for all m,
lim
r→0
1
µ(B(x, r))
∫
B(x,r)×Rp
|γ(y, v)− γm(v)|dµ(y)dv =
∫
Rp
|γ(x, v)− γm(v)|dv. (4.11)
For x ∈ E and ǫ > 0, we choose γm such that∫
Rp
|γ(x, v) − γm(v)|dv ≤ ǫ. (4.12)
The first inequality below is obvious, while the equality follows by (4.11) and the last inequality by (4.12).
lim sup
r→0
1
µ(B(x, r))
∫
µ(B(x,r))×Rp
|γ(y, v)− γ(x, v)|dµ(y)dv ≤
lim
r→0
1
µ(B(x, r))
∫
µ(B(x,r))×Rp
|γ(y, v)− γm(v)|dµ(y)dv+
lim
r→0
1
µ(B(x, r))
∫
µ(B(x,r))×Rp
|γm(v)− γ(x, v)|dµ(y)dv =
2
∫
Rp
|γm(v) − γ(x, v)|dv ≤ 2ǫ.
Since ǫ is arbitrary, (4.8) follows. Formulas (4.9) and (4.10) follow by the same argument, but applied to
f(y − v)γ(y, v) and f(y − v)γˆ(v) respectively.
For the next steps, we suppose that x ∈ E and x is not an atom of µ.
Step 2. Here we prove (4.6). For ǫ > 0 and x ∈ E let us set
F : = {y ∈ B(x, r) : ||γ(y, ·)− γ(x, ·)||L1(Rp) < ǫ}.
By (4.8) and the Chebishev inequality we have that
µin(F )→ 1 and µin(B(x, r) \ F )→ 0 as r → 0. (4.13)
Now, ∫
B(x,r)
dµin(y)
∫
Rp
A 1
n
(γ, (y, v))dv =
∫
F
dµin(y)
∫
Rp
A 1
n
(γ, (y, v))dv +
∫
B(x,r)\F
dµin(y)
∫
Rp
A 1
n
(γ, (y, v))dv. (4.14)
We saw in lemma 1.3 that the map
:ψ →
∫
Rp
A 1
n
(ψ, v)dv
is l. s. c. for the L1 topology; thus, there is δ(ǫ)→ 0 as ǫ→ 0 such that∫
Rp
A 1
n
(γ(y, ·), v)dv ≥
∫
Rp
A 1
n
(γ(x, ·), v)dv − δ(ǫ) ∀y ∈ F.
This implies the first equality below, while the second one comes from (4.13).
lim inf
r→0
∫
F
dµin(y)
∫
Rp
A 1
n
(γ, (y, v))dv ≥ lim inf
r→0
µin(F )
[∫
Rp
A 1
n
(γ(x, ·), v)dv − δ(ǫ)
]
=
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∫
Rp
A 1
n
(γ(x, ·), v)dv − δ(ǫ).
By (4.13) and (1.6) we get that
lim inf
r→0
∫
B(x,r)\F
dµin(y)
∫
Rp
A 1
n
(γ, (y, v))dv ≥ 0.
Thus, by the last two formulas and (4.14),
lim inf
r→0
∫
B(x,r)
dµin(y)
∫
Rp
A 1
n
(γ, (x, v))dv ≥
∫
Rp
A 1
n
(γ(x, ·), v)dv − δ(ǫ).
Since ǫ is arbitrary and δ(ǫ) tends to zero as ǫ→ 0, we have that
lim inf
r→0
∫
B(x,r)
dµin(y)
∫
Rp
A 1
n
(γ, (x, v))dv ≥
∫
Rp
A 1
n
(γ(x, ·), v)dv.
The equality below comes from the definition of Uf and of µ ∗ γ; the limit comes from (4.9).
|Uf (µin ∗ γ)− Uf (δx ∗ γ)| =∣∣∣∣
∫
Tp×Rp
f(y − v)γ(y, v)dµin(y)dv −
∫
Rp
f(x− v)γ(x, v)dv
∣∣∣∣→ 0.
The first inequality below comes from the definition of S; the first equality follows from (4.5); the last
inequality comes from the last two formulas above.
lim inf
r→0
S(U rγ , µin, γ) ≥ lim inf
r→0
[S(Uf , µin, γ)− ||U rγ − Uf ||den] =
lim inf
r→0
S(Uf , µin, γ) = lim inf
r→0
[∫
B(x,r)
dµin(y)
∫
Rp
A 1
n
(γ, (y, v))dv + Uf (µin ∗ γ)
]
≥
∫
Rp
A 1
n
(γ(x, ·), v)dv + Uf (δx ∗ γ) = S(Uf , δx, γ).
This proves (4.6).
Step 3. We prove (4.7). We know from [14] that the function :ψ → S(Uf , δx, ψ) has a unique minimum,
given by
γ˜(v) = e−
n
2 |v|2−f(x−v)+a(x)
with a(x) such that γ˜ is a probability density. In order to compare the actions, we are going to plug γ˜
into S(U rγ , µin, ·). The first inequality below holds because we have seen in lemma 4.2 that γ minimizes
:ψ → S(U rγ , µin, ψ); the second one holds by the definition of S; the first equality is the definition of S while
the last one comes from the fact that γ˜ does not depend on y and µin is a probability measure.
S(U rγ , µin, γ) ≤ S(U rγ , µin, γ˜) ≤ S(Uf , µin, γ˜) + ||U rγ − Uf ||den =∫
B(x,r)
dµin(y)
∫
Rp
A 1
n
(γ˜, v)dv + Uf(µin ∗ γ˜) + ||U rγ − Uf ||den =
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∫
Rp
A 1
n
(γ˜, v)dv + Uf (µin ∗ γ˜) + ||U rγ − Uf ||den.
By (4.5) we have that
||U rγ − Uf ||den → 0 as r → 0.
The first inequality below comes from the definitions of µin ∗γ and δx ∗γ; the second one, from the definition
of γ˜, γˆ (the definitions are just above and in step 1 respectively) and the fact that ||f ||∞ ≤ M ; the limit
comes from (4.10).
|Uf (µin ∗ γ˜)− Uf(δx ∗ γ˜)| ≤
∫
Tp×Rp
|f(y − v)− f(x− v)|γ˜(v)dµin(y)dv ≤
eM
∫
Rp
|f(y − v)− f(x− v)|γˆ(v)dµin(y)dv → 0.
From the last three formulas, we get that
lim sup
r→0
S(U rγ , µin, γ) ≤ S(Uf , δx, γ˜)
as we wanted.
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End of the proof of proposition 4.1. By (4.6) and (4.7) we see that, for µ a. e. x ∈ Tp which is not an
atom,
S(Uf , δx, γ(x, ·)) ≤ min
ψ
S(Uf , δx, ψ).
In other words, γ(x, ·) coincides with a minimum of S(Uf , δx, ·); by [14], this functional has just one minimum,
which is the right hand side of formula (4.1). This proves (4.1), while (4.2) follows from point ii) of the
definition of differentiability on densities.
It remains to prove (4.1) when x is an atom of µ. To show this, we have to enlarge our set of controls.
Namely, let us suppose for simplicity that µ has just one atom, say x0 with µ({x0}) = λ; let us write
µ = µ˜+ λδx0 .
Then we assign to each x 6= x0 a strategy γ(x, ·) as before, but we assign to x0 an enlarged set of controls,
say γw(x0, ·) with w ∈ [0, λ]: in a sense, we are supposing that in x0 sits a continuum of particles, each
parametrized by w and each with a strategy γw(x0, ·). We define
K(U, µ, γ) =
∫
Tp×Rp
A 1
n
(γ, (x, v))dµ˜(x)dv +
∫ λ
0
dw
∫
Rp
A 1
n
(γw(x0, ·), v)dv+
U
(
µ˜ ∗ γ +
∫ λ
0
(δx0 ∗ γw(x0, ·))dw
)
.
Two things are clear:
1) first, that the minimum of K(U, µ, ·) is lower than the minimum of S, simply because we have a larger
set of controls.
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2) Second, that if we find a minimum γ of K such that γw(x0, ·) does not depend on w, then it is also a
minimum of S: indeed, in this case K(U, µ, γ) = S(U, µ, γ) and point 1) implies the assertion.
Thus, (4.1) follows if we show that any minimum (γw(x0, ·), γ(x, ·)) of K(U, µ, ·) is given by (4.1) for
L1 a. e. w ∈ [0, λ] and µ˜ a. e. x ∈ Tp. This is done exactly as in lemma 4.4: indeed, instead of the torus
we are considering (Tp \ {x0}) ⊔ [0, λ] with the measure µ˜ on Tp \ {x0} and L1 on [0, l]; to this space and
measure the proof of lemma 4.4 applies. We avoid repeating the details: if w0 ∈ (0, l), as in lemma 4.4 we
isolate that particles w with |w − w0| < r and, letting r → 0, we show that
S(Uf , δx0 , γw0(x0, ·)) ≤ min
ψ
S(Uf , δx0 , ψ).
Since the unique minimal of the expression on the right is the linear one given by [14], i. e. formula (4.1),
we are done.
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Proposition 4.1 gives an explicit expression for the minimal γ−1
n
; now we want to extend this result to
more than one time-step, i. e. the situation of section 3. However, if we want to find an explicit expression
for the minimizer (γ−s
n
, . . . , γ−1
n
) of
I(µ, γ−s
n
, . . . , γ−1
n
) + U(µ0),
we need a slightly different proof. The reason for this is that, even if we isolate the particles in B(z0, r) at
the initial time −s
n
, they are going to spread over all Tp at time −s+1
n
, and after this time their trajectories
coincide with the rest of the pack. In other words, after the first step, there is no way to control some
particles separately from the other ones. To tackle this problem, we are going to minimize over a larger set
of controls which keeps track of the initial position.
Definition. We consider the functions ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . , ψ
1
n
−1
n
,z
depending measurably on z ∈ Tp; we let
µ
ψ
−s
n
,z
= δz, µ
ψ
−s+1
n
,z
= µψ−s
n
,z
∗ ψ
1
n
−s
n
,z
, . . . , µ
ψ
0,z = µ
ψ
−1
n
,z
∗ ψ
1
n
−1
n
,z
be a (ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . , ψ
1
n
−1
n
,z
)-sequence starting at (− s
n
, δz). In other words, µ
ψ
j
n
,z
is the distribution at
time j
n
of the particle which started at z.
If µ−s
n
is the initial distribution of the particles at time −s
n
, we define the total distribution of all the
particles at time j
n
≥ −s
n
by
µ
ψ
j
n
=
∫
Tp
µ j
n
,zdµ
ψ
−s
n
(z).
We say that the mean field generated by all the particles at time j
n
is
W
µ
ψ
j
n (x).
We define the cost for particle z analogously as the functional I of lemma 3.1; it considers the history of a
particle subject to the mean field generated by the whole community.
I 1
2
(δz, ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
) =
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−1∑
j=−s
∫
Tp×Rp
[
1
n
L
1
2µ
ψ
j
n (
j
n
, x, nv) + logψ j
n
,z(x, v)]ψ j
n
,z(x, v)dµ
ψ
j
n
,z
(x)dv =
−1∑
j=−s
∫
Tp×Rp
{A 1
n
(ψ
1
n
j
n
, (x, v)) − 1
n
[V (
j
n
, x) +W
1
2µ
ψ
j
n (x)]}dµψj
n
,z
(x)dv.
We have called it I 1
2
because of the coefficient 12 in W
1
2µ
ψ
j
n ; we shall call I1 its counterpart with W
µ
ψ
j
n .
Integrating over the initial distribution µ−s
n
and adding the final condition, we define the cost for all
particles.
J 1
2
[U, µ−s
n
, (ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . , ψ
1
n
−1
n
,z
)]: =
∫
Tp
I 1
2
(δz, ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . ψ
1
n
−1
n
,z
)dµ−s
n
(z) + U
(
µ
ψ
0
)
.
We omit the proof that J 1
2
(U, µ−s
n
, ·) has a minimum, since it is identical to proposition 1.4.
Lemma 4.5. Let (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
) minimize the functional
: (ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . ψ
1
n
−1
n
,z
)→ J 1
2
[U, µ−s
n
, (ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . ψ
1
n
−1
n
,z
)].
Then, for µ−s
n
a. e. z ∈ Tp which is not an atom, (γ
1
n
−s
n
,z
, . . . , γ
1
n
0,z) does not depend on z and has the
following expression. Let f0 be the derivative of U at the measure µ
γ
0 defined above. For j ∈ (−s+1, . . . , 0)
we define by backward induction
f j−1
n
(x) = − log
∫
Rp
e
−n2 |v|2+ 1nV ( jn ,x)+ 1nW
µ j
n (x)−f j
n
(x−v)
dv.
Then, we have that
γ j
n
(x, v) = e
−n2 |v|2−f j
n
(x−v)+a j
n
(x)
(4.15)
with a j
n
(x) chosen in such a way that γ j
n
(x, ·) is a probability density for all x ∈ Tp.
Proof. In the first two steps below, which correspond to lemma 4.2, we isolate the particles in B(z0, r); in
the third one we let r → 0 as in lemma 4.3. It is in this step that we need that µ−s
n
({z0}) = 0.
Step 1. In this step, we set some notation and add a constant to U , as we did at the beginning of lemma
4.1.
For j ≥ −s we set
µ
ψ
j
n
,int
=
1
µ−s
n
(B(z0, r))
∫
B(z0,r)
µ
ψ
j
n
,z
dµ−s
n
(z).
This is the distribution at time j
n
of the particles which started in B(z0, r) at time
−s
n
.
Let (γ
1
n
−s
n
,z
, γ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
) be as in the hypotheses; as at the beginnig of this section, we define
U˜(µ): = U(µ)− U (µγ0 ) + µ−s
n
(B(z0, r))Uf (µ
γ
0,in)
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and
U rψ(λ) =
1
µ(B(z0, r))
U˜
[∫
Tp
µ
ψ
0,zdµ−s
n
(z) + µ−s
n
(B(z0, r)) ·
(
λ− µψ0,int
)]
.
As in lemma 4.2, we shall see that U rγ is the final condition seen by the particles in B(z0, r). Note that, as
in lemma 4.2,
U˜(µψ0 ) = µ(B(z0, r))U
r
ψ(µ
ψ
0,int). (4.16)
Since the addition of a constant to U does not change the set of minima neither of J 1
2
(µ−s
n
, ·) nor of
I 1
2
(µ−s
n
, ·), we have that (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
) is a minimum of the functional
: (ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
)→ J 1
2
[U˜ , µ−s
n
, (ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
)].
Step 2. In this step, we deal with the mutual interaction; this is the main difference with lemma 4.2, where
there was none of it. We define Wµ j
n
,in and Wµ j
n
,ext as the potentials generated by the particles starting in
B(z0, r) and B(z0, r)
c respectively, i. e.
Wµ j
n
,in(x): =
∫
B(z0,r)
dµ−s
n
(z)
∫
Tp
W (x− y)dµψj
n
,z
(y)dy, (4.17)a
Wµ j
n
,ext(x): =
∫
B(z0,r)c
dµ−s
n
(z)
∫
Tp
W (x− y)dµψj
n
,z
(y)dy. (4.17)b
Now our particles interact among themselves only through the potential W . Note that W appears in
I 1
2
(δz, ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
) in terms of the form
∫
Tp
W
1
2µ
ψ
j
n (x)dµ j
n
,z(x).
Integrating in µ−s
n
, we get that W appears in J 1
2
[U˜ rψ, µ−s
n
, (ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
)] in terms which have the
form of the left hand side of the equation below; the first equality is the definition ofW
1
2µ
ψ
j
n , while the second
one is the definition of µψj
n
.
∫
Tp
dµ−s
n
(z)
∫
Tp
W
1
2µ
ψ
j
n (x)dµψj
n
,z
(x) =
1
2
∫
Tp
dµ−s
n
(z)
∫
Tp
dµψj
n
,z
(x)
∫
Tp
W (x− y)dµψj
n
(y) =
1
2
∫
Tp
dµ−s
n
(z)
∫
Tp
dµ−s
n
(w)
∫
Tp×Tp
W (x− y)dµψj
n
,z
(x)dµψj
n
,w
(y).
The term on the right in the formula above is the sum of the three terms below: the first one is the
interaction of B(z0, r)
c with itself, the last one is the interaction of B(z0, r) with itself, while the middle one
is the interaction of B(z0, r) with B(z0, r)
c; note that here a factor 12 is missing due to the symmetry of the
potential. ∫
Tp
dµ−s
n
(z)
∫
Tp
W
1
2µ
ψ
j
n (x)dµψj
n
,z
(x) =
1
2
∫
B(z0,r)c
dµ−s
n
(z)
∫
B(z0,r)c
dµ−s
n
(w)
∫
Tp×Tp
W (x− y)dµψj
n
,z
(x)dµψj
n
,w
(y)+
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∫
B(z0,r)
dµ−s
n
(z)
∫
B(z0,r)c
dµ−s
n
(w)
∫
Tp×Tp
W (x− y)dµψj
n
,z
(x)dµψj
n
,w
(y)+
1
2
∫
B(z0,r)
dµ−s
n
(z)
∫
B(z0,r)
dµ−s
n
(w)
∫
Tp×Tp
W (x− y)dµψj
n
,z
(x)dµψj
n
,w
(y).
Using this and (4.17)a−b above, we can write∫
Tp
dµ−s
n
(z)
∫
Tp
W
1
2µ
ψ
j
n (x)dµψj
n
,z
(x) =
1
2
∫
B(z0,r)c
dµ−s
n
(z)
∫
Tp
Wµ j
n
,ext
(x)dµψj
n
,z
(x)+
∫
B(z0,r)
dµ−s
n
(z)
∫
Tp
Wµ j
n
,ext
(x)dµψ−s
n
,z
(x) +
1
2
∫
B(z0,r)
dµ−s
n
(z)
∫
Tp
Wµ j
n
,int
(x)dµψj
n
,z
(x).
The first term above crops up in (4.18)a below, the second one crops up in (4.18)b and the third one in
(4.18)c; we have used (4.16) to get (4.18)b.
J 1
2
[U˜ , µ−s
n
, (ψ
1
n
−s
n
,z
, ψ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
)] =
∫
B(z0,r)c
dµ−s
n
(z)
−1∑
j=−s
∫
Tp×Rp
[
A 1
n
(γ j
n
,z, (x, v)) −
1
n
V (
j
n
, x)− 1
2n
Wµ j
n
,ext(x)
]
dµ j
n
,z(x)dv+ (4.18)a
µ−s
n
(B(z0, r))
[ ∫
B(z0,r)
dµ−s
n
,in(z)
−1∑
j=−s
∫
Tp×Rp
[A 1
n
(γ j
n
,z, (x, v))−
1
n
V (
j
n
, x)− 1
n
Wµ j
n
,ext(x)]dµ j
n
,z(x)dv+
U˜ rψ
(
µ
ψ
0
)]
− (4.18)b
∫
B(z0,r)
dµ−s
n
(z)
−1∑
j=−s
∫
Tp
1
2n
Wµ j
n
,int(x)dµ j
n
,z(x). (4.18)c
We shall call Jˆ the term in the square parentheses in (4.18)b; it is almost equal to the functional J1, the only
difference being that the potential is V ( j
n
, x) +W
µ
ψ
j
n
,ext
instead of V ( j
n
, x) +W
µ
ψ
j
n . Note that we have lost
the constant 12 before the potential W .
Now (4.18)a is not affected by (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
) when z ∈ B(z0, r); this prompts us to restrict, as in
lemma 4.2, to functions (ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
) which coincide with (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
) for z 6∈ B(z0, r); since
(γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
) is minimal, we see that (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
)|z∈B(z0,r) must minimize (4.18)b−c. Note that,
by our choice of (ψ
1
n
−s
n
,z
, . . . , ψ
1
n
−1
n
,z
), U˜ rψ = U˜
r
γ ; in other words, (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
)|z∈B(z0,r) minimizes
µ−s
n
(B(z0, r)) · Jˆ [U˜ rγ , µin, (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
)]+ (4.19)a
∫
B(z0,r)
dµ−s
n
(z)
−1∑
j=−s
∫
Tp
1
2
Wµ j
n
,int(x)dµ j
n
,z(x). (4.19)b
Step 3. We want to use the fact that (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
)|z∈B(z0,r) minimizes (4.19)a−b to get (4.15). First of
all, we fix z0, a Lebesgue point of
: z → (γ 1n−s
n
,z
, γ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
) (4.20)
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for the measure µ−s
n
.
Since we are supposing that {z0} is not an atom of µ−s
n
, by (4.17)a we have that
(4.19)b = o(µ(B(z0, r))). (4.21)
Since this term is negligible with respect to (4.19)a, with a proof similar to that of lemma 4.3 we get that
lim sup
r→0
J1[U˜
r
γ , µin, (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
)] ≤ min
ψ−s
n
,z0
,...,ψ−1
n
,z0
J1[U˜f0 , δz0 , (ψ−s
n
,z0
, . . . , ψ−1
n
,z0
)].
Note that here we are dealing with J1: the coefficient
1
2 in W
1
2µ
ψ
j
n was shed already in (4.18).
Moreover, we can see as in formula (4.6) of lemma 4.3 that
lim inf
r→0
J1[U˜
r
γ , µin, (γ
1
n
−s
n
,z
, . . . , γ
1
n
−1
n
,z
)] ≥ J1[U˜f0 , δz0 , (γ−s
n
,z0
, . . . , γ−1
n
,z0
)].
As in the proof of lemma 4.2, the last two formulas imply that (γ−s
n
,z0
, . . . , γ−1
n
,z0
) minimizes the term on
the right in the formula above; now [14] prescribes that (γ−s
n
,z0
, . . . , γ−1
n
,z0
) satisfies (4.15).
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Proposition 4.6. Let U be L-Lipschitz and differentiable on densities, let s ∈ (1, . . . ,mn) and let {µ j
n
}j
be a minimal {γ j
n
}j-sequence starting at µ− s
n
. Let f0 be the derivative of U at µ0. For j ∈ (−s+ 1, . . . , 0)
we define by backward induction
f j−1
n
(x) = − log
∫
Rp
e
−n2 |v|2+ 1nV ( jn ,x)+ 1nW
µ j
n (x)−f j
n
(x+v)
dv.
Then, we have that
γ j
n
(x, v) = e
−n2 |v|2−f j
n
(x+v)+a j
n
(x)
(4.22)
with a j
n
(x) chosen in such a way that γ j
n
(x, ·) is a probability density for all x ∈ Tp.
Proof. We shall prove the assertion when µ−s
n
has no atoms; the argument for the atoms of µ−s
n
is identical
to the one in the proof of proposition 4.1, and we skip it.
For the functional I we defined before lemma 3.1, let us set
Iˆ 1
2
[U, µ−s
n
, (ψ−s
n
, . . . , ψ−1
n
)] = I(µ−s
n
, ψ−s
n
, . . . , ψ−1
n
) + U(µ0).
By lemma 3.1 it suffices to show that, if (γ−s
n
, . . . , γ−1
n
) minimizes Iˆ 1
2
, then it satisfies (4.22). We prove this.
If we compare Iˆ 1
2
with the function J 1
2
of the last lemma, we see two things:
1) the minimum of J 1
2
(U, µ−s
n
, ·) is smaller than the minimum of Iˆ 1
2
(U, µ−s
n
, ·), simply because the dependence
on z ∈ Tp gives us a larger set of strategies.
2) If (γ
1
n
−s
n
,z
, γ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
) minimizes J 1
2
(U, µ−s
n
, ·) and does not depend on z, then
Iˆ 1
2
[U, µ−s
n
, (γ
1
n
−s
n
,z
, γ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
)] = J 1
2
[U, µ−s
n
, (γ
1
n
−s
n
,z
, γ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
)].
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A consequence is the following: suppose we can find a minimizer of J 1
2
(U, µ−s
n
, ·) which does not depend
on z, then it is also a minimal of Iˆ 1
2
(U, µ−s
n
, ·); thus, the value of the minimum for the two functional is the
same and any minimizer of Iˆ 1
2
(U, µ−s
n
, ·) is a minimizer of J 1
2
(U, µ−s
n
, ·) too. In other words, the proposition
follows if we prove that any minimizer (γ
1
n
−s
n
,z
, γ
1
n
−s+1
n
,z
, . . . , γ
1
n
−1
n
,z
) of J 1
2
(U, µ−s
n
, ·) has the form (4.15); but
that is the content of lemma 4.5.
\\\
§5
Regularity of the linearized action
Thanks to proposition 4.6, we can express the minimals γ
1
n
j
n
in terms of the functions f
1
n
j
n
; in this section,
we shall suitably normalize these functions and show, in proposition 5.2 below, that they are regular; by
Ascoli-Arzela` this will imply (lemma 5.3 below) that, up to subsequences, they converge to a function u.
We shall use proposition 5.2 in the next section, when we prove that u solves Hamilton-Jacobi and that the
discretized characteristics converge.
Definitions. • Let Q be a symmetric, positive-definite matrix and let α ∈ Rn; we denote by N(α,Q) the
Gaussian of mean α and variance Q, i. e.
N(α,Q)(v) =
1√
(2π)pdetQ
e−
1
2 〈Q−1(v−α),v−α〉.
• Let m ∈ N, s ∈ (0, . . . ,mn); let {µ
1
n
j
n
}j be a minimal {γ
1
n
j
n
}j-sequence starting at µ−s
n
and let f0 be the
derivative of U at µ
1
n
0 . As in proposition 4.6, we define by backward induction
e
−f j−1
n
(x)
: =
∫
Rp
e
−n2 |v|2−f j
n
(x−v)+ 1
n
V ( j
n
,x)+ 1
n
W
µ j
n (x)
dv =
e
1
n
P j
n
(x)
∫
Rp
e−
n
2 |v|2e
−f j
n
(x−v)
dv, j ∈ (−s+ 1, . . . , 0) (5.1)
where we have set
P j
n
(x) = V (
j
n
, x) +W
µ j
n (x). (5.2)
Once more by proposition 4.6, we have for the minimal γ
1
n
j
n
the expression
γ
1
n
j
n
(x, v) = e
−n2 |v|2−f j
n
(x−v)+a j
n
(x)
(5.3)
where a j
n
(x) is such that γ
1
n
j
n
(x, ·) is a probability density for all x.
• We normalize the functions f j
n
, setting
f¯ j
n
(x): = f j
n
(x)− |j| log
( n
2π
) p
2
39
and we see that (5.1) becomes
e
−f¯ j−1
n
(x)
= e
1
n
P j
n
(x)
∫
Rp
N(0,
1
n
Id)(v)e
−f¯ j
n
(x−v)
dv (5.4)
or, equivalently,
f¯ j−1
n
(x) = − 1
n
P j
n
(x)− log
[∫
Rp
N(0,
1
n
Id)(v)e
−f¯ j
n
(x−v)
dv
]
. (5.5)
• We set
b j
n
(x) = −|j − 1| log
( n
2π
) p
2
+ a j
n
(x)
and (5.3) becomes
γ
1
n
j
n
(x, v) =
( n
2π
) p
2
e
−n2 |v|2−f¯ j
n
(x−v)−|j−1| log( n2π )
p
2 +a j
n
(x)
= N(0,
1
n
Id)(v)e
−f¯ j
n
(x−v)+b j
n
(x)
. (5.6)
In the following, we shall drop the bar from f¯ j
n
and call it simply f j
n
.
• We shall say that {f
1
n
j
n
}0j=−s is the linearized cost for the minimal characteristic starting at
(−s
n
, µ
)
.
• We gather here two other bits of notation: if P j
n
is as in (5.2), we set
P(x j+1
n
, x j+2
n
, . . . , x−1
n
) = exp
{
1
n
[P j+1
n
(x j
n
) + P j+2
n
(x j+1
n
) + . . .+ P0(x−1
n
)]
}
. (5.7)
• We also give a name to the linear path which at time t = j
n
< 0 is in 0 and at time t = 0 is in y:
ay(t) =
n
|j|
(
t− j
n
)
y. (5.8)
In the next lemma we shall see that (5.4) is simply a version of the Feynman-Kac formula. This is by no
means surprising: indeed, the Hopf-Cole transform : f → e−f brings Hamilton-Jacobi into the Schro¨dinger
equation, for which Feynman-Kac provides a solution. We refer the reader to [14] for a discussion of this.
Lemma 5.1. Let U be Lipschitz and differentiable on densities. Let {µ
1
n
j
n
}j be a minimal {γ
1
n
j
n
}j-sequence
starting at
(−s
n
, µ
)
; we saw above that γ
1
n
j
n
has the form (5.6) for a function f j
n
defined by (5.4).
Let E0,0 denote the expectaction of the Brownian bridge w˜ which is in 0 at t =
j
n
and at t = 0 (see [11]
for a definition). Let P and ay be as in (5.7) and (5.8) respectively.
Then,
e
−f j
n
(x)
=∫
Rp
N
(
0,
|j|
n
Id
)
(x− z)e−f0(z)E0,0
[
P(x− ax−z( j
n
)− w˜( j
n
), . . . , x− ax−z(− 1
n
)− w˜(− 1
n
))
]
dz. (5.9)
Proof. Let j ∈ (s, s+ 1, . . . ,−1); for v j+1
n
, . . . , v0 ∈ Rp, we set
v˜ j+1
n
= v j+1
n
and, if
l
n
>
j + 1
n
, v˜ l
n
= v j+1
n
+ . . .+ v l
n
.
40
Heuristically, our particle will be in x at time j
n
, in x+ v˜ j+1
n
at time j+1
n
, ending up in x+ v˜0 at time 0; the
increment at each step is v j
n
.
Given f0, which is the derivative of U at µ0, we can use (5.4) to get f−1
n
and then, iterating backwards,
f−2
n
, f−3
n
, etc...; in this way, we get the first equality below, while the second one comes from the fact that
the map : (v j+1
n
, . . . , v0)→ (v˜ j+1
n
, . . . , v˜0) has determinant one.
e
−f j
n
(x)
=
e
1
n
P j+1
n
(x)
∫
Rp
N(0,
1
n
Id)(v j+1
n
)e
1
n
P j+2
n
(x−v˜ j+1
n
)
dv j+1
n
∫
Rp
N(0,
1
n
Id)(v j+2
n
)e
1
n
P j+3
n
(x−v˜ j+2
n
)
dv j+2
n
. . .
. . .
∫
Rp
N(0,
1
n
Id)(v−1
n
)e
1
n
P0(x−v˜−1
n
)
dv−1
n
∫
Rp
N(0,
1
n
Id)(v0)e
−f0(x−v˜0)dv0 =
e
1
n
P j+1
n
(x)
∫
Rp
N(0,
1
n
Id)(v˜ j+1
n
)e
1
n
P j+2
n
(x−v˜ j+1
n
)
dv˜ j+1
n
·
∫
Rp
N(0,
1
n
Id)(v˜ j+2
n
− v˜ j+1
n
)e
1
n
P j+3
n
(x−v˜ j+2
n
)
dv˜ j+2
n
. . .
. . .
∫
Rp
N(0,
1
n
Id)(v˜−1
n
− v˜−2
n
)e
1
n
P0(x−v˜−1
n
)
dv˜−1
n
∫
Rp
N(0,
1
n
Id)(v˜0 − v˜−1
n
)e−f0(x−v˜0)dv˜0 (5.10)
This equality looks complicated only because we have written in full the Wiener measure on cylinders; indeed,
let w be the Brownian motion with w( j
n
) = 0 and let us denote by Ew the expectation with respect to the
Wiener measure; by the definition of the latter, (5.10) becomes
e
−f j
n
(x)
= Ew
[
P
(
x− w
(
j
n
)
, x− w
(
j + 1
n
)
, . . . , x− w(− 1
n
)
)
e−f0(x−w(0))
]
where P has been defined in (5.7).
We denote by E0,y the expectation of the Brownian bridge which is in 0 at t =
j
n
and in y at t = 0. By
the properties of the Brownian bridge (see for instance [11]), the formula above becomes
e
−f j
n
(x)
=
∫
Rp
N
(
0,
|j|
n
Id
)
(y)e−f0(x−y)E0,y
[
P
(
x− w
(
j
n
)
, x− w
(
j + 1
n
)
, . . . , x− w
(
− 1
n
))]
dy.
(5.11)
If ay is as in (5.8) and w˜ is a Brownian bridge which is in 0 at t =
j
n
and at t = 0, then we have that
w(t) = ay(t) + w˜(t)
is a Brownian bridge which is in 0 at t = j
n
and in y at t = 0. Thus, (5.11) becomes
e
−f j
n
(x)
=
∫
Rp
N(0,
|j|
n
Id)(y)e−f0(x−y)E0,0
[
P
(
x− ay
(
j
n
)
− w˜
(
j
n
)
, . . . , x− ay
(
− 1
n
)
− w˜
(
− 1
n
))]
dy.
By the change of variables z = x− y we get (5.9).
\\\
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We fix m ∈ N, which basically will be the time of formula (1) of theorem 1; in the following proofs,
Di will always denote an increasing function from [−m, 0) to (0,+∞), independent of n and of the starting
point
(−s
n
, µ
)
of the minimal characteristic, provided that −s
n
∈ [−m, 0).
Proposition 5.2. There is an increasing functionD1: [−m, 0)→ (0,+∞) such that the following happens.
If (−s
n
, µ) ∈ [−m, 0)×M1(Tp), if {µ
1
n
j
n
}j is a minimal {γ
1
n
j
n
}j-sequence starting at (−sn , µ), if f jn is as in (5.4),
then we have that
||f j
n
||C4(Tp) ≤ D1(
j
n
) for − s ≤ j ≤ −1. (5.12)
Proof. If we set
g j
n
(x, z, w˜) =
exp
{
1
n
[
P j+1
n
(
x− ax−z
(
j
n
)
− w˜
(
j
n
))
+ . . .+ P0
(
x− ax−z
(−1
n
)
− w˜
(−1
n
))]}
then (5.9) becomes
e
−f j
n
(x)
=
∫
Rp
N
(
0,
|j|
n
Id
)
(x− z)e−f0(z)E0,0(g(x, z, w˜))dz.
If we differentiate under the the integral sign in the last formula, we see that ∂lxe
−f j
n
(x)
is the sum of terms
of the form
ak(x): =
∫
Rp
∂l−kx N
(
0,
|j|
n
Id
)
(x− z)e−f0(z) · E0,0
[
∂kxg j
n
(x, z, w˜)
]
dz (5.13)
with 0 ≤ k ≤ l. We are going to estimate each of the terms in the integral above.
From (5.8) and (1.13) we see that, for j ≤ l ≤ 0,∣∣∣∣∂rxP ln
(
x− ax−z
(
l
n
)
− w˜
(
l
n
))∣∣∣∣ ≤ C, 0 ≤ r ≤ 4
for a constant C independent of w˜, x and z. If we sum up in the definition of g j
n
, we get that there is D2 > 0
such that
|∂rxg j
n
(x, z, w˜)| ≤ D2 ∀x ∈ Tp, 0 ≤ r ≤ 4. (5.14)
On the other side, a simple calculation on the Gaussian shows that there is an increasing function D3
on [−m, 0) such that ∫
Rp
∣∣∣∣∂rxN(0, |j|n Id)(x − z)
∣∣∣∣dz ≤ D3
(
j
n
)
for 0 ≤ r ≤ 4. (5.15)
By point ii) of the definition of differentiability on densities, we have that
||e−f0 ||L∞(Tp) ≤ eM . (5.16)
The first inequality below follows from (5.13) and Ho¨lder, the second one from (5.14), (5.15) and (5.16).
||ak||∞ ≤ ||∂l−kx N
(
0,
|j|
n
Id
)
(·)||L1(Rp) · ||e−f0 ||L∞(Rp) · ||∂kxg j
n
(·, z, w˜)||L∞(Rp) ≤ D4
(
j
n
)
.
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Summing over k ∈ (0, . . . , 4), the thesis follows.
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Definition. Let f
1
n
j
n
be the linearized cost for a discrete minimal characteristic starting at
(−s
n
, µ
)
. For
t ≥ −s
n
, we define the function f
1
n (t, x) by
f
1
n (t, x) = f
1
n
j
n
(x) if t ∈ [ j
n
,
j + 1
n
).
Lemma 5.3. Let µ ∈ M1(Tp), let T ∈ [−m, 0], let s be the largest integer such that T ≤ −sn and
let {f
1
n
j
n
}j≥s be the linearized cost for a discrete minimal characteristic starting at
(−s
n
, µ
)
. Then there is
u ∈ Liploc([−m, 0), C2(Tp)) such that, up to subsequences, for all ǫ ∈ (0, sn ) we have that
sup
(t,x)∈[−s
n
,−ǫ]×Tp
|∂lxf
1
n (t, x)− ∂lxu(t, x)| → 0 as n→ +∞ for l = 0, 1, 2.
Proof. Let us consider the maps
F
1
n :
(−s
n
,
−s+ 1
n
, . . . ,
−[nǫ]
n
)
→ C2(Tp), F 1n : j
n
→ f 1n ( j
n
, ·)
where [·] denotes the integer part. By Ascoli-Arzela` the lemma follows if we prove that
1) F
1
n arrives in the same compact subset of C2(Tp) for all n and
2) the functions F
1
n are equilipschitz.
Point 1) follows by (5.12); as for point 2), we shall show that there is an increasing functionD2: [−m, 0)→
(0,+∞) such that
||∂lxf
1
n
j
n
− ∂lxf
1
n
j+1
n
||C0(Tp) ≤
1
n
D2
(
j + 1
n
)
for l = 0, 1, 2.
We begin to show the estimate above when l = 0.
By (5.5) we have that
f j−1
n
(x) − f j
n
(x) =
−1
n
P j
n
(x) − log
[∫
Rp
N
(
0,
1
n
Id
)
(v)e
−f j
n
(x−v)
]
− f j
n
(x).
Thus, by (1.13), it suffices to show that∣∣∣∣log
[∫
Rp
N
(
0,
1
n
Id
)
(v)e
−f j
n
(x−v)
]
+ f j
n
(x)
∣∣∣∣ ≤ 1nD3
(
j
n
)
∀x ∈ Tp.
We can take exponentials and get that the formula above is equivalent to
exp
{−1
n
D3
(
j
n
)}
≤
∫
Rp
N
(
0,
1
n
Id
)
(v)e
−f j
n
(x−v)+f j
n
(x)
dv ≤ exp
{
1
n
D3
(
j
n
)}
∀x ∈ Tp. (5.17)
We shall prove the estimate from above, since the one from below is analogous. Let us consider [−f j
n
(x −
v) + f j
n
(x)] when v ∈ B(0, n−13 ); by (5.12) we can develop this function in Taylor series and get that
∫
Rp
N
(
0,
1
n
Id
)
e
−f j
n
(x−v)+f j
n
(x)
dv ≤
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∫
B(0,n
−1
3 )
N
(
0,
1
n
Id
)
(v)e
f ′j
n
(x)·v− 12 f
′′
j
n
(x)(v,v)+r(x,v)
dv+
∫
B(0,n
−1
3 )c
N
(
0,
1
n
Id
)
(v)e
−f j
n
(x−v)+f j
n
(x)
dv (5.18)
where
|r(x, v)| ≤ D5
(
j
n
)
|v|3.
As for the first exponential in (5.18), we develop it in Taylor series, getting
∫
B(0,n
−1
3 )
N
(
0,
1
n
Id
)
(v)e
f ′j
n
(x)·v− 12 f
′′
j
n
(x)(v,v)+r(x,v)
dv =
∫
B(0,n
−1
3 )
N
(
0,
1
n
Id
)
(v)
[
1 + f ′j
n
(x) · v − 1
2
f
′′
j
n
(x)(v, v) +Bil1j
n
(x)(v, v) + r′(x, v)
]
dv
where Bil1j
n
is a positive bilinear form bounded by D7
(
j
n
)
Id and
|r′(x, v)| ≤ D′5
(
j
n
)
|v|3.
By the last two formulas and by standard properties of the Gaussian we get that
∫
B(0,n
−1
3 )
N
(
0,
1
n
Id
)
(v)e
f ′j
n
(x)·v− 12 f
′′
j
n
(x)(v,v)+r(x,v)
dv ≤ e 1nD6( jn).
On the other side, (5.12) and standard properties of the Gaussian imply that
∫
B(0,n
−1
3 )
N
(
0,
1
n
Id
)
(v)e
−f j
n
(x−v)+f j
n
(x)
dv ≤ eD7( jn )n
1
6
.
If we apply the last two formulas to (5.18), (5.17) follows.
Note that we need to know that f j
n
is C2 to get an estimate on ||f j−1
n
− f j
n
||C0(Tp); the method for the
estimate on f ′j
n
and f
′′
j
n
is exactly analogous; the reason for the C4 estimate on f j
n
is that, to estimate the
norm of the second derivative of f j−1
n
− f j
n
, we need two derivatives more on f j
n
.
\\\
§6
Fokker-Planck and Hamilton-Jacobi
By the last section, f
1
n
j
n
is a regular function; we shall use this information in proposition 6.2 below to
prove that the discrete minimal characteristic {µ
1
n
j
n
} converges, as n → +∞, to a weak solution of Fokker-
Planck. Moreover we shall prove, in proposition 6.3 below, that the function u we defined in lemma 5.3 is a
solution of the Hamilton-Jacobi equation.
We begin to show that γ
1
n
j
n
(x, ·) is a good approximation of a Gaussian.
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Lemma 6.1. Let {f j
n
} be as in (5.4); we set
Q j
n
(x) =
[
Id+
1
n
f
′′
j
n
(x)
]−1
and β j
n
(x) =
1
n
Q j
n
(x)f ′j
n
(x) (6.1)
Then, there are increasing functions D3, D4, D5, D6: [−m, 0)→ [0,+∞) such that the following holds.
For a > 0, let L(a) = [− 12a, 12a)p and let γ
1
n
j
n
be as in the last lemma; we have that
e−D3(
j
n)
1
n ·N(β j
n
(x),
1
n
Q j
n
(x))(v)e
−d j
n
(x,v) ≤
γ
1
n
j
n
(x, v) ≤ eD3( jn ) 1n ·N(β j
n
(x),
1
n
Q j
n
(x))(v)e
−d j
n
(x,v)
(6.2)
where d j
n
is a function such that
|d j
n
(x, v)| ≤ D4(
j
n
)
n
if v ∈ L(n−13 ). (6.3)
Moreover, ∫
Rp\L(n
−1
3 )
γ
1
n
j
n
(x, v) ≤ eD5( s2n )e−n
1
6 (6.4)
and
sup
Rp\L(n 13 )
γ
−1
n
j
n
(x, v) ≤ eD6( s2n )e−n
1
6
. (6.5)
Proof. Step 1. We are going to use Taylor’s formula to get an equivalent expression for γ
1
n
j
n
. We begin to
note that, by (5.12), there is an increasing function D7: [−m, 0)→ (0,+∞), not depending on n, such that
||β j
n
||∞ + ||Q j
n
(x) − Id||∞ ≤ D7
(
j
n
)
1
n
. (6.6)
The first equality below is (5.6), the second one is the definition of the function d j
n
(x, v).
γ
1
n
j
n
(x, v) = e
b j
n
(x)
( n
2π
) p
2
e
−n2 |v|2−f j
n
(x−v)
= (6.7)a
( n
2π
) p
2
exp
{
b j
n
(x)− f j
n
(x) +
1
2
〈nQ j
n
(x)−1β j
n
(x), β j
n
(x)〉
}
· (6.7)b
exp
[
−1
2
〈nQ−1j
n
(x)(v − β j
n
(x)), v − β j
n
(x)〉 − d j
n
(x, v)
]
. (6.7)c
Since by Taylor’s formula,
f j
n
(x− v) = f j
n
(x) − 〈f ′j
n
(x), v〉+ 1
2
〈f ′′j
n
(x)v, v〉 + d˜ j
n
(x, v)
and easy but lengthy computation implies that d˜ j
n
(x, v) = d j
n
(x, v); together with (5.12) this implies that
there is a function D8, bounded on [−m,−ǫ] for all ǫ > 0, such that
|d j
n
(x, v)| ≤ D8( j
n
)|v|3 ∀(x, v) ∈ Tp ×Rp.
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By the formula above, d j
n
satisfies (6.3).
Step 2. We want to show that the rather complicated expression in (6.7)b and (6.7)c is not too far from
a Gaussian of suitable mean and variance. Note that (6.7)c has the form e
− 12 〈A(v−b),v−b〉; thus, we have to
show that (6.7)b is the ”right” normalization coefficient. This is the content of this step.
Since γ
1
n
j
n
(x, ·) is a probability density for all x, we get that (6.7)b is the reciprocal of the integral of
(6.7)c in the variable v. We calculate this integral.
First of all, since f j
n
satisfies (5.12), we get the second inequality below, while the third one comes from
standard properties of the Gaussian; the constant C does not depend on anything.
0 ≤
∫
Rp\L(n
−1
3 )
e
−n2 |v|2−f j
n
(x−v)
dv ≤ eD1( jn)
∫
Rp\L(n
−1
3 )
e
n
2 |v|2dv ≤ eD9( jn)e−Cn
1
6
.
Now,
||f j
n
(x) +
1
2
〈nQ−1j
n
(x)β j
n
(x), β j
n
(x)〉||∞ ≤ D10
(
j
n
)
(6.8)
by (6.6) and (5.12). By (6.7) we have that
∫
Rp\L(n
−1
3 )
e
−n2 |v|2−f j
n
(x−v)
dv = e
−f j
n
(x)+ 12 〈nQ j
n
(x)−1β j
n
(x),β j
n
(x)〉·
∫
Rp\L(n
−1
3 )
exp
[
−1
2
〈nQ−1j
n
(x)(v − β j
n
(x)), v − β j
n
(x)〉 − d j
n
(x, v)
]
dv.
The last three formulas imply that
0 ≤
∫
Rp\L(n
−1
3 )
exp
[
−1
2
〈nQ−1j
n
(x)(v − β j
n
(x)), v − β j
n
(x)〉 − d j
n
(x, v)
]
dv ≤ eD11( s2n )e−Cn
1
6
. (6.9)
Formula (6.3) implies the two inequalities below.
e−D4(
j
n )
1
n ·
∫
L(n
−1
3 )
e
− 12 〈nQ−1j
n
(x)(v−β j
n
(x)),v−β j
n
(x)〉
dv ≤
∫
L(n
−1
3 )
exp
[
−1
2
〈nQ−1j
n
(x)(v − β j
n
(x)), v − β j
n
(x)〉 − d j
n
(x, v)
]
dv ≤
eD4(
j
n)
1
n ·
∫
L(n
−1
3 )
e
− 12 〈nQ−1j
n
(x)(v−β j
n
(x)),v−β j
n
(x)〉
dv.
The integrals on the left and on the right in the last formula are easy to evaluate: indeed, the Gaussian is
centered in β j
n
(x), which satisfies (6.6); thus, almost all its mass (save for an exponentially small rest) lies
in L(n
−1
3 ). In formulas,
(
(2π)p detQ j
n
(x)
np
) 1
2
e−D12(
j
n)
1
n ≤
∫
L(n
−1
3 )
exp
[
−1
2
〈nQ−1j
n
(x)(v − β j
n
(x)), v − β j
n
(x)〉 − d j
n
(x, v)
]
dv ≤
(
(2π)p detQ j
n
(x)
np
) 1
2
eD12(
j
n )
1
n .
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By the last formula and (6.9), we get that
(
(2π)p detQ j
n
(x)
np
) 1
2
e−D13(
j
n )
1
n ≤
∫
Rp
exp
[
−1
2
〈nQ−1j
n
(x)(v − β j
n
(x)), v − β j
n
(x)〉 − d j
n
(x, v)
]
dv ≤
(
(2π)p detQ j
n
(x)
np
) 1
2
eD13(
j
n )
1
n .
We saw above that (6.7)b is the inverse of the integral above; thus,
(
np
(2π)p detQ j
n
(x)
) 1
2
e−D13(
j
n )
1
n ≤
( n
2π
) p
2
exp
{
b j
n
(x) − f j
n
(x) +
1
2
〈nQ j
n
(x)−1β j
n
(x), β j
n
(x)〉
}
≤
(
np
(2π)p detQ j
n
(x)
) 1
2
eD13(
j
n )
1
n . (6.10)
End of the proof. We saw at the end of step 1 that d j
n
satisfies (6.3). Formula (6.2) follows by (6.7) and
(6.10). We prove (6.4) and (6.5).
We begin to write the normalization coefficient b j
n
in the following complicated way.
e
b j
n
(x)
( n
2π
) p
2
=
( n
2π
) p
2
exp
{
b j
n
(x)− f j
n
(x) +
1
2
〈nQ j
n
(x)−1β j
n
(x), β j
n
(x)〉
}
·
exp
{
f j
n
(x) − 1
2
〈nQ j
n
(x)−1β j
n
(x), β j
n
(x)〉
}
.
Formulas (6.10) and (6.8) give an estimate on the first and second term respectively in the product above;
thus,
e−D14(
j
n)
(
np
(2π)p detQ j
n
(x)
)
≤ eb jn (x)
( n
2π
) p
2 ≤ eD14( jn)
(
np
(2π)p detQ j
n
(x)
)
.
Together with (6.7)a, this implies that
e−D14(
s2
n )
(
np
(2π)p detQ j
n
(x)
)
e
−n2 |v|2−f j
n
(x−v) ≤
γ
1
n
j
n
(x, v) ≤ eD14( s2n )
(
np
(2π)p detQ j
n
(x)
)
e
−n2 |v|2−f j
n
(x−v)
.
Now (6.4) and (6.5) follow from the last formula, (5.12) and well-known properties of the Gaussian.
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Proposition 6.2. Let T ∈ [−m, 0], let s be the maximal integer such that T ≤ −s
n
and let µ ∈ M1(Tp).
Let {µ
1
n
j
n
}0j=−s be a minimal {γ
1
n
j
n
}−1j=−s-sequence starting at (−sn , µ) and let the interpolating curve {µ
1
n
t } be
47
defined as in section 3. Then, up to subsequences {µ
1
n
t } converges weakly, uniformly on each interval [T,−ǫ],
to a curve µt which is a weak solution of (FP )−T,−∂xu,µ, where u is the limit of lemma 5.3.
Proof. Throughout the proof, we shall deal with the sequence {nk} of lemma 5.3, but we shall drop the
subscript k to lighten the notation.
It is standard that (FP )T,−∂xu,µ has a weak solution µT,t; we have to prove that, if g ∈ C(Tp) and
ǫ ∈ (0, T ), then
sup
t∈[T,−ǫ]
〈µ
1
n
t − µT,t, g〉 → 0 as n→ +∞ (6.11)
where 〈·, ·〉 denotes the duality coupling between M(Tp), the space of signed measures on Tp, and C(Tp).
Let (γ
1
n
−s
n
, . . . , γ
1
n
−1
n
) be as in the hypotheses; for −s ≤ j ≤ −1 we define
S∗j
n
, j+1
n
:M(Tp)→M(Tp), S∗j
n
, j+1
n
:µ→ µ ∗ γ
1
n
j
n
.
If −s ≤ l ≤ j ≤ 0, we set
S∗l
n
, j
n
:M(Tp)→M(Tp), S∗l
n
, j
n
(µ) = S∗j−1
n
, j
n
◦ . . . ◦ S∗l
n
, l+1
n
(µ).
Clearly, with this definition S∗l
n
, j
n
has the co-cycle property
S∗j
n
, i
n
◦ S∗l
n
, j
n
= S∗l
n
, i
n
for − s ≤ l ≤ j ≤ i ≤ 0
and
µ
1
n
j
n
= S∗−s
n
, j
n
µ
i. e. (µ, S∗−s
n
,−s+1
n
(µ), . . . , S∗−s
n
,0
(µ)) is a (γ
1
n
−s
n
, . . . , γ
1
n
−1
n
)-sequence.
Let us also introduce the operator
F ∗T,t:µ→ µT,t
where µT,t is the solution, at time t ≥ T , of the Fokker-Planck equation (FP )T,−∂xu,µ.
By the last two formulas, we can write (6.11) as
sup
t∈[T,−ǫ]
〈(S∗−s
n
,
[nt]
n
)µ− F ∗T,tµ, g〉 → 0 as n→ +∞. (6.12)
Since S∗j
n
, j+1
n
µ = µ∗γ
1
n
j
n
, the definition of µ∗γ
1
n
j
n
immediately yields that S∗j
n
, j+1
n
is the adjoint of the operator
S j
n
, j+1
n
:C(Tp)→ C(Tp) S j
n
, j+1
n
: g →
∫
Rp
g(x− v)γ 1nj
n
(x, v)dv.
Note that S j
n
, j+1
n
arrives in C(Tp) by the results of section 5: indeed, in that section we have proven that
γ
1
n
j
n
is a continuous function. Actually, proposition 5.2 implies that S j
n
,
j+1
n
is a bounded operator; we can
associate to it a co-cycle as we did with S∗j
n
, j+1
n
, with the only difference that S j
n
,
j+1
n
is going back in time:
we are bringing a final condition φ to φ−1
n
, φ−2
n
, etc...
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Also F ∗T,t has an adjoint, which is a co-cycle going back in time; namely, for −m ≤ T ≤ t ≤ 0 and u as
in lemma 5.3, we can define Ft,T g to be ψT , the solution at time T of
{
∂tψ = −(∆ψ − ∂xu · ∂xψ)
ψt(x) = g(x)
Thus, (6.12) is equivalent to
sup
t∈[T,−ǫ]
〈µ, S−s
n
,
[nt]
n
g − FT,tg〉 → 0 as n→ +∞
which in turn is implied by
sup
t∈[T,−ǫ]
||S−s
n
,
[nt]
n
g − FT,tg||∞ → 0 as n→ +∞. (6.13)
Let Bτ be the operator
Bτ :ψ → −(∆ψ − ∂xu(τ, ·) · ∂xψ).
Theorem 6.5 of section 1 of [7] (which holds in the autonomuos case, but is easy to adapt to our situation)
says that (6.13) holds if we have that (keeping track that the time is inverted)
|| − n[S j
n
, j+1
n
− Id]g −B j
n
g||C0(Tp) → 0 (6.14)
for every g ∈ C2(Tp) uniformly for j
n
∈ [−s
n
,−ǫ]. Thus, the theorem reduces to proving this formula. The
first equality below is the definition of S j
n
, j+1
n
.
n[S j
n
,
j+1
n
− Id]g = n
∫
Rp
[g(x− v)− g(x)]γ
1
n
j
n
(x, v)dv =
n
∫
L(n
−1
3 )
[g(x− v)− g(x)]γ
1
n
j
n
(x, v)dv+ (6.15)a
n
∫
R\L(n
−1
3 )
[g(x− v)− g(x)]γ
1
n
j
n
(x, v)dv. (6.15)b
By (6.4) and (6.5) of lemma 6.1 we get that
(6.15)b → 0. (6.16)
As for (6.15)a, we want to substitute γ
1
n
j
n
with the Gaussian given by lemma 6.1. Indeed, since g is continuous,
there is δn → 0 as n → +∞ such that the first inequality below holds; the second one follows by (6.2) and
(6.3), while the last one follows from the fact that the Gaussian has integral one.
∣∣∣∣∣
∫
L(n
−1
3 )
[g(x− v)− g(x)] ·
[
N(β j
n
(x),
1
n
Q j
n
(x))(v) − γ
1
n
j
n
(x, v)
]
dv
∣∣∣∣∣ ≤
δn
∫
L(n
−1
3 )
∣∣∣∣N(β jn (x), 1nQ jn (x))(v) − γ
1
n
j
n
(x, v)
∣∣∣∣ dv ≤
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δn
∫
L(n
−1
3 )
N(β j
n
(x),
1
n
Q j
n
(x))(v) · [e 1nD4( jn ) − 1]dv ≤ δn 1
n
D15
(
j
n
)
.
We multiply by n and arrange the terms in a different way.
n
∫
L(n
−1
3 )
[g(x− v)− g(x)]N
(
β j
n
(x),
1
n
Q j
n
(x)
)
(v)dv − δnD15
(
j
n
)
≤
n
∫
L(n
−1
3 )
[g(x− v)− g(x)]γ
1
n
j (x, v)dv ≤
n
∫
L(n
−1
3 )
[g(x− v)− g(x)]N
(
β j
n
(x),
1
n
Q j
n
(x)
)
(v)dv + δnD15
(
j
n
)
.
By (6.1) and lemma 5.3, if j
n
→ t, then nβ j
n
(x) → ∂xu(t, x); on the other hand, Q j
n
→ Id by (5.12). Since
g ∈ C2(Tp), this implies in a standard way that the two integrals on the left and on the right of the formula
above converge to ∆u− ∂xu · ∂xg; thus,
(6.15)a → ∆g − ∂xu · ∂xg.
Now (6.14) follows from (6.15), (6.16) and the last formula.
\\\
This immediately calls for a definition.
Definition. Let µs be a limit as in proposition 6.2; in particular, it satisfies µT = µ. Then we say that µs
is a limit minimal characteristic starting at (T, µ).
Proposition 6.3. Let T ∈ [−m, 0) and let s be the maximal integer such that T ≤ −s
n
. Let {µ
1
n
j
n
}j be a
minimal {γ
1
n
j
n
}j-sequence starting at (−sn , µ). Let f
1
n
t be defined by (5.4); then, there is f0 ∈ L∞(Tp) such
that the following holds.
Up to subsequences, f
1
n
t converges to a function u which satisfies (HJ)0,µ¯,f0 , where µ¯t is a limit minimal
characteristic. The convergence is in C([T,−ǫ], C2(Tp)) for all ǫ ∈ (0, T ).
Proof. Step 1. In this step, we want to reduce to the situation of [14], i. e. to a problem where neither
the potential nor the final condition depend on n.
As in proposition 6.2, we can interpolate the measures {µ 1nj
n
}j by a curve of measures µ
1
n
t . Taking
subsequences, we can suppose that f
1
n
t → u (lemma 5.3) and that µ
1
n
t → µ (proposition 6.2). By point
ii) of the definition of differentiability on densities, we can further refine our subsequence in order to have
e−f
1
n
0 ⇀ e−f0 in L1(Tp).
For µ
1
n
t and its limit µ¯t, we define as above
P
1
n (t, x) = V (t, x) +Wµ
1
n
t (x), P¯ (t, x) = V (t, x) +W µ¯t(x).
Note that the function P¯ does not depend on n, since it is defined in terms of µ¯t which does not depend on
n.
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Since the curve of measures µ
1
n
t converges uniformly to µ¯t on [T,−ǫ] for all ǫ > 0, by the definition of
W
1
2µ
1
n
t we have that
sup
j
n
∈[T,−ǫ]
||P 1n ( j
n
, ·)− P¯ ( j
n
, ·)||C4(Tp) ≤ δn (6.17)
with δn → 0 as n → +∞. We defined {f
1
n
j
n
}j as the linearized cost for the problem with final condition
f
1
n
0 = U
′(µ
1
n
0 ) and potential P
1
n ; we let {f¯
1
n
j
n
}j be the linearized cost for the problem with final condition f0
and potential P¯ .
Since neither the potential nor the final condition for f¯
1
n
t depend on n, we are exactly in the case of
[14]; by theorem 29 of [14], f¯
1
n
t converges to a solution of (HJ)0,ρ¯,f0 as n → +∞; thus, it suffices to show
that, for all ǫ > 0,
sup
j
n
∈[T,−ǫ]
||f
1
n
j
n
− f¯
1
n
j
n
||C2(Tp) → 0 as n→ +∞. (6.18)
Step 2. Here we show that the Feynman-Kac formula (5.9) implies (6.18).
We define P j
n
as in formula (5.7); we define P¯ j
n
analogously, but for the potential P¯ . We set
c j
n
(x, y): = N(0,
|j|
n
Id)(x − y)E0,0
[
P j
n
(x− ax−y( j
n
)− w˜( j
n
), . . . , x− ax−y(− 1
n
)− w˜(− 1
n
))
]
and
c¯ j
n
(x, y): = N(0,
|j|
n
Id)(x− y)E0,0
[
P¯ j
n
(x− ax−y( j
n
)− w˜( j
n
), . . . , x− ax−y(− 1
n
)− w˜(− 1
n
))
]
.
By (5.9) we get
e
−f
1
n
j
n
(x)
=
∫
Rp
c j
n
(x, y)e−f
1
n
0 (y)dy and e
−f¯
1
n
j
n
(x)
=
∫
Rp
c¯ j
n
(x, y)e−f0(y)dy.
Now, by the triangle inequality,
||e
−f
1
n
j
n − e
−f¯
1
n
j
n ||C2(Tp) ≤
∫
Rp
||c¯ j
n
(·, y)− c j
n
(·, y)||C2(Rp)e−f0(y)dy+
∣∣∣∣
∣∣∣∣
∫
Rp
c j
n
(·, y)[e−f0(y) − e−f
1
n
0 (y)]dy
∣∣∣∣
∣∣∣∣
C2(Rp)
.
Thus, (6.18) follows if we prove that
sup
−m≤ j
n
≤−ǫ
∣∣∣∣
∣∣∣∣
∫
Rp
c j
n
(·, y)[e−f0(y) − e−f
1
n
0 (y)]dy
∣∣∣∣
∣∣∣∣
C2(Rp)
→ 0 as n→ +∞ (6.19)
and (recalling that f0 is bounded by the definition of differentiability on densities)
sup
−m≤ j
n
≤−ǫ
∫
Rp
||c j
n
(·, y)− c¯ j
n
(·, y)||C2(Rp)dy → 0 as n→ +∞. (6.20)
We begin with (6.19). For L(a) defined as in lemma 6.1, we see that, by the periodicity of f0 and f
1
n
0 ,∫
Rp
c j
n
(x, y)[e−f0(y) − e−f
1
n
0 (y)]dy =
∫
L( 12 )
[∑
k∈Zp
c j
n
(x, y + k)
]
· [e−f0(y) − e−f
1
n
0 (y)]dy.
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Since we saw at the beginning of the proof that e−f
1
n
0 ⇀ e−f0 in L1(Tp), (6.19) follows if we prove that the
set of function of y
{∑
k∈Zp
∂lxc j
n
(x, y + k) : x ∈ Tp, −m ≤ j
n
≤ −ǫ, 0 ≤ l ≤ 2, x ∈ Tp
}
is relatively compact in L∞(L(12 )); since c jn is the product of a Gaussian with variance greater than ǫ and
a periodic function bounded in C4, this follows easily by Ascoli-Arzela`.
We prove (6.20). We recall that, by the definition of c j
n
, c¯ j
n
and (5.7),
c j
n
(x, y)− c¯ j
n
(x, y) = N
(
0,
|j|
n
Id
)
(x− y)·
E0,0

exp

 1
n
·
0∑
r=j
P r+1
n
(
x− ax,y
( r
n
)
+ w˜
( r
n
))− exp

 1
n
·
0∑
r=j
P¯ r+1
n
(
x− ax,y
( r
n
)
+ w˜
( r
n
))

 .
The first term in the product above is a Gaussian, which is bounded in C2 if |j|
n
≥ ǫ; as for the second one,
it is easy to see that it tends to zero by (6.17). This implies (6.20).
\\\
End of the proof of theorem 1. By proposition 6.3, the limit u of the linearized value functions satisfies
(HJ)0,µ,f0 , while the limit minimal characteristic satisfies (FP )−m,−∂xu,µ by proposition 6.2; thus, the only
things we have to prove are (1) and the semigroup property of Λm. As for the latter, it follows in a standard
way from (1) (see for instance theorem 4 of [4]); thus, we shall skip its proof.
We prove 1). Let µt be a limit minimal characteristic starting at (T, µ); let us call ρt its density (µt
has a density since the drift −∂xu is regular by proposition 5.2 ) and let u be the solution of the associated
Hamilton-Jacobi equation; let us define the drift Y as Y = −∂xu. Proposition 6.2 implies that µt is the
push-forward of the Wiener measure by the map :ω → ξ(t)(ω), where ξ solves the stochastic differential
equation {
dξ(t) = Y (t, ξ(s))dt + dw(t) t ∈ [T, 0]
ξ(T ) = X
and X has distribution µ. This implies that
inf{Ew
∫ 0
T
L
1
2ρ
c (t, ξ(t), Y (t, ξ(t)))dt + U(ρ(0)Lp)} ≤ U(T, µ)
where Ew denotes expectation with respect to the Wiener measure. We must prove the opposite inequality.
Let Y be a Lipschitz drift, and let γ
1
n
j
n
(x, ·) be the law of ξ( j+1
n
)− x, where ξ solves


dξ(t) = Y (t, ξ(t)) + dw(t)
ξ(
j
n
) = x.
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Now we consider a {γ j
n
}j-sequence {µ j
n
}j starting at ( sn , µ); by lemma 3.1, we have that
−1∑
j=s
∫
Tp×Rp
[
1
n
L
1
2µ j
n
c (t, x, nv) + log γ j
n
(x, v)
]
γ j
n
(x, v)dµ j
n
dv + U(µ0) ≥ Uˆ( j
n
, µ).
It is easy to see that, if we let n→ +∞, the left hand side converges to
Ew
∫ 0
t
Lc(t, ξ(t), Y (t, ξ(t)))dt + U(ρ(0)Lp).
From this, the opposite inequality follows.
\\\
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