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Abstract
We study the flatness for the moment map associated to the cotangent bundle of the space of
representations of a quiver Q. If the associated moment map of a root is flat, then we call the root a
flat root. We first study the flat roots in the fundamental set of a quiver Q. Then we give an explicit
description of all the flat roots of Q. This description is obtained by using the natural class of (−1)-
reflections, which are introduced in this paper. We also show that there are only a finite number of
flat roots in each orbit under the Weyl-group of the quiver Q.
 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We study the flatness for the moment map µd associated to the cotangent bundle of the
space Rep(Q,d) of representations of a quiver Q. The study of the moment map goes back
to Kronheimer who uses this moment map in his study of Kleinian singularities and their
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groups. Lusztig and Kashiwara use the properties of the moment map in the construction
of the canonical basis and the crystal basis, in [5,8], respectively, for the negative part of
a quantum group. In [1–3] Crawley-Boevey does important work on the geometry of the
moment map. In particular he studies the flatness of the moment map in [1]. The main aim
of this paper is to give clear and complete description of when the moment map is flat.
By Lemma 4.5 in [1] we know that d is a Schur root if µd is flat, so we call d a flat root
if µd is flat. The first step in understanding the flatness is to understand the flat roots in the
fundamental set F of a quiver Q.
Theorem 1.1. Let d be a root in the fundamental set F of a quiver Q. Then the moment
map µd is flat if and only if d is not in the form of mδ, where m 2 and δ is in F minimal
with q(δ) = 0.
Note that a simple root of a quiver is always flat. Using a special class of reflections in
the Weyl group of Q, which we call (−1)-reflections, and Theorem 1.1 we are able to give
a complete description of the flat roots of a quiver Q. The definition of (−1)-reflection
and (−1)-equivalence in the following will be given in Section 2. We say that a flat root is
fundamental if it is a simple root or a flat root in the fundamental set F .
Theorem 1.2. Let d be a root of Q which is not fundamental. Then the moment map µd is
flat if and only if d is (−1)-equivalent to a fundamental flat root. In this case d is indivisible.
Theorems 1.1 and 1.2 give an effective algorithm for checking if the associated moment
map of a given root is flat. By Theorem 1.2 it is not difficult to determine all the flat roots
which are (−1)-equivalent to a given flat root. Moreover, we show that the (−1)-equivalent
class of a flat root, Wf (d) = {σ(d) | σ ∈ the Weyl groupW of Q and σ(d) is flat}, is a
finite set.
Theorem 1.3. Let d be a fundamental flat root of Q. Then the (−1)-equivalent classWf (d)
of d is a finite set.
We arrange the content of this paper as follows. In Section 2 we recall basic defini-
tions, results and notation. In Section 3 we give some examples on flat roots and prove
several properties of them. In Section 4 we prove Theorem 1.1. In Section 5 we consider
the MWR-decomposition and further properties of flat roots. In Section 6 we prove another
combinatorial characterization of the flatness. We give the proof of Theorem 1.2 in Sec-
tion 7. Finally in Section 8 we prove Theorem 1.3, that is, we can only use finitely many
times of (−1)-reflections on a flat root.
2. Background
2.1. Representation varieties of quivers and the moment map
Let k be an algebraically closed field. Let Q = (Q0,Q1, s, t) be a quiver, where Q0
is the set of vertices, Q1 is the set of arrows and s and t are two maps Q1 → Q0 with
X. Su / Journal of Algebra 298 (2006) 105–119 107s(α) the starting vertex of α and t (α) the terminating vertex of α for any arrow α in Q1.
By forgetting the orientation of a quiver we get a graph. We still use Q, Q0 and Q1 to
denote the graph, the set of vertices and the set of edges, respectively. We consider finite
quivers and if we do not say otherwise Q is connected. Suppose Q0 = {1, . . . , n}. Given a
dimension vector d = (di)i∈Q0 ∈ Nn, where n is the number of vertices of Q, we denote
by Rep(Q,d) the space of representations of Q, given by
Rep(Q,d) =
∏
α∈Q1
Hom
(
kds(α) ,kdt(α)
)
.
So Rep(Q,d) parameterizes the representations of Q with dimension vector d. We do not
distinguish a point in Rep(Q,d) from the associated representation of Q. We have a natural
action of Gl(d) =∏i∈Q0 Gl(di) on Rep(Q,d) by conjugation,
(g · M)α = gt(α)Mαg−1s(α).
There is a one-to-one correspondence between the Gl(d)-orbits in Rep(Q,d) and the iso-
morphism classes of representations of Q with dimension vector d.
We denote by Q¯ the double of Q, obtained by adjoining a reverse arrow α∗ : j → i
for each arrow α : i → j in Q. Given a dimension vector d, the representations of Q¯ with
dimension vector d are parameterized by
Rep(Q¯,d) =
∏
α∈Q1
Hom
(
kds(α) ,kdt(α)
)× Hom(kdt(α) ,kds(α)).
There is an identification of the cotangent bundle T∗ Rep(Q,d) of Rep(Q,d) with
Rep(Q¯,d). We recall the moment map µd : Rep(Q¯,d) → End(d)0 (see [1]), defined by
µd(x)i =
∑
α∈Q1
t (α)=i
xαxα∗ −
∑
α∈Q1
s(α)=i
xα∗xα,
where End(d)0 = {(θi)i∈Q0 ∈
∏
i∈Q0 Hom(k
di ,kdi ) |∑i∈Q0 tr(θi) = 0}.
2.2. Root system
We denote the Tits form of Q by q(d), given by q(d) =∑i∈Q0 d2i −∑α∈Q1 ds(α)dt (α).
Let p(d) = 1 − q(d). By Theorem 1 in [4] we know that for a root d, p(d) describes the
number of parameters of the indecomposable representations in the representation variety
Rep(Q,d). By 〈 , 〉 we denote the Ringel form of Q defined by 〈d, c〉 = ∑i∈Q0 dici −∑
α∈Q1 ds(α)ct (α). By ( , ) we denote the symmetric bilinear form of Q defined by (d, c) =
〈d, c〉 + 〈c,d〉. Note that we have q(d) = 12 (d,d). By d · d we mean the scalar product∑
i∈Q0 d
2
i .
Given a dimension vector d, we denote by supp(d) the support of d, which is the full
subgraph of Q with the set of vertices supp(d)0 = {i ∈ Q0 | di = 0}. We denote by ei
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no loops at i. Associated to each fundamental simple root ei , we define a fundamental
reflection σi(d) = d − (d, ei )ei . We denote by W the Weyl group of Q, generated by all
the fundamental reflections. We say that two vectors d and c are W-equivalent if there is
an element σ ∈W such that d = σ(c). Let F = {d ∈ Nn | (d, ei ) 0 for any simple root
ei of Q and supp(d) is connected} be the fundamental set of Q. We recall the root system
of Q (see [4]). A vector d is called a real root of Q if d is W-equivalent to a fundamental
simple root. A vector d is called an imaginary root if d isW-equivalent to a root in F or to
the negative of a root in F . A root d is always either positive, that is each di  0 and d = 0,
or d is negative, that is −d is positive. Note that the bilinear form (, ) of Q isW-invariant.
So we have q(d) = 1 if d is a real root and q(d) 0 if d is an imaginary root.
2.3. (−1)-reflection and (−1)-equivalence
We say that σi is a (−1)-reflection of d if (d, ei ) = −1. In this case σi(d) = d + ei . We
say that a dimension vector a is (−1)-equivalent to a dimension vector b if there exists an
element σ = σir · · ·σi1 ∈W such that a = σ(b) and (b, ei1) = (σis−1 · · ·σi1(b), eis ) = −1
for 1 < s  r . That is, a can be obtained from b by a sequence of (−1)-reflections.
2.4. A combinatorial characterization of the flatness for the moment map
In [1] Crawley-Boevey gives the following combinatorial characterization of the flatness
for the moment map µd.
Theorem 2.1. If d ∈ Nn, then the following are equivalent.
(1) µd is a flat morphism.
(2) µ−1d (0) has dimension d · d − 1 + 2p(d).
(3) p(d)∑rt=1 p(dt ) for any decomposition d = d1 + · · · + dr with di positive roots.
(4) p(d)∑rt=1 p(dt ) for any decomposition d = d1 + · · · + dr with di ∈ Nn non-zero.
3. Examples and properties of flat roots
In this section we study properties of flat roots.
3.1. Examples and basic properties of flat roots
Example 3.1. A dimension vector d of a Dynkin quiver is flat if and only if d is a positive
root.
Example 3.2. Let Q be a euclidean quiver. Let δ be the minimal positive root of Q with
q(δ) = 0. Then a positive imaginary root d is flat if and only if d = δ. A real root d is flat
if and only if d  δ. So there are only few flat roots of Q. For example if Q is of type
A˜n−1(n 1) then there are n2 − n + 1 flat roots.
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It is easy to see that d1 = (8,4,4,4,4,1) and d2 = (8,4,4,4,4,2) are flat roots in F .
Moreover, we have q(d1) = −3 and q(d2) = −4. We denote by σi the fundamental reflec-
tion associated to vertex i for 0 i  5. By Theorem 2.1 we can check that d3 = σ4(d1) =
(8,4,4,4,5,1) is a flat root. Moreover, d3 is not in F . Let d4 = σ5(d1) = (8,4,4,4,4,3).
Then d4 > d2 and q(d4) = q(d1) = −3 > q(d2). Therefore d4 is not a flat root.
We have the following properties of flat roots.
Proposition 3.4. If d is a real flat root of a graph Q, then d > c for any root c ∈F .
Proof. The proof follows directly from Theorem 2.1. 
A root d is called a tame root (see [9]) of supp(d) if for any positive subroot d′ of d we
have q(d′)  0 and it is called a discrete tame root if for any positive subroot d′ of d we
have q(d′) = 1. The following two results show the relation between flat roots and tame
roots.
Corollary 3.5. If d is a real flat root of a graph Q, then d is a discrete tame root of supp(d).
Therefore there are only finitely many real flat roots.
Proof. The proof follows from Proposition 3.4 and Theorems 4.4 and 6.1 in [9]. 
Proposition 3.6. If d is a flat root with q(d) = 0, then d is a tame root of supp(d).
Proof. Let d be flat with q(d) = 0. Then by Theorem 2.1 we have q(d′)  0 for any
positive subroot d′ of d. Therefore d is a tame root. 
The following result follows directly from Theorem 1.2, but here we give a direct and
easy proof.
Proposition 3.7. Let d and σ(d) be flat roots of a quiver Q. Suppose that d is in the
fundamental set F and (d, ei )  −2, where ei is the simple root associated to vertex i.
Then σ(d)i = di .
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Assume that σ(d)i > di . Then σ(d)  d + ei . Since (d, ei )  −2, we have q(d + ei ) <
q(d) = q(σ (d)), by Theorem 2.1 which contradicts with σ(d) being flat. This finishes the
proof. 
The following two results give properties of roots in F . In particular they hold for flat
roots in F .
Proposition 3.8. Let a and b be roots in F with a < b. Then q(b)  q(a). Moreover,
q(a) = q(b) if and only if a = xδ and b = yδ with x < y, where δ ∈ F minimal with
q(δ) = 0.
Proof. We have q(b) = q(a) + (a,b − a) + q(b − a). If q(b) = 0, then b = tδ for some
t ∈ N and some δ ∈F minimal with q(δ) = 0 and so the result is clear. We may now assume
that q(b) < 0. By Lemma 8.2 in [1] we have (a,b−a) < 0. So if q(b−a) 0, then clearly
q(b) < q(a). Assume that q(b − a) > 0. Since b ∈ F , for any vertex i ∈ supp(b − a)0 we
have 0 (b, ei ) = (a, ei ) + (b − a, ei ) and so (a, ei )−(b − a, ei ). Hence
(a,b − a) =
∑
i∈supp(b−a)0
(bi − ai)(a, ei )

∑
i∈supp(b−a)0
(−(bi − ai)(b − a, ei ))
= −(b − a,b − a).
Therefore q(b) q(a) − q(b − a) < q(a). This finishes the proof. 
Lemma 3.9. Let di be in the fundamental set F for 1  i  m. Then q(∑mi=1 di ) ∑m
i=1 q(di ). Moreover, the equality holds if and only if whenever supp(di + dj ) is con-
nected, where i = j , then supp(di ) = supp(dj ) is a euclidean subgraph and di = xiδ and
dj = xj δ for some xi, xj ∈ N and δ ∈F minimal with q(δ) = 0.
Proof. The first statement is obvious. We prove the second statement. Suppose that we
have the equality. We consider firstly the case when m = 2. If supp(d1 + d2) is not con-
nected, then the result is trivial. Suppose that supp(d1 +d2) is connected, then d1 +d2 ∈F .
We have (d1,d2) = 0. We claim that supp(d1) = supp(d2). Indeed if not, either there ex-
ists a vertex i ∈ supp(d1)\ supp(d2) and i is adjacent to a vertex j ∈ supp(d2), or the
opposite. So (d1,d2) < 0, which is a contradiction. So we have (d1, ej ) = (d2, ej ) = 0 for
any j ∈ supp(d1). Therefore the result follows. The general case follows from induction
on m. The converse is obvious. 
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We denote by Σ the set of positive roots with the property that p(d) >
∑r
t=1 p(dt ) for
any decomposition d = d1 + · · · + dr as a sum of proper positive subroots of d. Note that
a real root d is in Σ if and only if d is a fundamental simple root and that if an imaginary
root d is in Σ , then d is in the fundamental set F .
Before giving the proof of Theorem 1.1 we recall a theorem on the classification of roots
in F\Σ . This theorem is a special case of the original theorem in [1].
Theorem 4.1. Let Q be a graph with its fundamental set F . Suppose d is a root in F\Σ .
Then one of the following cases holds.
(I) supp(d) is euclidean with the minimal positive imaginary root δ and d = mδ with
m 2.
(II) supp(d)0 is a disjoint union J0 ∪ K0, there is a unique arrow with one end in J and
the other in K , with the connecting vertices j ∈ J and k ∈ K and dj = dk = 1.
(III) supp(d)0 is a disjoint union J0 ∪ K0, there is a unique arrow with one end in J and
the other in K , with the connecting vertices j ∈ J and k ∈ K , dj = 1. Moreover, K is
euclidean with the minimal positive imaginary root δ and δk = 1 and the restriction
of d to K is a multiple mδ with m 2.
From now on if we mention a root of type (II) or type (III), we refer to the classification
in Theorem 4.1. Let J be a subgraph of Q and let d be a dimension vector, denote by d|J
the dimension vector
∑
i∈J0 diei . We say that d = d1 + · · · + ds is a Σ -decomposition of
d if each di ∈ Σ . We need the following preparation to prove Theorem 1.2.
Proposition 4.2. Using the same notation as in Theorem 4.1, we have the following:
(1) If d is of type (II), then d is flat if and only if both d|J and d|K are flat.
(2) If d is of type (III), then d is flat if and only if d|J is flat.
Proof. (1) Set a = d|J and b = d|K . Since dj = dk = 1, we have p(d) = p(a) + p(b).
Suppose that d is flat. We assume that a is not flat. By Theorem 2.1 there is a decom-
position a =∑ri=1 ai as a sum of positive subvectors of a, such that p(a) <∑ri=1 p(ai ).
Therefore p(d) <
∑r
i=1 p(ai ) + p(b), which is a contradiction. So a is flat. Similarly we
have that b is flat. Conversely we suppose that both a and b are flat. We need to show
that p(d) 
∑r
i=1 p(di ) for any decomposition d =
∑r
i=1 di as a sum of positive roots.
By the discussion following Example 1.3 in [2], we may assume that d = ∑ri=1 di is
a Σ -decomposition of d. By Theorem 4.1 we have either supp(di ) ⊆ J or supp(di ) ⊆
K for each i. So we have a = ∑supp(di )⊆J di , b = ∑supp(di )⊆K di and ∑ri=1 p(di ) =∑
supp(di )⊆J p(di )+
∑
supp(di )⊆K p(di ). Therefore
∑r
i=1 p(di ) p(a)+p(b) = p(d) and
so d is flat.
(2) Let a = d|J . We have p(d) = p(a) + m. Suppose that d is flat. Let a =∑ri=1 ai be
a decomposition of a as a sum of positive roots. We know that
∑r
i=1 ai + δ + · · · + δ︸ ︷︷ ︸ ism
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∑r
i=1 p(ai ) + p(δ) + · · · + p(δ) p(d) = p(a) + m. Therefore∑r
i=1 p(ai ) p(a) and so a is flat. Conversely suppose that a is flat. Let d =
∑r
i=1 di be
a decomposition of d as a sum of positive subroots of d. By the same argument as in (1)
we may assume that d1 + · · · + dr is a Σ -decomposition of d. By Theorem 4.1 we have
either supp(di ) ⊆ J or supp(di ) ⊆ supp(δ) for each i. So we have a = ∑supp(di )⊆J di ,
mδ =∑supp(di )⊆supp(δ) di and ∑ri=1 p(di ) =∑supp(di )⊆J p(di ) +∑supp(di )⊆supp(δ) p(di ).
For any di with supp(di ) ⊆ supp(δ) we have p(di )  1. So ∑supp(di )⊆supp(δ) p(di )  m.
Therefore
∑r
i=1 p(di ) p(a) + m = p(d) and so d is flat. This finishes the proof. 
Definition 4.3.
(1) A root d is of type (II′), if d is of the following form.


J ′
.
j ′ jl
. . . . .
j2
.
j1
.
k′

K ′
where j ′ ∈ J ′0, k′ ∈ K ′0, dj ′ = dk′ = dji = 1 for 1 i  l. Here supp(d)0 is a disjoint
union of J ′0 ∪ K ′0 ∪ {ji}li=1 and supp(d)1 is a disjoint union of J ′1 ∪ K ′1 ∪ L1, where L
is the full subgraph of type Al+2 with L0 = {j ′, k′} ∪ {ji}li=1.
(2) A root d is of type (III′), if d is of the following form.


J ′
.
j ′ jl
. . . . .
j2
.
j1
.
k′

K ′
where j ′ ∈ J ′0, k′ ∈ K ′0, d|K ′ = mδ for some m 2 and δ ∈F minimal with q(δ) = 0,
dj ′ = δk′ = dji = 1 for 1 i  l. Here supp(d)0 is a disjoint union of J ′0 ∪K ′0 ∪{ji}li=1
and supp(d)1 is a disjoint union of J ′1 ∪ K ′1 ∪ L1, where L is the full subgraph of type
Al+2 with L0 = {j ′, k′} ∪ {ji}li=1.
Note that type (II′) and (III′) are special cases of type (II) and (III), respectively. We
have the following results on roots of type (II′) or (III′).
Lemma 4.4. We use the same notation as in Definition 4.3. Let d be a root. Then the
following hold:
(1) If d is of type (II′), then p(d) = p(d|J ′) + p(d|K ′).
(2) If d is of type (III′), then p(d) = p(d|J ′) + m.
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Proposition 4.5. We use the same notation as in Definition 4.3. Let d be a root. Then the
following hold:
(1) Suppose d is of type (II′), then d is flat if and only if both d|J ′ and d|K ′ are flat.
(2) Suppose d is of type (III′), then d is flat if and only if d|J ′ is flat.
Proof. The proof follows directly from Proposition 4.2 and the fact that any positive root
of a Dynkin graph of type A is flat. 
Proposition 4.6. Use the same notation as in Theorem 4.1 and Definition 4.3. We have the
following:
(1) Let d be a root of type (II). Then d is of type (II′) with d|J ′ and d|K ′ in F . Moreover,
J ′1 and K ′1 are non-empty.
(2) Let d be a root of type (III). Then d is of type (III′) with d|J ′ ∈ F . Moreover, J ′1 is
non-empty.
Proof. The proof of (2) is similar with the proof of (1). We give only the proof of (1). We
have supp(d) as follows.


J
.
j
.
k

K
where dj = dk = 1. Since d ∈ F , we have (d, ej )  0. So ∑l∈J0 ajldl  1, where ajl
is the number of edges connecting vertex j and vertex l. If both d|J and d|K are in F ,
then the proof is done. Now suppose that d|J is not in F . Denote by (, )J the symmetric
bilinear form of J defined in Section 1. We have (d|J , ei )J = (d, ei ) 0 for any i ∈ J0\{j}
and supp(d|J ) is connected. Since d|J is not in F , we have (d|J , ej )J > 0. Therefore
(d|J , ej )J = −∑l∈J0 ajldl +2 = 1. This means there is only one vertex j1 in J0 connected
to j . Moreover, it is simply connected to j and dj1 = 1. If d|K is not in F , similarly we
have that there is only one vertex k1 in K0 connected to k. Moreover, it is simply connected
to k and dk1 = 1. Now by induction on the size of J and K we get that d must be of type
(II′) with d|J ′ and d|K ′ in F .
Since d is in F , we know that J ′1 and K ′1 are non-empty. If not, then either (d, ej ′) > 0
or (d, ek′) > 0, which is a contradiction. This finishes the proof. 
Now we can give the proof of Theorem 1.1 as follows.
Proof of Theorem 1.1. It is easy to see that for a root mδ, where m ∈ N and δ ∈F minimal
with q(δ) = 0, is flat if and only if m = 1. Therefore by the definition of Σ and Theorem 4.1
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type (II) or (III). By Proposition 4.6 we know that d is one of the following cases:
(i) d is of type (II′) with d|J ′ ∈F and d|K ′ ∈F .
(ii) d is of type (III′) with d|J ′ ∈F .
Moreover, |J ′0| 1 and in case (i) |K ′0| 1 as well. First we assume that |J ′0| = 1 and in
case (i) |K ′0| = 1 as well. Then there is at least one loop at j ′ and at least one loop at k′ for
case (i). Hence d|J ′ ∈ Σ and for case (i) d|′K ∈ Σ as well. Thus d is flat. Now we consider|J ′0| and |K ′0| arbitrary. By Proposition 4.5 we have that d is flat if both d|J ′ and d|K ′ are in
Σ in case (i) or if d|J ′ is in Σ in case (ii). Now we assume that d|J ′ is not in Σ . We know
that d|J ′ cannot be of form mδ with m  2, since dj ′ = 1. So d|J ′ is either of case (i) or
(ii) again. Then by induction on the size of J ′ we know that d|J ′ is flat. Similarly, we have
d|K ′ is flat when d|K ′ is not in Σ in case (i). By Proposition 4.5 the proof is done. 
Remark 4.7. (1) We can reformulate Theorem 1.1 as follows.
Theorem 1.1′. Let d be a root in the fundamental set F of Q. Then there exists a
decomposition d = ∑ri=1 di of d as a sum of non-zero dimension vectors such that
q(d) 
∑r
i=1 q(di ) − (r − 2) if and only if d = mδ for some m  2 and some δ in F
minimal with q(δ) = 0.
This is a stronger version of Lemma 2 in Section 3 in [6] by Kraft and Riedtmann.
(2) Ch. Riedtmann showed us a direct proof of Theorem 1.1′, using the same method as
that in their proof of Lemma 2 in Section 3 in [6]. However we will not give her proof in
this paper, since our proof follows from other considerations.
5. The MWR-decomposition and further properties of flat roots
Theorem 1.2 in [2] says that for any dimension vector d there exists a Σ -decomposition
d = d1 + · · · + ds , such that any other Σ -decomposition of d is a refinement of this de-
composition. This decomposition induces a nice decomposition of Marsden–Weinstein
reductions for representations of quivers. Note that this decomposition is unique and we
call it the MWR-decomposition of d. For simplicity, we allow that zero appears in the
MWR-decomposition of a dimension vector. In this case the uniqueness is only up to re-
moving all the zero terms. By the discussion following Example 1.3 in [2], we have the
following result.
Proposition 5.1. Let d1 + · · · + dr be the MWR-decomposition of d. Then ∑ri=1 p(di )

∑s
i=1 p(ai ), where a1 + · · ·+ as is an arbitrary decomposition of d as a sum of positive
roots.
In the following we will give the MWR-decomposition of any flat root. We need a
lemma.
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be the MWR-decomposition of d with ai ∈ F ∩ Σ for 1  i  s and ai simple for s <
i  t . Suppose σ(d) is a flat root, where σ is an element in the Weyl group of Q. Then
σ(d) − (a1 + · · · + as)  a for any a ∈F .
Proof. Suppose σ(d)  (a1 + · · · + as) + a for some a ∈ F . Let xi = (σ (d) − a −
(a1 + · · · + as))i and let b1 + · · · + bm be the MWR-decomposition of a. We write
σ(d) = a1 + · · · + as + b1 + · · · + bm + e1 + · · · + e1︸ ︷︷ ︸
x1
+· · · + en + · · · + en︸ ︷︷ ︸
xn
, which is a Σ -
decomposition of σ(d). Moreover,
∑s
i=1 p(ai )+
∑m
i=1 p(bi ) p(d)+p(a) p(d)+1 >
p(d) = p(σ(d)), which contradicts with σ(d) being flat. This finishes the proof. 
As a corollary we have the following result.
Corollary 5.3. We use the same notation as in Lemma 5.2. Then σ(d) − d  a for any
a ∈F .
Proposition 5.4. We use the same notation as in Theorem 4.1. Let d be a flat root of Q.
Then the following holds:
(1) If q(d) = 1, then e1 + · · · + e1︸ ︷︷ ︸
d1
+· · · + en + · · · + en︸ ︷︷ ︸
dn
is the MWR-decomposition of d.
(2) If d ∈ Σ , then d itself is the MWR-decomposition of d.
(3) Suppose d is of type (II) or type (III). Let a1 + · · ·+ as and b1 + · · ·+ bt be the MWR-
decomposition of d|J and d|K , respectively. Then a1 + · · · + as + b1 + · · · + bt is the
MWR-decomposition of d.
(4) Suppose d is a root in the fundamental set F of Q and σ is an element in the Weyl
group of Q such that σ(d) is flat. Let a1 + · · · + as be the MWR-decomposition of d.
Then a1 + · · · + as + e1 + · · · + e1︸ ︷︷ ︸
(σ (d)−d)i
+· · · + en + · · · + en︸ ︷︷ ︸
(σ (d)−d)n
is the MWR-decomposition
of σ(d).
Proof. Parts (1) and (2) are trivial. Part (3) follows from Lemma 5.3, Lemma 5.4
in [2] and Theorem 1.2 in [1]. We prove part (4). Let σ(d) = d1 + · · · + dr be the
MWR-decomposition of σ(d). Suppose that a1 + · · · + as is the MWR-decomposition
of d. By Lemma 3.4 in [9] we may assume that σ(d) > d. Then a1 + · · · + as +
e1 + · · · + e1︸ ︷︷ ︸
(σ (d)−d)1
+· · · + en + · · · + en︸ ︷︷ ︸
(σ (d)−d)n
is a Σ -decomposition of σ(d). So there exist a par-
tition
⋃r
i=1 Ji of a1, . . . ,as and a partition
⋃r
i=1 Ki of e1, . . . , e1︸ ︷︷ ︸
(σ (d)−d)1
, . . . , en, . . . , en︸ ︷︷ ︸
(σ (d)−d)n
such
that di = ∑au∈Ji au + ∑eu∈Ki eu, where we allow that empty sets appear in the par-
titions. Since di ∈ Σ , we have p(di ) ∑aj∈Ji p(aj ), where the sum is zero if Ji is
empty. Moreover, the equality holds if and only if |Ji | + |Ki | = 1. Suppose that one of
the inequalities is strict. Then
∑r
p(di ) >
∑s
p(ai ). So by Proposition 5.1 we havei=1 i=1
116 X. Su / Journal of Algebra 298 (2006) 105–119p(σ(d)) =∑ri=1 p(di ) > p(d) = p(σ(d)), which is a contradiction. Therefore there are
no strict inequalities and so the MWR-decomposition of σ(d) is exactly as in the statement
of (4). This finishes the proof. 
Proposition 5.5. Suppose d is a flat root in the fundamental set F . Let d1 + · · · + ds be
the MWR-decomposition of d with di ∈ F ∩ Σ for 1 i  r and di simple for r < i  s.
Let C1, . . . ,Cm be the components of supp(d − (d1 + · · · + dr )). Then d − (d1 + · · · +
dr ) =∑mi=1 ci , where ci =∑j∈C0 ej . Moreover, each Ci is a tree and supp(d)\{j} for any
j ∈ (Ci)0 is disconnected.
Proof. The proof follows from Propositions 4.5, 4.6 and 5.4, and Theorem 4.1. 
6. A combinatorial characterization of the flatness of the moment map µd
In this section we prove a combinatorial characterization of the flatness for the moment
map µd.
Theorem 6.1. Let d be a fundamental flat root of Q. Let σ be an element in the Weyl group
of Q such that σ(d) is positive. Then the following are equivalent:
(i) σ(d) is flat.
(ii) σ(d) > a for any dimension vector a with q(a) < q(d).
(iii) σ(d) > a for any root a ∈F with q(a) < q(d).
This theorem implies that µd is flat if and only if for any subroot d′ of d, the number
of the parameters of indecomposable representations in Rep(Q,d′) cannot be bigger than
that of the indecomposables in Rep(Q,d).
Proof. By Theorem 2.1 we have that (1) implies (2) and automatically we have that (2)
implies (3). We prove that (3) implies (1).
If d is a simple real root, by (3) we know that any subroot of σ(d) is a real root, and
so the theorem follows. Now suppose that d is a flat root in the fundamental set of Q.
Let a1 + · · · + as + as+1 + · · · + at be the MWR-decomposition of d with ai ∈F ∩ Σ for
1 i  s and ai simple for s < i  t . We write σ(d) = a1 +· · ·+at +e1 + · · · + e1︸ ︷︷ ︸
(σ (d)−d)1
+· · ·+
en + · · · + en︸ ︷︷ ︸
(σ (d)−d)n
, which is a Σ -decomposition of σ(d). Let d1 + · · · + dm + dm+1 + · · · + dr
be the MWR-decomposition of σ(d) with di ∈ F ∩ Σ for 1  i  m and di simple for
m < i  r . By Lemma 3.4 in [9] we may assume that σ(d) > d. By Lemma 5.2 we know
that σ(d) −∑si=1 ai  a for any a ∈ F . So there exist a partition ⋃mi=1 Ji of a1, . . . ,as
with each Ji non-empty, a partition
⋃r
Li of as+1, . . . ,at and a partition
⋃r
Ki ofi=1 i=1
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(σ (d)−d)1
, . . . , en, . . . , en︸ ︷︷ ︸
(σ (d)−d)n
, such that di =∑al∈Ji al +∑al∈Li al +∑el∈Ki el for each 1
i m. So we have
∑m
i=1 di =
∑s
l=1 al +
∑m
i=1(
∑
al∈Li a
l +∑el∈Ki el).
(1) Suppose that supp(d) ⊆ supp(∑mi=1 di ). Since ∑si=1 ai ∑mi=1 di , by Proposi-
tion 5.5 we have that d 
∑m
i=1 di and so supp(
∑m
i=1 di ) is connected. Since each
di ∈ F for 1  i  m, we have (∑mi=1 di , ej )  0 for any j ∈ Q0. So ∑mi=1 di ∈ F . If∑m
i=1 di > d, then by Proposition 3.8 and Corollary 5.3 we have that q(
∑m
i=1 di ) < q(d),
which is a contradiction. So we have that
∑m
i=1 di = d. Clearly d1 + · · · + dm is a Σ -
decomposition of d. So we have that s = t = m, Li = Ki = ∅ and after reorder we have
di = ai for 1  i  m. Hence we have p(σ(d)) =∑ri=1 p(di ) and so by Proposition 5.1
we know that σ(d) is flat.
(2) Suppose that supp(d)  supp(∑mi=1 di ). Let S be the subgraph supp(d−∑si=1 ai )∩
supp(σ (d) −∑mi=1 di ). Let d′ =∑mi=1 di +∑i∈S0 ei . Then d′  σ(d). Since supp(d) ⊆
supp(σ (d)), we have supp(d−∑si=1 ai ) ⊆ supp(d′). Moreover, we have supp(∑si=1 ai ) ⊆
supp(
∑m
i=1 di ) ⊆ supp(d′). Therefore supp(d) ⊆ supp(d′) and so supp(d′) is connected.
By Proposition 5.5 we have d  d′. Clearly we have (d′, ei )  (
∑m
i=1 di , ei )  0 for any
i ∈ supp(∑mi=1 di ). If i ∈ supp(d′) and i /∈ supp(∑mi=1 di ), then i ∈ S0, d ′i = di = 1 and so
we have (d′, ei )  (d, ei )  0. So we have d′ ∈ F . By the hypothesis we must have that
q(d) = q(d′). Therefore by Proposition 3.8 and Corollary 5.3 we have d′ = d. Following a
similar argument as in (1) we have that σ(d) is flat. This finishes the proof. 
7. Proof of Theorem 1.2
We give the proof of Theorem 1.2 in this section. To prove this theorem, we need the
following proposition.
Proposition 7.1. Let d be a positive root of Q and let σi be a (−1)-reflection of d. Then
σi(d) is flat if and only if d is flat.
Proof. Clearly by the hypothesis we know that d is flat if σi(d) is flat. We prove the
converse. Since any positive root of Q is eitherW-equivalent to a fundamental simple root
or W-equivalent to a root in the fundamental set F of Q. We may assume that d = σ(d0)
for some σ in the Weyl group of Q and d0 is a fundamental flat root. Suppose that σi(d) is
not flat, by Theorem 6.1 there exists a root a in F such that a < σi(d) and q(a) < q(d0).
We have σi(d) = d + ei and σi(d) = a + e1 + · · · + e1︸ ︷︷ ︸
(σi (d)−a)1
+· · ·+ en + · · · + en︸ ︷︷ ︸
(σ (d)−a)n
. We claim that
(σi(d)−a)i = 0. If not, then we have d a, which contradicts with d being flat. Therefore
(σi(d) − a, ei )  0 and so (σi(d), ei ) = (a + (σi(d) − a), ei )  0. On the other hand, we
have (σi(d), ei ) = (d+ ei , ei ) = 1. This is impossible. Therefore by Theorem 6.1 we know
that σi(d) is flat. 
Proof of Theorem 1.2. Suppose that d is a flat root. We may assume that d is not a
fundamental flat root. We can find a sequence of reflections σi1, . . . , σir with r maximal
such that d′ = σir · · ·σi (d) > 0 and (d, ei ) = (σi · · ·σi (d), eis ) = 1 for 1 < s  r . By1 1 s−1 1
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suppose that d′ is not simple. We claim that (d′, ei ) 0 for any i ∈ supp(d′). That is d′ is
in the fundamental set F . If not, since r is maximal, there exists a vertex i0 ∈ supp(d′) such
that (d′, ei0) > 1. Since d′ is not simple, we have 0 < d′ − ei0 < d′ and q(d′ − ei0) < q(d′),
which by Theorem 6.1 is a contradiction. Therefore our claim holds. The converse follows
from Proposition 7.1. This finishes the proof of the first statement. We now prove the
second statement. We know that d is divisible if and only if d0 is divisible. Suppose that d0
is divisible, then there is a root c ∈F and x ∈ N such that d0 = xc. So for any i ∈ supp(d0)
we have either (d0, ei )−2 or (d0, ei ) = 0. Hence we cannot use any (−1)-reflection on
d0 and so the second statement follows. 
8. The proof of Theorem 1.3
We first need a lemma for the proof of this theorem.
Lemma 8.1. Let Q be a Dynkin graph which is not necessarily connected. Then there exists
λ > 0 such that q(d) > λ(max{di}i )2, where d ∈ N|Qo|.
The proof follows by checking case by case. It is not too difficult and so we skip the
details.
Proof of Theorem 1.3. If d is a fundamental simple root, then the result follows from
Corollary 3.5. So we only need to show that Of (d) is finite for d ∈ F . Now suppose that
d ∈F . If d is divisible, then by Proposition 3.7 and Theorem 1.2 there is only one element
in the flat orbit. We prove the general case as follows.
Let H = {c ∈ N|Q0| | 0  ci − di  6 for any i ∈ Q0}. Then there exist n0, m0 ∈ Z
such that (d, c − d)  m0 and q(c − d)  n0 for any c ∈ H . Let σ(d) ∈ Of (d) and let
xi = (σ (d) − d)i for each i. We let S(σ (d)) and T (σ (d)) be the two full subgraphs of Q
with S(σ (d))0 = {i ∈ Q0 | xi > 6} and T (σ (d))0 = {i ∈ Q0 | xi  6}, respectively. Then
T (σ (d))∩ S(σ (d)) = ∅. By Corollary 5.3 we know that S(σ (d)) must be a Dynkin graph.
By Lemma 8.1 there exists λ > 0 such that qsupp(x)(x) > λ(max{xj }j )2 for any x ∈ N|Q0|
with supp(x) a Dynkin subgraph of Q, where qsupp(x)(x) is the Tits form of supp(x). We
write σ(d) = d +∑i∈T (σ (d))0 xiei +∑i∈S(σ (d))0 xiei and we have
q(d) = q(σ(d))
= q(d) +
(
d,
∑
i∈T (σ (d))0
xiei
)
+
(
d,
∑
i∈S(σ (d))0
xiei
)
+
( ∑
i∈T (σ (d))0
xiei ,
∑
i∈S(σ (d))0
xiei
)
+ q
( ∑
xiei
)
+ q
( ∑
xiei
)
.i∈T (σ (d))0 i∈S(σ (d))0
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(1) (d,∑i∈T (σ (d))0 xiei )m0.(2) By Proposition 3.7 we have (d, ei )−1 for i ∈ S(σ (d))0, so (d,∑i∈S(σ (d))0 xiei ) =∑
i∈S(σ (d))0 xi(d, ei ) > −nx, where n = |Q0|.(3) (∑i∈T (σ (d))0 xiei ,∑j∈S(σ (d))0 xjej ) = ∑i∈T (σ (d))0 ∑j∈S(σ (d))0 xixj (ei , ej ) 
6mxc0, where m = |Q1|, c0 = min{−|edges link to i and j |}ij < 0.
(4) q(∑i∈T (σ (d))0 xiei ) n0.
(5) q(∑i∈S(σ (d))0 xiei ) > λx2, since S(σ (d)) is a Dynkin subgraph of Q.
Hence we have 0 > m0 −nx+6mxc0 +n0 +λx2. Therefore x is bounded and soOf (d)
is a finite set. 
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