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Experimental Measurements, Uncertainty, Apparatus Design,
And Reporting Experimental Results
1.1 Topics Covered in this Class
Part I: Assessing Uncertainty in Experimental Data and Statistical Error Analysis Chapters 1-5
Part II: Signal Analysis: Continuous Fourier Transform, Discrete Fourier Transform, Signal Alias-
ing, and Spectral Leakage Chapters 6-7
Part III: Mechanics of Materials, Strain Gauges, and Wheatstone Bridge Circuits Chapters 8-9
1.2 Measurements:
A measurement is a quantitative comparison between a predefined standard and a measur-
and.










Measurand: the particular physical parameter begin observed and quantified, i.e., the input
quantity of the measuring process
Standard: has a defined relationship to a unit of measurement for a given measurand. Typi-
cally a standard will be recognized by the NIST (National Institute of Standards and Technology)








What is the significance of measurements, why do we experimentally measure pa-
rameters?
• Obtain quantitative information on the actual state of physical variables and processes (i.e.
T, P, V, etc.), this is critical especially for thermodynamics and finding thermodynamic
equilibrium
• Vital for control processes which require measured discrepancy between actual and desired
output (i.e. temperature control on sheet annealing line)
• Daily operations (i.e. temperature controls, heating and cooling, tire gauge, oil gauge, etc.)
• Establishing costs, Ti $140/lb precision is important when dealing with tons of Ti.
• Temperature in bioreactor can influence cell growth
• Thermal conductivity, acceleration, material properties
Uncertainty in Measurements: Measurements Are Useless without Uncertainty
Bounds or Error Bars
Measurements are only useful to us as engineers if we can quantify the uncertainty of a
measurement. No measurement is meaningful or useful if they do not have an associated
error bar. In this class and moving forward in your career as an engineer be sure to place error
bars on all your reported values. Error bars are critical because no measurement is perfect. If
you measure the length of a tensile specimen with a micrometer your measurement is likely to be
different than that of your colleague. Thus, there will be some uncertainty in any measurement
that one makes. In this section of this course we will develop a comprehensive framework for
evaluating uncertainty and placing tolerances and confidence intervals on measured values.
Much more on this later....
There are two basic methods of measurement: 1.) direct and 2.) indirect
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1.3 1. Direct Measurement:
• Measurements utilize a primary or secondary standard. Primary standard is not calibrated
by any other standards and are defined by other quantities. For example the primary standard
of length is the speed of light. A secondary standard is calibrated based on the primary
standard, for length is could be a tape measure, micrometer, etc.
• Direct measurements are relatively simple and straightforward measurements to make. Un-
fortunately, we often need greater accuracy
• Direct comparison is much less common than indirect comparison as engineers because we
need much more accuracy and precision in making a measurement
Figure 1-1: Direct Measurement Process
As mentioned above direct measurements are less common. The reason begin is that typically
measurements of interest to engineers require more precision. Let’s take a moment to stop here and
make sure that we are clear with the language we will use in this class when describing measurement
quality:
Using Correct Terminology When Assessing Measurement Quality/Apparatus Per-
formance
• Accuracy: Difference between measured and true values. Manufacturer will specify maxi-
mum error but not confidence intervals typically.
• Precision: Difference between reported values during repeated measurements of same quan-
tity.
• Resolution: Smallest increment of change in the measured value that can be determined by
the readout scale. Often the same as precision.
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• Sensitivity: The change of an instrument’s output per unit change in the measured quantity.
Higher sensitivity often indicates finer resolution, better precision, and higher accuracy.
Now back to our previous discussion....For example, to measure elastic strain of aluminum under
uniaxial tensile loading conditions we cannot use a ruler to measure strain. Instead we can measure
strain using a strain gauge which transduces the strain measurand or input into an analagous form
(a change in electrical resistance) which can then be utilized to measure strain more accurately than
with a ruler.
To do this we must make an indirect measurement:
1.4 2. Indirect Measurement:
• Typically utilizes a transducing device to convert the input signal into some analgous form
that can be measured and is intelligible
• Ex. Measuring strain is not possible with the accuracy required using a micrometer and
cannot be measured using human senses, must first convert to an analogous electrical signal
• The analogous signal can be processed to improve signal to noise ratio or the accuracy of
a measurement. The signal processing can be amplification, filtration, integration, or
other mathematical operation
Indirect measurement processes can be broken down into three distinct stages as illustrated in
the schematic below.
Stage 1: Sensor-Transducer Stage:
1. Senses/detects the measurand
2. Measurand converted into analagous signal, often an electrical signal
3. Sensor/transducer should be insensitive to other inputs otherwise noise/drift in signal can
occur. For example, temperature sensitivity in stress-strain measurements.
Stage 2: Signal-Conditioning Stage
1. Modify/process the transduced signal for final readout in Stage 3. I.e. convert signal back to
measurand units (i.e. for strain gauge convert change in resistance or voltage back to strain
units)





Figure 1-2: Indirect Measurement Process
(d) Mathematical Operation
Some signals that you might come across can include:
Analog signal varies with time continuously. Ex. Thermocouple measurements over time.
Velocity measurement of a rolling particle on a surface. Torque measurements while rotating tires
as a function of time.
Digital signal changes in a stepwise manner and is binary (1 or 0, i.e. Neo from the Matrix).
It is discrete in time and does not vary continuously.
Time Dependence of Different Types of Input Quantities:
• Static: constant in time
• Dynamic: varying in time
– Steady-state periodic
– Nonrepetitive or transient
∗ Single pulse or aperiodic
∗ Continuing or random
Now back to the stages of indirect measurements and finally Stage 3
Stage 3: Readout-Recording Stage
1. Signal is presented in terms of the units linked to initial measurand being measured
2. Can be in form of a plot, table, .xlsx, or other data file
3. Post processing still might be necessary to complete analysis, i.e. finding the Young’s Modulus
of a stress-strain curve, we have to perform a linear fit, unless we have a really unique material
1.4.1 Examples of Indirect Measurement Processes:
Measuring Temperature With a Thermocouple
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Figure 1-3: Schematic of Thermocouple.[1]
What is the measurand?
Temperature
What is sensor-transducer?
Temperature to voltage via the Seebeck effect and the voltage generated from the
temperature gradient between two dissimilar metals
What is signal-conditioning?
Amplification and filtration are both possible but the Seebeck equation must be
used to convert back from voltage to temperature i.e.
∇V = −S∇T (1.1)
What is readout?
Readout can be in a graphical format, .txt, .xlsx, .csv, etc.
1.4.2 Determining the Resonant Frequency of an Aluminum Beam
What is the measurand?
Frequency
What is sensor-transducer?
To measure frequency we will first convert to acceleration
What is signal-conditioning?
18
Figure 1-4: Measurement Process of Measuring Temperature with a Thermocouple.
Figure 1-5: Schematic of Cantilever Beam Deflection.[2]
Amplification and filtration can be utilized but the key will be to Discrete Fourier






























Readout can be in a graphical format, .txt, .xlsx, .csv, etc.
Figure 1-6: Measurement Process of Measuring Resonant Frequency of an Aluminum Beam.
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1.4.3 Measuring Strain in Aluminum Cantilever Beam
Figure 1-7: Schematic of Strain Gauge in Aluminum Cantilever Beam.[3]
What is the measurand?
Strain
What is sensor-transducer?
Strain is converted to change in resistance which is measured by voltage
What is signal-conditioning?
Can include amplification, filtration, but also must utilize Wheatstone bridge equa-






(ε1 − ε2 − ε3 + ε4) (1.4)
What is readout?
Readout can be in a graphical format, .txt, .xlsx, .csv, etc.
One of the components of our indirect measuring process that we have slightly ignored thus far
is the calibration step.
1.5 Calibration:
The calibration step establishes the correct output scale for the measuring system. This is typically
done using a known magnitude an in input into the sensor-transducer and the magnitude of the
output is interpreted in terms of the magnitude of the input.
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Figure 1-8: Measurement Process of Measuring Strain in Aluminum Cantilever Beam.
Calibration can be single-point or multipoint.
• Single-point calibration refers to the scenario when the output is directly proportional to
the input and a single simultaneous observation of the input and output will fix the constant
of proportionality. This is not a typical case in terms of engineering experiments you are
likely to perform.
• Multipoint calibration occurs when the output is not simply proportional to the input,
utilizes multiple input values, and generally improves the accuracy of the calibration. Most
of the multipoint calibration you will typically encounter is when curve fitting, more on that
and using Mathematica to fit curves.
This brings us to the heart of the first part of this course and the focus of our laboratory
activities which is what we talked about previously in this lecture which is assigning uncertainty
and error bounds to our measurements.
1.6 Error and Uncertainty:
Error is the difference between the measured and true value of the quantity being measured.
Unfortunately, the true value can never really be known so instead we quantify the uncertainty of
a measurement at specific levels of confidence. Error can be categorized into two basic categories
either bias or precision error/uncertainty. We will cover uncertainty and error analysis much
more in-depth in the next several lectures...but never use percent error in this course.
Once we have established the error and uncertainty with a measurement we also have to report
these results and explain our analysis. Technical writing is a very distinct class of writing
with many different formats and audiences. It can be difficult to strike the right tone and level of
technical information that must be provided at times. In this class we will focus on Laboratory
Reports but as you can see below there are many different form of technical writing.
21
1.7 Forms of Technical Writing:
• Executive summary
– Audience is a supervisor. Summary should be concise, usually only a few paragraphs,
and highlight key aspects of work in first paragraph.
– Consequences can be drastic as in the case of the Challenger Shuttle tragedy.
• Laboratory note or technical memo
– Limited audience, immediate supervisor
– Sufficient information should be included so the experimentalist can reconstruct the
experiment
• Progress report
– Audience is supervisor of sponsoring agency
– Can vary in terms of length, structure, timelines, etc.
• Full technical report
– Wider audience typically not people closely associated with the work
– Relates all facts pertinent to project
– Contains enough detail so another professional can repeat experiments
• Technical paper
– Audience can vary from very wide for high impact publication/journal or more specific
subset
– Purpose is to make the work of the author known via the problem statement/abstract
One of the key aspects to technical writing is generating high quality figures and schemat-
ics. When beginning virtually any form of technical writing one should typically begin with
generating the figures for the technical document. These figures are critical to commu-
nicating the most vital findings in your piece and you must also illustrate any new novel
technique/apparatus that you developed to obtain this data. Figures should stand on their
own and readers should be able to get to the heart of the document just by looking at the figure
and reading the captions. Thus, when presenting your data you should keep these tips in mind.
1.7.1 Graphical Presentation of Data
Graphs are invaluable to fit curves, identify outliers, compare to theory, and identify
when theory fails.
Rules and Tips for Making Graphs
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1. Graph should convey primary or crucial information to reader without having to read the
caption
2. Axes should have clear labels with units and symbols if used
3. Axes should be clearly numbered with tick marks at appropriate intervals
4. Scientific notation should be used to avoid placing too many digits
5. Plot using semilog or log-log axes when appropriate
6. Axes should typically include zero or origin
7. Choice of scales and proportion should be commensurate with importance of variations
8. Use symbols for data points and open symbols should be used before filled symbols
9. Legends should explain symbols
10. Error bars should be placed on data points
11. When several curves are on one graph used solid, dashed, dotted, dash-dot...
12. Lettering should be held to a minimum
13. Labels on axes should be oriented to avoid need to rotate the figure
14. Graph should have descriptive and concise title
15. Show equation fit only if relevant and us appropriate significant figures
16. Remove grid lines
17. Typically use black, blue, red, green for colors on graphs
1.7.2 Line Fitting: Identify Outliers and Physical Interpretation
When you are fitting a curve or a line to a data set one must be careful to select a fit that
is appropriate for the experiment being conducted. Often researchers are too consumed
with obtaining a high R2 value. While the goodness of a fit is important you must make sure
that the equation that you are fitting matches with the physical experiment that you are
conducting. For example if you are measuring how an electrochemical cell voltage changes as a
function of temperature you must use the Nernst Equation. Looking at the data perhaps a 12th
degree polynomial fit will give you a better R2 value but that equation has no physical meaning in
terms of your analysis. So always keep that in mind.
When identifying outliers and a particular point is in doubt, temporarily exclude the data point
and fit a new line through the remaining data. If the fit is better the point can possibly be
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dropped however it could indicate that the relationship is not linear it may indicate
another scaling regime or a transition in behavior.
We can also apply this same error analysis procedure and to optimize your experimental ap-
paratus and minimize error/total uncertainty. One can identify what component or part of the
measuring process is generating the most error and then one can re-design the apparatus to mini-
mize that error.
1.8 Minimizing Error in Designing Experiments
Best time to minimize experimental error is in the design stage. You should perform
a single-sample uncertainty analysis of the proposed experimental arrangement prior to
building the apparatus. This allows one to make a decision on whether the expected uncertainty
is acceptable and to identify the sources of uncertainty. So when designing an experiment:
• Avoid approaches that require two large numbers to be measured to determine the small
difference between them
• Design experiments or sensors that amplify the signal strength to improve sensitivity
• Build null designs in which the output is measured as a change from zero rather than as a
change in nonzero value
• Avoid experiments with large correction factors must be applied as part of the data-reduction
procedure
• Attempt to minimize the influence of the measuring system on the measured vari-
able
• Calibrate entire system to minimize calibration related bias errors.
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Chapter 2
Uncertainty, Error Analysis, and Statistical Methods
2.1 Performing Error and Data Analysis in the Lab:
Here are some common comments that I will typically overhear when students are in lab and talking
about data analysis
1. How good is your data?
2. How well does your experimental data fit the theory?
3. What is the R2 value?
4. What is the percent error?
While well intentioned, these are not the questions an experimentalist should ask. And
before any data set can be utilized for an application the quality of the data must first be estab-
lished.
For example in the first question is the student assessing the accuracy? Precision? How
well it fits with theory? We must be specific and careful with our language. In terms
of the second question, data is not necessarily good just because it agrees with theory. The
quality of the data must be assessed before any conclusions can be drawn. What is the reason
the theory and experiments disagree? Is that theory applicable in this situation? We
must ask these questions!
You all probably have experience with R2 as a measure of the goodness of a fit but in this
course we will do a much more thorough error analysis, we will go much deeper than R2 so
we will not stop there.
Finally, never ever ever ever ever include percent error in any lab analysis that we
perform in this class. It is a meaningless error analysis. We never know the actual value or true
value of a measurement so will not perform this error analysis.
When we speak of quality what we mean is to find the actual or true value of the physical
quantity being measured. And often this is different than the measured value of the physi-
cal quantity. The difference between the measured value and the actual or true value of a
measurement is the error.
Here we encounter a problem as we cannot calculate the error exactly unless we know the true
value of the quantity being measured. Instead we estimate the bounds or the likelihood that
the error exceeds a specific value. For example say that 95% (19 out of 20) of the yield strength
measurements will have an error less than 1 MPa. Thus the reading has an uncertainty of
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1 MPa at confidence level of 95%. We will calculate confidence levels or confidence intervals
when quantifying error.
As experimentalists we often work with large data sets with a large number of measurements.
The error or uncertainty can be estimated with statistical tools when a large number
of measurements are taken. Later on in the class we will learn how to use some software tools
like Matlab and Mathematica to perform error analysis.
2.2 Error
We can begin with our discussion of error by defining the following equation
Error = xm − xtrue (2.1)
where xm is the measured value and xtrue is the true value.
When designing an experimental system or executing an experiment the experimentalist’s pri-
mary objective should be to minimize the error. After the experiment is completed we need to
estimate a bound on the error with a degree of certainty or a confidence interval (i.e. 90%, 95%,
99%), hopefully you have encountered confidence intervals before but if not no worries we will
discuss this in depth.





4. Errors that are sometimes bias or sometimes precision errors
In this course we will spend a considerable amount of time discussing 1. Precision and 2.
Bias error in great detail. But we will discuss all these sources of error and how to account for
them when designing experiments or presenting your results. Let’s start with Precision Error.
2.2.1 1. Precision or Random Errors
I really do not like the term random error but you will occasionally see that term in literature but
in this course we will use the term precision primarily.
Precision errors are different for each successive measurement. Thus if you create a
histogram, which shows the probability of encountering or measuring a specific measurand, the
width of your distribution (hopefully it is Gaussian) will be due to precision error if that is the
only source of error in your experiment. From this distribution, statistical analysis can be
utilized to estimate the size of the precision error. Typically bias and precision errors occur
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simultaneously and contributes to the total error, more on this fun calculation later, hope you
remember Taylor expansions....
Why Do We Have Precision Error?
1. Disturbances to the equipment
2. Fluctuating experimental conditions
3. Insufficient measuring-system sensitivity
4. Stochastic (Random) nature of measurements even in static conditions
Examples of Precision Error:
• Measuring temperature with thermocouple as temperature fluctuates
• Measure the length of a beam with a micrometer you will get slightly different measurements
than classmates
• Changes in temperature conditions can affect swimming of bacteria
Figure 2-1: Precision Error Distribution.
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2.2.2 2. Bias or Systematic Errors
I like the term bias and systematic much better than random. However, in this course we will
primarily use the term Bias error.
Bias errors will occur the same way each time a measurement is made. For example
a balance that consistently reads 0.5 mg heavier. In some literature you might see this termed as
a fixed offset error. The key thing to note about bias errors is they are fixed and thus they do
not show a distribution. This is in stark contrast to precision errors which show a distribution,
typically Gaussian. Therefore if there is no distribution we cannot apply any statistical analysis.
There are multiple types of bias errors:
1. Calibration errors
• This is the most common error
• Typically calibration errors are zero-offset errors which cause all reading to be offset
by constant amount or scale errors
• I.e. scale constantly light by 1lb or clock runs fast by 1 minute
• Can be reduced via calibration procedures and proving the system via comparison with
known standard
2. Consistently recurring human errors
• Ex. experimenter who consistently jumps the gun when recording synchronized readings
either time, voltage, etc.
3. Errors caused by defective equipment
4. Loading errors
• I.e. not putting a DSC pan at the center of the DSC will skew temperature measurements
5. System resolution limits
• I.e. Bias error for a ruler with cm tick marks will be cm, compared to a micrometer with
1µm resolution, that is 4 order of magnitude difference.
2.2.3 3. Illegitimate Error
Illegitimate error can and most likely will occur to you at some point as you perform experiments
as an engineer. Illegitimate errors include
• Blunders and mistakes
• Computational or calculation errors
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Figure 2-2: Bias Error Distribution.
• Analysis errors
While these things can occur in lab you must always perform the experiment again.
You cannot simply present your results in either a presentation or a form of technical writing and
attribute error to illegitimate error. You must perform the experiment again.
2.2.4 4. Errors That Are Sometimes Bias and Sometimes Precision Error:
These are the most difficult sources of error that we must analyze as it is difficult to determine
what type of error analysis must be done and which error has a distribution and what does not.
• Instrument Hysteresis
– Hysteresis error can be seen in stress strain measurements and is path dependent
• Calibration drift and variation in test or environmental conditions
– Drift occurs when the response varies over time often due to sensitivity to temperature
or humidity
• Variations in procedure or definition among experimenters
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2.3 Quantifying Total Uncertainty, Comprehensive Error Analysis
Again typically we are concerned with bias and precision error when evaluating experimental
data. And this data comes from two classes of experiments: i) single-sample and ii) repeated-
sample experiments.
A sample refers to an individual measurement of a specific quantity. Ex. Measuring strain
in a material several times under identical loading is a repeated-sample experiment. A single
measurement of strain is a single-sample experiment and we cannot extract the distribution of
precision error in this case. In this course and in your career as an engineer you will most likely be
taking multiple measurements, i.e. repeated sample experiments. Single sample experiments are
more uncommon and typically occur when the measurement you are making is extremely difficult
and multiple experiments are non realistic to conduct, typically due to economic or practicality
reasons.






where Bx if the bias uncertainty in a measurement of x and Px is the precision uncertainty.
Note that x is just a variable and we can talk about uncertainty in measuring volume (V), pressure
(P), stress (σ), etc.
This is a largely empirically derived formula however it does depend on the assumption that
the bias and precision uncertainty are independent sources of error. Also the bias
and precision uncertainty should have the same confidence level when calculating the total
uncertainty.
2.3.1 Data Analysis for Pepsi
Pepsi is redesigning their plastic bottle and using PET for the bottle material. PET has a glass
transition temperature (Tg) of approximately 81
◦C. Pepsi has repeatedly (45) measured the glass
transition temperature using DSC and found the average Tg to be 81
◦C. Pepsi wants to market
this new bottle as more mechanically stable than it’s competitor and claims, with 95% confidence,
that the Tg of the new bottle is within ± 0.1◦C of the mean Tg. They turn to you for error analysis
and tell you the precision uncertainty is 0.01◦C and the bias uncertainty is 0.05◦C both with 95%
confidence. Would you advise Pepsi to move forward with the marketing campaign?
Ux =
√
0.052 + 0.012 (2.3)
Ux = 0.051
◦C (2.4)
Sample, Population, and Distribution of Error
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To analyze precision error we must understand two key concepts: i) distribution of error and
ii) population from which a sample is taken.
• Distribution of error: characterizes the probability that an error of a given size will
occur.
• Population from which a sample is drawn: experimentally we have a limited set of
observations, our sample, from which we will infer the characteristics of the larger
population.
Typically the model assumed for the distribution of error is a Gaussian or normal distribution.
From the Gaussian distribution, we can estimate the probable difference between the average value
of a small sample and the true mean of the larger population. The probable difference,
or confidence interval, gives an estimate of the precision uncertainty associated with a
measured sample.
2.4 Understanding Sample Vs. Population: Bag of Marbles
In any bag of marbles there will be a distribution of diameters. To estimate the mean diameter we
can take a handful of marbles (sample) drawn from the bag (population).
No two handfuls will yield the exact same average value but each should approximate the
average of the population to some level of uncertainty if the sample is large enough to
approximate the population. The handful is a repeated sample whereas picking one marble
would have been a single sample. You can visually see this in the Mathematica Notebook simulation
below where we create a population of marble diameters and take different sample sizes. Notice
that the sample means vary from each sample grabbed from the bag and that as we grab larger
and larger samples as you might anticipate we get a closer approximation to the true population
mean.
Sampling:
• Sample of size n is drawn from a finite population of size p. We assume additional data
cannot be added to the population and that n << p
• Finite number of items, n, is randomly drawn from a population of indefinite size and prop-
erties of population are inferred from the sample.
2.5 Histogram and Probability Distributions
Probability is the likelihood of a particular event taking place, measured with reference
to all possible event. A histogram shows the distribution of these possibilities and if you di-
vide the number of possibilities by the total number of possible outcomes we get a probability
distribution.
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Figure 2-3: Mathematica Sample Vs. Population Example.
The typical distributions that we work with are:
1. Gaussian or normal probability distribution
• Most common distribution and when encountering a new data set start with assumption
that it is Gaussian distributed, we really really hope that is the case so we can do cool
data analysis on the data set
• Describes population of possible errors in measurement where many independent
sources of error contribute simultaneously to the total precision error in a
measurement
• Utilize Z-distribution for tabulation and calculation
• Symmetric
2. Student’s t-distribution
• Used to predict mean value of Gaussian population when only a small sample
of data is available
• Utilized for small sample sizes, i.e. n < 30
• Symmetric and approaches Gaussian for n ≥ 30
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3. χ2 Distribution
• Predicts width of population distribution
• Comparing uniformity of samples
• Checking goodness of fit for assumed distributions
• Not Symmetric
Typically we are limited to working with samples of a population because it is either impractical
or impossible to work with entire population however let us consider an infinite population of
data, each datum representing a measurement of a single quantity, and assume that each datum, x,
differs in magnitude only as a result of precision error. The probability of obtaining a specific value
x depends on both the magnitude and distribution of x-values as described by the probability
density function or PDF.
Figure 2-4: Probability density function (PDF) or normal distribution curve. Notice the width of
the Gaussian increases from blue to green.
Since the population is infinite the PDF is a continuous curve. The PDF represents the
probability of occurrence per unit change of x. The probability of measuring a given x is not f(x)







In any measurement some value of x must be observed so the total area under the curve is unity,




f(x)dx = 1 (2.6)













where x is the magnitude of particular measurement, µ is the mean value of the entire pop-
ulation, and σ is the standard deviation of the entire population. µ is an unknown since the
population is infinite. However we can obtain the most probable single value for µ by taking
the arithmetic average of a large number of measurements n as seen below:
x =








By averaging a large sample we are able to estimate the true value of the population.
However, we will develop a much more systematic approach of estimating bounds on the true value
of a population, coming soon....
2.5.1 Standard Deviation
The deviation, d is the amount by which a single measurement deviates from the mean value of the
population
d = x− µ (2.9)











σ is the standard deviation of the population and characterizes the deviation from the mean
value and the width of the Gaussian.
2.5.2 Outliers
You have probably hear about outlier data points, i.e. data points that are much much higher or
lower than the mean. There can be some controversy as an engineers in making the decision to
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neglect or disregard outlier data points. Typically in this class you can disregard a data point
as illegitimate if the data point exceeds 3σ. However, it is good practice to always show
this data point in your graphs and explain that when fitting a curve or determining a trend you
disregarded this data point, do not just delete this point. The only time you can delete data you
gather is if there was illegitimate error in which case all data must be disregarded and you must
perform the experiment again.














The above definition is the standard curve and using tables or graphical integration you
can determine the area under the standard curve between 0 and various values of z.
Once we have this equation we can then estimate the size of errors with various levels of confi-
dence. For example let us consider the most common confidence interval that you may encounter,
the 95% confidence interval. One way we can quantify error is to make the statement that with
95% confidence if I make a measurement (stress for example) that measurement will fall between
these two bounds. What we are saying here is that 95% of the measurements of a population should
fall between these two bounds. So to calculate these bounds we can simply solve for the bounds
where we will find 90, 95, or 99% of our data or whatever confidence interval that we are working
with as seen in the Mathematica notebook below
Figure 2-5: Solved Confidence interval bounds in terms of x × σ for confidence intervals of 90,95,
and 99%.
If you do not want to use mathematica you can instead use integration tables or for this function,
Z-Tables as seen below. It should be noted that the table below lists values for only half the curve
but since the standard curve is symmetric you can just multiply by 2 to get the total area. These
tabulated values of areas is called the Z-distribution
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2.6 Example Problems Confidence Intervals
2.6.1 Working with Z Tables
• What is the area under the standard normal distribution curve between z = −1.43 and 1.43?
• What percent of the population lies within this range?
• What range of z will contain 90% of the data?
2.6.2 Running and Tumbling E.coli
We measured the velocity of E.coli 135 times using Able Particle Tracker. The mean velocity was
determined to be 3µms and the standard deviation was determined to be 0.1
µm
s . I’m particularly
interested in velocity measurements between 2.857 and 3.143µms , specifically the percentage of the
population that will fall within this range because I plan to claim in my Nature paper that 95% of
this data will fall within this range.
• What assumptions are you making about the data set?
– Assume normal distribution
• Calculate z for this data set?
• What is the area under the Standard Normal Distribution for this data set range?
• What percent of my data will fall within this range?
• How many measurements fall within this range?
• What range of velocities will contain 95% of the data?
2.6.3 Marble Diameters
I have a bag of marbles and I grab a sample of 765 marbles. From this sample I measure the
diameters and find that the population mean is 200mm, the population standard deviation is
20mm. I need the range of marble diameters where I can expect to find 60% of the marbles in the
population.
2.6.4 Ultimate Tensile Strength Measurements
I’m working at a Materials company and I have measured the UTS for a new material to have a




I’m measuring the voltage in my Helmholtz Coil apparatus and I find, after 150 exhausting mea-
surements, that the population mean is 10V with a population standard deviation of 3.4. How
many voltage measurements will fall between 10-15 volts?
2.6.6 Under Pressure Measurements
I’m measuring the pressure in a cylindrical pressure vessel and find that µ = 39Pa and σ = 4Pa. I
took 120 measurements. How many measurements will fall between 35-45Pa? How many less than
35? How many less than 45?
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Sampling, Confidence Intervals, t-Distributions, and
Hypothesis Testing
3.1 Sample Vs. Population Parameters
As we have previously discussed it is often impractical or at times impossible to work with
an entire population, instead as experimentalists we work with samples from a population and
we use average values from the sample to estimate the mean or standard deviation of
the population.







x1 + x2 + ...+ xn
n
(3.1)
and as we have previously discussed the sample mean, x, can be used to approximate the




(x1 − x)2 + (x2 − x)2 + ...+ (xn − x)2
n− 1
(3.2)
which can be used to approximate the population standard deviation, σ. Just a quick
reminder that n is the number of data points/measurements in the sample.
We want to be assured or have some estimate of the uncertainty in approximating the mean
and standard deviation of population via a sample. And we also want to infer the probability
distribution of the population from the sample. For large samples this can be accomplished
independently but for small samples (n < 30) the distribution is assumed in estimating the
uncertainty of x.
3.1.1 Microwalker Rolling Velocity
As an undergraduate I performed experiments with super-paramagnetic particles and measured
the velocity of the rolling particles my advisor was extremely and thorough to his undergraduate
researchers so I had to measure the velocity of 138 particles. We predicted that the walkers would
exhibit a mean velocity of 3µms and that the walker velocity should not deviate by more than 0.5
µm
s .
The velocity measurements can be seen in the Mathematica Notebook below
So can we prove at a 95% confidence interval that the walker velocity will not
deviate more than 0.5µms ?
Well we have a lot of data so let’s take a look at the data to make sure that our implicit
39
Figure 3-1: Rolling Velocity of Microwalkers in µms
assumption that we are working with a normally distributed population, i.e. Gaussian distribution.
Let’s plot the data in a histogram. Does this distribution look Gaussian? You may be
wondering if there is a quantitative method to determine whether a distribution is Gaussian or not
and the short answer is no. There are some quantitative assessments and goodness of fit tests but
there is no standard way one proves a distribution is Gaussian or not. Typically you can justify by
looking at the shape of the curve. As you can see below it looks to be fairly Gaussian so we can
continue with our analysis.
Figure 3-2: Microwalker Rolling Velocity Histogram.
Let’s calculate the sample mean and standard deviation and we find that
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x = 2.94 (3.3)
Sx = 0.376 (3.4)
So you can see as anticipated the sample mean and standard deviation are slightly different
from the assumed population mean and standard deviation.
So to see if we do not deviate more than 0.5µms we can simply approximate the uncertainty in
the population mean as follows:
µ± 1.96σ (3.5)
Since we are working with a large sample size, n > 30 we can use the following approximation
that x ≈ µ and that Sx ≈ σ so that we find that
µ± 1.96σ ≈ x± 1.96Sx = 2.94± .737 (3.6)
So we will in fact deviate more in this experiment.
Can we disregard 1.6 µms as an illegitimate data point or outlier? Justify.
3.2 Central Limit Theorem
We just examined the dispersion of sample values around the mean value of the sample, x. But we
did not obtain an estimate for the uncertainty in x approximated to the true mean µ.
To do this we would have to repeat the experiment test and compare the x of each sample
test. Thus we would also obtain a set of samples for the mean.
One of the most important and profound theories in statistics deals with this set of sample means
and their distribution and is referred to as the Central Limit Theorem. So far we have been
working on the assumption that the population that we are working with is normally distributed.
While many times that may be true it is not always the case. Let think for instance if we were
working with a uniform sample distribution like the one below
At this point one might think we must give up and we cannot perform any data analysis...if
only I were so kind.
No instead the Central Limit Theorem postulates a very powerful idea that regardless of
the shape of the population distribution the distribution of the mean values of a sample will be
normally distributed as long as you obtain a large value of means, n > 20. We can see this visually
with an example in the Mathematica Notebook for this lecture. If we randomly pick 6 samples
from this distribution and average if we look at 2 or 10 averages as seen below the distribution do
not look Gaussian but if we select 30 or more (sometimes 20 is enough but I would obtain 30 just
to be safe) then we see the distribution of the mean measurand values becomes Gaussian!!!
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Figure 3-3: Uniform Sample Distribution.
Figure 3-4: Uniform Distribution Mean Sample Distribution of 2 and 10, left and right respectively
Samples.
This has implications for the analysis we can perform but let’s prove this and show that it
works for other types of distributions like an Exponential, χ2, and β. As you can see below the
distribution of the means are clearly normal or Gaussian Distributions.
Figure 3-5: Uniform Distribution Mean Sample Distribution of 30 Samples.
The practical application that is of interest to us as experimentalists is that we do not need
to think about or worry about the shape of the population distribution. Since we know that the
sample means are normally distributed we can simply use the normal distribution of the means to
calculate confidence intervals and do more complex analysis and comparisons moving forward...you
are so lucky t-test comparisons and hypothesis testing are coming soon!!!
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Figure 3-6: Mean Distribution of 30 Samples or More for Uniform, χ2, and β Distributions.
So when we invoke the central limit theorem we can make the following definitions where the





We can use the standard deviation of the means to now re-write our PDF or Gaussian function









This new definition of z allows us to re-write our confidence interval equation as follows but
now we can explicitly determine the confidence level or uncertainty that in the population mean!!!





We can also use the approximation that σ ≈ Sx for n > 30 and we can then define the sample






Now we can express the confidence interval of the population mean as





Whew!! That was a lot of work now let’s go back to our rolling particles and calculate the 95%
confidence interval for the population mean pressure.
Well that will simply be




= 2.94± 0.063 (3.12)
As you can see this is a much much much smaller range than our previous calculation due to the√
1
n factor. This is the key difference when trying to estimate the uncertainity in the population
mean or using x as an estimate of the population mean. Previously we were just looking at the
likelihood of observing a value that deviates from the population mean by a particular value.
In summary the c% interval for the mean value is narrower than the data by a factor of 1√
n
.
This is because n observations have been used to average out the random deviations of individual
measurements.
3.3 Confidence Intervals for Small Samples
We have been working with large samples thus far which is generally considered to be when
n ≥ 30 but there are many experiments when n will often be less than 30. For these situations we







Student was actually William Gosset a Guinness brewer who was applying statistical analysis
to the brewing process. Guinness was against him publishing the data and thus giving away the
Guinness secrets so he published under the pseudonym.
The assumption here is that the underlying population satisfies the Gaussian distribu-
tion. This distribution also depends on the degrees of freedom, ν = n− 1.
t-distribution is similar to PDF, it is symmetric and the total area is unity. Moreover, the
t-distribution approaches the standard Gaussian PDF as ν or n becomes large and for
n > 30 the two distributions are identical as will be seen in the t-table soon.
The area beneath the t-distribution is tabulated below in Fig.3-7
The area, α, is between t and t → ∞ and for a given sample sizes. This is very different
from our Z-table where we were looking at the area between z=0 and z. α corresponds to the
probability that for a given sample size, t will have a value greater than that given in the
table. We can assert with c% = (1−α) that the actual value of t does not fall in the shaded area.
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Figure 3-7: Student’s t-Distribution Values.[5]













Sometimes α in literature will be referred to as the level of significance. The precision uncer-







3.3.1 Designing Phase Change Materials
You are weighing out polymer samples to be integrated into a phase change material application
to regulate temperature in textile applications. You are given 18 samples from your lab partner
which should nominally be 2mg. You weight them and obtain the following results.
Based on these sample and the assumption that the parent population is normally distributed,
what is the 95% confidence interval for the population mean.
µ = 2.054± 0.328mg (3.16)
3.4 Hypothesis Testing for a Single Mean for a Small Sample Size
The reason we are using these statistical tools is to make certain decisions regarding a measurand.
One of the most common methods for doing this is hypothesis testing.
Typically we deal with two hypotheses:
• Null Hypothesis
– First step in hypothesis testing
– H0 : µ = µ0 where µ0 is some constant specific value
• Alternative Hypothesis
– Second step
– Choice should reflect on what we are attempting to show
∗ Two-tailed test: concerned with whether a population mean, µ is different from
specific value µ0, i.e. Ha : µ 6= µ0
∗ Left-tailed test: concerned with whether a population mean is less than a specific
value, Ha : µ < µ0
∗ Right-tailed test: concerned with whether a population mean is greater than a
specific value, Ha : µ > µ0
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Figure 3-8: Rejecting null hypothesis for two, right, and left tailed test.
3.5 Procedure for Hypothesis Testing
1. Define null hypothesis, H0
2. Define alternative hypothesis, Ha
3. Define c% interval
4. Calculate the value of texp from the data
5. Determine proper value of tα,ν or tα
2
,ν using the degrees of freedom ν
6. If texp falls in the reject H0 region, we reject H0 and accept the alternative hypothesis Ha
7. If texp falls in the do not reject H0 region, we conclude that we do not have sufficient data to
reject H0 at the level of confidence specified
3.5.1 PCM Application Weighing
Using the data from the previous example does the sample come from a population whose true
mean weight is greater than 2mg, assuming a confidence level of 99%?
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H0 : µ = 2.00mg (3.17)






tα,ν = t0.01,17 = 2.567 (3.20)
Clearly since it is a right tailed test it does not fall in the do not reject H0 region. So we conclude
with 99% confidence that the population mean was not significantly different than 2.00mg. Note
the subtle distinction of the phrase was not significantly different than 2.00mg or we do not have
sufficient data to reject H0 with 99% confidence. We are not saying that the population mean is
2.00mg.
Hypothesis Testing Single Mean for Large Sample Size







Of course you can always just use the t-table and use the value for degrees of freedom that
corresponds to the n > 30 scenario i.e. ν ≈ ∞.
3.5.2 Looking Back at Rolling Velocity
Does the sample of our rolling magnetic beads come from a population with a velocity less than
4.0µms at a confidence level of 99%.













t0.01 = 2.362 (3.25)
We are clearly in the reject region so we reject the null hypothesis that sample comes from a
population mean velocity of 4 µms at a confidence level of 99%.
3.5.3 t-Test Comparison of Sample Means












where x1, S1, and n1 and x2, S2, and n2 are the mean, standard deviations,and sizes of the two




















and ν is rounded to nearest integer. If the value t falls into the interval ±tα
2
,ν then the two
means are not significantly difference at the chosen confidence level.
3.5.4 Ex. 6 Are these Materials Significantly Stiffer
Material A Material B
xA = 302.6 GPa xB = 302.3 GPa
SA = 1.27 GPa SB = 1.7 GPa
nA = 12 nB = 15
H0 = xA = xB (3.28)
Ha = xA 6= xB (3.29)
ν ≈ 25 (3.30)
texp = 0.547 (3.31)
t0.025,25 = 2.060 (3.32)
The value falls in the do not reject region so there is not a significant difference in the stiffness
of Material A and B.
49




So far we have discussed Gaussian/normal distributions, t-distributions, and some other distribu-
tions briefly. Another useful and common distribution you may come across is the chi-square (χ2)
distribution. This distribution is distinct from the ones that we have dealt with previously as you
can see below first we can see it has the shape of a right-skewed curve as seen below.
Figure 4-1: Probability distribution for χ2 statistic.[6]
The area under the curve is again 1.0 same as before and and as the ν becomes large the
distribution approaches a symmetric distribution resembling the normal distribution.








where Oi is the observed data, Ei is the expected data, k is the total number of variables being
compared, and ν = k − 1− r, where r is the number of fitting parameters...more on this later. We
will see in several examples that you can also think of this k as counting the number of possible
outcomes. k IS NOT THE NUMBER OF SAMPLES. It is critical to remember that k is not
n. The χ2 is a right tailed test for hypothesis testing since χ2 is a positive value. Also when the
observed data approaches the expected data the value of χ2 approaches zero.
Let’s do a quick example right here to get a sense of when and how we can utilize this distribution
with an example.
4.0.1 Flipping coins
Let’s start off with flipping a coin. I asked one of my undergraduate research students to flip a
coin 500 times as I was interested to see if my coin had any weight imbalance that would lead to a
non-stochastic result in coin flipping, I know I am very mean. But my student flipped the coin 500
times and found 286 heads and 214 tails. Is this coin fair or true using a confidence level
of 95%?
So to start with this problem I want to first point out this issue of fair or true. That just
means that the probabilities or outcomes are what we expect. For example flipping a coin should
be stochastic or random and thus the probability of getting heads or tails should be 50:50 if we see
a significant deviation from our hypothesis test then we know that something has gone wrong. So
let’s get started first what is k here?
It is not 500! The number of possible outcomes is the coin will be either head or tails so k = 2.
For the rest we just follow our hypothesis testing procedure
H0 : Frequencies are same (4.2)
Ha : Frequencies are different (4.3)
χ2exp = 10.368 (4.4)
χ20.05,1 = 3.841 (4.5)
We are in the reject region so these coins are not fair, see I was right.
Note again that for this distribution we will always be dealing with a right tailed test due to
the shape and nature of the distribution.
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4.0.2 Fun with Random Numbers
As an expert Mathematica coder you generate 300 random numbers in the range from 0-10 and
you get the following seen in the Mathematica Notebook
Figure 4-2: Random Number Generator Distribution 0-10.
Does the distribution differ significantly from the expected distribution at the 1%
significance level?
H0 : Frequencies are same (4.6)
Ha : Frequencies are different (4.7)
χ2exp = 17.753 (4.8)
χ20.01,10 = 23.209 (4.9)
We do not reject that hypothesis. We can always trust in Mathematica! Note: Mention
anecdote about Mathematica random number failing.
4.0.3 Why Am I So Old No Student Has Seen Casino
Ace Rothstein suspects a player at his casino of cheating so he asks you to test if his dice are true
and he gives you the following data set for the outcome of rolling two 6 sided die. Ace wants to
make sure there is no cheating so you can see he ran this experiment 800 times, he appreciates
large data sets to work with.
Determine if the dice are true at a 99% confidence level.
H0 : Frequencies are same (4.10)
Ha : Frequencies are different (4.11)
χ2exp = 297.826 (4.12)
χ20.01,10 = 23.209 (4.13)
So as you can see we fall in the reject region....uh oh!
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Figure 4-3: χ2 distribution values. [7]
4.0.4 Are My Rolling Velocities Normally Distributed?
You cannot escape my rollers!! Let’s go back to our data set and see if our rolling velocities are
normally distributed.
If you remember we found that sample mean rolling velocity was 2.938 µms with a standard
deviation of 0.376 and we measured 138 samples. We find that there are 15 measurements with a
velocity greater than 3.4 same units, 43 less than 2.8. We also find that there are 37 measurements
between 2.2 and 2.8 and finally 136 measurements between 2 and 4.
Are the velocities normally distributed at the 5% significance level?
As usual we need to find what the expected values if they were normally distributed. To do
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this we need to go back to our old friend the Z-Table and calulate z values and look up areas. So
let’s break this problem up.





A1 = 0.5− 0.3907 = 0.1093 (4.15)
E1 = n ·A1 ≈ 15 (4.16)
Figure 4-4: Solving for Area 1.





A2 = 0.5− 0.1443 = 0.3557 (4.18)
E2 = n ·A2 ≈ 49.1 (4.19)





A3 = 0.475− 0.1443 = 0.3307 (4.21)
E3 = n ·A3 ≈ 45.6 (4.22)
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Figure 4-5: Solving for Area 3.









A4 = 0.4936 + 0.4976 = 0.99 (4.25)
E4 = n ·A4 ≈ 136.7 (4.26)
Whew....that was quite a bit of work but now we can actually go ahead and perform our analysis
via hypothesis testing but first let us figure our the degrees of freedom, ν. We know the possible
outcomes or variables k we are dealing with is 4 since we have 4 bins in our histogram. Now the
question is what is r. Well when we are talking about a distribution or fitting r is the number of
parameters used to fit the distribution, so when looking back at the Gaussian equation we fit based
on values we calculate for µ and σ. If we were working with a 20th order polynomial fit r would
be 20 but in this example for Gaussian distributions we have r = 2 thus we know that ν = 1.
H0 : Frequencies are same (4.27)
Ha : Frequencies are different (4.28)
χ2exp = 2.4 (4.29)
χ20.05,1 = 3.841 (4.30)
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Figure 4-6: Solving for Area 4.
So We do not reject.
4.0.5 Goodness of Fit
Most data is Gaussian however there are certain data sets that are not approximated well by
the Gaussian distribution. The most well know example begin perhaps fatigue strength data
which is approximated using the Weibull distribution. So some estimate of the goodness
of fit should be made before any critical decisions are based on statistical error calculations.
There is no absolute or cure all check in producing a figure of merit, at best a qualifying
confidence level must be applied with final judgment left to the experimentalist. The quickest and
easiest method is to eyeball the results but this is problematic and very subjective. Another method
would be to graphically check using a normal probability plot.
Yet another methods is to test for goodness of fit based on the χ2 distribution although
this requires considerable data manipulation and does not lend itself well to small samples of data.
Some limitations of this technique are that originally determined values must be numerical
counts and integer frequencies, frequency values, should be equal to or greater than unity and there
should be not unoccupied bins, and the use of χ2 is questioned if 20% of the values in either the
expected or original ins have counts less than 5.
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Chapter 5
Statistical Analysis Programs and Bias Uncertainty
5.1 Statistical Analysis Using Minitab, MatLab, and Mathemat-
ica
Now most/all of statistical analysis is done with pre-programmed functions with software like
Mathematica. This is particularly useful for real life experimental data when you are typically
dealing with very large data sets.
Data of virtually any format can be directly imported into Mathematica and manipulated so
that it is in the proper format for data analysis such as:
• Curve-fitting




• Goodness of fit
5.2 Bias and Single-Sample Uncertainty
Precision error can be calculated using statistical methods for repeat-sampled data however
bias error cannot be uncovered using statistical methods. The only direct method is via
comparison with measurements made using another more accurate apparatus. However, this is
practically impossible. It is much to costly, time consuming, and I am going to show you another
method to estimate the bias error right now. Instead we will utilize our experience and knowl-
edge of the device and make an estimate on the sizes of bias errors. Then we will obtain an
estimate of the precision and accuracy of our experimental apparatus and determine if we must
re-design our apparatus to measure a particular quantity of interest.
5.2.1 Bias Error: Measuring Volume in a cylinder
What measurements to we need to measure the volume of a cylinder? Do you remem-
ber geometry?
The equation for the volume of a cylinder is
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V = πr2l (5.1)
where r is the radius of the cylinder and l is the length of the cylinder. When thinking about
the uncertainty of these measurements there are many things that may come to mind but looking
at the equation above we want to identify the number of independent variables as that is where
uncertainty will originate from. So in the above equation we will have uncertain in r and l. Now of
course when we calculate volume we will have to measure r and l and there may be precision error
in these measurements due to temperature fluctuation and thermal expansion and we know how
to quantify precision error. However, there will also be bias error present as well. Bias error will
manifest itself in the type of device utilized to measure these quantities. For example if you are
using a yard stick with 1 yard intervals that will have a much larger uncertainty than a micrometer,
or some type of quantum laser technique...we unfortunately do not have that available in lab.
5.3 Propagating Uncertainty
Usually we measure several quantities and use those measurements to calculate a desired
quantity just like we saw in volume. Each measurement has some associated uncertainty which
will create an uncertainty in the calculated result. How do we quantify that uncertainty?
We propagate the uncertainty!
We will utilize a statistical theorem to propagate uncertainty in independent variables. Let’s
consider a linear function y of several several independent variables xi with standard deviation
σi.




















Each variable xi will have some associated uncertainty ui which will then contribute to the total
bias uncertainty in y which we will call uy. In order to estimate uy we will make a key assumption
that each uncertainty is relatively small (reasonable) so that we can perform our favorite operation!
A first order Taylor expansion of y(xi)
































The key thing for this theorem to hold true and so that we can utilize this equation is that all
uncertainties must be independent of each other and have the same odds.
Let’s do some examples to make this clear
5.3.1 Volume of a Cylinder
A tube of circular cross section has a nominal length of 50 m ± 0.5 m and a radius of 15m ± 0.1m.
Determine the uncertainty in the volume.
So when we first approach this problem we must identify if there is precision error, bias error,
or both. So when we read this problem if we want to identify precision error do we have any
information about the number of samples? A list of measurements? Or anything else?
Well the answer in this problem is no so we have no precision error contribution, something to
note when you are reporting your results in a lab report.
For identifying the bias error do we know that tool we were using to measure the independent
variables, manufacturer’s information, or if we are really luckily we are just given the uncertainties.
Well in this problem we are really lucky we are just given the uncertainties so we just have deal
with bias error in calculating the total uncertainty!
The next step we should do is to identify what we need to measure, the equation required, and
the number of independent variables.
In this problem
V = πr2l (5.5)
So we have a function V (r, l) that is a function of two independent variables r and l both of
which will have some uncertainty associated with the measurement as seen below















where we know from our problem statement that ur = 0.1m and that ul = 0.5m.








We can then calculate BV as seen below by plugging in the nominal or mean values for r and





and since in this problem we have no precision uncertainty we find that the total uncertainty







l = BV (5.11)
where Pr = Pl = 0 since there is no precision error in this experiment.
It is critical when performing this analysis to keep your units consistent, this is where most
people will make mistakes always always always convert to SI units.
Now often it is more useful to express your answers in terms of a fraction or a percent we can






























Plugging this back into our equation we will find that now
BV = 0.01667 (5.15)
This is a unitless fraction and you should check that this is the case for yourself if we want
to convert this fraction to a percent we must simply multiply by 100 in this problem the nominal
volume is 35343 m3 so to double check our answer on the bias uncertainty we can find that if we
multiply our fraction by the nominal volume we indeed get that the uncertainty is 589.05 m3. This
is a nice way to double check your answer as the problems get more complex from here.
Let’s do another example problem focusing on material mechanics
5.3.2 Uniaxial Tension Test
I am trying to measure the stress in a rectangular block of aluminum under uniaxial tension. I
repeated the experiment 14 times and find the force to exhibit a mean of 48.9N and a standard
deviation of 3.24. I also measured the length of the block and width 14 times and found a mean
width of 0.1m and a standard deviation of 0.01m, the length had a mean of 0.5m and a standard
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deviatin of 0.02m. I measured the length and width with a micrometer and the force applied is ±
1N. What is the total uncertainty in stress?
So lets break down this problem will we have precision error, bias error, or both?
We will have both precision error and bias error in this problem. Precision error comes from the
multiple measurements made in this problem and we are also given standard deviations as well. We
will also have bias error because we are given an uncertainty in force plus the tool used to measure
length and width.
What is the equation we are working with?
Well since we are dealing with uniaxial tension we can use Hooke’s law, we will talk about








So we have a function σ(F, l, w) that is a function of 3 independent variables so we will have to
take 3 partials.
So at this point we have some options in terms of how to approach this problem. You can go
directly to the partials but when you have precision error I would suggest calculating precision error
first, expressing this uncertainty in percent, calculating bias error in percent, and then calculating
total uncertainty in percent.
So to start with precision we have precision error in all 3 independent variables so we can













But as I mentioned we want to work with percentages so we need to divide these values by the





































Now here you can plug and check and get an uncertainty in units of stress, Pa, but I would
highly suggest that you convert to dimensionless units and a fraction and you will find your answer



















Now you can plug in chug to solve this problem but wait I know that F, l, w are the nominal
or mean values but what is the uncertainty? Well the uncertainty in F is given and we know the
tool to measure length is a micrometer so the bias uncertainty for that tool is 1µm so we have our
uncertainties.








































· 100 = 7.93% (5.26)
You will get much more practice with these problems during class, on YouTube, and also in
Psets and exams but this is generally how you should approach these problems.
5.4 Suggested Procedure for Calculating Total Uncertainty
1. Determine if problem includes bias error, precision error, or both
2. Write out fundamental equation, i.e. what you are trying to calculate and identify indepen-
dent variables
3. Write out known quantities, i.e. means, uncertainties, standard deviation, number of trials,
etc, etc
4. Start with Precision Error first and convert to percentages or fractions
5. Take Partials and Calculate Bias Error and convert to percentages or fractions
6. Combine Precision and Bias error to calculate Total Uncertainty
Minimizing Error in Designing Experiments
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Best time to minimize experimental error is in the design stage. You should perform
a single-sample uncertainty analysis of the proposed experimental arrangement prior to
building the apparatus. This allows one to make a decision on whether the expected uncertainty
is acceptable and to identify the sources of uncertainty. So when designing an experiment:
• Avoid approaches that require two large numbers to be measured to determine the small
difference between them
• Design experiments or sensors that amplify the signal strength to improve sensitivity
• Build null designs in which the output is measured as a change from zero rather than as a
change in nonzero value
• Avoid experiments with large correction factors must be applied as part of the data-reduction
procedure
• Attempt to minimize the influence of the measuring system on the measured vari-
able
• Calibrate entire system to minimize calibration related bias errors.
When identifying outliers and a particular point is in doubt, temporarily exclude the data point
and fit a new line through the remaining data. If the fit is better the point can possibly be
dropped however it could indicate that the relationship is not linear it may indicate






Continuous Fourier Transform and Frequency Spectrum
Analysis
6.1 Fourier Analysis Applications:
Before we get into talking about Fourier Analysis and getting in the weeds of continuous fourier
transforms, discrete, spectrum analysis, signal aliasing, and spectral leakage let’s take a step back
and see why this analysis is useful or helpful.
Fourier analysis is a critical tool common to engineers and experimentalists, it is extremely
ubiquitous and interdisciplinary. Fourier Analysis generally involves measuring some signal that
varies as a function of time, one then performs a Fourier transform which allows one to examine how
that signal varies in the frequency space or domain instead of the time domain. Because we know
that time and frequency are inversely related you are essentially looking at a signal in one space,
whether that be time, distance, etc and then you transform the signal to examine the behavior in
some reciprocal space or domain.
6.1.1 Time to Frequency Space or Reciprocal Space
I understand that sounds very very confusing so let’s look at a couple of practical applications of
Fourier Analysis. One of the most common types of Fourier Analysis involves looking at a signal
whether it be electrical, mechanical, optical, etc. and performing a Fourier Transform to look at
the signal in frequency space via a Fourier Spectrum graph, much more on this later. We can then
examine these Frequency Spectrum curves which show the amplitude of our harmonic coefficients
as a function of frequency and we can identify many things about the signal we are measuring
including
1. Fundamental or Lowest Frequency
2. Maximum Frequency
3. Dominant Frequency
These are critical parameters that will allows us to make decisions about the design of our
application or experimental apparatus. As you can see in the example above these two signals are
distinct in terms of frequencies and we see in the resultant Frequency Spectrum curves there are
also distinct changes in these curves as well.
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Figure 6-1: Analyzing a Signal and Transforming the Signal Into Frequency Space.
6.1.2 ECG Measurements
However this is a little bit of a boring example let’s move on to something much more interesting
and if anyone has ever seen E.R., House, Grey’s Anatomy, or any other of the myraid of doctor
shows on TV you have seen an ECG curve and hopefully we don’t have a frequency of 0 on that
curve, really really bad....
An electrocardiogram (ECG) is a truly amazing measurement as we are effectively seeing in
the curve above the bio-potential, the voltage generated from heart cells. Now typically cells can
produce a potential of around 100mV. As you can see on the curve above we are measuring around
1mV but this is amazing!! Through all the tissue, blood, fluids, collagen, bone, etc we are able to
measure the potential of a heart cell with electrodes placed on our skin. Really amazing! We can
then take this signal and perform a Fourier transform and identify anomalous frequencies to make
a diagnosis for irregular heartbeats and other issues.
We can also see some high and low frequency noise in our signal and who can blame us we
are measuring the voltage a heart cell at distances on the meter length scale away. The beauty of
Fourier analysis is we can identify the high and low frequency noise typically expected for ECG
measurements and then we can build high and low pass frequency filters that filter out this noise
and improve our original signal of interest as seen below
That is a much better signal with a higher signal to noise ratio due to Fourier analysis and we
can now make better diagnosis due to our higher resolution of our signal, now House can get to
work....
68
Figure 6-2: Converting Voltage Measurements to DFT transform and Frequency Spectrum.[8]
Figure 6-3: Low Pass and High Pass Filtration of ECG Signal Determined from ECG analysis. [8]
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6.1.3 Differences in Musical Instruments
We can also utilize Fourier Transforms to distinguish between the same note (A, B flat, E minor, I
am not sure if these are real notes I am musically illiterate) being played by different instruments.
We can record the sound being played and measure the voltage registered by the recording device
and then perform a Fourier transform on the voltage vs time signal to convert to our Frequency
Spectrum curve where the frequency is on the x-axis seen below
Figure 6-4: Instrument Sounds and Frequency Spectrum.
Here we can clearly see that there are differences in the Frequency Spectrum for different
instruments and we can use this information to map or predict or determine what instrument or
even combination of instruments are being used to produce a particular note or pitch.
6.1.4 Distinguish Between Vocal Sounds, Ahh, Eee, Ooo
Fourier analysis can similarly be used to distinguish between vowel sounds. You must appreciate
my effort in this course as I recorded myself in Khoury Hall saying these words over and over and
looked very foolish indeed. However, I was able to acquire data as a function of time and voltage
and performed my Fourier Analysis.
As you can see again in the Fourier Spectrum clearly we can see differences in the frequencies
that appear as we say different vowel sounds.
6.1.5 XRD Reciprocal Space and Bragg’s Law
As I have stated many times my background is in Materials Science and Engineering and one of the
most critical tools to analyze the structure of materials is via X-Ray Diffraction (XRD). In XRD
you shoot an incident beam of radiation, typically Cuα radiation, and that wavelength of radiation
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Figure 6-5: Bat, Beet, and Boot Sounds.
at certain angles, Bragg Angles, will constructively interfere with planes of atoms. We can then use
simple trigonometric identities to calculate the interplanar distance, dhkl, between these planes (or
more generally any distance between periodic arrays of atoms) as described by Bragg’s Law below
nλ = 2dhkl sin(θ) (6.1)
where n is a positive integer and λ is the wavelength of the radiation typically Cuα which is
1.56Å.
The XRD output is a graph of the intensity of the diffracted radiation as a function of 2θ. Now
if we look at Bragg’s Law we can see that the distance d that we are trying to measure is inversely
related to θ so the graph of intensity vs. 2θ is effectively a plot of intensity vs reciprocal space,
i.e. 1d , which is very similar to what we have seen previously, i.e. a plot of inverse time space or
frequency space. We can use XRD to determine characteristic distances between or within polymer
chains. Remember XRD is looking for periodic distances within polymer structures and we can
only measure distances that exhibit some degree of order, i.e. short range or long range order.
We can see an example of this unique type of Fourier analysis by looking at the family of
methacrylate polymers specifically PMMA, PPMA, PEMA, and PBMA which vary in the R length
which in this case the end group is a methyl, CH3.
Now if we place these polymers within the XRD we can obtain the following XRD curves as
seen below. As you can see there we see multiple peaks in our XRD curves. A peak in the intensity
correlates to when we obtain constructive interference and thus at that angle or equivalently at
that inverse distance that is some distance in the polymer which has some degree of long range or
short range order. You can also see that some of the peaks in the curve are conserved, i.e. the
peaks at larger 2θ values appear at essentially the same location in 2θ. However, the peaks at
low 2θ angles appear to shift based on the polymer. This means that there is some characteristic,
repeated, periodic, or ordered structure/distance in the polymer chain.
The question then becomes why are there some distances that change in our polymer chain?
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Figure 6-6: PMMA, PPMA, PEMA, and PBMA structure.
Why are the large 2θ distances conserved while the low 2θ distances change? Well we need to look
at the structure of our family of methacrylate polymers as seen below
Figure 6-7: XRD Plot of PMMA, PPMA, PEMA, and PBMA.
Well we saw previously that the primary structural difference between our methacrylate poly-
mers is length of the pendant side chain i.e. the number of the CH3 R groups. As we can see in
the schematic of the structure of PMMA below
We can see here that some distances are conserved between the family of methacrylates whereas
other distances will change depending on the length of that pendant chain or side group.
So what distances are conserved and which are not?
Well the intra-chain distance will not change as that is just the length of a saturated C-C bond
which is approximately 1.54Å. Also the inter-segmental distance will not change as well. What
will change are the inter-chain and intra-segment distances. Those will increase as R increases.
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Figure 6-8: Schematic of PMMA characteristic distances.
So let’s go back to our XRD plot what peaks correspond to the intra-chain and inter-segmental
ditances? Well clearly those must be the peaks at large 2θ values because those distances will
not change depending on the number of R groups. Additionally, these are small distances in our
polymer chain so it makes sense they occur at very large 2θ values due to the inverse relationship
with distance and the fact we are looking at reciprocal space. Conversely we expect the large
distances like inter-chain distances to occur at small 2θ values and if you look at the XRD curves
the peaks at low 2θ values shift to the left as we increase R as we might expect because this distance
is increasing with increasing R thus the 2θ value must decrease, again reciprocal space.
This is the power of Fourier Analysis once again and we are going to discuss the importance of
knowing Fourier analysis and the tragic tale of Rosalind Franklin below.
6.1.6 DNA XRD: Rosalind Franklin and the Importance of Fourier
Hopefully everyone has seen this image before. What is it? Don’t read the caption.
This is Rosalind Franklin’s Photo 51 an XRD picture of a DNA fiber from a calf thymus whcih
was then analyzed by Watson and Crick who were then credited for the discovery of DNA. Rosalind
Franklin was an amazing chemist and X-ray crystallographer however Watson and Crick new about
Fourier. So when they saw this picture they could clearly make out this reciprocal space image and
reconstruct the structure of DNA. Rosalind Franklin was not given credit for her contribution until
after her death and she died at age 37 due to ovarian cancer, a tragic story but again showing the
importance of Fourier Analysis, history books would have been written completely differently.
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Figure 6-9: Rosalind Franklin Photo 51.[9]
6.1.7 Reverse Fourier Transform What is This Image?
Finally we can also do a reverse Fourier analysis to reconstruct images as well. Extra credit so
anyone who can tell me what this image is...just kidding no extra credit but do if for fun it’s
grrrrrrrreat.
Figure 6-10: Mystery Figure Do a Reverse Fourier Transform.
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6.2 Time Varying Measurements, Harmonic Functions, Cyclic and
Circular Frequency:
We have previously discussed in Lecture 1 that all measurands will vary as a function of time and
they can be static, dynamic, periodic, aperiodic, etc. The power and beauty of Fourier Transforms
as we will see soon is that regardless of how the signal varies in time we will be able to analyze this
using the framework of Fourier Analysis.
Now many of the signals that we will analyze will be periodic in nature and many of them will
be harmonic functions. You have likely encountered many harmonic functions in you career as an
engineer and everyone hopefully has worked with sine and cosine functions. A function y(t) can be




where c is a constant.
Prove that both cosine and sine are harmonic functions. What about y(t) = x2?
These harmonic functions and really all function can be treated over some period, T , as periodic
functions. Thus these functions will exhibit some frequency and here we must distinguish between
two types of frequencies
1. Circular Frequencies ω
2. Cyclic Frequencies f
Circular frequency, ω, is defined in terms of the cyclic frequency f as
ω = 2πf (6.3)
where ω has units of rads and f has units of Hz. In this course we will always use cyclic frequency
f as we utilize SI units so we want to work in terms of Hz. However, many harmonic functions
and signals that we will deal with are often in terms of ω so we must make this conversion in our
Fourier Analysis and importantly our frequency spectrum. Also when you are working on problems
in this course or in industry or academia it is critical to check the units that you are given in order
to interpret or perform analysis correctly and consistently.
6.3 Continuous Fourier Transforms: Calculating Harmonic Coef-
ficients
Finally we are about to undertake the task of performing a Fourier Transform. Just a warning the
math will get a bit tricky here but DO NOT get lost in the math, keep your high level conceptual
understanding that we developed by looking at the examples above.
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So when we are analyzing a signal and we have the algebraic expression of our signal y(t), i.e.
we know for example y(t) = cos(t). We must transform this signal from time space, t, to reciprocal
time space or frequency space f . To do this we must calculate the harmonic coefficients of our
Fourier Series An and Bn. These harmonic coefficient values at different integer values n will be
critical to create our frequency spectrum. They will also allow us to represent any arbitrary signal
y(t) as an infinite sum of sines and cosines in when we represent our original signal y(t) as a Fourier
Series.
That was a lot to take in, let’s just focus for the moment on how to calculate our Harmonic
Coefficients.














y(t) sin(ωnt)dt n = 0, 1, 2,∞ (6.5)
where An and Bn are your harmonic coefficients, y(t) is your original signal, and n is the order
of the Harmonic Coefficient or number of Harmonics. For example if I ask for the 3rd Harmonic
Coefficient I am looking for A3 and B3. If I ask for the 5th order Harmonic I am looking for A5
and B5. So you see that you will integrate our original signal with respect to time and keep n in
your solution. Then you will calculate the Harmonic Coefficients for different values of n or better
said you will increase the number of harmonics until you more accurately capture, represent, or
reproduce your signal of interest. More on this later...
However as you can see in the expression above we have an issue. We do not want to work with
our function in terms of ω we want to work with f . So we can substitute and use the relationship
that
ω = 2πf (6.6)
Additionally we will typically measure or analyze our function or signal for some finite period
of time or period T and we know that the lowest or fundamental frequency of any signal will be









Plugging this into our Harmonic Coefficients above gives us the following expression that we























dt n = 0, 1, 2,∞ (6.10)
Once we have our Harmonic Coefficients calculated we will then calculate the magnitude of the






This will be plotted as a function of integer values of the fundamental frequency f of your signal
and this critical graph is a Frequency Spectrum Graph.
That is a lot of information to take in so let’s do an example to make this clear...
6.3.1 Harmonic Coefficients, Frequency Spectrum, Dominant Frequency, Max-
imum Frequency
It’s Hip to Be Square
We have the following curve of displacement and time. Calculate the Frequency Spectrum and
the Fourier Series for this curve.
Figure 6-11: Displacement vs. Time.
When looking at this curve it is a square wave, hence the Huey Lewis reference, thus we can
describe piece-wise the algebraic form of this function. Specifically we know that
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y1(t) = 10 0 < t < π (6.12)
y2(t) = 20 π < t < 2π (6.13)
(6.14)























dt n = 0, 1, 2,∞ (6.16)
Where remember that T is your period, y(t) is the signal you are interested in, and n is an
integer signifying the harmonic coefficient. So the question becomes how do we write the function
of the displacement vs time. Well we see that the function is periodic with a period, T = 2πs.
To calculate the Fourier coefficients then we have to break down our period T into two parts so




































































You will see in this case that when you plug in for any n you find that the harmonic coefficient
An = 0. You can do the same for Bn below and find that
Bn =
10(1 + cos(nπ)− 2 cos(2nπ))
nπ
(6.21)
The Frequency Spectrum should look like this below remembering that we are plotting the







So for our Frequency Spectrum Cn is our y-axis value and we are going to plot cyclic frequency
on the x axis. The question is what is our cyclic frequency? Well remember that the period was
T = 2π so the cyclic frequency, f , is simply f = 1T . So the x-axis will be in nf or n∆f .
You can see this equivalence between nf and nT from our definition of the fundamental frequency



















dt n = 0, 1, 2,∞ (6.24)
However I would just use our previous equation, unless you are really good at thinking in
frequency space, I’m not I’ll stay in normal space not reciprocal space.
So if we calculate those harmonic coefficients and plot them as a function of nf then you will
obtain the plot below
Figure 6-12: Frequency Spectrum.
Well that was awesome! We are becoming Fourier masters.
From this frequency spectrum we can determine several critical parameters moving forward.
First we can see from the graph the lowest or fundamental frequency of our signal by looking at
the first non-zero frequency on our x-axis. NOTE: Sometimes people may include the 0th order
harmonic on the frequency spectrum but that is not our fundamental frequency that will be f or






and this value is in Hz. With the fundamental frequency in hand just by looking at the Frequency
spectrum we can now also calculate the period T which is just 2πs. From this graph we can also
calculate the maximum number of harmonics in this Fourier analysis which will just be the number
of points in our Frequency spectrum which is 10 harmonics or n = 10. So our maximum frequency
in this signal will be 10f . We can also calculate our last parameter which is a critically important
parameter, the dominant frequency. This is the frequency associated with the largest magnitude
of our harmonic coefficients, Cn. In this example we can see from our Frequency spectrum that the
largest y-value in this instance corresponds to our lowest frequency so our dominant frequency is
also our fundamental frequency in this problem.
Now why is finding the dominant frequency important. Well this is the frequency which domi-
nates the behavior of our system and as we will see in lab we can determine the natural frequency
or resonant frequency of a material using this type of analysis. Furthermore, you can imagine a
scenario that if your analyzing some signal or applying some frequency to a bridge for example and
you apply a vibration that has a dominant frequency that is the same as the resonant frequency of
a material you will get resonance and bad bad things will happen to that bridge.
This is the power of Fourier analysis!!! By analyzing our signal of interest we can use this to
make design choices to avoid catastrophic disasters and loss of life. Or we can stimulate stem cell
growth or figure our the different vocal frequencies of men vs women, whatever you want Fourier
is amazing and boundless in its applications.
Now we are not done yet...if only it was so easy...but you are at the finish line.
Aside from obtaining the Frequency Spectrum we also want to represent our original signal
y(t) as a an infinite sum of sines and cosines, i.e. a Fourier Series. Once we have our harmonic







An cosnωt±Bn sinnωt (6.26)
where yfs(t) is our Fourier series representation of our original signal.
Now you can see the curve on the left where n = 10 harmonics are used is a pretty good fit to
the original function but if we increase the number of harmonics the fit becomes much much much
better as seen on the right curve. The question you must ask is for your particular application or
design is your fix or approximation sufficient or must you increase the number of harmonics.
Let’s do another example
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Figure 6-13: Fourier Series Closer Approximates Original Signal (Red) As Harmonics are Increased
from n = 10 to n = 100 (left to right respectively)
6.3.2 Do You Remember Integration By Parts? Neither Do I Please Help
Mathematica!!
We have the following curve of displacement and time. Calculate the Frequency Spectrum and the
Fourier Series for this curve. The math is a little trickier so use Matlab or Mathematica.
Figure 6-14: Displacement vs. Time.
So the first thing you want to do is ask yourself what Fourier Case is this (i.e. 1,2,3, or 4?).
Well looking back at your notes you should recognize that this is Case 1 meaning that we can
write out the exact algebraic equation for this curve. So if we have Case 1 and we are asked for the
























dt n = 0, 1, 2, ... (6.28)
Where remember that T is your period, y(t) is the signal you are interested in, and n is an
integer signifying the harmonic coefficient. So the question becomes how do we write the function
of the displacement vs time. Well we see that the function is periodic with a period, T = 3s. Then
we can write the equation for this period in three parts which I will signify as:
y1(t) = 10t (6.29)
y2(t) = 10 (6.30)
y3(t) = −10t+ 30 (6.31)
(6.32)
To calculate the Fourier coefficients then we have to break down our period T into three parts
























































So when we solve the Fourier Spectrum we should obtain the following Frequency Spectrum
Now from this graph we can see that the dominant frequency (frequency which has the maximum
amplitude)is also the fundamental frequency (lowest frequency) which is 13Hz.
Now we can plot the Fourier series since we have solved for An and Bn by simply plugging those







An cosnωt±Bn sinnωt (6.35)
And once we do that we can see plot this function on your original curve and it’s a really great
fit.
The thing that I want to illustrate is that our Fourier Series better approximates the original
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Figure 6-15: Frequency Spectrum.
Figure 6-16: Fourier Series.
curve as we add more harmonics. However, typically we don’t know the algebraic form of the
equation that we are analyzing. What do we do then? Be sure to tune in next week for another
exciting episode as we tackle DFT, Aliasing, and Spectral Leakage in ENGR110.
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Chapter 7
Discrete Fourier Analysis, Aliasing, Spectral Leakage
7.1 Discrete Fourier Transform No More Integrals...Now Summa-
tions
So far you have become masters of the Continuous Fourier Transform or CFT. But we do not get
too cocky just yet because this is not often the case we will deal with experimentally. I know I
know I am so mean.
But in reality we are often measuring a signal and then trying to analyze the properties of
the signal so we do not know the functional form of y(t). Instead we will design an experimental
apparatus to measure the signal whether that be voltage, current, displacement, etc. as a function
of time and acquire, with a data acquisition device (DAQ) typically, the measurements as a function
of time. Thus we will acquire a discrete data set as a function of time like seen below
Figure 7-1: Discrete Signal.
So what we will end up measuring is something like the graph below where we measure some
total number of points or measurands N over some period of time T. This data will also be collected
or sampled at a very specific frequency called the sampling frequency fs. We can then determine






We can then also define that




In the example above we know that T = 10s, N = 10, fs = 1Hz, and ∆t = 1s. We can pull all
that information just from looking at this curve! Amazing.
Now one question that you might have as an experimentalist is how do I choose the appropriate
fs, N , and T to capture my signal of interest. What an excellent question and that leads us to two
critical concepts in Discrete Fourier Transforms (DFT) those being signal aliasing and spectral
leakage.
7.2 Signal Aliasing
Let’s first discuss how we should choose an appropriate N and fs in order to capture our signal.
Look at the graph below here the original signal is shown in blue while the points I extract is
shown in Red. What is wrong with my experimental design in terms of my selection of N and fs
what are the consequences here of doing so?
Figure 7-2: fs not sufficiently high to properly sample the signal.
Well clearly here we have chosen a fs that is not large enough to capture the properties of the
original signal? What frequencies are we missing here? Well we are missing the high frequency
components of the original signal.
The critical issue with choosing a sampling frequency that under-sample the original signal is
that now as experimentalists we are under the mistaken impression that the signal we are measuring
has a lower and different frequency than the actual signal. This is the first example of a concept
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that we will delve into much deeper which is signal aliasing. Where the sample signal takes on a
different frequency than the original signal, we change or measure a different frequency!!! You can
imagine the consequences of this if you are choosing a structural component in a bridge that has a
particular resonant frequency which may match the vibrations present in an application. We must
know the real properties of our signal.
What is happening with our sampling below here?
Figure 7-3: N not large enough to capture entire signal.
Well now we do not have a large enough N value to accurately sample our signal. Now we are
missing out on the low frequencies of our signal and again thus aliasing our signal. We must choose
a large enough fs and N in order to avoid sampling frequency and properly characterize our signal
of interest as is shown correctly below.
Now you may be asking if we are measuring an unknown signal in an experiment, which is
typically the case how can we select our fs and N values. That is yet another great question.
The answer is typically you will have to do some literature review or additional experiments to
try and determine some properties of the signal ahead of time. Also you can always just run your
experiment at the maximum values your DAQ can run, i.e. largest fs and N values. Also if you
are concerned about low or high frequency noise influencing your results you can use low-pass or
high-pass filters to get rid of certain frequencies....real experiments are hard.
Yet another question you may be asking is how can I quantitatively avoid signal aliasing if I
know the frequency of the signal I’m trying to measure. Well let’s do this by looking at a sine
function specifically
y(t) = sin(πt) (7.3)
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Figure 7-4: Properly sampled signal fs and N large enough.
What is the frequency of my signal?
Well I know that for this signal ω = π but I want to convert this frequency to f so I know that
the frequency of my signal fy(t) = fsignal = 1/2Hz
What happens if I sample at 0.5Hz? Well let’s look below
Figure 7-5: Biased signal with an apparent frequency of 0Hz.
That signal is not correct and if we look at our sampled points (red) we see the apparent
frequency of our sampled signal is 0Hz. So we have indeed aliased our signal. So in order to avoid
signal aliasing at this point we must make sure that our sampling frequency is greater than the
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fsignal.
Let’s increase it to fs = 0.75Hz. What happens now? Well let’s look below
Figure 7-6: Biased signal with an apparent frequency of 0.25Hz.
Nope still have not sampled correctly. We can clearly see here the apparent frequency is ap-
proximately 0.25Hz which again is not the frequency of our signal. Faster Faster we must sample
faster.
Figure 7-7: Biased signal with an apparent frequency of 0Hz.
Even when we sample at twice the signal frequency we can still bias our signal as the apparent
frequency is 0Hz. Can we ever properly sample our signal?
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Figure 7-8: Properly sampled signal with an apparent frequency of 0.5Hz.
Finally once we choose a sampling frequency such that
fs > 2fmaxsignal (7.4)
the sampling frequency, fs is greater than twice the maximum frequency in our signal then we
will not have signal aliasing. We will properly sample our signal as seen here where the apparent
and signal frequencies match.
7.3 Discrete Fourier Transformations: Summations and Harmonic
Coefficients
Now that we are aware of the dangers of signal aliasing we can start to perform Discrete Fourier
Transforms (DFT) of signals in order to produce a Frequency Spectrum and deduce some properties
of the signal of interest.






















dt n = 0, 1, 2,∞ (7.6)
into summations as we are working with a discrete data set. So let’s get started.
Well we have a signal that is no longer a continuous function y(t) but instead a discrete function
y(r∆t) where r varies from 1 to N . It is just an integer counter of our discrete data points. Well
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let’s start to re-write our expression and plug in where we can.
We know that T = N∆t and instead of taking the integral and dt we will substitute ∆t for dt






















































Let’s stop for a second and talk about why the harmonic coefficients stop at N2 .








This is the maximum frequency that can be resolved in a Frequency Spectrum graph. Frequen-
cies lower than the Nyquist frequency are accurately sampled whereas frequencies above the Nyquist
frequency will appear as mirror images of the lower frequencies in your Frequency Spectrum graph,
we will prove this in just a second.
The lowest frequency in your Frequency Spectrum will be the fundamental frequency again
which is













Remember your x-axis on the Frequency Spectrum will be in integer values of ∆f so the largest
or maximum frequency will be N2 ∆f which is the same as your Nyquist frequency.
Now we can perform a DFT!!! Yeah examples are coming!!
Let’s look at this signal that I produced on my oscilloscope
You can see the raw data in the mathematica notebook and the data is collected every 0.5ms.
So how should we start solving this problem? What else can we identify immediately? Well we see
that N = 12, ∆t = 0.5ms, and T = 6ms. That’s a really good start. Additionally we also know
that the sampling frequency, fs = 2000Hz, the Nyquist Frequency, fNyq = 1000Hz, and the lowest
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Figure 7-9: Oscilloscope signal.
or fundamental frequency of the DFT, ∆f = 167Hz. Now let’s calculate the DFT for this signal.





























Look at the Mathematica notebook to convince yourself how the code works you never know
if I will ask for one harmonic coefficient to be calculated by hand....I know I am very mean. We
can also see the symmetry in the mathematica notebook of the harmonic coefficient values past
the Nyquist frequency, the values are symmetric so we are not seeing higher frequencies just mirror
images of lower frequency signals. Below we can now see the Frequency spectrum for this signal.
Note again I have converted the x axis into cyclic frequency. How do I get these values? What
is my ∆f spacing? Well that is simply the lowest frequency or the fundamental frequency which
we have already calculated above.
So what is the lowest frequency in this signal, ∆f as we calculated previously. What is the
highest frequency in our Frequency spectrum, it is the fNyq again as calculated above but confirmed
on this spectrum. Finally what is the dominant frequency? Well it is 2∆f !!
Now let’s say that I read an article and that in the signal I am measuring there is an extremely
critical lower frequency component located at 300Hz. I need to measure this frequency it is critically
important for my application. Did I achieve this for this experiment? NO!! My lowest fundamental
frequency is 167Hz and the next frequency I measure is 333.33Hz. This is a very bad frequency
resolution, another term for ∆f . I cannot measure my 300Hz so that frequency component in my
signal will leak into my 167Hz measurement and my 333.33Hz measurement. This is known as
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Figure 7-10: DFT Fourier Spectrum.
spectral leakage and it is very problematic. From our curve we know the dominant frequency
is 333.33Hz but is it really? Or did that come from the contribution of the frequency at 300Hz
that we could not measure due to our poor frequency resolution. Thus if we are trying to measure
multiple frequencies in our signal we must make sure we pick our sampling frequency and N such
that we have a fine enough resolution to hit all the frequencies of interest so we can find the REAL
dominant frequency and avoid issues of spectral leakage that cause ambiguity in our results.
How could I get a frequency resolution of 1Hz? Well you know the following relation for ∆f = fsN .
Let’s say the your sampling frequency, fs, has to be fixed because you don’t want aliasing then
how many samples must you collect for a frequency resolution of 1Hz? You must collect 2000 total
points, N . Easy as that!
We’ve done the hard part, we solved for the Harmonic coefficients so now to plot the Fourier
Series for this DFT what equation should we use? This one below of course were again we just









An cos(2πn∆ft) +Bn sin(2πn∆ft)
]
(7.15)
So we have all the values we need to solve plug into this equation and plot as seen below:
The blue points are our experimental data and the red line is our DFT calculated Fourier Series
above. The fit looks nice so it looks like we sampled the curve sufficiently to reproduce the data.
If the Fourier series does not approximate the original signal well what do we do??? We must
add more harmonics which in this instance means adding more points!!!
Let’s look at yet another example that I recorded on my oscilloscope:
You can see the raw data in the mathematica notebook and the data is collected every 1ms. So
how should we start solving this problem? What else can we identify immediately that is different
from before? This signal is periodic!!! Specifically is repeats over a period, T = 24ms. So that will
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Figure 7-11: DFT Fourier Series.
Figure 7-12: Oscilloscope signal.
be our period and we will only select those points in that period for our DFT. So we know as well
that N = 24, ∆t = 1ms, and T = 24ms. That’s a really good start. Additionally we also know
that the sampling frequency, fs = 1000Hz, the Nyquist Frequency, fNyq = 500Hz, and the lowest
or fundamental frequency of the DFT, ∆f = 42Hz. Now let’s calculate the DFT for this signal.





























The same math follows as the previous example, look at the mathematica notebook to check
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your answers,
Figure 7-13: DFT Fourier Spectrum.
Note again I have converted the x axis into cyclic frequency. How do I get these values? What
is my ∆f spacing? Well that is simply the lowest frequency or the fundamental frequency which
we have already calculated above. You should note here that the frequency resolution here is again
quite poor you should be worried about spectral leakage.
We’ve done the hard part, we solved for the Harmonic coefficients so now to plot the Fourier









An cos(2πn∆ft) +Bn sin(2πn∆ft)
]
(7.18)
So we have all the values we need to solve plug into this equation and plot as seen below:
Figure 7-14: DFT Fourier Series.
The blue points are our experimental data and the red line is our DFT calculated Fourier Series
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above. The fit looks nice so it looks like we sampled the curve sufficiently to reproduce the data.
To accurately sample a discrete signal do the following and you will be fine
1. Estimate the highest frequency in the signal and make sure that fs is more than twice
as large as that frequency.
2. If you are forced to pick a Nyquist frequency less than the highest frequency in the signal
use a low-pass filter to block frequencies greater than the Nyquist frequency so
those higher frequencies will not be aliased into your results.
3. Estimate the lowest frequency in the signal or estimate the frequency resolution needed
to accurately resolve the frequency components in the signal. Then choose the
number of points in the sample N to yield the desired ∆f = fsN at the previously determined
value of the sampling frequency, fs.
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Part III
Mechanics of Materials and Strain
Gauges
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Chapter 8
Stress, Strain, and Measuring Mechanical Properties
This is probably the section of the class that all of the Mechanical and Civil Engineers have been
waiting for and it is where we will finally start talking about breaking things, fracture!
8.1 Sign Conventions:
To begin let’s talk about units and sign conventions. We will define any forces, stresses, or
strain in tension as positive and any forces, stresses, or strain under compression will be
considered negative[10]. Additionally we will consider moments that are counter clockwise
as positive and clockwise as negative[10].
8.2 Stress-Strain Curve:
When a material is placed under a stress state we will typically plot a stress-strain curve and that
curve typically will have 3 distinct regions: I) Elastic, II) Plastic, III) Fracture[10].
Figure 8-1: Stress Strain Curve.
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I) Elastic Regime:
In the elastic regime the stress strain response is linear and defined by the expression below
which should be familiar (Hooke’s Law)[10]:
σ = Eε (8.1)
where E, sometimes Y, is defined as the Young’s Modulus. It describes the stiffness of the
material and is a material constant. Metals are typically in the 100s of GPa, ceramics are high
200’s and 300’s of GPa, polymers are closer to on the order of 1 GPa. In the elastic region
the strain is completely reversible, i.e. there is no permanent or plastic deformation[10].
You are just pulling on the bonds not breaking any bonds.
II) Plastic Regime:
Here you are plastically deforming the material and this is signified microstructurally by
the breaking of bonds and the movement of dislocations[10]. Additionally with plastic
dislocation the strain is not reversible, if you remove the force the strain remains. It is
signified to begin on the stress strain curve by σy which is the yield stress and εy the yield
strain[10]. The σUTS is the ultimate tensile strength and it denotes the onset of necking
which is where the instantaneous area is now smaller than the original area.
III) Fracture:
As the name denotes this is where the material catastrophically fractures and is denoted by σf
which is the fracture stress and the εf is the fracture strain[10].
At this point we need to stop and make a clear point about the language that we have to
use when discussing the material properties of materials. Word choice is critical here because
they mean very different things. When we talk about the stiffness of materials we are talking
about the Young’s modulus of the material[10]. The higher the Young’s modulus the stiffer the
material. When we talk about strength we are talking about the yield strength, the ultimate
tensile strength, or the fracture stress or strength[10]. We we are talking about how ductile
a material is we are talking about the strain at failure[10]. We also often talk about material
resilience and toughness as well.





where V is the volume which gives us units of energy. This is the blue shaded portion. Tough-





If a material is not as stiff it is called compliant, if a material is not strong it is weak, and if
a material is not tough it is termed brittle[10].
Let’s look at a couple of stress strain curves...
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8.3 1. Elastic Regime:
8.3.1 Stress









where F is force and A is the original area. This is the definition of the engineering stress
the true stress would be normalized by the instantaneous area[10]. In this class we will use
the engineering stress primarily in this class. Shear stress, τ , is a force normalized by the area
over which it acts and the force is parallel to the area[10].
Figure 8-2: Normal and Shear Stress.





Now it should be noted here that stress is a second rank tensor, σij , and so is strain, εij [10]. For






So our full stress tensor or our most generic stress state would be:
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σ =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 (8.7)
Now this looks like a complex matrix with 9 independent components however they are not
completely independent. If we assume that our cube volume element (representative volume
element (RVE)is in equilibrium (not rotating) then we have the condition that[10]
σ12 = σ21 (8.8)
σ23 = σ32 (8.9)
σ31 = σ13 (8.10)
so our matrix reduces to 6 independent components for our RVE
σ =
σ11 σ12 σ13σ12 σ22 σ23
σ13 σ23 σ33
 (8.11)
Figure 8-3: 3D Stress State.
Additionally we will encounter several special stress states like Uniaxial stress which gives the
following stress state
σ =




and Biaxial stress which gives us
σ =
σ11 σ12 0σ12 σ22 0
0 0 0
 (8.13)




(σ11 + σ22 + σ33) (8.14)
8.3.2 Strain:
All machines, structural members, and materials will deform to some extend when externally loaded














where L1 is the original length. This is the definition of true strain, εt but typically we work












= tan θ (8.18)
Also for a material subjected to shear stresses we observe a proportional relationship
between shear stress and strain in the elastic regime[10] which is defined as:
τ = Gγ (8.19)
where G is the shear modulus (more on this later).
Now more formally we can define strain using infinitesimal strain theory (if you are interested





















































with all this we can now create our strain matrix and seeing from the definitions above we
know that ε12 = ε21 and ε23 = ε32 and finally ε13 = ε31[10] so that now our strain matrix has 6
independent components and can be written as
ε =




















Now what happens to the dimensions perpendicular to the direction of applied force when a the
material is subjected to uniaxial tension? We know from experience that a body begin pulled
in tension will contract laterally[10]. This lateral strain is described by the Poisson’s
Ratio[10]:
ν = − εL
εA
(8.29)
where εL is the lateral strain and εA is the axial strain. Note the negative sign which signifies
a decrease in length. The Poisson’s ratio is typically around 0.3 for metals, 0.5 for rubber,
0.4-0.5 for polymeric materials or biomaterials, and 0.2 for cork, cellular materials, or
ceramics[10].
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Figure 8-4: Infinitesimal Strain Theory[11].
8.4 Biaxial and Complex Stress States:
What happens when we have a more complex stress state and we are interested in the stress
state of a particular plane of orientation angle θ? Well we do this the same way we resolve
force vectors onto a new axes of interest. Let’s look at a case of plane stress which is a case when
all the stress is contained in one plane[10].
So far we have been dealing with simple uniaxial stress along the principal testing direction
however often materials can also be subjected to shear stress or strain.
With this information let us move on to more complex stress states, specifically one that
typically exists on a free, not constrained, surface of a stressed material[10].
Consider the element which is initially stressed in the x direction by applying σx[10]. There










Figure 8-5: Biaxial stress condition



















We can solve these two equations (two unknowns and two equations) to find the total stress
























[σz − ν(σx + σy)] (8.40)
We can similarly write the stress as well:
σx =
E
(1 + ν)(1− 2ν)
[





(1 + ν)(1− 2ν)
[





(1 + ν)(1− 2ν)
[
(1− ν)εz + ν(εx + εy)
]
(8.43)
8.5 Anisotropic Linear Elasticity:
Now let’s stop for just a second and look at these expressions. We have really been looking how to
write expressions looking at matrices with primarily normal stresses but if both stress and strain
are second rank tensors if we want a general relationship we need to introduce a fourth rank
tensor to stand in for E in the Hooke’s law expression[10]. So instead of our Hookes Law
σ = Eε (8.44)
We will have
σij = Cijklεij (8.45)
εij = Sijklσij (8.46)
where C is the stiffness matrix and S is the compliance matrix and we have the relationship that
S = C−1. As you can see this will get very, very messy quickly[10]. Instead of our nice and simple
stress tensor that we were working with previously that we assumed to be isotropic and cubic and
having only 6 independent components the full anisotropic fourth rank stiffness and compliance
tensor has 81! independent elastic components[10]. Now typically for almost every material this
will not be the case there will be symmetries that reduce this number drastically and we can also
reduce it further right now remembering the convenient relationships that reduced the number of
independent components in our stress and strain second rank tensors to 6[10]. Remembering this
we can make a quick change in notation where we have
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σ11 = σ1 (8.47)
σ22 = σ2 (8.48)
σ33 = σ3 (8.49)
σ23 = σ4 (8.50)
σ13 = σ5 (8.51)
σ12 = σ6 (8.52)
The same will hold for strain but remember the relationship for shear strain is 2ε4 = γ23 and
the same follows for the other shear strains[10]. We can then re-write our expression as
σi = Cijεj (8.53)
where now you should note that Cij is 6 × 6 matrix not a tensor so we went from 81 to 36










C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56











Here we see there are 36 components but we can reduce these components[10]. The strain energy
density (area under stress strain curve in the elastic regime) does note depend on the direction of
strain (compression or tension) so this implies that our stiffness, compliance, strain, and stress
matrices must be symmetric, i.e. Cij = Cji so this reduces our number of independent components
to 21[10]. We are making progress!!!
But we can reduce this even more by envoking Onsager’s theorem: which states that materials
cannot exhibit properties of higher symmetry other than that of the material itself[10]. In other
words, depending on the symmetry of the material some of these constants could disappear. Note:
for a more complete discussion of Onsager read Sam Allen’s Kinetics of Materials, best description
that I have come across. For example:
• Triclinic Materials: Have all 21 independent coefficients
• Monoclinic Materials: Have 13 independent coefficients
• Orthorhombic Materials: Have 9 independent components, some examples of these are
wood, composite laminate, polyethylene (semi-crystalline), etc.
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• Tetragonal Materials: Have 7 independent components
• Cubic Materials: Have 3 independent components can be reduced to 2 if material is
isotropic.
Remember for cubic materials (a=b=c and α = β = γ = 90o for cubic) you will find that there
are only 3 independent elastic constants C11, C12, and C44 and all others are 0 (proof beyond
scope here)[10]. And if we assume elastically isotropic (same properties in all directions) then this





this proof is arduous and beyond the scope of the class. There is also a useful parameter called





A perfect isotropic material will have a value of 1 while materials that are more anisotropic will
have larger values[10].
So the stiffness matrix for isotropic cubic linear elastic materials is thus
C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C11−C122 0 0
0 0 0 0 C11−C122 0
0 0 0 0 0 C11−C122

(8.57)
and the compliance matrix is
S11 S12 S12 0 0 0
S12 S11 S12 0 0 0
S12 S12 S11 0 0 0
0 0 0 2(S11 − S12) 0 0
0 0 0 0 2(S11 − S12) 0
0 0 0 0 0 2(S11 − S12)

(8.58)
Do you understand how/why the value of S44 changed? Well remember we have the relationship
that C = S−1! Now this is good but again we want to put this in terms of material constants instead
of these arbitrary compliance or stiffness notations[10]. Let’s write out that first top line which
gives us
ε1 = S11σ1 + S12σ2 + S12σ3 (8.59)
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Well we know previously we had an expression that looked very similar for strain in the 1





σ1 − ν(σ2 + σ3)
]
(8.60)
Well with these two expression we can know begin to put these values in terms of what we



















σ3 − ν(σ1 + σ2)
]
(8.63)















(1 + ν)σij − νσkkδij
]
(8.66)
where δij is the Kronecker Delta which will be 1 when i = j and 0 when i 6= j[10].
Let’s keep this relationship in mind as we move on to the 4-6 rows of the compliance matrix.
Well those equations are pretty straight forward
ε4 = 2(S11 − S12)σ4 (8.67)
ε5 = 2(S11 − S12)σ5 (8.68)
ε6 = 2(S11 − S12)σ6 (8.69)
We can alternatively write an expression for strain using the equation above and noting that












now look at that last expression and remember that we had the general relationship for to relate
shear stress and strain that
τ = Gγ (8.74)











































E 0 0 0
0 0 0 1G 0 0
0 0 0 0 1G 0











This is a very nice result and you can convince yourself why I neglected putting the notation on
the Poisson’s ratio. Now you will additionally see some further constants utilized to bundle these
elastic constants like the Lame’s constants[10]:
µ = G (8.79)
λ = C12 (8.80)
This is just another way to represent the matrix seen above in another notation that is common.
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8.5.1 Ex. Jewelry Maker: Strain Without Stress?
A jewelry maker creates a die to form a new cufflink made of steel. We need to know how much
stress to apply to the metal slab to reduce the thickness to 3mm. The die is a simple channel
that does not constrain the metal in the x-direction and the channel is well lubricated so that all
frictional forces and stresses along the channel walls can be ignored[10].
Figure 8-6: Die in which steel of initial thickness 6mm will be subjected to normal stress σzz.
a.) State all the components of the stress tensor under the applied stress.
Well there is clearly a stress in the z direction. What about x and y?
b.) Which normal strain components are zero and why?
c.) Use your answers in part a) and b) to express the relationship between the
non-zero stresses in this system.
8.6 Pressure Vessels: A Special Stress State
Finally let’s consider a very common scenario, a thin walled pressure vessel. The thin walled ves-
sel has an applied pressure difference ∆P between the internal pressure and the environment[10].
The wall thickness is sufficiently small where we can say t << R or that Rt ≥ 10[10]. What is
the stress state? It is plane stress state due to symmetry considerations. Therefore we need
to find σ1 and σ2 which we will accomplish by drawing free body diagrams[10].
Let us first consider the longitudinal direction. Remember that the forces must sum to
zero.
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Figure 8-7: Pressure Vessel.
∑
F1 = 0 = ∆Pπr
2 − σ112πrt (8.81)




We have the longitudinal stress so now let us look at the other direction, circumferential or
hoop, and again the forces must sum to equal zero:
∑
F2 = 0 = −∆P∆x2R+ σ22∆xt2 (8.83)




As you can see the hoop stress is twice as large as the longitudinal stress so you should
expect the material to fail in such a manner, unless there are extenuating conditions, i.e. defects,
corrosion, different processing, etc. The strain ratio for hoop to longitudinal strain is nearly
4 : 1.[10]
8.6.1 Resolving Stress on Plane of Interest:
First we must define a new coordinate system that aligns with the plane of interest, i.e. we must
rotate our old coordinate axes (x, y) to align with our new coordinate axes (x′, y′)[10].
Then we balance out the forces assuming static equilibrium[10]:
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Figure 8-8: Biaxial stress condition and investigating stress state in an arbitrary plane.
∑
Fx′ = 0 = σx′x′A
′− (τxyA′ sin θ) cos θ− (σyyA′ sin θ) sin θ− (τxyA′ cos θ) sin θ− (σxxA′ cos θ) cos θ
(8.85)











− σxx − σyy
2






sin 2θ + τxy cos 2θ (8.88)
We have successfully transformed the stress state to our new coordinate system! But as engineers
we recognize that typically materials will fail at locations of maximum stress[10]. Typically
ceramics, brittle oxides, glassy polymers will fail at maximum normal stress and metals
or composites will fail at maximum shear stress[10]. In order to find the maximum stress



























σ1 and σ2 are the principal maximum normal stresses and you can see by definition that















−sc sc c2 − s2
 (8.93)
where c = cos θ and s = sin θ.
















We can almost do the same for strain but for the following complication that we have the
definition that εxy =
1
2γxy so we have to account for this in our transformation specifically via the





1 0 00 1 0
0 0 2
 (8.96)





8.7 Mohr’s Circle Construction
Otto Mohr, a German engineer in the 1800’s, recognized that we can represent the principal
stress state graphically[10]. We can re-write the equations above and sum the square of Eq.8.86












You should notice that this form has a similar form to the equation of a circle, i.e.
(x− c)2 + y2 = r2 (8.99)
where the center of the circle is
σxx+σyy






We can plot Mohr’s circle for an arbitrary initial stress state.
Ex. Plane Stress States
Consider a material initially under a strain state where σxx = 22 MPa, σyy = 10 MPa and
τxy = 6 MPa.
What is the stress state of a plane inclined at 30◦ CCW?
Draw Mohr’s circle to find the principal stress state. 2. Plastic Regime
8.8 Yielding Criterion:
So far we have just been talking about stress and strain up to the yield point. However what happens
beyond the elastic limit of materials? Well we have already discussed that the yield point denotes
that the deformation is now permanent or plastic and we have initiated dislocation or defect
motion[10]. But as engineers perhaps the better or more useful question to ask is can we predict
whether yielding will occur for materials that are not just simply loaded uniaxially. There are
multiple yielding criterion that we will discuss, specifically: Rankine, Tresca, and von Mises
Yield Criterion[10].
Rankine:
Rankine criterion also known as the maximum normal stress criterion states the a material
will fail or yield when the maximal principal (normal) stress (σ1) reaches the value where the
material yields in uniaxial tension or compression so the material will yield when:
σ1 ≥ σy (8.100)
Rankine doesn’t accurately describe material yielding, it is missing shear stress.
Tresca:
So let’s take a look at the Tresca criterion or the max shear stress criterion which states
that the material yields when the τmax =
σ1−σ3
2 = σy reaches the value it does when material yields
under uniaxial loading which is described below:
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σ1 − σ3 ≥ σy (8.101)
This is better, but in 1913 for WWI/WWII subs because they found that the Tresca criterion
was a poor predictor for yielding[10].
Von Mises:
So we developed the Von Mises criterion is also called the maximum shear deformation
energy (SDE) criterion and states the material will yield when the SDE reaches the yield stress





[(σ11 − σ22)2 + (σ22 − σ33)2 + (σ33 − σ11)2 + 6(σ223 + σ231 + σ212)] ≥ σy (8.102)





[(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2] ≥ σy (8.103)
You can see by drawing the yield loci of these different criterion that Rankine is the most
conservative yield criterion[10].
Figure 8-9: Yield Criterion. Rankine (blue), Tresca (green), Von Mises (red).
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Chapter 9
Wheatstone Bridges and Strain Gauges
Everyone is now a master of linear elasticity theory but now is time to put that theory into practice
and one of the experimental methods that is still being utilized to this day to measure strain is via
electric resistance stain gauges.
Electrical resistive strain gauges have a long history being first discovered that the resitance of
copper and iron wires will changes when subjected to a mechanical load or equivalently a strain.
This change in resistance was measured using a Wheatstone bridge circuit. We will analyze and
utilize this Wheatstone bridge circuit configuration in order to measure the strain experimentally
in our material.
While there are many other methods of measuring strain i.e. extensometer, photoelasticity,
and video extensometry via tracking strain markers strain gauges are still utilized extensively in
industry and academia.
9.1 Are The Wires Elongating or Contracting? Resistance is Fu-
tile.
The resistance of a material will change when subjected to an external strain. Consider some
conductive material like a wire of copper that has some length l and diameter D. If the wire
is subjected to uniaxial tension along the length of the wire, as seen below, then the length will
increase as diameter of the wire decreases.
Figure 9-1: Elongating Wire In Electrical Strain Gauge.
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This will result in a change in the resistance of the wire and specifically the resistance will








where ρ is resistivity and C is a constant which will describe the cross sectional area, for a wire
C = π4 for a circular cross section.

































































We can then define the gauge factor, F , which is typically determined experimentally and will
















This equation is a bit messy as you can see but we can re-arrange this expression and get our








Here we can clearly see that the change in resistance and strain are proportional i.e. as we
strain a material in tension the resistance increases. And our strain gauge is composed of these
wires as seen below and they will extend or compress depending on the applied stress
Figure 9-2: Strain gauge composed of wires which change resistance of strain gauge.
Now at this point you may ask why do we typically measure a voltage output from our strain
gauge why don’t we just measure the change in resistance directly? Why do I have learn circuits,
why are you so mean...
Well the answer lies once again in the precision and sensitivity of a measurement. If we are
measuring microstrain we cannot use an ohmmeter to measure these values. Instead we will utilize
circuits and specifically a Wheatstone Bridge Circuit and measure the corresponding change in
voltage and correlate that to the strain in a material. However, before we jump directly into
Wheatstone Bridge circuitry we should first begin with the building blocks of a Wheastone Bridge
which is a voltage divider circuit
9.2 Voltage Divider Circuit
Below is a schematic of a voltage divider circuit if we first imagine that initially there is a negligible





where Vi is the input voltage. This gives us the current in our circuit but if we find that there
is current drawn from Vo then we find that





Figure 9-3: Voltage divider circuit.
This is the output for a single voltage dividing circuit. Why did we learn about a voltage
dividing circuit? You said Wheatstone bridge circuits were important for strain gauges! Yes, I
agree but as you will see our Wheatstone Bridge Circuit will look very similar to two voltage
dividing circuits.
9.3 Wheatstone Bridge Circuit
We will utilize a Wheatstone Bridge circuit to measure strain in our strain gauges and we can see
an example of Wheatstone bridges and how it looks very similar to two voltage dividing circuits.
In fact we can write out the voltage at positions 1 and 2 , V1 and V2, and we see that the









Now at balance we should find that Vo = 0 and thus V1 = V2. If we set these expression equal
to one another we will find that








Figure 9-4: Wheatstone bridge circuit.
Figure 9-5: Voltage at Position 1 and 2 in Wheatstone Bridge and Voltage Dividing Circuits.
If we are not at balance we can also calculate the output voltage of the Wheatstone Bridge
configuration similar to what we did for the voltage dividing circuit













You can see in this expression that if R2R3 = R1R4 then we are balanced and V0 = 0.
Now so far we have just looked at a Wheatstone Bridge circuit composed of only resistors but
we want to replace some of these resistors with strain gauges and the correlate the change in output
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Figure 9-6: Resistance Relationship at Balance.
Figure 9-7: Output voltage of Wheatstone Bridge
voltage to the applied strain. Let’s start with the most general case where we replace all resistors
with strain gauges, a configuration referred to as Full Bridge configuration.
9.4 Full Wheatstone Bridge in Standard Configuration
Let’s look at the full wheatstone bridge configuration as seen below
If we replace the 4 resistors with 4 strain gauges (each must have the same resistance so that at
balance the output voltage is 0) we can think of the most general case where we strain a material
124
Figure 9-8: Standard Wheatstone Bridge Configuration.
that has 4 strain gauges attached and consider the change in resistance and corresponding change
in output voltage.











































dR1 − dR2 − dR3 + dR4
4R
(9.22)







and substituting in we can get our final, critical, and fundamental expression for relating output
voltage and strain using Wheatstone bridges as seen below
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ε1 − ε2 − ε3 + ε4
]
(9.24)
We can now use this expression to describe the relationship between the output voltage, strain,
and stress for a myraid of different strain gauge configurations. Let’s consider several examples to
illustrate how we will utilize this expression.
9.5 Strain Gauge Configuration
9.5.1 Uniaxial Tension Quarter Bridge Configuration
If we consider a Quarter Bridge Configuration (only 1 strain gauge in our bridge) as seen below
So we have a strain gauge in the 1 arm of our Wheatstone bridge and it is aligned with σ11.
Now remember if the wires extend/elongate that correlates to a positive strain and because we only
have one strain gauge the resistors in the 2, 3, and 4 arms are not being stretched so the strain
there is 0. Furthermore, we know that the strain measured in the 1 arm will just be ε1 = ε11.
Aren’t you glad we covered mechanics first?
Let’s do another example where now we have and additional stress, σ22.







Notice the additional negative component in this strain because as the material is stretched in
the 22 direction the wires will compress and the length will decrease, thus the negative sign.
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Figure 9-10: Unaixial Tension and Quarter Bridge Configuration.
Figure 9-11: Normal Plane Stress Quarter Bridge Configuration.
Let’s look at the same stress state but add another strain gauge to make a Half-Bridge
configuration as seen below
Here now we have a strain gauge aligned with the 22 direction so it will sense ε22 so
ε2 = ε22 (9.26)
Alright you are now masters of tension, compression, and normal stress but what about bending?
Let’s take a look at the scenario below of a cantilever beam bending as seen below
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Figure 9-12: Normal Plane Stress Half-Bridge Configuration.
Figure 9-13: Quarter Bridge Configuration Under Pure Bending.
Here we again only have one strain gauge but now it will be exposed to pure bending strain
and this strain will be positive if the strain gauge is on top of the beam (denoted by a solid outline
of the strain gauge) because the wires will elongate.
However in the figure below you can see that if we have a strain gauge placed on the bottom of
the beam then the wires will compressed and that will correlate to a negative bending strain. So
be ready for some examples with normal and bending strain combined...I know I know so mean.
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Figure 9-14: Half Configuration Under Pure Bending.
9.6 Linear Thermal Expansion Contribution to Strain
Thus far we have neglected one contribution to strain and that is contribution of thermal strain.
Most materials (see exceptions like PbTiO3 and other materials with a negative thermal expansion
coefficient) will expand as temperature increases and this behavior is reflected in a materials linear













This thermal strain will cause the wires in the strain gauge to expand and thus this contribu-
tion will typically always be a positive contribution to strain unless the linear thermal expansion
coefficient is negative. You can also configure your strain gauges in such a manner to eliminate the
thermal strain contribution if you do not want to measure that contribution.
9.7 Calibration of Strain Gauges
Way way back in lecture one we mentioned that when designing experiments or making an experi-
mental apparatus calibration was a critical step. The same calibration must be performed for strain
gauges as well. However this is a difficult proposition as you might imagine calibration will involve
placing a strain gauge on a material and applying a fixed strain and measuring the resulting output
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voltage. This is a valid way to calibrate but as uncertainty experts think about all the potential
uncertainties that can occur in this calibration process. There can be uncertainty in the applied
strain, what if there are defect in the material, what about variations in the dimensions of the
material of interest, etc, etc. This also does not even consider that fact that applying strain gauges
can be an arduous process so this is not an ideal method of calibration.
Instead we will utilize an ingenious calibration technique which will involve the precise applica-
tion of a change in resistance and measuring the response of the system. To do this we will add an
additional switch, S, and shunt resistor, RS to the 1 arm of our Wheatstone bridge as seen below
Figure 9-15: Shunt Calibration of Strain Gauges.
When the switch is open the strain in arm 1 is the same as usual, just R1. However, when the
switch is closed the resistance changes and now the resistance in the arm is R1RSR1+RS so the change























9.7.1 Full Wheatstone Cantilever Beam Bending:
Consider an Al-6061 cantilever beam with full Wheatstone Bridge Configuration as seen below.
The gauge factor is 2 and the excitation voltage is 5V. The beam thickness is 0.1m and the length
is 10m. The initial resistances in each arm of the Wheatstone Bridge is 120Ω. What is the change
in voltage after this load is applied?
Figure 9-16: Full Bridge Cantilever Beam.
9.7.2 Write Out the Strain
Lets look at the following material under a combination of uniaxial tension and bending below
Write out the strain in each strain gauge.
Determine the configuration that eliminates bending.
Determine the configuration which eliminates axial strain components.
9.7.3 I Can’t Stop Asking Thin Walled Pressure Vessel Problems
Take a look at the arrangement of strain gauges on the cylindrical vessel seen below
Consider an aluminum pressure vessel with full bridge configuration as seen below. The thick-
ness is 0.1m. The initial resistances of the strain gauges are 200Ω. The gauge factor is 4. Initially a
shunt is placed across gauge 1 and the output reads 20 units (your oscilloscope is so old you cannot
read the units). After the cylinder is pressurized you read an output of 50. Calculate the hoop and
longitudinal stress.
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Figure 9-17: Beam Under Bending and Axial Strain.
Figure 9-18: Pressure Vessel.
9.8 Strain Rosettes: Rectangular and Delta
For the examples that we have done so far the our strain gauges have been aligned with our
coordinate system or along principal directions but if we want to measure a complex stress state
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where a plane stress condition is completely unknown like near a weld, defect, microcrack, etc we
will need to utilize 3 strain gauges and then use Mohr’s circle for our strain tensor to determine the
normal and shear strains (as our strain gauges cannot directly measure shear strains they will only
give us normal strains). This configuration of 3 strain gauges is called a strain rosette. There are
multiple types of rosettes (T-Delta) but in this course we will focus on rectangular and delta or
equiangular rosettes as seen below
Figure 9-19: Rectangular and Delta Rosette.
You can see that for the rectangular rosette the a and b arms are offset by 45o as are b and c
and the a and c arms are offset by 90o. For the delta rosette the a and b arms are offset by 60o as
are the b and c arms and the a and c arms are offset by 120o.
Now let’s imagine that we place the a rectangular rosette on a material near a weld, defect,
stress concentrator, etc, i.e. near any complex stress state we may not know. If we place the
rectangular rosette there and apply the load for that particular application we will obtain strain
readings from each arm of the rosette if we find that εa = 72, εb = 120, εc = 248 in microstrain we
can then calculate the principal strains, stresses, rotation to get to the principal strain state, the
center of our Mohr’s circle, and the radius of our Mohr’s circle. Sounds like a lot of work right
but you are masters of Mohr’s circle and rotation so this will be very similar but with one key
distinction, we need to perform our Mohr’s circle in strain as seen below
Now we just mentioned that our strain gauges cannot measure shear strains directly so thus
any measurement from each arm can be considered a normal strain. Now for our stress state of
Mohr’s circle we had coordinates and drew our circle that way as we knew the normal and shear
stresses but here we only know the x values i.e. our normal strains. But we know that our Mohr’s
circle must intersect these vertical normal strain lines at six points as seen in the figure. We also
know that we have three unknowns in our Mohr’s circle those being the center (C), radius (R), and
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Figure 9-20: Mohr’s circle in strain.
2θ values. But we know εA, εB and εC so we can use our circle geometry in order to solve for these
unkowns and that will give us everything we need to calculate our other values of interest and do
rotations as well. So from the figure we can see the relationship that relates εA to the C, R, and
2θ as seen below
εA = 72× 10−6 = c+R cos 2θ (9.32)
We can also obtain a relationship for εB and εC knowing that they are offset by some fixed
angle from arm A. We know that for B in real space that angle is 45o but since we are in Mohr’s
circle that translates to 90o so we would just add this to our expression and remember it is positive
because we are rotating CCW as seen below
εB = 120× 10−6 = c+R cos(2θ + 90◦) (9.33)
A similar expression can be derived for the C arm as well
εC = 248× 10−6 = c+R cos(2θ + 180◦) (9.34)
With these three equations we can solve for our unknowns and find that
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c = 1.6× 10−4 (9.35)
R = 9.6× 10−5 (9.36)
ε1 = 2.6× 10−4 (9.37)
ε2 = 6.33× 10−5 (9.38)
θ = 12.22◦ (9.39)
σ1 = 6.27× 107Pa (9.40)
σ2 = 3.19× 107Pa (9.41)
(9.42)








(σ2 − νσ1) (9.44)
(9.45)
You can use this framework to calculate many different stress and strain states. For the delta
rosette we would perform a similar procedure but the angles would be different, i.e. 60o instead of
45o. Also you can imagine I might/will give you a different rosette on a Pset or an Exam and you
might have to do even more rotations...I know I am so mean but luckily or sadly this is the end of
ENGR110 congratulations you are now an expert in Statistics, Fourier, DOE, Mechanics, Circuits,
and Strain Gauges pretty good for one class!!
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