Face numbers of triangulations of simplicial complexes were studied by Stanley by use of his concept of a local h-vector. It is shown that a parallel theory exists for cubical subdivisions of cubical complexes, in which the role of the h-vector of a simplicial complex is played by the (short or long) cubical h-vector of a cubical complex, defined by Adin, and the role of the local h-vector of a triangulation of a simplex is played by the (short or long) cubical local h-vector of a cubical subdivision of a cube. The cubical local h-vectors are defined in this paper and are shown to share many of the properties of their simplicial counterparts. Generalizations to subdivisions of locally Eulerian posets are also discussed.
Introduction
Simplicial subdivisions (or triangulations) of simplicial complexes were studied from an enumerative point of view by Stanley [14] . Specifically, the paper [14] is concerned with the way in which the face enumeration of a simplicial complex ∆, presented in the form of the h-vector (equivalently, of the h-polynomial) of ∆, changes under simplicial subdivisions of various types; see [16, Chapter II] for the importance of h-vectors in the combinatorics of simplicial complexes.
A key result in this study is a formula [14, Equation ( 2)] which expresses the h-polynomial of a simplicial subdivision ∆ of a pure simplicial complex ∆ as the sum of the h-polynomial of ∆ and other terms, one for each nonempty face F of ∆. The term corresponding to F is a product of two polynomials, one of which depends only on the local combinatorics of ∆ at F and the other only on the restriction of ∆ to F . The latter is determined by the local h-vector of ∆ at F , a concept which is introduced and studied in [14] . It is shown that the local h-vector of a simplicial subdivision of a simplex is symmetric and that for quasi-geometric subdivisions (a kind of topological subdivision which includes all geometric subdivisions) it is nonnegative. From these results it is deduced that the h-vector of a Cohen-Macaulay simplicial complex increases under quasi-geometric subdivision. Other properties of local h-vectors are also established in [14] and a generalization of the theory to formal subdivisions of lower Eulerian posets is developed. This paper investigates similar questions for cubical subdivisions of cubical complexes. A well-behaved analogue of the h-polynomial was introduced for cubical complexes (in two forms, short and long) by Adin [1] . For both types, it is shown that formulas analogous to that of [14] hold for the cubical h-polynomial of a cubical subdivision of a pure cubical complex (Theorems 4.1 and 6.6), when one suitably defines the (short or long) cubical local is a homology sphere. In either case, we define (2.2) h(int(∆), x) = F ∈int(∆)
The next proposition follows from Theorem 7.1 in [16, Chapter II] (see also [9, Theorem 2] , [12, Lemma 6.2] and [15, Lemma 2.3] ).
Proposition 2.1. Let ∆ be a (d − 1)-dimensional simplicial complex. If ∆ is either a homology ball or a homology sphere over some field, then 2.2. Cubical complexes. We assume familiarity with basic notions from the combinatorial theory of (convex) polytopes and polytopal complexes; see [5, 18] . Any polytope which is combinatorially isomorphic to the standard d-dimensional cube [0, 1] d ⊆ R d , for some d ∈ N, will be called a (combinatorial) cube. Thus, a (finite, geometric) cubical complex is a finite collection K of cubes in some space R N , called faces, such that (i) every face of an element of K also belongs to K and (ii) the intersection of any two elements of K is a face of both. Throughout this paper, F (C) will denote the set of nonempty faces of a polytope or polytopal complex C, partially ordered by inclusion. Any algebraic or homological properties of a polytopal complex C we consider, such as Cohen-Macaulayness or Buchsbaumness, will refer to those of F (C); see [3] . Since these two particular properties (over a fixed field) depend only on the homeomorphism type of the polyhedron (union of faces) of C, they are inherited by geometric (in fact by CW-regular; see Section 7.2) subdivisions of C. A polytopal complex C is said to be pure if all maximal (with respect to inclusion) faces of C have the same dimension.
The short cubical h-vector of a cubical complex K is defined in [1] as
where d = dim(K) is the maximum dimension of a face of K. The link lk K (F ) of any nonempty face F of K is naturally a simplicial complex and we have the fundamental observation [1, Theorem 9] (due to G. Hetyei) that if K is pure, then
where vert(K) denotes the set of vertices (zero-dimensional faces) of K. If K is Buchsbaum over a field K, then lk K (v) is Cohen-Macaulay over K for every v ∈ vert(K) and hence every summand in the right-hand side of (2.5) has nonnegative coefficients. Given a cubical complex K in R N of dimension d and a cubical complex K in R N of dimension d , the product K × K is naturally a cubical complex in R N +N of dimension d+d . There is a poset isomorphism F (K×K ) ∼ = F (K)×F (K ) and we have dim(F ×F ) = dim(F ) + dim(F ) for all F ∈ F (C) and F ∈ F (C ). Hence, equation (2.4) yields (2.6) h (sc) (K × K , x) = h (sc) (K, x) h (sc) (K , x).
By analogy with (2.2), we define
for every cubical complex K which subdivides a d-dimensional manifold with nonempty boundary ∂K, where int(K) = K ∂K. The next statement appears as Proposition 4.4 in [8] . We include a proof, so that it can be easily adapted in other situations (see Example 7.9). The statement (and proof) is valid for cubical subdivisions K of manifolds without boundary as well (see part (i) of [1, Theorem 5]), provided one sets int(K) = K.
For every cubical subdivision K of a d-dimensional manifold with nonempty boundary we have
Proof. We observe that for every vertex v of K, the simplicial complex lk K (v) is either a homology sphere or a homology ball, depending on whether v lies in int(K) or not, of dimension d − 1. Thus, using (2.5) and Proposition 2.1 we compute that
where n(F ) denotes the number of vertices v of F for which the face of lk K (v) which corresponds to F is an interior face of lk K (v). Equation (2.8) follows by noting that
The (long) cubical h-polynomial of a d-dimensional cubical complex K may be defined [1] by the equation
where
is the reduced Euler characteristic of K. Since h (sc) (K, −1) = 2 d + 2 d χ(K) [1, Lemma 1 (ii)], the function h (c) (K, x) is indeed a polynomial in x of degree at most d + 1. For use in Section 6, we note (see also [1, Lemma 2] ) that
The short cubical local h-vector

This section includes definitions, basic examples and elementary properties of short cubical local h-vectors.
We begin by making precise the notion of cubical subdivision. Let C be a (combinatorial) cube, with poset of nonempty faces F (C). A (finite, topological) cubical subdivision of C is a (finite) cubical complex Γ, together with a map σ : Γ {∅} → F (C) (the associated subdivision map), having the following properties: (a) for every F ∈ F (C), the set Γ F := σ −1 (F (F )) ∪ {∅} is a subcomplex of Γ which is homeomorphic to a ball of dimension dim(F ); and (b) σ −1 (F ) consists of the interior faces of the ball Γ F . The subcomplex Γ F is called the restriction of Γ to F . For G ∈ Γ {∅}, the face σ(G) of C is called the carrier of G. It follows from the defining properties that σ is surjective and that dim(G) ≤ dim(σ(G)) for every G ∈ Γ {∅}. The subdivision Γ is said to be geometric if it can be realized by a cubical complex Γ which geometrically subdivides C (meaning, the union of faces of Γ is equal to C). In that case, the carrier of G ∈ Γ {∅} is the smallest face of C which contains G. Definition 3.1. Let C be a d-dimensional cube. For any cubical subdivision Γ of C, we define a polynomial C (Γ, x) = 0 + 1 x + · · · + d x d by
We call C (Γ, x) the short cubical local h-polynomial of Γ (with respect to C). We call C (Γ) = ( 0 , 1 , . . . , d ) the short cubical local h-vector of Γ (with respect to C). Example 3.2. (a) For the trivial subdivision Γ = F (C) ∪ {∅} of the d-dimensional cube C we have
This follows from (3.1) since for 0 ≤ k ≤ d, there are 2 d−k d k faces F ∈ F (C) of dimension k and we have h (sc) (Γ F , x) = 2 k for every such face.
(b) Suppose that dim(C) = 1. We have h (sc) (Γ, x) = tx + t + 2 and C (Γ, x) = t(x + 1), where t is the number of interior vertices of Γ.
(c) Part (a) of Figure 1 shows a nongeometric cubical subdivision Γ of a square C. We have h (sc) (Γ, x) = 2x + 6 and C (Γ, x) = 0. (d) Let C be a facet (d-dimensional face) of a (d+1)-dimensional cube D. The complex of faces of D other than C and D defines a cubical subdivision Γ of C (this is the subdivision defined by the Schlegel diagram of D with respect to C; see [18, Section 5.2] ). The special case d = 2 is shown in part (b) of Figure 1 . Since for the boundary complex (complex of proper faces) ∂D of D we have h (sc) (∂D, x) = 2 d+1 (1 + x + · · · + x d ) (see, for instance, [1, Lemma 1 (iv)]) and Γ F is the trivial subdivision of F for every F ∈ F (C) {C}, we may conclude that
for F ∈ F (C). A simple calculation shows that C (Γ, x) = 2 d (1 + x)(1 + x + · · · + x d−1 ). In the special case d = 2 we have h (sc) (Γ, x) = 4x 2 + 8x + 8 and C (Γ, x) = 4(x + 1) 2 .
(e) Let Γ be the complex of faces of two 3-dimensional cubes C and C , intersecting on a common facet G. Let σ : Γ {∅} → F (C) be the subdivision map which pushes C into C, so that the facet of C opposite to G ends up in the relative interior of G. Formally, we have σ(G) = σ(C ) = C, σ(F ) = G for every proper face of C not contained in G and σ(F ) = F for all other nonempty faces of Γ. Thus, the restriction of this subdivision to the facet G of C is the one shown in part (b) of Figure 1 , while the restriction to any other proper face of C is the trivial subdivision. We have h (sc) (Γ, x) = 4(x + 3) and C (Γ, x) = −4x(x + 1). The subdivision of part (a) of Figure 1 is a two-dimensional version of this construction. Remark 3.3. Let Γ be a cubical subdivision of a cube C of positive dimension d. We recall [1, Lemma 1 (ii)] that h (sc) (K, −1) = 2 k χ(K) for every cubical complex K of dimension k, where χ(K) = 1 + χ(K) is the Euler characteristic of K. Thus h (sc) (Γ F , −1) = 2 k for every face F ∈ Γ of dimension k. It follows from (3.1) that C (Γ, −1) = 0 and hence the polynomial C (Γ, x) is divisible by x + 1.
Let Γ be a cubical subdivision of a cube C with associated subdivision map σ. The excess of a face F ∈ Γ {∅} is defined as e(F ) = dim σ(F ) − dim(F ). The following statement is the analogue of [14, Proposition 2.2] in our setting. Proposition 3.4. For every cubical subdivision Γ of a d-dimensional cube C we have
where e(F ) is the excess of a nonempty face F of Γ.
Proof. We compute that
and observe that the inner sum in the last expression is equal to (
Next we consider products of cubical subdivisions. Let Γ be a cubical subdivision of a d-dimensional cube C with associated subdivision map σ and Γ be a cubical subdivision of a d -dimensional cube C with associated subdivision map σ . Then Γ × Γ is a cubical subdivision of the (d + d )-dimensional cube C × C , if one defines the carrier of a face G × G of Γ × Γ as the product σ(G) × σ (G ). Proof. By construction, the restriction of Γ × Γ to a face F × F is equal to Γ F × Γ F . Thus, recalling that F (C × C ) ∼ = F (C) × F (C ) and using the defining equation (3.1) and (2.6) we find that
as promised.
We end this section with some more examples and remarks. Example 3.6. (a) Let C (Γ, x) = 0 + 1 x + · · · + d x d , where Γ and C are as in Definition 3.1. Since for F ∈ Γ {∅} we have e(F ) = d if and only if F is a vertex in the interior of C, it follows from Proposition 3.4 that 0 is equal to the number of interior vertices of Γ. Alternatively, this follows from the equality
by a Möbius inversion argument (see [11, Proposition 3.7 .1]), since h (sc) (K, 0) is equal to the number of vertices of K for every cubical complex K. The coefficient d is equal to the coefficient of x d in h (sc) (Γ, x). By setting x = 0 in
2), we deduce that d is also equal to the number of interior vertices of Γ. Alternatively, this follows from our previous remark on 0 and the symmetry of (c) Combining part (a) with Remark 3.3 we find that C (Γ, x) = t(x + 1) 2 for every cubical subdivision Γ of a square C (the case d = 2), where t is the number of interior vertices of Γ.
(d) Part (c) and Example 3.2 (b) imply that for d ≤ 2, the polynomial C (Γ, x) depends only on the face poset (in fact, on the short cubical h-polynomial) of the complex Γ (and not on σ). This is no longer true for d ≥ 3. For instance, the complex Γ of Example 3.2 (e) gives rise to a subdivision of the 3-dimensional cube C which is the product of the trivial subdivision of a square and the subdivision of a line segment with one interior point. For this subdivision we have C (Γ, x) = 0.
Main properties of short cubical local h-vectors
This section develops the main properties of short cubical local h-vectors. From these, the local formula for cubical subdivisions (Theorem 4.1), the symmetry property (Theorem 4.2) and the monotonicity property (Corollary 4.7) are proved in this section, while the proof of nonnegativity (Theorem 4.3) is defered to Section 5.
The notion of a (finite, topological) cubical subdivision of any cubical complex K, needed for the first result, is defined as in the special case in which K is the complex of faces of a cube C, by replacing F (C) with K {∅}. In particular, such a subdivision of K is a cubical complex K (together with a subdivision map σ : K {∅} → F (K)) whose restriction on a face F ∈ K {∅}, denoted by K F , is a (finite, topological) cubical subdivision of F . The proof of the following result is a variation of that of Theorem 3.2 in [14, Section 3].
Theorem 4.1. Let K be a pure cubical complex. For every cubical subdivision K of K we have
Proof. Denoting by R(K , x) the right-hand side of (4.1) and setting P = F (K), we compute that
The fourth of the previous equalities follows from the defining equation
and the equality
for given F ∈ P . The latter is equivalent to
which in turn follows by applying [14, Lemma 3.1] to lk K (F ), which is a pure simplicial complex of dimension dim(K) − dim(F ) − 1. As in the proof of Theorem 3.2 in [14, p. 813] we find that
as claimed in the statement of the theorem.
Our second result on short cubical local h-vectors is as follows.
Theorem 4.2. For every cubical subdivision Γ of a d-dimensional cube C we have
Proof. Setting P = F (C) and using (3.1) and Corollary 2.2 we find that
We claim that
for every G ∈ P . Given the claim, we may conclude that
where, in the third equality, we have used the fact that the interval [F, C] in P is a Boolean lattice of rank d − dim(F ). To verify (4.3) we note that, in view of (2.4) and (2.7), we may write
for G ∈ P . Denoting by β(G) and α(G) the right-hand sides of (4.4) and (4.5), respectively, we have
for every G ∈ P . By Möbius inversion [11, Proposition 3.7.1] on P we get
for every G ∈ P . Replacing α(G) and β(F ) with the appropriate expressions from the left-hand sides of (4.5) and (4.4) shows that the last equality is equivalent to (4.3).
We recall [14, Section 4 ] that a simplicial subdivision ∆ of a simplicial complex ∆ is called quasi-geometric if no face of ∆ has all its vertices lying in a face of ∆ of smaller dimension. A cubical subdivision Γ of a cube C will be called locally quasi-geometric if there are no faces F ∈ F (C) and G ∈ Γ {∅} and vertex v of G, such that F has smaller dimension than G and for every edge e of G which contains v, the carrier of e is contained in F . Clearly, every geometric cubical subdivision of C is locally quasi-geometric. Cubical subdivisions which are not locally quasi-geometric are given in parts (c) and (e) of Example 3.2. A cubical subdivision K of a cubical complex K will be called locally quasi-geometric if for every F ∈ K {∅}, the restriction K F is a locally quasi-geometric subdivision of F . Part (e) of Example 3.2 shows that the following statement fails to hold for all cubical subdivisions of cubes.
The proof of Theorem 4.3 is given in Section 5. Remark 4.5. In analogy with the simplicial case, we may call a cubical subdivision Γ of C quasi-geometric if no face of Γ has all its vertices lying in a face of C of smaller dimension. Consider the square C on the right part of Figure 1 (a) and insert two points g and h, in this order from left to right, in the relative interior of the edge of C joining vertices b and c. The subdivision of C with three two-dimensional faces, having vertex sets {a, b, d, g}, {d, e, f, g} and {c, e, g, h}, is quasi-geometric but not locally quasi-geometric. We leave it to the reader to construct a two-dimensional example of a locally quasi-geometric cubical subdivision which is not quasi-geometric.
It was shown in [14] , as a consequence of [14, Theorem 3.2] and the nonnegativity of the simplicial local h-vector for quasi-geometric subdivisions [14, Corollary 4.7 ] that the h-vector of a Cohen-Macaulay (or Buchsbaum) simplicial complex is nondecreasing under quasi-geometric subdivision. An analogous monotonicity property can be derived for the short cubical h-vector of a cubical subdivision from the simplicial version as follows. Let K be a cubical subdivision of a cubical complex K. Under additional hypotheses (for instance, if K is a geometric subdivision), the complex lk K (v) will be a simplicial topological subdivision of the simplicial complex lk K (v), in a natural way, for every vertex v of K. All inequalities of the form f (x) ≥ g(x) which appear in the sequel, where f (x) and g(x) are real polynomials, will be meant to hold coefficientwise. Proposition 4.6. Let K be a cubical subdivision of a Buchsbaum cubical complex K.
Proof. From our assumptions we have that for every vertex v of K, the complex lk K (v) is a quasi-geometric simplicial subdivision of the Cohen-Macaulay simplicial complex lk K (v). Thus, by [14, Theorem 4 
. Using this fact, (2.5) and the Cohen-Macaulayness of the links of vertices in K , we conclude that
The following variant will be deduced from Theorems 4.1 and 4.3. It improves Proposition 4.6, for instance, in the case of geometric subdivisions and does not assume that the links in K of vertices of K are subdivisions of the corresponding links in K.
for every locally quasi-geometric cubical subdivision K of K.
Proof. In view of equation (2.5), we may rewrite (4.1) as
The result now follows from Theorem 4.3 and our assumptions on K. We end this section with two specific kinds of cubical subdivision, to which Theorem 4.1 can be applied. The second one (see Example 4.10) provided some of the motivation for this paper.
Example 4.9. Let K be a cubical complex of positive dimension d and let K be a cubical subdivision of K for which the restriction K F is the one in part (d) of Example 3.2, for a given d-dimensional face F of K, and the trivial subdivision for every other nonempty face of K. This subdivision, considered in [7] in the context of the lower bound problem for cubical polytopes, may be thought of as a cubical analogue of the stellar subdivision on a maximal face of a simplicial complex. The computations in Example 3.2 and (4.6) imply that h (sc) (K , x) = h (sc) (K, x)
Example 4.10. Let K be a cubical complex of dimension d. The cubical barycentric subdivision sd c (K) is a geometric cubical subdivision K of K on the vertex set of all barycenters of nonempty faces of K which has the following property: the restriction K F to any nonempty face F of K is combinatorially isomorphic to the product of as many as dim(F ) copies of the subdivision of a line segment with one interior vertex. We refer the reader to [10, Section 2.3] for a precise definition of sd c (K).
We may recover one of the main results of [10] , expressing the short cubical h-vector of sd c (K) in terms of that of K, as follows. By Example 3.2 (b) and Proposition 3.5, we have F (K F , x) = (x + 1) dim(F ) for every F ∈ K {∅}. Thus, setting P = F (K) and using Theorem 4.1, we compute that
is the f -polynomial of K and for the fourth equality, we have used the fact that there are 2 k−i k i faces of G of dimension i for 0 ≤ i ≤ k, where k = dim(G). Expressing f K (x) in terms of h (sc) (K, x) (see, for instance, [10, Equation ( 3)]), we find that
in agreement with [10, Theorem 3.2].
Nonnegativity of short cubical local h-vectors
This section proves the nonnegativity of short cubical local h-vectors for locally quasigeometric subdivisions (Theorem 4.3). Our method follows that employed by Stanley to prove [14, Theorem 4.6] . Thus we will assume familiarity with [14, Section 4] and omit some of the details of the proof, giving emphasis to those points in which the arguments in [14] need to be adapted or generalized.
We first observe that nonnegativity of the short cubical local h-vector is a consequence of the following statement.
Theorem 5.1. For every locally quasi-geometric cubical subdivision Γ of a d-dimensional cube C and every vertex v of Γ we have
Proof of Theorem 4.3. Using (2.5), we compute that
Thus, the result follows from Theorem 5.1.
For the remainder of this section we let σ : Γ → P = F (C) be the subdivision map associated with Γ. We also write dim(σ(v)) = d − e, where d = dim(C) and 0 ≤ e ≤ d. To motivate our approach towards proving Theorem 5.1, we consider two special cases. Suppose first that e = d, so that v is a vertex of C. Assume further that lk Γ (v) is a topological subdivision of the (d − 1)-dimensional simplex lk C (v). Then lk Γ (v) is a quasigeometric subdivision of lk C (v), in the sense of [14, Section 4] , and the left-hand side of (5.1) is equal to the simplicial local h-vector of this subdivision [14, Definition 2.1]. Therefore, Theorem 5.1 follows in this case from [14, Corollary 4.7] . On the other extreme, if e = 0, so that v is an interior vertex of Γ, then the left-hand side of (5.1) consists of the single term h(lk Γ (v), x). This polynomial is nonnegative since lk Γ (v) is Cohen-Macaulay (in fact, a homology sphere) over any field (this link is a topological sphere, if Γ is a geometric subdivision). The proof which follows generalizes that in [14, Section 4] and interpolates between these two special cases.
Proof of Theorem 5.1. We fix a vertex v of Γ and set ∆ = lk Γ (v). We observe that the poset of faces F ∈ F (C) with v ∈ F is equal to the closed interval [σ(v), C] in F (C). This interval is a Boolean lattice of rank e. We denote (in the case e ≥ 1) by ∆ 1 , ∆ 2 , . . . , ∆ e the subcomplexes of ∆ of the form lk Γ G (v), where G runs through the codimension one faces of C in the interval [σ(v), C]. We also write ∆ S = ∩ i∈S ∆ i for S ⊆ [e] := {1, 2, . . . , e}, where ∆ ∅ = ∆. Then the subcomplexes lk Γ F (v) of ∆ which appear in the left-hand side of (5.1) are precisely the complexes ∆ S for S ⊆ [e]. Thus (5.1) can be rewritten as
Moreover, since the complexes Γ F are Cohen-Macaulay over all fields, for F ∈ F (C), so are the links of their faces and hence the complexes ∆ S , for S ⊆ [e].
We fix an infinite field K and consider the face ring (or Stanley-Reisner ring) K[∆] of ∆; see [16, Chapter II] . Given a linear system of parameters Θ = (Θ 1 , . . . , Θ d ) for K[∆], we set R ∆ := K[∆]/(Θ) and denote by L v (Γ) the image in R ∆ of the ideal of K[∆] generated by the face monomials x F , where F ∈ ∆ runs through all faces which do not belong to any of the ∆ i . It follows from [14, Theorem 4.6 ] that, in the special case e = d, the system Θ can be chosen so that
where L v (Γ) i denotes the homogeneous part of L v (Γ) of degree i. We note that (5.3) also holds when e = 0 (for every Θ), since then L v (Γ) = R ∆ , the left-hand side of (5.3) is equal to h(∆, x) and Cohen-Macaulayness of ∆ over K implies that dim
To prove (5.2) in the general case, it suffices to show that Θ can always be chosen so that (5.3) holds. We call a sequence (Θ 1 , . . . , Θ d ) of linear forms on K[∆] special if Θ d−e+i is a linear combination of vertices of ∆ which do not belong to ∆ i , for each 1 ≤ i ≤ e. Since Γ is locally quasi-geometric, there is no face F of ∆ and set S ⊆ [e] of cardinality exceeding d − dim(F ), such that all vertices of F belong to ∆ S . Thus, by choosing (Θ 1 , . . . , Θ d ) as generically as possible, subject to the condition of being special, it follows as in the proof of [14, Corollary 4.4 ] that a special linear system of parameters for K[∆] exists. We will show that (5.3) holds for such Θ. We consider the natural complex of K[∆]-modules
where N i is the ideal of K[∆] generated by all face monomials x F for which F ∈ ∆ does not belong to ∆ i . The complex (5.4) naturally generalizes that in [14, Lemma 4.9] . Clearly, for 1 ≤ i 1 < · · · < i r ≤ e we have (5.5)
as K[∆]-modules, where S = [e] {i 1 , . . . , i r }. Therefore (5.4) can be rewritten as
We claim that moding out (5.6) by the ideal (Θ) generated by {Θ 1 , . . . , Θ d } produces an exact complex, namely
. Given the claim, the proof concludes as follows. Except for the irrelevant terms Θ i which annihilate K[∆ S ] (specifically, those with i ∈ S), the sequence Θ is a linear system of parameters for K[∆ S ]. Since each complex ∆ S is Cohen-Macaulay over K, we have
for every S ⊆ [e]. Moreover, if δ is the leftmost map in (5.7), then ker(δ) = L v (Γ) and hence (5.3) follows by computing the Hilbert series of ker(δ) from the exact sequence (5.7).
To prove the claim we show by induction on r, as in the proof of [14, Lemma 4.9] , that the sequence
obtained from (5.6) by moding out by the ideal generated by {Θ 1 , . . . , Θ r }, is exact. For r = 0, this means that the sequence (5.6) itself is exact and the argument given on [14, p. 817] works (with the understanding that the dimension of the simplex Σ, mentioned there, is one less than the number of indices 1 ≤ i ≤ e with F ∈ ∆ i ). For the inductive step, we distinguish two cases. First, if 0 ≤ r < d − e, then Θ r+1 is a nonzero-divisor on each term of (5.8) and hence all kernels B k of the maps which are given by multiplication with Θ r+1 on these terms are identically zero. Otherwise, we write r + 1 = d − e + j for some 1 ≤ j ≤ e and note that Θ r+1 either annihilates K[∆ S ] or is a nonzero-divisor on it, depending on whether j ∈ S or not. Thus we have
) and the argument given in the proof of [14, Lemma 4.9] to show that B 1 → · · · → B d → 0 is exact goes through, as does the last step of the proof, completing the induction.
Example 5.2. The case e = 1 of the previous proof is also worth separate mention. In this case, v is an interior vertex to a facet of C and ∆ is a (d − 1)-dimensional homology ball, whose boundary ∆ 1 is a (d − 2)-dimensional homology sphere. Our special linear system of parameters for K[∆] is a generic sequence (Θ 1 , . . . , Θ d ) of linear forms, under the condition that Θ d is a linear combination only of the vertices of ∆ not in ∆ 1 . Equation (5.3) can be written as 
The long cubical local h-vector
This section defines (long) cubical local h-vectors, studies their elementary properties and lists some open questions related to them. Definition 6.1. Let C be a d-dimensional cube. For any cubical subdivision Γ of C, we define a polynomial L C (Γ, x) = L 0 + L 1 x + · · · + L d+1 x d+1 by
We call L C (Γ, x) the (long) cubical local h-polynomial of Γ (with respect to C). We call L C (Γ) = (L 0 , L 1 , . . . , L d+1 ) the (long) cubical local h-vector of Γ (with respect to C). Remark 6.2. (i) It follows from (2.11) that the coefficient L d+1 of x d+1 in the right-hand side of (6.1) is equal to zero. Hence the degree of L C (Γ, x) cannot exceed d.
(ii) Suppose that d ≥ 1. It follows from (2.10) that the constant term L 0 of the right-hand side of (6.1) is equal to zero. Hence L C (Γ, x) is divisible by x.
The two kinds of cubical local h-vectors we have defined are related in a simple way, as the following proposition shows. Proposition 6.3. For every cubical subdivision Γ of a cube C of dimension d ≥ 1 we have
Thus we have L 0 = L d+1 = 0 and L i+1 = i − i−1 + · · · + (−1) i 0 for 0 ≤ i ≤ d − 1, where L C (Γ) = (L 0 , L 1 , . . . , L d+1 ) and C (Γ) = ( 0 , 1 , . . . , d ).
Proof. Since χ(Γ F ) = 0 for F ∈ F (C), applying (2.9) to Γ F we get
The result follows by multiplying (6.1) by x + 1 and using the previous equality.
The statements in the next example follow from Proposition 6.3 and the computations in Examples 3.2 and 3.6. x d+1 L C (Γ, 1/x) = L C (Γ, x).
Equivalently, we have
Proof. This follows from Theorem 4.2 and Proposition 6.3.
The following statement is the analogue of Theorem 6.6 for the long cubical h-vector. Theorem 6.6. Let K be a pure cubical complex. For every cubical subdivision K of K we have
Proof. We multiply (4.1) by x and use Proposition 6.3, equation (2.5) and the fact that
Applying (2.9) to K and K and noting that χ(K) = χ(K ) we get
The result follows by adding the previous two equalities and dividing by x + 1.
Example 6.7. For the cubical stellar subdivision K of Example 4.9 we have h (c) (K , x) = h (c) (K, x) + 2 d (x + x 2 + · · · + x d ).
The following are the main open questions on cubical local h-vectors. In view of Theorem 6.6, a positive answer to the first question would imply a positive anwer to the third one for locally quasi-geometric subdivisions. Since we have L C (Γ, x) = −4x 2 for the subdivision in part (e) of Example 3.2, the first question has a negative answer for general (topological) subdivisions. Question 6.8. Does L C (Γ, x) ≥ 0 hold for every locally quasi-geometric cubical subdivision Γ of a cube C? Question 6.9. Is L C (Γ) unimodal for every locally quasi-geometric cubical subdivision Γ of a cube C? Question 6.10. Does h (c) (K , x) ≥ h (c) (K, x) hold for every cubical subdivision K of a Buchsbaum cubical complex K? Example 6.4 and Theorem 6.6 make it clear that Question 6.10 has an affirmative answer for any cubical subdivision K of any cubical complex K of dimension at most two. The next statement follows from Theorem 4.3 and Proposition 6.3 and gives a partial result related to Question 6.8. Corollary 6.11. For every locally quasi-geometric cubical subdivision Γ of a cube C we have (x + 1) L C (Γ, x) ≥ 0.
Generalizations
This section explains how the theory of short cubical local h-vectors can be extended to more general types of subdivisions, in the spirit of [14, Part II] . Basic examples are provided by CW-regular subdivisions of a family of complexes which includes all regular CW-complexes. The motivating special case is that of a cubical regular CW-complex which subdivides a combinatorial cube and does not necessarily have the intersection property. The generalization is achieved by observing that the theory of formal subdivisions and h-vectors of lower Eulerian posets of [14, Part II] extends easily to locally Eulerian posets. A byproduct of this is the observation that the theory of [14, Part I] applies to other types of h-vectors of simplicial complexes, such as the short simplicial h-vector of [6] and certain natural generalizations.
Throughout this section, we will assume familiarity with basic enumerative combinatorics of partially ordered sets [11, Chapter 3] and with Sections 6 and 7 of [14] . The proofs of the results in this section are straightforward generalizations of proofs of corresponding results in [14] and thus, most of them will be omitted. 7.1. Formal subdivisions. We will call a poset P lower graded if the principal order ideal P ≤t = {s ∈ P : s ≤ P t} is finite and graded for every t ∈ P . Contrary to the convention of [14] , such a poset need not have a minimum element. We denote by ρ(t) the rank (common length of all maximal chains) of P ≤t . Our primary example of a lower graded poset will be the poset of nonempty faces of a (cubical) regular CW-complex.
As in [14, Section 6], we will work with the space K[x] P of functions f : P → K[x], where K is a fixed field, and with the incidence algebra I(P ) of functions g : Int(P ) → K[x], where Int(P ) stands for the set of all (nonempty) closed intervals of P . We will write f t (x) and g st (x) for the value of f ∈ K[x] P and g ∈ I(P ), respectively, on an element t ∈ P and interval [s, t] ∈ Int(P ). The (convolution) product on I(P ) is defined whenever P is locally finite (meaning that each element of Int(P ) is finite). For such P , a function κ ∈ I(P ) is called unitary if κ tt = 1 for every t ∈ P .
Assuming that P is lower graded, we write, as in [14] ,
holds for all t ∈ P . Similarly, assuming that P is locally graded (meaning that each element of Int(P ) is finite and graded), we write g st (x) = x ρ(s,t) g st (1/x) for every g ∈ I(P ) for which deg g st (x) ≤ ρ(s, t) holds for all [s, t] ∈ Int(P ), where ρ(s, t) denotes the rank of the interval [s, t]. The following definition is [14, Definition 6.2], where the assumption that P has a minimum element has been removed from part (a).
Definition 7.1. Let P be a locally graded poset and κ ∈ I(P ) be unitary.
(a) Assume that P is lower graded. A function f :
for all s ≤ P t.
Given a locally finite poset P , we recall (see [14, Theorem 6.5] are related by the equation
for t ∈ P , where min(P ≤t ) stands for the set of minimal elements of P ≤t .
Proof. The proof of part (a) of [14, Corollary 6.7] (as well as those of Lemma 6.4 and Proposition 6.6 in [14] , on which this proof is based) does not use the assumption that P has a minimum element. Thus part (a) of the proposition holds as well. Part (b) is identical to part (b) of [14, Corollary 6.7] . For part (c), let δ t (x) denote the right-hand side of (7.3). Clearly, we have δ a (x) = 1 for every minimal element a ∈ P and deg δ t (x) ≤ (ρ(t) − 1)/2 for every t ∈ P with ρ(t) ≥ 1. Moreover, for t ∈ P we have
Thus δ : P → K[x] is κ-acceptable and the result follows from the uniqueness statement of part (a).
For the remainder of this section we consider a lower graded, locally Eulerian poset P (so that the Möbius function of P satisfies µ P (s, t) = (−1) ρ(s,t) for s ≤ P t) and fix the P -kernel λ ∈ I(P ) with λ(s, t) = (x − 1) ρ(s,t) for s ≤ P t (see [14, Proposition 7.1] ). is called the h-polynomial of P . The h-vector of P is the sequence
Since γ is λ-acceptable, we have h(P, x) = γ1(x) when P has a maximum element1. The following example lists several known notions of h-vectors of complexes and posets which are captured by Definition 7.4. Example 7.5. (a) Suppose that P is finite of length d and has a minimum element. Then γ is as in [14, Section 7] and h(P, x) coincides with the h-polynomial of P , as defined in [14, Example 7.2] . If, in addition, every principal order ideal of P is isomorphic to a Boolean lattice (so that P is a simplicial poset, in the sense of [13] ), then γ t (x) = 1 for every t ∈ P and hence (7.5) h(P,
is the h-vector of the simplicial poset P , studied in [13] .
(b) Suppose that P is finite of length d − 1 and that every principal order ideal of P is isomorphic to the poset of nonempty faces of a simplex. In view of Example 7.3, we have
Thus, if P is the poset of nonempty faces of a pure simplicial complex ∆ of dimension d − 1, then
is the short simplicial h-vector of ∆, introduced by Hersh and Novik [6] . Thus we have h(P, x) = h (sc) (K, x) when P = F (K) for some cubical complex K. More generally, if m ∈ N is fixed and P is the poset of faces of a pure cubical complex K of dimension m or higher, then h(P, x) is equal to the sum of the h-vectors of the links of all m-dimensional faces of K.
We now recall the following key definition from [14] , extended to lower graded, locally Eulerian posets. (i) ρ(t) ≤ ρ(σ(t)) for every t ∈ Q.
(ii) For every u ∈ P , the inverse image Q u := σ −1 (P ≤u ) is an order ideal of Q of length ρ(u), called the restriction of Q to u.
(iii) For every u ∈ P we have
where int(Q u ) := σ −1 (u) is the interior of Q u , the polynomial h(Q u , x) is defined by (7.4); i.e.,
and h(int(Q u ), x) is defined by
We now summarize the main properties of h-vectors and local h-vectors of formal subdivisions. The proofs are straightforward generalizations of the proofs of Theorem 7.5, Corollary 7.7 and Theorem 7.8 in [14] and will thus be omitted.
Theorem 7.7. Let σ : Q → P be a formal subdivision of a lower graded, locally Eulerian poset P .
(a) The function f :
Assume that P has a maximum element1 and define
where ξ = ξ(P, λ) ∈ I(P ). Then where h is defined by (7.4) .
Parts (b) and (c) of Theorem 7.7 generalize Theorems 4.2 and 4.1, respectively. Indeed, let C be a d-dimensional cube and let P = F (C). For each u ∈ P , the interval [u, C] in P is a Boolean lattice and hence ξ st (x) = 1 for all s ≤ P t. Thus, in view of Example 7.5 (c), if Q is a cubical subdivision Γ of C, then the right-hand side of (7.7) is equal to C (Γ, x) and (7.8) reduces to (4.2). For similar reasons, (7.9) reduces to (4.1) in the case of cubical subdivisions of cubical complexes. 
holds for every G ∈ P = F (C) (this indeed follows from (4.3) and Corollary 2.2). As the subdivision of the line segment with one interior vertex shows already, the corresponding property fails for the long cubical h-vector. (b) Similar remarks hold for the induced map σ : Q → P , when P and Q are the posets of faces of dimension m or higher of two cubical complexes K and K , respectively, such that K is a cubical subdivision of K.
The reader is invited to verify equation (7.9) in the cases m ∈ {d − 1, d} of Example 7.9, where d is the dimension of ∆ or K, respectively. 7.2. CW-regular subdivisions. We now consider a class of complexes which generalize regular CW-complexes. A triangulable space for us will be any topological space which is homeomorphic to the polyhedron of a finite geometric simplicial complex. Let C be a finite collection of subspaces of a Hausdorff space X, called faces, such that each element of C is homeomorphic either to the zero-dimensional ball or to a triangulable, connected manifold with nonempty boundary. Assume that the following conditions hold:
• ∅ ∈ C,
• the interiors of the nonempty faces of C partition X and • the boundary of any face of C is a union of faces of C. We will refer (in lack of better terminology) to such a complex C as a regular M-complex. Thus, C will be a regular CW-complex if every face is homeomorphic to a ball [2] [4, Section 4.7] . We note that the intersection of any two faces of C is either empty or a union of faces of C. Let P be the set of nonempty faces of C, partially ordered by inclusion. The poset P is lower graded but not necessarily locally Eulerian. Moreover, the homeomorphism type of X is not necessarily determined by P (this is the case if C is a regular CW-complex). A (topological) CW-regular subdivision of C is a regular CW-complex Γ, together with a (necessarily surjective) map σ : Γ {∅} → P , satisfying conditions (i) and (ii) of Definition 7.6, as well as the following, instead of condition (iii):
(iii ) For every u ∈ P , the subcomplex Γ u := σ −1 (P ≤u ) ∪ {∅} of Γ is homeomorphic to the manifold u and int(Γ u ) := σ −1 (u) is equal to the set of interior faces of this manifold. This specializes to the notion of CW-regular subdivision of [14, p. 839 ] when C is a regular CW-complex.
We denote by Q the poset of nonempty faces of Γ. Thus Q is lower graded and locally Eulerian and we have a surjective map σ : Q → P which satisfies conditions (i) and (ii) of Definition 7.6. The following statement generalizes [14, Proposition 7.6 ].
Proposition 7.10. Let C be a regular M-complex and assume that P = F (C) is locally Eulerian. Then every CW-regular subdivision of C is a formal subdivision.
Proof. As in the special case of [14, Proposition 7.6] , equation (7.6) can be verified by the computation in the proof of [12, Lemma 6.2]. To facilitate the reader, we give the details as follows. We recall that Q u is the poset of nonempty faces of Γ u and that int(Q u ) = int(Γ u ) = σ P Figure 2 . Cubical subdivision of an annulus.
Remark 7.11. A regular CW-complex Γ will be called cubical if each face of Γ is combinatorially equivalent to a cube (in such a complex, it may not be true that the intersection of any two faces of Γ is also a face of Γ). Example 7.5 implies that the h-polynomial of such a complex is equal to its short cubical h-polynomial, as defined by the right-hand side of (2.4). Thus, we may deduce from Proposition 7.10 and Theorem 7.7 (c) that Theorem 4.1 continues to hold if K is replaced by a pure cubical regular CW-complex C and K is replaced by a cubical CW-regular subdivision of C. We should point out that the links of nonempty faces of C are no longer necessarily simplicial complexes. However, their face posets are simplicial, in the sense of [13] . Thus the h-vectors of these links, which appear in (4.1), should be defined by (7.5) . Similarly, Theorem 4.2 continues to hold if Γ is replaced by a cubical CW-regular subdivision of a combinatorial cube C.
Example 7.12. Figure 2 shows a graded, locally Eulerian poset of rank 2. This poset is isomorphic to the poset of nonempty faces of a two-dimensional regular M-complex C whose only two-dimensional face is homeomorphic to an annulus with boundary the union of two disjoint triangles. For the (geometric) cubical CW-regular subdivision Γ of C, shown on the right of this figure, we compute that h (sc) (Γ, x) = 6x+6 and C (Γ, x) := P (Q, x) = 6x.
It is an interesting problem to find conditions under which local h-vectors of CW-regular subdivisions are nonnegative. The proof of Theorem 4.3 works in the following situation. Let C be a regular M-complex with an inclusionwise maximum face, so that P = F (C) has a maximum element. The notion of quasi-geometric for a CW-regular subdivision σ : Γ {∅} → P can be defined as for cubical subdivisions in Section 4. We write C (Γ, x) instead of P (Q, x), where Q = F (Γ). Theorem 7.13. Assume that every closed interval in P = F (C) is isomorphic to a Boolean lattice and let Γ be a geometric simplicial or cubical complex. If σ : Γ {∅} → P is a locally quasi-geometric CW-regular subdivision of C, then C (Γ, x) ≥ 0.
