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ABSTRACT
Traffic sign and light detection are core components of Advanced Driver Assistance
Systems (ADAS) and self-driving vehicles. The automotive industry is widely employing
numerous approaches for automation through computer vision techniques. Object detection
algorithms based on deep learning can be divided into two main categories, two stage and
single stage detection algorithms. Two stage algorithms are designed to improve detection
accuracy. While single stage algorithms are constructed to be faster, this increases their
suitability for real time applications. This thesis presents a lightweight traffic sign and light
detector by adapting a single stage, Single Shot Multibox Detection (SSD) algorithm by
providing both high accuracy and real time detection capability. Therefore, the Visual
geometry group (VGG16) base network in original SSD is replaced by MobileNet, that
expertly manages detection speed and network size because of its lighter architecture. It is
essential for the application domain to be able to detect small objects which is what the
original SSD struggles with. For autonomous driving the detection results with respect to
the distance of an object is of particular interest. A comfortable braking distance is needed
in case of traffic signs and lights. That requires object detection from a farther distance, but
farther distance makes the object to be detected appear smaller. Thus, this work further
optimizes the number of feature map layers of the algorithm for the detection of small
objects along with a better trade off between accuracy and detection time. Experimental
results confirm the effectiveness of the proposed model as compared to the standard SSD
with VGG16 and SSD with MobileNet V2.
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Chapter 1. INTRODUCTION

1.1 Thesis Motivation
Machine learning (ML) methods for the industry has opened new gateways for
enhancement in the automotive domain, especially for Advanced Driver Assistance
Systems (ADAS). In the development of ADAS and self driving vehicles, object detection
is a key function. In order to achieve a robust and meticulous object detector, many
advanced detection algorithms based on machine learning technology have been proposed
in the literature [1, 2, 3].
Deep learning-based Convolutional Neural Networks (CNN) methods have made
significant improvements in object classification, object recognition and object detection.
Over the past few years, object detection using deep learning has been a research hotspot.
Although the deep CNN model provides a very powerful and robust feature representation
for object detection and recognition, it is computationally expensive and requires a highend hardware platform for model inference calculations [4, 5]. Reliable real-time detection
of traffic sign and light on a computationally limited platforms are a significant concern
for the task of autonomous driving. Therefore, only neural network models with small
network scale and low computational complexity are needed. In the development of
autonomous driving the issue at hand is, how to transplant the object detection network
model to the embedded platform for operation while maintaining acceptable accuracy and
stability. Various deep learning frameworks were released to execute deep learning
algorithms. Darknet [6] is one of them that is used for object detection. It is recognized for
its simple architecture and fast processing speed. But the drawback is that it only supports
NVIDIA Compute Unit Device Architecture (CUDA) for accelerating its deep learning
calculations. This leads to a restricted system configurations as the users are bound with
limited options for graphic card selection.
The current frameworks for object detection task can be categorized into two main
types, two-stage detector, and single-stage detector. Two stage detectors have better
performance in terms of localization and recognition accuracy. However, for the training
and inference purposes the need for immense computational power
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makes them

unacceptable for real time applications often requiring several seconds per image.
Examples are Faster Region-based Convolutional Neural Networks (R-CNN) [7] and
Region-based Fully Convolutional Networks (R-FCN) [8].
The other category bridges the generation of region proposal, classification, and regression
task as one multi-task learning problem. The most prominent algorithms in this category
are: You only look once (YOLO) [9] and Single shot multibox detector (SSD) [10]. They
have improved real time detection speed and therefore can be implemented on embedded
platforms. However, their efficiency is lower in terms of accuracy when compared with
two stage detectors. The main SSD [10] algorithm uses Visual Geometry Group (VGG16)
as the base network for feature extraction. Where VGG16 has a very deep network
architecture and therefore too large for embedded platforms to achieve real-time processing
speed.
One major problem with SSD [10] algorithm is that it is not good at dealing with
small objects. The main cause of the problem are the pooling operations that increase the
receptive field and as a result reduce the computational effort. However, at the same time
it lowers the image resolution leading to difficulties for precise localization of small
objects. Based on the fact that even though besides the size of the object, each object type
has a different context information requirement and traffic signs, and lights comes in
regular shapes like triangle, circle, rectangle and in distinct colors. Therefore, this unique
and easy visual appearance enables them to be detected at first glance by the early feature
map layers.

1.2 Thesis Objectives
In this research the SSD algorithm is adapted and optimized for improved traffic
sign and light detection. The main contribution of this research is that the proposed model
solves the essential problem of small object detection that is of utmost importance in the
application domain of traffic sign and light detection for ADAS. Through exhaustive
experimental investigation obtained not only better results in terms of small object
detection but also significant reduction in detection time.

2

In order to further improve the inference speed since the proposed object detector
needs to run in a computationally limited embedded system. Therefore, a small, fast, and
lightweight feature extraction network is necessary and the base network of SSD that is
originally VGG16 is also replaced by MobileNet_v2 architecture. Figure 1.1 shows the
research methodology with the phases followed.

Figure 1.1 Research methodology phases
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1.3 Thesis Outline
This thesis is structured as follows: Chapter 2 describes the importance of traffic
sign and light detection as an ADAS feature, provides a brief review of the basic concepts
of deep learning, convolutional neural networks, and state of the art CNN architectures.
Chapter 3 covers object detection and classification concepts, evaluation of the algorithms
from

conventional

approaches

to

state-of-the-art

techniques,

performance

evaluation metrics and a systematic review of key peer-reviewed publications related to
traffic sign and traffic light detection.
Chapter 4 describes the proposed traffic sign and light detector. It describes the
original SSD architecture and the proposed model with the adaptations. It also presents
experimental evaluation results for the proposed model. Finally, Chapter 5 provides
conclusions and future work.
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Chapter 2. BACKGROUND

The chapter provides the background information on traffic sign and

light

detection, and the basic concepts related to deep learning along with the state-of-the-art
CNN architectures.

2.1. Importance of traffic sign and light detection as an ADAS feature
Lives can be saved by having ADAS that monitor the environment and warn or
intervene in critical situations. The traffic control devices that communicate to drivers
include the traffic signs, traffic lights and pavement markings. For this reason, automotive
companies are focusing on ADAS research for improving safety.
Progress in machine learning methods has opened new gateways for enhancement in
the automotive domain, especially for ADAS where object detection is the key function.

2.2 Basic concepts
In general, when people think of Artificial Intelligence (AI) today, mostly they
mean machine learning i.e., training a machine to learn a desired behaviour.

Artificial Neural Network (ANN)
An artificial neural network is a computing system that is comprised of a collection
of connected units called neurons, also known as nodes. They are organized in the layers.
There are three types of layers in every ANN: input layer, hidden layers, and the output
layer.

Deep Neural Network (DNN)
If an ANN has more than one hidden layer the ANN is said to be a deep artificial
neural network or deep neural network.
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Convolutional neural network (CNN)
CNN is a special class of deep neural network that is used for Computer Vision(CV)
for analyzing visual imagery and text analysis for natural language processing (NLP). A
simple CNN architecture is shown in Figure 2.1.
Its architecture is analogous to that of the connectivity pattern of neurons in the
human brain. The neurons have learnable weights and biases. A simple CNN is a sequence
of layers, and every layer of a CNN transforms one volume of activations to another
through a differentiable function. The key role of the CNN is to minimize the images into
a form that’s easier to process, without losing critical features which are necessary for
getting a good prediction. This is important when to design an architecture to be not only
good at learning features but also scalable to massive datasets. The main advantage of CNN
compared to its predecessors where the filters were hand engineered is that it learns directly
from the input data with the automatic generation of feature maps. Another advantage of
CNNs is by using ‘transfer learning’, that not only helps in case of smaller dataset but also
decreases the training time significantly by converging faster.
Where the idea behind transfer learning is taking a model trained on one task and
applying it to another similar task. The idea is that a model has already some or all of the
weights for the second task trained so no need to train from scratch and the model can be
implemented much quicker. There are two ways to use transfer learning:
•

Fine tuning a CNN

•

Using the CNN as a fixed feature extractor

Figure 2.1 A convolutional neural network architecture and its different layers [11]
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CNNs need not be limited to only one Convolutional Layer. It consists of many
stacked layers, as shown in Figure 2.1, where each layer learns unique features from the
input images. Conventionally, the first convolution layer is responsible for capturing the
low-level features such as edges, color, gradient orientation, etc. With added layers, the
architecture adapts to the high-level features as well, render a network, which has the
wholesome understanding of images in the dataset.
There are three main types of layers to build a CNN architecture:
•

Convolutional Layer

•

Pooling Layer

•

Fully Connected Layer

Some other layers with a specific objective are as follows:
•

ReLU (Rectified Linear Unit) layer

•

Normalization layer

•

L2 regularization

These layers are stacked to form a full CNN architecture.

Convolutional layers
The convolutional layers are the main building blocks of a CNN model.
Automatically detecting meaningful features given only an image and a label is not an easy
task. Convolution is a mathematical operation to combine two sets of information [12].
Convolution is applied on the input data using a convolution filter or kernel to produce
a feature map, as shown in Figure 2.2. Multiple convolutions are performed on an input
image each using a different filter and resulting in a distinct feature map, as shown in Figure
2.3. All these feature maps are then stacked together that becomes the final output of the
convolutional layer.
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Figure 2.2 Convolutional operation between a kernel and input data to produce a feature map

Figure 2.3 Result of a convolution operation with two kernels performed independently and feature maps
stacked along the depth dimension
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Pooling layer
While the objective of the convolutional layer is to detect local conjunctions of
features from the previous layer, the role of the pooling layer is to amalgamate semantically
similar features into one.

Figure 2.4 Pooling operation [13]

Pooling helps to minimize the no. of parameters that not only shortens the training
time but also controls overfitting [14]. They are usually placed after the convolutional layer
with a down sampling factor of 2. Contrary to the convolution, pooling has no parameters.
There are two types of pooling, as shown in Figure 2.5, where max pooling is the most
common type.
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Figure 2.5 Two types of pooling operations

Fully connected layer
The neurons in a fully connected layer have full connections to all activations in
the previous layer [14]. The output of both convolution and pooling layers are 3D volumes
while a fully connected layer expects a 1D vector of numbers. That is why the output of
the last pooling layer is flattened to a 1D vector that becomes the input to a fully connected
layer, as shown in Figure 2.6.

Figure 2.6 A 3×3 image matrix flattened into a 9×1 network
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ReLU layer
For any kind of a neural network to be robust enough it must contain non-linearity.
It makes it easy for the model to adapt or generalize with variety of data and to differentiate
between the output [12]. The ReLU layer applies a non-linear thresholding function where
the negative values are set to zero and the positive values have no variation [15], to each
element of a feature map , as shown in Figure 2.7.

Figure 2.7 ReLU layer with associated thresholding function applied to the input data[15]

Batch normalization layer
Batch normalization is a technique proposed by Ioffe et al. [16]. The fact that,
during training, the distribution of each layer’s inputs changes as the parameters of the
previous layer’s changes. This phenomenon is referred to as internal covariate shift.
Batch normalization is a technique that addresses this complication by performing
the normalization for each training mini batch. This way not only permits to use higher
learning rates and be less mindful about initialization but also works as a regularizer,
minimizing the need for Dropout layers [17] that are typically used to reduce overfitting.

L2 Regularization
To best map inputs to outputs the neural networks learn a set of weights. An
unstable network is one where small change in the input can lead to large output changes.
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It happens when the network has large weights and its a sign that the network has overfit
the training dataset [18].
Regularization is a technique used to control overfitting by adding a penalty term
to the loss function. The penalty term also known as regularization parameter or weight
decay determines the amount of penalty that is the square magnitude of all parameters,
added to the weights of the model.
Softmax Classifier
Softmax classifier is a popular multi-class classifier. It uses Softmax function as
activation function and described below in equation:

𝑓𝑗 (𝑧) = ∑

𝑧
𝑒 𝑗
𝑧
𝑘𝑒 𝑘

(2.1)

Here the Softmax function takes an input vector 𝑧 with arbitrary scores for each
class 𝑗 and outputs a vector with values in the range 0 and 1 for each class 𝑗. The output
vector has the property that the sum of all its elements is equal to 1.0, making it suitable
for a probabilistic interpretation that is very useful in machine learning. Softmax
normalization is a way of reducing the influence of outliers or extreme values in the data
without removing data points from the set.

2.3. CNN architectures
The availability of large datasets and the increase in computational power has made
CNNs more suitable and popular for performing tasks like image classification. There are
many popular CNN architectures, many of them gained recognition by achieving good
results at the scientific competition, ImageNet Large Scale Visual Recognition Challenge
(ILSVRC).

LeNet. The first successful application of CNNs were developed by Yann LeCun in 1990’s.
The best known is LeNet [19] in 1998 and was used to recognize handwritten and machineprinted characters like zip codes.
AlexNet. Developed by Alex Krizhevsky, Ilya Sutskever, and Geoff Hinton is the first
work that trended CNNs in computer vision. AlexNet [20] achieved a top 5 error rate of
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16% on the ILSVRC challenge in 2012. It had a very similar architecture like LeNet but
was deeper, bigger, and featured convolutional layers stacked on top of each other while
former architectures had a single convolution layer immediately followed by a pooling
layer.

ZF Net. The ILSVRC 2013 winner was a convolutional network from Matthew Zeiler and
Rob Fergus. It became famous by the name ZFNet [21] (short for Zeiler & Fergus Net). It
was an improvement on AlexNet by tweaking the architecture hyperparameters, in
particular by expanding the size of the middle convolutional layers and making the stride
and filter size of the first layer smaller.

GoogLeNet. Developed by work from Szegedy et al. GoogLeNet [22] won the ILSVRC
challenge in 2014 with a top 5 error rate of 6.67%. Its main contribution is the Inception
module that uses small convolution filters allowing the reduction of the number of
parameters (4M, compared to AlexNet with 60M) in the final model. Another addition is
the usage of Average Pooling instead of Fully Connected layers, eliminating a large
number of parameters that do not seem to matter much. There are also several follow up
versions to the GoogLeNet, most recently Inception-v4.

VGGNet. VGGNet [23] won the second place in the ILSVRC challenge in 2014, developed
by Karen Simonyan and Andrew Zisserman. The significant contribution of the network
was in showing that the optimal performance of a network depends on the depth of the
network. From the beginning till end, it features an extremely homogenous architecture.
Deep CNNs has shown high performance in image classification on many benchmark
datasets, which indicates that the features learned by these networks can be very useful in
performing other more sophisticated computer vision tasks like object detection as well. It
is commonly used as a feature extractor for applications like object detection. Their
pretrained models are available for plug and play use in Caffe, TensorFlow and Pytorch. A
drawback of the VGGNet is that with approximately 140 million parameters, it requires
significant memory and computational power.
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ResNet With a top error rate of 3.57%, Residual Network (ResNet) [24] developed by
Kaiming He et al. won the ILSVRC challenge in 2015. It introduced the concept of “skip
connections” for the first time that help to reduce the vanishing gradient problem during
the training process. It also features a heavy usage of batch normalization. The architecture
has discarded the fully connected layers at the end of the network.

MobileNet. In case of real-time inference, MobileNet [25, 26] is a widely used deep CNN
which is at least 10 times faster than its contemporary regular deep CNNs like VGGNet16, when run in both graphics processing unit (GPU) and central processing unit (CPU).
MobileNet is designed to address computer power limitations in embedded vision
applications. It achieves similar accuracy values as VGG-16 and GoogleNet with fewer
parameters hence allowing faster training and inference.
In MobileNet model, depthwise separable convolution is used to reduce the number
of parameters and the model size. Each standard convolutional layer is replaced by two
separate layers called a depthwise convolution followed by a pointwise convolution.
MobileNet- v1[25] was introduced in 2017 while MobileNet-v2 [26] introduced in
2019 with the enhancement of a unique layer module called the inverted residual with
linear bottleneck. The module takes as an input a low-dimensional compressed form which
is initially expanded to high dimension and filtered with a lightweight depthwise
convolution. Features are subsequently projected back to a low- dimensional representation
with a linear convolution. Further information about the two versions is discussed in
Chapter 4.
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Chapter 3. RELATED WORK

The chapter encompasses the object detection and classification concepts,
evaluation of the algorithms from conventional approaches to state-of-the-art techniques,
performance evaluation metrics and a systematic review of key peer-reviewed publications
related to traffic sign and traffic light detection.

3.1. Object detection
In the field of computer vision, object detection occupies an important position and
is one of the main research areas. The main goal of object detection is to find objects in an
image (object localization) while object classification is used to determine the class of the
object among a predefined set of categories [27].
Object Classification

Object Detection = Classification
+ Localization

Class : STOP
Figure 3.1 Difference between object classification (left) and object detection (right)
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3.2. Traditional object detection
Traditional object detection algorithms follow a typical pipeline with following
procedures,

Region selection
Traditional methods scan the entire image to find objects in an image by applying
sliding windows. The sliding windows are of distinct scales and sizes and generate smaller
image crops that are analyzed individually later to determine if there is an object inside it.
The process is computationally expensive due to the enormous number of analyzed
candidates [27].

Feature extraction
The candidates generated during the sliding windows process are analyzed using
the visual features. The visual features are a way to know about the image as they give
meaningful information. Popular visual features include scale invariant feature transform
(SIFT) features [28] that have the property of being invariant to image scale and rotation,
histogram of oriented gradient (HOG) features [29] used in human detection and Haar-like
features [30] used in face recognition. Although, to detect specific type of objects most of
feature descriptors are designed but their performance could be affected by illumination
conditions.

Classification
After obtaining the feature descriptor vector of each sliding window the next step
is classification. The image crops are classified in a background and target object class.
The most commonly used algorithm for classification purposes is support vector machine
(SVM) [31].

Non-maximum suppression (NMS)
Many candidates are generated during the sliding window process. For the
filteration of most significant results, NMS is used. NMS selects the candidates with the
highest scores as the result of the object detector. This is discussed later in Chapter 4.
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3.3. CNN based object detection
In recent years, object detectors based on CNNs have become immensely popular
due to the success of the application of CNN architectures (for example, VGGNet [23],
ResNet [24]) as feature extractors. The choice of feature extractor is important as the
number of parameters and types of layers directly affect memory, speed, and performance
of the detector. While some of the object detectors based on CNNs with a different
architecture have achieved state of the art performances in terms of accuracy and good
detection speed to be deployed in mobile devices [32]. CNN networks with deep
architectures are capable to learn more sophisticated features by finding complex patterns
in images. That’s why as compared to manually designed features, features learned by
CNNs are more robust. This enables CNN architectures to be more suitable for a variety of
applications allowing a model to be trained with different datasets [27].

Generic object detectors
Generic object detectors based on CNNs have the objective of identifying the
objects in an image and show the position of the objects by drawing a rectangular bounding
box around them. Generic CNN based object detection methods can be classified into two
main groups: two-stage detectors and single-stage detectors.

Two-stage detectors
Two-stage detector frameworks consists of a two-step process. In the first stage,
the algorithm focuses on generating region of interest or proposals and in the second stage
classifying each region of interest into predefined object classes, (Figure 3.2(a) & (b)).
Successful algorithms in this category are Region-based fully convolutional networks (RFCN) [8] and Faster region-based convolutional neural networks (R-CNN) [7].
In Faster R-CNN, a base network (VGGNet) is used as a feature extractor and
features from an intermediate feature map are selected for proposal generation (300 as
mentioned in the paper [7]). In the second stage, these feature proposals combined with the
output of the base network are used to predict object classes and bounding box coordinates.
R-FCN [8] follows a similar process as in Faster R-CNN except that the regions of
interest or proposals are generated from the output of the base network instead of an
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intermediate feature map. This change brings a decrease in computational power needed
while increasing the speed of detection and training. It also achieves similar accuracy as
Faster R-CNN.

(a) Faster R-CNN

(b) R- FCN
Figure 3.2(a) & (b) High-level diagram for two-stage detectors [32]
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Single-stage detectors
Single-stage detectors use a CNN to directly predict the object class and location
as a regression problem in a single pass without a second stage per-proposal classification
operation (Figure 3.3). The focal point of single-stage detectors is to improve the detection
speed; however, their accuracy is lower as compared to two-stage detectors.
Popular algorithms in single-stage category are, You only look once (YOLO) [9]
and Single shot multibox detector (SSD) [10]. In case of YOLO, the input image is divided
in an 𝑆 × 𝑆 grid, where S denotes an integer. For each grid, the network predicts B bounding
boxes and confidence scores. Therefore, the number of grids S and bounding boxes B are
the hyperparameters of the algorithm. SSD uses default anchor or prior boxes with different
aspect ratios and scales to make predictions in six feature maps, with the objective to
predict objects with different scales and shapes. The output generated by the network is in
the form of scores for the presence of objects and bounding box coordinates.

Figure 3.3 High level diagram for single stage detectors [32]

3.4. Evaluation metrics
To measure the performance of a model, metrics like accuracy, recall, precision,
mean average precision (mAP) are used. The performance of the classification task is
evaluated depending on, whether the image contain any instances of a certain object class.
And in case of detection task depends on, where in the image, are the instances of a
particular object class (if any)?
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Precision

Recall

=

=

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(3.1)

(3.2)

Here, True Positive is the number of predictions that has intersection over union
(IoU) [explained below] greater than 0.5 with ground truth boxes, False Positive is the
number of predictions with IoU less than 0.5 with ground truth boxes and False Negative
is the number of ground truth boxes that are not detected by the model.

Intersection over union
Intersection over union also known as the Jacard index is a metric used for the
bounding boxes evaluation. It is a ratio between the intersection and the union of the area
of predicted boxes (Apred) and the area of the ground truth boxes (Agt), as shown in Figure
3.4. IoU is the metric to measure the overlap between two boundaries to determine if a
default bounding box corresponds to the ground truth box or the background. An IoU
threshold (like 0.5) is predefined in some datasets to classify whether the prediction is a
true positive or a false positive.

IoU =

Apred ∩ Agt
Apred ∪ Agt

Figure 3.4 IoU illustration
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(3.3)

Mean Average Precision
Mean average precision is the primary metric of evaluation for object detectors. The
predictions are sorted by their confidence score from highest to lowest. The eleven different
confidence thresholds called ranks are selected such that the recall at those confidence
values have eleven values ranged from 0 to 1 by an interval of 0.1. Average precision (AP)
is computed as the average of maximum precision values at the chosen eleven recall values.
Therefore, AP for class c is defined as by equation (3.4) where P(r) is the precision value
for one of the 11 recalls r,

A𝑃𝑐 =

1
11

∑𝑅𝑟 ∈ {0.0,…….1.0} max(𝑃(𝑟))

(3.4)

The mAP for object detection is the average of the APs calculated over all the classes
as shown in equation (3.5), where C is the total number of classes and A𝑃𝑐 is AP for class c.

mAP =

1
𝐶

∑𝐶𝑐 𝐴𝑃𝑐

(3.5)

In case of the Pascal Visual object classes (VOC) dataset, the metric is calculated
for an IoU threshold of 0.5. For the Common Objects in Context (COCO) dataset the mAP
is calculated as an average of 10 different IoU thresholds from 0.5 to 0.95 in intervals of
0.05. Taking an average of 10 IoU thresholds, this method complements models that have
better localization precision. We use mean average precision (mAP) as performance of
model.

3.5. State-of-the art in traffic sign and traffic light detection
Most of the related work is either for the detection of traffic sign or traffic light, but
not both. In retrospect, each of the state of the art for traffic sign and traffic light detection
methods are separated by two approaches. One is conventional and merges the distinct
features of traffic signs and traffic lights. The other one is characterized by deep learning
that can self-learn different features.
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3.5.1 Conventional approach
Conventional detection methods solely depend on the feature extraction algorithms.
Let it be a classification or detection problem, these methods mandatorily require low-level
features, like color intensities, edge detail and shape features.

Traffic light detection
The methods are mainly focused on hand crafted features like color, brightness, and
shape of the traffic light bulb. Various publications on traffic light detection depending on
color are [33], [34], [35], [36], [37]. Mostly, they use a simple thresholding in different
color spaces [Red green blue (RGB), Hue Saturation Value (HSV)]. De Charette et al. [38]
proposed a popular approach that uses the white top-hat operator to extract blobs from
grayscale images. The methods using the shape of the traffic light bulb for proposal
generation are [33], [39], [40]. [41] used stereo vision as an additional source.

Traffic sign detection
Color based techniques use the color of the traffic signs as the main feature to locate
on the image [42]. Supreeth et al. [43] used color clues, to be specific, the traffic sign’s
color detail as the main feature to locate the traffic signs on the input road scenes. For this
purpose, the images were transformed to gray scale from RGB color space then the
algorithms selected region candidates in the image applying shape and size constraints,
cropped and saved the selected regions, and passed them through a neural network for
classification. Nguwi et al. [44] used the Hue-Saturation-Intensity (HSI) color space to
locate road signs and neural networks for classification. Romdhane et al. [45] used HueSaturation-Value color space to generate candidate regions. HOG features were used as
feature descriptors, and an SVM classifier was used to classify the traffic sign category.
Shape based segmentation relies on the assumption that traffic signs come in a
regular shape (triangle, rectangle, circle, octagon). Nguyen et al. [46] used Hough
transform to detect general shapes (rectangles, circles, etc.) and is complemented with edge
detection to detect speed limit and warning signs. Yang et al. [47] used a color probability
model to generate areas of interest, alongside with HOG features as a feature descriptor,
while a CNN perform the classification.
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Pros and cons of conventional approach
The conventional approaches predominantly depend on the feature extraction
algorithms or descriptors. Although such hand-crafted features have achieved a higher
precision for traffic signs and traffic lights, they lack robustness as a whole system. For
instance, the models perform efficiently on linear features as compared to non-linear
features. So, the models are feature specific and not generalize well.

3.5.2 Deep learning approach
Recently, deep learning methods has been popular among computer vision
research. As mentioned earlier, the main categories for generic object detectors based on
deep learning are two-stage detectors [7, 8] and single-stage detectors [9, 10]. They use
variants of the generic object detectors such as SPP-Net [48], Fast R-CNN [49], and Faster
R-CNN [7].As an advanced solutions for the problem of traffic sign and light detection,
researchers have focussed on building deep neural networks (DNNs).

Traffic light detection
Weber et al. [50] implemented a deep architecture, coined as DeepTLR for traffic
lights detection in 2016. AlexNet was used for feature extraction. The network returns a
pixel-segmented image and then they applied a bounding box regressor for each class of
the traffic light. Results evaluated with IoU threshold greater than 0.25. Behrendt et al. [51]
introduced a complete system for detection, tracking, and classification using a deep
convolutional neural network (DCNN). By utilizing the general object detector, the SSD,
Muller et al. [52] introduced a model only for traffic light detection. They used a deeper
base network and modified prior boxes to increase accuracy for traffic lights detection.
Evaluation of results done in terms of False Positives Per Image (FPPI). Following the
work of [51], Yudin and Slavioglo [53] proposed another traffic light detector that is built
based on fully convolutional network (FCN) for image segmentation. They used the FCN
to get a heat map highlighting plausible areas of traffic lights, then employ a high speed
clustering algorithm to obtain traffic light bounding boxes. Besides being a transfer
learning approach, it has a very low precision of detection as compared to SSD based
solutions, like in [52].
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Traffic sign detection
On the other hand, for traffic sign detection, Zhang et al. [54] used a modified
version of YOLOv2 [55] to detect traffic signs. They manipulated the size of filters, and
the number of layers to obtain a balance between detection accuracy and speed. Results
evaluated in terms of precision and recall separately. Zhu et al. [56] designed a custombuilt CNN architecture to target more on the smaller size objects, i.e., the objects like
traffic-signs that occupy only a small fraction of a road scene. Such target-specific
implementation also faces lack of generalization performance.

Pros and cons of deep learning approach
The deep learning-based solutions can achieve good robustness compared to the
conventional counterparts, as they self learn the feature correspondence between the raw
inputs and targets. However, they face the criticism for being hungry for data and compute
power. The two stage detectors have advantages in classification precision and localization
accuracy. However, high computational power is required for training and inference and
real time implementation is hard to get with two stage detectors. While single stage
methods are much faster because of the unified network structures but the process precision
decrease. Another drawback with single stage detectors especially with SSD is the
detection of small objects.
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Chapter 4. PROPOSED TRAFFIC SIGN AND LIGHT
DETECTOR

This chapter begins with a comparison between the two types of single stage
detectors, YOLO and SSD. This is followed by a brief review of the single shot multibox
detector algorithm that is used as a baseline to deploy the model. Later, the methodology
used to build the traffic sign and light detector is presented along with the experimental
evaluation results. The final experimental results are compared against the generic object
detector SSD with VGG16 over the dataset [57].

Figure 4.1 Comparison between the two SSD models, SSD[10] and YOLO [9].

SSD adds feature map layers at the end of a base network and, uses six feature maps
to make predictions. While YOLO uses one feature map to make predictions.

4.1 SSD architecture review
Earlier architectures used for object detection comprised of two distinct stages – a
region proposal network that performs object localization and a classifier for detecting the
types of objects in the proposed regions. SSD is designed to encapsulate both localization
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and detection tasks in a single forward sweep. The output is expressed in terms of a set of
default bounding boxes and a value of confidence of the presence of the target object class
for each default bounding box. SSD algorithm, in an attempt to identify objects of different
sizes and shapes, makes predictions in six different scale feature maps.
SSD framework is composed of six major modules or algorithms and each of them
plays a crucial role in providing the final output.
•

Base network for feature extraction

•

Convolutional predictor box

•

Prior boxes generation

•

Matching prior boxes to ground-truth boxes

•

Hard negative mining

•

Post-processing - NMS

Base network for feature extraction
SSD architecture is mainly based on a deep CNN that works as the feature extractor.
Remarkable performance is shown by deep CNNs in image classification on many
benchmark datasets, which indicates that the features extracted by these networks can be
very useful in performing other more sophisticated computer vision tasks like object
detection as well. Original SSD [10] has VGG16 as the base feature extractor as shown in
Figure 4.1.
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Figure 4.2. The proposed SSD-based Traffic Sign and Light Detection framework. From the original sixbox prediction layers, the proposed model utilizes only top-2 layers for efficient detection performance as
marked by black broken line.
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Convolutional Predictor Box
For object detection, a base CNN-based feature extractor is extended to a larger
network by eradicating top classification layers of the base network and adding some
successive layers. At the end of the base network, SSD algorithm adds extra convolutional
feature map layers. These feature map layers decrease in size progressively to make
predictions on six different layers with sizes of (19×19, 10×10, 5×5, 3×3, 2× 2, 1×1) as
shown in Figure 4.2. The successive layers are connected to two main heads, one regressor
to predict bounding boxes and one classifier to classify each of the detected boxes as shown
in Figure 4.2.

Prior boxes generation
Prior boxes are a combination of precalculated, predefined boxes. They are
manually but carefully selected based on the sizes and shapes of ground truth objects in
our dataset. Their importance is inevitable in terms of providing a strong starting point as
opposed to starting with completely random coordinates for the prediction of ground truth
boxes using bounding box regression algorithm. In defining the prior boxes, as paper [10]
suggested that the largest feature map, conv4_3, have prior boxes with a scale of 0.1,
i.e., 10% of image's dimensions, while the rest have prior boxes with scales linearly
increasing from 0.2 to 0.9. That is why larger feature maps with prior boxes of smaller
scales are therefore ideal for detecting smaller objects. Each of the prior boxes predict
exactly one bounding box.
Prior boxes and aspect ratios
SSD algorithm applies prior boxes to all the six feature layers used for prediction.
The algorithm makes four predictions with the 1st, 5th, and 6th layers and six predictions
with the remaining three layers. SSD associates each cell in the feature maps used for
prediction with a set of prior boxes. Figure 4.3 shows what the prior boxes look like at the
central tile of the 5 x 5 feature map.
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Figure 4.3 5×5 feature map with prior boxes

The algorithm predicts the offsets relative to the prior box in the cell and a
confidence score that expresses the presence of a target object class inside the prior box, as
shown in Figure 4.4(c). For t given locations in a feature map, the algorithm computes c
class scores by applying (c + 4)t filters for each feature map cell. For a g × h feature map,
the output will have a size of (c + 4)tgh. These prior boxes have different scales and aspect
ratios to efficiently predict objects of different shapes and sizes as shown in Figure 4.4.
As shown in Figure 4.4(b) & (c), the larger feature map with a smaller scale prior
boxes are suitable for small object detection while smaller feature map with big scale prior
boxes suitable for big object detection.

Figure 4.4 SSD uses lower resolution layers to detect larger scale objects and higher resolution layers for
small object detection [10].
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Predictions versus Prior boxes
The prior boxes are the approximate representation of the possibilities for
predictions. It means that each prior box is used as an approximate beginning point and
later try to find out how much it needs to be fine-tuned to obtain a more close and exact
prediction for a bounding box. A way is needed to measure the deviation of each predicted
bounding box from a prior box.

Figure 4.5. Center size coordinates of the ground truth box and the prior box’s center size coordinates.

For each prior box to be adjusted to obtain a more precise prediction, these four
offsets (𝑔𝑐𝑥 , 𝑔𝑐𝑦 , 𝑔𝑤, 𝑔ℎ ) called the geometric center size coordinates are the form in
which bounding boxes coordinates are regressed and are calculated as follows. Where
𝐶𝑥 , 𝐶𝑦 represents the center offsets of the ground truth box and 𝐶̂𝑥 , 𝐶̂𝑦 represents the
center offsets of the prior box compared to the bounds of the whole image. Similarly, w ,
h and 𝑤
̂ , ℎ̂ represents the width and height of ground truth box and prior box respectively
relative to the image.
𝑔𝑐𝑥 =
𝑔𝑐𝑦 =

𝐶𝑥 − 𝐶̂𝑥

(4.1)

̂
𝑤
𝐶𝑦 − 𝐶̂𝑦
̂
ℎ
𝑤

𝑔𝑤 = log (𝑤̂)
ℎ

𝑔ℎ = log (ℎ̂)

30

(4.2)
(4.3)
(4.4)

Prediction convolutions
Two convolutional layers are needed for the prediction for each feature map.
•

Localization prediction: A convolutional layer with 4 filters for a prior box
calculate the four encoded offsets (𝑔𝑐𝑥 , 𝑔𝑐𝑦 , 𝑔𝑤, 𝑔ℎ ) for the bounding box predicted
from that prior box.

•

Class prediction: A convolutional layer with n-classes filters for each prior box
present at the location.

All the filters are applied with a kernel size of (3, 3). They need not be the same
shapes as the prior boxes because the different filters will learn to make predictions with
respect to the different prior box shapes. The same is done for all the layers and stacked
together.

Matching prior boxes to ground truth boxes
Each ground truth box is matched to prior box for the best IoU. Usually, the IoU
threshold is 0.5 and index values below are labelled as background and higher ones as
target object. This method simplifies the learning process and gives the network flexibility.
Now each prior box or prediction has a match either positive or negative. Positively
matched predictions have ground truth coordinates that will serve as targets for
localization, i.e., in the regression task. Similarly, all predictions have a ground truth label
which is either the type of object class if it’s a positive match or a background class in case
of a negative match. They are used as targets for class prediction, i.e., the classification
task.

Localization loss
The localization loss is computed based on how accurately positively matched
predicted boxes are regressed to the corresponding ground truth box coordinates.
Therefore, it is the averaged Smooth L1 loss between the encoded offsets of positively
matched localization boxes and their ground truths.

𝐿𝑙𝑜𝑐 =

1
𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(∑𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 𝑆𝑚𝑜𝑜𝑡ℎ 𝐿1 𝑙𝑜𝑠𝑠)
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(4.5)

Confidence loss
Every prediction, either negative or positive has a ground truth label associated with
it. A greater number of the thousands of predictions contain no object or background. The
solution is to confine the number of negative matches that will be evaluated in the loss
function.

Hard negative mining
Choosing the predictions where the model found it hardest to recognize that there
are no objects is called Hard negative mining. To avoid the class imbalance between the
large number of negative and small number of positive prior boxes, they are sorted by using
the 3:1 ratio. This helps in a stable training process. Therefore, the confidence loss is simply
the sum of the Cross Entropy losses among the positive and hard negative matches.

𝐿𝑐𝑜𝑛𝑓 =

1
𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(∑𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 𝐶𝐸 𝐿𝑜𝑠𝑠 + ∑ℎ𝑎𝑟𝑑 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 𝐶𝐸 𝐿𝑜𝑠𝑠)

(4.6)

Multibox loss
It is the aggregate of the two losses from both types of predictions – bounding box
localizations and class scores combined in a ratio 𝛼.

𝐿 = 𝐿𝑐𝑜𝑛𝑓 + ∝ ∙ 𝐿𝑙𝑜𝑐

(4.7)

where ∝ is set to 1, following [5].

Post processing: NMS
During training and inference, final detection results are obtained by conducting
NMS. It is a greedy algorithm that filters out duplicate and redundant predictions for the
same object.
Algorithmically, it is carried out as follows:
•

First the candidates for each non-background class are selected.

•

Arrange the candidates for a class in order of decreasing likelihood.

•

Consider the highest score candidate. Eliminate all candidates with lesser scores
that have an IoU of more than 0.5 with this candidate.
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•

Consider the next highest score candidate in the pool. Eliminate all candidates with
lesser scores that have an IoU of more than 0.5 with this candidate.

•

Repeat till the end of entire sequence of candidates.

The result is a single box, for each object in the image.

4.2 Implementation flow of the traffic sign and light detector

Figure 4.6. Overall flow diagram of the traffic sign and light detector algorithm

The training, validation and inference modules follow a sequence of functions that are
shown in Figure 4.6
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TRAINING

VALIDATION

DETECTION

• Image data loading

• Load model

• Forward propagation

• Load validation
images

• Load image

• Forward propagation

• Forward propagation

• Detection

• Detection

• Calculate mean
average precision

• Annotated image

• Calculate losses
• Backpropagation
• Update model
• Save model

• Load model
checkpoint

Figure 4.7 Functions used in training, validation, and detection modules

4.3 Dataset and data preprocessing
In this thesis, the dataset used is the Road sign detection dataset [57]. This dataset
provides the images of traffic signs and light both, that serves the purpose of this
application. The size of dataset is also manageable with the current computational platform.
Currently, there are no research results on this newly emerging dataset. It consists of 877
images. The four classes include: speed limit, stop, crosswalk and traffic light. Figure
4.8 shows a few sample images from the dataset.
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Figure 4.8 Sample images from the dataset

Each image has an annotation file that contains the coordinates of the ground truth
bounding box and the class ID of the target object. Other related information include size,
segmented, occluded, difficult, truncated and pose. One or more traffic signs and lights can
be included in a sample image.
For evaluation purposes, the dataset was split into 80% for the training set and 20%
for the test set. The training set consists of 701 training images containing a total of 2103
objects. Evaluation set consists of 175 test images containing a total of 525 objects.
The dataset class module was used to define the training and validation/test
datasets. It has two methods; one method returns the size of the dataset, and the other
method returns the image along with the bounding boxes of the objects and labels for the
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objects in this image. It also returns the perceived detection of each of these objects which
is required only in the evaluation stage and not required for the training purposes.

4.4 Methodology
4.4.1. Base network selection: The SSD [10] architecture is originally built upon the
visual classification VGG16 deep CNN, whereby an ImageNet pretrained VGG16 is
exploited as a feature extractor. Although VGG16 has good feature extraction capabilities,
it is quite a large network architecture for embedded platforms. For this reason, when
executed on an embedded system, VGG16 may exceed the maximum system memory
making it difficult to achieve real time performance.
In this work, MobileNet_v2 [26] was selected as a base network, as shown in
Figure 4.2, to build a reliable traffic sign and light detector when the computational cost is
a limitation. They both have a comparable accuracy 70.6% and 72% for MobileNet_v1 and
MobileNet_v2 respectively, as VGG16 has 71.5% on ImageNet dataset. They both have
only 1/30 of the computational cost and model size compared to VGG16. It was selected
as the base network after experimenting using SSD with both MobileNet_v1 and
MobileNet_v2.
The basic element that makes MobileNet a light architecture is the depth-wise
separable convolution, which divides the traditional convolutional layer into two parts:
depth-wise convolution and point-wise convolution, as shown in Figure 4.10. The first
part, the depth-wise convolution, applies a single 3x3 filter to each input channel generating
output image that also has 3 channels where each channel gets its own set of weights. The
second part, pointwise convolution is applied that is same as a regular convolution but with
a 1 x 1 kernel. Pointwise convolution simply adds up all the output channels of the depthwise convolution as a weighted sum in order to create new features. In comparison, a
typical convolution layer, filters and combines the inputs into a set of outputs in one step,
as shown in Figure 4.9. Although, the end results obtained by both regular and depth-wise
separable convolution are the same, a regular convolution has to perform many more
mathematical computations and needs to learn more weights compared to the latter one.
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Figure 4.9. Regular convolution[58]

Figure 4.10. Depth-wise separable convolution[58]

MobileNet-v1
Table 4.1

shows the MobileNet-v1 architecture which consists of a regular

convolutional layer followed by 13 depth-wise separable convolutional blocks. Each one
of these blocks contains a batch normalization layer along with a ReLU activation function.
The last three layers used for classification task consists of an average pool layer followed
by a fully connected layer and linked to a softmax layer. To use MobileNet-v1 as a feature
extractor for the task of object detection the last three layers responsible for the
classification were removed following the same procedure used in the SSD paper [10].
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Table 4.1 MobileNet- v1 architecture [25]

MobileNet–v2
The basic building block of MobileNet-v2 is an inverted residual structure with the
shortcut connections between the thin bottleneck layers. The architecture of MobileNet-v2
consists of an initial fully convolutional layer with 32 filters, followed by 19 residual
bottleneck layers [26]. Table 4.2 shows the MobileNet-v2 overall architecture, where t is
the expansion factor, c denotes the number of output channels, n denotes repeating numbers
and s represents stride 3 x 3 kernels used for spatial convolution.
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Table 4.2 MobileNet-v2 architecture [26]

Figure 4.11. MobileNet-v2 basic building blocks[26]

MobileNetv2 has two types of blocks, as shown in Figure 4.11. One is residual block with
stride of 1. The other one with stride of 2 for downsizing. There are 3 layers for both types
of blocks.
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•

The first layer is 1×1 convolution with ReLU6.

•

The second layer is the 3×3 depthwise convolution.

•

The third layer is another 1×1 convolution but without any non-linearity.

Experiments were performed to evaluate and compare the performance of MobileNet-v2
and MobileNet-v1 as feature extractors for the traffic sign and light detection with a
modified version of the SSD on Road sign detection dataset.

4.4.2. Feature map layer selection
The problem with small object detection
Because a typical CNN progressively shrinks the feature map scale and increases
the depth as it goes to the deeper layers. The deeper layers cover larger receptive fields and
therefore construct more abstract representation while the shallow layers cover smaller
receptive fields. By making use of this information, we can use deeper layers to predict
big objects and shallow layers to predict small objects. In SSD[8] the six feature maps from
19× 19 to 1 × 1 have empirically calculated prior boxes with a scale of 0.1, 0.2, 0.375,
0.55, 0.725 and 0.9. Therefore, larger feature maps have prior boxes with smaller scales,
so they are ideal for detecting smaller objects.
Thus, the proposed object detector is built with a modified structure of the standard
SSD. It makes predictions at two different scales (19×19 and 10×10) as shown in Table
4.1and illustrated in Figure 4.2, by a box with black broken line. The number of feature
map layers are selected depending on the fact that traffic sign and light comes in regular
shapes and in defined colors therefore they could be detected with simpler CNN
architectures. And experimentation helped in choosing the option with the best balance
between accuracy and detection time.

Multiscale feature maps
The main SSD algorithm uses six feature map layers as shown in Figure 4.1. They
extract features from images at multiple scales detecting objects of various sizes.
Table 4.3 shows the dimensionality comparison of the multiscale feature maps
extracted from the SSD with VGG16, SSD with MobileNet_v2 and the proposed model.
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Table 4.3 Dimensions of feature maps used in SSD/VGG16, SSD/MobileNet_v2 and proposed model.

Feature
layer
Layer 1

map SSD/ VGG16

SSD/ MobileNet_v2

Proposed model

38 × 38 ×512

19 × 19 × 96

19 × 19 × 96

Layer 2

19 × 19 ×1024

10 × 10 × 1280

10 × 10 × 1280

Layer 3

10 × 10 ×512

5 × 5 × 512

___

Layer 4

5 × 5 ×256

3 × 3 × 256

___

Layer 5

3 × 3 ×256

2 × 2 × 256

___

Layer 6

1 × 1 ×256

1 × 1 × 256

___

SSD with MobileNet_v2 uses feature maps with scales 19×19, 10×10, 5×5, 3×3,
2×2 and 1×1, which is different from VGG16 based SSD. The 38×38 feature map provided
by the MobileNet_v2 is a shallow feature and it is not easy to extract an effective image
feature map using this. Therefore, it is not used due to poor results achieved. To use
MobileNet (both versions) as a feature extractor for object detection, the last three layers
(responsible for classification) were removed, following a similar process used in the SSD
paper [10]. As part of the experiments for this thesis, we tried using different number of
feature map layers, each with a different scale. The effects of these experiments on the
accuracy and detection time were recorded.

4.5. Computational Platform and Training Setup
The experimental evaluation of our model was carried out on a computational
platform through Google Colab Pro with the following specifications. A 2.20GHz Intel(R)
Xeon(R) CPU with a 12 GB memory, and a 1.59 GHz NVIDIA T4 GPU. The entire
program was written in PyTorch 1.9.0+cu102 with Python 3.7.10. The source code is based
on an open-source repository [59]. The model was trained using the parameters shown in
Table 4.4.
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Table 4.4. Configuration Parameters

Batch size
Optimizer
Learning rate
Learning rate
decay policy
Momentum
Weight decay

16
SGD (Stochastic Gradient
Descent)
0.001
Drop by a factor of 10
0.9
0.0005

4.6. Experiments
Experiment I was performed to evaluate and compare the performance of
MobileNet-v2 (MB_v2) and MobileNet-v1 (MB_v1) as feature extractors with SSD for the
traffic sign and light detection using the Road sign detection dataset. Experiment II was
performed to evaluate the accuracy and detection time of the proposed model. Experiment
III was performed to do a comparative analysis on the three models, that is SSD with
VGG16, SSD with MobileNet-v2 and SSD with MobileNet-v2 with two layers.

4.6.1. Experiment I Evaluate accuracy of SSD with different base networks over the Road
sign detection dataset
Experiment I was performed to compare and select between the two MobileNet
versions. We also evaluated performance of SSD using VGG16 as the base network over
the same dataset. The results were evaluated for 10 epochs over the Road sign detection
dataset. Table 4.5 shows the results for accuracy in terms of mAP @ IoU threshold of 0.5
with the three base networks.
Table 4.5. Results (mAP) for SSD with three networks

SSD300 w/Base network

mAP @ IoU 0.5

No. of Parameters

SSD/VGG16
SSD/MB_v1
SSD/MB_v2

0.489
0.010
0.307

24,146,894
6,869,966
7,222,518

Here, MobileNet-v2 (MB_v2) and VGG16 are using

pretrained models on

ImageNet available in PyTorch framework for the purpose of transfer learning . While
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MobileNet-v1 (MB_v1) pretrained model is not available in PyTorch and therefore trained
from scratch. That’s the reason for low accuracy in case of SSD with MB_v1
(SSD/MB_v1).

Since SSD/MB_v2

provides

better

accuracy

results

therefore

MobileNet_v2 was used for further experimentation.

4.6.2. Experiment II Evaluate accuracy with variation in models using different number
of layers
While dealing with the convolutional networks, there are two ways to know what a
model sees. First are the filters (weights) and second are the feature maps (activation map).
These feature maps are the result of applying filters to input images and filters are what
detects the patterns. Patterns means edges, shapes, textures, curves, objects, and colors.
At the start of the CNN, we come across these simple and kind of geometric filters
to detect edges, corners, circles, and squares. Therefore, first layer detects edges, next
combines them to detect shapes. The deeper the network goes the filters become more
sophisticated to detect higher level features.
As shown in Figure 4.1, the SSD algorithm uses six feature map layers. Feature
maps of size 19×19 performs better for small objects detection while the later layers work
better for larger objects detection, especially 3×3, as mentioned in [10].
Based on the above observations, we experimented with different number of feature
map layers each with a different scale. Table 4.6 shows the first model SSD with MB_v2
(SSD/MB_v2) with all the six feature map layers. Second entry of the table is the model
SSD with MB_v2 and one feature map layer (SSD/MBv2_Onelayer) created with only
19 × 19 feature map layer exclusively while the other five layers were removed. Then the
next model (SSD/MBv2_Twolayer) was created that includes only the 19 × 19 and
10 × 10 feature map layers and the last model (SSD/MBv2_Threelayer) created with three
feature map layers. Table 4.6 shows the results in terms of mAP of the above-mentioned
models carried out for 10 epochs.
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Table 4.6. Results of models created with different no. of feature map layers.

SSD300 w/Model

mAP @IoU

No. of

No. of predictions per

0.5

Parameters

class

SSD/MB_v2

0.307

7,222,518

2,268

SSD/MBv2_Onelayer

0.391

3,536,524

1,444

SSD/MBv2_Twolayer

0.433

4,158,146

2,044

SSD/MBv2_Threelayer

0.370

6,932,088

2,194

The analysis of results from Experiment II shows that the model
SSD/MBv2_Twolayer is giving better results than the rest of the models and the accuracy
started deteriorating from the model comprised of three layers. To further validate these
results, the segregated objects areas were analyzed based on the size of their corresponding
bounding boxes with respect to the full image to calculate percent coverage. Figure 4.12
shows the results for the validation dataset.

% of validation dataset

% of Image Dimension Covered by
Object's Ground Truth Box in
Validation Dataset
60.00
50.00
40.00
30.00
20.00
10.00
0.00

53.46
41.94

4.61
0-1%

1-20%

20-100%

% Coverage of image dimension

Figure 4.12. Percentage coverage of image dimension by the object’s ground truth box

Results shows that the validation dataset comprised of 95.4 % of objects having
maximum 20% of image dimension coverage which means that the objects come under the
range of small/ medium size objects and that’s the reason for increased accuracy of
SSD/MBv2_Twolayer as compared to SSD/MB_v2.
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In terms of the number of parameters shown in Table 4.6, there is less number of
parameters involved in SSD/MBv2_Twolayer as compared to SSD/MB_v2 with all the six
feature map layers. Less number of parameters means a lighter architecture with less
computational complexity and that makes the model more suitable for real time detection.
Also, the table shows that the model SSD/MBv2_Twolayer involves 224 lesser number of
predictions per class as compared to the model with all the six layers (SSD/MB_v2) leading
to a smaller number of computations resulting in decreased training time.

4.6.3. Experiment III Comparative analysis
Using the experimental results tabulated in Table 4.6 as a proof of concept, we
further

conducted

an

ablation

study

by

training

our

two-layer

model

(SSD/MBv2_Twolayer) with the four augmentation techniques: photometric distortions,
expand image (zoom out), randomly cropped image, and horizontal flip to get better
generalization performance. Where photometric distortions include randomly adjusting
brightness, contrast, saturation, and hue, each with a 50% chance. While zoom out image
operation range 1 - 4 times as large as the original image and randomly cropped image
dimensions between 0.3 and 1 times the original dimensions and the aspect ratio between
0.5 and 2. Figure 4.13 shows the training time performance of the model on the validation
dataset.

Figure 4.13. Training performance of SSD/MB-v2_Twolayer up to 62 epochs

Note that in Figure 4.13, the maximum mAP is obtained at the 58th epoch.
Therefore, the other two models: SSD/VGG16 and SSD/MB_v2 were trained for the same
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no of epochs. Next the performance of the three models was also evaluated on the training
dataset. The results are shown in Figure 4.14.
It shows the accuracy results in terms of mAP on training and validation dataset of
the three models.

Mean Average Precision (%)

Models mAP for Training and Validation
100

Training

93.1
74.7

80

77.6

Validation
79.4

68.8

73.8

60
40
20
0
SSD/VGG16

SSD/MB_v2

SSD/MBv2_Twolayer

Models

Figure 4.14. Three models mAP (%) on training & validation dataset.

It can be observed that in case of all the three models the difference between the
validation accuracy and the training accuracy is not that big (no overfitting).
As part of ablation study the average detection time of an image on a CPU and a
GPU is compared of all the three models as shown in Figure 4.15.
Models Detection Time Comparison
GPU

CPU

Detection time (sec.)

2.5
1.917

2
1.5

1.203
0.848

1

0.997

0.924
0.443

0.5
0
SSD/VGG16

SSD/MB_v2

SSD/MBv2_Twolayer

Models

Figure 4.15. Detection time comparison

Figure 4.15 shows the three models detection time comparison. Detailed analysis on
Figure 4.15 is provided in Section 4.7.
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The individual class average precision of the three models was also evaluated for a
better comparison as shown in Figure 4.16.

Figure 4.16. Class average precision of the 3 models

It can be noticed in Figure 4.16 that the AP of the traffic light class is low as
compared to the AP of the other traffic sign classes in all the three models. The main reason
for it is that the traffic lights need more contextual information because of its orientation
layout to be detected by the model. This problem could be solved by training the model
with a variety of traffic light layouts and a bigger dataset. While the traffic signs have a
very specific shape and a layout position in all the images and therefore give better
precision.

4.7. Quantitative Analysis
Finally, based on the results shown in Table 4.7, the object detector model
(SSD/MBv2_Twolayer) is selected as the proposed model for the application. This model
proved to be faster and of comparable accuracy as SSD/ VGG16.
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Table 4.7 Comparison of results of the proposed model against other base models

As expected, SSD/VGG16 gives a better mAP value when compared with the other
two models because of the use of a deeper base network. But the proposed adapted version
is rendering a comparable accuracy as SSD/ VGG16 and a 5% increase in mAP when
compared to SSD/ MB_v2 (73.8% vs. 68.8% respectively). As noticed in Figure 4.15, in
terms of detection time, SSD/VGG16 is slower when compared to the proposed model (1.2
sec. vs. 0.44 sec. respectively on the GPU) that is a 63% decrease in average detection time
and 48% decrease when compared with SSD/ MB_v2. Also, the results are noticeable in
case of CPU when compared the proposed model with SSD/VGG16 (0.92 sec. vs. 1.91 sec.
respectively). These results shows that the proposed model can be executed on the
embedded platform in real time.

4.8. Qualitative Analysis
Figure 4.17 shows the visual results for the comparison of the three models. We
can clearly notice in Figure 4.17, that the proposed model’s performance is much better as
compared to the two models, especially in case of image ids: road807, road748, road716
and road213 not only able to accurately detect different types of object classes, as well as
small object detection is much better as compared to the model SSD/VGG16. It is also
noticeable in image id: road821 that the proposed model can detect two extra traffic lights
that the other two models were not able to detect.
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Figure 4.17 Visual results for SSD/VGG16(1st col.), SSD/MB_v2(2nd col), Proposed model (3rd col.)
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Chapter 5. CONCLUSIONS AND FUTURE WORK
This thesis presents an adaptation of a single shot detection model for a traffic sign
and light detection and small object detection in general. Through exhaustive experimental
study, this work shows that a modification of the standard SSD object detection
architecture by replacing the backbone, VGG16 with a lighter and faster MobileNet_v2
and using only the top-two feature map layers of SSD can provide real-time detection.
Such, modifications are proved to be essential not only for small object detection but also
faster detection time.
The proposed model has comparable performance of 73.8% mAP with faster
detection time than the baseline SSD models. It provides a 63% and a 48% reduction in
the detection time on a GPU when compared against the baseline models SSD with
VGG16 and SSD with MobileNet_v2 respectively. The results for the proposed model can
be further improved by training the model on a bigger dataset. Apart from the intended
application, traffic sign and light detection, the proposed model turned out to be beneficial
for the application domains, where the detection of small objects plays an important role.
The process followed in this paper can be used to design object detectors for specific
applications with specific characteristics in terms of shape, for example, streetlight
detection, waste bin detection for automatic waste collection, etc.
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