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Distributed Stochastic Optimization over Time-Varying
Noisy Network∗
Zhan Yu, Daniel W. C. Ho, Deming Yuan
Abstract
This paper is concerned with distributed stochastic multi-agent optimization problem over
a class of time-varying network with slowly decreasing communication noise effects. This
paper considers the problem in composite optimization setting which is more general in noisy
network optimization. It is noteworthy that existing methods for noisy network optimization
are Euclidean projection based. We present two related different classes of non-Euclidean
methods and investigate their convergence behavior. One is distributed stochastic composite
mirror descent type method (DSCMD-N) which provides a more general algorithm framework
than former works in this literature. As a counterpart, we also consider a composite dual
averaging type method (DSCDA-N) for noisy network optimization. Some main error bounds
for DSCMD-N and DSCDA-N are obtained. The trade-off among stepsizes, noise decreasing
rates, convergence rates of algorithm is analyzed in detail. To the best of our knowledge,
this is the first work to analyze and derive convergence rates of optimization algorithm in
noisy network optimization. We show that an optimal rate of O(1/
√
T ) in nonsmooth convex
optimization can be obtained for proposed methods under appropriate communication noise
condition. Moveover, convergence rates in different orders are comprehensively derived in both
expectation convergence and high probability convergence sense.
1 Introduction
In recent years, the problem of minimizing a sum of locally known convex objective functions
that are distributed over a network is studied extensively (see [1, 2, 5, 8, 9, 10, 16, 17, 19, 20,
22, 23, 24, 28, 29, 30, 31, 32, 33, 34, 35, 36]). Such problem arises in a variety of application
domains, such as localization in sensor networks (see e.g. [18], [36]), smart grid (see e.g. [28]),
utility maximization (see e.g. [9]), allocation of resources in microeconomics (see e.g. [12]). Earlier
fundamental works focus on the unconstrained optimization of a smooth function known to several
agents while distributing processing of components of the decision variables (see e.g. [7, 14, 15]).
Very recent researches have turned attention to problems in which each agent has its own associated
(perhaps nonsmooth) objective function (see e.g. [1, 5, 8, 10, 23]). For solving this kind of problem,
a variety of methods have emerged recently. In these methods, distributed optimization method has
been shown to be one of the most powerful methods for its advantage of saving energy and reducing
unnecessary waste of resources. Recent years have witnessed progress of distributed optimization
in numerous aspects.
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China (CityU 11202819, CityU 11200717). Zhan Yu and Daniel W. C. Ho are with the Department of Mathematics,
City University of Hong Kong, Kowloon, Hong Kong (e-mail: zhanyu2-c@my.cityu.edu.hk, mathyuzhan@gmail.com;
madaniel@cityu.edu.hk), Deming Yuan is with the School of Automation, Nanjing University of Science and Tech-
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Modern studies on distributed optimization start from the classical distributed subgradient
method ([1]). The seminal research [1] is inspired by a deterministic gradient descent model over
network system. Also, their work treats with unconstraint set of decision variable. Consequently,
studies on distributed stochastic subgradient method appears ([23]). Disturbance on subgradient is
considered to capture the dynamical environment in real world. In [2], a distributed gradient-push
method is established without requiring information of either the number of agents or the graph
sequence. In same period, the work [5] provides a novel distributed method to better capture the
direct structure of the network topology, the convergence relies on a core matrix analysis result
in [6]. In a different way, the work in [16] presents a (stochastic) dual averaging-based method,
the method is based on maintaining and forming weighted averages of subgradients throughout
the network. In what follows, several works which improve [16] appear (e.g. [25, 26]). Very
recently, distributed gradient tracking method is developed as a powerful tool for solving smooth
and strongly convex optimization problem (e.g. [27]). On the other hand, several works also turn to
investigate the case when local objective functions are nonconvex (e.g. [20, 29, 33]). Mirror descent
technique has been utilized in distributed optimization domain recently (e.g. [24]), one of the main
features of mirror descent is that it can better reflect the geometry of underlying space. Moreover,
online distributed optimization has also become a new direction recently (e.g. [11, 19, 24, 31]),
online distributed methods are often investigated to handle the dynamical environment of local
objective functions. Based on the sum structure of the global objective function, a great deal of
works aiming at solving the problem are consensus-based. Since the realization of consensus is an
essentially necessary condition for convergence of these methods.
In centralized and distributed optimization, convergence rate is an important object. Providing
convergence rate for different classes of distributed algorithms is a hot topic. As we know, a rate
of O( 1√
T
) is best known in centralized nonsmooth convex optimization problem. The rate has
been obtained in centralized setting in work like [3]. To design method which recovers to this rate
is also meaningful for nonsmooth distributed convex optimization problem. The reason is that,
with same convergence rate, distributed methods has much more advantages and flexibilities over
centralized methods on handling network optimization issues. For example, overburdening nodes,
node failures, too large data sets. Hence, in aforementioned distributed optimization circumstance,
it would be good if a rate of O( 1√
T
) can be obtained by designing distributed optimization method
via information communication among nodes.
The main goal of this paper is to study distributed optimization problems by addressing follow-
ing considerations: (i) Since uncertain stochastic disturbances always exist in real life environment,
it is desirable to consider the topic of solving distributed optimization problem over network in
which communication noises exist among nodes by designing stochastic gradient methods. (ii) The
existing optimization methods over noisy network are Euclidean gradient projection based (see e.g.
[8, 17]), is it possible to consider some more general frameworks and provide general methods to
solve them in some class of noisy network? (iii) Although under suitable conditions, in the setting
of distributed optimization when communication noise exists over network, almost surely existence
result of the optimal solution is proven for gradient descent-based methods in main existing works
like [8], [17]. Explicit description of convergence rate is still absent in this literature. Is it possible
to derive convergence rate results in this setting under relaxed stepsize condition? Also, the opti-
mization methods are very poorly explored over noisy network, can we develop some methods in
the literature? To this end, we consider multi-agent composite optimization problems over time-
varying noisy network in this paper. Specifically, we analyze two related forms of problems that
differ essentially on the status of the regularization term. One has the form
minimizex∈X F (x) =
N∑
i=1
Fi(x) :=
N∑
i=1
[
fi(x) + χi(x)
]
, (1.1)
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where X is non-empty convex constraint set and each local cost function fi (only known to node
i) is convex and maybe nonsmooth. χi is a simple convex regularization function associated with
node i. The other related problem has the form
minimizex∈X F (x) =
1
N
N∑
i=1
fi(x) + η(x), (1.2)
in which η is a global regularization function. The objective of the agents is to cooperatively
solve the above problems. In recent years, there are a few works on distributed methods treating
with the aforementioned problems with composite framework (e.g. [11], [21], [30]). [11] mainly
focuses on online optimization and develops an online two-point bandit feedback mirror decent
based method. [21] considers the primal-dual type method in composite setting. [30] analyzes the
decentralized proximal gradient type algorithm in composite setting. From a different perspective,
this work considers the network with communication noise and attempts to develop distributed
optimization methods that are suitable to noisy network. Meanwhile, we study the convergence of
the distributed composite optimization methods in noisy circumstance.
In this paper, inspired by stochastic approximation theory in [8, 16, 17], we develop two related
classes of stochastic optimization methods for solving above two types of composite optimization
problems. The problems are considered over a class of time-varying network that has slowly
decreasing communication noise effects among nodes in information transmission process. We
propose distributed stochastic composite mirror descent (DSCMD-N method) for Problem (1.1),
distributed stochastic composite dual averaging (composite DSCDA-N method) for Problem (1.2).
The convergence results are analyzed in detail. Specifically, we are interested in the convergence
behavior of the methods under different selections of stepsizes. the expected convergence bound and
high probability convergence bound are established respectively. In what follows, the discussion
on selection of stepsizes and corresponding convergence rates are provided. Note that, by taking
composite regularization function into consideration, this work also extends the former works in
same literature to a more general setting. For the proposed DSCMD-N, by implementing Bregman
divergence instead of former Euclidean distance in works like [8], [17], the DSCMD-N method
extends the projection structure of these methods to more general setting. Explicit rate O( 1√
T
)
result is obtained for expected function error for DSCMD-N method under appropriate selection of
stepsize. For dual averaging type method (known as ”lazy” mirror descent method), we also propose
a DSCDA-N method for noisy setting, the convergence behavior is described by convergence bound
in terms of αt (stepsize for stochastic gradient) and rt (decreasing rate for noise vector) and some
cross terms of them. The error bound obtained in this work describes some intrinsic trade-off
between the stepsizes {αt} and the slowly decreasing rate {rt} of communication noise.
The technical contributions of this paper can be summarized as follows: (1) composite opti-
mization is investigated in time-varying noisy network optimization. By taking appropriate regu-
larization terms into consideration, the proposed methods are potentially flexible to reflect certain
structure features of the solution of distributed optimization problem. In contrast to former work
in distributed composite optimization literature (e.g. [30]), this work allows the objective functions
to be nonsmooth. Also, the decision space X does not need to be the whole space (unconstrained
set), a very special case for optimization issue. This fact makes the proposed methods more flex-
ible to handle optimization problems when tough smoothness conditions are added on objective
functions and constraint set. Also, the methods are convenient for a class of optimization over
time-varying network, in contrast to static network.
(2) Two new methods are presented for optimization over a class of noisy network. Existing
works in same literature like [8], [17] are all Euclidean projection based. By presenting DSCMD-N
method, we extend these former works to a more general setting in the proposed network model.
Since Bregman divergence is utilized, the underlying geometry structure of distributed optimization
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problem is better reflected. The flexible selection of mirror map (distance generating function) can
enable us to generate efficient updates to face the noisy network optimization. As a special case,
when we take distance generating function as 12‖ · ‖2 and consider the regularization term χi = 0,
the DSCMD-N method degenerates to the Euclidean projection-based method that former works
have discussed on noisy network optimization. Also, in order to solve problem (1.2) when a global
regularization term is considered, we provide the other related different class of method DSCDA-N
to solve it. This method stands as a counterpart of DSCMD-N. Also, to the best of our knowledge,
this is the first dual averaging type method that is fit for optimization over noisy network.
(3) The convergence behavior for DSCMD-N and DSCDA-N are investigated comprehensively.
We obtain two types of convergence bounds for expected error: expected bound and high probability
bound. The bounds are in terms of some cross terms consisting of stochastic gradient stepsizes {αt}
and communication noise decreasing rate {rt}. The stepsize selection is comprehensively analyzed
under effects of different network noise decreasing rates. The corresponding convergence rates are
obtained. All these rates are first achieved in the setting of optimization over noisy network. We
also show that the optimal expected rate and high probability of O( 1√
T
) can be obtained under
some conditions on stepsizes and noise decreasing rate. The almost sure convergence type results
are derived for the local sequence.
Notation and terminology: Denote the n-dimension Euclidean space by Rn, and the set
of positive real numbers by R+. For a vector v ∈ Rn, use ‖v‖, [v]i to denote its Euclidean
norm and its ith entry. The inner product of two vectors v1, v2 is denoted by 〈v1, v2〉. For a
matrix M ∈ Rn×n, denote the element in ith row and jth column by [M ]ij . Use In to denote
the identity matrix. A function f is σf -strongly convex over domain X if for any x, y ∈ X and
z ∈ [0, 1], f(zx + (1 − z)y) ≤ zf(x) + (1 − z)f(y) − σf z(1−z)2 ‖x − y‖2. Denote the gradient
operator by ∇, when f is differentiable, the σf -strongly convex inequality above is equivalent to
f(x) ≥ f(y) + 〈∇f(y), x − y〉 + σf2 ‖x − y‖2. For two functions f and g, write f(n) = O(g(n)) if
there exist N <∞ and positive constant C <∞ such that f(n) ≤ Cg(n) for n ≥ N . For a random
variable X , use E[X ] to denote its expected value.
2 Problem setting and preliminaries
Let Gt = (V , Et, P t) be a directed graph which denotes the information communication among the
nodes at time t. V = (1, 2, ..., N) is the node set. Et = {(i, j)|[P t]ij > 0, i, j ∈ V} is the set of
active links with P t being the weight matrix at time t. (i, j) ∈ Et corresponds to the case when
agent i and agent j have information communication at time t.
The objective of the paper is to cooperatively solve the composite optimization Problem (1.1)
and Problem (1.2) through communication among the agents of a multi-agent system described by
graph Gt. The decision space X ⊆ Rn for the state variable x is a convex and closed set. For agent
i ∈ V , we assume that there is a corresponding local cost function fi. fi is assume to be convex
and perhaps nonsmooth. We assume that the set of nonempty optimal solution of the problems
considered in this paper is denoted by X ∗ with optimal value f(x∗) for any x∗ ∈ X ∗. The following
standard assumption is made on the graph Gt.
Assumption 1. The communication matrix P t is doubly stochastic. i.e.,
∑N
i=1[P
t]ij = 1 and∑N
j=1[P
t]ij = 1 for any i, j ∈ V . There exists some positive integer B such that the graph
(V ,∪(s+1)Bt=sB+1Et) is strongly connected for every s ≥ 0. There exists a scalar 0 < θ < 1 such that
[P t]ii ≥ θ for all i ∈ V and t, and [P t]ij ≥ θ if (j, i) ∈ Et.
In this paper, P (t, s) = P tP t−1 · · ·P s is used to denote transition matrix when t ≥ s; the
notation P (t, t + 1) = In is also used. The following consequence in [1] is basic for the analysis
over multi-agent time-varying network.
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Lemma 1. Under Assumption 1, for all i, j ∈ V and t, s satisfying t ≥ s ≥ 1, we have ∣∣[P (t, s)]ij−
1
N
∣∣ ≤ ωγt−s, in which ω = (1− θ4N2 )−2 and γ = (1− θ4N2 ) 1B .
The stochastic methods in this paper is first-order stochastic approximation based. We make
some assumptions on subgradients of the objective functions. We assume that the nodes can only
compute the noisy subgradients of its corresponding objective functions. In what follows, we use
Ft to denote the σ-algebra of the history up to time t. In this paper, we assume that all random
processes are adapted to the filtration Ft.
Assumption 2. At any point x ∈ X , let the stochastic subgradient g˜i(x) be such that E[g˜i(x)|Ft−1] =
gi(x) ∈ ∂fi(x) and E[‖g˜i(x)‖2|Ft−1] ≤ G2f .
This paper focuses on the noisy network optimization. We assume that the time-varying noise
exists over the network. The noise needs to be considered in information communication process
of state variables of agents. In this model, denote the communication noise between node i and
node j at instance t by {rtξtij} with a slowly decreasing communication noise rate {rt} that is not
”faster” than O(1/t). An introduction of {rt} is also motivated by some denoise engineering over
network in real world. {rt} can be treated as a class of denoise mechanism on the links to face
network distortion in some settings. In modern large-scale information transportation network,
denoise technique has deep influence on the quality of the information among nodes. Some digital
signal processing methods such as wavelet transform theory and digital filtering technique have
been widely used for information communication denoising over network. On the other hand, in
a different literature, slowly decreasing noise structure has been also considered in problems like
global optimization of nonlinear stochastic systems (e.g.[13]) and minimization of computational
energy function over Hopfield neural network (e.g. [35] ). Hence it would be interesting to investi-
gate some effects of decreasing communication noise on the convergence of distributed optimization
methods. Now we present the following basic assumption on communication noise.
Assumption 3. At any time instance t, the noise on link (i, j) is independent of the noise on link
(i′, j′) for i 6= i′, j 6= j′. The communication noise {rtξtij}, i, j ∈ V over the time-varying network
is a random sequence with E[‖ξtij‖2|Ft−1] ≤ ν. The slowly decreasing communication noise index
rt has a decreasing order slower than O(1/t) which will be discussed in detail later.
The following Azuma-Hoeffding lemma is needed to derive high probability bound and rate
later.
Lemma 2. Let {Xt} be a martingale difference sequence satisfying |Xt| ≤ τt, then for any ǫ > 0,
Prob
(∑T
t=1Xt ≥ ǫ
) ≤ exp (− ǫ2
2
∑
T
t=1
τ2t
)
.
In optimization literature, mirror descent is a powerful extension of classical gradient descent.
Generally, in contrast to gradient descent, for a given decision space defined on a Hilbert space,
the mirror descent can relax the Hilbert space structure and employ a mirror map Φ : K → R
to capture the geometric properties of the decision variables from some Banach space K. In this
paper, we will consider K = Rn endowed with a norm ‖ · ‖ which may be a non-Euclidean norm,
allowing us to capture the non-Euclidean geometric structures of decision variable from Rn. To
introduce the basic distributed mirror descent scheme, we consider a continuously differentiable
σΦ-strongly convex mirror map (distance generating function) Φ : R
n → R, define the Bregman
divergence associated with Φ as DΦ(x, y) = Φ(x) − Φ(y) − 〈∇Φ(y), x − y〉. In Section 3, for the
Bregman divergence, we need the following assumption.
Assumption 4. We assume that the mirror map Φ is chosen such that ‖∇Φ(x)−∇Φ(y)‖ ≤ LΦ‖x−
y‖ for any x, y ∈ Ω for some LΦ. For any vectors a and {bi}Ni=1 in Rn, the Bregman divergence
satisfies the separate convexity in the following sense: DΦ(a,
∑N
i=1 νibi) ≤
∑N
i=1 νiDΦ(a, bi), νi ∈
[0, 1] and
∑N
i=1 νi = 1.
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3 Algorithms: main convergence results
3.1 Distributed stochastic mirror descent for composite optimization
over noisy network
In this section, we consider problem (1.1), minimizing F (x) =
∑N
i=1 Fi(x) :=
∑N
i=1
[
fi(x) +χi(x)
]
over noisy network. We solve the problem by providing a distributed stochastic composite mirror
descent method which we call it the DSCMD-N method. In the algorithm, for each i ∈ V , the
local variable xti evolves as follows
yti =
N∑
j=1
[P t]ij(x
t
j + rtξ
t
ij), (3.1)
xt+1i = argmin
x∈X
{〈g˜ti , x〉+
1
αt
DΦ(x, y
t
i) + χi(x)}, (3.2)
where [P t]ij , i, j ∈ V denotes the elements of communication weight matrix P t satisfying assump-
tions in Assumption 1. It denotes the weight assigned by node i to the estimate coming from
node j. In the algorithm we are concerned with the case when communication links are noisy with
noise assumptions in Assumption 3. Therefore, the node i has only access to a noise corrupted
value of its neighbor’s local estimate (noisy observation). (3.1) describes the noisy information
communication process between i and its neighbours. Then, query the stochastic subgradient or-
acle at yti to get a stochastic subgradient g˜
t
i := g˜i(y
t
i), such that E[g˜
t
i |Ft−1] = gi(yti) ∈ ∂fi(yti) is
a subgradient of fi at y
t
i . In (3.2), we perform a Bregman projection for variable yi to decision
space X to get variable xt+1i . A composite mirror descent scheme is considered in this Bregman
projection with stepsize αt and composite term χi(x). We remark that the composite function χi
associated with node i can be different from each other. Here, χi(x), i ∈ V are supposed to be
some simple convex regularization function with supremum subgradient Gχi . In this section ∂χi(x)
is used to denote the subdifferential set of χi at x ∈ X . denote Gχi = supg∈∪x∈X∂χi(x) ‖g‖ and
suppose supi∈V Gχi ≤ Gχ for a bound Gχ. In this section, we assume supx,y∈X DΦ(x, y) = D2Φ,X
and supx,y∈X ‖x − y‖ = DX . Then, in fact, the strong convexity of Φ implies DX ≤
√
2
σΦ
DΦ,X .
To investigate the convergence behavior of DSCMD-N, we denote the Bregman projection error by
Eti = xt+1i − yti . We start with the following error estimate on Eti .
Lemma 3. The Bregman projection error satisfies E[‖Eti ‖] ≤ Gf+GχσΦ αt.
Proof. According to the first-order optimality condition, there exists ht+1i ∈ ∂χi(xt+1i ) such that
〈αtg˜ti +∇Φ(xt+1i )−∇Φ(yti) + αtht+1i , x− xt+1i 〉 ≥ 0, ∀x ∈ X .
Setting x = yti in above inequality, we obtain that
〈αtg˜ti +∇Φ(xt+1i )−∇Φ(yti) + αtht+1i , yti − xt+1i 〉 ≥ 0.
The above inequality implies that
〈αt(g˜ti + ht+1i ), yti − xt+1i 〉 ≥ 〈∇Φ(ytt)−∇Φ(xt+1i ), yti − xt+1i 〉.
Use Cauchy inequality to the left hand side and σΦ-strong convexity of Φ to the right hand side
of above inequality, it can be obtained that
αt(‖g˜ti‖+Gχ)‖yti − xt+1i ‖ ≥ σΦ‖yti − xt+1i ‖2.
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Eliminate same term ‖yti−xt+1i ‖2 on both sides and take conditional expectation on Ft−1, we have
E
[‖Eti ‖∣∣Ft−1] ≤ 1σΦ (E[‖g˜ti‖∣∣Ft−1]+Gχ)αt. (3.3)
The desired result is obtained after taking total expectation of above inequality on both sides.
We are ready to give the following disagreement result which is necessary to establish the main
convergence result of this section. In what follows, for nodes with estimates xti, i ∈ V , we denote
the average estimate of them at time t by x¯t = 1N
∑N
i=1 x
t
i.
Lemma 4. Under Assumptions 1-3, let {xti} be the sequences in DSCMD-N. Then for any j ∈ V,
T∑
t=1
N∑
i=1
E
[‖xti − xtj‖] ≤ 2Nω1− γ ‖x0j‖+ (4N + 2N2ω1− γ )
T∑
t=0
[Gf +Gχ
σΦ
αt +N
√
νrt
]
(3.4)
Proof. For ∀i ∈ V , set ξti =
∑N
j=1[P
t]ijξ
t
ij , by iterating recursively, it can be obtained that
xti =
t∑
s=1
N∑
j=1
[P (t− 1, s)]ij(Es−1j + rs−1ξs−1j ) +
N∑
j=1
[P (t− 1, 0)]ijx0j
x¯t =
1
N
t∑
s=1
N∑
j=1
(Es−1j + rs−1ξs−1j ) +
1
N
N∑
j=1
x0j .
Then it follows that
‖xti − x¯t‖ ≤
N∑
j=1
∣∣[P (t− 1, 0)]ij − 1
N
∣∣ · ‖x0j‖
+
t∑
s=1
N∑
j=1
∣∣[P (t− 1, s)]ij − 1
N
∣∣ · ‖Es−1j + rs−1ξs−1j ‖
≤ ωγt−1
N∑
i=1
‖x0j‖+
t−1∑
s=1
ωγt−s−1
N∑
j=1
‖Es−1j + rs−1ξs−1j ‖
+
1
N
N∑
j=1
‖Et−1j + rt−1ξt−1j ‖+ ‖Et−1i + rt−1ξt−1i ‖.
Since E[‖ξt−1j ‖] = E[‖
∑N
l=1[P
t−1]jlξt−1jl ‖] ≤
∑N
l=1 E[‖ξt−1jl ‖] ≤ N
√
ν, then E[‖Et−1j + rt−1ξt−1j ‖] ≤
E[‖Et−1j ‖] + rt−1E[‖ξt−1j ‖] ≤ Gf+GχσΦ αt+N
√
νrt−1. Combine these inequalities, it follows that, for
any i ∈ V ,
E[‖xti − x¯t‖] ≤ ωγt−1
N∑
j=1
‖x0j‖+N
t−1∑
s=1
ωγt−s−1
(Gf +Gχ
σΦ
αs +N
√
νrs
)
+2
(Gf +Gχ
σΦ
αt +N
√
νrt−1
)
.
(3.5)
Sum up both sides of above inequality from t = 1 to T and i = 1 to N , it follows that
T∑
t=1
N∑
i=1
E[‖xti − x¯t‖] ≤
Nω
1− γ
N∑
j=1
‖x0j‖+
(
2N +
N2ω
1− γ
) T∑
t=0
(Gf +Gχ
σΦ
αt +N
√
νrt
)
. (3.6)
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Note that the bound on right hand side of (3.5) does not depend on the index i. For any index
j ∈ V , E[‖xtj − x¯t‖] also satisfies the bound in (3.5). Sum up from t = 1 to T and i = 1 to N to
E[‖xtj − x¯t‖], use the triangle inequality E[‖xti − xtj‖] ≤ E[‖xti − x¯t‖] + E[‖xtj − x¯t‖], and combine
with (3.6), the result in theorem is obtained.
Lemma 5. Let {xti}, {yti} be the sequences in DSCMD-N. Let {αt} be a non-increasing stepsize.
Then we have
χi(x
t+1
i )− χi(x∗) + 〈g˜ti , yti − x∗〉 ≤
1
αt
[
DΦ(x
∗, yti)−DΦ(x∗, xt+1i )
]
+
αt
2σΦ
‖g˜ti‖2. (3.7)
Proof. According to the first-order optimality of the DSCMD-N, there exists ht+1i ∈ ∂χi(xt+1i ),
〈αtg˜ti +∇Φ(xt+1i )−∇Φ(yti) + αtht+1i , x− xt+1i 〉 ≥ 0, ∀x ∈ X .
Set x = x∗ in above inequality, and rearrange terms, we have
〈αtg˜ti , xt+1t − x∗〉
≤ 〈∇Φ(yti)− Φ(xt+1i ), xt+1i − x∗〉+ αt〈ht+1i , x∗ − xt+1i 〉
≤ DΦ(x∗, yti)−DΦ(x∗, xt+1i )−DΦ(x∗, yti) + χi(x∗)− χi(xt+1i )
≤ DΦ(x∗, yti)−DΦ(x∗, xt+1i )−
σΦ
2
‖xt+1i − yti‖2 + χi(x∗)− χi(xt+1i ), (3.8)
in which the second inequality follows from the three point inequality and the second inequality
follows from the definition of DΦ(·, ·) and σΦ-strong convexity of Φ. Also,
〈αtg˜ti , xt+1t − x∗〉 ≥ 〈αtg˜ti , xt+1t − yti〉+ 〈αtg˜ti , yti − x∗〉 (3.9)
≥ − α
2
t
2σΦ
‖g˜ti‖2 −
σΦ
2
‖xt+1i − yti‖2 + 〈αtg˜ti , yti − x∗〉.
Combine (3.8) and (3.9), it follows that
〈αtg˜ti , yti − x∗〉 ≤ DΦ(x∗, yti)−DΦ(x∗, xt+1i ) +
α2t
2σΦ
‖g˜ti‖2 + αt
[
χi(x
∗)− χi(xt+1i )
]
.
The proof is concluded after dividing both sides by αt in above inequality.
Lemma 6. Let {xti}, {yti} be the sequences in DSCMD-N, then there holds E[‖yti − xtl‖] ≤∑N
j=1 E[‖xtj − xtl‖] +N
√
νrt for any i, l ∈ V.
Proof. According to the structure of DSCMD-N and the fact that the matrix P t is doubly stochas-
tic,
‖yti − xtl‖ = ‖
N∑
j=1
[P t]ij [x
t
j − xtl ] + rt
N∑
j=1
[P t]ijξ
t
ij‖
≤
N∑
j=1
[P t]ij‖xtj − xtl‖+ rt
N∑
j=1
‖ξtij‖.
Take expectation over Ft−1, use Assumption 3 and the fact that 0 ≤ [P t]ij < 1, then take total
expectation, the lemma is concluded.
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Lemma 7. Let {xtj} be the sequences in DSCMD-N, the noise sequence {rtξtij} is defined as before,
we have E[DΦ(x
∗, xtj + rtξ
t
ij)] ≤ E[DΦ(x∗, xtj)] +
√
2
σΦ
DΦ,XLΦ
√
νrt + LΦνr
2
t .
Proof. According to mean value formula, there exists a ζ ∈ [0, 1] such that Φ(xtj + rtξtij) = Φ(xtj)+
〈∇Φ(xtj + ζrtξtij), rtξtij〉, then it follows that
DΦ(x
∗, xtj + rtξ
t
ij)
= Φ(x∗)− Φ(xtj + rtξtij)− 〈∇Φ(xtj + rtξtij), x∗ − xtj − rtξtij〉
= Φ(x∗)− Φ(xtj)− 〈∇Φ(xtj + ζrtξtij), rtξtij〉 − 〈∇Φ(xtj + rtξtij), x∗ − xtj − rtξtij〉
= Φ(x∗)− Φ(xtj)− 〈∇Φ(xtj + ζrtξtij)−∇Φ(xtj + rtξtij), rtξtij〉
−〈∇Φ(xtj), x∗ − xtj〉 − 〈∇Φ(xtj + rtξtij)−∇Φ(xtj), x∗ − xtj〉
≤ DΦ(x∗, xtj) + (1− ζ)LΦr2t ‖ξtij‖2 + LΦDX rt‖ξtij‖
≤ DΦ(x∗, xtj) +DXLΦ‖ξtij‖rt + LΦ‖ξtij‖2r2t ,
in which the first inequality follows from Cauchy inequality and gradient LΦ-Lipschitz condition
of Φ, the second inequality follows from the fact 0 ≤ 1 − ζ ≤ 1. Take conditional expectation on
Ft−1 on both sides, use Assumption 3 and note that DX ≤
√
2
σΦ
DΦ,X , the result is obtained after
taking total expectation.
Now return to (3.7), take conditional expectation over Ft−1 on both sides of (3.7), we have
〈gi(yti), yti−x∗〉+E[χi(xt+1i )|Ft−1]−χi(x∗) ≤
1
αt
[
DΦ(x
∗, yti)−E[DΦ(x∗, xt+1i )|Ft−1]
]
+
αt
2σΦ
E[‖g˜ti‖2|Ft−1].
Take total expectation on both sides of above inequality, we have
∆1i,t +∆
2
i,t ≤ ∆3i,t, (3.10)
in which we denote ∆1i,t = E[〈gi(yti), yti−x∗〉], ∆2i,t = E[χi(xt+1i )]−χi(x∗), ∆3i,t = 1αt
[
E[DΦ(x
∗, yti)]−
E[DΦ(x
∗, xt+1i )]
]
+ αt2σΦE[‖g˜ti‖2]. Before coming to the main result, we need the following lemma
for ∆3i,t.
Lemma 8. Under Assumptions 1-4, if {αt}, {rt} be non-increasing positive sequences, then the
following bound result for ∆3i,t holds,
T∑
t=1
N∑
i=1
[∆3i,t] ≤
ND2Φ,X
αT
+
NG2f
2σΦ
T∑
t=0
αt +N
√
2
σΦ
DΦ,XLΦ
√
ν
T∑
t=1
rt
αt
+NLΦν
T∑
t=1
r2t
αt
. (3.11)
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Proof. Since yti =
∑N
j=1[P
t]ij(x
t
j + rtξ
t
ij), separate convexity of DΦ(·, ·) implies that
T∑
t=1
N∑
i=1
[∆3i,t]
≤
T∑
t=1
1
αt
[ N∑
i=1
N∑
j=1
[P t]ijE[DΦ(x
∗, xtj + rtξ
t
ij)]−
N∑
i=1
E[DΦ(x
∗, xt+1i )]
]
+
NG2f
2σΦ
T∑
t=0
αt
≤
T∑
t=1
1
αt
[ N∑
j=1
E[DΦ(x
∗, xtj)]−
N∑
i=1
E[DΦ(x
∗, xt+1i )]
]
+N
[
2GΦ +
√
2
σΦ
DΦ,XLΦ
]√
ν
T∑
t=1
rt
αt
+NLΦν
T∑
t=1
r2t
αt
+
NG2f
2σΦ
T∑
t=0
αt.
=
N∑
i=1
[ 1
α1
E[DΦ(x
∗, x1i )] +
T∑
t=2
E[DΦ(x
∗, xti)](
1
αt
− 1
αt−1
)− 1
αT
E[DΦ(x
∗, xT+1i )]
]
+N
√
2
σΦ
DΦ,XLΦ
√
ν
T∑
t=1
rt
αt
+NLΦν
T∑
t=1
r2t
αt
+
NG2f
2σΦ
T∑
t=0
αt,
in which the second inequality is obtained by double stochasticity of matrix P t and Lemma 7, the
result is obtained after eliminating same terms in the summation in above equality.
Now we are ready to give the main result of this section. Denote xˆTl =
1
T
∑T
t=1 x
t
l , x
∗ =
argminx∈X f(x). The following result describes the expected bound for DSCMD-N in terms of
stepsizes {αt}, noise decreasing rates {rt}.
Theorem 1. Let the Assumptions 1-4 hold. If {αt}, {rt} are positive non-increasing sequences,
then for DSCMD-N method, for any l ∈ V, we have
E[F (xˆTl )]− F (x∗) ≤
C1
T
+
C2
TαT
+
C3
T
T∑
t=0
αt +
C4
T
T∑
t=0
rt +
C5
T
T∑
t=0
rt
αt
+
C6
T
T∑
t=0
r2t
αt
, (3.12)
in which
C1 =
2Nω
1− γ [(N + 1)Gf +NGχ] · ‖x
0
j‖, C2 = ND2Φ,X ,
C3 =
((
4N +
2N2ω
1 − γ
)
[(N + 1)Gf +NGχ] +NGχ
)
· Gf +Gχ
σΦ
+
NG2f
2σΦ
,
C4 =
(
4N +
2N2ω
1 − γ
)
[(N + 1)Gf +NGχ]N
√
ν + (Gf +Gχ)N
2√ν,
C5 =
√
2
σΦ
DΦ,XLΦN
√
ν, C6 = NLΦν,
and ω = (1− θ4N2 )−2, γ = (1− θ4N2 )
1
B .
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Proof. We prove the result by estimating the terms in (3.10). For any index l ∈ V ,
〈gi(yti), yti − x∗〉
≥ fi(yti)− fi(x∗)
= fi(y
t
i)− fi(xtl) + fi(xtl)− fi(x∗)
≥ −Gf‖yti − xtl‖+ [fi(xtl)− fi(x∗)]
≥ −Gf‖yti − xti‖ −Gf‖xti − xtl‖+ [fi(xtl)− fi(x∗)].
After taking expectation and using Lemma 6, it follows that ∆1i,t ≥ −Gf
∑N
j=1 E[‖xtj − xti‖] −
N
√
νGf rt−GfE[‖xti−xtl‖]+E[fi(xtl)− fi(x∗)]. Denote f =
∑N
i=1 fi, χ =
∑N
i=1 χi and denote the
bound on the right hand side in Lemma 4 by BT , sum up both sides and use Lemma 4, it follows
that
T∑
t=1
N∑
i=1
[
∆1i,t
] ≥ −(N + 1)GfBT −N2√νGf T∑
t=1
rt +
T∑
t=1
E[f(xtl)− f(x∗)]. (3.13)
On the other hand, for any index l ∈ V ,
χi(x
t+1
i )− χi(x∗)
= [χi(x
t+1
i )− χi(yti)] + [χi(yti)− χi(xtl)] + [χi(xtl)− χi(x∗)]
≥ −Gχ‖xt+1i − yti‖ −Gχ‖yti − xtl‖+ [χi(xtl)− χi(x∗)].
After taking expectation on both sides, using Lemma 3 and Lemma 6, we have ∆2i,t ≥ −Gχ Gf+GχσΦ αt−
Gχ
∑N
j=1 E[‖xtj − xtl‖]−GχN
√
νrt + E[χi(x
t
l) − χi(x∗)]. Sum up from i = 1 to N and t = 1 to T
on both sides, we obtain
T∑
t=1
N∑
i=1
[
∆2i,t
] ≥ −NGχGf +Gχ
σΦ
T∑
t=1
αt −NGχBT −N2Gχ
√
ν
T∑
t=1
rt +
T∑
t=1
[
χ(xtl)− χ(x∗)
]
.
(3.14)
Sum up both sides of (3.10) from i = 1 to N and t = 1 to T , combine it with (3.13), (3.14), Lemma
8. The desired result is obtained after substituting BT , using Lemma 4, dividing both sides by T
and using the convexity of Fi, i = 1, 2, ..., N .
Under a boundedness assumption of stochastic gradient and network noise, the following high
probability bound holds for DSCMD-N.
Theorem 2. Under the assumptions of Theorem 1, if we assume in addition that ‖g˜ti‖ ≤ Gf and
‖ξtij‖2 ≤ ν, then for DSCMD-N, for any l ∈ V, we have, for any δ ∈ (0, 1), with probability of at
least 1− δ,
F (xˆTl )−F (x∗) ≤
C1
T
+
C2
TαT
+
C3
T
T∑
t=0
αt+
C4
T
T∑
t=0
rt+
C5
T
T∑
t=0
rt
αt
+
C6
T
T∑
t=0
r2t
αt
+2
√
2GfDXN
√
log(1/δ)√
T
,
in which C1 ∼ C6 are defined as in Theorem 1.
Proof. For saving space, we just show the difference between the proof for this result and the
above expected bound result. Come back to (3.7), if we denote ∆¯1i,t = 〈gi(xti), yti − x∗〉, ∆¯2i,t =
χi(x
t+1
i ) − χi(x∗), ∆¯3i,t = 1αt
[
DΦ(x
∗, yti) −DΦ(x∗, xt+1i )
]
, Xi,t = 〈gi(yti) − g˜ti , yti − x∗〉, then (3.7)
can be written in the form of ∆¯1i,t + ∆¯
2
i,t ≤ ∆¯3i,t +Xi,t. ∆¯1i,t, ∆¯2i,t, ∆¯3i,t corresponds to ∆1i,t, ∆2i,t,
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∆3i,t in (3.10) only up to a procedure of taking expectation. If we denote Xt =
∑N
i=1Xi,t and sum
up both sides from t = 1 to T and i = 1 to N , it follows that
T∑
t=1
N∑
i=1
[∆¯1i,t] +
T∑
t=1
N∑
i=1
[∆¯2i,t] ≤
T∑
t=1
N∑
i=1
[∆¯3i,t] +
T∑
t=1
Xt. (3.15)
Note that E[Xt|Ft−1] = 0, the bound condition ‖g˜ti‖ ≤ Gf and Cauchy inequality implies |Xt| ≤
2NGfDX , then {Xt} is a bounded martingale difference sequence. Use Azuma-Hoeffding inequality
to {Xt}, we have for any ǫ > 0
Prob
( T∑
t=1
Xt ≥ ǫ
) ≤ exp (− ǫ2
2T (2GfDXN)2
)
. (3.16)
Setting the above probability to δ, we have, with probability at least 1− δ,
T∑
t=1
Xt ≤ 2
√
2GfDXN
√
T
√
log
1
δ
. (3.17)
On the other hand, it is easy to see that, with bound assumptions ‖g˜ti‖ ≤ Gf and ‖ξtij‖2 ≤ ν in
hand, the estimate result of Lemma 4 and Lemma 7 holds without taking expectation. Therefore
we know (3.11), (3.13), (3.14) hold with ∆1i,t, ∆
2
i,t, ∆
3
i,t replaced by ∆¯
1
i,t, ∆¯
2
i,t, ∆¯
3
i,t. Combining
these three estimates with (3.17) and (3.15), dividing both sides by T and using the convexity of
Fi, i = 1, 2, ..., N , we obtain the desired result.
For relatively comprehensive study on distributed stochastic composite optimization over noisy
network. We consider Problem (1.2) that has different regularization feature from Problem (1.1).
We investigate a distributed dual averaging type method (DSCDA-N) for solving it in next section.
3.2 Distributed stochastic dual averaging method for composite opti-
mization over noisy network
In this section, we consider problem (1.2), minimizing F (x) = 1N
∑N
i=1 fi(x) + η(x) over noisy
network. We solve the problem by providing a distributed stochastic composite dual averaging
type method which we call it the DSCDA-N method. DSCDA-N deals with N pairs of vector
variables (xti, z
t
i) ∈ X ×Rn, with the i-th pair associated with node i ∈ V . In DSCDA-N, we query
the stochastic subgradient oracle at variable xti to get a stochastic subgradient g˜
t
i := g˜i(x
t
i), such
that E[g˜ti |Ft−1] = gi(xti) ∈ ∂fi(xti) is a subgradient of fi at xti. Then the algorithm is presented as
follows:
zt+1i =
N∑
j=1
[P t]ij(z
t
j + rtξ
t
ij) + g˜
t
i , (3.18)
xt+1i = argmin
x∈X
{〈zt+1i , x〉+
1
αt
Ψ(x) + tη(x)}. (3.19)
In above proposed dual-averaging scheme, the variable zti of node i participates in the information
communication process with its neighbours, hence, for agent i, the information communication of
the noisy corrupted version ztj + rtξ
t
ij , j = 1, 2, ..., N is considered in (3.18). In composite dual
averaging scheme (3.19), αt is the stepsize. Global composite function η is supposed to be some
simple regularization function with supremum subgradient Gη. The proximal function Ψ(x) : X →
12
R is assumed to be σΨ-strongly convex in the sense Ψ(x) ≥ Ψ(y) + 〈∇Ψ(y), x − y〉+ σΨ2 ‖x− y‖2
for any x, y ∈ X . To analyze the convergence behavior of DSCDA-N under slowly decreasing
communication noise effects over network, this part starts with the following expected bound for
variable zti .
Lemma 9. For any i ∈ V and t = 1, 2, ..., T , the variables zti and their average z¯t satisfy
E[‖zti − z¯t‖] ≤
( Nω
1− γ + 2
)
Gf + ωN
2√ν
t−2∑
s=1
rsγ
t−s−2 + 2N
√
νrt−1. (3.20)
Proof. By iteration on sequence zti ,
zti =
t−1∑
s=1
N∑
j=1
[P (t− 1, s)]ij(g˜s−1j + rs−1ξs−1j ) + g˜t−1i + rt−1ξt−1i , (3.21)
z¯t =
1
N
t−1∑
s=1
N∑
j=1
(g˜s−1j + rs−1ξ
s−1
j ) +
1
N
N∑
j=1
(g˜t−1j + rt−1ξ
t−1
j ). (3.22)
By taking substraction of above inequality and taking norm, we have
‖zti − z¯t‖ ≤
t−1∑
s=1
N∑
j=1
∣∣[P (t− 1, s)]ij − 1
N
∣∣ · (‖g˜s−1j ‖+ rs−1‖ξs−1j ‖)
+‖g˜t−1i ‖+ rt−1‖ξt−1i ‖+
1
N
N∑
j=1
(‖g˜t−1j ‖+ rt−1‖ξt−1j ‖).
Taking expectation on both sides and use Lemma 1, Assumptions 2 and 3, we have
E[‖zti − z¯t‖] ≤
t−1∑
s=1
N∑
j=1
ωγt−s−1[Gf +N
√
νrs−1] + 2[Gf +N
√
νrt−1]
≤ ( Nω
1− γ + 2
)
Gf + ωN
2
√
ν
t−1∑
s=1
rs−1γt−s−1 + 2N
√
νrt−1,
which finishes the proof.
Denote ΠtΨ(x) = argminy∈X{〈x, y〉 + 1αtΨ(y) + tη(y)}. The following two lemmas in [16] are
needed in following analysis.
Lemma 10. For any x, y ∈ X , we have ‖ΠtΨ(x)−ΠtΨ(y)‖ ≤ αtσΨ ‖x− y‖.
Lemma 11. Let {αt} be a nonincreasing sequence and Gt ∈ Rn be an arbitrary sequence of
vectors. For a sequence {Wt}, if Wt+1 = ΠtΨ(
∑t
s=1Gs). Then for any x
∗ ∈ X , ∑Tt=1 [〈Gt,Wt −
x∗〉+ η(Wt)− η(x∗)
]
≤ 1αT Ψ(x∗) + 12
∑T
t=1 αt−1
∥∥Gt∥∥2.
Now we are ready to present the first main result of this section. We still denote xˆTl =
1
T
∑T
t=1 x
t
l . The following theorem describes the expected error bound for approximating sequence
xˆTl =
1
T
∑T
t=1 x
t
l generated by DSCDA-N method.
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Theorem 3. Under Assumptions 1-3. If {αt} and {rt} are non-increasing sequences. Then for
problem (1.2) over noisy network, the DSCDA-N method achieves the following expected error
bound: for any i ∈ V,
E[F (xˆTi )]− F (x∗)
≤
[
3Gf +Gη
σΨ
( Nω
1− γ + 2
)
Gf +G
2
f
]
1
T
T∑
t=0
αt +
3Gf +Gη
σΨ
ωN2
√
ν · 1
T
T∑
t=1
αt
t−1∑
s=1
rs−1γt−s−1
+
3Gf +Gη
σΨ
2N
√
ν · 1
T
T∑
t=1
αtrt−1 +
Ψ(x∗)
TαT
+
Nν
T
T∑
t=0
αtr
2
t +
√
νDX
T
T∑
t=1
rt.
Proof. denote yt = Π
t
Ψ(z¯
t), it follows that
F (xti)− F (x∗)
= F (xti)− F (yt) + F (yt)− F (x∗)
≤ (Gf +Gη)‖ΠtΨ(zti)−ΠtΨ(z¯t)‖+ [F (yt)− F (x∗)] := Ωt1 +Ωt2. (3.23)
Use Lemma 10, by taking total expectation, it is easy to see
T∑
t=1
E[Ωt1] ≤
Gf +Gη
σΨ
T∑
t=1
αtE[‖zti − z¯t‖]. (3.24)
In what follows, we consider the bound for
∑T
t=1 E[Ω
t
2]. Denote f =
∑N
i=1 fi,
T∑
t=1
[F (yt)− F (x∗)]
=
T∑
t=1
1
N
[f(yt)− f(x∗)] +
T∑
t=1
[η(yt)− η(x∗)]
=
T∑
t=1
1
N
N∑
j=1
[fj(x
t
j)− f(x∗)] +
T∑
t=1
[η(yt)− η(x∗)] +
T∑
t=1
1
N
N∑
i=1
[fj(y
t)− fj(xtj)]
≤
(
T∑
t=1
〈 1
N
N∑
j=1
gj(x
t
j), y
t − x∗〉+
T∑
t=1
[η(yt)− η(x∗)]
)
+
(
T∑
t=1
1
N
N∑
j=1
〈gj(xtj), xtj − yt〉
+
T∑
t=1
1
N
N∑
j=1
[fj(y
t)− fj(xtj)]
)
:= st1 + s
t
2. (3.25)
We treat with st1 first as follow,
st1 =
T∑
t=1
[
〈 1
N
N∑
j=1
(g˜tj + rtξ
t
j), y
t − x∗〉+ η(yt)− η(x∗)
]
+
1
N
T∑
t=1
N∑
j=1
〈gj(xj)− g˜tj, yt − x∗〉 −
1
N
T∑
t=1
N∑
j=1
〈rtξtj , yt − x∗〉.
(3.26)
14
By using Lemma 11 with Wt = yt and Gt = z¯t =
1
N
∑N
j=1(g
t−1
j + r
t
tξ
t−1
j ), we have
T∑
t=1
[
〈 1
N
N∑
j=1
(g˜tj + rtξ
t
j), y
t − x∗〉+ η(yt)− η(x∗)
]
≤ 1
αT
Ψ(x∗) +
1
2
T∑
t=1
αt−1
∥∥∥∥ 1N
N∑
j=1
(gtj + r
t
tξ
t
j)
∥∥∥∥2
≤ 1
αT
Ψ(x∗) +
1
2
T∑
t=0
αt
1
N
N∑
i=1
(‖g˜tj‖+ rt‖ξtj‖)2
≤ 1
αT
Ψ(x∗) +
1
N
T∑
t=0
αt
N∑
j=1
(‖g˜tj‖2 + r2t ‖ξtj‖2).
Since ‖ξtj‖2 = ‖
∑N
l=1[P
t]jlξ
t
jl‖2 ≤
∑N
l=1[P
t]jl‖ξtjl‖2, which follows from the convexity of ‖ · ‖2.
Take total expectation, we have E[‖ξtj‖2] ≤ Nν. Then after taking total expectation, it follows
that
T∑
t=1
E
[
〈 1
N
N∑
j=1
(g˜tj + rtξ
t
j), y
t − x∗〉+ η(yt)− η(x∗)
]
≤ 1
αT
Ψ(x∗) +G2f
T∑
t=0
αt +Nν
T∑
t=0
αtr
2
t .
(3.27)
For the second term of st1 in (3.26), we have
E[〈gj(xtj)− g˜tj , yt − x∗〉] = E
[
E[〈gj(xtj)− g˜tj, yt − x∗〉|Ft−1]
]
= E[〈E[gj(xtj)− g˜tj |Ft−1], yt − x∗〉] = 0.
(3.28)
Also, since E[−〈rtξtj , yt − x∗〉] ≤ rtE[‖ξtj‖ · ‖yt − x∗‖] ≤ rtDXE[‖ξtj‖] ≤
√
νDX rt, we have∣∣∣∣− 1N
T∑
t=1
N∑
j=1
E[〈rtξtj , yt − x∗〉]
∣∣∣∣ ≤ √νDX T∑
t=1
rt.
The above inequalities imply that
E[st1] ≤
1
αT
Ψ(x∗) +G2f
T∑
t=0
αt +Nν
T∑
t=0
αtr
2
t +
√
νDX
T∑
t=1
rt. (3.29)
On the other hand, note that 〈gj(xtj), xtj − yt〉 ≤ ‖gj(xtj)‖ · ‖xtj − yt‖ ≤ Gf · αtσΨ ‖ztj − z¯t‖ and
fj(y
t)− fj(xtj) ≤ Gf‖yt − xtj‖ ≤ Gf · αtσΨ ‖ztj − z¯t‖, After taking total expectation, we have
E[st2] ≤
2Gf
NσΨ
N∑
j=1
T∑
t=1
αtE[‖ztj − z¯t‖]. (3.30)
Combine (3.25) with (3.29) and (3.30) and take total expectation, it follows that
E[Ωt2] ≤
1
αT
Ψ(x∗) +G2f
T∑
t=0
αt +Nν
T∑
t=0
αtr
2
t +
√
νDX
T∑
t=1
rt +
2Gf
NσΨ
N∑
j=1
T∑
t=1
αtE[‖ztj − z¯t‖].
(3.31)
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take total expectation of (3.23) and sum up from t = 1 to T , and combine with (3.24) and (3.31),
we have
T∑
t=1
E[F (xti)− F (x∗)] ≤
Gf +Gη
σΨ
T∑
t=1
αtE[‖zti − z¯t‖] +
2Gf
NσΨ
N∑
j=1
T∑
t=1
αtE[‖ztj − z¯t‖]
+
1
αT
Ψ(x∗) +G2f
T∑
t=0
αt +Nν
T∑
t=0
αtr
2
t +
√
νDX
T∑
t=1
rt.
If we use Bt to denote the bound on the right hand side of (3.20) in Lemma 9, note that Bt does
not depend on i ∈ V , then the above inequality
≤ 3Gf +Gη
σΨ
T∑
t=1
αtBt + 1
αT
Ψ(x∗) +G2f
T∑
t=0
αt +Nν
T∑
t=0
αtr
2
t +
√
νDX
T∑
t=1
rt. (3.32)
After substituting Bt and rearranging terms, we have∑T
t=1
E[F (xti)]− F (x∗)
≤
[
3Gf +Gη
σΨ
( Nω
1− γ + 2
)
Gf +G
2
f
] T∑
t=0
αt +
3Gf +Gη
σΨ
ωN2
√
ν ·
T∑
t=1
αt
t−1∑
s=1
rs−1γt−s−1
+
3Gf +Gη
σΨ
2N
√
ν ·
T∑
t=1
αtrt−1 +
Ψ(x∗)
αT
+Nν
T∑
t=0
αtr
2
t +
√
νDX
T∑
t=1
rt. (3.33)
The desired result is obtained by dividing both sides by T and noting the convexity of F .
In what follows, after assuming appropriate conditions for stochastic gradients {g˜ti} and noise
vectors {ξtij}, we provide a high probability convergence bound of F (xˆTi ) − F (x∗) for DSCDA-N
method. The main tool is the Azuma-Hoeffding inequality in Lemma 2.
Theorem 4. Under assumptions of Theorem 3, if we further assume ‖g˜ti‖ ≤ Gf and {ξtij} is a
bounded martingale difference sequence with ‖ξtij‖2 ≤ ν, then for any i ∈ V, for any δ ∈ (0, 1), we
have, with probability of at least 1− δ, the DSCDA-N method satisfies
F (xˆTi )− F (x∗)
≤
[
3Gf +Gη
σΨ
( Nω
1− γ + 2
)
Gf +G
2
f
]
1
T
T∑
t=0
αt +
3Gf +Gη
σΨ
ωN2
√
ν · 1
T
T∑
t=1
αt
t−1∑
s=1
rs−1γt−s−1
+
3Gf +Gη
σΨ
2N
√
ν · 1
T
T∑
t=1
αtrt−1 +
Ψ(x∗)
TαT
+
Nν
T
T∑
t=0
αtr
2
t
+2
√
2GfDX
√
log(2/δ)√
T
+
√
2N
√
νDX
( T∑
t=1
r2t
) 1
2
√
log(2/δ)√
T
.
Proof. We turn to consider st1 in (3.26) again. Set Xt =
∑N
j=1〈gj(xtj) − g˜tj , yt − x∗〉, recall that
(3.28) holds and yt is measurable w.r.t Ft−1. Also by using the bounded norm condition for
stochastic gradient, we have |Xt| ≤ 2GfDXN , it follows that {Xt} is a bounded martingale
difference sequence. Then by using Azuma-Hoeffding inequality to {Xt}, we have, for any ǫ1,
Prob
( T∑
t=1
Xt ≥ ǫ1
) ≤ exp (− ǫ21
2T (2GfDXN)2
)
, (3.34)
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On the other hand, set Yt =
∑N
j=1〈rtξtj , x∗ − yt〉, then {Yt} is a bounded martingale difference
sequence with |Yt| ≤ Nrt‖ξtj‖DX ≤ N2
√
νDX rt, by using Azuma-Hoeffding inequality to Yt, it
follows that, for any ǫ2 > 0,
Prob
( T∑
t=1
Yt ≥ ǫ2
) ≤ exp (− ǫ22
2N4νD2X
∑T
t=1 r
2
t
)
. (3.35)
Now set δ2 = exp
( − ǫ212T (2GfDXN)2 ) and δ2 = exp ( − ǫ22/2N4νD2X ∑Tt=1 r2t ), we obtain ǫ1 =
2
√
2GfDXN
√
T
√
log(2/δ) in (3.34) and ǫ2 =
√
2N2
√
νDX (
∑T
t=1 r
2
t )
1/2
√
log(2/δ) in (3.35). Then
it follows that
Prob
( T∑
t=1
Xt +
T∑
t=1
Yt ≥ 2
√
2GfDXN
√
T
√
log
2
δ
+
√
2N2
√
νDX
( T∑
t=1
r2t
)1/2√
log
2
δ
)
≤ δ.
(3.36)
With the norm bound condition of ‖g˜ti‖, ‖ξtij‖, the corresponding previous estimates of Lemma
9, (3.24), (3.27), (3.30) still hold without taking expectations. Combine these estimates with
(3.34) and (3.35), we obtain the high probability bound version of (3.33), which reads that, with
probability at least 1− δ, there holds∑T
t=1
F (xti)− F (x∗)
≤
[
3Gf +Gη
σΨ
( Nω
1− γ + 2
)
Gf +G
2
f
] T∑
t=0
αt +
3Gf +Gη
σΨ
ωN2
√
ν ·
T∑
t=1
αt
t−1∑
s=1
rs−1γt−s−1
+
3Gf +Gη
σΨ
2N
√
ν ·
T∑
t=1
αtrt−1 +
Ψ(x∗)
αT
+Nν
T∑
t=0
αtr
2
t
+2
√
2GfDX
√
T
√
log
2
δ
+
√
2N
√
νDX
( T∑
t=1
r2t
)1/2√
log
2
δ
.
The desired result is obtained by dividing both sides by T of above inequality and using the
convexity of F .
Compare the assumptions in Theorem 2 and Theorem 4, we note that, to obtain the high
probability bound for DSCDA-N method, we need the condition that the communication noise
sequence {ξtij} is bounded martingale difference sequence. Meanwhile, in DSCMD-N method, only
bounded noise sequence condition is needed for {ξtij} to get the high probability bound. This fact
shows a difference on the requirement of noise condition to obtain high probability bounds for the
two methods in this paper.
4 Convergence rates
In this section, we provide a general framework for convergence rate analysis by selecting different
stepsizes under different effects of noise slowly decreasing rates {rt}. We also show that, in some
situations of {rt}, by selecting some stepsizes of {αt}, the best achievable rate of O( 1√T ) for
centralized subgradient method for nonsmooth convex optimization, can be obtained for DSCMD-
N method and DSCDA-N method. We present the results on expected rate and high probability
rate in the following session.
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4.1 DSCMD-N
The following theorem provides a general expected bound for expected error E[F (xˆTl )]− F (x∗) in
terms of the total iteration step T with a general stepsize consideration in form of αt =
1
(t+1)κ1
and noise decreasing rate in form of rt =
1
(t+1)κ2 .
Proposition 1. Under conditions of Theorem 1, if the sequences {αt}, {rt} in the DSCMD-N
method are αt =
1
(t+1)κ1 and rt =
1
(t+1)κ2 , t = 1, 2, ..., T . Suppose that 0 < κ1 < κ2 ≤ 1 and
2κ2 − κ1 6= 1, then we have
E[F (xˆTl )]− F (x∗)
≤
(
C1 +
∣∣∣∣1− 2(2κ2 − κ1)1− (2κ2 − κ1)
∣∣∣∣C6) 1T + 2κ1C2 1T 1−κ1 + 21−κ1C31− κ1 1T κ1 + 2
1−κ2C4
1− κ2
1
T κ2
+
21−(κ2−κ1)C5
1− (κ2 − κ1)
1
T κ2−κ1
+
C6
|1− (2κ2 − κ1)|
1
T 2κ2−κ1
, if κ1 ∈ (0, 1), κ2 ∈ (0, 1); and
≤ (C1 + 2− κ1
1− κ1C6
) 1
T
+
(
2κ1C2 +
2κ1C5
κ1
) 1
T 1−κ1
+
21−κ1C3
1− κ1
1
T κ1
+ 4C4
lnT
T
, if κ1 ∈ (0, 1), κ2 = 1,
in which C1 ∼ C6 are defined as in Theorem 1.
Proof. See Appendix.
The following corollary shows a selection of αt such that the DSCMD-N achieve the optimal
rate in expectation under the case when the network has a communication noise decreasing rate
rt =
1
t+1 .
Corollary 1. Under conditions of Theorem 1, suppose the sequences {αt}, {rt} in the DSCMD-N
method are αt =
1√
t+1
and rt =
1
t+1 , t = 1, 2, ..., T . If we take C = max{C1 + 3C6, 4C4,
√
2C2 +
2
√
2C3 + 2
√
2C5}, then for any l ∈ V, T ≥ 3, the DSCMD-N method achieves an expected rate of
O( 1√
T
) as follow:
E[F (xˆTl )]− F (x∗) ≤ 3C/
√
T . (4.1)
in which C1 ∼ C6 are defined as in Theorem 1.
Proof. By using Proposition 1 to the case when κ1 = 1/2 and κ2 = 1, we have
E[F (xˆTl )]− F (x∗) ≤
(
C1 + 3C6
) 1
T
+ 4C4
ln T
T
+
(√
2C2 + 2
√
2C3 + 2
√
2C5
) 1√
T
,
After taking the maximum of the coefficients C = max{C1 + 3C6, 4C4,
√
2C2 + 2
√
2C3 + 2
√
2C5}
and noting that 1T ≤ lnTT ≤ 1√T when T ≥ 3, the result is obtained.
Remark 1. In fact, for a general order pair (κ1, κ2) of αt = O(
1
(t+1)κ1 ), κ1 ∈ (0, 1) and rt =
O( 1(t+1)κ2 ), κ2 ∈ (0, 1]. (κ1, κ2) = (1/2, 1) is the unique pair of (κ1, κ2) such that the convergence
rate becomes O(1/
√
T ). For other case, they are worse than this rate. Since for κ1 ∈ (0, 1) and
κ2 ∈ (0, 1), by using similar idea with Corollary 1, we have a rate of O( 1Tκ ) with κ = min{1 −
κ1, κ1, κ2, κ2 − κ1, 2κ2 − κ1} = min{1 − κ1, κ1, κ2 − κ1}. If 0 < κ1 < 1/2, then κ = min{1 −
κ1, κ1, κ2−κ1} ≤ κ1 < 1/2 which presents a worse rate. If κ1 = 1/2, then κ = min{1/2, κ2−1/2} =
κ2 − 1/2 < 1/2, for κ1 < κ2 < 1, which is also a worse rate than O(1/
√
T ). Hence, the rate
O(1/
√
T ) can be obtained only when (κ1, κ2) = (1/2, 1).
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Next, we consider the high probability convergence rate for DSCMD-N by presenting following
results.
Proposition 2. Under conditions of Theorem 2, let the sequences {αt}, {rt} in the DSCDA-N
method be αt =
1√
t+1
and rt =
1
t+1 , t = 1, 2, ..., T . Then for any l ∈ V, T ≥ 3, we have, for any
δ ∈ (0, 1), with probability of at least 1− δ,
F (xˆTl )−F (x∗) ≤
(
C1+3C6
) 1
T
+4C4
ln T
T
+
[√
2C2+2
√
2C3+2
√
2C5+2
√
2GfDXN
√
log(1/δ)
]
1√
T
,
in which C1 ∼ C6 are defined as in Theorem 1.
Proof. The proof has the similar procedure with Corollary 1 by using the general bounds for terms
of αt and rt. The result is obtained by combining an additional term of 2
√
2GfDXN
√
log(1/δ)√
T
(this term appears since we consider high probability bound this time).
The high probability optimal rate of O(1/
√
T ) for DSCMD-N is obtained in the following
corollary.
Corollary 2. Under conditions of Proposition 2, for any δ ∈ (0, 1), set Cδ = max{C1+3C6, 4C4,
√
2C2+
2
√
2C3+2
√
2C5+2
√
2GfDXN
√
log(1/δ)}. Then for any l ∈ V, T ≥ 3, we have, for any δ ∈ (0, 1),
with probability of at least 1− δ, the DSCMD-N method achieves the following rate
F (xˆTl )− F (x∗) ≤ 3Cδ/
√
T .
Proof. The result follows directly from Proposition 2.
Remark 2. Now we make a comparison between the results on DSCMD-N in this work and main
existing works in this literature ([8], [17]). [17] is a seminal work on distributed optimization over
noisy network. Both of the works [8], [17] consider standard distributed Euclidean projection-based
algorithms to minimize the objective function
∑N
i=1 fi(x) associated with local functions fi, i ∈ V.
Their approaches rely on a standard Robbins-Monro stepsize summability condition
∑∞
t=0 αt = ∞
and
∑∞
t=0 α
2
t < ∞ to ensure the almost sure convergence of {xti} to the solution set X ∗. In this
work, DSCMD-N method is introduced in a more general setting (composite optimization) when
regularization terms are considered. Hence we are able to handle the optimization problem from
different angles by selecting different types of regularizers. Also, the Bregman divergence is utilized
instead of the Euclidean projection in [8], [17], the geometric feature of the underlying space becomes
easier to capture by selecting different types of mirror map (distance-generating function) Φ.
Remark 3. Here, we mention a very special case: when we consider regularizer χi = 0 and mirror
map Φ = 12‖ · ‖2, then the algorithm degenerates to [8] if a zeroth-order gradient oracle is used.
Moreover, we relax the aforementioned stepsize assumptions (hence the stepsize αt =
1
(t+1)κ with
κ ∈ (1, 1/2] can be used, this stepsize can not be considered and used in [8], [17]) and derive the
explicit convergence rate in expectation. On the way to the convergence in expectation, we also
relax an assumption of noise {ξij} in contrast to [8]. In fact, we do not require the martingale dif-
ference condition E[ξtij ] = 0 to get expectation convergence results. As an important counterpart of
convergence in expectation, high probability bound and rate are also obtained via Azuma-Hoeffding
inequality, which enriches the convergence class of distributed optimization methods in this litera-
ture. These convergence rates and bounds are new in noisy network optimization setting.
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4.2 DSCDA-N
To investigate some specific convergence rates of DSCDA-N. We start with the following result on
expected error E[F (xˆTi )]−F (x∗) for DSCDA-N. The result presents a general expected error bound
in terms of total iteration steps T . The stepsizes sequence are in general form of αt =
1
(t+1)κ1 , the
communication noise decreasing rates are in form of rt =
1
(t+1)κ2 .
Proposition 3. Under conditions of Theorem 3, suppose the sequences {αt} and {rt} in the
DSCDA-N method satisfy αt =
1
(t+1)κ1 , κ1 ∈ (0, 1), rt = 1(t+1)κ2 , κ2 ∈ (0, 1], t = 1, 2, ..., T . Denote
κm = min{κ1, κ2}. Suppose κ1 + κ2 6= 1, κ1 + 2κ2 6= 1. Then we have, for any l ∈ V, T ≥ 2, the
following expected rate holds for the DSCDA-N method,
E[F (xˆTi )]− F (x∗)
≤
[
3Gf +Gη
σΨ
( Nω
1− γ + 2
)
Gf +G
2
f
]
21−κ1
1− κ1
1
T κ1
+
3Gf +Gη
σΨ
ωN2
√
ν
1− γ
21−κm
1− κm
1
T κm
+
3Gf +Gη
σΨ
· 2N
√
ν
|1− (κ1 + κ2)|
1
T κ1+κ2
+
Ψ(x∗)2κ1
T 1−κ1
+
Nν
|1− (κ1 + 2κ2)|
1
T κ1+2κ2
+
√
νDX21−κ2
1− κ2
1
T κ2
+
[
3Gf +Gη
σΨ
· 2N
√
ν(κ1 + κ2)
|1− (κ1 + κ2)| +
Nν(κ1 + 2κ2)
|1− (κ1 + 2κ2)|
]
1
T
, if κ1 ∈ (0, 1), κ2 ∈ (0, 1); and
≤
[
3Gf +Gη
σΨ
(( Nω
1− γ + 2
)
Gf +
ωN2
√
ν
1− γ
)
+G2f
]
21−κ1
1− κ1
1
T κ1
+
3Gf +Gη
σΨ
· 2N
√
ν
κ1
1
T κ1+1
+
Ψ(x∗)2κ1
T 1−κ1
+
Nν
κ1 + 1
1
T κ1+2
+ 2
√
νDX
ln T
T
+
[
3Gf +Gη
σΨ
· 2N
√
ν(κ1 + 1)
κ1
+
Nν(κ1 + 2)
κ1 + 1
]
1
T
, if κ1 ∈ (0, 1), κ2 = 1.
Proof. See Appendix.
We are ready to show the following important convergence rates in expectation for DSCDA-N.
Corollary 3. Under conditions of Proposition 3, for the DSCDA-N method, if κ1 ∈ (0, 1), κ2 ∈
(0, 1], and κ1+κ2 6= 1, κ1+2κ2 6= 1, denote κ¯ = min{κ1, κ2, 1−κ1, 1}, set c(κ2) equals
√
νDX 2
1−κ2
1−κ2
when κ2 ∈ (0, 1); equals 2
√
νDX when κ2 = 1. If we take
C¯ = max
{[
3Gf +Gη
σΨ
( Nω
1− γ + 2
)
Gf +G
2
f
]
21−κ1
1− κ1 ,
3Gf +Gη
σΨ
ωN2
√
ν
1− γ
21−κm
1− κm ,
3Gf +Gη
σΨ
2N
√
ν
|1− (κ1 + κ2)| , Ψ(x
∗)2κ1 ,
Nν
|1− (κ1 + 2κ2)| , c(κ2),
3Gf +Gη
σΨ
2N
√
ν|κ1 + κ2|
|1− (κ1 + κ2)| +
Nν|κ1 + 2κ2|
|1− (κ1 + 2κ2)|
}
,
we have the estimate: E[F (xˆTi )] − F (x∗) ≤ 7C¯/T κ¯, with κ¯ satisfying κ¯ ∈ (0, 1/2]; Furthermore,
when κ1 = 1/2, κ2 ∈ (1/2, 1], if we take
C¯′ = max
{[
3Gf +Gη
σΨ
(( Nω
1− γ + 2
)
Gf +
ωN2
√
ν
1− γ
)
+G2f
]
2
√
2,
3Gf +Gη
σΨ
2N
√
ν
κ2 − 12
,
Ψ(x∗)2κ1 ,
Nν
2κ2 − 12
, c(κ2),
3Gf +Gη
σΨ
2N
√
ν(κ2 +
1
2 )
κ2 − 12
+
Nν(2κ2 +
1
2 )
2κ2 − 12
}
,
we have E[F (xˆTi )]− F (x∗) ≤ 6C¯′/
√
T .
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Proof. The result follows from the fact that 1Tκ1+2κ2 ,
1
Tκ1+κ2 ,
1
Tκ1 ,
1
Tκ2 ,
lnT
T ,
1
T ≤ 1T κ¯ and κ¯ ≤ 12 . For
the second argument, note that, when κ1 =
1
2 < κ2, we have κm =
1
2 and
1
Tκ1+2κ2 ,
1
Tκ1+κ2 ,
1
Tκ1 ,
1
Tκ2 ,
lnT
T ,
1
T ≤
1√
T
, then the result follows.
Next, we investigate the high probability convergence rate of DSCDA-N when αt =
1√
t+1
,
rt =
1
(t+1)κ2 , κ2 ∈ (0, 1]. The following result describes a detailed relation among stepsize sequence,
communication noise decreasing rate and the high probability rate of the DSCDA-N method. It
can be seen that, when κ2 (the order index for network noise decreasing rate) lies in three different
ranges (1, 1/2), 1/2, (1/2, 1], three totally different high probability T -rates are derived as follows.
Corollary 4. Under conditions of Theorem 4, if the stepsize {αt} and decreasing rate {rt} of
communication noise satisfy αt =
1√
t+1
, rt =
1
(t+1)κ2 , κ2 ∈ (0, 1]. Then we have, for any δ ∈ (0, 1),
T ≥ 3, with probability of at least 1− δ,
F (xˆTi )− F (x∗) ≤

3C¯1(δ)/T
κ2 , κ2 ∈ (0, 1/2);
4C¯2(δ)
√
lnT/
√
T , κ2 = 1/2;
2C¯3(δ)/
√
T , κ2 ∈ (1/2, 1],
(4.2)
in which
C¯1(δ) = max{
[3Gf+Gη
σΨ
( Nω1−γ+2)Gf+G
2
f
]
2
√
2+Ψ(x∗)
√
2+2
√
2GfDX
√
log 2δ ,
3Gf+Gη
σΨ
ωN2
√
ν
1−γ
21−κ2
1−κ2 +
N
√
νDX21−κ2
√
log 2δ ,
3Gf+Gη
σΨ
2N
√
ν
1
2−κ2
+ Nν| 12−2κ2|
}, κ2 ∈ (0, 1/2);
C¯2(δ) = max{
[3Gf+Gη
σΨ
(
( Nω1−γ + 2)Gf +
ωN2
√
ν
1−γ
)
+G2f
]
2
√
2 + Ψ(x∗)
√
2 + 2
√
2GfDX
√
log 2δ ,
3Nν,
3Gf+Gη
σΨ
4N
√
ν, 2N
√
νDX
√
log 2δ };
C¯3(δ) = max{
[3Gf+Gη
σΨ
(
( Nω1−γ+2
)
Gf+
ωN2
√
ν
1−γ )+G
2
f
]
2
√
2+Ψ(x∗)
√
2+2
√
2GfDX
√
log 2δ+
√
2N
√
νDX√
2κ2−1
√
log 2δ ,
3Gf+Gη
σΨ
2N
√
ν
κ2+
1
2
κ2− 12
+Nν
2κ2+
1
2
2κ2− 12
}, κ2 ∈ (1/2, 1].
Proof. See Appendix.
Remark 4. The above Corollary presents obvious effects of the decreasing rate of communication
noise on the high probability rates of DSCDA-N. When κ2 is sufficiently close to 0 (which means
that, the communication noise has a very slow decreasing rate), the corresponding high probability
convergence speed is very slow with 3C¯1(δ)/T
κ2 with probability at least 1 − δ. Meanwhile, the
corollary presents three different types of rates under different noise decreasing rates.
Remark 5. Based on aforementioned results, we make an observation on stepsize αt = O(
1
(t+1)κ1 ),
κ1 ∈ (0, 1) and noise decreasing rate rt = O( 1(t+1)κ2 ), κ2 ∈ (0, 1] in DSCMD-N and DSCDA-N
methods. If we consider the setting when composite terms χi = 0, i = 1, 2, ..., N in Problem
(1.1) and term η = 0 in Problem (1.2), it can be seen that, to achieve a rate of O(1/
√
T ), for
both DSCMD-N and DSCDA-N, order index κ1 should be coercively set to be 1/2. However, for
index κ2, for DSCMD-N, the only case for κ2 for a rate of O(1/
√
T ) is κ2 = 1, other values κ2
would make the rate worse than O(1/
√
T ). This shows a very tough condition on the behavior
of communication noise decreasing for DSCMD-N to obtain optimal convergence rate. Meanwhile,
for DSCDA-N, the value of κ2 in ∈ (1/2, 1] all can make the rate be O(1/
√
T ). This fact shows
that DSCDA-N has a wider range of communication noise decreasing index κ2 for an optimal
rate of O(1/
√
T ) in the literature. This fact reflects some potential advantages of DSCDA-N over
DSCMD-N in some noisy network optimization settings.
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Remark 6. In contrast to existing works on noisy network optimization, the paper also considers
composite terms that serves as regularization terms for two types of composite optimization problem
(local regularizer χi, i = 1, 2, ..., N in Problem (1.1) and global regularizer term η in Problem
(1.2). The utilization of the regularization terms makes the methods more flexible to present some
structure types of the solution of optimization problem. Meanwhile, the structure of Problem (1.1)
and DSCMD-N method allow the regularization term χi associated with agent i to be independent
of each other. There are several choices of χi, η that are often considered to promote different
structure types of solutions of optimization problem. For example, the indicator function of X ,
IX (x); The lp-norm squared function 12‖x‖2p, p ∈ (1, 2]; Sparsity inducing regularizer λ‖x‖1, λ > 0;
l∞-norm λ‖x‖∞, λ > 0; entropy function
∑n
i=1[x]i log[x]i; mixed regularizer
λ1
2 ‖x‖22 + λ2‖x‖1,
λ1, λ2 > 0.
Till now, we observe that all the approximating sequences of convergence results in this paper
are in weighted average form xˆi =
1
T
∑T
i=1 x
t
i, i = 1, 2, ..., N . The expectation convergence and high
probability convergence result are derived. A question rises that, can we present some almost sure
convergence results for local sequence {xˆti} or {xti} in distributed composite optimization setting?
To this end, we provide following almost sure convergence results for DSCMD-N. The counterpart
result for DSCDA-N can be obtained in a similar way. In the following, we use dist(x,M) to denote
the distance from a point x to the closed set M . Namely, dist(x,M) = inf{‖x−m‖ : m ∈M}.
Corollary 5. Under conditions of Theorem 1, in the DSCMD-N method, suppose the stepsize
sequences {αt}, noise decreasing rate {rt} are αt = 1√t+1 and rt = 1t+1 , t = 1, 2, ..., T . If we take
C = max{C1 + 3C6, 4C4,
√
2C2 + 2
√
2C3 + 2
√
2C5}, in which C1 ∼ C6 is as in Theorem 1. Then
for any l ∈ V, T ≥ 3, for sequence {xti} and their average version {xˆti} generated from DSCMD-N
method, we have almost surely,
limT→∞F (xˆ
T
i ) = F (x
∗), limT→∞dist(xˆ
T
i ,X ∗) = 0, ∀i ∈ V ;
and
lim
T→∞
min
1≤t≤T
F (xti) = F (x
∗), lim
T→∞
(
min
1≤t≤T
dist(xti,X ∗)
)
= 0, ∀i ∈ V .
Proof. See Appendix.
5 Conclusion
This paper studies the noisy network optimization problems. Two typical related distributed
stochastic composite optimization problems over noisy network are considered. Two new methods
DSCMD-N and DSCDA-N are presented to solve them respectively. Convergence of the methods
are systematically studied. Novel convergence rates are obtained in several different situations
under different detailed discussions on stepsize {αt} and communication noise decreasing rate
{rt}. These convergence results include expectation convergence, high probability convergence
and almost sure convergence. These results enrich the exploration in noisy network optimization.
The rates for expectation convergence and high probability convergence are first derived in the
literature. Since we have considered randomness on both network links and gradients, the potential
value of the methods are obvious in stochastic circumstances.
6 Appendix
Proof of Proposition 1:
22
Proof. Note that, under the conditions that 0 < κ1 < κ2 < 1 and 2κ2 − κ1 6= 1, 1TαT =
(T+1)κ1
T ≤
(2T )κ1
T =
2κ1
T 1−κ1
, T ≥ 1. 1T
∑T
t=0 αt ≤ 1T
∑T
t=0
1
T (1+
∑T
t=1 αt) ≤ 1T (1+
∫ T
0
1
(t+1)κ1 ) ≤ 1T (T+1)
1−κ1
1−κ1 ≤
21−κ1
1−κ1
1
Tκ1 , similar reason implies
1
T
∑T
t=0 rt ≤ 2
1−κ2
1−κ2
1
Tκ2 and
1
T
∑T
t=0
rt
αt
≤ 21−(κ2−κ1)1−(κ2−κ1) 1Tκ2−κ1 . Also,
note that 1T
∑T
t=0
r2t
αt
= 1T (1+
∑T
t=1
1
(t+1)2κ2−κ1
) ≤ 1T (2+
∑T
t=2
1
t2κ2−κ1
) ≤ 1T (2+
∫ T
1
dt
t2κ2−κ1
) = 1T (2+
T 1−(2κ2−κ1)
1−(2κ2−κ1) − 11−(2κ2−κ1) ) ≤
∣∣ 1−2(2κ2−κ1)
1−(2κ2−κ1)
∣∣ 1
T +
1
|1−(2κ2−κ1)|
1
T 2κ2−κ1
. Substituting these bounds into
Theorem 1, we obtain the first argument. For κ1 ∈ (0, 1) and κ2 = 1, 1T
∑T
t=0 rt =
1
T
∑T
t=0
1
t+1 ≤
1 +
∫ T
0
dt
t+1 = 1 + ln(T + 1) ≤ 1 + ln 2T ≤ 2 ln 2T ≤ 2(ln 2 + lnT ) ≤ 4 lnT , T ≥ 3. 1T
∑T
t=0
rt
αt
=
1
T
∑T
t=0
1
(t+1)1−κ1
≤ 2κ1κ1 1T 1−κ1 , 1T
∑T
t=0
r2t
αt
= 1T
∑T
t=0
1
(t+1)2−κ1
≤ 1 + ∫∞
0
dt
(t+1)2−κ1
= 2−κ11−κ1
1
T , the
second argument is obtained after substituting these estimates into Theorem 1 again.
Proof of Proposition 3:
Proof. Substitute the stepsize sequences {αt}, {rt} into the bounds in Theorem 3, note that
1
T
∑T
t=0 αt =
1
T (1+
∑T
t=1
1
(t+1)κ1 ) ≤ 1T (1+
∫ T
0
dt
(t+1)κ1 ) ≤ 11−κ1
(T+1)1−κ1
T ≤ 2
1−κ1
1−κ1
1
Tκ1 ,
1
T
∑T
t=1 αt
∑t−1
s=1 rsγ
t−s−1 ≤
1
1−γ
1
T
∑T
t=0
1
(t+1)κm ≤ 11−γ 2
1−κm
1−κm
1
Tκm ,
1
T
∑T
t=1 αtrt−1 =
1
T
∑T
t=1
1
(t+1)κ1
1
tκ2 ≤ 1T
∑T
t=1
1
tκ1+κ2 ≤
1
T [1 +
∫ T
1
dt
tκ1+κ2 ] ≤ 1T [1 + t
1−(κ1+κ2)
1−(κ1+κ2) |T1 ] ≤ T
−(κ1+κ2)
|1−(κ1+κ2)| +
|κ1+κ2|T−1
|1−(κ1+κ2)| , similar procedures implies
1
T
∑T
t=0 αtr
2
t ≤ T
−(κ1+2κ2)
|1−(κ1+2κ2)| +
|κ1+2κ2|T−1
|1−(κ1+2κ2)| , also,
1
TαT
= (T+1)
κ1
T ≤ 2
κ1
T 1−κ1
and 1T
∑T
t=1 rt =
1
T
∑T
t=1
1
(t+1)κ2 ≤ 2
1−κ2
1−κ2
1
Tκ2 , substitute these bounds into Theorem 3, the desired estimate is
obtained.
Proof of Corollary 4:
Proof. When κ2 ∈ (0, 1/2),
∑T
t=1 r
2
t =
∑T
t=1
1
(t+1)2κ2 ≤
∫ T
0
dt
(t+1)2κ2 ≤ (T+1)
1−2κ2
1−2κ2 , then we have
1√
T
(∑T
t=1 r
2
t
)1/2 ≤ (T+1) 12−κ2√
1−2κ2
√
T
≤ (2T )
1
2
−κ2
√
1−2κ2
√
T
= 2
1
2
−κ2√
1−2κ2
1
Tκ2 . Combine this estimate with similar
estimates in the proof of Proposition 3 with κ1 = 1/2 > κ2, we have, with probability of at least
1− δ,
F (xˆTi )− F (x∗)
≤
[
3Gf +Gη
σΨ
(
Nω
1− γ + 2)Gf +G
2
f
]
2
√
2√
T
+
3Gf +Gη
σΨ
ωN2
√
ν
1− γ
21−κ2
1− κ2
1
T κ2
+
3Gf +Gη
σΨ
2N
√
ν
1
2 − κ2
1
T
1
2+κ2
+Ψ(x∗)
√
2
1√
T
+
Nν
| 12 − 2κ2|
1
T
1
2+κ2
+2
√
2GfDX
√
log(2/δ)√
T
+
√
2N
√
νDX
2
1
2−κ2
√
log(2/δ)
T κ2
=
([3Gf +Gη
σΨ
(
Nω
1− γ + 2)Gf +G
2
f
]
2
√
2 + Ψ(x∗)
√
2 + 2
√
2GfDX
√
log
2
δ
)
1√
T
+
(
3Gf +Gη
σΨ
ωN2
√
ν
1− γ
21−κ2
1− κ2 +N
√
νDX21−κ2
√
log
2
δ
)
1
T κ2
+
(
3Gf +Gη
σΨ
2N
√
ν
1
2 − κ2
+
Nν
|12 − 2κ2|
)
1
T
1
2+κ2
.
After taking C¯1(δ) as defined in Corollary 4 and noting that
1
T
1
2
+κ2
< 1√
T
< 1Tκ2 , we obtain the
first argument. When κ2 = 1/2, note that,
1
T
∑T
t=1 αtrt−1 ≤ 1T
∑T
t=1
1
t ≤ 1T (1 +
∫ T
1
1
t ) ≤ 2 lnTT
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when T ≥ 3 (same procedure implies ∑Tt=1 r2t = ∑Tt=1 1t ≤ 2 lnTT ) and 1T ∑Tt=0 1(t+1)3/2 ≤ 1T (1 +∫∞
0
dt
(t+1)3/2
) ≤ 3T . Substitute these estimates into Theorem 4, we have, for T ≥ 3, with probability
of at least 1− δ,
F (xˆTi )− F (x∗)
≤
[
3Gf +Gη
σΨ
(( Nω
1− γ + 2
)
Gf +
ωN2
√
ν
1− γ
)
+G2f
]
2
√
2√
T
+
3Gf +Gη
σΨ
4N
√
ν
ln T
T
+
Ψ(x∗)
√
2√
T
+
3Nν
T
+ 2
√
2GfDX
√
log(2/δ)√
T
+ 2N
√
νDX
√
log
2
δ
√
ln T√
T
≤
([3Gf +Gη
σΨ
(( Nω
1− γ + 2
)
Gf +
ωN2
√
ν
1− γ
)
+G2f
]
2
√
2 + Ψ(x∗)
√
2 + 2
√
2GfDX
√
log
2
δ
)
1√
T
+
3Nν
T
+
3Gf +Gη
σΨ
4N
√
ν
lnT
T
+ 2N
√
νDX
√
log
2
δ
√
ln T√
T
.
After taking C¯2(δ) as defined in Corollary 4 and noting that
1
T ≤ lnTT ≤ 1√T ≤
√
lnT√
T
when T ≥ 3,
the second argument is obtained. For κ2 ∈ (1/2, 1], note that 1T
∑T
t=1 αtrt−1 ≤
∑T
t=1
1
t
1
2
+κ2
≤
1
T (1+
∫∞
1
dt
t
1
2
+κ2
) ≤ κ2+ 12
κ2− 12
1
T ,
1
T
∑T
t=0 αtr
2
t =
1
T
∑T
t=0
1
(t+1)
1
2
+2κ2
≤ 1T (1+
∫∞
0
dt
(t+1)
1
2
+2κ2
) ≤ 2κ2+ 12
2κ2− 12
1
T ,∑T
t=1 r
2
t ≤
∫∞
0
dt
(t+1)2κ2 ≤ 12κ2−1 . Substitue these estimates into Theorem 4, we have
F (xˆTi )− F (x∗)
≤
([3Gf +Gη
σΨ
(( Nω
1− γ + 2
)
Gf +
ωN2
√
ν
1− γ
)
+G2f
]
2
√
2 + Ψ(x∗)
√
2 + 2
√
2GfDX
√
log
2
δ
+
√
2N
√
νDX√
2κ2 − 1
√
log
2
δ
)
1√
T
+
(
3Gf +Gη
σΨ
2N
√
ν
κ2 +
1
2
κ2 − 12
+Nν
2κ2 +
1
2
2κ2 − 12
)
1
T
.
The result follows after a selection of C¯3(δ) as defined in Corollary 4.
Proof of Corollary 5:
Proof. From Corollary 1, we have E[F (xˆTi )]−F (x∗) ≤ 3C/
√
T , i ∈ V . This implies limT→∞
(
E[F (xˆTi )]−
F (x∗)
)
= 0. since F (xˆTi )−F (x∗) is nonnegative for all T ≥ 0, by applying Fatou lemma we arrive
at limT→∞F (xˆ
T
i ) = F (x
∗), a.s. On the other hand, we have already assumed that X is bounded
and F is continuous (since Fi is continuous for all i ∈ V). Weierstrass Theorem implies that the
accumulation point set of {xˆTi } exists. The above inequality and the continuity of F implies at
least one of the accumulation points minimizes the summation of Problem (1.1), which means
limT→∞dist(xˆ
T
i ,X ∗) = 0, i ∈ V . (6.1)
Due to the convexity of F and the fact that xˆTi is a convex combination of x
1
i , x
2
i , ..., x
T
i . We
have min1≤t≤T F (xti) ≤ F (xˆTi ), i ∈ V . Then it follows that 0 ≤ min1≤t≤T F (xti) − F (x∗) ≤
F (xˆTi )− F (x∗), i ∈ V . After taking expectation on both sides, we have
0 ≤ E
[
min
1≤t≤T
F (xti)− F (x∗)
]
≤ E
[
F (xˆTi )− F (x∗)
]
, i ∈ V . (6.2)
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Take limit on both sides of above inequality and use Squeeze theorem, we have limT→∞ E
[
min1≤t≤T F (xti)−
F (x∗)
]
. Use Fatou lemma again, we have limT→∞
[
min1≤t≤T F (xti)−F (x∗)
]
= 0. Since min1≤t≤T F (xti)
is a lower bounded non-increasing sequence in T , hence limT→∞min1≤t≤T F (xti) exists and
limT→∞min1≤t≤T F (xti) = limT→∞min1≤t≤T F (x
t
i) = F (x
∗), i ∈ V . Then, using similar argu-
ment of getting (6.1), we arrive at limT→∞
(
min1≤t≤T dist(xti,X ∗)
)
= 0, i ∈ V .
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