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Φ 𝑥 ,Φ(𝑦) = 𝑘 ⋅, 𝑥 , 𝑘(⋅, 𝑦) = 𝑘 𝑥, 𝑦 .
（再生性）
exp −||𝑥 − 𝑦||2/(2𝜎2)例： ガウスカーネル
■カーネル平均による分布の表現
 カーネル平均： 特徴ベクトルΦ(𝑋)の期待値
𝑚𝑃 = 𝐸𝑋~𝑃 Φ 𝑋 = ∫ 𝑘 ⋅, 𝑥 𝑑𝑃(𝑥)
𝑃の積分変換
 特性的なカーネル
𝑚𝑃 により 𝑃を一意に決める （例：ガウスカーネル）
 重み付サンプルによる推論
サンプルによる表現





例） a-stable Stochstic Volatility model
𝑥𝑡 = 𝜙𝑥𝑡−1 + 𝑣𝑡, 𝑣𝑡 ∼ 𝑁(0, 𝜎𝑠
2)
𝑦𝑡 = 𝑒
𝑥𝑡/2𝑤𝑡 , 𝑤𝑡 ∼ 𝑆(𝛼, 0, 𝜎𝑜)
𝑦1, … , 𝑦𝑡：観測系列










𝑡+1 ∼ 𝑝(𝑥𝑡+1|𝑥𝑡 = 𝑍𝑖
𝑡)
𝑌𝑖
𝑡+1 ∼ 𝑝(𝑦𝑡+1|𝑥𝑡+1 = 𝑋𝑖
𝑡+1) （𝑖 = 1,… , 𝑁）
• Correction step:
Importance weightingのカーネル化（線形演算）
𝜋: prior, 𝑞(𝑦|𝑥): likelihood ⇒ posterior ∝ 𝑞 𝑦𝑜 𝑥 𝜋(𝑥)
















𝛼 = 1.5, 2.0 (Gauss)
ABC filter (Calvet&Czeller 2014),
標準的 Seq. MC (SIR) との比較
 カーネル平均によるノンパラメトリック推論
例： ２標本問題 𝑚𝑋 = 𝑚𝑌 ?  (Gretton et al. NIPS’06), 




SV （𝛼 = 1.5）















































𝑋1, … , 𝑋𝑁 ∼ 𝑍𝜋
IW：𝑤𝑖 = 𝑞(𝑦𝑜|𝑋𝑖)
カーネル版
𝑋1, … , 𝑋𝑁 ∼ 𝜋
𝑌1, … , 𝑌𝑁 ∼ 𝑞(𝑦|𝑋𝑖)
𝑤 = 𝐺𝑌 + 𝜆𝐼𝑁
−1𝐤 𝑦𝑜
𝑦𝑜：観測値
SV （𝛼 = 1.5）
SV （𝛼 =2.0, Gauss）
𝑥𝑡: log volatility 
𝑦𝑡: return
