Abstract. We prove a rank-dependent moderate deviation principle for Uempirical measures, where the underlying i. i. d. random variables take values in a measurable (not necessarily Polish) space (S, S). The result can be formulated on a suitable subset of all signed measures on (S m , S ⊗m ). We endow this space with a topology, which is stronger than the usual τ -topology. A moderate deviation principle for Banach-space valued U-statistics is obtained as a particular application. The advantage of our result is that we obtain in the degenerate case moderate deviations in non-Gaussian situations with non-convex rate functions.
Introduction
Let (S, S, µ) be a probability space, let (Ω, A, P) ≡ (S N , S ⊗N , µ ⊗N ) be the product space, and let {X i } i∈N be the coordinate projections from Ω to S, forming an i. i. which is the strong law of large numbers for U-statistics, see for example [11, Theorem 3.1.1]. Note that it suffices to consider symmetric ϕ for the proof.
Let M(S m ) denote the set of signed measures with finite total variation on the product space (S m , S ⊗m ). Given ε > 0, a number l ∈ N, and bounded measurable functions ϕ 1 The estimation of the order of magnitude of small probabilities like the ones in (1.5) falls under the theory of large deviations. A large deviations principle with respect to strong topologies for {L m n } n≥m as random elements of the space M 1 (S m ) of probability measures on (S m , S ⊗m ) is obtained in [17] . As is well known, the weak limits of appropriately scaled U-statistics depend on the rank of the kernel function. Let us briefly recall these results and also introduce some notation for later use. By the Hoeffding decomposition (see for example [11, (1.1.9)]), we know that for every symmetric kernel ϕ ∈ L 1 (µ ⊗m , E) the U-statistics can be decomposed into a sum of µ-canonical U-statistics of different orders: Note that for ϕ ∈ L 1 (µ ⊗m , E) the kernel π k,m ϕ is µ-canonical in k variables for every k ∈ {1, . . . , m}; and π k,m ϕ is symmetric if ϕ is symmetric. By definition we say that a symmetric ϕ ∈ L 1 (µ ⊗m , E) is of rank r ∈ {1, . . . , m} (or µ-degenerate of order r − 1) if π k,m ϕ = 0 for all k ∈ {1, . . . , r − 1} and π r,m ϕ = 0. In particular, the Hoeffding decomposition (1.6) then starts with the term k = r. If π 1,m ϕ = 0, then ϕ is called non-degenerate. One advantage of the decomposition (1.6) is the fact that the terms U k n (π k,m ϕ) with k ∈ {1, . . . , m} are uncorrelated with variances of decreasing order in n. It is a generalisation of a projection technique used in many parts of nonparametric statistics. Often a statistic of interest is regarded as an element of a vector space and projected orthogonally onto some subspaces. In the analysis of variance, means are projected onto subspaces to obtain main effects. In the theory of rank statistics, the projection is onto the subspace of linear rank statistics, cf. [27] . If L denotes the constants. Note that (1.6) is true only for symmetric kernel functions ϕ unless a symmetrization is built into the definition of the Hoeffding projection (1.7), see (2.4) and (2.6).
The central limit theorem with √ n-scaling for real-valued, not necessarily degenerate U-statistics has a simple proof and was obtained by Hoeffding [22] ; the central limit theorem for degenerate U-statistics was obtained much later. The limit laws in the degenerate case are the laws of Gaussian chaos variables: if ϕ ∈ L 1 (µ ⊗m , R) is µ-canonical, then the sequence {n m/2 U m n (ϕ)} n≥m converges in distribution if and only if S m ϕ 2 dµ ⊗m < ∞, see [30] , [21] , and also [20, Section 4 .2], in particular the historical remarks in [20, Section 4.4] .
Although it is not necessary for our results, let us construct a Gaussian chaos variable K µ (ϕ) with the limiting distribution to give an impression how much it differs from a generic Gaussian random variable. This will also indicate that the corresponding MDP is more involved. Furthermore, the representation (1.8) motivates the approximation formulated in Lemma 3.41, which is an essential tool in the proof of our main theorem. To construct the Gaussian chaos variable K µ (ϕ), we may assume ϕ to be symmetric. Let L c 2 (µ ⊗m , R) denote the Hilbert space of symmetric, µ ⊗m -square integrable, µ-canonical functions from S m to R and let {φ i } i∈J be an orthonormal basis for L c 2 (µ, R), where J is an at most countable index set. One can show that the set
is an orthonormal basis for L 
. . , ds m ), which are symmetric in their entries. For k ∈ N 0 let H k denote the Hermite polynomial of degree k with leading coefficient 1. The Gaussian chaos random variable corresponding to ϕ is defined in an L 2 -sense by
note that the product is actually a finite one. Now assume that a sequence {b n } n∈N ⊂ (0, ∞) satisfies 
r/2 → 0 by the second condition in (1.9). The order of magnitude of the probability on the left-hand side of (1.10) is larger than the one in (1.5). The estimation of such probabilities is usually called a moderate deviation problem. Since the central limit theorem is rank dependent, we expect a related phenomenon for the large deviations of moderate U-empirical measures on the scale {b 2 n /n} n∈N with {b n } n∈N as in (1.9). If ϕ is µ-canonical on S m , we expect a moderate deviation behaviour for (n/b n ) m U m n (ϕ) as n → ∞. This is the problem addressed in the present paper. The aim is to obtain moderate deviations in non-Gaussian situations with non-convex rate functions. The results in the literature we are familiar with deal with situations where a Gaussian behaviour is given.
We want to analyse moderate deviations for U-empirical measures. This leads to the introduction of rank-dependent moderate U-empirical measures in (2.1) and (2.15), which, to the best of our knowledge, are new. We prove a rank-dependent moderate deviation principle (MDP) with respect to a strong topology on a restricted space M Φ (S m ) of signed measures, which is determined by a rich class of functions: Instead of bounded real-valued functions as for the usual τ -topology, we consider more general collections Φ of measurable and possibly unbounded functions taking values in a real separable Banach space E and satisfying appropriate moment conditions. This result enables us to derive rank-dependent moderate deviations for Banach-space valued U-statistics, see Subsection 2.2. As further applications in [16] , a rank-dependent MDP for U-processes indexed by a uniformly bounded Vapnik-Červonenkis subgraph class of functions is obtained, and in [18] moderate deviations are derived around non-degenerate attractors of the empirical measure under mean-field Gibbs measures.
Moderate deviations for empirical measures of Markov chains and other dependent random sequences have been previously studied in [4] and [31] , for example.
In Section 2 we formulate the results and applications. In Section 3 we give the proof of the main theorem. We adapt Cramér's exponential change of measure method to the moderate scale and apply the Dawson-Gärtner projective limit approach; both methods are by now classical in large deviations theory, see e. g. [14, Sections 2.2 and 4.6]. Moreover, we apply techniques like randomization, decoupling inequalities, integrability of Rademacher chaos and exponential inequalities of Bernstein-type from the theory of U-statistics. For a detailed presentation of these methods as well as historical remarks, see e. g. [20] ; specific references are given in the course of our proofs. For our specific purposes, namely kernel functions with values in a Banach space E of type p, we adapt the usual exponential integrability of a Banach space valued Rademacher chaos, and extend the Bernstein-type inequality for bounded real-valued canonical U-statistics from [8] to U-statistics with E-valued kernels of unbounded norm satisfying an exponential moment condition.
Statement of results and applications
2.1. Rank-dependent moderate deviation principles. As before, let (S, S) be a measurable space and let {X i } i∈N be the coordinate projections defined on the product space (Ω, A, P) and m ∈ N. Let (E, · E ) be a separable real Banach space with Borel σ-algebra E. We always exclude the case E = {0}. Let Φ be a collection of S ⊗m -E-measurable and Bochner µ ⊗m -integrable functions ϕ: S m → E containing the set B(S m , E) of all bounded measurable ones. We define the Φ-restricted set of signed measures by
where |ν| denotes the total variation measure corresponding to ν. Let τ 
with x ∈ A ∈ S and y ∈ S \ A for example; hence the topology τ Φ (E) would loose the Hausdorff property. Due to this technical problem we need to consider not necessarily symmetric functions. In addition, building products of measures is not a symmetric operation. Hence we have to take into our consideration all combinations of products in every subspace of the projection method mimicking the Hoeffding decomposition.
Given ϕ ∈ L 1 (µ ⊗m , E) and a nonempty subset 
According to the inclusion-exclusion principle or the Möbius inversion formula,
P-almost surely, where, for every a ∈ {0, 1, . . . , m},
Due to (2.4), everyφ A with nonempty A ⊂ {1, . . . , m} is completely µ-degenerate in the sense that µ ⊗|A|−1 -almost surely Sφ A ((s i ) i∈A ) µ(ds j ) = 0 for every j ∈ A. Note that (2.5) extends to the Hoeffding decomposition (1.6) to not necessarily symmetric functions. Similarly, (2.4) and (2.6) extend the Hoeffding projection (1.7).
Note that for i. i. d. random variables taking values in a Banach space E, the central limit theorem does not hold in general unless the space E satisfies certain geometric properties, cf. [5, Chap. 3, Sec. 7, Ex. 5] and [26] . It turns out that if the space is of type 2 (meaning that it satisfies the one-sided parallelogram inequality (2.7) with p = 2), then the central limit theorem behaves as in the Hilbert space setting, where i. i. d. random variables {Y n } n∈N satisfy a central limit theorem if
where ε 1 , . . . , ε n are independent Rademacher variables.
We can now state the moment conditions on ϕ ∈ Φ in terms of the corresponding completely µ-degenerate functionsφ 1 , . . . ,φ m given via (2.3) and (2.6). For a Banach space of type 2, these take a simple form.
Condition 2.8. Let E be a separable real Banach space of type 2. We say that Φ satisfies this condition for rank r ∈ {1, . . . , m}, if Φ ⊂ L 2 (µ ⊗m , E) and if for every a ∈ {r, . . . , m} with a ≥ 2 and for every ϕ ∈ Φ there exists at least one α a,ϕ > 0 such that
and if in the case r = 1 the strong Cramér condition holds forφ 1 , i. e.,
Next we strive to balance the moment conditions with the type p of the Banach space E and the growth rate of {b n } n∈N satisfying (1.9). The general version of Condition 2.8 reads as follows. 12) and if in the case r = 1 the following two requirements are satisfied for every ϕ ∈ Φ: (c)φ 1 satisfies the strong Cramér condition (2.10),
Condition 2.11. We say that Φ satisfies this condition for rank r ∈ {1, . . . , m}, if the separable real Banach space E is of type
weakly to a Gaussian measure on E. Remark 2.13. Let is discuss Condition 2.11 in detail.
(a) The conditions (a) and (b) ensure that the terms with a ≥ r+1 in (2.5) have no influence on the scale of the moderate deviations of rank r. The limit relation of condition (a) is used in the paragraph ending with (3.47). The exponential moment (2.12) is needed for the application of the Bernstein-type inequality given in Theorem 3.26. In the case p a = 2, the limit in condition (a) reduces to the first condition in (1.9). Therefore, Condition 2.11 simplifies to Condition 2.8. (f) For a ≥ r+1, choosing p a < 2 allows us to balance a weaker moment condition (2.12) with a slower growth of the sequence {b n } n∈N . However, due to the second condition in (1.9), a necessary requirement for the limit relation in condition (a) is p a > 2a/(2a − r). (g) Note that for the case of rank r = 1 we do not need E to be of type 2.
Furthermore, if r = m, condition (a) puts no additional restriction on the sequence {b n } n∈N .
Let us define the moderate U-empirical measures of general rank r ∈ {1, . . . , m}. Our aim is to generalise (2.1) and to obtain the characterisation (2.2) above. For completeness, we give an explicit construction.
Given a ∈ {1, . . . , m} and
where given in (2.1), the first term in its expansion (2.2) is a mean of i. i. d. random variables. In case the terms with a ∈ {2, . . . , m} do not contribute to the moderate deviations behaviour, we expect a rate function similar to the rate function of the sequence
The difference is that in the case m ≥ 2, the rate function must be defined on M(S m ). In the case r ∈ {2, . . . , m} we expect the rate function to be finite only for symmetric measures ν ∈ M(S m ) with r entries given byν and the other ones given by the reference measure µ.
In the general case, (ν(B)) r = ν(B r ×S m−r ) for every B ∈ S, henceν is uniquely determined for odd r and up to a sign for even r. Therefore, I m,r is well defined. Using the convexity of R x → x 2 , it follows that I m,1 is convex. For r ≥ 2, the rate function I m,r is, in general, not convex, see Remark 2.26.
Let us give some heuristics for the rank-dependent moderate deviations principle formulated in Theorem 2.20 below, and for the condition (2.18) in the definition of the rate function (2.17) in particular. Basically, the U-empirical measure L m n is close to the m-fold product measure (L ⊗m , although the use of this observation in our topology for (3.51) requires strong additional assumptions. As the proof of the lower bound given in Theorem 2.20(c) shows (see the definition of F n and P n for (3.7)), the main contribution for the moderate deviations arises when 19) where the right-hand side of (2.19) is just the expansion of the left-hand side, ordered according to the powers of b n /n. This motivates the scaling (n/b n ) r in (2.2) to extract the relevant term. It also motivates the condition (2.18) for the rate function I m,r for the ranks r ∈ {1, . . . , m}, because the right-hand side of (2.18) appears in the expansion (2.19).
Theorem 2.20 (Rank-dependent moderate deviations of U-empirical measures).
The following assertions hold for every r ∈ {1, . . . , m}: considerable work and does not follow easily in the way alluded to above from the large deviation principle for {L n } n∈N , see [17] .
For the proof of the lower bound of the above theorem, we adopt the classical method of change of measure used for large deviations lower bounds in Cramér's and Sanov's theorems. For moderate deviations, this change of measure is n-dependent, and moment inequalities for Banach-space valued U-statistics from the literature (established with decoupling and hypercontractive methods) have to be invoked instead of the usual weak law of large numbers.
In
We could apply this result. To do this we would have to impose the additional assumptions on E and {b n } n∈N as in [25, Théorème] . Then Conditions 2.11(c), (d) could be replaced by the conditions (i) and (ii) in [25, Théorème] . We omit the details. In the finite-dimensional case E = R d , the strong Cramér condition (2.10) forφ 1 from Condition 2.8 can be relaxed. The weak Cramér condition for ϕ 1 suffices, i. e., S exp(α ϕ φ 1 R d ) dµ < ∞ for some α ϕ > 0, because moderate deviation results are available in this case, cf. [14, Theorem 3.7.1].
In the proof of the general upper bound we apply de Acosta's projective limit approach contained in [3]; however, there are some non-trivial problems in transferring this approach. To make sure that the terms a ≥ r +1 in (2.5) have no influence on the scale of the moderate deviations of rank r, we will generalize exponential integrability properties for Rademacher chaos variables using a Khinchin-Kahane inequality for the Rademacher chaos. Moreover we will prove a Bernstein-type inequality for unbounded functions taking values in a Banach space of type p. Both results depend on decoupling and hypercontractive methods. We apply an L papproximation of symmetric and completely µ-degenerate functions. To circumvent the non-convexity of I m,r , we introduce a modified rate function I m , see (3.1).
2.2. Application to U -statistics. We want to derive moderate deviation results for Banach-space valued U-statistics from Theorem 2.20. Many statistics in common use are a member of this class and many other statistics may be approximated by a member of this class. Particularly in the field of non-parametric statistics, the significance of U-statistics is made plain, see for example the monographs [11] and [27] as well as the extensive list of references given there. See also the very recent monograph [20] for properties of U-statistics related to decoupling. Remark 2.24. From Theorem 2.23 we can derive a law of the iterated logarithm (LIL) for non-degenerate U-statistics, when ϕ satisfies Condition 2.11 and E is a Banach space of type 2. Let b n = √ 2n log log n for n ≥ 3 andφ = ϕ − S m ϕ dµ ⊗m . Then the compact LIL holds for {U m n (φ)} n≥m , i. e., the sequence (
, n ≥ max{3, m}, is almost surely relatively compact and its limit set coincides 
18). If we assume that there exists aν ∈ M(S) for
Furthermore, B contains the zero measure, which satisfies I 1,1 (0) = 0.
To evaluate the left-hand side of (2.21), first note that
where we used that
, it follows for all n ∈ N with b n ≤ n that P(M
. Hence, the left-hand side of (2.21) equals minus infinity. 
Proofs of the moderate deviation principles
The sequential τ (R)-compactness follows from [19, Theorem 2.6] .
(b) If ν ∈ K(I m , l) and ϕ ∈ Φ, then, by the Cauchy-Schwarz inequality,
(c) Given ϕ ∈ Φ and ε > 0, choose a measurable, finitely-valued approximation 
Therefore, C m,r is closed in the product topology of the τ (R)-topologies on M(S m ) and M(S). Using Lemma 3.2, it follows that
is compact and sequentially compact in the product topology of the τ N and ϕ 1 , . . . , ϕ k ∈ Φ such that the τ
is contained in int τ Φ (E) (B). Since I m,r (ν) < ∞, a measureν ∈ M(S) for the representation (2.18) and a densityg ≡ dν/dµ exist, but both might not be unique as the discussion after (2.18) showed. The densityg satisfies Sg dµ = 0 and
Furthermore, a density of ν with respect to µ ⊗m is given by (3.4) and, for every ϕ ∈ Φ,
by the Cauchy-Schwarz inequality. Defineg ± (s) = max{±g(s), 0} for s ∈ S. It follows from the dominated convergence theorem that there exist two constants
Since g is bounded and
N . Due to (1.9) there exists, for every ε ∈ (0, 1), an n ε ≥ m such that b n c − /n ≤ ε for all n ≥ n ε . Define P n ∈ M 1 (Ω) by dP n /dP = F n for all these n. Then
where D n ≡ {M m,r n ∈ C(ν, η)}. This is the change of measure step. In contrast to proofs of large deviations lower bounds, the change here is n-dependent. Defining a n = P n (D n ) and using Jensen's inequality, we obtain, for every n ≥ n ε , log D n 1 F n dP n ≥ log a n − 1 a n D n log F n dP n = log a n − 1 a n D n F n log F n dP.
(3.8)
Since x log x ≥ −1/e for x ≥ 0 and S g dµ = 0, it follows that, for all n ≥ n ε ,
where we used the estimate (1 + x) log(1 + x) ≤ x + x 2 /(2(1 − ε)) for all x ≥ −ε for the second inequality. If we can show that lim n→∞ a n = 1, then (1.9), (3.7), (3.8) and (3.9) together imply
which in turn implies (2.21).
To prove lim n→∞ a n = 1, we will apply moment inequalities for U-statistics instead of using the weak law of large numbers. It suffices to show that
for every ϕ ∈ Φ. Fix one ϕ ∈ Φ in the following and define the completely µ-degenerate functionsφ r ,φ r+1 , . . . ,φ n as in (2.6). These functions satisfy (2.2).
For every n ≥ n ε and a ∈ {r, r + 1, . . . , m} we now want to decomposeφ a into a constantφ To derive the decomposition (3.11) forφ a , consider A ⊂ {1, . . . , a} and define
where A c ≡ {1, . . . , a} \ A. Define ϕ n a,A by µ n -integratingφ a with respect to the arguments with indices in A c . Sinceφ a is completely µ-degenerate,
If |A| ∈ {1, . . . , a − 1}, then Using (2.3), (2.6), (3.6), (3.13) and S g dµ = 0, it follows that S m ϕ dν = ϕ r,∅,g . Since lim n→∞ b n /n = 0 by (1.9), it suffices for proving (3.10) that
for every a ∈ {r, r + 1, . . . , m} and c ∈ {1, . . . , a}. Note that X 1 , . . . , X n are i. i. d. with respect to P n . We may replaceφ 
where C E,p denotes the type constant of the Banach space E of type p, see (2.7). By the assumptions on {b n } n∈N in Theorem 2.20(c),
Hence (3.16) follows from (3.17) by using the Markov inequality, provided that lim sup
By Jensen's inequality, it suffices to show (3.18) for the possibly non-symmetric ϕ n a,c,g . Since dµ n /dµ = 1+(b n /n)g and since g is bounded, it suffices to show (3.18) with µ in place of µ n . Inspection of (3.13), (3.14), (3.15), and Jensen's inequality shows thatφ a ∈ L p (µ ⊗a , E) for every a ∈ {r, r + 1, . . . , m} is the property we need, because g is bounded. Since ϕ ∈ L p (µ ⊗m , E), it follows via (2.3), (2.6) and Jensen's inequality that indeedφ a ∈ L p (µ ⊗a , E) for every a ∈ {r, r + 1, . . . , m}.
Let F denote the family of all finite, nonempty subsets of Φ. For every F ∈ F define
space. We identify its topological dual (E F ) * with (E * ) F . Using the notation from (2.6), we can define, for every F ∈ F and y ∈ E F ,
Extending the argument in [3, pages 246-247] from the case m = 1 with the τ (R)-topology to our situation and combining it with the separation argument from [15, page 429], we obtain the following variational characterization of the rate function, which is used once in (3.48):
Proof. Given y ∈ E F and ν ∈ M Φ (S m ) satisfying Π F (ν) = y, we want to prove first that I F (y) ≤ I m,1 (ν). It suffices to consider the case
, it follows with (2.17) that
Using (2.6), (2.3), ν 1 (S) = 0, and
Together with (3.22), this implies that I F (y) ≤ I m,1 (ν).
To complete the proof, we proceed by contradiction. Assume that there exists 
Since Sφ 1 dµ = 0 for every ϕ ∈ F , it follows that ν(S m ) = 0. Using (3.20), it follows that
But, by (3.23) and the choice of α,
which is the desired contradiction.
The following result generalizes [8, inequality (2.4)] from R to a Banach space E of type p ∈ (1, 2] . A type-independent Banach space version is given in [20 
Proof. If suffices to consider the case s > 0. By taking the logarithm of both sides and using its concavity, one can verify the well-known inequality ab ≤ a
for every c 1 > 0, which implies, since γr/η < 1,
here C E,p denotes the type constant of (E, · E ), see (2.7).
To finish the proof, it suffices to show that there exists a constant c 2 ∈ [1, ∞), depending only on c 1 , C E,p , γ, η, p and r, such that
then by Borell's inequality (a Khintchine-type inequality for the Rademacher chaos, see [11, (2.6.5) 
Let {ε (j)
i } i∈N for j ∈ {1, . . . , r} be independent copies of {ε i } i∈N . By decoupling Y , see [11, Theorem 2.5 .4], and using r times the fact that (E, · E ) is of type p, see (2.7), it follows that
Since ηk/r − 1 ≤ ηk/r and η/2 ≤ 1 as well as k k ≤ k! e k , we obtain there exists a constant c ϕ ∈ (0, ∞) such that, for all x > 0 and all integers n ≥ r,
where σ ≡ ϕ L p (µ ⊗r ,E) and ≡ r(1 − 1/p).
Proof. By Chebychev's inequality, for all t, x ∈ [0, ∞) and integers n ≥ r,
where γ ≡ p/κ with κ ≡ 1 + pr/2. The function Ψ(y) ≡ exp(max{y γ , (1 − γ)/γ}) for y ≥ 0 is convex, increasing and satisfies
for all y ≥ 0. Using (3.30) and [11, Theorem 2.5.4], we obtain
where the decoupled U-statistic is defined by
and {X (j) i } i∈N for j ∈ {1, . . . , r} are independent copies of {X i } i∈N , see (1.1) and (1.2) for the remaining notation. Let {ε (j) i } i∈N for j ∈ {1, . . . , r} be sequences of independent, symmetric, {−1, 1}-valued random variables, independent of one another and all the "X-variables." Applying r times the symmetrization lemma [11, Lemma 2.4.5], which uses the complete µ-degeneracy of ϕ, it follows that m,r , l) ) is a compact subset of the open set U , it follows that ε > 0 and that
is an open set contained in U . Thus we can therefore find F ∈ F and an open (possibly non-convex) ε-neighbourhood
for all n ≥ m. Using (2.2), it follows that
where F a ≡ {φ a } ϕ∈F for a ∈ {r, r + 1, . . . , m} with the notation from (2.6).
In view of (1.1), we may and will assume in the following (without loss of generality) that F , and therefore F r up to F m , consist of symmetric functions: If we replace a ϕ by its symmetrized version, then (2.3) and (2.6) lead to the symmetrized version ofφ a , Assumption 2.16 holds for the symmetrized version of ϕ, and, due to Jensen's inequality, (2.12) also holds for the symmetrized version.
In order to see that the terms with a ≥ r + 1 in (3.43) do not contribute to the moderate deviations upper bound (2.22), it suffices to prove that
for every a ∈ {r + 1, . . . , m}, η > 0 andφ a ∈ F a . Consider a ∈ {r, . . . , m}. Define a = a(1 − 1/p a ) with p a ∈ (1, 2] according to Condition 2.11. Then Hence, for every a ∈ {r + 1, . . . , m}, (3.44) follows from (3.45) and an application of the Bernstein-type inequality (3.28).
To treat the last term in (3.43), let us first consider the easier case r = 1.
n ) is the sum of n independent and identically distributed E F -valued random vectors of mean zero. Condition 2.11(c) and Hölder's inequality imply that S exp(α (φ 1 ) ϕ∈F E F ) dµ < ∞ for every α > 0. Condition 2.11(d) implies that the sequence of the distributions of n Using this formula recursively for k ∈ {r, . . . , 2, 1}, it follows that there exists a polynomial R r of degree r with r indeterminates such that r!e r − p Since f ⊗r is bounded and completely µ-degenerate and 1 − n (r) /n r → 0 as n → ∞, it follows in a similar way as (3.50) from the Bernstein-type inequality (3.28) that we can neglect the first term on the right-hand side of (3.53). Every monomial of the last term of (3.53) contains at least one factor of the form nb By applying the Bernstein-type inequality (3.28) to every term on the right-hand of (3.54), we see that we can neglect the last term in (3.53). This proves (3.52). Combining 
