Abstract. We prove that the Bochi-Mañé theorem is false, in general, for linear cocycles over non-invertible maps: there are C 0 -open subsets of linear cocycles that are not uniformly hyperbolic and yet have Lyapunov exponents bounded from zero.
Introduction
Bochi [4, 5] proved that every continuous SL(2)-cocycle over an aperiodic invertible system can be approximated in the C 0 topology by cocycles whose Lyapunov exponents vanish, unless it is uniformly hyperbolic. The (harder) version of the statement for derivative cocycles of area-preserving diffeomorphisms on surfaces had been claimed by Mañé [18] almost two decades before. Bochi [4, 5] also completed the proof of this harder claim, based on an outline by Mañé. These results were then extended to arbitrary dimension by Bochi, Viana [7] and Bochi [6] .
In this paper, we prove that the Bochi-Mañé theorem does not hold, in general, for cocycles over non-invertible systems: surprisingly, in the non-invertible setting there exist C 0 -open sets of SL(2)-cocycles whose exponents are bounded away from zero. Indeed, we provide two different constructions of such open sets.
The first one (Theorem A) applies to Hölder continuous cocycles satisfying a bunching condition. The second one (Theorem B) has no bunching hypothesis but requires the cocycle to be C 1+ǫ and to be hyperbolic at some periodic point. In either case, we assume some form of irreducibility. A suitable extension of the Invariance Principle (Bonatti, Gomez-Mont, Viana [9] , Avila, Viana [2] ) that we prove here gives that these cocycles have non-zero Lyapunov exponents. We also prove that they are continuity points for the Lyapunov exponents, relative to the C 0 topology, and thus the claim follows. Continuity of Lyapunov exponents, especially with respective to finer topologies, has been the object of considerable recent interest. See Viana [22, Chapter 10] , Duarte, Klein [12] and references therein. It was conjectured by Viana [22] that Lyapunov exponents are always continuous among Hölder continuous fiber-bunched SL(2)-cocycles, and this has just been proved by Backes, Brown, Butler [3] . In fact, they prove a stronger conjecture also from Viana [22] : Lyapunov exponents vary continuously on any family of SL(2)-cocycles with continuous invariant holonomies. Improving on a construction of Bocker, Viana in [22, Chapter 9], Butler [11] also shows that the fiber-bunching condition is sharp for continuity in some cases.
These and many other related results require the cocycles to some fair amount of regularity, starting from Hölder continuity. In view also of the Bochi-Mañé theorem, continuity in the C 0 topology (outside the uniformly hyperbolic realm) as we exhibit here, comes as a bit of a surprise. It seems that the explanation may lie on the fact that existence of an invariant stable holonomy comes for free in the non-invertible case.
Statement of results
Let f : M → M be a continuous uniformly expanding map on a compact metric space. By this we mean that there are ρ > 0 and σ > 1 such that, for any x ∈ M ,
Take f to be topologically mixing and let µ be the equilibrium state of some Hölder continuous potential (see [23, Chapter 11] ). Then µ is f -invariant and ergodic, and the support is the whole M .
Letf :M →M be the natural extension of f , that is, the shift map
in the spaceM of sequences (x −n ) n such that f (x −n ) = x −n+1 for every n ≥ 1. Thenf is a hyperbolic homeomorphism (see [21, Definition 1.3 and Section 6] ). For anyx = (x −n ) n inM ,
• the local stable set W s loc (x) is the fiber π −1 (x) of the canonical projection π(x) = x 0 , and • the local unstable set W u loc (x) consists of the pointsŷ = (y −n ) n such that d(x −n , y −n ) < ρ for every n ≥ 0.
Letμ be the lift of µ toM , that is, the uniquef -invariant measure that projects down to µ under π. Thenμ is ergodic and supported on the wholeM , and it has local product structure (see [10, Section 2.2] ).
The projective cocycle defined by a continuous map A : M → SL(2) over the transformation f is the map
for every n ≥ 1. By [13, 15] , there exists λ(A) ≥ 0, called Lyapunov exponent, such that
We say that A is u-bunched if there exists θ ∈ (0, 1] such that A is θ-Hölder continuous and Remark 2.1. The function d θ (x, y) = d(x, y) θ is also a distance in M , and it satisfies (i) above with σ replaced with σ θ . Moreover, A is 1-Hölder continuous with respect to d θ if it is θ-Hölder continuous with respect to d. Thus, up to replacing the distance in M , it is no restriction to suppose that θ = 1, and we do so.
LetÂ :M → SL(2) be defined byÂ = A • π. Assuming that A is u-bunched, the cocycleF A defined byÂ overf admits invariant u-holonomies (see [9, Section 1.4] and [1, Section 3]), namely,
AsÂ is constant on local stable sets,F A also admits trivial invariant s-holonomies:
Remark 2.2. It is not difficult to find a distance onM relative to whichÂ is sbunched, in addition to being u-bunched.
A probability measurem onM × PR 2 is said to be u-invariant if it admits a disintegration {mx :x ∈M } along the fibers {x} × PR 2 such that
. Similarly, we say thatm is s-invariant if it admits a disintegration {mx :x ∈M } along the fibers {x} × PR 2 such that (4)mx =mŷ for anyŷ ∈ W s loc (x). A u-invariant (respectively s-invariant) probability measurem is called a u-state (respectively, an s-state) if it is also invariant underF A . We callm an su-state (see [2, Section 4] ) if it is both a u-state and an s-state.
Theorem A. If A is u-bunched and has no su-states then λ(A) > 0 and A is a continuity point for the function B → λ(B) in the space of continuous maps B : M → SL(2) equipped with the C 0 topology. In particular, the Lyapunov exponent λ(·) is bounded away from zero on a C 0 -neighborhood of A.
Example 2.3. Take f : S 1 → S 1 , f (x) = kx mod Z, for some integer k ≥ 2, and µ to be the Lebesgue measure on S 1 . Let A : S 1 → SL(2) be given by A(x) = A 0 R x , where A 0 ∈ SL(2) is a hyperbolic matrix and R x is the rotation by angle x. A is 1-Hölder continuous and, in view of the definition (2), it is u-bunched provided k > A 0 A −1 0 . We claim that A has no su-states if k is large enough. Indeed, suppose that F A has some su-statem. Then, by [2, Proposition 4.8],m admits a continuous disintegration {mx :x ∈M } which is simultaneously s-invariant, u-invariant and F A -invariant. By s-invariance, we may write the disintegration as {m x : x ∈ M } instead. Continuity and invariance under the dynamics imply that (A 0 ) * m0 =m 0 . Since A 0 is hyperbolic, this means that m 0 is either a Dirac mass or a convex combination of two Dirac masses. Thus, by holonomy invariance, either everym x is a Dirac mass or everym x is supported on exactly 2 points.
In the first case, ξ(x) = suppm x defines a map ξ : S 1 → PR 2 which is continuous and invariant under the cocycle:
It follows that the degree deg ξ satisfies k deg ξ = deg ξ + 2 (the term 2 comes from the fact that S 1 → PR 2 , x → R x v has degree 2 for any v). This is impossible when k ≥ 4, and so this first case can be disposed of. In the second case, ξ(x) = suppm x defines a continuous invariant section with values in the space PR 2,2 of pairs of distinct points in PR 2 . This can be reduced to the previous case by considering the 2-to-1 covering map S 1 → S 1 , z → 2z mod Z (notice that f is its own lift under this covering map). Thus, this second case can also be disposed of. This proves our claim that A has no su-states.
By Theorem A, it follows that λ(B) > 0 for every continuous B :
Incidentally, this shows that [8, Corollary 12 .34] is not correct: indeed, the "proof" assumes the Bochi-Mañé theorem in the non-invertible case. Now let f : M → M be a C 1+ǫ (that is, C 1 with Hölder continuous derivative) expanding map on a compact manifold M and A : M → SL(2) be a C 1+ǫ function. All the other objects, µ, F A , π,M ,f ,μ, π,Â andF A are as before. An invariant section is a continuous mapξ : This applies, in particular, in the setting of Young [25] and thus Theorem B contains a much stronger version of the main result in there: the Lyapunov exponent is C 0 -continuous at every C 2 cocycle in the isotopy class; moreover, it is non-zero if and only if the cocycle is hyperbolic on some periodic orbit (an open and dense condition).
All the cocycles we consider are of the formF B (x.v) = (f (x), B • π(x)v) for some continuous B : M → SL(2) and so they all have (trivial) s-holonomy. Thus the notion of s-invariant measure, as defined in (4), makes sense for such cocycles. In Section 3 we study certain properties of such measures. We do not assume the cocycle to be u-bunched, and so the conclusions apply for both theorems. In Section 4 we deduce Theorem A.
The proof of Theorem B is similar, but we have to deal with the fact that uholonomies need not exist, since we do not assume u-bunching. The first step, in Section 5, is to explain what we mean by a u-invariant measure and a u-state. Next, we need a suitable version of the Invariance Principle of [2, 9] . This we prove in Section 6, using ideas from [20] . In Section 7, we check that the assumptions ensure that there are no su-states. In Section 8 we wrap up the proof.
s-invariant measures
Let M s be the space of probability measures onM × PR 2 that project down toμ and are s-invariant. Let M be the space of probability measures on M × PR 2 that project down to µ. Both spaces are equipped with the weak * topology. Consider the map Ψ : M → M s defined as follows: given any m ∈ M and a disintegration {m x : x ∈ M } along the fibers {x}×PR 2 , letm = Ψ(m) be the measure onM ×PR 2 that projects down toμ and whose conditional probabilitiesmx along the fibers {x} × PR 2 are given bymx = m π(x) . It is clear from the definition thatm ∈ M s . Moreover, if {m ′ x : x ∈ M } is another disintegration of m then, by essential uniqueness of the disintegration, m x = m ′ x for µ-almost every x. Recalling thatμ is the lift of µ, this implies that m π(x) = m ′ π(x) forμ-almost everyx. Thusm does not depend on the choice of the disintegration. This shows that Ψ is well-defined. We are going to prove:
Proof. We use the fact thatμ has local product structure (see [10, Section 2.2]). For eachp ∈M , let p = π(p) and consider the neighborhoodVp = π −1 (B(p, ρ)). We may identifyVp to the product
loc (p) through a homeomorphism, in such a way that π becomes the projection to the first coordinate. Local product structure gives that the restriction ofμ may be written asμ
Proof. Given any bounded measurable function g :Vp × PR 2 → R,
Sincem (x,ξ) = m x for every x ∈ M , by definition, it follows that
This proves the claim.
Let us prove that Ψ is continuous, that is, that given any sequence (m n ) n converging to some m in M, we have
for every continuous function g :M × PR 2 → R. It is no restriction to suppose that the support of g is contained inVp for somep ∈M , for every continuous function is a finite sum of such functions. Then, by Lemma 3.2,
Our hypotheses ensure that
as claimed. We are left to proving that Ψ is a bijection. Surjectivity is clear: givenm ∈ M s take m to be the probability measure on M × PR 2 that projects down to µ and whose conditional probabilities along the vertical fibers {x} × PR 2 are given by m x =mx for anyx ∈ π −1 (x). This is well defined, by (4), and it is clear from the definition that Ψ(m) =m. Injectivity is a consequence of Lemma 3.
for anyp ∈M and any X × V ⊂ B(p, ρ) × PR 2 . This implies that
Noting that H is positive, it follows that the restrictions of m 1 and m 2 to B(p, ρ) coincide, for every p ∈ M . Thus m 1 = m 2 .
Corollary 3.3. M s is non-empty, convex and compact.
Proof. Convexity is obvious and the other claims follow directly from Proposition 3.1, since M is non-empty and compact.
Let (B n ) n be a sequence of maps converging uniformly to some B in the space of continuous maps M → SL(2), and (m n ) n be a sequence of probability measures onM converging in the weak * topology to some probability measure m.
Corollary 3.4. Ifm n is an s-state of B n for every n thenm is an s-state of B.
Proof. It follows from Corollary 3.3 thatm ∈M s . It is clear thatm isF B -invariant, because m n isF Bn -invariant for every n andF Bn converges uniformly toF B .
Proof of Theorem A
If λ(A) = 0 then, by the Invariance Principle ([2, Theorem D], [9, Théorème 1]), everyF A -invariant probability measurem that projects down toμ is an su-state. Thus, the hypothesis that A has no su-states implies that λ(A) > 0.
We are left to proving that A is a continuity point for the Lyapunov exponent. Define (here v denotes both a direction and any non-zero vector in that direction)
Proof. First, suppose that λ(B) = 0. For every (x, v) ∈M × PR 2 and n ≥ 1,
We also have that, orμ-almost everyx ∈ M ,
Thus, for anyF B -invariant measurem that projects down toμ,
By the ergodic theorem, this implies that
and so everyF B -invariant measurem that projects down toμ satisfies the conclusion of the lemma. Now suppose that λ(B) > 0. By the theorem of Oseledets [19] , there exists an
x defined atμ-almost every pointx and such that
Letm be the probability measure onM × PR 2 that projects down toμ and whose conditional probabilities along the fibers {x} × PR 2 are given by the Dirac masses at E ŝ x . Thenm is an s-state: it is clear that it isF B -invariant; to check that it is s-invariant, just note that the subspace E ŝ x depends only on the forward iterates, and so it is constant on each π −1 (x). Moreover, by the ergodic theorem and (6),
This completes the proof. 
and, asm andm s are s-states, it follows thatm u is an s-state. Sincem u is also a u-state, this contradicts the hypothesis. Thus α = 0, that is, m = m s .
Theorem A is an easy consequence. Indeed, we already know that λ(A) > 0. Consider any sequence A k : M → SL(2), k ∈ N converging to A in the C 0 topology. By Proposition 4.1, for each k one can find some s-statem k for A k such that
Up to restricting to a subsequence, we may suppose that (m k ) k converges to some probability measurem in the weak * topology. By Corollary 3.4,m is an s-state for A. Moreover, since φ A k converges uniformly to φ A , (7) lim
By Proposition 4.1 and Lemma 4.2, the right-hand side is equal to λ(A).
This proves continuity of the Lyapunov exponent in the C 0 topology.
Remark 4.3. The converse to Lemma 4.2 is true when λ(A) > 0.
u-states without u-bunching
Next we prove Theorem B. Initially, suppose that 0 ≤ λ(A) < log σ. Then the cocycle is "nonuniformly u-bunched," in a sense that was exploited before, in [ 
exists forμ-almost everyx and anyŷ ∈ W u loc (x). Then we define a probability measurem onM ×PR 2 to be u-invariant if it admits a disintegration {mx :x ∈M } along the fibers {x} × PR 2 such that
=mŷ forμ-almost everyx and anyŷ ∈ W u loc (x).
As before, a u-state is anF A -invariant probability measure which is u-invariant. When λ(A) ≥ log σ we have to restrict ourselves to the subclass ofF A -invariant probability measures whose center Lyapunov exponent is strictly less than σ. More precisely, we consider onlyF A -invariant probability measuresm such that (9) lim
where DÂ(x)v denotes the derivative of the projective mapÂ(x) :
Remark 5.1. The following elementary bound will be useful:
In the next result we use the fact that the natural extension of f admits a C 1+ǫ realization: there exist a C 1+ǫ embedding g : U → U defined on some open subset U of an Euclidean space, and a topological embedding ι :M → U with g(ι(M )) = ι(M ) and g • ι = ι •f . A proof is given in Appendix A. IdentifyingM with ι(M ) we may viewf as a restriction of g, and so we may apply Pesin theory to it.
The assumption ensures that there existsm-almost everywhere an Oseledets strong-unstable subspaceÊ û x,v ⊂ TxU × R 2 that is a graph over the unstable direction Ex ⊂ TxU of g. Then, by Pesin theory, there existsm-almost everywhere a
x,v and such that
for every n ≥ 0 and (ŷ, w) ∈ W u loc (x, v). This also implies that W u loc (x, v) is a C 1 graph over a neighborhood ofx inside W u (x). While the radius r(x) of this neighborhood need not be bounded from zero, in principle, Pesin theory also gives that it decreases sub-exponentially along orbits:
On the other hand, the size off −n (W u loc (x)) decreases exponentially fast (faster than σ −n ). Thus, the projection of Denote Λx = Λ ∩ ({x} × PR 2 ) for eachx ∈M . We say thatm is u-invariant if it admits a disintegration {mx :x ∈M } along the fibers {x} × PR 2 such that
. Note that mx(Λx) = 1 forμ-almost everyx, becausem(Λ) = 1. By definition, a u-state is an F A -invariant probability measurem that satisfies (9) and is u-invariant.
A new u-invariance principle
Here we prove the following form of the Invariance Principle, where the main novelty is that no u-bunching is assumed: Theorem 6.1. EveryF A -invariant probability measurem satisfying
is a u-state.
We are going to extend to our setting an approach introduced by Tahzibi, Yang [20] for bunched cocycles. This is based on the notion of partial entropy, which may be defined as follows (see [16, 24] for more information).
Let R be a Markov partition off with diameter small enough that R(x) ⊂Vx for everyx ∈M , where R(x) denotes the element of R that containsx. (Actually, elements of R may intersect along their boundaries but, since the boundaries are nowhere dense and have zeroμ-measure, we may ignore the trajectories through them.) Let ξ u (x) ⊂M be the connected component of
u is an adapted partition for (f ,μ): its elements are pairwise disjoint and, forμ-almost everyx,
Analogously, Ξ u is an adapted partition for (F ,m). The corresponding partial entropies are defined by (12) hμ
6.1. c-invariant measures. Let {μ Proof. Let us start with a model: let ν be a probability measure on a product X × Y of two separable metric spaces, and let {ν 1 y : y ∈ Y } and {ν 2 x : x ∈ X} be disintegrations of ν relative to the partition into horizontals X × {y} and the partition into verticals {x} × Y , respectively. We call ν v-invariant (respectively, h-invariant ) if the disintegrations may be chosen such that ν 1 y is independent of y (respectively, ν 2 x is independent of x). Lemma 6.3. ν is v-invariant if and only if it is h-invariant.
Proof. Suppose that ν is v-invariant and let ν 1 be such that ν 1 y = ν 1 for every y. Let ν 2 be the quotient of ν relative to the horizontal partition or, equivalently, the projection of ν to the second coordinate. Then, by the definition of disintegration,
This implies that ν 1 is the projection of ν to the first coordinate and ν 2 x = ν 2 defines a disintegration of ν relative to the vertical partition. In particular, ν is h-invariant. The proof that h-invariance implies v-invariance is identical.
To deduce the proposition we only have to reduce its setting to that of Lemma 6.3. Consider the partitions Ξ c and Ξ
Let {m form-almost every (x, v). This will be used a few times in the following. Now consider the map
where z is such that (x, z) is the point where Ξ u (ŷ, w) intersects Ξ c (x, v). Since Λ has fullm-measure, Ψx ,v is definedm cû x,v -almost everywhere form-almost every (x, v). Clearly, it is an invertible measurable map sending atoms of
, (i) and (ii) above correspond to disintegrations ofmx ,v relative to the horizontal partition and the vertical partition, respectively. Moreover, s-invariance and u-invariance translate to v-invariance and h-invariance, respectively. Thus the claim follows from Lemma 6.3.
6.2.
A criterion for c-invariance. Note that hμ(f ) ≤ hm(F A ), because (f ,μ) is a factor of (F A ,m). For the partial entropies the inequality goes the opposite way:
and the equality holds if and only if m is c-invariant.
Proof. Keep in mind that
where
and similarly for hm(F A , W u ) and Ξ u .
(b) the equality holds if and only ifm
form-almost every (x, v). Moreover, using the relationF
This proves claim (a). Moreover, the equality holds if and only if the partitionŝ F
−1
A Ξ cu and Ξ u are independent relative tom cû x,v , that is,
x,v -almost every (ŷ, w). By the previous observations, this is equivalent tô
Similarly to (15), we have Hmcû
. So, integrating the inequality in part (a) of the lemma,
Moreover, the equality holds if and only ifm (see [17, Corollary 5.3] ). Similarly, hμ(f ) = hμ(f , W u ). Moreover, hm(F A ) ≥ hμ(f ) because (f ,μ) is a factor of (F A ,m). This proves that
By Propositions 6.2 and 6.4, this implies thatm is u-invariant, as claimed.
Invariant sections and su-states
We say that anF A -invariant probability measurem is an su-state if it is both an s-state and a u-state. Here we prove: Theorem 7.1. Assume that A admits no invariant section and there exists some periodic point p of f such that A per(p) (p) is hyperbolic. Then A has no su-states.
Assume, by contradiction, thatF A does admit some su-statem. Suppose for a while thatm admits a continuous disintegration {mx :x ∈M } along the vertical fibers {x} × PR 2 . The fact thatm isF A -invariant means that A(x) * mx =mf (x) form-almost everyx. Then, by continuity, this must hold for everyx.
Letp be the fixed point off in π −1 (p) and κ = per(p) be its period. Then A κ (p) = A κ (p) is hyperbolic. The fact thatÂ κ (p) * mp = mp implies thatmp is a convex combination of not more than two Dirac masses. Then, by su-invariance, the same is true aboutmx for everyx. Thus ξ(x) = suppmx defines an invariant section forF A , which is in contradiction with the hypotheses.
In general, disintegrations are only measurable. In what follows we explain how to bypass that and turn the previous outline into an actual proof of Theorem 7.1. x for everyx ∈ Up (essential uniqueness of disintegrations). Also, we may choose Up so thatm 1 x (Λx) = 1 (recall that Λx = Λ ∩ ({x} × PR 2 )) for everyx ∈ Up.
Since the Pesin unstable manifolds W u (ẑ, u) vary measurably with the point, we may find compact sets Λ 1 ⊂ Λ 2 ⊂ · · · ⊂ Λ such thatm(Λ j ) → 1 and W u (ẑ, u) varies continuously on every Λ j . We may choose these compact sets in such a way thatF A (Λ j ) ⊂ Λ j+1 for every j ≥ 1. Up to reducing Up if necessary,m 1 (Λ j,x ) → 1 for everyx ∈ Up.
Fix anyx ∈ Up such thatμ u (x) ∩ Up. By the choice ofx and the fact that µ has local product structure, the latter corresponds to a fullμ-measure subset of pointsẑ ∈ Vp. In particular, {mx :x ∈ Vp} is a disintegration ofm on Vp.
Let us collect some immediate consequences of the definition ofmx. Forx,ŷ,ẑ as in (a)-(b) above, denote h given by the identity. For j ≥ 1, denote α j =mx(Λ j,x ); keep in mind that α j → 1.
