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Hans Hagen, Universita¨t Kaiserslautern
Gregory Nielson, Arizona State University
Frits Post, Delft University of Technology
Scientific Visualization is currently a very active and vital area of research,
teaching and development. The success of Scientific Visualization is mainly
due to the soundness of the basic premise behind it, that is, the basic idea of
using computer-generated pictures to gain information and understanding
from data (geometry) and relationships (topology). This is an extremely
intiutive and very important concept which is having a profound and wide
spread impact on the methodology of science and engineering.
This third Dagstuhl Seminar on Scientific Visualization brought together re-
searchers from USA (26), Germany (11), Great Britain (1), The Netherlands
(5), France (2), Austria (1), Switzerland (1), Spain (1), Japan (1), Czech
Republic (1) and Russia (1), the contributions reflected the heterogenous
structure of the whole area of ScientificVisualization. One of the important
themes being nurtured under the aegis of Scientific Visualization is the utili-
zation of the broad bandwidth of the human sensory system in steering and
interpretating complex processes and simulations involving voluminous data
sets across diverse scientific disciplines. Since vision dominates our sensory
input, strong efforts have been made to bring the power of mathematical
abstraction and modelling to our eyes through the mediation of computers-
graphics. This interplay between various application areas and their specific
problem solving visualization techniques was emphasized in this seminar.
Reflecting the heterogeneous structure of Scientific Visualization we concen-
trated on:
• vector- and tensorfield visualization
• volume visualization
• interactive steering and exploration
• multiresolution techiques
It was a pleasure to see the always well occupied audience and to follow the
surprisingly extensive and intensive discussions after the talks.
The occasion of the Dagstuhl Seminar was taken to start the initiative for
another book on Scientific Visualization edited by the organizers and con-
tributed by the participants of the seminar. The idea is not to produce a
proceedings volume but an edited book containing tutorial-like sections as
well as recent original work. One intention of the book is to use it as material
in courses and seminars on Scientific Visualization.
Participants
Chandrajit Bajaj, Purdue University, USA
Polly Baker, University of Illinois, USA
David C. Banks, Mississippi State University, USA
R. Daniel Bergeron, University of New Hampshire, USA
Georges-Pierre Bonneau, LMC-CNRS, France
Kenneth Brodlie, University of Leeds, Great Britain
Pere Brunet, Universitat Politecnica de Catalunya, Spain
Brain Cabral, Silicon Graphics Computer Systems, USA
Herbert Edelsbrunner, University of Illinois, USA
Thomas Ertl, Universita¨t Erlangen-Nu¨rnberg, Germany
Thomas Fru¨hauf, Fraunhofer-Institut, Germany
Richard Franke, Naval Postgraduate School, USA
Issei Fujishiro, Ochanomizu University, Japan
Martin Go¨bel, GMD, Germany
Sarah Gibson, MERL, USA
Markus Groß, ETH Zu¨rich, Schwitzerland
Eduard Groeller, TU Wien, Austria
Hans Hagen, Universita¨t Kaiserslautern, Germany
Stefanie Hahmann, Laboratoire LMC-IMAG, France
Bernd Hamann, University of California at Davis, USA
Patrick Hanrahan, Stanford University, USA
Chuck Hansen, University of Utah, USA
Andrew Hanson, Indiana University, USA
William Hibbard, University of Wisconsin–Madison, USA
Ken Joy, University of California at Davis, USA
David Kao, NASA Ames Research Center, USA
Daniel A. Keim, Universita¨t Mu¨nchen, Germany
Stanislav Klimenko, Institute for High Energy Physics Protvino, Russia
Heinrich Mu¨ller, Universita¨t Dortmund, Germany
Nelson Max, University of California, USA
Jo¨rg Meyer, Universita¨t Kaiserslautern, Germany
Robert Moorhead, Mississippi State University, USA
Gregory M. Nielson, Arizona State University, USA
Hans-Georg Pagendarm, DLR, Germany
Alex Pang, University of California at Santa Cruz, USA
Frits Post, Delft University of Technology, The Netherlands
William Ribarsky, Georgia Institute of Technology, USA
Alyn Rockwood, Arizona State University, USA
Ari Saderjoen, Delft University of Technology, The Netherlands
Gerik Scheuermann, Unviersita¨t Kaiserslautern, Germany
Pavel Slavik, Czech Technical University, Czech Republic
Holger Theisel, Universita¨t Rostock, Germany
Ulf Tiede, Universita¨t Hamburg, Germany
Samuel Uselton, NASA, USA
Keith A. Voegele, Arizona State University, USA
Matt Ward, Worcester Polytechnic Insitute, USA
Craig Wittenbrink, Hewlett Packard Labs, USA
Roni Yagel, Ohio State University, USA
Willem de Leeuw, Centrum voor Wiskunde en Informatica, The Netherlands
Theo van Walsum, University Hospital Utrecht, The Netherlands






Arizona State University, USA
Given a set of scattered data (x − y − z points) that has a class associated
with each point, it is desired to construct volumes, each containing only data
points of a given class. The initial step is to tetrahedize the input data.
The algorithm then determines the volumes as unions of tetrahedra. The
algorithm is very simple, easy to implement, and applies without limit to the
number of classes. Examples are given.
Interval Volume: Field Interval Analysis for Effective
Volume Exploration
Issei Fujishiro, Yuriko Takeshima
Department of Information Sciences, Ochanomizu University, Japan
In this talk, a new type of geometric model called interval volume for volu-
metric data exploration is presented. An interval volume represents a three-
dimensional subvolume for which the associate scalar values lie within a user-
specified interval, and provides one of the promising approaches to solid fit-
ting, which is an extended concept of traditional surface fitting. A well-known
isosurfacing algorithm called Marching Cubes is extended to obtain a solid
fitting algorithm, which extracts from a given volumetric dataset a high-
resolution, polyhedral solid data structure of an interval volume. Branch-
on-Need octree is used as an auxiliary data structure to accelerate the ex-
traction process. Existing disambiguation schemes for the Marching Cubes
isosurfacing algorithm are extended to alleviate the topological ambiguities
arising in the connection of polyhedral blocks of interval volume. A varie-
ty of interval volume rendering methods and principal related operations,
including focusing and measurements, are also presented. The effectiveness
of measurement-coupled visualization capabilities of the present approach
is demonstrated by application to visualizing a four-dimensional simulated
data from atomic collision research. As for user interface issues, an initial
attempt to construct a goal-oriented application design guidance system ter-
med GADGET for modular visualization environments is briefly described.
Finally, the concept of a hybrid volume exploration environment is discussed.
Efficient Surface and Volume Shading Using the
Tangent Space Transform
Brian Cabral
Silicon Graphics Inc., USA
It is well known that surface shading is coordinate system independent. Ho-
wever, great efficience can be found when shading polygons by transforming
the light and viewer location into “flat” target transfer space. By transferring
these two vectors at each polygon vertex we simplify the per-pixel calculation
of BumpMap Shading. The technique generalizes to higher dimensions, most
interesting by the volume rendering case. In this case we treat the scalar vo-
lume field as we treated “bumps” (scalar values) in the plane. In both cases
shading of the “bumps” is done with explicit calculation of a gradient.
Advances in Fast Isosurface Extraction Algorithms
Dietmar Saupe
Universita¨t Freiburg, Germany
We consider the problem of fast isosurface extraction from scalar data sam-
pled on a regular or irregular grid. The known methods used for this task can
be grouped in two classes: (I) hierarchical geometrical space decomposition,
and (II) the stabbing approach for a set of range intervals. The first cate-
gory applies to volume data on structured grids where octrees have proven
useful. We propose a solution based on the new concept of optimal, gene-
ralized binary space partitions, which provides a speed-up relative to the
octree-based approach at the cost of increased preprocessing. The second ca-
tegory of algorithms applies also to unstructured volume data, because only
the set of intervals of the scalar function values in the cells are needed. The
best previous method, based on the “span-space” (Livnat et al, IEEE TVCG
‘96) offers a time complexity of O(k +
√
n), where n is the size of the data
and k is the number of cells intersecting the isosurface. We propose an algo-
rithm based on interval trees with a search complexity of only O(k) and less
preprocessing (O(n) in place of O(n log n)) without significant extra cost in
space.
Engineering Visualization in Virtual Environments
Martin Go¨bel
GMD Gesellschaft fu¨r Mathematik und Datenverarbeitung mbH, Germany
Postprocessing of numerical simulations generally uses specific “postproces-
sors” usually provided with the numerical solver. In addition to this general
purpose visualization packages like AVS allow also visualization tailored to
the application field. At this time, all of those very powerful visualization
systems are desktop oriented, applying mouse, keyboard, spacemice and pos-
sible active stereo mode.
We presented a system for scientific and engineering visualization that uses
the Responsive Workbench Virtual Environment. The visualization techni-
ques implemented so far include interactive, realtime cutting planes, particle
tracing etc. Visualization is controlled by easy to use intuitive interaction
techniques on the workbench environment. As an outlook, the visual and
audible potential of cave-like installations, such as GMD’s Cyberstage for
scientific visualization was given.
Visualizing the Curvature of Vector Fields
Holger Theisel
Universita¨t Rostock, Fachbereich Informatik, Germany
The treatment of tangent curves is a powerful tool for analyzing and visuali-
zing the behavior of vector fields. Unfortunately, for sufficiently complicated
vector fields, the tangent curves can only be implicitly described as the so-
lution of a system of differential equations.
In this paper we show how to compute the curvature of tangent curves and
mention fundamental properties of these curvatures. We discuss how to use
the curvature of tangent curves as a vector field visualization technique and
show examples.
Spot Noise for a Large DNS Simulation
Willem de Leeuw, C. W. I., Amsterdam, The Netherlands
In this talk we present the visualization of large vector data set produced by
direct numerical simulation of a turbulent flow using a visualization technique
called “spot noise”. Spot noise is a texture synthesis technique introduced by
J. J. van Wijk, which can be used for the visualization of 2D vector fields.
Typical uses for spot noise are the presentation of an overview of the flow
field, the presentation of correlations of the flow field and scalar fields such as
pressure or vorticity magnitude using colour, and the visualization of sepa-
ration lines on surfaces. In order to be able to visualize the time dependent
DNS-simulation spot noise was extended to produce time dependent texture
animation. This was achieved by assuming particles at the spot positions.
These particles are advected along particle paths in the flow. This way the
coherence between subsequent frames is guaranteed.
Computational Steering
Jarke J. van Wijk, Robert van Liere
Netherland Energy Reserach Foundation ECN
Jurriaan D. Mulder
CWI, The Netherlands
Computational steering enables researchers to get insight in their simulati-
ons by changing parameters and watching the effects. We have developed an
environment that enables researchers to define such computational steering
interfaces easily and effectively. The architecture consists of a central data
manager, surrounded by satellites. These satellites produce and consume da-
ta. User interfaces and visualizations can be defined with a general purpose
satellite based on Parametrized Graphics Objects. Both a 2D and 3D ver-
sion have been developed. The latter has an elegant way to define multiple
views on the data: a camera that can be parametrized in the same way as
the other objects. Several applications were presented: nuclear model (pa-
rameter estimation), wind turbine simulation, 2D Euler flow, and planetary
light scattering. These examples showed that computational steering indeed




University of New Hampshire, USA
Orthogonal wavelets can be used to create a multiresolution data representa-
tion for volume data. A critical aspect of any multiresolution representation
is the ability to determine the authenticity of each level of the hierarchy and
the effectiveness of any rendering of the data. This research explores the error
that results from a wavelet decomposition of volume data using three efficient
wavelet transforms. We also investigate the additional loss of information re-
sulting from the deletion of wavelet coefficients near zero. We present both
numerical error calculations to characterize the data representation and vi-
sual results using the Marching Cubes isosurface rendering.
Methods for 3D Data Compression
Pavel Slavik, Petr Chlumsky, Pavel Diblik
Czech Technical University, Prague, Czech Republic
Traditional scientific visualization methods are being extended into network
environment. One of the key problems is the time effective data transmission
by means of networks. The solution to this problem is data compression. As
the volume of data used in the field of scientific visualization is very large
the lossy compression methods could be a solution.
Two methods for 3D data compression have been developed and imple-
mented. The first one is based on DCT extended into 3D space. The com-
pressed data (with an information loss) is transmitted via network followed
by additional data chunks that contain the missing information. In such a
way it is possible to gradually reconstruct the original volume information
without information loss. The reconstructed volume during the first steps
(with an information loss) could be used as a sort of preview. The second
method is based on the dithering process extended into 3D space. This me-
thod is suitable for voxel data where each voxel is assigned to a scalar value.
By means of an undithering process it is possible to reconstruct the original
3D information with a small information loss. This reconstruction process
uses image processing algorithms extended into 3D space.
Fluoroscopy Simulation for Endovascular Surgery
Theo van Walsum
Image Sciences Institute, Utrecht, The Netherlands
New minimally invasive surgery techniques require special skills of the surge-
ons. Endovascular repair of abdominal aorta aneurysms is an example of such
a minimally invasive surgery. Endovascular management of these aneurysms
is an important area of research for the Vascular Surgery Department of the
Utrecht University Hospital. Techniques for a training system for this type of
operation are also investigated. As part of the development of such a training
system for endovascular abdominal aorta aneurysm surgery, we developed a
method for fluoroscopy simulation.
Fluoroscopic and DSA images are generated by simulating the X-ray pro-
cess using CT data. In order to achieve interactive frame rates, the visua-
lization process is divided into two stages: a preprocessing stage, and an
interactive rendering stage. In the preprocessing stage, the CT-data is seg-
mented, a separate dataset is generated for bone, soft tissue, and vessels,
and a simulated X-ray image is generated for each of these datasets. In the
rendering stage, these intermediate images are warped, filtered, and blended
to obtain a simulated fluoroscopic or DSA image. Since the operations in the
rendering stage map well onto texture mapping hardware, interactive frame
rates can be obtained. The resulting images are of sufficient quality to be
used in the training system.
Volume Visualization for 3D Interactive Anatomical
Atlases of the Visible Human
Ulf Tiede
Universita¨t Hamburg, Institut fu¨r Mathematik und Datenverarbeitung in
der Medizin (IMDM), Germany
A variety of 3D visualization techniques for tomographic data have been
developed during the last years. The main application areas for these tech-
niques are diagnostics and surgery support. However, computation time is
critical and the rendered images often lack quality. Another application that
has been widely overseen is teaching and learning, where the material can
be explored and prepared in fine detail. A concept is described that connects
“static” anatomical knowledge and volume visualization techniques yielding
3D anatomical atlases . With the advent of the Visible-Human dataset a new
quality of 3D reconstructions became possible. We developed a method for
the segmentation of the data using ellipsoids in RGB-space and a strategy to
reconstruct the continous surface locations from discrete object labels using
the same classification scheme as in the segmentation step. These new tech-
niques allow the generation of nearly photorealistic reconstructions. Different
body models derived from the VH dataset are shown in a video.
InVIS - Interactive Visualization of Medical Data Sets
Jo¨rg Meyer
Universita¨t Kaiserslautern, Germany
Interactive rendering of large data sets requires fast algorithms and effective
hardware acceleration. Both can be improved, but this does not ensure inter-
active response times yet. If a scene is too complex, performance decreases
rapidly, and neither faster algorithms nor improved hardware can guarantee
interactive behavior. Certain timing characteristics should therefore be in-
corporated into the rendering system in order to support such properties.
In our new approach we propose an interactive rendering pipeline and a spe-
cial timing predicate. In medical applications large data sets derived from
CT or MRI scans as well as CAD designs must be rendered in real-time with
immediate feedback for the user.
Interactive behavior enables the user to manipulate and adjust the visuali-
zation straight on demand.
Various Techniques for the Visualization of Dynamical
Systems
Eduard Gro¨ller
Vienna University of Technology, Austria
Visualization of analytically defined dynamical systems increases insight in-
to their complex behavior. Visualization techniques illustrate either local or
global flow properties. Topological structures, e.g., critical sets and separa-
trices, and depiction of entire classes of dynamical systems simultaneous-
ly facilitate interpretation. Several ongoing research projects are presented.
One project deals with an extension of Line Integral Convolution, which is
a texture based approach to show global flow patterns. Orientation infor-
mation is introduced by using sparse textures and asymmetric convolution
kernels. Variations of the method, e.g., accelerated calculation, virtual ink
droplets, and internet based implementation, are discussed as well. Another
project investigates various methods to visualize higher dimensional trajec-
tories of dynamical systems. These methods include: extruded parallel coor-
dinates, base trajectories with wings, and three-dimensional parallel coordi-
nates. Poincare´ maps are (n-1)-dimensional discrete dynamical systems of a
continous n-dimensional flow. Many properties of the flow carry over to the
Poincare´ map, which might be easier to investigate. Visualization techniques
for Poincare´ maps comprise: spot noise, texture warping, and embedding the
map within the actual flow. Other visualization projects, e.g., (hierarchical)
streamarrows, collaborative augmented reality, case studies on econometric
models, will be shortly discussed.
Visualization of Complex Physics Phenomena
Stanislav Klimenko, Igor Nikitin,
Institute for High Energy Physics, Protvino, Russia
This talk presents our research under grant of Ministry of Science of Russian
Federation and our cooperative work at GMD/IMK.VMSD from October
1996.
1. Visualization in relativistic string theory
Theory of strings, pretending to be the physical “Theory of Everything”, stu-
dies the properties of minimal surfaces, analogous to soap films, but placed
in Minkowsky space-time. The string itself is a curve, obtained in sequential
slicing of the minimal surface by moving plane of constant time in Minkowsky
space. The main physical destination of string theory is the description of
elementary particles, which are treated as strings with typical size 10−13 cm
and tension 10 tons.
Our purpose was to develop the software for visualization of minimal sur-
faces and animation of string dynamics. As a result, a set of programs was
created, which generate the static images of minimal surfaces and represent
string dynamics as interactive computer film. Using this utility a complete
classification of stable singular points on strings was performed. Singular
points are the points of infinite concentration of the energy on the string.
Their stability has topological nature, similar to the stability of knots.
Many new interesting phenomena were found, particularly, it was shown,
that singular points behave like point particles (solitons) on strings. They
move at light velocity, born by pairs, scatter or annihilate in collisions, form
coupled states. Such behavior allows to identify them with the elements of
non-quark structure of particles and explain the nature of so called exotic
particles in the frame of string theory. Singular properties of classical string
theory lead also to deep consequences in quantum string theory.
2. Visualization of projective plane assembling
The Mo¨bius band has one side and one edge. The disc has also one edge,
so we can patch them together along the edges. The obtained closed surface
is called the projective plane, it is one of top objects in mathematical and
physical research. Its assembling fromMo¨bius band and the disc is the famous
topological problem, which being said by words of George Francis, “was a
gate to topology for a number of generations of the students”.
We’ve produced a video, where new, more evident solution of this problem
was shown. Various properties of the projective plane are demonstrated in
the video.
3. Visualization of rotation group topological structure
Group of rotations has a structure of projective space RP 3. Closed loops
in rotation group are separated into two classes: (1) the loops, which can
be contracted to a point (unity in rotation group) and (2) the loops, which
can be deformed to a contour, representing the rotation by 2π around some
axis. In particle physics this topological property of rotation group (existence
of non-trivial homotopic class) leads to great consequences, particularly
explains, why in our 3D world the particles have only integer or half-integer
inner orbital moment (spin), and cannot have, for instance, the spin 1/3.
We’ve shown this property in clearly visible way, using the animation of fast
rotating object with slowly changing parameters of rotation.
