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ON SMALL TIME ASYMPTOTICS FOR ROUGH DIFFERENTIAL EQUATIONS
DRIVEN BY FRACTIONAL BROWNIAN MOTIONS
FABRICE BAUDOIN AND CHENG OUYANG
ABSTRACT. We survey existing results concerning the study in small times of the density of the
solution of a rough differential equation driven by fractional Brownian motions. We also slightly
improve existing results and discuss some possible applications to mathematical finance.
In memory of Peter Laurence
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1. INTRODUCTION
In this paper, our main goal is to survey some existing results concerning the small-time asymp-
totics of the density of rough differential equations driven by fractional Brownian motions. Even
though we do not claim any new results, we slightly improve some of the existing ones and also
point out some possible connections to finance. We also hope, it will be useful for the reader to
have, in one place, the most recent results concerning the small-time asymptotics questions related
to rough differential equations driven by fractional Brownian motions. Our discussion will mainly
be based on one hand on the papers [5, 6, 7] by the two present authors and on the other hand on
the papers [25, 26] by Inahama.
The first author of this research was supported in part by NSF Grant DMS 0907326.
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2 FABRICE BAUDOIN AND CHENG OUYANG
Random dynamical systems are a well established modeling tool for a variety of natural phenom-
ena ranging from physics (fundamental and phenomenological) to chemistry and more recently to
biology, economy, engineering sciences and mathematical finance. In many interesting models the
lack of any regularity of the external inputs of the differential equation as functions of time is a
technical difficulty that hampers their mathematical analysis. The theory of rough paths has been
initially developed by T. Lyons [27] in the 1990’s to provide a framework to analyze a large class
of driven differential equations and the precise relations between the driving signal and the output
(that is the state, as function of time, of the controlled system).
Rough paths theory provides a perfect framework to study differential equations driven by
Gaussian processes (see [17]). In particular, using rough paths theory, we may define solutions of
stochastic differential equations driven by a fractional Brownian motion with a parameter H > 1/4
(see [14]). Let us then consider the equation
Xxt = x+
∫ t
0
V0(X
x
s )ds+
d∑
i=1
∫ t
0
Vi(X
x
s )dB
i
s,(1.1)
where x ∈ Rn, V0, V1, · · · , Vd are bounded smooth vector fields and (Bt)t≥0 is a d-dimensional
fractional Brownian motion with Hurst parameter H ∈ (14 , 1). A first basic question is the existence
of a smooth density with respect to the Lebesgue measure for the random variable Xxt , t > 0. After
multiple works, it is now understood that the answer to this question is essentially the same as
the one for stochastic differential equations driven by Brownian motions: the random variable Xxt
admits a smooth density with respect to the Lebesgue measure if Ho¨rmander’s condition is satisfied
at x . More precisely, if I = (i1, . . . , ik) ∈ {0, . . . , d}k, we denote by VI the Lie commutator
defined by
VI = [Vi1 , [Vi2 , . . . , [Vik−1 , Vik ] . . .],
and
d(I) = k + n(I),
where n(I) is the number of 0 in the word I . The basic and fundamental result concerning the
existence of a density for stochastic differential equations driven by fractional Brownian motions
is the following:
Theorem 1.1 ([4, 10, 11, 22]). Assume H > 14 and assume that, at some x ∈ Rn, there exists N
such that
(1.2) span{VI(x), d(I) ≤ N} = Rn .
Then, for any t > 0, the law of the random variable Xxt has a smooth density pt(x, y) with respect
to the Lebesgue measure on Rn.
Once the existence and smoothness of the density is established, it is natural to study properties
of this density. In particular, we are interested here in small-time asymptotics, that is the analysis
of pt(x, y) when t → 0. Based on the results in the Brownian motion case [1, 2], and taking
into account the scaling property of the fractional Brownian motion, the following expansion is
somehow expected when x, y are not in the cut-locus one of each other:
pt(x, y) =
1
(tH)d
e
− d
2(x,y)
2t2H
( N∑
i=0
ci(x, y)t
2iH + rN+1(t, x, y)t
2(N+1)H
)
.(1.3)
3Our goal is to discuss here the various assumptions under which such expansion is known to be
true and also discuss possible variations. The approach to study the problem is similar to the case
of Brownian motion, the main difficulty to overcome is to study the Laplace method on the path
space of the fractional Brownian motion (see [3] for the Brownian case).
The paper is organized as follows. In Section 2 we give some basic results of the theory of rough
paths and of the Malliavin calculus tools that will be needed. In Section 3, we prove a Varadhan’s
type small time asymptotics for ln pt(x, y). The discussion is mainly based on [7]. In Section 4,
we study sufficient conditions under which the above expansion (1.3) is valid. Our discussion is
based on [5, 25, 26]. Finally, in Section 5, we discuss some models in mathematical finance where
the asymptotics of the density for rough differential equations may play an important role.
2. PRELIMINARY MATERIAL
For some fixed H > 14 , we consider (Ω,F ,P) the canonical probability space associated with
the fractional Brownian motion (in short fBm) with Hurst parameter H . That is, Ω = C0([0, 1]) is
the Banach space of continuous functions vanishing at zero equipped with the supremum norm, F
is the Borel sigma-algebra and P is the unique probability measure on Ω such that the canonical
process B = {Bt = (B1t , . . . , Bdt ), t ∈ [0, 1]} is a fractional Brownian motion with Hurst
parameter H . In this context, let us recall that B is a d-dimensional centered Gaussian process,
whose covariance structure is induced by
R (t, s) := E
[
Bjs B
j
t
]
=
1
2
(
s2H + t2H − |t− s|2H
)
, s, t ∈ [0, 1] and j = 1, . . . , d.(2.1)
In particular it can be shown, by a standard application of Kolmogorov’s criterion, that B admits a
continuous version whose paths are γ-Ho¨lder continuous for any γ < H .
2.1. Rough paths theory. In this section, we recall some basic results in rough paths theory.
More details can be found in the monographs [18] and [28]. For N ∈ N, recall that the truncated
algebra TN (Rd) is defined by
TN (Rd) =
N⊕
m=0
(Rd)⊗m,
with the convention (Rd)⊗0 = R. The set TN (Rd) is equipped with a straightforward vector
space structure plus an multiplication ⊗. Let πm be the projection on the m-th tensor level. Then
(TN (Rd),+,⊗) is an associative algebra with unit element 1 ∈ (Rd)⊗0.
For s < t and m ≥ 2, consider the simplex ∆mst = {(u1, . . . , um) ∈ [s, t]m; u1 < · · · < um},
while the simplices over [0, 1] will be denoted by ∆m. A continuous map x : ∆2 → TN (Rd)
is called a multiplicative functional if for s < u < t one has xs,t = xs,u ⊗ xu,t. An important
example arises from considering paths x with finite variation: for 0 < s < t we set
(2.2) xms,t =
∑
1≤i1,...,im≤d
(∫
∆mst
dxi1 · · · dxim
)
ei1 ⊗ · · · ⊗ eim ,
where {e1, . . . , ed} denotes the canonical basis of Rd, and then define the truncated signature of x
as
SN (x) : ∆
2 → TN (Rd), (s, t) 7→ SN (x)s,t := 1 +
N∑
m=1
xms,t.
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The function SN (x) for a smooth function x will be our typical example of multiplicative func-
tional. Let us stress the fact that those elements take values in the strict subset GN (Rd) ⊂ TN (Rd),
called free nilpotent group of step N , and is equipped with the classical Carnot-Caratheodory norm
which we simply denote by | · |. For a path x ∈ C([0, 1], GN (Rd)), the p-variation norm of x is
defined to be
‖x‖p−var;[0,1] = sup
Π⊂[0,1]
(∑
i
|x−1ti ⊗ xti+1 |
p
)1/p
where the supremum is taken over all subdivisions Π of [0, 1].
With these notions in hand, let us briefly define what we mean by geometric rough path (we
refer to [18, 28] for a complete overview): for p ≥ 1, an element x : [0, 1] → G⌊p⌋(Rd) is said
to be a geometric rough path if it is the p-var limit of a sequence S⌊p⌋(xm). In particular, it is an
element of the space
Cp−var;[0,1]([0, 1], G⌊p⌋(Rd)) = {x ∈ C([0, 1], G⌊p⌋(Rd)) : ‖x‖p−var;[0,1] <∞}.
Let x be a geometric p-rough path with its approximating sequence xm, that is, xm is a sequence
of smooth functions such that xm = S⌊p⌋(xm) converges to x in the p-var norm. Fix any 1 ≤ q ≤ p
so that p−1 + q−1 > 1 and pick any h ∈ Cq−var([0, 1],Rd). One can define the translation of x by
h, denoted by Th(x) by
Th(x) = lim
n→∞
S⌊p⌋(x
m + h).
It can be shown that Th(x) is an element in Cp−var([0, 1], G⌊p⌋(Rd)). Moreover, one can show that
Th(x) uniformly continuous in h and x on bounded sets.
Remark 2.1. A typical situation of the above translation of x by h in the present paper is when
x = B, the fractional Brownian motion lifted as a rough path, and h is a Cameron-Martin element
of B. In this case, we simply denote Th(B) = B + h.
According to the considerations above, in order to prove that a lift of a d-dimensional fBm as
a geometric rough path exists it is sufficient to build enough iterated integrals of B by a limiting
procedure. Towards this aim, a lot of the information concerning B is encoded in the rectangular
increments of the covariance function R (defined by (2.1)), which are given by
Rstuv ≡ E
[
(B1t −B
1
s ) (B
1
v −B
1
u)
]
.
We then call 2-dimensional ρ-variation of R the quantity
Vρ(R)
ρ ≡ sup



∑
i,j
∣∣∣Rtjtj+1sisi+1∣∣∣ρ


1/ρ
; (si), (tj) ∈ Π

 ,
where Π stands again for the set of partitions of [0, 1]. The following result is now well known for
fractional Brownian motion [14, 17]:
Proposition 2.2. For a fractional Brownian motion with Hurst parameter H , we have Vρ(R) <∞
for all ρ ≥ 1/(2H). Consequently, for H > 1/4 the process B admits a lift B as a geometric
rough path of order p for any p > 1/H .
52.2. Malliavin Calculus. We introduce the basic framework of Malliavin calculus in this subsec-
tion. The reader is invited to consult the corresponding chapters in [29] for further details. Let E
be the space of Rd-valued step functions on [0, 1], and H the closure of E for the scalar product:
〈(1[0,t1], · · · ,1[0,td]), (1[0,s1], · · · ,1[0,sd])〉H =
d∑
i=1
R(ti, si).
We denote by K∗H the isometry between H and L2([0, 1]). When H > 12 it can be shown that
L1/H([0, 1],Rd) ⊂ H, and when 14 < H <
1
2 one has
Cγ ⊂ H ⊂ L2([0, 1])
for all γ > 12 −H .
We remark thatH is the reproducing kernel Hilbert space forB. Let HH be the Cameron-Martin
space of B, one proves that the operator R := RH : H → HH given by
(2.3) Rψ :=
∫ ·
0
KH(·, s)[K
∗
Hψ](s) ds
defines an isometry between H and HH . Let us now quote from [18, Chapter 15] a result relating
the 2-d regularity of R and the regularity of HH .
Proposition 2.3. Let B be a fBm with Hurst parameter 14 < H < 12 . Then one has HH ⊂ Cρ−var
for ρ > (H + 1/2)−1. Furthermore, the following quantitative bound holds:
‖h‖HH ≥
‖h‖ρ−var
(Vρ(R))1/2
.
Remark 2.4. The above proposition shows that for fBm we have HH ⊂ Cρ−var for ρ > (H +
1/2)−1. Hence an integral of the form
∫
hdB can be interpreted in the Young sense by means of
p-variation techniques.
A F-measurable real valued random variable F is then said to be cylindrical if it can be written,
for a given n ≥ 1, as
F = f
(
B(φ1), . . . , B(φn)
)
= f
(∫ 1
0
〈φ1s, dBs〉, . . . ,
∫ 1
0
〈φns , dBs〉
)
,
where φi ∈ H and f : Rn → R is a C∞ bounded function with bounded derivatives. The set of
cylindrical random variables is denoted S .
The Malliavin derivative is defined as follows: for F ∈ S , the derivative of F is the Rd valued
stochastic process (DtF )0≤t≤1 given by
DtF =
n∑
i=1
φi(t)
∂f
∂xi
(
B(φ1), . . . , B(φn)
)
.
More generally, we can introduce iterated derivatives. If F ∈ S , we set
Dkt1,...,tkF = Dt1 . . .DtkF.
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For any p ≥ 1, it can be checked that the operator Dk is closable from S into Lp(Ω;H⊗k). We
denote by Dk,p the closure of the class of cylindrical random variables with respect to the norm
‖F‖k,p =

E (F p) + k∑
j=1
E
(∥∥DjF∥∥p
H⊗j
)
1
p
,
and
D∞ =
⋂
p≥1
⋂
k≥1
Dk,p.
Definition 2.5. Let F = (F 1, . . . , Fn) be a random vector whose components are in D∞. Define
the Malliavin matrix of F by
γF = (〈DF
i,DF j〉H)1≤i,j≤n.
Then F is called non-degenerate if γF is invertible a.s. and
(det γF )
−1 ∈ ∩p≥1L
p(Ω).
It is a classical result that the law of a non-degenerate random vector F = (F 1, . . . , Fn) admits a
smooth density with respect to the Lebesgue measure on Rn. Furthermore, the following integra-
tion by parts formula allows to get more quantitative estimates:
Proposition 2.6. Let F = (F 1, ..., Fn) be a non-degenerate random vector whose components are
in D∞, and γF the Malliavin matrix of F . Let G ∈ D∞ and ϕ be a function in the space C∞p (Rn).
Then for any multi-index α ∈ {1, 2, ..., n}k , k ≥ 1, there exists an element Hα ∈ D∞ such that
E[∂αϕ(F )G] = E[ϕ(F )Hα].
Moreover, the elements Hα are recursively given by
H(i) =
d∑
j=1
δ
(
G(γ−1F )
ijDF j
)
Hα = H(αk)(H(α1,...,αk−1)),
and for 1 ≤ p < q <∞ we have
‖Hα‖Lp ≤ Cp,q‖γ
−1
F DF‖
k
k,2k−1r‖G‖k,q,
where 1p =
1
q +
1
r .
Remark 2.7. By the estimates for Hα above, one can conclude that there exist constants β, γ > 1
and integers m, r such that
‖Hα‖Lp ≤ Cp,q‖det γ
−1
F ‖
m
Lβ‖DF‖
r
k,γ‖G‖k,q.
Remark 2.8. In what follows, we use Hα(F,G) to emphasize its dependence on F and G.
72.3. Differential equations driven by fractional Brownian motions. Let B be a d-dimensional
fractional Brownian motion with Hurst parameter H > 14 . Fix a small parameter ε ∈ (0, 1], and
consider the solution Xεt to the stochastic differential equation
Xεt = x+ ε
d∑
i=1
∫ t
0
Vi(X
ε
s )dB
i
s +
∫ t
0
V0(ε,X
ε
s )ds,(2.4)
where the vector fields V1, . . . , Vd are C∞-bounded vector fields on Rn and V0(ε, ·) is C∞-
bounded uniform in ε ∈ [0, 1].
Proposition 2.2 ensures the existence of a lift of B as a geometrical rough path. The general
rough paths theory (see e.g. [18, 20]) allows thus to state the following proposition:
Proposition 2.9. Consider equation (2.4) driven by a d-dimensional fBm B with Hurst parameter
H > 14 , and assume that the vector fields Vis are C∞-bounded. Then
(i) For each ε ∈ (0, 1], equation (2.4) admits a unique finite p-var continuous solution Xε in the
rough paths sense, for any p > 1H .
(ii) For any λ > 0 and δ < 1p we have
(2.5) E
[
expλ
(
sup
t∈[0,1],ǫ∈(0,1]
|Xεt |
δ
)]
<∞.
Once equation (2.4) is solved, the vector Xεt is a typical example of random variable which can
be differentiated in the Malliavin sense. We shall express this Malliavin derivative in terms of the
Jacobian Jε of the equation, which is defined by the relation
J
ε,ij
t = ∂xjX
ε,i
t .
Setting DVj for the Jacobian of Vj seen as a function from Rn to Rn, let us recall that Jε is the
unique solution to the linear equation
(2.6) Jεt = Idn + ε
d∑
j=1
∫ t
0
DVj(X
ε
s )J
ε
s dB
j
s ,
and that the following results hold true (see [10] and [30] for further details):
Proposition 2.10. Let Xε be the solution to equation (2.4) and suppose the Vi’s are C∞-bounded.
Then for every i = 1, . . . , n, t > 0, and x ∈ Rn, we have Xε,it ∈ D∞ and
DjsX
ε
t = J
ε
stVj(X
ε
s ), j = 1, . . . , d, 0 ≤ s ≤ t,
where DjsXε,it is the j-th component of DsXε,it , Jεt = ∂xXεt and Jεst = Jεt(Jεs)−1.
Let us now quote the recent result [11], which gives a useful estimate for moments of the Jaco-
bian of rough differential equations driven by Gaussian processes.
Proposition 2.11. Consider a fractional Brownian motion B with Hurst parameter H > 14 and
p > 1H . Then for any η ≥ 1, there exists a finite constant cη such that the Jacobian Jε defined at
Proposition 2.10 satisfies:
(2.7) E
[
sup
ε∈[0,1]
‖Jε‖ηp−var;[0,1]
]
= cη.
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Finally, we close the discussion of this section by the following large deviation principle that
will be needed later. Let Φ : HH → C([0, 1],Rn) be given by solving the ordinary diferential
equation
Φt(h) = x+
d∑
i=1
∫ t
0
Vi(Φs(h))dh
i
s +
∫ t
0
V0(0,Φs(h))ds.(2.8)
Theorem 2.12. Let Φ be given in (2.8), which is a differentiable mapping from HH to C([0, 1],Rn).
Denote by γΦ1(h) the deterministic Malliavin matrix of Φ1(h), i.e., γijΦ1(h) = 〈DΦi1(h),DΦ
j
1(h)〉H,
and introduce the following functions on Rn and Rn × R, respectively
I(y) = inf
Φ1(h)=y
1
2
‖h‖2HH , and IR(y, a) = infΦ1(h)=y,γΦ1(h)=a
1
2
‖h‖2HH .
Recall that Xε1 is the solution to equation (2.4) and γXε1 is the Malliavin matrix of Xε1 . Then(1) Xε1 satisfies a large deviation principle with rate function I(y).
(2)The couple (Xε1 , γXε1 ) satisfies a large deviation principle with rate function IR(y, a).
3. VARADHAN ASYMPTOTICS
In this section, we are interested in a family of stochastic differential equations driven by frac-
tional Brownian motions B (with Hurst parameter H > 14 ) of the following form
Xεt = x+ ε
d∑
i=1
∫ t
0
Vi(X
ε
s )dB
i
s.
We define a map Φ : HH → C[0, 1] by solving the ordinary differential equation
Φt(h) = x+
d∑
i=1
∫ t
0
Vi(Φs(h))dh
i
s.
Clearly, we have Xεt = Φt(εB). Introduce the following functions on Rn, which depends on Φ
d2(y) = I(y) = inf
Φ1(h)=y
1
2
‖h‖2HH , and d
2
R(y) = inf
Φ1(h)=y,det γΦ1(h)>0
1
2
‖h‖2HH .
Throughout the section, we assume that the following assumption Hypothesis 3.1 is satisfied.
Let us first introduce some notations. Let A = {∅} ∪
⋃∞
k=1{1, 2, · · · , n}
k and A1 = A \ {∅}. We
say that I ∈ A is a word of length k if I = (i1, · · · , ik) and we write |I| = k. If I = ∅, then we
denote |I| = 0. For any integer l ≥ 1, we denote by A(l) the set {I ∈ A; |I| ≤ l} and by A1(l)
the set {I ∈ A1; |I| ≤ l} . We also define an operation ∗ on A by I ∗ J = (i1, · · · , ik, j1, · · · , jl)
for I = (i1, · · · , ik) and J = (j1, · · · , jl) in A. We define vector fields V[I] inductively by
V[j] = Vj , V[I∗j] = [V[I], Vj ], j = 1, · · · , d
Hypothesis 3.1. (Uniform hypoelliptic condition) The vector fields V1, · · · , Vd are in C∞b (Rn)
and they form a uniform hypoelliptic system in the sense that there exist an integer l and a constant
λ > 0 such that ∑
I∈A1(l)
〈V[I](x), u〉
2
Rn ≥ λ‖u‖
2(3.1)
9holds for any x, u ∈ Rn
Under this assumption the main result proved in [7] is the following Varadhan’s type estimate:
Theorem 3.2. Let us denote by pε(y) the density of Xε1 . Then
lim inf
ε↓0
ε2 log pε(y) ≥ −d
2
R(y),(3.2)
and
lim sup
ε↓0
ε2 log pε(y) ≤ −d
2(y).(3.3)
Moreover, if
inf
Φ1(h)=y,det γΦ1(y)>0
det γΦ1(h) > 0,
then
lim
ε↓0
ε2 log pε(y) = −d
2
R(y).(3.4)
The two key ingredients in proving Theorem 3.2 are an estimate for the Malliavin derivative
DXε1 and an estimate of the Malliavin matrix γXε1 of X
ε
1 . Building on previous results from [8],
the following estimates were obtained in [7] :
Lemma 3.3. Assume Hypothesis 3.1. For H > 14 , we have
(1) supε∈(0,1] ‖Xε1‖k,r <∞ for each k ≥ 1 and r ≥ 1.
(2) ‖γ−1Xε1‖r ≤ crε
−2l for any r ≥ 1.
Sketch of the proof of (3.2) Fix y ∈ Rn. We only need to show for d2R(y) <∞, since if d2R(y) =
∞ the statement is trivial. Fix any η > 0 and let h ∈ HH be such that Φ1(h) = y,detγΦ(h) > 0,
and ‖h‖2
HH
≤ d2R(y) + η. Let f ∈ C∞0 (Rn). By the Cameron-Martin theorem for fractional
Brownian motions, we have
Ef(Xε1) = e
−
‖h‖2
HH
2ε2 Ef(Φ1(εB + h))e
B(h)
ε .
Consider then a function χ ∈ C∞(R), 0 ≤ χ ≤ 1, such that χ(t) = 0 if t 6∈ [−2η, 2η], and
χ(t) = 1 if t ∈ [−η, η]. Then, if f ≥ 0, we have
Ef(Xε1) ≥ e
−
‖h‖HH
+4η
2ε2 Eχ(εB(h))f(Φ1(εB + h)).
Hence, we obtain
ε2 log pε(y) ≥ −(
1
2
‖h‖2HH + 2η) + ε
2 logE
(
χ(εB(h))δy(Φ1(εB + h))
)
.(3.5)
On the other hand, we have
E
(
χ(εB(h))δy(Φ1(εB + h))
)
= ε−nE
(
χ(εB(h))δ0
(
Φ1(εB + h)− Φ1(h)
ε
))
.
Note that
Z1(h) = lim
ε↓0
Φ1(εB + h)− Φ1(h)
ε
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is a n-dimensional random vector in the first Wiener chaos with variance γΦ1(h) > 0. Hence
Z1(h) is non-degenerate and we can then prove that we obtain
lim
ε↓0
E
(
χ(εB(h))δ0
(
Φ1(εB + h)− Φ1(h)
ε
))
= Eδ0(Z1(h)).
Therefore,
lim
ε↓0
ε2 logE
(
χ(εB(h))δy(Φ1(εB + h))
)
= 0.
Letting ε ↓ 0 in (3.5) we obtain
lim inf
ε↓0
ε2 log pε(y) ≥ −(
1
2
‖h‖2HH + 2η) ≥ −(d
2
R(y) + 3η).
Since η > 0 is arbitrary, this completes the proof. ✷
Sketch of the proof of (3.3). Fix a point y ∈ Rn and consider a function χ ∈ C∞0 (Rn), 0 ≤ χ ≤ 1
such that χ is equal to one in a neighborhood of y. The density of Xε1 at point y is given by
pε(y) = E(χ(X
ε
1)δy(X
ε
1)).
By the integration by parts formula of Proposition 2.6, we can write
Eχ(Xε1)δy(X
ε
1) =E
(
1{Xε1>y}H(1,2,...,n)(X
ε
1 , χ(X
ε
1))
)
≤E|H(1,2,...,n)(X
ε
1 , χ(X
ε
1))|
=E
(
|H(1,2,...,n)(X
ε
1 , χ(X
ε
1))|1{Xε1∈suppχ}
)
≤P(Xε1 ∈ suppχ)
1
q ‖H(1,..,n)(X
ε
1 , χ(X
ε
1))‖p,
where1p +
1
q = 1. By Remark 2.7 we know that
‖H(1,...,n)(X
ε
1 , χ(X
ε
1))‖p ≤ Cp,q‖γ
−1
Xε1
‖mβ ‖DX
ε
1‖
r
k,γ‖χ(X
ε
1)‖k,q,
for some constants β, γ > 0 and integers k,m, r. Thus, by Lemma 3.3 we have
lim
ε↓0
ε2 log ‖H(1,...,n)(X
ε
1 , χ(X
ε
1))‖p = 0.
Finally by Theorem 2.12, a large deviation principle for Xε1 ensures that for small ε we have
P(Xε1 ∈ suppχ)
1
q ≤ e
− 1
qε2
(infy∈suppχ d2(y))
which concludes the proof. ✷
Sketch of the proof of (3.4). Fix a point y ∈ Rn and suppose that
γ := inf
Φ(h)=y,det γΦ(h)>0
det γΦ(h) > 0.
Let χ ∈ C∞0 (Rn), 0 ≤ χ ≤ 1 be a function such that χ is equal to one in a neighborhood of y,
and g ∈ C∞(R), 0 ≤ g ≤ 1, such that g(u) = 1 if |u| < 14γ, and g(u) = 0 if |u| >
1
2γ. Set
Gε = g(det γXε1 ). As before, we have
Eχ(Xε1)δy(X
ε
1) = EGεχ(X
ε
1)δy(X
ε
1) + E(1−Gε)χ(X
ε
1)δy(X
ε
1).
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First, it is easy to see that EGεχ(Xε1)δy(Xε1) = 0 and proceeding as in the proof of (3.3) we
obtain
E(1−Gε)χ(X
ε
1)δy(X
ε
1) =E(1{Xε1>y}H(1,...,n)(X
ε
1 , (1−Gε)χ(X
ε
1)))
≤E|H(1,...,n)(X
ε
1 , (1−Gε)χ(X
ε
1))|
≤E
(
|H(1,...,n)(X
ε
1χ(X
ε
1))|1{Xε1∈suppχ,det γXε1≥
1
4
γ}
)
≤P
(
Xε1 ∈ suppχ,det γXε1 ≥
1
4
γ
) 1
q
‖H(1,...,n)(X
ε
1 , χ(X
ε
1))‖p.
Finally, by Lemma 3.3 and the large deviation principle from Theorem 2.12 for the couple
(Xε1 , γXε1 ), we have for any q > 1
lim sup
ε↓0
ε2 log pε(y) ≤−
1
2q
inf
Φ(h)∈suppχ,det γΦ(h)≥
1
4
γ
‖h‖2H
≤−
1
2q
inf
y∈suppχ
d2R(y).
The proof is completed. ✷
4. SMALL-TIME KERNEL EXPANSION
4.1. Laplace approximation. Fix H > 14 and consider equation (2.4). For the convenience of
our discussion, in what follows, we write the above equation in the following form
Xεt = x+ ε
∫ t
0
σ(Xεs )dBs +
∫ t
0
b(ε,Xεs )ds,
where σ is a smooth d× d matrix and b a smooth function from R+ × Rd to Rd. We also assume
that σ and b have bounded derivatives to any order.
Fix p > 1H . Let F and f be two bounded infinitely Fre´chet differentiable functionals on
Cp−var;[0,1]([0, 1],Rd) with bounded derivatives (as linear operators) to any order. We are inter-
ested in studying the asymptotic behavior of
J(ε) = E
[
f(Xε) exp{−F (Xε)/ε2}
]
, as ε ↓ 0.
Recall for each k ∈ HH , Φ(k) is the deterministic Itoˆ map defined in (2.8). Set
Λ(φ) = inf{
1
2
‖k‖HH , φ = Φ(k), k ∈ HH}.
Throughout our discussion we make the following assumptions:
Assumption 4.1.
• H 1: F + Λ attains its minimum at finite number of paths φ1, φ2, ..., φn on P (Rd).
• H 2: For each i ∈ {1, 2, ..., n}, we have φi = Φ(γi) and γi is a non-degenerate minimum
of the functional F ◦Φ+ 1/2‖ · ‖2
HH
, i.e.:
∀k ∈ HH\{0}, d
2(F ◦Φ+ 1/2‖ · ‖2HH )(γi)k
2 > 0.
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The following theorem is the main result of this section.
Theorem 4.2. Under the assumptions H 1 and H 2 above, we have
J(ε) = e−
a
ε2 e−
c
ε
(
α0 + α1ε+ ...+ αNε
N +O(εN+1)
)
.
Here
a = inf{F +Λ(φ), φ ∈ P (Rd)} = inf{F ◦ Φ(k) + 1/2|k|2HH , k ∈ HH}
and
c = inf
{
dF (φi)Yi, i ∈ {1, 2, ..., n}
}
,
where Yi is the solution of
dYi(s) = ∂xσ(φi(s))Yi(s)dγi(s) + ∂εb(0, φi(s))ds+ ∂xb(0, φi(s))Yi(s)ds
with Yi(0) = 0.
In what follows, we sketch the proof of the above Laplace approximation in the case H > 12 .
Remarks on the rough case 14 < H <
1
2 will be provided afterwards.
Without loss of generality, we may assume that F + Λ attains its minimum at a unique path φ.
There exists a γ ∈ HH such that
φ = Φ(γ), and Λ(φ) =
1
2
‖γ‖2HH ,
and
a
def
= inf{F + Λ(φ), φ ∈ P (Rd)} = inf
{
F ◦ Φ(k) +
1
2
‖k‖2HH , k ∈ HH
}
.
Moreover by assumption H 2, for all non zero k ∈ HH :
d2(F ◦ Φ+
1
2
‖ ‖2HH )(γ)k
2 > 0.
Consider the following stochastic differential equation
Zεt = x+
∫ t
0
σ(Zεs )(εdBs + dγs) +
∫ t
0
b(ε, Zεs )ds.
It is clear that Z0 = φ. Denote Zm,εt = ∂mε Zεt and consider the Taylor expansion with respect to ε
near ε = 0, we obtain
Zε = φ+
N∑
j=0
gjε
j
j!
+ εN+1RεN+1,
where gj = Zj,0. Explicitly, we have
dg1(s) = σ(φs)dBs + ∂xσ(φs)g1(s)dγs + ∂xb(0, φs)g1(s)ds+ ∂εb(0, φs)ds.
Now the proof is divided into the following steps.
Step 1: By the large deviation principle, the sample paths that contribute to the asymptotics of J(ε)
lie in the neighborhoods of the minimizers of F +Λ. More precisely, for ρ > 0, denote by B(φ, ρ)
the open ball (under λ-Ho¨lder topology for a fixed λ < H) centered at φ with radius ρ. There exist
d > a and ε0 > 0 such that for all ε ≤ ε0∣∣∣J(ε) − E [f(XεT )e−F (XεT )/ε2 ,Xε ∈ B(φ, ρ)]∣∣∣ ≤ e−d/ε2 .
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Hence, letting
Jρ(ε) = E
[
f(XεT )e
−F (Xε
T
)/ε2 ,Xε ∈ B(φ, ρ)
]
,
to study the asymptotic behavior of J(ε) as ε ↓ 0, it suffices to study that of Jρ(ε).
Step 2: Let θ(ε) = F (Zε) and write
θ(ε) = θ(0) + εθ′(0) +
1
2
ε2θ′′(0) + ε3R(ε).
By the Cameron-Martin theorem for fractional Brownian motions, we have
Jρ(ε)
(4.1)
=E
{
f(Zε) exp
(
−
F (Zε)
ε2
)
exp
(
−
1
ε
∫ T
0
(
(K∗H)
−1( ˙K−1H γ)
)
s
dBs −
‖γ‖2
HH
2ε2
)
;Zε ∈ B(φ, ρ)
}
=E
{
exp
[
−
1
ε2
(
F (φ) +
1
2
‖γ‖2HH
)]
exp
[
−
θ(0)′ +
∫ T
0
(
(K∗H)
−1( ˙K−1H γ)
)
s
dBs
ε
]
exp
[
−
1
2
θ′′(0)
]
·
[
f(Zε)e−εR(ε)
]
;Zε ∈ B(φ, ρ)
}
.
Step 3: It is clear that to prove Theorem 4.2, it suffices to analyze the four terms in the expectation
above. First of all, it is apparent that the first term ( of order -2) is
exp
[
−
1
ε2
(
F (φ) +
1
2
‖γ‖2HH
)]
= e−
a
ε2 ,(4.2)
which gives the leading term the Varadhan asymptotics.
The second term (of order -1) is deterministic. Indeed, since γ is a critical point of F ◦ Φ +
1/2‖ · ‖2
HH
and note ‖k‖HH = ‖K
−1
H k‖H , we have
dF (φ)(dΦ(γ)k) = −
∫ T
0
(
(K∗H)
−1 ˙(K−1H γ)
)
s
dks.
By the continuity of Young’s integral with respect to the driving path, the above extends to
dF (φ)(dΦ(γ)B) = −
∫ T
0
(
(K∗H)
−1 ˙(K−1H γ)
)
s
dBs.
On the other hand, note
θ′(0) = dF (φ)g1,
and
g1 = dΦ(γ)B + Y.
Here Y is the solution of
dYs = ∂xσ(φs)Ysdγs + ∂εb(0, φs)ds + ∂xb(0, φs)Ysds, Y (0) = 0.
14 FABRICE BAUDOIN AND CHENG OUYANG
We obtain
exp
[
−
θ(0)′ +
∫ T
0
(
(K∗H)
−1( ˙K−1H γ)
)
s
dBs
ε
]
= exp
[
−
dF (φ)Y
ε
]
.(4.3)
For the third term (of order 0), one can show that there exists a β > 0 such that
E exp
{
−(1 + β)
[
1
2
θ′′(0)
]}
<∞.(4.4)
Let us emphasize that in order to show the above integrability of θ′′(0), one needs to use assumption
H2 and prove that d2F ◦Φ(γ)(k1, k2) is Hilbert-Schmidt. For more details, we refer the reader to
[5]. Moreover, one can prove the following integrability of R(ε).
Lemma 4.3. There exist α > 0 and ε0 > 0 such that
sup
0≤ε≤ε0
E
(
e(1+α)|εR(ε)|;Zε ∈ B(φ, ρ)
)
<∞.
Lemma 4.3 and (4.4) allows us to analyze the third and forth terms and show
E
[
f(Zε)e−
1
2
θ′′(0)−εR(ε);Zε ∈ B(φ, ρ)
]
=
N∑
m=0
αmε
m +O(εN+1).(4.5)
Finally, combining (4.1), (4.2), (4.3), and (4.5), the proof of Theorem 4.2 is complete. ✷
Remark 4.4. In application (see the next section), one may also be interested in an SDE which
involves a fractional order term of ε,
Xεt = x+ ε
∫ t
0
σ(Xεs )dBs + ε
1
H
∫ t
0
b(ε,Xεs )ds.(4.6)
For this purpose, let us first introduce
Λ1 =
{
n1 +
n2
H
∣∣n1, n2 = 0, 1, 2, ...} ,(4.7)
the set of fractional orders. Let 0 = κ0 < κ1 < κ2 < · · · be all elements of Λ1 in increasing order.
When H > 12 , we have
(κ0, κ1, κ2, κ3, κ4, ...) = (0, 1,
1
H
, 2, 1 +
1
H
, ...).(4.8)
Set
Λ2 = {κ− 2|κ ∈ Λ1\{0}},
and define
Λ3 = {a1 + a2 + · · ·+ am|m ∈ N+ and a1, ..., am ∈ Λ1}
and
Λ′3 = {a1 + a2 + · · · + am|m ∈ N+ and a1, ..., am ∈ Λ2}.
Finally let
Λ4 = {a+ b|a ∈ Λ3, b ∈ Λ
′
3}
and denote by {0 = λ0 < λ1 < λ2 < . . . } all the elements of Λ4 in increasing order. Let us
note that the set Λ3 characterizes the powers of ε coming from the term f(Zε) in (4.1) and Λ′3
characterizes that of e−εR(ε).
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Similar as before, we consider
Zεt = x+
∫ t
0
σ(Zεs )(εdBs + dγs) + ε
1
H
∫ t
0
b(ε, Zεs )ds.(4.9)
It can be proved that Zǫ has the following expansion in ε,
Zε = φ+
N∑
j=0
gκjε
κj + εκN+1RεκN+1.
Note that in (4.8), indices up to degree two are (0, 1, 1/H, 2). There is an extra term 1/H compared
to the case without fractional order. Hence when plugging (4.9) into Step 2 of the proof of Theorem
4.2, there is an extra (but deterministic) term
exp
{
−
dF (Φ)gκ2
ε2−
1
H
}
,
where gκ2 satisfies
dgκ2(s) = ∂xσ(φs)gκ2(s)dγs + b(0, φs)ds, gκ2(0) = 0.
It is not hard to see that the other terms up to degree two remain the same, and that although higher
order terms are different they could be handled similarly as before. Hence we obtain
Theorem 4.5. Let Xε satisfy (4.6). we have
E
[
f(Xε)e−F (X
ε)/ε2
]
= e−
a
ε2 e−
c
ε exp
{
−
d
ε2−
1
H
}(
αλ0 + αλ1ε
λ1 + ...+ αλN ε
λN +O(ελN+1)
)
.
Here
a = inf{F ◦ Φ(k) + 1/2|k|2HH , k ∈ HH},
c = dF (φ)Y, and d = dF (φ)gκ2 ,
where Y and gκ2 satisfiy
dY (s) = ∂xσ(φi(s))Y (s)dγ(s) + ∂εb(0, φ(s))ds + ∂xb(0, φ(s))Y (s)ds, Y (0) = 0,
and
dgκ2(s) = ∂xσ(φs)gκ2(s)dγs + b(0, φs)ds, gκ2(0) = 0.
Remark 4.6. Theorem 4.2 for the rough case 14 < H <
1
2 was proved by Inahama [25]. In this
case, equation is understood in the rough path sense. Thanks to Proposition 2.3, equations for gi
and Ri are understood as Young’s paring.
In [25] the author also discussed RDEs with fractional orders of ε, in which the index set Λ1
was introduced. The main idea of the proof for the rough case is the same as that outlined above.
But the major difficulty is to show that d2F ◦Φ(γ)(k1, k2) is Hilbert-Schmidt. This is easier when
H > 12 , since in this case ∂tK(t, s) is integrable, and one can easily obtain a nice representation
for d2F ◦Φ(γ)(k1, k2).
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4.2. Expansion of the density function. Consider
Xt = x+
d∑
i=1
∫ t
0
Vi(Xs)dB
i
s +
∫ t
0
V0(Xs)ds.(4.10)
We are interested in studying the small-time asymptotic behavior of Xt. It is clear that by the self-
similarity of B, this is equivalent to studying the asymptotic behavior of Xε1 (for small ε) which
satisfies
Xεt = x+
d∑
i=1
ε
∫ t
0
Vi(Xs)dB
i
s + ε
1
H
∫ t
0
V0(Xs)ds.
In what follows, we use the Laplace approximation to obtain a short time asymptotic expansion
for the density of Xε1 in the case when H > 12 . For this purpose, we need the following assumption.
Assumption 4.7.
• A 1: For every x ∈ Rd, the vectors V1(x), · · · , Vd(x) form a basis of Rd.
• A 2: There exist smooth and bounded functions ωlij such that:
[Vi, Vj ] =
d∑
l=1
ωlijVl,
and
ωlij = −ω
j
il.
Assumption A1 is the standard ellipticity condition. Due to the second assumption A2, the
geodesics are easily described. If k : R≥0 → R is a α-Ho¨lder path with α > 1/2 such that
k(0) = 0, we denote by Φ(x, k) the solution of the ordinary differential equation:
xt = x+
d∑
i=1
∫ t
0
Vi(xs)dk
i
s.
Whenever there is no confusion, we always suppress the starting point x and denote it simply by
Φ(k) as before. Then we have (see Lemma 4.2 in [5])
Lemma 4.8. Φ(x, k) is a geodesic if and only if k(t) = tu for some u ∈ Rd.
As a consequence of the previous lemma, we then have the following key result (Proposition 4.3
in [5]):
Proposition 4.9. Let T > 0. For x, y ∈ Rd,
inf
k∈HH ,ΦT (x,k)=y
‖k‖2HH =
d2(x, y)
T 2H
.
Lemma 4.10. For any x ∈ Rd, there exists a neighborhood V of x and a bounded smooth function
F (x, y, z) on V × V × Rd such that:
(1) For any (x, y) ∈ V × V the infimum
inf
{
F (x, y, z) +
d(x, z)2
2
, z ∈M
}
= 0
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is attained at the unique point y. Moreover, it is a non-degenerate minimum. Hence there exists
a unique k0 ∈ HH such that (a): Φ1(x0, k0) = y0; (b): d(x0, y0) = ‖k0‖HH ; and (c): k0 is a
non-degenerate minimum of the functional: k → F (Φ1(x0, k)) + 1/2‖k‖2HH on HH .(2) For each (x, y) ∈ V × V , there exists a ball centered at y with radius r independent of x, y
such that F (x, y, ·) is a constant outside of the ball.
Let F be in the above lemma and pε(x, y) the density function of Xε1 . By the inversion of
Fourier transformation we have
pε(x, y)e
−
F (x,y,y)
ε2 =
1
(2π)d
∫
e−iζ·ydζ
∫
eiζ·ze−
F (x,y,z)
ε2 pε(x, z)dz(4.11)
=
1
(2πε)d
∫
e−i
ζ·y
ε dζ
∫
ei
ζ·z
ε e−
F (x,y,z)
ε2 pε(x, z)dz
=
1
(2πε)d
∫
dζEx
(
e
iζ·(Xε1−y)
ε e−
F (x,y,Xε1)
ε2
)
.
It is clear that by applying Laplace approximation to the expectation in the last equation above
and switching the order of integration (with respect to ζ) and summation, we obtain an asymptotic
expansion for the the density function pε(x, y).
Remark 4.11. One might wonder why not constructing, for each fixed x, y, a function F which
minimizes (at z = y)
F (x, y, z) +
D(x, z)2
2
in Lemma 4.10, where
D2(x, y) = inf
k∈HH ,Φ1(x,k)=y
‖k‖2HH .
After all D(x, y) seems the natural “distance” for the system (4.10), instead of the Riemannian
distance d(x, y). The problem with D(x, y) is that it is not clear weather it is differentiable, while
the construction of F in Lemma 4.10 needs some differentiability of D(x, y). This is indeed one
of the reasons why we impose the structure assumption A2 so that D(x, y) = d(x, y) (content of
Proposition 4.9). With this identification, we know D(x, y) is smooth for all x 6= y.
Remark 4.12. In order to show Proposition 4.9, we used the fact that ∂K(t, s)/∂t is integrable,
which is only true for the smooth case H > 12 . Hence although Inahama proved the Laplace
approximation for 14 < H <
1
2 in [25], we can not repeat the proof in this section to produce an
expansion of the density function for the rough case.
Recall the definition of Λ1 in Remark 4.4 and similarly set
Λ2 = {κ− 1|κ ∈ Λ1\{0}}
and
Λ′2 = {κ− 2|κ ∈ Λ1\{0}}.
Next define
Λ3 = {a1 + a2 + · · · + am|m ∈ N+ and a1, ..., am ∈ Λ2}.
and
Λ′3 = {a1 + a2 + · · · + am|m ∈ N+ and a1, ..., am ∈ Λ
′
2}.
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Finally, set
Λ4 = {a+ b|a ∈ Λ3, b ∈ Λ
′
3}
and denote by {0 = λ0 < λ1 < λ2 < . . . } all the elements of Λ4 in increasing order. Similar as
before, powers of ǫ in the index set Λ3 comes from the term exp {iζ · (Xε1 − y)/ε} in (4.11) and
powers in Λ′3 comes from exp{−F (x, y,Xε1)/ε2}.
Our main result of this section is the following (by letting ε = tH ).
Theorem 4.13. Fix x ∈ Rd. Suppose the Assumption 4.7 is satisfied, then in a neighborhood V of
x, the density function p(t;x, y) of Xt in (4.10) has the following asymptotic expansion near t = 0
p(t;x, y) =
1
(tH)d
e
− d
2(x,y)
2t2H
+ β
t2H−1
( N∑
i=0
ci(x, y)t
λiH + rN+1(t, x, y)t
λN+1H
)
, y ∈ V.
Here β is some constant, d(x, y) is the Riemannian distance between x and y determined by
V1, ..., Vd. Moreover, we can chose V such that ci(x, y) are C∞ in V × V ⊂ Rd × Rd, and
for all multi-indices α and β
sup
t≤t0
sup
(x,y)∈V×V
|∂αx ∂
β
y rN+1(t, x, y)| <∞
for some t0 > 0.
Remark 4.14. Differentiability of ci(x, y), rN+1 in the above theorem and legitimacy of Fourier
inversion in (4.11) is obtained by Malliavin calculus and some uniform estimates of the coefficients
in the Laplace approximation. We refer the reader to [5] for details.
Remark 4.15. Our result assumes the ellipticity condition and a strong structure condition (As-
sumption 4.7). Later Inahama [26] proved the kernel expansion under some mild conditions on the
vector fields (also in the smooth case H > 12 ). He takes a different approach and uses Watanabe
distribution theory. On the other hand, the smoothness of coefficient and the uniform estimate for
the remainder terms in the expansion are not provided in [26].
5. APPLICATION TO MATHEMATICAL FINANCE
Fractional Brownian motions has been used in financial models to introduce memory. In this
section, we give two examples of such models and remark on how the methods and results in the
previous sections could be applied to the study of such models.
5.1. One dimensional models. Memories can be introduced to stock price process directly. In
particular, the so-called fractional Black and Scholes model is given by
St = S0 exp
(
µt+ σBHt −
σ2
2
t2H
)
,(5.1)
where BH is a fractional Brownian motion with Hurst parameter H , µ the mean rate of return and
σ > 0 the volatility. Let r be the interest rate. The price for the risk-free bond is given by ert.
More generally, one can also consider a fractional local volatility model
dSt = St(µdt+ σ(St)dB
H
t ).
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Here the stochastic integration with respect to BH could be understood in the sense of rough path
theory. After a simple change of variable Xt = log St, one obtains
dXt = µdt+ σ(e
Xt)dBHt .
There has been an intensive study recently of option prices and implied volatilities for options with
short maturity (e.g. [9], [19], [16], [15]). Since the above equation is a special case of (4.10), we
can use the results obtained in the previous sections to obtain short-time asymptotic behavior of
such models.
A drawback of the finance models discussed above is that they lead to the existence of arbitrage
opportunities. For example, let the couple (αt, βt), t ∈ [0, T ] be a portfolio with αt the amount of
bonds and βt the amount of stocks at time t. When H > 12 , one can construct an arbitrage in the
fractional Black and Scholes model by (for simplicity, we assume µ = r = 0)
βt = St − S0, and αt =
∫ t
0
βtdSt − βtSt.
5.2. Stochastic volatility models. Stochastic volatility models was introduced to capture both the
volatility smile and the correct dynamics of the volatility smile (see [21] for instance). For these
models, molding the volatility process is one of the key factors. In [13], the authors proposed a
long memory specification of the volatility process in order to capture the steepness of long term
volatility smiles without over increasing the short run persistence.
The following stochastic volatility model based on the fractional Ornstein-Uhlenbeck process
provides another way introducing long memory to the volatility process:
dSt = µStdt+ σtStdWt,
where σt = f(Yt) and Yt is a fractional Ornstein-Uhlenbeck process:
dYt = α(m− Yt)dt+ βtdB
H
t .
In the above Wt is a standard Brownian motion and BHt an independent (of Wt) fractional Brown-
ian motion with Hurst parameter H > 12 . Examples of functions f are f(x) = e
x and f(x) = |x|.
Comte and Renault [12] studied this type of stochastic volatility models which introduces long
memory and mean reverting in the Hall and White setting [24]. The long memory property allows
this model to capture the well-documented evidence of persistence of the stochastic feature of
Black and Scholes implied volatilities when time to maturity increases.
Unlike one dimensional models mentioned above, the fractional Ornstein-Uhlenbeck model is
arbitrage free since the stock price process is driven by a standard Brownian motion. In [23], Hu
has proved that for this model, market is incomplete and the martingale measures are not unique.
If we set γt = (r − µ)/σt and
dQ
dP
= exp
(∫ T
0
γtdWt −
1
2
∫ T
0
|γt|
2dt
)
.
Then Q is the minimal martingale measure associated with P. Moreover, the risk minimizing-
hedging price at t = 0 of an European call option with payoff (ST −K)+ is given by
C0 = e
−rTEQ(ST −K)
+.
The fractional Ornstein-Uhlenbeck model takes a generalized form of equation (4.10) that is
studied in the previous sections. It is a system of SDEs driven by fractional Brownian motions, but
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with varying Hurst parameter H . We believe that the methods discussed above can be extended to
study small-time asymptotics of these models.
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