Abstract-The well-known uniform error property for signal constellations and codes is extended to encompass information bits. We introduce a class of binary labelings for signal constellations, called bit geometrically uniform (BGU) labelings, for which the uniform bit error property holds, i.e., the bit error probability does not depend on the transmitted signal. Strong connections between the symmetries of constellations and binary Hamming spaces are involved. For block-coded modulation (BCM) and trellis-coded modulation (TCM) Euclidean-space codes, BGU encoders are introduced and studied. The properties of BGU encoders prove quite useful for the analysis and design of codes aimed at minimizing the bit, rather than symbol, error probability. Applications to the analysis and the design of serially concatenated trellis codes are presented, together with a case study which realizes a spectral efficiency of 2 b/s/Hz.
I. INTRODUCTION
A EUCLIDEAN-SPACE signal constellation has the uniform error property (UEP) if the symbol error probability does not depend on the transmitted signal. For geometrically uniform (GU) constellations [1] , the Voronoi (decision) regions of the signals are all congruent and the UEP holds. Most of the usual constellations (PSK, PAM, QAM) are either GU or approximately GU if we neglect boundary effects. The notion of geometrical uniformity can be extended to codes of finite or infinite length over GU constellations [1] . Also in this case, the Voronoi regions of GU code sequences are congruent and the symbol sequence error probability (often called error event probability) is independent from the transmitted signal sequence. UEP is of great utility, because only the all-zero Manuscript received December 24, 1999 ; revised April 12, 2001 . This work was supported in part by Qualcomm, Inc., under a Research Grant. The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Cambridge, MA, August 1998. R. Garello is with the Dipartimento di Elettronica ed Automatica, Università di Ancona, 60131 Ancona, Italy (e-mail: roberto.garello@ieee.org).
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sequence must be considered to evaluate any kind of code performance; analysis and design are thus dramatically simplified [2] , [3] . For most transmission systems, the bit error probability (or the frame error probability), involving the binary information sequences that must be transmitted to the receiver, is a more important performance measure than the symbol sequence error probability. Association between binary information sequences and signal sequences is provided by labelings for uncoded constellations, and by encoders for codes.
In classical coding theory, encoders are often not considered, or are somehow confused with the code. The main reason is that given a code, the performance of different encoders generating it are usually almost the same: at a fixed bit error rate of practical interest, the performance differences in terms of signal-to-noise ratios (SNRs) are limited to fractions of a decibel. As a consequence, the attention in design is focused on the code and, usually, on its (Hamming or Euclidean) distance properties.
In some applications, however, a clear separation between codes and encoders is essential. This is certainly the case of rotational invariance [4] , [5] . Another example is constituent codes for turbo codes [6] , [7] , where different encoders generating the same code lead to significantly different performance. In all these cases, the design must be focused on the encoder-code pair.
The goal of this paper is to extend the concept and the simplification provided by UEP to encompass binary information sequences. We look for conditions under which the bit error probability can be computed by considering any transmitted information sequence, for example, the all-zero sequence. While UEP applies to the code this property, which will be called uniform bit error property (UBEP) in the following, applies to the encoder-code pair. As UEP for codes, UBEP should prove very useful in all cases focused on the encoder-code pair, because design and analysis would be highly simplified.
In this following, we will introduce a class of binary labelings called bit geometrically uniform (BGU) labelings, and show that they possess the UBEP. Their properties will then be extended to binary encoders for block-coded modulation (BCM) and trelliscoded modulation (TCM) codes.
To prove the utility of UBEP, we will consider as a case study the class of serially concatenated codes with interleavers, which represent an alternative to turbo codes [6] : they have 0018-9448/02$17.00 © 2002 IEEE been proved to yield very good (in some cases superior to turbo codes) performance [8] , [9] . Serially concatenated codes with interleavers have been proposed as binary codes in [8] and as bandwidth-efficient trellis codes in [9] . For binary codes, all available performance evaluation tools, as well as design guidelines [8] , [10] , [11] , are based on the knowledge of the input-output weight-enumerating function (IOWEF), which enumerates the codewords weights according to the weights of the information sequences that generated them. Using Hamming weights instead of Hamming distances means that only the all-zero sequence can be considered to evaluate the code performance, which is certainly true for binary linear codes using binary modulation, that clearly posses the UBEP.
Things become more complex if we are interested in the analysis and design of serially concatenated TCMs realizing high spectral efficiencies, obtained by employing as inner code a TCM code over a generic constellation. Conditions for the UBEP to hold in this case are not so easy to satisfy. However, we will prove that, with BGU encoders, the "average" performance still depends only on the IOWEFs with respect to the all-zero sequence. A design approach consisting in maximizing the effective free Euclidean distance of the inner TCM code (defined as the minimum Euclidean weight of a code sequence generated by an information sequence with Hamming weight two) can then be adopted. Finally, the great simplification allowed by BGU encoders will be shown by the design of a code realizing a spectral efficiency of 2 b/s/Hz over an 8-PSK constellation.
In Section II, we briefly revisit the concept of Uniform Error Property and Geometrical Uniformity. In Section III we discuss the UBEP. BGU labelings are introduced in Section IV, where it is shown that they satisfy the UBEP. In Section IV-A, Hamming space symmetries are considered and it is shown that a -signal GU constellation admits a BGU labeling if and only if it has a generating group isomorphic to a generating group of the Hamming space . A potential application of these results, besides BGU labelings, could be the construction of nonlinear binary codes with the UEP obtained from group codes over a Hamming space generating group , a subject that received attention from several authors [12] - [14] in the recent past for the case . In Section V, BCM Euclidean-space codes with finite length are considered. In Section VI, TCM Euclidean-space codes with infinite length are considered and the distance rule is defined on the code trellis. Some necessary and sufficient conditions for BGU encoders are derived: they are simplified when Abelian generating groups are involved. It is shown that linearity can be a misleading framework when UBEP is required. In Sections VII and VIII, the serial concatenation of an outer (block or convolutional) binary code and an inner (BCM or TCM) Euclidean-space code are considered. It is shown that, thanks to the BGU properties, analysis and design can be focused on the properties of the inner code with respect to the all-zero sequence, which allows a great simplification. Finally, in Section VIII-A, the design of a code realizing a spectral efficiency of 2 b/s/Hz over an 8-PSK constellation is studied. The obtained results prove the significance of the BGU approach.
II. CONSTELLATIONS AND THE UNIFORM ERROR PROPERTY:
GEOMETRICALLY UNIFORM CONSTELLATIONS A Euclidean-space constellation is a set of signals (points) in the -dimensional Euclidean space. Finite constellations will have cardinality in this paper: . To evaluate the error probability, we suppose all signals to be equally likely. When a signal is transmitted over an additive white Gaussian noise (AWGN) channel, a point is received; maximum-likelihood (ML) symbol detection chooses the signal at minimum Euclidean distance from . The Voronoi region of a signal is the set of all the received points that are decoded into
The symbol error probability with ML decoding, when the signal is transmitted, is
The average symbol error probability over with ML decoding is Definition 1: A constellation is said to satisfy the UEP if the symbol error probability with ML symbol decoding does not depend on the transmitted signal, i.e., is the same for each signal . It follows .
UEP is of great utility for constellation analysis because a single signal can be considered to evaluate the constellation performance.
The class of geometrically uniform constellations was introduced in [1] . A symmetry of is an isometric permutation, i.e., a permutation of constellation signals that preserves Euclidean distance. The symmetry group is the group of all symmetries of . If is transitive, i.e., , , the constellation is called GU. A GU constellation has congruent Voronoi regions [1] , so that is the same for any , and the UEP holds. Most of the usual constellations are either GU (PSK, -ary orthogonal constellations, Slepian constellations [15] , infinite lattices), or approximately GU if we neglect boundary effects (PAM, QAM).
Given a GU constellation , it is possible to introduce a generating group , i.e., a -element transitive subgroup of ; by definition [1] , we have , for each . Fixed a zero signal , there is a one-to-one correspondence between an element and a signal .
Example 1: The 8-PSK constellation of Fig. 1(a) is GU and admits the generating group where is the identity, is the reflection in the line passing through the origin with slope , and is the 90 rotation [1] .
is isomorphic to , the non-Abelian dihedral group of order eight with the following multiplicative table:
The eight signals are obtained as the orbit of under the action of . The resulting one-to-one correspondence between the signals of and the elements of is depicted in Fig. 1(b) .
The following Lemma, holding for GU constellations, will be used in the next section.
Lemma 1: Given a GU constellation with generating group , for all , we have
III. BINARY LABELINGS AND THE UBEP
The Hamming space is the set of all binary -tuples. Given a finite constellation with cardinality , a binary labeling for is a one-to-one function that associates a distinct -bit label to each signal . forms a group under binary vector addition ; in the following we will denote the Hamming weight of a binary -tuple by , and the Hamming distance between two binary -tuples by . To evaluate the bit error probability, suppose that the binary information sequences are partitioned into frames of length , and that all frames have the same probability. When a frame must be transmitted, the signal is sent over the AWGN channel. After ML symbol decoding, one obtains the received signal and the received frame . The bit error probability with ML symbol decoding, when a signal (or a frame ) is transmitted, is then
The average bit error probability over with ML symbol decoding is given by Definition 2: A binary labeling for a signal constellation is said to satisfy the UBEP if the bit error probability with ML symbol decoding does not depend on the transmitted signal, i.e., is the same for each signal . It follows that .
Example 2: Given the 8-PSK constellation with the natural binary labeling of Fig. 1(a) , it is easy to prove that UBEP is not satisfied. As an example, if is transmitted, three bits are wrong if is received and one bit is wrong if is received; if is transmitted, two bits are wrong if is received and one bit is wrong if is received. As a consequence, we certainly have .
IV. BGU LABELINGS
A GU constellation seems a good starting point for a labeling satisfying the UBEP: when a signal is transmitted, the relative position of all possible "wrong" decoded signals is the same for any . When also the number of "wrong" bits associated by the labeling to only depends on the relative position of the pair , the labeling satisfies the UBEP. Given a GU constellation with generating group , there is a one-to-one correspondence between an element and a signal . For simplicity, we will denote the labeling function as , and we will assume , where is the group identity and is the -bit all-zero label.
Theorem 1:
Let : be a binary labeling of a GU constellation with generating group . If satisfies the following distance rule: (1) then it has the UBEP.
Proof: Suppose satisfies the given property. Then using Lemma 1 we have Since is independent of , it follows that has the UBEP.
A labeling satisfying Theorem 1 will be called a bit geometrically uniform (BGU) labeling. Note that the existence of a BGU labeling is a sufficient (not necessary) condition for UBEP, like geometrical uniformity is only a sufficient condition for UEP. On the other hand, we guess that the existence of UBEP labelings not satisfying Theorem 1 is very unrealistic.
Example 3: The 8-PSK constellation of Fig. 1 has two generating groups, one isomorphic to and the other to (the cyclic group of integers modulo ) [1] . The Gray labeling of Fig. 1(b) is a BGU binary labeling, because it is easy to verify that the distance rule (1) is satisfied by the generating group isomorphic to , so the UBEP holds. On the other hand, the "natural" labeling of Fig. 1(a) is not BGU, since it does not satisfy the distance rule (1) with any of the two generating groups.
A. Hamming Space Symmetries
The previous distance rule (1) is similar to the definition of signal sets matched to groups of [16] . The connection will be more evident by introducing the Hamming space symmetries.
Given a Hamming space , a symmetry of is a permutation :
that preserves the Hamming distance. The symmetry group is the group of all the possible symmetries of . Clearly, the following permutations belong to :
• All the permutations of obtained by summing an label; they form a group isomorphic to , the -fold Cartesian product of the cyclic group . • All the permutations of obtained by a coordinate exchange; they form a group isomorphic to the symmetric group .
The symmetry group of is isomorphic to the semidirect product of these two groups:
. In fact, the Hamming space can be interpreted as the -dimensional hypercube , for which the symmetry group is well known to possess this structure [17] .
Given , we can now consider generating groups of , i.e., transitive subgroups of order . A simple procedure for building all possible generating groups of can be obtained as in [2] by a specialization of the cyclic extension method described in [18] .
As an example, we have applied this procedure to the construction of all the possible generating groups for and . The results are reported in Table I , where the groups have been classified according to [19] . (Details on the group multiplicative tables and the correspondences between the group elements and the binary labels can be found in [20] .) Example 4: Given , its symmetry group has eight symmetries where is the identity, is induced by summing the label , and is induced by coordinate exchange. As an example, we have It is easy to prove that the two groups and are the only generating groups for .
It is interesting to note the following.
• Given , a generating group isomorphic to the binary group obviously exists, composed by all the permutations induced by summing a different label.
• The generating group of isomorphic to (the group of Example 4) is the group introduced in [12] to explain the Nordstrom-Robinson code representation as the binary image of the Octacode over . It is the bases for the construction of nonlinear binary codes from group codes over (see Section IV-C).
• The cyclic groups and do not appear as generating groups of , for .
• Many generating groups of and are isomorphic to non-Abelian groups, from the dihedral group (but does not appear for these Hamming spaces) to more complicated groups.
The study of Hamming space symmetry groups is justified by the following theorem, which follows directly from [ , where is the all-zero -bit label. We have where we have used the isometric properties of .
As said before, always admits the binary group as generating group. However, the BGU definition can be satisfied by any generating group of : the additive group properties of the elements of are not directly involved in the BGU definition, which only concerns Hamming weights. This fact allows to relax the "linear" conditions: in fact, also constellations without binary generating groups isomorphic to can admit BGU labelings.
Example 5: An 8-PSK constellation does not admit a generating group isomorphic to , but only two generating groups isomorphic to and . However, it admits the BGU Gray labeling depicted in Fig. 1(b) of Example 1. In this case, there is a generating group of isomorphic to (see Table I of Section IV-A). This group is generated by the symmetries and , where
• is the order-two symmetry obtained by summing and coordinate permutation ; • is the order-four symmetry obtained by summing and coordinate permutation .
B. Application: BGU Labelings for Finite and Infinite Constellations
In Section IV we proved that a GU constellation admits a BGU labeling (for which the UBEP holds) if and only if one of its generating groups is isomorphic to a generating group of the Hamming space . Table I yields interesting information on the existence of a BGU labeling for a given constellation. In Example 5, a BGU labeling for an 8-PSK constellation has been presented, based on the generating group for . A 16-PSK constellation does not admit a BGU labeling because there are no generating groups of isomorphic to or , the two generating groups of 16-PSK.
A Slepian constellation of cardinality is generated by applying a group of matrices to a starting signal [15] . The constellation possesses the UEP; if is isomorphic to a generating group of , the UBEP holds for a binary labeling as well. The definition of BGU labeling for finite constellations can be easily extended to GU partitions of an infinite signal set (for example, a lattice). If is a generating group for , and a normal subgroup that induces a GU partition in subsets, the quotient group is a generating group for , and BGU labeling definition can be applied. As an example, given , the sublattice induces an eight-way partition of into subsets. This partition admits as generating group [1] , then it admits a BGU labeling . Note that, as for an 8-PSK constellation, this partition does not admit a binary generating group.
C. Application: Construction of "Nonlinear" Binary Codes With the UEP
The construction of nonlinear binary codes from linear codes over has received great attention from several authors in the past, beginning with [12] - [14] , and exploding later in a very rich literature. This construction can be extended to any nonbinary generating group of a Hamming space. Given a generating group of , there is a one-to-one mapping : between an element and a -bit label , obtained by applying to the all-zero label . Table I we can see that there are many non-Abelian generating groups that could be employed for this goal. However, it is worthwhile to remark that building group codes over non-Abelian groups is a difficult task and that only a few results are known in this field [21] - [26] .
V. EUCLIDEAN-SPACE BCM CODES
The BGU concepts introduced for constellations and labelings can be easily extended to Euclidean-space codes of finite length and their encoders.
Let be an "elementary" constellation (usually ), and let be a code of length over : of cardinality . Any code sequence is of type with . is called a BCM code. can be obtained starting from an alphabet in one-to-one correspondence with and building a code of length over . If is isomorphic to a generating group of and is a group code over , the code is geometrically uniform. A BCM encoder for is a one-to-one mapping between a -bit information sequence and a sequence , i.e., :
. A BCM code can be viewed itself as a constellation of signals, and a BCM encoder as a binary labeling (i.e., a one-to-one mapping between -dimensional signals of and binary -tuples).
If is a GU code obtained from a group code , is certainly a generating group for , then the encoder is BGU if Theorem 1 is satisfied. If this is not the case, could still be BGU; in fact, could admit other generating groups different from , and Theorem 1 could be satisfied by one of them.
VI. EUCLIDEAN SPACE TCM CODES
Extension of the BGU concept to Euclidean-space codes of infinite length requires a certain attention.
Let be an "elementary" constellation (usually ), and let be a time-invariant complete trellis code (TCM) over . The code is completely characterized by its trellis section. Let be the state space of cardinality :
, and let be the number of edges exiting each state. The trellis section is the set of edges where and are the starting and the final states, and is the signal labeling . Any codeword corresponds to an admissible path on the trellis, i.e., any corresponds to a unique edge sequence through . A time-invariant minimal binary encoder for associates binary information sequences to code sequences . To do this, at any state the encoder maps bits into an edge exiting (then, into a signal ). Let us denote by the set of edges leaving the state . For each , is characterized by binary labelings The set of labelings forms a larger (many-to-one) labeling for the trellis section edges, denoted by Every code sequence corresponds to a unique edge sequence through and, via , to a unique information sequence , with the encoder is invertible, and never catastrophic. We remark here that the converse is not true because the sequences are bi-infinite, and does not uniquely identify (also, the initial state for is required). (For example, this fact is essential for rotational invariance applications.) Example 7: Consider the 8-PSK constellation of Fig. 1(b) . In Fig. 2 , a two-state code over is reported. It is a TCM code over with spectral efficiency 2 b/s/Hz. We have and An encoder for can be described as a finite-state machine, i.e., by listing the correspondence : between any edge and the information label generating it. This can be done graphically as in Fig. 2 , or by a tabular form describing the mapping as in Table II. The two labelings  :  and  : are determined by the row correspondences.
Usually, encoders for convolutional or TCM codes are described as matrices, or as shift-register structures (see Fig. 3(a)  and (b) ). However, the finite-state machine description provided by the function : is more general, because it also works for nonlinear encoders; moreover, it is well suited for hardware implementation, and it is also useful both for analysis [4] and search [27] . This description will prove very useful for BGU encoders as well.
The definition of UBEP for TCM encoders is the same as that for constellations, except that now infinitely long sequences are involved.
Definition 3:
A binary encoder for a TCM code is said to satisfy the UBEP if the bit error probability obtained with ML symbol sequence decoding does not depend on the transmitted sequence, i.e., is the same for each sequence . It follows that .
A. Geometrically Uniform TCM Codes
A Euclidean-space TCM code can be obtained starting from an alphabet in one-to-one correspondence with and building a convolutional code over . If is isomorphic to a generating group of and is a time-invariant group code over , the code is a geometrically uniform TCM code, and is one of its underlying group codes. This way, and are groups. It can be proved [28] that (the set of edges leaving the identity state ) is a subgroup of and that is the coset of composed by the edges exiting the state . Theorem 1 can then be extended to bi-infinite sequences of trellis codes.
Theorem 3:
Let be a GU constellation, and let be a time-invariant GU trellis code over with generating group . A binary encoder that satisfies has the UBEP.
The proof is a straightforward extension to bi-infinite sequences of the proof of Theorem 1.
An encoder satisfying the condition of Theorem 3 will be called a BGU encoder.
Testing the BGU Hamming distance rule of the previous theorem for a given encoder involves all infinitely long code sequences. However, since every code sequence corresponds to a unique edge sequence through , the distance rule can be tested directly on the edges of by using the encoder description :
, and the following theorem holds.
Theorem 4:
Let be a GU constellation, let be a time-invariant GU trellis code over , and let be one of its underlying group trellis sections. A binary encoder that satisfies (2) has the UBEP.
Proof: Since every code sequence corresponds to a unique edge sequence, we have and As a consequence, the encoder satisfies the distance rule of Theorem 3 where is the group code corresponding to .
Example 8:
The two-state code of Example 7 is a GU code obtained by considering the generating group for the 8-PSK constellation . A binary minimal encoder was depicted as a finite-state machine in Fig. 2 and Table II. It is easy to verify that this encoder is BGU because condition (2) of Theorem 4 is satisfied, so that the UBEP holds.
B. Testing BGU Encoders on the Trellis Section
Theorem 4 gives a sufficient condition for an encoder to be BGU. In the following, with a slight abuse of notation, we will identify BGU encoders with encoders satisfying the theorem. Theorem 4 has a direct consequence on the signals labeling the edges exiting the identity state of a GU TCM code. Let us denote by the input group, i.e., the subgroup of that label the edges of exiting the identity state of the group code over . Let us denote by the subset of that label the edges exiting the identity state of the TCM code over . It can be easily proved that, for a BGU encoder, is a GU constellation generated by the input group that admits a BGU labeling (then is isomorphic to a generating group of ). Any other set , composed of all the signals labeling the edges exiting a state , is generated by a coset of and is congruent to . This suggests that it must have a binary labeling "congruent" to that of . For any , denote by the edge exiting from and labeled by the all-zero -bit label:
. Let be the set of all these edges. The following theorem yields necessary and sufficient conditions for condition (2) to be verified.
Theorem 5: Let be a GU constellation, and let be a time-invariant GU trellis code over . An encoder is BGU if and only if these conditions are satisfied for at least one of its underlying group trellis sections : 1) is a BGU labeling for ; 2) , for all , and for all .
3) is a subgroup of , i.e., , where denotes the semidirect product; 4) for all , , with .
Condition 4) is automatically verified when Conditions 1)-3)
hold and is the direct product , i.e., when is a normal subgroup of (always true for Abelian ).
The proof of Theorem 5 is given in the Appendix. It is worthwhile to note that these conditions are especially helpful for BGU encoder design because they are simpler to verify than the general condition (2) of Theorem 4.
The following example shows that a code over a non-Abelian generating group can admit a BGU encoder even when is not a normal subgroup of ; moreover, it shows that there are codes over Abelian groups that do not admit BGU encoders. Note that the same code (with equal signal sequences) admits a BGU encoder if it is obtained starting from a group code over another generating group for : .
C. Linear Encoders and BGU Encoders
Given a group code over , with input group , a minimal encoder with a input group (not necessarily ) is linear if
An immediate consequence of this definition is that an isomorphism must exist between and . The following theorem has already been reported in [4] without proof.
Theorem 6: A minimal encoder is linear if and only if 1)
is an isomorphism between and , i.e., is isomorphic to ; 2) , for all , and for all ;
3) the set of edges labeled by the identity element of is a normal subgroup of , i.e., is the direct product . Condition 3) is automatically verified when is Abelian.
The proof of the Theorem is reported in the Appendix. Conditions in Theorems 5 and 6 for an encoder to be BGU and linear are very similar, with two key differences,i.e.,
• a BGU encoder requires an isomorphism between and a generating group of ; • an encoder can be BGU even if is not a normal subgroup of . As a consequence, there can exist linear encoders with respect to a nonbinary input group that are not BGU because is not isomorphic to a transitive subgroup of . On the other hand, there can exist BGU encoders that are nonlinear. 
D. Systematic Encoders
An invertible encoder, with , is called systematic if for all the information symbol depends only on the code symbol . In this case, a unique is associated to each . A systematic encoder may be useful in practice for decoding purposes because, for a given code sequence, the corresponding information sequence is easily recovered. As an example, turbo codes [6] are normally constructed from systematic constituent encoders.
Not all codes admit systematic encoders; as explained in [4] , a sufficient condition is that no two edges leaving a given state have the same output label, and that for each pair of states and , the set of labels on edges leaving is either disjoint or equal to the set of edge labels leaving . (This is always the case for group codes, where the set of symbols exiting any state is a coset of the input group leaving the identity state.) In this case, the one-to-one labeling functions : are completely determined by the function : . Note that the function must act as a BGU labeling for , with .
VII. SERIALLY CONCATENATED BLOCK-CODED MODULATION
In this and the following sections, we will deal with the class of bandwidth-efficient serially concatenated codes with interleavers. We will show how UBEP and BGU concepts can be useful for their analysis and design.
We first consider the serial concatenation of an outer binary block encoder with an inner BCM code through an interleaver. The basic structure of serially concatenated block-coded modulation (SCBCM) is shown in Fig. 4 . The SCBCM encoder consists of the following elements. • An outer encoder for a binary block code with rate .
• A block interleaver of length .
• An inner encoder for a BCM code of cardinality and length over a constellation .
The binary information sequences are partitioned into frames of bits that are encoded by into blocks of bits. Any block is permuted by the interleaver. The BCM encoder maps any binary -tuple into a sequence of , i.e., into a sequence of signals belonging to , which are sent on the channel. The overall SCBCM code consists of sequences of , which are sequences of signals belonging to . The fact that is a linear code and is a BGU labeling does not guarantee that the overall BCM code is a geometrically uniform code.
Example 11: Let the inner BCM code be a simple 8-PSK constellation, and take the BGU labeling introduced in Example 5 and depicted in Fig. 1(b) . The rateouter code and the identity interleaver lead to an SCBCM code that is not geometrically uniform.
A sufficient condition for the geometrical uniformity of with any interleaver is that i) a generating group of is isomorphic to and ii) its encoder is linear. For generic codes over nonbinary constellations, UEP does not hold in general, and performance evaluation requires consideration of all possible transmitted sequences, not only the all-zero one. In particular, to compute upper bounds to the bit error probability, the input-output weight enumeration function [8] with respect to the all-zero sequence is not sufficient.
Performance evaluation and design guidelines for binary serially concatenated convolutional codes have been based on the so-called uniform interleaver [7] , an abstract device that incorporates the whole set of permutations. Then, the obtained performance represents the performance of a binary serially concatenated convolutional scheme with given constituent codes averaged with respect to all interleavers, and permits to decouple the very hard problem of designing serially concatenated convolutional codes into the design of constituent codes (first) and interleaver (second).
We are interested here to extend the results based on the uniform interleaver from binary codes to general SCBCM. In other words, we want to obtain the average upper bound to the bit error probability computed over the class of all SCBCM codes composed by a fixed outer linear binary encoder, a fixed inner BGU BCM encoder, and all possible interleavers generated by -length permutations.
The answer is provided by the following Theorem 7, which proves that only the input-output enumeration functions of the two constituent encoders with respect to the all-zero sequence are required. The result strongly depends on the BGU properties of the inner labeling.
We denote by the input-output enumeration function of the inner BCM code, where is the number of code sequences generated by binary input sequences of Hamming weight with square Euclidean weight , normalized with respect to the average energy per constellation symbol.
We denote by the input-output enumeration function of the outer binary code, where represent the number of code sequences with Hamming weight generated by binary input sequences of Hamming weight . The proof of the following theorem is reported in the Appendix.
Theorem 7:
Let be a ratebinary linear block code, and be a BGU encoder for the BCM code , of cardinality and length over a constellation . The average upper bound to the bit error probability, for transmission over AWGN channels and ML decoding, over the class of all SCBCM codes with -bit long interleaver is (3) where is the average energy per transmitted symbol and is the one-sided noise spectral density.
Theorem 7 states the conditions that permit a straightforward extension of all the techniques already proposed in [8] to obtain average upper bounds to the bit error probability of binary serially concatenated convolutional codes to the case of bandwidth-efficient SCBCMs if the inner labeling is BGU. Moreover, it can be used for the purpose of designing good SCBMC schemes using a slight modification of the methodology applied to the binary case and based on the search for binary constituent encoders with large values of , i.e., Euclidean weights (not distances) of the code sequences generated by information sequences with (low) weight . This procedure will be extensively discussed in the next section for the case of SCTCM codes. 
VIII. SERIALLY CONCATENATED TCM
Serial concatenation of an outer binary convolutional encoder with an inner TCM encoder through an interleaver, and a suitable iterative decoding algorithm were proposed in [9] with some examples of codes with very good performance. The basic structure of serially concatenated trellis coded modulation (SCTCM) is shown in Fig. 5 .
The SCTCM encoder consists of the following elements.
• An outer binary convolutional encoder for a code with rate .
• An inner TCM encoder for a TCM code over a constellation .
The binary information sequences are partitioned into frames of bits that are encoded by into bits. Any sequence is permuted by the interleaver and partitioned into frames of bits. The TCM encoder maps any permuted binary sequence into a sequence of , i.e., into a sequence of signals belonging to , which are sent on the channel.
In the previous section we have proved that, for a concatenated scheme employing a uniform interleaver and an inner BGU labeling, the performance of the constituent inner BCM encoder with respect to the all-zero sequence determine the performance of the whole scheme. Since trellis termination is always used in practice for decoding purposes, TCM encoders can be viewed as (very long) BCM encoders and all the results obtained in the previous section can be applied to (terminated) TCM encoders if the inner encoder is BGU.
A global design of the overall SCTCM is (and is likely to remain) an open problem. In [9] , extending the approach introduced in [7] for binary encoders, the design approach was based on the assumption of a large uniform interleaver, and led to the requirement of maximizing the effective free Euclidean distance of the inner TCM code , defined as the minimum Euclidean distance between code sequences generated by information sequences that differ only by two bits for all with
The inner TCM encoder must also be recursive, i.e., no finiteweight code sequence must be generated by an input sequence of weight one. According to the definition, the computation of requires, in general, testing all possible pairs . However, if the inner TCM encoder is BGU, we can choose one of the two sequences to be the all-zero sequence and compute as for all with (5) where denotes the Euclidean weight. The great simplification involved in passing from (4) to (5) is apparent. Moreover, since the search for good SCTCM codes can also involve maximization of minimum Euclidean distance for pairs of input sequences with Hamming distances larger than , the reduction of the computational burden involved in the search becomes dramatic (see Section VIII-A).
Finally, analytical upper bounds to the ML bit error probability performance for BGU SCTCM codes can be obtained as a straightforward extension of the technique developed in [7] , by using (3) which only involves Hamming and Euclidean weights, not distances.
A. A Search for Good Constituent TCM Encoders for the Construction of SCTCM
In [9] , an SCTCM with spectral efficiency of 2 b/s/Hz was obtained from an outer eight-state, rate-, binary convolutional encoder, a large interleaver, and a two-state TCM inner encoder with spectral efficiency 2.5 b/s/Hz defined on a 2 8-PSK constellation. The construction of the inner TCM encoder was done by "hand," based on heuristic considerations and on a partial search based on the maximization of the effective free Euclidean distance by applying definition (4), which involves Euclidean distances. The best two-state encoder found had (in this section, the 2 8-PSK constellations will have average symbol energy equal to , i.e., unitary radius in two dimensions).
We have repeated this search using BGU framework and definition (5). We have started from the best two-state 2.5-b/s/Hz GU TCM codes over 2 8-PSK constellation of [2] (the same code used in [9] ), and have constructed all possible BGU recursive encoders for this code. For each encoder we have computed (this computation is highly simplified for encoders possessing the BGU properties because definition (5) can be applied, and only Euclidean weights must be computed), and have selected the best one that yielded a , much larger than the one in [9] . This result proves the utility of BGU framework for SCTCM design.
As for the search complexity, for this two-state code with 32 edges leaving each state, we have different minimal encoders. Restricting the search to BGU encoders, we first have to assign the encoder function to the identity state, i.e., look for a BGU labeling of the input group. For this code, we have the 32-element group , that is described in [2] as . We are interested in all possible BGU labelings for this group (or, more precisely, for the 32-element subset of 2 8-PSK generated by ), i.e., all different transitive subgroups of isomorphic to . This can be easily done by considering subgroups of of increasing length and assigning a BGU labeling to them. Only a representative encoder must be retained into the class of "equivalent" labelings, i.e., that differ only for coordinate permutations. The labeling of the second state must be congruent to that of the identity state, and the element labeled by the zero label must have order two, so that all possible BGU encoders can be easily constructed from the BGU labeling of , by verifying the conditions of Theorem 5. Overall, we have found about three hundred distinct BGU recursive encoders for this code; this number could possibly be reduced by introducing "equivalence" conditions.
Within the class of BGU encoders, we have not limited ourselves to maximization, but we have selected the encoder for which the pairs are optimized ( maximized and minimized), from up to . The distances are defined as for all with (6) For the best BGU encoder found, the finite-state machine description would be sufficient for practical hardware implementation. However, for this particular encoder it is also possible to construct the linear binary raterecursive convolutional encoder based on the shift-register structure depicted in Fig. 6 , followed by a natural mapping (see Fig. 1(a) ) of the two binary triplets and onto the 2 8-PSK signals.
Since BGU properties allow great simplification, we have also explored other optimization criteria based on the input-output weight enumerating function properties. The analytical upper bounds to the bit error probability for four SCTCMs of spectral efficiency 2 b/s/Hz, evaluated through an extension of the technique described in [7] and based on (3), are shown in Fig. 7 . All these codes employ as outer code a binary convolutional code of rate , eight-state, and minimum distance , a uniform interleaver [7] with length , or , and as inner encoders four different two-state TCM encoders of spectral efficiency 2.5 b/s/Hz over a 2 8-PSK constellation. Curve A refers to the best BGU encoder found through the search, that sequentially optimizes , for , and described in Fig. 6 ; curve B represents the performance of the code of [9] ; curve C pertains to a BGU encoder that sequentially maximizes , for , without considering the multiplicities; curve D refers to a BGU encoder that maximizes (this is relevant because the outer code has minimum distance ).
IX. CONCLUSION
The input-output encoder relationships between information and code sequences are crucial for some applications. For BGU labelings and encoders, introduced and characterized in this paper, the bit error probability does not depend on the transmitted sequence, a property that can be very useful for analysis and design. This theory has been applied, together with design techniques already developed for turbo code design, to the construction of new serially concatenated trellis codes.
APPENDIX I PROOF OF THEOREM 5
Proof: If is BGU, then Condition 1) holds. We also have and Condition 2) holds. Let be the identity of and the identity edge of . The set is a group because: 1) ; 2) if , then and ; 3) if , and . If is a subgroup, then from group theory . We also have where because is always a normal subgroup of [28] . Finally, from group theory, since is a normal subgroup of , these three conditions are equivalent: is a normal subgroup of , and commute elementwise:
for all and ; .
APPENDIX II PROOF OF THEOREM 6
Proof: The linearity definition holds for two sequences and if and only if it holds for every sequence component If is linear then, by considering any set of sequences that at time start from the identity state and pass through a different edge of , it is easy to prove that . Similarly, by considering any set of sequences that at time pass through a different edge , we easily prove that is a group. Moreover, Finally, for any , we have
Since is always a normal subgroup we have Nevertheless,
It follows that ; as a consequence, , i.e.,
. As mentioned in the proof of Theorem 5, there is an equivalence between direct product, normality of , and commutation of and .
Conversely, if Conditions 1)-4) are satisfied, then and APPENDIX III PROOF OF THEOREM 7 Proof: The average bit error probability over the class of all SCBCM codes is equal to where is the outer code labeling. Since and are fixed, the following notation can be used:
By upper-bounding the exact error probability we have
Owing to the GU property we have (7) We now prove that, because of the BGU property (8) Note that, since is linear and is BGU, for any there always exists a (not unique) such that (9) because However, can be nonlinear, and we do not have a clear information on .
We know, by (9) , that when ranges over all possible permutations, is certainly one of the different code sequences generated by -length label of weight . To prove (8) , then we have proved that and all the symbols generated by sequences of weight appears exactly the correct number of times in . We have By using we obtain Finally, by substituting (8) into (7) we obtain
