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Abstract
The foliation on the space of p-divisible groups are studied by Oort in 2004. In his theory,
special leaves, which are called central stream are important. There is a lot of problems on
the boundaries of central streams. In this paper, we classify the boundary components of
all central streams. This classification will be a key step to determine the generic Newton
polygons of boundary components.
1 Introduction
Oort introduced the notion of minimal p-divisible groups in [10, p. 1023]. Here, p-divisible
groups are often called Barsotti-Tate group. Oort showed in [10, 1.2] that the property: Let X
be a minimal p-divisible groups over an algebraically closed field k of characteristic p, and let
Y be a p-divisible group over k. If X[p] ≃ Y [p], then X ≃ Y , where, X[p] is the p-kernel of
p-multiplication. See Section 2.1 for the definition of minimal p-divisible groups.
Let k be an algebraically closed field of characteristic p. Fix a p-divisible group X0 over k.
Let Def(X0) = Spf(Γ) be the deformation space of X0. The deformation space is the formal
scheme pro-representing the functor Artk → Sets which sends R to the isomorphism classes of
p-divisible groups X over R such that Xk ≃ X0, where Artk is the category of local artinian
rings with residue field k. The given p-divisible group over Def(X) comes from a p-divisible
group X over ∆ = Spec(Γ). In [5, 2.4.4] de Jong proved that the category of p-divisible groups
over Spf(Γ) is equivalent to the category the p-divisible groups over ∆. Let X′ → Spf(Γ) and
we denote by X the p-divisible groups over ∆ obtained from X′ by the above equivalence. He
called this leaf CY (S) the leaf associated to Y in S; see (1) in section 2.1.
For a p-divisible group Y over k, Oort introduced a leaf CY (S) for a p-divisible group Y over
S characterized by s belongs to CY (S) if and only if Ys is isomorphic to Y over an algebraically
closed field containing k(s) and k; see [9, 2.1] for details. We are interested in the case Y = X
and S = ∆. In particular, for the case Y is minimal, he called the leaf the central stream. This
notion is a “central” tool in the theory of foliations.
Let X and Y be p-divisible groups over k. We say X is a specialization of Y if there exists
a family of p-divisible group X → Spec(R) with discrete valuation ring R in characteristic of p
such that X is isomorphic to Y over an algebraically closed field containing L and k, and Xk is
isomorphic to X over an algebraically closed field containing K and k, where L is the field of
fractions of R, and K = R/m is the residue field of R. For a p-divisible group X, we define the
length ℓ(X[p]) of the p-kernel by the length of the element of the Weyl group corresponding to
X[p]. We say a specialization X of Y is generic if ℓ(X[p]) = ℓ(Y [p])− 1 holds.
Let ξ be a Newton polygon. We have the minimal p-divisible group H(ξ); see (2) and (3)
for details. For Newton polygons ξ and ζ, we say that ζ ≺ ξ if each point of ζ is above or on
1
ξ. In particular, we say ζ ≺ ξ is saturated if there exists no Newton polygon η satisfying that
ζ  η  ξ.
In [4], we determine the Newton polygon of each generic specialization of H(ξ), where ξ =
(m1, n1) + (m2, n2) consists of two slopes satisfying that n2/(m2 + n2) < 1/2 < n1/(m1 + n1).
The main result of this paper is a generalization of this result:
Theorem 1.1. Let ξ be an arbitrary Newton polygon. Let X be a generic specialization of
H(ξ). Then there exists a Newton polygon ζ such that ζ ≺ ξ is saturated, and H(ζ) appears as
a specialization of X.
This paper is organized as follows. In section 2, we recall notions of p-divisible groups,
Newton polygons and truncated Dieudonne´ modules. Moreover, we introduce the definition of
arrowed binary sequences which is the main tool to show the main result. In section 3, we
show that the problem of classification of boundary components come down to the case Newton
polygon consists of two segments. In section , we treat central streams corresponding to Newton
polygons consisting of two slopes, and give a criterion of boundary component in Theorem 4.1.
2 Preliminary
2.1 Definitions
In this section we fix a prime number p. Let h be a non-negative integer. Let S be a scheme
in characteristic p. A p-divisible group (Barsotti-Tate group) of height h over S is an inductive
system (Gv , iv)v≥1, where Gv is a finite locally free commutative group scheme over S of order
pvh, and for every v, there exists the exact sequence of commutative group schemes
0 −→ Gv
iv−→ Gv+1
pv
−→ Gv+1,
with canonical inclusion iv. Let X = (Gv , iv) be a p-divisible group over S. Let T be a scheme
over S. Then we have the p-divisible group XT over T , which is defined as (Gv ×S T, iv × id).
For the case T is a closed point s = Spec(k) over S, we call the p-divisible group Xs fiber of X
over s. In [9, 2.1] Oort defined a leaf by
CY (S) = {s ∈ S | Ys is isomorphic to Y over an algebraically closed field}, (1)
and he showed this leaf is a locally closed subscheme of S endowed with the induced reduced
structure.
Fix a perfect field K of characteristic p. Let W (K) denote the ring of Witt-vectors with
coefficients in K. Let σ be the frobenius over K. We denote by the same symbol σ the frobenius
over W (K) if no confusion can occur. A Dieudonne´ module over K is a finite W (K)-module M
equipped with σ-homomorphism F : M → M and σ−1-homomorphism V : M → M satisfying
that F ◦ V and V ◦ F equal the multiplication by p. For each p-divisible group X, we have the
Dieudonne´ module D(X) using the Dieudonne´ functor.
Let {(mi, ni)}i be finite number of pairs of coprime non-negative integers satisfying that if
i < j then λj < λi, where λi = ni/(mi + ni) for each i. For this pairs, a Newton polygon is a
lower convex polygon in R2, which breaks on integral coordinates and consists of slopes λi. We
denote by
ξ =
∑
i
(mi, ni) (2)
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the Newton polygon. For a Newton polygon ξ =
∑
(mi, ni), we define the p-divisible group H(ξ)
by
H(ξ) =
⊕
i
Hmi,ni , (3)
where Hm,n is the p-divisible group over Fp which is of dimension n, and its Serre-dual is of
dimension m. Moreover the Dieudonne´ module D(Hm,n) satisfies that
D(Hm,n) =
m+n⊕
i=1
W (Fp)ei, (4)
with W (Fp) is the ring of Witt-vectors over Fp, and ei is a basis. In this case W (Fp) is equal
to the ring of p-adic integers Zp. For the basis ei, operations F and V satisfy that Fei = ei−m,
Vei = ei−n and ei−(m+n) = pei.
We say a p-divisible group X is minimal if X is isomorphic to H(ξ) over an algebraically
closed field for a Newton polygon ξ. For a p-divisible group X, the p-kernel X[p] is obtained
by the kernel of the multiplication by p. It is known that a truncated Dieudonne´ module of
level one is obtained by the Dieudonne´ module of H(ξ)[p]. In other words, a DM1 appears
as a Dieudonne´ module of a truncated Barsotti-Tate group of level one. We define truncated
Dieodonne´ module of level one by
Definition 2.1. A truncated Dieudonne´ module of level one (abbreviated as DM1) over K of
height h is the triple (N,F,V) consisting of a K-vector space N of height h, a σ-linear map and
a σ−1-linear map from N to itself satisfying that ker F = imV and imF = kerV.
Let ξ =
∑
(mini) be a Newton polygon. We denote by Nξ the DM1 associated to the p-kernel
of H(ξ). Then Nξ is described as
Nξ =
⊕
Nmi,ni , (5)
where Nm,n is the DM1 corresponding to the p-kernel of Hm,n.
In the case k is algebraically closed, we know the following; see Kraft [6], Oort [8] and
Moonen-Wedhorn [7].
Theorem 2.2. There exists a one-to-one correspondence:
{0, 1}h ←→ {DM1 over k of height h}/ ∼= .
By the above we have a map D : {0, 1}h → {DM1 of height h}. We write s(i) for i-th
coordinate of s ∈ {0, 1}h. From this one-to-one, we give a construction of the arrowed binary
sequence from a DM1. Let s ∈ {0, 1}
h. We obtain the DM1 D(s) by the following. Put
N = ke1 ⊕ · · · ⊕ keh. We define maps F and V as follows:
Fei =
{
ej , j = #{x | s(x) = 0, x ≤ i} for s(i) = 0,
0 otherwise.
Let j1, . . . , jm, with j1 < · · · < jm, be natural numbers satisfying s(jx) = 1. Put n = h −m.
Then a map V is defined by
Vei =
{
ejx , x = i− n for i > n,
0 otherwise.
Therefore D(s) is given by D(s) = (N,F,V).
Thus we can identify DM1’s with sequences consisting of 0 and 1. Using this bijection we
will introduce the notion of arrowed binary sequences.
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2.2 Arrowed binary sequences
In this section we introduce the notion of arrowed binary sequences, which is used for construct-
ing specializations of DM1’s.
Definition 2.3. An arrowed binary sequence (we often abbreviate as ABS) S of height h is the
triple (Λ, δ, π) consisting of an ordered symbol set Λ = {t1 < t2 < · · · < th}, a map δ : Λ→ {0, 1}
and a bijection π : Λ→ Λ. For an ABS S, let T (S) denote the ordered symbol set of S. Similarly,
we denote by ∆(S) (resp. Π(S)) the map from T (S) to {0, 1} (resp. from T (S) to itself).
Let s ∈ {0, 1}h. For the DM1 D(s) = (N,F,V), we construct the arrowed binary sequence
(Λ, δ, π) as follows. For an ordered symbol set Λ = {t1, . . . , th}, let δ : Λ → {0, 1} be the map
which sends ti to the i-th coordinate of s. We define a map π : Λ→ Λ by
π(ti) =
{
tj , for Fei = ej if δ(ti) = 0,
tj , for Vej = ei otherwise.
(6)
Note that this map π is bijective, and π is uniquely obtained by s. As an example, for the
DM1 Nm,n corresponding to the p-divisible group Hm,n, we get the ABS S as follows. We see
T (S) = {t1, . . . , tm+n}. The map ∆(S) is defined by ∆(S)(ti) = 1 if i ≤ m, and ∆(S)(ti) = 0
otherwise. The map Π(S) is defined by Π(S)(ti) = ti−m mod (m+n).
Definition 2.4. Let S be an ABS. We define the length ℓ(S) of S by
ℓ(S) = #{(t, t′) ∈ T (S)× T (S) | t < t′ with δ(t) = 0 and δ(t′) = 1}.
Definition 2.5. Let S be an ABS. Put δ = ∆(S) and π = Π(S). Let t ∈ T (S). The binary
expansion b(t) of t is the real number b(t) = 0.b1b2. . . . , where bi = δ(π
−i(t)).
Let S be the ABS associated to a minimal DM1. The elements of T (S) are ordered by binary
expansions determined by Π(S), i.e., for symbols ti and tj of T (S) = {t1, t2, . . . , th}, if i < j,
then b(ti) < b(tj) holds.
Definition 2.6. Let S be an ABS. Let t′ and t′′ be elements of T (S). We define the small
modification π by t′ and t′′ as follows. Let u′ and u′′ be the inverse image of t′ and t′′ by Π(S)
respectively. We define the map π : T (S) → T (S) to be π maps u′ (resp. u′′) to t′′ (resp. t′),
and the others t to Π(S)(t).
Definition 2.7. Let S be an ABS. Let π be the small modification by t′ and t′′. We define the
specialization by t′ and t′′. A specialization S′ of S is an ABS satisfying the following properties:
We define T (S′) to be the set T (S) endowed with the order determined by binary expansions
by π. Set ∆(S′) = ∆(S), and put Π(S′) = π. We say a specialization S′ by t′ and t′′ of S is
good if ℓ(S′) = ℓ(S)− 1 holds.
Definition 2.8. Let S1 and S2 be ABS’s. We define the direct sum S = S1 ⊕ S2 of S1 and
S2 as follows. For the set T (S1) ⊔ T (S2), we define the map δ : T (S1) ⊔ T (S2) → {0, 1} to
be δ|T (Si) = ∆(Si) for i = 1, 2. Let π be the map from T (S1) ⊔ T (S2) to itself satisfying
that π|T (Si) = Π(Si) for i = 1, 2. Let T (S) be the set T (S1) ⊔ T (S2) equipped with the order
determined by binary expansions by δ and π. Put ∆(S) = δ and ∆(S) = π.
Notation 2.9. Let Nξ be the minimal DM1 of a Newton polygon ξ =
∑z
i=1(mi, ni). Put
λi = ni/(mi + ni). Let S be the ABS associated to Nξ. Then S is described as S =
⊕z
i=1 Si,
where Si is the ABS associated to the DM1 Nmi,ni . If an element t of T (S) belongs to T (Sr),
then we denote by tr or τ r this element t with τ = ∆(S)(t). If we want to say that the element
tr is the i-th element of T (Sr), we write t
r
i for the element t
r. Furthermore, we often write τ ri
for the element tri of T (S) with τ = ∆(S)(t
r
i ).
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Using this notation, we give a way to construct a specialization of the ABS corresponding
to a minimal DM1. The following lemma is useful.
Lemma 2.10. Let Nξ be the minimal DM1 of ξ = (m1, n1)+ (m2, n2) with λ2 < 1/2 < λ1. For
the above notation, the sequence S associated to Nξ is obtained by the following:
111 · · · 1
1
m1︸ ︷︷ ︸
m1
01m1+1 · · · 0
1
n1︸ ︷︷ ︸
n1−m1
121 · · · 1
2
n2︸ ︷︷ ︸
n2
01n1+1 · · · 0
1
h1︸ ︷︷ ︸
m1
12n2+1 · · · 1
2
m2︸ ︷︷ ︸
m2−n2
02m2+1 · · · 0
2
h2︸ ︷︷ ︸
n2
.
Proof. See [1], Proposition 4.20.
In Construction 2.11 and Construction 3.4, we introduce a method to construct specializa-
tions S′ of S. This method is useful for classify the specializations satisfying that ℓ(S′) = ℓ(S)−1.
Construction 2.11. Let S be the ABS of a minimal DM1 Nξ with ξ =
∑z
i=1(mi, ni). We write
δ for ∆(S). Let tri and t
q
j be elements of T (S) satisfying that δ(t
r
i ) = 0 and δ(t
q
j) = 1 with r < q.
Let π be the small modification by tri and t
q
j . Put αn = π
n(tri ) for non-negative integers n. We
define the ABS S(0) to be
T (S(0)) = {t11 < · · · < t
r
i−1 < t
q
j < t
r
i+1 < · · · < t
q
j−1 < t
r
i < t
q
j+1 < · · · < t
z
hz
},
with hz = |T (Sz)|, ∆(S
(0)) = δ and Π(S(0)) = π. We define a set A0 to be
A0 = {t ∈ T (S
(0)) | t < α0 and α1 < π(t) in T (S
(0)), with δ(t) = 0}
endowed with the order induced from T (S(0)). We construct an ABS S(n) and a set An by
ABS’s S(0), . . . , S(n−1) and sets A0, . . . , An−1 inductively. We define an ABS S
(n) to be the
triple (Λ, δ, π), where Λ is the set consisting of elements of T (S) endowed with the order
(1) π(tmax) < αn, and there is no element t satisfying π(tmax) < t < αn, where tmax is the
maximum element of An−1;
(2) the others are ordered by the same way as T (S(n−1)).
Moreover, we define the set An by
An = {t ∈ T (S
(n))− T (Sq) | t < αn and αn+1 < π(t) in T (S
(n)) with δ(t) = δ(αn)}
endowed with the order induced from S(n). Thus we construct ABS’s S(n) and sets An for
non-negative integers n.
3 Proof
In this section, we will prove Theorem 1.1 to give a criterion of boundary components for
arbitrary DM1’s.
We use the notation of Notation 2.9. Furthermore, we fix the following notation. Let S
be the ABS associated to Nξ. Let π be the small modification by t
r
i and t
q
j satisfying that
δ(tri ) = 0 and δ(t
q
j) = 1 with r < q. Then we obtain arrowed binary sequences S
(0), S(1), . . . and
sets A0, A1, . . . by Construction 2.11. Let δ and π denote ∆(S
(n)) and Π(S(n)) respectively for
non-negative integers n. We set αn = π
n(tri ) and βn = π
n(tqj) for non-negative integers n.
Proposition 3.1. Let n be a natural number. The set An is given by
An = {π(t) | t ∈ An−1, π(t) 6∈ T (Sq) and δ(π(t)) = δ(αn)}.
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Proof. First, fix an element t of An−1. Let us show that if π(t) satisfies t 6∈ T (Sq) and δ(t) =
δ(αn), then π(t) belongs to An. We have αn+1 < π(π(t)) in T (S
(n−1)) and T (S(n)). Furthermore,
by construction, π(t) < αn holds in S
(n). Hence π(t) belongs to An. Conversely, let π(t) be
an element of An. Note that for an element t
′ of T (S(n−1)), if t′ < αn and δ(t
′) = δ(αn), then
π(t′) < αn+1. It suffices to show that t belongs to An−1. In T (S
(n−1)) and T (S(n)), we have
t < αn−1. Moreover, by construction, in T (S
(n−1)), we have αn < π(t). Hence we see that t
belongs to An−1.
Proposition 3.2. Every set An does not contain elements αm with m ≤ n.
Proof. Note that for all non-negative integers n, sets An do not contain the inverse image of
α0, which is an the element of T (Sq). Let us show the assertion by induction on n. The case
of n = 0 is obvious. For a natural number n, suppose that An contains αm for a non-negative
integer m with m ≤ n. By Proposition 3.1, then An−1 contains αm−1. It contradict with the
hypothesis of induction.
Proposition 3.3. If there exists no non-negative integer a such that Aa = ∅, then the special-
ization S′ is not good.
Proof. Let a′ be the minimum number satisfying αa′ = β0. We define the set B−1 by
B−1 = {t ∈ T (S
(a′−1)) | β0 < t and π(t) < β1, with δ(t) = 1}.
If the set Aa′ is not empty, then elements t of Aa′ satisfy that t
′ < t for all elements t′ of B−1.
By construction, the set {t ∈ T (S(a
′)) | β0 < t and π(t) < β1, with δ(t) = 1} is empty. If there
exists no non-negative integer a such that Aa is empty, then we have a non-negative integer m
satisfying that |Am| = |Am+1| = · · · . The elements of T (S
(m)) are ordered by binary expansions
determined by π. Put Am = {u1, u2, . . . , un}. Consider the subset {u1, . . . , un, un+1} of T (S
(m)),
with un+1 = αm. We define the map π
′ on T (S(m)) to be π′ maps ux to π(ux−1) if x > 1 and u1
to π(un+1), and the others t to π(t). Thus we obtain S
′ by S′ = (T (S(m)), δ, π′). We see that
ℓ(S(m)) = ℓ(S′).
Here, let us compare lengths of S and S′. Put
B′0 = {t ∈ T (S
(0)) | β0 < t and π(t) < β1 in T (S
(0)) with δ(t) = 1}.
We have ℓ(S) − ℓ(S(0)) = |A0| + |B
′
0| + 1. Since ℓ(S
(m)) − ℓ(S(0)) ≤ |A0| − |Am|, we see
ℓ(S′) < ℓ(S)− 1.
By Proposition 3.3, we may assume that there exists a non-negative integer a such that Aa
is an empty set to classify good specializations of arrowed binary sequences.
Construction 3.4. Let S be the ABS of a minimal DM1 Nξ with ξ =
∑z
i=1(mi, ni). We write
δ for ∆(S). Let tri and t
q
j be elements of T (S) satisfying that δ(t
r
i ) = 0 and δ(t
q
j) = 1 with r < q.
Let π be the small modification by tri and t
q
j . Put βn = π
n(tqj) for non-negative integers n. For
the minimum non-negative integer a such that Aa is empty, we define a set B0 by
B0 = {t ∈ T (S
(a)) | β0 < t and π(t) < β1 in T (S
(a)) with δ(t) = 1}
endowed with the order induced from T (S(a)). For ABS’s S(a), S(a+1), . . . , S(a+n−1) and sets
B0, B1, . . . , Bn−1, we define an ABS S
(a+n) to be the triple (Λ, δ, π), where Λ consists of elements
of T (S) equipped with the order
(1) βn < π(tmin), and there exists no element t such that βn < t < π(tmin), where tmin is the
minimum element of Bn−1;
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(2) the others are ordered by the same way as T (S(a+n−1)).
We define the set Bn as
Bn = {t ∈ T (S
(a+n)) | βn < t and π(t) < βn+1 in T (S
(a+n)) with δ(t) = δ(βn)}.
Thus we obtain ABS’s S(a+n) and sets Bn for non-negative integers n.
We will show that to classify specializations S′ satisfying that ℓ(S′) = ℓ(S) − 1, it suffices
to consider the case there exists a non-negative integer b such that Bb = ∅. Let us see some
properties of sets Bn.
Proposition 3.5. Let n be a natural number. The set Bn is obtained by
Bn = {π(t) | t ∈ Bn−1 and δ(π(t)) = δ(βn)}.
Proof. A proof is given by the same way as Proposition 3.1.
Proposition 3.6. If there exists no non-negative integer b such that Bb = ∅, then the special-
ization is not good.
Proof. In this hypothesis, there exists a non-negative integer m such that |Bm| = |Bm+1| = · · · .
For this m, we set Bm = {u1, . . . , un}, and consider the subset {u0, u1, . . . , un} of T (S
(a+m)),
where u0 = βm. Let π
′ be the map on T (S(a+m)) which maps ux to π(ux+1) if x < n, and un to
π(u0), and the others t to π(t). Thus we obtain the specialization S
′ = (T (S(a+m)), δ, π′).
Let us compare lengths of S and S′. We have ℓ(S) − ℓ(S(a)) ≥ |B0| + 1. Since ℓ(S
(a+m))−
ℓ(S(a)) = |B0| − |Bm| with |Bm| > 0, we have
ℓ(S′) < ℓ(S)− 1− |Bm|.
Thus we see that ℓ(S′) < ℓ(S)− 1.
For the above b and the ABS S(a+b), if elements t and t′ of T (S(a+b)) satisfy that t < t′
and δ(t) = δ(t′), then π(t) < π(t′) holds. By Proposition 3.3 and Proposition 3.6, to classify
specializations S′ satisfying that ℓ(S′) = ℓ(S)−1, we may assume that there exists non-negative
integers a and b such that Aa and Bb are empty, and we have then S
′ = S(a+b). We call this
ABS S(a+b) the full modification by tri and t
q
j .
Here, we introduce some properties of Newton polygons. These properties are useful for
investigating the construction of the ABS’s of minimal DM1’s. Let ξ =
∑z
i=1(mi, ni) be a
Newton polygon. We define the Newton polygon f(ξ) by
f(ξ) =
z∑
i=1
(nz−i+1,mz−i+1).
We call this f(ξ) the dual of ξ. If ξ satisfies mi < ni for all i, we define the Newton polygon
g(ξ) by
g(ξ) =
z∑
i=1
(mi, ni −mi),
and we call this g(ξ) the curtailment of ξ. For the Newton polygon ξ, we denote by g−1(ξ) the
Newton polygon
∑z
i=1(mi, hi) with hi = mi + ni.
Lemma 3.7. Let ξ =
∑z
x=1(mx, nx) be a Newton polygon. By repeating to construct the dual
and curtailment, we obtain the Newton polygon ξ′ =
∑z
x=1(cx, dx) such that µz < 1/2 < µ1,
where µx = dx/(cx + dx).
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Proof. We may assume that mx < nx for all x by the duality. First, we treat the case z =
2. Let qx and rx be the non-negative integers such that nx = qxmx + rx with rx < mx.
Put λx = nx/(mx + nx). As λ2 < λ1, we have q2 ≤ q1. In fact, λ2 < λ1 implies that
m1m2(q2 − q1) < m2r1 −m1r2. Suppose q1 < q2. Then m1m2 < m2r1 −m1r2 holds. It induces
that m2(r1 −m1) > m1r2, and we get m1 < 0 or r2 < 0. It is a contradiction.
Let us construct the Newton polygon ξ′. If q2 < q1, then constructing curtailments, we
obtain the desired Newton polygon ξ′ by ξ′ = (m1, n1 − q2m1) + (m2, r2). Assume q1 = q2.
Constructing curtailments, we obtain the Newton polygon (m1, r1) + (m2, r2). Take the dual
(r2,m2) + (r1,m1), and we can repeat constructing curtailments. We may assume r1 = 1 or
r2 = 1 since gcd(mx, nx) = 1. We divide the proof into the three cases:
(1) ξ = (1, n1) + (1, n2);
(2) ξ = (m1, n1) + (1, n2);
(3) ξ = (1, n1) + (m2, n2).
In the case (1), if n1 > n2 +1, then we obtain ξ
′ = (1, n2 − n1) + (1, 0). If n2 = n1+1, then
by the Newton polygon (1, 1) + (1, 0) obtained by curtailments, we take the dual, and we get
ξ′ = (0, 1) + (1, 0).
In the case (2), we have q2 = n2. if q1 = q2, then by the Newton polygon (m1, r1) + (1, 0)
obtained by curtailments, constructing the dual and curtailments we get ξ′ = (0, 1) + (r1, r),
where r is the reminder obtained by dividing m1 by r1.
In the case (3), if q1 = q2 = n1, then we have n2 = n1m2 + r2. On the other hand, it follows
that n1m2 − n2 > 0 by the condition of the Newton polygon ξ. It implies r2 < 0, and we have
a contradiction. If q1 > q2 + 1, then we get ξ
′ = (1, n1 − q2) + (m2, r2). If q1 = q2 + 1, then by
curtailments and the dual we have the Newton polygon (r2,m2) + (1, 1). By the case (1) and
(2), we can get the desired Newton polygon ξ′ of this Newton polygon.
Finally, for the case z > 2, we consider the Newton polygon η′ = (c1, d1) + (cz , dz) of
η = (m1, n1) + (mz, nz), which is obtained by constructing duals and curtailments satisfying
dz/(cz + dz) < 1/2 < d1/(c1 + d1). Apply to ξ the same operation with the operation f and g
to obtain η′ from η, and we get the desired ξ′ =
∑z
x=1(cx, dx).
Lemma 3.8. Let S be the ABS of the minimal DM1 Nξ with ξ =
∑z
i=1(mi, ni). For natural
numbers r and q with r < q, we have
(i) 1r1 < 1
q
1,
(ii) 0rhr < 0
q
hq
,
(iii) 0rmr+1 < 0
q
mq+1
in the set T (S), where hi = mi + ni.
Proof. If (i) holds, then (iii) immediately holds since 0rmr+1 and 0
q
mq+1
are the inverse image of
1r1 and 1
q
1 respectively. Moreover, considering the dual f(ξ) of ξ, if (i) is true, then (ii) holds.
To show the lemma, it suffices to deal with the case z = 2. For a Newton polygon ξ, let
P(ξ) denote the proposition: The ABS associated to the minimal DM1 Nξ satisfies (i). By
Proposition 2.10, if ξ satisfies that λ2 < 1/2 < λ1, then P(ξ) is true. To show that P(ξ) is true
for arbitrary Newton polygons ξ, we claim
(A) If P(ξ) holds, then P(f(ξ)) also holds;
(B) If P(ξ) holds, then P(g−1(ξ)) also holds.
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The claim (A) is obvious by the duality. Moreover, By the construction of Nξ and Ng−1(ξ), we
see that (B) holds. The assertion of the lemma follows from (A), (B) and Lemma 3.7.
In the following Propositions, we use symbols of Notation 2.9.
Proposition 3.9. Let S be the ABS associated to Nξ with ξ =
∑z
i=1(mi, ni). Let 0
r and 1q
be elements of T (S) with r+1 < q. If 0r < 1q holds in T (S), then there exists an element tx of
T (S) such that r < x < q and 0r < tx < 1q.
Proof. For a Newton polygon ξ, we write Q(ξ) for the proposition: For elements 0r and 1q of
the ABS associated to Nξ satisfying that 0
r < 1q and r+ 1 < q, there exists an element tx such
that r < x < q and 0r < tx < 1q. It suffices to treat the case z = 3, r = 1 and q = 3. If λ1 = λ2
(resp. λ2 = λ3) holds, then we immediately have the desired term t
x since for elements 01i < 1
3
j ,
the element 02i (resp. 1
2
j ) satisfies 0
1
i < 0
2
i < 1
3
j (resp. 0
1
i < 1
2
j < 1
3
j ). After this, we assume that
the slopes are different from each other.
Now we treat Newton polygons satisfying one of the following:
(i) λ3 < 1/2 ≤ λ2 < λ1,
(ii) λ3 < λ2 ≤ 1/2 < λ1.
By the duality, if Q(ξ) is true for all ξ satisfying (i), then Q(ξ) holds for all ξ satisfying (ii).
Suppose that ξ satisfies (i). Put hx = mx + nx for all x. By Lemma 2.10, in the ABS of
N(m1,n1)+(m3,n3), there exists no element t of the ABS satisfying that 0
1
n1
< t < 131 or 0
1
h1
< t <
13n3+1. Hence it is enough to show that there exists an element t
2
x and t
2
y such that 0
1
n1
< t2x < 1
3
1
and 01h1 < t
2
y < 1
3
n3+1
. If λ2 > 1/2, then these elements are obtained by 0
2
n2
and 02h2 respectively.
In fact, by Lemma 3.8 (ii), we have 01h1 < 0
2
h2
and 01n1 < 0
2
n2
. Moreover, by the construction
of the ABS corresponding to the DM1 N(m2,n2)+(m3,n3) we have 0
2
h2
< 13n3+1 and 0
2
n2
< 131. If
λ2 = 1/2, then we can show that the desired elements t
2
x and t
2
y are obtained by 1
2
1 and 0
2
2.
To treat the remaining case, we claim that
(A) If Q(ξ) holds, then Q(f(ξ)) also holds;
(B) If Q(ξ) holds, then Q(g−1(ξ)) also holds.
If the claim (A) and (B) are true, then by Lemma 3.7, the proposition arrives at the case (i) or
(ii), and we complete the proof. The claim (A) is obvious. Let us show (B). Put ξ′ = g−1(ξ),
and let S (resp. R) denote the ABS associated to Nξ (resp. Nξ′). We can regard T (S) as a
subset of T (R). Let U (resp. V ) be the subset of T (S)× T (S) (resp. T (R)× T (R)) consisting
of the pair (01, 13) of elements of T (S) (resp. T (R)) satisfying 01 < 13. By construction of S
and R, we have U = V , whence clearly (B) holds.
Proposition 3.10. For the small modification of 0r and 1q, if there exists a non-negative integer
n such that one of the cases:
(i) the set A0 contains an element 0
x with r < x,
(ii) the set B0 contains an element 1
x with x < q,
then the specialization is not good.
Proof. For the elements 0r and 1q of the assertion, set αn = π
n(0r) and βn = π
n(1q). Proposi-
tion 3.3 and Proposition 3.6 imply that we may assume that there exists the full modification
S(a+b) by 0r and 1q. Put
B′0 = {t ∈ T (S
(0)) | β0 < t and π(t) < β1 with δ(t) = 1}.
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For this set, ℓ(S)−ℓ(S(0)) = |A0|+ |B
′
0|+1 holds. In general, we have ℓ(S
(n+1))−ℓ(S(n)) ≤ d(n),
where
d(n) =
{
|An| − |An+1| if n < a,
|Bn| − |Bn+1| if a ≤ n.
Clearly ℓ(S′) − ℓ(S(0)) ≤ |A0| + |B0| holds. First, we show that ℓ(S
′) − ℓ(S(0)) ≤ |A0| + |B
′
0|
holds. Let I be the subset of B0 consisting of elements which are of the form αm. We have then
|B0| ≤ |B
′
0| + |I|. Let m be a non-negative integer such that Am contains the inverse image
of β0. Since δ(αm+1) = δ(β0) = 1, we have ℓ(S
(m+1)) − ℓ(S(m)) = d(m) − 1. Moreover, αm+1
belongs to I. Hence we see ℓ(S(a))− ℓ(S(0)) ≤ |A0| − |I| and the desired inequality.
Let us see that in the case (i) the specialization is not good. Let m be the minimum number
such that the set Am contains no element t
x with r < x. Fix an element tx of Am−1. Put
t = π(tx). If δ(t) = 0 and δ(αm) = 1 is true, then there exists an element 1
x satisfying
αm < 1
x < t in T (S). In fact, if t′ < αm holds in T (S) for all t
′ ∈ T (Sx) with δ(t
′) = 1, then
we have 1xmx < 1
r
mr
with r < x. It contradict with Lemma 3.8. Thus we see that the set Am
contains the element 1x, and it is a contradiction. Hence we have δ(t) = 1 and δ(αm) = 0, and
it implies that ℓ(S(m))− ℓ(S(m−1)) < d(m).
Similarly, if B0 contains an element t
x with x < q, then there exists a non-negative integer
m such that ℓ(S(m)) − ℓ(S(m−1)) < d(m). In fact, for the minimum number m such that Bm
contains no element tx with x < q, fix an element tx of Bm−1. Then for t = π(t
x), we have
δ(t) = 0 and δ(βm) = 1 since if δ(t) = 1 and δ(βm) = 0 is true, then there exists an element
0x of T (S) satisfying that t < 0x < βm. It implies that Bm contains an element 0
x, and it is a
contradiction.
By the above, in the case (i) and (ii), we have ℓ(S′) − ℓ(S(0)) < |A0| + |B
′
0|, and it follows
that ℓ(S′) < ℓ(S)− 1.
Corollary 3.11. If r + 1 < q, then the specialization is not good.
Proof. For a small modification of 0r and 1q, by Proposition 3.9, there exists an element tx of
T (S) such that 0r < tx < 1q and r < x < q. If δ(tx) = 0, then the element tx belongs to A0,
and the desired claim follows from Proposition 3.10. Let us see the case δ(tx) = 1. If the set
B0 contains t
x, then by Proposition 3.10 we complete the proof. If B0 does not contain t
x, then
we have a ≥ a′ with a′ is the minimum number satisfying that αa′ = β0. Then |B0| < |B
′
0|+ |I|
holds, and we see ℓ(S′) < ℓ(S)− 1.
Let ξ =
∑z
i=1(mi, ni) be a Newton polygon. Let S be the ABS of the DM1 Nξ. Recall
that the ABS S is described as S =
⊕z
i=1 Si for ABS’s Si corresponding to the DM1 Nmi,ni .
We say a full modification S′ is good if ℓ(S′) = ℓ(S) − 1. By the above propositions, all good
specializations are given by full modifications. The following proposition implies that to classify
specializations S′ satisfying that ℓ(S′) = ℓ(S) − 1, it suffices to deal with the case the Newton
polygon consists of two slopes.
Proposition 3.12. Let r be a natural number with r < z. The full modification by 0r and
1r+1 is good if and only if the full modification of Sr ⊕ Sr+1 by 0
r and 1r+1 is good.
Proof. If the set A0 contains an element 0
x with x 6= r, then x < r holds. In fact, if r < x is
true, then since 0x < β0 with β0 ∈ T (Sr+1), we have r + 1 < x and 1
x
1 < 1
r+1
1 . It contradict
with Lemma 3.8. Similarly, if 1y with y 6= r + 1 belongs to the set B0, we have then r + 1 < y.
Let m be the minimum number such that αm = 1
r
mr
. We claim that the set Am contains no
element tx with x 6= r. Suppose that the set Am−1 contains an element t
x. Since 1xmx < 1
r
mr
, we
see δ(π(tx)) = 0, and π(tx) does not belong to Am.
10
Fix an element 0x of A0, and let n be the maximum number satisfying that An contains
πn(0x). Put t = πn(0x). If δ(αn+1) = 0 and δ(π(t)) = 1, we have then 1
r
1 < 1
x
1 with x < r. It is
a contradiction. Thus we see δ(αn+1) = 1 and δ(π(t)) = 0.
Put R = Sr ⊕ Sr+1. Let C0, C1, . . . be sets obtained by Construction 2.11 for the small
modification by 0r and 1r+1, and let D0,D1, . . . be sets obtained by Construction 3.4. We
have ABS’s R(0), R(1), . . . by these construction. Let E (resp. F ) denote the subset of A0
(resp. B0) consisting of elements 0
x (resp, 1y) with x 6= r (resp. y 6= r + 1). Then we have
ℓ(S)− ℓ(S(0)) = ℓ(R)− ℓ(R(0)) + |E| + |F |. Moreover, by the above, we have ℓ(S′)− ℓ(S(0)) =
ℓ(R′)− ℓ(R(0)) + |E|+ |F |. This completes the proof.
4 The case of Newton polygons of two slopes
In Section 3, we have seen that it suffices to deal with Newton polygons consisting of two
segments to classify boundary components of central streams. In this section, we give a criterion
of boundary components of central streams using arrowed binary sequences.
We use notation of Section 2 and Section 3. Let ξ = (m1, n1)+(m2, n2) be a Newton polygon
consisting of two segments. Let Nξ be the minimal DM1, and let S be the ABS associated to
Nξ. The main result of this section is
Theorem 4.1. An specialization obtained by 01i and 1
2
j is good if and only if sets An and Bn
do not contain the inverse images of 12j and 0
1
i respectively for all non-negative integers n.
Proof. First, we suppose that for all non-negative integer n the sets An and Bn do not contains
the inverse images of 12j and 0
1
i respectively. In this hypothesis, we have ∆ℓ(n) = d(n) for all
n, and the non-negative integer a and b are obtained by the natural number m and n satisfying
that πm(01i ) = 1
1
m1
and πn(12j ) = 0
2
m2+1 respectively. Hence we have
∑
n∆ℓ(n) = |A0| + |B0|
and ℓ(S)− ℓ(S(0)) = |A0|+ |B0|+ 1. It induces that ℓ(S
′) = ℓ(S)− 1.
Next, we assume that for a non-negative integer n the set An contains the inverse image of
12j . For this non-negative integer n, if δ(αn) = 1, then αn belongs to I. Proposition 3.10 induces
the desired claim. After this, we assume I = ∅. If δ(αn) = 0, then we have ∆ℓ(n) < 0 and
ℓ(S(a))− ℓ(S(0)) < |A0|.
Next, let us see the case that the set Bn contains the inverse image of 0
1
i for a non-negative
integer n. If δ(βn) = 1, then we have ∆ℓ(a + n) < 0 and ℓ(S
′) − ℓ(S(a)) < |B0|. Moreover, if
δ(βn) = 0, then the set Bn+1 contains 0
1
i . By Proposition 3.10, we have the desired claim.
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