Abstract-
I. INTRODUCTION HE discrete cosine transform (DCT) [l] is used in most
T of the international standards for image compression and for several signal processing tasks. The signal is generally segmented in blocks of M samples, and each block is transformed and processed in the DCT domain. This segmentation process sometimes leads to discontinuities across the block boundaries after the processed signal is inverse transformed [l] . The lapped orthogonal transform (LOT) [2]-[4] was developed as a competitive alternative because of its extended basis functions, which overlap across traditional block boundaries, thus eliminating the blocking effect. One of the reasons for the growing popularity of the LOT is the fact that it possesses a fast implementation algorithm and good performance. In addition, its algorithm is based on the DCT, which is highly popular in image coding and for which a large number of fast algorithms, VLSI chips, and computer programs have been developed [l] .
It is well known that the DCT and the LOT are particular choices of finite impulse response (FIR) linear-phase paraunitary filter banks (LPPUFB's) [5] , [ 101. Linear-phase filter banks have been studied extensively, and several design approaches can be found in the literature [5]- [9] . However, fast implementation algorithms were usually ignored. Very recently, a minimal structure to implement all LPPUFB's (where the filters' lengths are the same) was developed in an example, for M = 8, the implementation algorithm for the LOT is shown in Fig. l(b) . In Fig. l(b) , we can see that the LOT is implemented by postprocessing the output of the DCT. Therefore, it is clear that the block segmentation for the DCT alone and for the DCT stage of the LOT are separated by a delay of M / 2 samples. The resulting transform matrix for the LOT, assuming blocks of M samples, is nonsquare and is given by where De is the M / 2 x M matrix with the even-symmetric basis functions of the DCT, and Do is the matrix with the odd-symmetric ones. U1 and VI are M / 2 x M / 2 orthogonal matrices. The design suggested for the LOT [2] , [lo] uses U1 = I n f p and approximates VI by MI2 -1 plane rotations [21, [lo] .
It is well-known [ lo] that the LOT is an M-channel uniform FIR filter bank, where the filters have length L = ZM, and their coefficients are formed by the coefficients of the basis functions. Hence, as the basis functions are symmetric, the LOT can be regarded as a linear-phase filter bank. It is also easy to show that the corresponding filter bank is also paraunitary so that the LOT is a particular LPPUEB [lo] .
B. Linear-Phase Puraunituary Filter Bunk
Consider the uniform maximally decimated M-channel FIR filter bank described in Fig. 2 , for which we impose some restrictions. First, we assume that M , which is the number of channels, is even and that the filters have linear phase. Second, we assume the filters have length L, which is an integer multiple of M as L = N M . Third, the filter bank is assumed to be paraunitary. Hence [51, [lo] , we have g,(n) = f, (L-1-n Fig. 3 . In this figure, in the analysis section, the input is segmented into blocks of M samples and processed by a PTM E(z). In the synthesis section, for perfect reconstruction (PR) causal systems using uniform FIR paraunitary filter banks, the subbands are processed by the PTM E(z) = x -(~-' ) E * ( x -~) .
The blocks are put back into serial form, reconstructing the signal sequence. The devices to segment the signal into blocks and its counterpart to reconstruct the signal, in Fig. 3 , are called blocking and unblocking devices, respectively.
Under the assumptions on L , M , and on the filters symmetry, we know that [ll] , [12] E(x) for the LPPUFB of degree N -1 can be decomposed as a product of orthogonal factors and delays as (4) where (5) where SO and S1 can be any MI2 x M / 2 orthogonal matrices, and T, are M x M orthogonal matrices described as PM Fig. 3 . Filter bank as a transfer matrix applied to the polyphase components of the signal. The matrix E(%) is called a polyphase transfer matrix and, for paraunitary filter banks, it is a paraunitary Fatrix, i.e., its inverse is ET(zP1).
For a PR causal system, we must choose E(z) = ~-(~-' ) E~( z -l ) . We will abbreviate the notation for (4) as Let where U, and V, can be any M / 2 x M / 2 orthogonal matrices.
The implementation flowgraph of the LPPUFB is shown in Fig. 4 . Note that T; can be expressed as 1111, 1121
for Ai = (U; + Vi)/2 and Bi = (U; -V;)/2. Then, it is easy to see that SQTN-~ can be simplified to As U N -~ and SO are generic orthogonal matrices, and the product SOUN-1 is also a generic orthogonal matrix, we can discard the term So without any loss of generality. The same is valid for S1 with regard to V N -~. Therefore, we get SQTN-~ = @N-IW, and (9) reduces to
or to where EO = @oWQ is a general M x M orthogonal matrix with symmetric basis functions, i.e., the PTM of order 0 of a LPPUFB. Since an order-n FTM leads to filters of length 
C. Altemative Forms
As a remark, if we let VOL. 44, NO. 3, MARCH 1996 Implementation of a constrained 4 x 4 orthogonal matrix using only 
D. Transfonn Matrix
It is useful to consider the lapped transform matrix P associated with the LPPUFB [IO] . This matrix has size M x L and elements p,, given by then T, can also be expressed as Hence, we can say that
where W, can be either W or W R , such that T; is as in (11) will obtain a PTM EL(z), which is related to the original one by EL(z) = fZE,(x). Therefore, EL(z) also corresponds to a LPPUFB, although the sign of some of the filters is inverted. Odd-symmetric filters are not affected because the sign change is equivalent to time-reversion of the coefficients. For evensymmetric filters, the sign change can be compensated by inverting the signs of the elements of the last matrix Q, because the odd-symmetric flters are not significantly affected by the overall sign change. As a conclusion, the stage K,(z) can be expressed as where W1 and Wz can be either W or W R , independently.
for 0 5 i 5 M -1 and 0 5 j 5 L -1. In this way, the filters can be found from P and vice versa. For LPPUFB's, P can be found from the following recursion:
E. The GenLOT
The GenLOT is defined as a LPPUFB obeying (17), where E0 is chosen to be the DCT matrix [l], which we denote as D. The output of the DCT is then separated into the groups of even and odd coefficients. The GenLOT with N -1 stages after the DCT has basis functions (filters) with length L = N M and has its PTM defined as
( 27) The implementation flowgraphs for the analysis and synthesis sections are shown in Fig. 5 . In this figure, each branch carries MI2 samples, and one analysis stage is shown in detail in Fig. 6 for M = 8.
The class of GenLOT's, defined in this way, allow us to view the DCT and LOT as special cases, respectively, for N = 1 and N = 2. The degrees of freedom reside on the matrices U, and V,, which are only restricted to be real M / 2 x M / 2 orthogonal matrices. Thus, each one can be parameterized into a set of M ( M -2)/8 plane rotations. Each plane rotation represents one degree of freedom in the design For M = 8, a matrix with only three plane rotations is shown in Fig. 8 . Using only matrices parameterized in this form, the total number of degrees of freedom is reduced to ( N -1)(M -2), which is a reduction of a factor of M/4.
Each matrix can be implemented with 3M -6 flops compared with (A4 -1)A4/2 flops in direct matrix multiplication.
IMPLEMENTATION OVER FINITE-LENGTH SIGNALS
The input signal is processed as described in Fig. 5 . The mth output block has the lcth coefficent as a sample of the In addition, internal states (corresponding to the delays) left from the previous iteration are used in the process, and they are actually responsib'le for differentiating a lapped transform from a block transform. The time reference in this docked system is the index of the block of M samples in the input signal. For a signal with very large (or infinite) number of samples, such as speech and audio, the delay to process a block is generally unimportant, and the signal after synthesis can be reconstructed with a delay of approximately N blocks, compared with the original signal before analysis.
Consider a finite-length signal z(n) of N, samples so that N, = N B M , i.e., NB is the number of blocks in the signal and is an integer. As the transform overlaps across the block boundaries, we expect to use more than Nz samples to calculate the NB transform-domain blocks. Hence, the extra samples are located outsided the signal support region and have to be guessed. The choice for these samples may ensure that no abrupt change occurs across the image boundaries. In addition, the initial internal states will affect the analysis or synthesis processes. One of the first solutions to this problem (assuming M-channel filter banks) was used by Malvar [4] when developing the algorithm for the LOT [2] , [4] , [lo] and is tailored for the LOT only. However, several authors studied the problem of processing images with linear-phase filter banks, avoiding the use of periodic convolution
We need an algorithm independent of the initial states and we will show how to perform analysis and synthesis, independent of the initial internal states, and assuming the signal is continuous across the signal borders using a symmetric extension of the boundary samples inside the support region of the signal. Furthermore, perfect reconstruction of the signal can be achieved (assuming no processing/quantization of the subbands) using only NE samples in each subband. The approach used here is a consequence of the results presented in [14] . As the main difference between a general LPPUFB and a GenLOT is in the design and on the choice of the first stage as the DCT, the results of this section apply to any M-channel ( M even) uniform FIR LPPUFB by replacing the DCT matrix by Eo. [ 
14]-[ 191.

A. Analysis
Let x(O), . . . , x(N, -1) be the samples in the input signal.
Extend the signal through a mirror-image reflection applied to the last X = ( L -M ) / 2 samples on each border, resulting in
Process this signal, which corresponds to NB + N -1 blocks.
Discard the first N -1 output blocks, obtaining NB transformdomain blocks corresponding to NE samples of each subband. The internal states in Fig. 5 can be initialized in any way.
B. Synthesis
The general strategy to achieve PR without great increase in complexity or change in the implementation algorithm is to extend the samples in the subbands, generating more blocks to be inverse transformed, in such a way that after synthesis, assuming no processing of the subband signals, the signal recovered is identical to the original at the borders. The extension of the kth subband signal depends on the symmetry of the kth filter. block, include the first M / 2 samples in the reconstructed signal, and discard the rest. This approach will assure the PR property and orthogonality of the analysis and synthesis processes [20] . The price paid is to run the algorithm over extra N or N -1 blocks. As it is common to have NB >> N , the computational increase is only marginal.
IV. DESIGN
The LOT can be obtained from the DCT by direct determination of cP1 [lo] . In this case, U1 and VI are determined in a general form, without obeying any particular structure.
Optimization, in this case, i s carried solely to determine an approximation to the matrices U1 and V1 found through the techniques described in [lo] . For the LOT, U 1 is approximated to IM12, and V1 is approximated by a cascade of -1 plane rotations [2] through optimization routines. Therefore, for the LOT, the optimization is only necessary to find faster implementation algorithms. However, for N > 2, there are no techniques available to find directly all matrices a%. The design of a GenLOT is the determination of the q free parameters (angles for the plane rotations). This number can be q = M ( N -1)(M -2)/4 for the full set of rotations or q = ( N -1) ( M -2) for the reduced one. The q-dimensional space of solutions is searched through optimization routines in such a way as to minimize a particular cost function. However, due to the highly nonlinear relationships among the angles and the cost functions, there is no guarantee of obtaining a global minimum. All GenLOT examples presented here were obtained using unconstrained nonlinear optimization and simplex search, using the routines provided by MATLAB' version 4.0.
Examples of features we can try to maximize in the design are the transform coding gain (GTc) [21] or a measure of the atenuation in the stopband region of each filter, or a combination of both. Other features can be considered as well. Thus, the cost function can be selected as the inverse of any of these functions.
A. Coding Gain
Let the autocorrelation matrix for this process be R,, . Then, the transformed signal has an autocorrelation matrix given by P I R,, = PR,,PT If the full set of angles is used, we can speed up the optimization by not optimizing the last stage, i.e., Q N -~. This is possible by using the method applied by Malvar 121 for the LOT. For this, in the recursion to find P, assume that Thus, for N = 4 (three times the overlap amount present in the LOT), it is only necessary to optimize two out of four stages (because the first stage is DCT, and the last stage is determined by the remaining ones). For a reduced set of angles, this method does not make sense because it would force us to run a second optimization to approximate U N -I and V N -~ by a series of M / 2 -1 plane rotations each.
B. Stopband Atenuation
Another criteria for the design of the GenLOT can be the maximization of the stopband atenuation of the filters f k ( n ) (0 5 k M -1, and 0 5 n 5 L -1). Let Fk(e3'") be the Fourier transform of fk(n), which is a bandpass filter with low and high cutoff frequencies denoted by W k , L and w~, H . Let the filters be sorted by their frequency slots so that
The stopband region RI, corresponding to f k ( n ) is defined by
where E is a small positive real number used to reduce the influence of the transition region into the stopband region.
A possible cost function to be minimized can be the energy of the filters frequency response in the stopband region, which is defined as
C. Polyphase Normalization and DC Leakage
For a constant input, it is sometimes desirable that only one transform coefficient is nonzero. Such a coefficient is, therefore, called the DC coefficient. This property is commonly referred as polyphase normalization and when it does not hold the filter bank i s said to have DC leakage (leakage to other coefficients other than the dc one). As the filter bank is paraunitary, the power-complementary property implies
M-1 k=O
In frequency domain, polyphase normalization means that 
I n=O I
The above condition may not be used as a cost function by itself. It may actually be used in conjuction with other cost (36) where at are simple weights for the respective cost functions.
D. Design Examples
Several GenLOT's were designed and tested. We will present a small but illustrative set of GenLOT's. We have selected M = 8 for illustrative purposes, and we present six GenLOT examples: 1) optimized for maximum GTC with N = 4 (32-tap filters) 2) optimized for maximum GTC with N = 5 (40-tap filters) 3) optimized for maximum GTc with N = 6 (48-tap filters) 4) optimized for maximum stopband attenuation with N = 4 (32-tap filters) 5) optimized for maximum stopband attenuation with N = 6 (48-tap filters) 6) optimized for maximum GTC with N = 6 (48-tap filters), but including the cost function JDC (i.e., polyphase normalization). The coding gain was calculated assuming the input signal as a zero mean AR(1) signal with adjacent sample correlation coefficient 0.95 (i.e., its autocorrelation function is r,(n) = 0.951nl). The impulse responses fk(n) of these filters are plotted in Fig. 9 . Their respective frequency responses IFk(eJw)l are shown in Fig. 10 .
We tested the performance of the GenLOT using the maximum GTC design in image coding. The coder algorithm used is the P E G baseline system [22] , merely replacing the . . For N = 6, two versions were included in the tests, and both were optimized for maximum GTC. However, one has polyphase normalization. The reason for the inclusion of the two types of GenLOT's is because without polyphase normalization, one can achieve higher GTC and, perhaps, higher peak signal-to-noise ratio (PSNR) after decompressing the image. However, the design with polyphase normalization apparently yields decompressed images with higher visual quality. The difference in PSNR (in decibels) among the GenLOT's and the DCT is shown in Fig. 11 . Reconstructed versions of image "Barbara" coded at 0.25 and 0.4 b/pel, using GenLOT's with N = 1 (regular PEG) and N = 6 (replacing the DCT by a GenLOT with polyphase normalization) are shown in Fig. 12 .
The coefficients of some eight-channel GenLOT's used as examples are shown in Tables I-V. Only half of the filter taps are shown because the bases are (anti) symmetric.
The maximum GTC design is not necessarily the best one for image coding, even considering that the AR (1) is, in general, a good model for images. For example, the "smoothness" of the basis functions is an important issue because in low bit-rate coding, only few coefficients are nonzero, and thus, the signal is reconstructed using only few basis functions. If these basis functions are very concentrated or present "bends" or "edges," then these will produce visible patterns in the reconstructed image. Such image could have a better aspect if the lowest frequency basis functions were smoother, even though they could lead to a GenLOT with lower GTc andor DC leakage.
V. CONCLUSION
The general factorization of LPPUFB's is revisited, leading to a new perspective from which the GenLOT's emerged as a trivial particularization. One of the most interesting properties is that the procedure to increase the overlap (filters' length) is identical for any order n by applying a post-processing stage K,(x). The elegance of the factorization and the fact that it is a linear-phase filter bank with a fast algorithm based on the DCT are important attributes for GenLOT's.
The large number of degrees of freedom forced us to use nonlinear optimization procedures in the design of GenLOT' s. This is not very desirable because we cannot guarantee a global minimum of the cost function but only a local one. However, for most of our tests, several different initializations led to the same resulting angles, even when very distant starting points were used. This leads us to believe that the optimized solutions are reasonably stable.
In dealing with optimization for signal compression, the major problem is the definition of the cost function. Further research may be concentrated on design issues aimed at specific applications.
