Abstract-Packet scheduling over shared channels is one of the most attractive issues for researchers dealing with radio resource allocation in wireless networks as modern systems' different traffic types, with different application requirements, need to coexist over the air interface. Recently, attention has been attracted to multicarrier techniques and the application of cross-layer approaches to the design of wireless systems. In this paper, a radio access network using a multicarrier air interface is considered in a multicell multiuser context. We propose a new cross-layer scheduling algorithm that manages channel, physical layer, and application-related information; we compare its performance with a previously published cross-layer strategy and with simpler well-known channel-aware or channel-unaware techniques and then discuss its optimization. We investigate the performance in terms of perceived user quality and fairness in the presence of mixed realistic traffic composed of H.264 video streaming with tight bounds on the delay jitter and file transfer protocol (FTP) data. To support video traffic, application-suited buffer-management techniques are also considered in conjunction with scheduling, and link adaptation is implemented at the physical layer to better exploit channel fluctuations. The role of scheduling and resource-allocation functionalities are discussed. It is shown that the cross-layer strategy proposed guarantees the same performance obtained by the previously published algorithm while reducing complexity. Moreover, under heavily loaded conditions, the cross-layer scheduling strategy provides a significant gain with respect to simple channel-aware or channelunaware techniques.
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Digital Object Identifier 10.1109/TVT. 2008.2009456 face. First, the classical application-aware scheduling strategies were borrowed from the world of computer science, e.g., earliest deadline first (EDF) and generalized processor sharing [1] - [3] . Later, many researchers applied channel-aware techniques, identifying the possibility of exploiting channel fluctuations and turning a drawback into a possible advantage. The most important classes of strategy identified with this aim are based on the concept of opportunistic scheduling (OS) [4] , which, however, may raise some fairness problems for users perceiving bad channel quality for a long time; proportional fair and wireless fair adaptive [5] , [6] algorithms introduce the additional purpose of guaranteeing fairness among users while exploiting channel variability. However, early studies of these techniques considered nonrealistic channel models and simplified traffic assumptions. Therefore, on one hand, some works considered the statistical channel fluctuations through mathematical models (e.g., the Markov chains as in [7] and [8] ); on the other hand, a first service differentiation was introduced [3] , [9] . However, wireless channel results from different phenomena not always captured by Markov chains, as well as realistic traffic, need a large amount of parameters to be modeled. Recently, the concept of cross-layer design was introduced. Different papers in the literature deal with this concept, and different definitions have been provided [10] . In this paper, we consider the approach that refers cross-layer operation to a system where an entity acting at a given layer of the protocol stack is affected by entities working at a different layer, and the other way round (the case was denoted as "back-and-forth" in [10] ). The potential advantages of using cross-layer techniques in scheduling over shared channels are still largely unknown.
In multiuser environments, scheduling operations become more and more complex as the number of users competing for the wireless shared channel increase. In this case, since a fully optimized scheduling could require an infeasible complexity, it may be useful to split it in some steps. In fact, the scheduling functionality provides an answer to these two main questions: 1) who will be the next user to be allocated, and 2) which resources will the user be assigned? The answer to the first question could be provided by working on the abstract concept of radio resource, without knowledge of the specific air interface. In contrast, for the second question, the knowledge of the particular air interface is compulsory. Although this approach has already been presented in a few recent works (e.g., [11] - [13] ), none of them explicitly defines it as a general 0018-9545/$25.00 © 2008 IEEE framework and takes into consideration realistic channel and traffic models, as well as a cross-layer interaction between the physical, data link, and higher layers.
Most of the works in literature deal with time-division multiple access (TDMA) techniques (e.g., [5] , [14] , and [15] ). However, the issue of scheduling realistic traffic over complex shared air interfaces based on multicarrier techniques has recently attracted a lot of interest (i.e., [16] - [21] ): multicarrier code-division multiple access (MC-CDMA) refers to an air interface technique that simultaneously exploits the frequency, time, and code division of radio resources; orthogonal frequency-division multiplexing (OFDM) techniques can be seen as a special case of MC-CDMA and is used in many recent standards, like IEEE 802. 16 .
The goal of this paper is twofold. First, we want to introduce a new formal framework for the functional separation of scheduling and resource allocation. In fact, in the literature, these expressions are sometimes used as synonyms [16] , [17] ; in other cases, they indicate separate tasks [13] , [22] . The second objective is to propose a new scheduling algorithm that implements a cross-layer approach, taking into account information from the application level and the physical layer. This algorithm will be compared first with a previously published cross-layer strategy [23] , [24] and then to well-known channel-aware and channel-unaware scheduling strategies [i.e., EDF, OS, and wireless fair service (WFS)]. The investigation will be performed in the context of a complex multicarrier air interface and in the presence of realistic traffic composed of H.264 video streaming and file transfer protocol (FTP) data. The scheduling technique is combined with the radio link buffer management strategies proposed in [25] , which can allow dropping of possibly outdated packets of delay-constrained users to reduce temporary excess load at the air interface and the link adaptation mechanism. The proposed cross-layer scheduling algorithm shows the same performance of [23] and [24] while presenting complexity reduction, and it significantly outperforms the channel-aware and channel-unaware techniques in case of heavily loaded systems. Moreover, a formal description of the computational complexity of our algorithm is provided and compared to some of the schemes proposed in the literature (i.e., OS and the one in [19] , which does not separate scheduling and resource allocation functionalities); it is shown that our algorithm presents better performance with respect to OS (which requires the same amount of computations), while complexity is significantly lower than in [19] .
Moreover, unlike in [24] , due to the simplified approach, parameter optimization can be performed through a conceptual approach rather than in a blind exhaustive and complex way. A specific section will be devoted to this aspect in this paper.
The remainder of this paper is structured as follows. In Section II, the implemented cross-layer approach is presented. In Section III, the model assumptions are introduced. Then, the key aspects of the paper are discussed: in Section IV, the new functional split of the scheduler into two sub-entities, i.e., the resource allocator and the scheduler itself, is described in detail; then, in Sections V and VI, the resource allocation and scheduling strategies proposed are described, and the approach to define the parameters of algorithms is discussed. Finally, in Section VII, the performance metrics used are presented, and simulation parameters and results are shown and commented upon. Conclusions are drawn in Section VIII.
II. CROSS-LAYER APPROACH AND SYSTEM ARCHITECTURE
In this paper, we define a formal separation of the whole scheduling function into the following two subfunctionalities: 1) scheduling and 2) resource allocation. This structure is formalized in such a way that it will be applicable to any wireless system.
The architecture of the system, including the relevant functionalities involved in cross-layer operations, is reported 1 in Fig. 1 , where the following functionalities are implemented: the application module generates data according to realistic traffic models and sends them to the buffer management module, which controls the packet flow to lower layers and drops packets upon request according to the policy implemented; then, the air interface sends channel information to the resource allocator, and consequently, the resource allocator sends a proposal for allocations to the scheduler, where the scheduling metric is computed; the scheduler selects the users to be allowed to transmit and notifies the buffer management entity about flows to be scheduled and the air interface about the relevant radio resources to be allocated; finally, the data are sent to the air interface, which prepares the transport formats and transmits signals over the wireless shared channel.
III. MODEL ASSUMPTIONS AND TECHNIQUES ADOPTED
We consider an urban outdoor environment where a fixed number of pedestrian users are randomly and uniformly distributed within a circular cell. Each of these N U users is provided with a mobile terminal that is active in the uplink direction. The terminals compete for a set of wireless shared channels. Scheduling and resource allocation operations are computed in a centralized way at the base station. Moreover, we assume that each mobile user has an active uplink control channel used to inform the base station about the current status of each active data flow buffer. Finally, the channel conditions of each user are continuously monitored at the base station.
A. Air Interface
At the physical layer, we consider an MC-CDMA system. At each symbol time, one generic modulated input symbol is multiplied by a spreading sequence of length K. The resulting K channel symbols are modulated over a group of K contiguous subcarriers, named "group of frequencies" (GOF), of an OFDM transmitter composed of N C subcarriers and performing an inverse discrete Fourier transform (IDFT). It is worth noting that up to K different modulated symbols can be transmitted over the same GOF by using the complete set of orthogonal spreading sequences, and that up to P = N C /K GOFs can be used for transmission. Finally, a guard time interval is inserted at the end of each OFDM symbol before the final modulation at carrier frequency f c .
Data symbol transmission is organized in frames whose duration, called transmission time interval (TTI), is fixed. Each frame is composed of a certain (fixed) number of time slots. All mobile terminals in the cell are assumed to be synchronized at both frame and slot level. If the number of uplink slots within the frame is N UL and spreading codes are orthogonal, the system is able to offer a total of N RU = N UL × K × P = N UL × N C orthogonal radio resources per frame to the uplink, which can be shared by different users. From now on, we will denote these resources as "resource units" (RUs), where each one is defined by a set of one GOF/one slot/one spreading sequence. This set univocally identifies the minimum radio resource that can be dynamically allocated to a user, although for the sake of completeness, the amount of data that can be transmitted on it depends on the modulation and coding format. Finally, the amount of power used for the transmission completes the description of the resource.
At the receiver side, a multiuser detector separates the different data sequences transmitted over the same GOF with different spreading codes. Thus, for a single data sequence transmitted over one GOF, a perfectly synchronized receiver performs the maximal ratio combining of the signals coming from the K subcarriers. Due to multipath propagation, multiple data sequences sharing the same GOF may suffer multiple access interference [26] . Since a multiuser detector is able to minimize the interference coming from known mobile terminals in the same cell, we assume the intracell interference to be negligible. However, intercell interference coming from adjacent cells cannot be counteracted: we will take it into account and assess its impact on the system. By setting the number of spreading codes to one, we obtain a OFDM system based on TDMA.
B. Radio Channel Model
We assume a time-variant frequency-selective multipath fading channel. In particular, we consider the "pedestrian B" channel model proposed in [27] for third-generation mobile systems. It defines a channel impulse response composed of six complex Gaussian distributed paths with a fixed power delay profile. For each path, the classical Doppler spectrum (i.e., Jakes [28] ), characterized by the normalized autocorrelation function R(τ ) = J 0 (2πf d τ ), is considered, where f d is the maximum Doppler shift, with J 0 (·) being the Bessel function of the first kind order zero and τ being the maximum delay spread.
Moreover, log-normal shadowing, with standard deviation σ, and pathloss defined as
are superimposed to multipath fading, where d i is the distance between the randomly and uniformly distributed user i and the receiver as in [27] , and k 0 and k 1 are constants that depend on the propagation environment. In particular, while pathloss is kept constant but with different values for each user over the evaluation time of our experimental setup, shadowing is updated every second, according to an exponential correlation model with fixed correlation distance D corr , assuming that the mobile speed is equal to 3 km/h, as in [29] . Finally, block fading is assumed, which means that multipath fading experienced by each user is constant over one frame.
C. Traffic Models
From the traffic viewpoint, we consider N U users split into two groups: 1) N U,v users that transmit video streams and 2) the remaining N U,FTP = N U − N U,v users that transmit non-real-time (NRT) FTP data.
1) Video Traffic Model: N U,v mobile terminals in the cell transmit a preencoded variable bit rate video stream (e.g., some video sequences previously shot with a built-in camera device) of duration T v and average bit rate R v to a peer entity in the network. Each video packet contains exactly one video frame and has a deadline, which depends on the nominal video decoding timeline according to which the packets are sent, and a fixed initial delay δ init , which is due to the dejitter buffer at the peer entity. Video packets that arrive beyond their deadline are assumed to be no more useful for the decoder and are discarded, leading to the so-called late loss.
In addition, the temporal dependencies among video frames, resulting from the use of hybrid video codecs and which can be represented using directed acyclic graphs [30] , are considered in the evaluation process: we use a standard group-of-pictures (GOP) structure of IBBP BBP . . . to account for the dependencies. Any missing video frame is concealed by the timely nearest reconstructed frame. The resulting service quality for video users is usually measured by the luminance peak-signalto-noise ratio (Y-PSNR) computed over the stream frames [31] .
2) FTP Traffic Model: The remaining N U,F T P = N U − N U,v mobile terminals in the cell transmit FTP data whose characteristics, according to [27] , are characterized as follows.
1) Packet calls are generated according to a Poisson process.
2) The number of packets per packet call has a geometric distribution.
3) The distribution of the packet interarrival time is geometric. 4) The packet size is Pareto distributed.
Since this kind of traffic has no strict deadline, the typical service requirement here should be specified in terms of target average throughput and delay.
D. Buffer-Management Strategies
The scheduling policies considered in this paper have been combined with the radio link buffer-management strategies proposed in [25] . These are beneficial if the channel quality of a delay-constrained user is currently poor and the radio link buffer cannot be emptied fast enough. In this case, an application-aware packet dropping policy at the transmitter is useful in reducing the excess load and in converting late loss at the receiver due to expired packet deadlines into controlled packet removals. In detail, we have applied the buffer management strategies described in the following.
1) Infinite Buffer Size:
This simple strategy is used for the FTP traffic, which is without explicit deadline: each radio link buffer has an infinite buffer size N RL = ∞. Hence, no packets are dropped at the transmitter, resulting in variable delay at the receiver.
2) Drop Dependency Based (DDB):
For video users, only a finite number N RL of packets is stored in each radio link buffer. In case the buffer level reaches its maximum, dropping of packets is performed as follows: We assume that basic side information on the structure of the incoming video stream is available at the buffer management entity (e.g., the GOP structure and its relation to frame/packet dependencies). Then, the DDB strategy operates on the head-of-line (HOL) group of packets according to interdependencies: while all packets with no dependants can be deleted starting from the beginning of the HOL group, any other packet should first be removed from the end of the HOL group to avoid broken dependencies. Since the structure of the video stream is usually fixed during a session, the buffer manager has to determine this information only once during the setup procedure.
IV. FUNCTIONAL SPLIT: RESOURCE ALLOCATION AND SCHEDULING
To achieve the optimal distribution of resources among multiple users, the scheduling and resource allocation units should, in general, be unified and consider all users jointly in the optimization process. This approach, however, is practically infeasible since the optimization space is too large to be explored with reasonable computational complexity in typical interscheduling intervals of 10 ms in length or less. Therefore, in the following, we introduce a conceptual and functional split in the whole allocation process.
We define the resource allocator as a completely airinterface-aware module and the scheduler as an air-interfaceunaware module. This conceptual differentiation affects the operations performed by each unit: in fact, to decide which users are allowed to transmit, and on which radio resources, we assume that an iterative process between the resource allocator and scheduler takes place as described in the following.
At each round of the iterative process, the resource allocator formulates a set of allocation proposals. The set contains one proposal for each user with a nonempty radio link buffer, based on the currently available common resource budget and considering that at most N RU max,u RUs per user can be allocated at each round. 2 The different proposals may share part (and, at most, the whole set) of the RUs available. The resulting set of proposals are forwarded to the scheduler, which selects only one of them, denoted as "best proposal," according to the implemented scheduling policy. After this decision, the resource allocator removes the resources required by the selected best proposal from the budget and determines a completely new round of proposals based on the remaining resource budget, which are, again, forwarded to the scheduler, and so forth. This iterative process is repeated until either all users have the buffers emptied or the resource budget has been consumed.
In the following, some possible resource allocation strategies for MC-CDMA, as well as some scheduling algorithms we want to compare, are described in detail.
V. RESOURCE-ALLOCATION STRATEGIES FOR MC-CDMA
The MC-CDMA resource allocator formulates proposals that contain the following information: the amount of bits to be transmitted (i.e., the transport block size); the number of RUs required; the modulation and channel coding scheme to be used; and the transmit power needed. The allocation parameters can be selected in many ways, ranging from a very adaptive to a completely blind one. In the following sections, first, we propose an adaptive implementation of the resource allocator module, and then, we describe two much simpler strategies that are used as benchmarks.
A. Adaptive Resource Allocation (ARA)
The resource allocation module acts as follows: A user i can occupy up to N RU,i = N RU max,u RUs per proposal. RU selection involves several operations. First, for each GOF j with at least one slot and spreading code available in the resource budget, an estimate of the "normalized signal-to-noise-plusinterference ratio (SNIR)" 3 at current frame t, SNIR i,j , is evaluated 4 as follows:
where the numeratorĉh i,j is the estimated channel state of user i on GOF j, which is evaluated assuming perfect knowledge of the channel gain at frame t − 1 as follows:
where P L i and sh i are, respectively, the pathloss and shadowing that affect user i, whereasγ i,j is the average multipath channel gain actually perceived by user i on GOF j at frame t − 1, which is obtained aŝ
whereγ i,n denotes the multipath channel gain of the nth subcarrier that belongs to GOF j, which is constant over frame t − 1, since block fading is assumed (Section III-B). About the denominator in (2), P noise is the noise contribution that affects user i and is computed as
where η g accounts for the bandwidth loss due to the guard interval with cyclic prefix insertion, K B is the Boltzmann constant, T sys is the system noise temperature, and T is the modulation symbol interval for each RU. Then, α is the roll-off factor of the raised cosine filter assumed at the receiver, K is the spreading sequence length, andP int,i,j is the estimated interferer power that affects user i on GOF j, which is computed as the interference power actually perceived at frame t − 1. The allocation algorithm runs in an iterative way to allocate the RUs of a given GOF J in all the available time slots. Provided that the normalized SNIR estimate SNIR i,J is known, at each round h, with h = 1, . . . , H ≤ N RU max,u , a fraction P M /h of power is assigned to the user, and the estimated (not normalized) SNIR SNIR (h) i,J is computed, after assigning h RUs, as follows:
where P M is the maximum power per user. At each round, the modulation and coding format is chosen according to SNIR
and the particular allocation strategy implemented; therefore, the supported rater 
where T slot is the duration of a slot interval. Note that time slots and spreading codes are randomly chosen among those available, since this choice does not depend on the normalized SNIR.
5
The process stops at round H when the maximum number N RU max,u of RUs per user has been reached, when all available data in the radio link buffer of the user have been considered in the proposal, or when the available resource budget has been used. At each step, the number of assigned RUs increases, while the available power, and, consequently, the supported rate in case of link adaptation, decreases. Therefore, the final number of RUs proposed for user i on GOF J will be the integer h =ĥ, which maximizesb
This ARA strategy uses a fully optimized approach where all allocation parameters are jointly considered to meet the best possible allocation. Therefore, the strategy identifies for each user the best GOF also denoted as "best group" and proposes its allocation. Moreover, modulation and coding scheme is dynamically determined according to the channel state, which means that a link adaptation mechanism is implemented. The resulting rate r (k) i,J is defined according to a set of thresholds suitably chosen to guarantee a block error probability below specified values.
This strategy is adaptive to the channel state.
B. Benchmarks
As benchmarks, we consider two much simpler strategies.
1) Simple Resource Allocation (SRA):
The second scheme considered is the SRA, which selects the best GOF as in ARA but no link adaptation is implemented in the system, i.e., the modulation and coding format and the rater
The strategy is not completely channel adaptive.
2) Random Resource Allocation (RRA):
The last allocation strategy considered is the RRA, which selects the GOF randomly. This means that the normalized SNIR is used neither to choose the best GOF nor to perform link adaptation.
This strategy is not channel adaptive.
VI. SCHEDULING ALGORITHMS
In the following, we propose a new cross-layer channeland application-aware (CAA) scheduling algorithm inspired by previous papers [23] , [24] . The new strategy has been designed having in mind that the algorithm in [24] is dependent on a large number of parameters that make algorithm optimization a very complex task. To evaluate the impact of scheduling on system performance, three traditional and simple strategies have been chosen as benchmarks, since they implement completely different paradigms: 1) the OS, which aims at reaching the maximum system throughput by only taking into account channel state information, regardless of the kind of application and fairness; 2) the WFS, which aims at preserving fairness among users according to the perceived channel state; and 3) the EDF, which aims at meeting the deadline requirement imposed by the application regardless of fairness among users and channel state. Moreover, the CAA scheduling policy of [24] , which takes into account both channel and application information, trying to find a good tradeoff among throughput, deadline requirements, and fairness, is also considered as a benchmark.
A. Benchmarks 1) Opportunistic Scheduler:
The simplest idea for handling wireless shared channels-in contrast to fixed network-is the exploitation of the channel state perceived by each user through the so-called OS [32] , [33] . Obviously, if the flow of the user with the best receiving conditions (e.g., the highest SNIR and, thus, the largest number of bits conveyed by the assigned RUs) is selected at any time instant, the overall system throughput is maximized. This scheduler is therefore referred to as maximum throughput (MaxTP). True maximization of throughput will obviously occur when MaxTP is combined to ARA. It is therefore worth noting that when MaxTP and ARA are jointly implemented, the functional split into scheduling and resource allocation does not introduce any loss. MaxTP with ARA will then be considered as a particular benchmark, allowing comparison of our algorithm, based on the functional split, with a well-known scheme jointly handling the two functionalities.
However, as users with bad receiving conditions are blocked, some unfairness is experienced in the system. Moreover, as application side information is not used, application requirements may not be met by some users.
2) WFS Scheduler: Since throughput optimization might also lead to service starvation for users affected by bad channel quality, some mechanisms should be introduced to preserve fairness among users. In the literature, a well-known algorithm with this objective is WFS [34] , [35] , whose goal is to reach long-term fairness among users. This balance is pursued through a compensation model governed by two counters per user, which are known as 1) leading counter and 2) lagging counter, respectively measuring the amount of credits and debts the users collected with respect to a reference error-free system. Obviously, this strategy does not guarantee throughput maximization.
3) EDF Scheduler: This is a widely known strategy, which simply compares proposals according to the deadline of the HOL packet in each data buffer [1] . The proposal chosen for allocation is the one with the closest deadline, i.e., the one nearest to the expiration time. This strategy is very simple and does not take into account any channel state information. Moreover, it can be implemented only in case of applications where the deadline is defined. Thus, we will implement this strategy only for video traffic.
4) CAA Scheduler:
The scheduling policy proposed in this paper is inspired by the CAA scheduler proposed in [24] ; it does not base its decision for each user solely on the current channel state but also on a dynamic metric combining the following three parameters: 1) time-to-deadline (T D ); 2) type-of-service (T S); and 3) channel state (CS).
Flows are divided into two categories (T S): 1) video streaming is treated as a real-time (RT) application and 2) FTP traffic is treated as an NRT application. Then, T D is calculated as the difference between the deadline of the HOL packet in the radio link buffer and the current system time for RT services and as the time spent in queue by the HOL packet for NRT flows. Finally, the channel state CS is computed according to the estimated channel gain, as defined in (4), and an additional parameterγ d (i, j), which is the differential channel gain. By fixing two thresholds S 1 and S 2 (with S 2 ≤ S 1 ), the channel state is classified accordingly into four cases, which are denoted as a, b, c, and
with
where, W , A, and B are coefficients that depend on T S and CS, and the delay coefficient C depends on T S.
B. Proposed Scheduling Algorithm
The CAA scheduling algorithm proposed in [24] has so many parameters (W, A, B, C, S 1 , S 2 ) that it is difficult to optimize for each different application, since the optimization space is very large. In this section, we propose a new priority function characterized by a reduced set of parameters while trying to preserve performance behavior.
First, the new proposed scheduling algorithm preserves the traffic organization into two classes, since it is recommendable to serve video traffic first due to its delay sensitiveness. Then, the definition of T D is harmonized for both traffic classes: we introduce a parameter T SQ defined as the time spent in queue, which is a metric applicable to any traffic type. Moreover, we reduce the number of possible channel states to three, according to only two thresholds T 1 and T 2 , as follows: 
where κ(CS) is a constant value equal to 0 when CS is bad, and 1 when CS is good or intermediate. This aspect will be discussed further in Section VII. The parameter τ introduces a fixed artificial shortening of the time to deadline, which is preserved since it has been proved to be really beneficial [24] , and is computed as the maximum packet length divided by the average number of allocable bits per user. The parameter δ init was defined in Section III-C1. ϕ(CS) is a constant value that depends on the channel state: in particular, it is computed for the good and intermediate channel states. Its impact will be discussed further in Section VII. In Fig. 2 , a comparison between F (T D) for the RT service and P RT (T SQ , CS) is reported, ϕ(CS) is 1000 in case CS is good, and whether it is 250 in case CS is intermediate. As far as NRT applications are concerned, we define a very simple priority function as
where g stands for "good," i stands for "intermediate," and b stands for "bad." Therefore, according to these definitions, the only parameters to be optimized in such an algorithm, which will be denoted as "CAA with exponential function" (CAA-E), are ϕ(CS), T 1 , T 2 , and ϑ.
1) Discussion on the Selection of Scheduling Parameters: Unlike in [24] for CAA, where the selection of scheduling parameters (W, A, B, C, S 1 , S 2 ) was performed in a completely blind way via simulation, with the CAA-E, some considerations on proper parameter selection can be performed before simulation validation, thanks to the reduced number of parameters.
In fact, the rationale behind the choice of (10) and (12) is the following: for RT applications, we want that the larger the time spent in queue T SQ , the larger the priority function to be. Therefore, an increasing function should be selected. Obviously, (8) is also increasing if we replace T D with T SQ = δ init − T D in (9), but (8) is piecewise and depends on W , A, and B, whereas the exponential function in (10) actually depends only on ϕ(CS) of (11) . Moreover, we also want that the better the estimated channel conditions, the larger the priority function to be, i.e.,
which is surely verified in case of bad channel conditions since the priority function is 0, as well as in the other cases, provided that ϕ(CS) is suitably defined. The NRT function is even simpler, since it is a constant value different from 0 only if a good channel state is estimated, due to the error sensitiveness of NRT applications. Then, the ϑ value is selected as follows:
Therefore, provided that ϕ(g) in (11) can be fixed in such a way that P RT (T SQ , CS) is different from 0 for each value of T SQ , the whole optimization problem of the scheduling algorithm is reduced to the choice of the following parameters: (13) . To sum up, in the case of the CAA strategy proposed in [24] , six parameters (i.e., W , A, B, C, S 1 , and S 2 ) should be optimized, whereas in the case of the CAA-E proposed in this paper, four constrained parameters (i.e., ϕ(i), ϑ, T 1 , and T 2 ) should be optimized in case the intermediate state is defined, and only two parameters (i.e., ϑ and T 1 ) otherwise.
Finally, the scheduling algorithm performs the following steps.
1) For each proposal, the priority metric P (T SQ , CS) is evaluated according to the relevant type of service. Then, all proposals (regardless of the type of application, i.e., RT or NRT) are ranked in decreasing order.
2) The proposal with the largest value of P (T SQ , CS), regardless of the type of service, is scheduled.
VII. PERFORMANCE ANALYSIS
A. Performance Figures
In this section, the metrics used to evaluate the performance of different scheduling and resource allocation algorithms are presented. In particular, performance figures are evaluated over 25 scenarios, each one characterized by different channel configurations (regarding user position, shadowing, and fading), to obtain results averaged over the statistical fluctuations due to both channel configurations and fast time-variant channel conditions. The number of scenarios has been proven to be sufficient.
1) Outage Rate:
This figure computes the fraction of time a video user perceives unsatisfactory service quality, i.e., how many times video service requirements are not met. In particular, outage rate is computed as the number of frames with Y-PSNR smaller than 31 dB, which can be considered as satisfactory [31] , divided by the total number of frames that compose the video stream.
2) Transport BLock Error Rate (TBLER):
This is a link level metric, thus, usable for both video and FTP flows, and it is computed for each user as the number of transport blocks not correctly received divided by the total number of transport blocks transmitted by the user.
3) Fairness Index: This metric is introduced to evaluate the fairness level provided by an algorithm. To this aim, the widely known Jain's index [36] , computed over a set X = {x 1 , . . . , x N } of N realizations of a particular metric x, is used, i.e.,
Obviously, given the metric set X, the more J(X) approaches 1, the more the system will be fair from the viewpoint of the performance metric considered. In the following, we will compute the Jain's index for the video users (where N = N U,v ) on the basis of both the Y-PSNR and the number of transmitted transport blocks. In fact, we want to check that fairness is guaranteed not only at the application level but at the link level in terms of transmission chances given to each user as well.
B. Simulation Parameters
To obtain numerical results through our C++ simulator, we considered a circular cell radius equal to 100 m. The impact of the number of users N U on system performance will be evaluated. The air interface is composed of N C = 64 subcarriers organized in four GOFs, with spreading sequence length K = 16. The TTI duration is 10 ms, and the radio frame is composed of five slots, all devoted to the uplink. At the receiver, the roll-off factor α is equal to 1/4, and the noise system temperature is 2900 K. The modulation and coding scheme implemented is based on the QPSK modulation format and BCH channel coding with code rates R c equal to 1, 0.9, 0.8, 0.5, and 0.1 in case of ARA and 0.8 only for the other allocation policies. The maximum power per user P M is 2 W. Regarding intercell interference, we consider sectorized cells and assume that the interference experienced by the target cell is generated by other cells that are not interfered by the target cell. The received interference power is computed by considering the transmitting power coming from the users of a previously simulated neighbor cell, affected by fixed interferer pathloss (which will be evaluated in [32, Sec. 7.3]), log-normally distributed shadowing, and multipath Rayleigh fading. Furthermore, in the target cell pathloss formula [see (1)], k 0 and k 1 are set to 40 and 15.2, respectively, the shadowing correlation distance is D corr = 20 m, whereas the root mean square is 6 dB. Regarding Rayleigh fading, the maximum Doppler shift f d is 6.6 Hz, and the maximum delay spread is τ s = 3.7 μs.
For video traffic sources, we will consider H.264/AVC-coded Quarter Common Intermediate Format (QCIF) sequences of length N v = 2698 frames as in [25] with frame rate QP = 28, overall Y-PSNR Q v = 36.98 dB, and average bit rate R v = 185.2 kb/s. The duration of the video stream (and, consequently, of the simulation) is T v = 100 s, and the evaluation is done for fixed initial delay δ init = 2 s. The I-frame distance in the GOP is 1 s. For the FTP traffic, we will consider Poisson-distributed packet call generation with an average rate of 1.1, geometric distribution of packets per packet call with a mean value of 6, geometric distributed packet interarrival time with a mean value of 2, and Pareto-distributed packet size with a shape parameter of 1.1 and a scale parameter with a minimum value ranging from 64 to 1 048 576 bytes and a maximum value ranging from 256 to 5 242 880 bytes, depending on packets, which could be small, medium, or large, with a probability of 1/3. All parameters related to the FTP traffic have been chosen according to [27] .
In the resource allocator, the maximum number of allocable RUs per user per round is N RU max,u = 96 (compared to a full set of 320). For the CAA scheduler with an exponential function, ϕ, T 1 , and T 2 will be evaluated in [32, Sec. 7.3] , whereas τ is computed as the ratio of the maximum video packet size, cautiously equal to 55 kbits, 6 to the average number of allocable bits per user, which is 5760 bits. Thus, τ is 6 Video packets can even be larger than 50 kbits [31] . Finally, we want to emphasize that the focus of the work is on video traffic performance, and therefore, FTP data will be only considered as cross traffic.
C. Results and Discussion
First, we compare the performance achieved by the proposed scheduling strategy with the one introduced in [24] . In Fig. 3 , the Cumulative Distribution Function (CDF) of the outage rate perceived by video users with ARA over 25 scenarios is plotted. In particular, the number of video users spans from 9 to 15, and four FTP users have also been simulated. It can be noticed that in spite of the significant reduction in the number of parameters in the new algorithm, it basically performs like the previous one. From now on, the CAA will not be investigated any longer, and if not differently specified, the following parameters will be considered: T 1 = 0.5; T 2 = 0.3; and ϕ = 250. Such parameters have been selected as optimal choices after several trials in the scenario considered.
We start by investigating the outage rate perceived by video users without considering interference. Both homogeneous traffic composed of six video users, and mixed traffic with the addition of four FTP users have been considered. In Figs. 4 and 5, the cdf of the outage rate perceived by video users is plotted for different scheduling algorithms and resource allocation policies. It can be noticed in both figures that since the traffic load is smaller than the system capacity, the scheduling policy implemented is not a determinant; in fact, curves related to the same resource allocation policy are in most cases superimposed. However, the allocation policy, even without traffic load excess, is, indeed, fundamental to allow a large number of users to meet the application requirements, 7 In fact, if we ignore users with average channel conditions good enough to perceive satisfying performance almost always, the other users are significantly helped by the allocation policy. Thus, the lines shown in the figures rise slower as the resource allocation becomes less adaptive. Therefore, we can conclude that the link adaptation performed by ARA plays a key role in handling the channel fluctuations and, hence, in guaranteeing performance levels. In fact, by looking for an example at Fig. 4 and fixing the maximum outage rate at 0.05, the ARA policy guarantees the satisfaction of more than 90% of video users; this value decreases to only 70% and 50% in the SRA and RRA cases, respectively. On the contrary, by looking at the performance experienced by 80% of users, ARA guarantees a maximum outage rate equal to 0.025, whereas SRA and RRA are not able to achieve outage rates beyond 0.1 and 0.2, respectively. Moreover, in case of video users only, as in Fig. 5 , we can see that the EDF strategy shows the worst performance, leading to the conclusion that the channel awareness is fundamental in a wireless environment.
Similar considerations can be derived for the FTP traffic sources after the evaluation of the cdf of the TBLER. In Table I,   TABLE I  MAXIMUM TBLER EXPERIENCED BY 90% OF FTP USERS, DEPENDING  ON SCHEDULING AND RESOURCE-ALLOCATION POLICIES   TABLE II  MAXIMUM OUTAGE RATE PERCEIVED BY 90% OF VIDEO USERS the maximum TBLER experienced by 90% of FTP users is reported, depending on different scheduling and resource allocation policies. Here, we can note that the performance parameter is practically insensitive to the scheduling strategy but shows a nonnegligible dependence on the resource-allocation policy. We now focus our attention on the ARA strategy and investigate in Table II the impact of interference on the scheduling policies. Defining z as the median signal-to-interference ratio at the cell border, which is directly related to the reuse distance, the maximum outage rate perceived by 90% of video users is computed as a function of z. We note that the system is very sensitive to interference, which has to be properly limited through a channel reuse method.
In Fig. 6 , by setting z = 40 dB and the number of FTP users to four, we evaluate the impact of the video traffic load on the scheduling policies. With nine video users, the system behaves almost similarly to the system with six video users. With 12 video users, CAA-E and WFS show almost the same performance since the buffer management strategy discards the unnecessary packets and guarantees good performance. On the contrary, the MaxTP performance quickly degrades since no mechanism takes into account the delay sensitivity of the TABLE III  AVERAGE VALUE OF THE JAIN'S INDEX FOR BOTH Y-PSNR AND THE  NUMBER OF TBS TRANSMITTED THROUGH THE CAA-E  SCHEDULER, DEPENDING ON TRAFFIC LOAD application (the lead and lag counters are an implicit way to manage packet deadlines). Finally, only the cross-layer approach implemented in CAA-E can cope with a heavily loaded system such as the one with 15 video users. Nevertheless, the worst technique in this case is the WFS, since it misses users with the best channel quality trying to preserve fairness in very unfavorable conditions. At this stage, it is interesting to evaluate the fairness index for video users achieved by the CAA-E scheduler to check whether good resource allocation is performed with or without guaranteeing fairness. To this aim, we computed the Jain's index defined in Section VII, which was averaged over 25 scenarios, i.e.,
where J i (X) is the Jain's index computed either over the average Y-PSNR of each video user or over the number of TBs transmitted in scenario i, and N s is the total number of scenarios equal to 25. These two evaluations have been performed to ensure that fairness is preserved at both application and physical layers. In Table III , it is shown that CAA-E guarantees excellent fairness, thanks to the cross-layer approach. It is also worth noting that this good level of fairness for the CAA-E scheduler is achieved without the need for the additional leading and lagging counters introduced in the WFS scheduler. In Fig. 7 , the cdf of the outage rate perceived by 15 video users as a function of the scheduling parameters in case of the CAA-E strategy is shown. It can be seen that the system is not sensitive to parameters variation, which means that the dominant aspect in the scheduling strategy is given by the exponential behavior of the function. The only line that significantly differentiates from the others is the one related to parameters T 1 = 0.8, T 2 = 0.3, and ϕ = 500, which means that it is beneficial for the system to have three different channel states, and the intermediate channel state is better exploited in case it is given with a high priority.
D. Computational Complexity
Let us now discuss the complexity of CAA-E with respect to algorithms that handle jointly scheduling and resource assignment. According to previous considerations, MaxTP belongs to such a class; moreover, we also selected the technique proposed in [19] , which is characterized by the same property. We have evaluated the number of operations performed by CAA-E, MaxTP, and the scheme of [19] , as in [19] . In the latter case, subcarriers are separately assigned to users; therefore, to make a fair comparison, we consider CAA-E and MaxTP in the particular case of single subcarrier groups of frequencies. For the sake of comparison, let us now denote by K and N the number of users and subcarriers, respectively, according to the notation used in [19] . In [19] , the proposed scheme has a complexity that is evaluated as O (3KN + 2N 2 ). Following the approach used in [19] to assess the complexity of CAA-E and MaxTP, it clearly appears that they have the same computational complexity, which can be estimated as O(
To make comparison simpler, we also provide an upper bound to the previous expression: in the worst case, the complexity is O(K(K + NK)). As it is clear from the above expressions, the complexity is dominated in [19] by N 2 , and in our algorithm (and MaxTP) by K 2 . However, the number of users K is usually significantly smaller than the number of subcarriers N . As a conclusion, CAA-E is clearly characterized by a reduced complexity with respect to the scheme proposed in [19] . This statement is also true for other papers from the literature presenting algorithms that are not separated into the two functionalities discussed in this paper (e.g., [20] and [21] ). Therefore, even if a general rule cannot be formally defined, we can state that papers presenting algorithms that are not decomposed are normally characterized by a complexity that is higher than CAA-E. A relevant exception to this is the simple and widely known MaxTP technique, which has the same complexity as CAA-E; on the other hand, CAA-E performance is better than for MaxTP in some cases, and CAA-E is also more fair than MaxTP. To quantify the computational complexity of CAA-E (and MaxTP) with respect to [19] , let us consider two numerical examples and evaluate the above expressions: when K = 3 and N = 64, CAA-E has O(386), while from [19] , we obtain O(8768); with more users (K = 10), we get O(3410) and O(10112) for CAA-E and [19] , respectively. Finally, we also implemented the algorithm proposed in [19] in our simulator to compare the computational time of the three algorithms.
We set K = 3 and N = 64 (note that, according to a statement in [19] , the algorithm is computationally prohibitive for larger number of users) and run the simulations over a 3-GHz Pentium IV personal computer. The following results were achieved to simulate 60 s of traffic flow: 115, 130, and 146 s for MaxTP, CAA-E, and [19] , respectively. Clearly, the simulation time is affected by many procedures that have to be run (such as for the allocation of fading samples and the buffer management) that do not depend on the complexity of the scheduling technique; therefore, computational time scarcely depends on it. On the other hand, the complexity of the algorithm is very relevant from the practical viewpoint for its possible implementation into a real wireless network. Therefore, the above considerations on the evaluation of the computational complexity of CAA-E with respect to the benchmarks should dominate the conclusions.
VIII. CONCLUSION AND DISCUSSIONS
In this paper, a functional split of the scheduling function has been defined and formalized, introducing the definition of an air-interface-aware module, which is known as resource allocator, and an air-interface-unaware module, which is known as scheduler itself. On the basis of this new framework, a new CAA scheduling technique implementing a tight cross-layer approach has been presented. Considering the uplink of an MC-CDMA system, this algorithm has been compared first to a previously published cross-layer algorithm and then to some well-known scheduling strategies in the presence of H.264 video streaming applications and FTP data. Results show that the proposed cross-layer strategy guarantees the same performance of the strategy presented in [24] with lower complexity. Nevertheless, the system presents a significant sensitivity to the resource-allocation technique implemented. We can conclude that link adaptation is more relevant than scheduling algorithm. Simulations show that in case of heavily loaded system, the exploitation of the cross-layer approach, which was implemented in the proposed CAA scheduler, guarantees good performance for video users. Finally, we discussed CAA-E from the viewpoint of computational complexity and showed that it is characterized by a significant complexity reduction with respect to other proposals. This is the main advantage of CAA-E with respect to other algorithms proposed in the literature, while all other aspects are captured: CAA-E is not just CAA; it also allows assignment of radio resources to users providing different types of traffic due to its flexibility; finally, with respect to MaxTP, it ensures proper fairness among users.
