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Abstract
We obtain an estimate for incomplete multiple Kloosterman sums modulo a prime which improves the
previous result of W. Luo.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Let p be a prime. Given an integer n with gcd(n,p) = 1, we use n to denote the modular
inverse of n, that is, nn ≡ 1 (mod p), 1 n < p. We also define ep(z) = exp(2πiz/p).
We consider incomplete s-dimensional Kloosterman sums
Ks(a,M,N;p) =
M1+N1∑
n1=M1+1
· · ·
Ms+Ns∑
ns=Ms+1
ep(a1n1 + · · · + asns + as+1n1 · · ·ns ),
with integer vectors a = (a1, . . . , as+1) ∈ Zs+1 and N = (N1, . . . ,Ns), M = (M1, . . . ,Ms) ∈ Zs
such that 0 Mν < Mν + Nν < p, ν = 1, . . . , s. We obtain a new estimate on the sums which
improves the previous estimate of W. Luo [12].
As in [12] we use the bounds of D.A. Burgess [3] on incomplete Gauss sums. However we also
add a new ingredient and use bounds of such sums on average over all multiplicative characters,
for example the recent bound of A. Ayyad, T. Cochrane and Z. Zheng [1, Theorem 2].
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sums modulo a prime p, for example for sums Ks(a,M,N;p) with
N1 · · ·Ns  ps/4+ε
for s  2 and any fixed ε > 0, provided that p is sufficiently large. However, in the cases when
our bound applies, it is more explicit. Furthermore, the bound of [2] does not seem to extend to
Kloosterman sums modulo an arbitrary integer q , while all ingredients of our approach are read-
ily available for composite moduli q as well, see [4–6] (although technically they look slightly
differently).
Throughout the paper, the implied constants in the symbols ‘O’, and ‘’ may depend on in-
teger parameters r and s. We recall that the notations U = O(V ) and V  U are both equivalent
to the assertion that the inequality |U | cV holds for some constant c > 0.
Theorem 1. For any integer s  2, uniformly over all integer vectors a = (a1, . . . , as+1) ∈ Zs+1,
N = (N1, . . . ,Ns), M = (M1, . . . ,Ms) ∈ Zs such that 0 Mν < Mν + Nν < p, ν = 1, . . . , s,
and gcd(as+1,p) = 1, and any integer r  2, we have
Ks(a,M,N;p)  N1 · · ·Nsp−1 + (N1 · · ·Ns)1−(r+s−2)/rsp1/2+(s−2)/4(r−1)(logp)2s−4.
We note that the bound of W. Luo [12] asserts that under the conditions of Theorem 1 we have
the bound
Ks(a,M,N;p)  N1 · · ·Nsp−1 + (N1 · · ·Ns)1−1/rp1/2+s/4(r−1)(logp)2s , (1)
which is weaker than that of Theorem 1. In fact in [12] only the case M1 = · · · = Ms = 0,
a1 = · · · = as+1 = 1, has been considered, however the proof extends to the general case without
any changes.
In the case of s  4 we obtain a better bound.
Theorem 2. For any integer s  4, uniformly over all integer vectors a = (a1, . . . , as+1) ∈ Zs+1,
N = (N1, . . . ,Ns), M = (M1, . . . ,Ms) ∈ Zs such that 0 Mν < Mν + Nν < p, ν = 1, . . . , s,
and gcd(as+1,p) = 1 and any integer r  2, we have
Ks(a,M,N;p)  N1 · · ·Nsp−1 + (N1 · · ·Ns)1−(s−4)/rsp−1/2+(s−4)/4(r−1)W(logp)2s−4,
where
W =
s∏
ν=1
(
1 + p1/sN−2/sν (logp)2/s
)
.
Clearly, if more information about the size of N1, . . . ,Ns is available then the bound of The-
orem 2 can be simplified.
For example, for short sums where Nν  p1/2 logp, ν = 1, . . . , s, Theorem 2 implies the
estimate
Ks(a,M,N;p)  N1 · · ·Nsp−1 + (N1 · · ·Ns)1−(2r+s−4)/rsp1/2+(s−4)/4(r−1)(logp)2s−2.
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s Bound (1), αs, r Theorem 1, βs, r Theorem 2, βs, r
2 α2 = 1, r = 2 β2 = 1/2, r = 2 –, –
3 α3 = 5/6, r = 2 β3 = 7/15, r = 4 –, –
4 α5 = 3/4, r = 3 –, – β4 = 1/4, r = 2
5 α5 = 27/40, r = 3 –, – β5 = 1/4, r → ∞
On the other hand, if Nν  p1/2 logp, ν = 1, . . . , s, then we obtain
Ks(a,M,N;p)  N1 · · ·Nsp−1 + (N1 · · ·Ns)1−(s−4)/rsp−1/2+(s−4)/4(r−1)(logp)2s−4.
For arbitrary N1, . . . ,Ns the nontriviality ranges for the bound (1) and our results are not
easy to describe in a concise way. Instead, here we present the values of αs and βs , such that if
N1 = · · · = Ns = N then for arbitrary ε > 0, the bound (1) and the implied by a combination of
Theorems 1 and 2 are nontrivial whenever
N  pαs+ε and N  pβs+ε,
respectively. We also present the corresponding optimal choice of r (see Table 1).
In fact, it is easy to see that we can take βs = 1/4 for every s  4, while the bound (1), taken
with either r = √s/2 + 1	 or r = 
√s/2 + 1, implies that
αs = 14 +
1√
2s
+ O(s−1)
as s → ∞.
2. Multiplicative character sums
Let Xp be the set of all p − 1 multiplicative characters modulo p. We refer to [11] for defini-
tions and basic properties of multiplicative characters. In particular, we recall that for u ∈ Z,
1
p − 1
∑
χ∈Xp
χ(u) =
{
1 if u ≡ 1 (mod p),
0 otherwise, (2)
see [11, Theorem 5.4]. We also use χ0 to denote the principal character.
We need bounds of incomplete Gauss sums
Sa,χ (M,N;p) =
M+N∑
n=M+1
χ(n)ep(an).
In particular we recall that for M = 0 and N = p  3, that is, for complete sums Sa,χ (p) =
Sa,χ (0,p;p), we have
∣∣Sa,χ (p)∣∣=
{
p1/2 if χ = χ0,
1 if χ = χ0, (3)
provided gcd(a,p) = 1.
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Lemma 3. For any positive integers 0 M < M + N < p, a nonprincipal character χ ∈ Xp
and an arbitrary integer a, the bound
∣∣Sa,χ (M,N;p)∣∣ N1−1/rp1/4(r−1)(logp)2
holds with arbitrary positive integer r .
We also need some bounds “on average.”
Lemma 4. For any positive integers 0M < M + N < p, and an arbitrary integer a, we have
∑
χ∈Xp
∣∣Sa,χ (M,N;p)∣∣2 = N(p − 1).
Proof. We recall that if gcd(n,p) = 1, then for the conjugated character χ we have χ(n) =
χ(p ). Therefore
∑
χ∈Xp
∣∣Sa,χ (M,N;p)∣∣2 = ∑
χ∈Xp
M+N∑
m,n=M+1
χ(mn)ep
(
a(m − n))
=
M+N∑
m,n=M+1
ep
(
a(m − n)) ∑
χ∈Xp
χ(mn) = N(p − 1)
since the inner sum vanishes unless n = m in which case it is equal to p − 1. 
The following estimate of the 4th moment of Sa,χ (M,N,p) follows a result of A. Ayyad,
T. Cochrane and Z. Zheng [1].
Lemma 5. For any positive integers 0M < M + N < p, and an arbitrary integer a, we have
∑
χ∈Xp
∣∣Sa,χ (M,N;p)∣∣4  N4 + N2p(logp)2.
Proof. As in the proof of Lemma 4 we obtain
∑
χ∈Xp
∣∣Sa,χ (M,N;p)∣∣4 = M+N∑
m1,m2,n1,n2=M+1
ep
(
a(m1 + m2 − n1 − n2)
) ∑
χ∈Xp
χ(m1m2n1n2 )

M+N∑
m ,m ,n ,n =M+1
∣∣∣∣ ∑
χ∈X
χ(m1m2n1n2 )
∣∣∣∣.
1 2 1 2 p
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[1, Theorem 1], the above congruence has N4/p + O(N2(logp)2) solutions, which concludes
the proof. 
3. Proof of Theorem 1
As in [12] we remark that (2) implies that
Ks(a,M,N;p) =
M1+N1∑
n1=M1+1
· · ·
Ms+Ns∑
ns=Ms+1
p−1∑
ns+1=1
1
p − 1
∑
χ∈Xp
χ(n1 · · ·ns+1)ep
(
s+1∑
ν=1
ajnj
)
= 1
p − 1
∑
χ∈Xp
Sas+1,χ (p)
s∏
ν=1
Saν,χ (Mν,Nν;p).
Thus, using (3), and using the trivial estimate
∣∣Saν,χ0(Mν,Nν;p)∣∣Nν, ν = 1, . . . , s,
for the principal character χ0, we obtain
Ks(a,M,N;p)  N1 · · ·Nνp−1 + p−1/2
∑
χ∈Xp
χ =χ0
s∏
ν=1
∣∣Saν,χ (Mν,Nν;p)∣∣. (4)
Now using the Hölder inequality, we deduce
( ∑
χ∈Xp
χ =χ0
s∏
ν=1
∣∣Saν,χ (Mν,Nν;p)∣∣
)s

s∏
ν=1
∑
χ∈Xp
χ =χ0
∣∣Saν,χ (Mν,Nν;p)∣∣s . (5)
It remains to note that for s  2, by Lemmas 3 and 4 we have
∑
χ∈Xp
χ =χ0
∣∣Saν,χ (Mν,Nν;p)∣∣s  (N1−1/rν p1/4(r−1)(logp)2)s−2 ∑
χ∈Xp
∣∣Saν,χ (Mν,Nν;p)∣∣2
 (N1−1/rν p1/4(r−1)(logp)2)s−2Nνp
which together with (4) and (5) concludes the proof.
4. Proof of Theorem 2
We argue as in the proof of Theorem 1 except that for s  4 we use Lemmas 3 and 5 which
yield
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χ∈Xp
χ =χ0
∣∣Saν,χ (Mν,Nν;p)∣∣s  (N1−1/rν p1/4(r−1)(logp)2)s−4 ∑
χ∈Xp
∣∣Saν,χ (Mν,Nν;p)∣∣4
 (N1−1/rν p1/4(r−1)(logp)2)s−4(N4ν + N2ν p(logp)2),
which again together with (4) and (5) gives the desired estimate.
5. Further improvements and generalisations
Clearly, if some of N1, . . . ,Ns are of different order magnitude, then in the proofs of Theo-
rems 1 and 2 one can use Lemma 3 with various values of r for each ν which may lead to stronger
bounds. However it seems that the optimal strategy of applying these results heavily depends on
various relations between the sizes of N1, . . . ,Ns and p.
One can extend our results to incomplete multiple Kloosterman sums modulo a composite q .
An appropriate version of Lemma 3 is given by D.A. Burgess [4,5] while a variant of Lemma 5
can be derived from a result of J.B. Friedlander and H. Iwaniec [6], but only for special intervals
starting at the origin (that is, only for M1 = · · · = Ms = 0).
We remark that in the cases s = 1 and s = 2, very short Kloosterman sums have been estimated
by A.A. Karatsuba [8,9], M.A. Korolev [10] and more recently by J. Bourgain [2] by using
very different arguments. These bounds have found a number of applications to various number
theoretic questions, for example, see [7,13]. It would be interesting to find some new applications
of incomplete Kloosterman sums for s  3.
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