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Nicht-Negativita¨t spielt eine wichtige Rolle in der Mathematik. La¨sst sich entschei-
den, ob ein Polynom p gro¨ßer oder gleich null in allen Punkten des Raums Rn ist,
so kann man auch entscheiden, ob fu¨r zwei Polynome f und g gilt, dass f(x) ≥ g(x)
fu¨r alle x ∈ Rn ist. Sei dazu nun beispielsweise f = 2x4 − 6x3 − x2 + 2x + 1 und
g = x4− 11x3− x2− x− 12. Das Polynom f − g = x4− 5x3+10x2+3x+13 ist ein
nicht-negatives Polynom. Damit ist f(x) ≥ g(x) fu¨r alle x ∈ Rn. Jetzt lassen sich
mit Hilfe des Polynoms g Ru¨ckschlu¨sse auf Eigenschaften von f ziehen. So sind die
reellen Nullstellen von f symbolisch nur schwer zu berechnen. Mit Hilfe von g lassen
sie sich aber auf ein Intervall eingrenzen. Die reellen Nullstellen von g sind x(1) = 4
und x(2) = −3. Da g somit nur im Intervall (−3, 4) kleiner als Null ist, mu¨ssen die
reellen Nullstellen von f im Intervall [−3, 4] liegen.
Eine Fragestellung, die im Zusammenhang mit nicht-negativen Polynomen immer
wieder auftaucht, ist die, ob sich ein nicht-negatives Polynom als Summe aus Qua-
draten bestimmter Funktionen darstellen la¨sst. Als
”
Hilberts 17. Problem“ wurde die
Fragestellung bekannt, ob jedes nicht-negative Polynom eine Darstellung als Summe
aus Quadraten rationaler Funktionen besitzt [Hil00]. Dieses Problem wurde spa¨-
ter von Artin gelo¨st [Art26]. Hilbert selbst untersuchte auch die Frage, ob es fu¨r
jedes nicht-negative Polynom eine Darstellung als Summe aus Quadraten von Po-
lynomen (oder kurz Quadratsumme) gibt. Er stellte fest, dass univariate Polynome
beliebigen Grades, bivariate Polynome vom Grad 4 und multivariate Polynome vom
Grad 2 immer Quadratsummen sind [Hil88]. Er erbrachte den Beweis, dass fu¨r alle
anderen Fa¨lle nicht-negative Polynome existieren, die keine solche Darstellung be-
sitzen. Ein Beispiel fu¨r ein solches Polynom vero¨ffentlichte er allerdings nicht. Das
erste konkrete Beispiel eines nicht-negativen Polynoms, das keine Quadratsumme
ist, vero¨ffentlichte Motzkin [Mot65]:
p(x, y, z) = z6 + x2y4 + x4y2 − 3x2y2z2.
Die Nicht-Negativita¨t dieses Polynoms bewies Motzkin mit Hilfe der arithmetisch-









Spa¨ter untersuchte Reznick, unter welchen Bedingungen nicht-negative Polynome,
die von dieser Form sind, eine Darstellung als Quadratsumme besitzen [Rez89].
Darauf aufbauend erforschten Choi, Lam und Reznick, wie viele Summanden fu¨r
eine Darstellung als Quadratsumme maximal beno¨tigt werden [CLR95]. Außerdem
fanden sie Bedingungen an die Anzahl der reellen Nullstellen, unter denen homo-
gene nicht-negative Polynome in drei Variablen vom Grad 6 bzw. in vier Variablen
vom Grad 4 Quadratsummen sind [CLR80]. Powers und Wo¨rmann entwickelten
ein Verfahren, das nicht nur entscheidet, ob ein nicht-negatives Polynom eine Qua-
dratsumme ist, sondern welches gleichzeitig auch eine solche Darstellung berechnen
kann [PW98]. Putinar schra¨nkte den Definitionsbereich der Polynome ein. Fu¨r seine
Untersuchungen betrachtete er Polynome, die auf einer semi-algebraischen Menge
K = {x ∈ Rn | g1(x) ≥ 0, . . . , gm(x) ≥ 0}
nicht-negativ sind [Put93]. Er zerlegte diese Polynome in Summen aus bestimmten
einfacheren Polynomen. Po´lya fand fu¨r homogene Polynome eine notwendige Bedin-
gung fu¨r die Positivita¨t auf einer bestimmten semialgebraischen Menge [Po´l74]: Es
sei
K0 := {x ∈ Rn \ {0} | x1 ≥ 0, . . . , xn ≥ 0}.
Ist p ∈ R[x1, . . . , xn] homogen und p(x) > 0 fu¨r alle x ∈ K0, so existiert ein N ∈ N,
so dass alle Koeffizienten des Polynoms
hN(x) = (x1 + · · ·+ xn)Np(x)
positiv sind. Die ZahlN ist dabei unbeschra¨nkt. Sa¨tze solcher Art, die eine notwendi-
ge Bedingung fu¨r die Nicht-Negativita¨t bzw. die Positivita¨t eines Polynoms auf dem





Positivstellensa¨tze“ genannt. Es gibt weitere bekannte klassische
Positivstellensa¨tze und Nichtnegativstellensa¨tze von Stengle [Ste73] und Schmu¨d-
gen [Sch91]. Zusammenfassungen und Beweise klassischer und neuerer Stellensa¨tze
findet man bei Cukierman [Cuk07], Scheiderer [Sch09], sowie Berr und Wo¨rmann
[BW01]. Becker, Powers und Wo¨rmann entwickelten ein Verfahren, mit dessen Hilfe
sich entscheiden la¨sst, ob ein Polynom nicht-negativ ist [BPW00]. Dieses Verfahren
u¨berpru¨ft, ob die reelle Varieta¨t eines bestimmten Ideals leer ist oder nicht.
Eine wichtige Anwendung finden nicht-negative Polynome beim Momentenproblem:
Sei K ⊆ Rn eine nicht-leere abgeschlossene Menge und L : R[x1, . . . , xn] → R
ein lineares Funktional. Das Momentenproblem ist die Fragestellung, ob ein nicht-
negatives Borelmaß µ existiert, so dass L(p) =
´
K
pdµ. Haviland zeigte, dass ein sol-
ches Borelmaß genau dann existiert, wenn L(p) ≥ 0 fu¨r alle auf K nicht-negativen
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Polynome p gilt [Hav35], [Hav36]. Schmu¨dgen lo¨ste das Momentenproblem fu¨r
kompakte semi-algebraische Mengen K [Sch91]. Kuhlmann, Marshall und Schwartz
untersuchten das Momentenproblem fu¨r nicht-kompakte semi-algebraische Mengen
[KM02], [KMS05]. Weitere Informationen und Anwendungen des Momentenpro-
blems sind im Buch von Lasserre [Las10] zu finden.
Als Kegel wurde die Menge der nicht-negativen Polynome selbst bisher nur we-
nig betrachtet. Reznick untersuchte diesen konvexen Kegel fu¨r homogene Polynome
vom Grad d [Rez92]. Außerdem interpretierte er den dualen Kegel als Menge der
Summen aus d-Potenzen von linearen Polynomen. Choi und Lam untersuchten im
homogenen Fall die Kanten des Kegels [CL77]. Sie gaben allerdings keine allgemei-
nen Kriterien an, sondern u¨berpru¨ften einzelne Beispiele. Blekherman untersuchte
den Kegel der nicht-negativen Polynome und den Kegel der Quadratsummen, indem
er sie mit einer Hyperebene schnitt und anschließend die Volumina der Schnitte be-
rechnete [Ble04], [Ble06]. Er bewies damit, dass es, solange der Grad beschra¨nkt
ist, einen echten Unterschied zwischen diesen beiden Kegeln gibt. Ist der Grad der
Polynome hingegen unbeschra¨nkt, so liegt der Kegel der Quadratsummen dicht in
der Menge der Polynome, die nicht-negativ auf dem Wu¨rfel [−1, 1]n sind, wie Berg,
Christensen und Ressel bewiesen [BCR76]. Weitere Ergebnisse zur Approximation
nicht-negativer Polynome mit Quadrat-Summen vero¨ffentlichten Lasserre [Las06]
und Marshall [Mar03]. Desweiteren gibt es Fragestellungen im Bereich der Op-
timierung, bei denen nicht-negative Polynome und Quadratsummen eine wichtige
Rolle spielen. Eine U¨bersicht dazu findet sich bei Laurent [Lau09].
Im Zusammenhang mit nicht-negativen Polynomen ist auch der Satz von Tchakaloff
von Bedeutung. Er besagt in seiner urspru¨nglichen Form, die fu¨r kompakte Ω ⊆ R2
















ist [Tch57]. Dieser Satz wurde im Laufe der Jahre verallgemeinert. Putinar bewies,
dass er auch fu¨r eine beliebige endliche Anzahl an Variablen gilt [Put97]. Curto und
Fialkow erweiterten den Satz auf nicht-kompakte Mengen Ω [CF02]. Sie bewiesen
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außerdem eine komplexe Version des Satzes. Bayer und Teichmann verallgemeiner-
ten ihn auf Maßra¨ume [BT06].
In der vorliegenden Arbeit wird der Kegel der nicht-negativen Polynome untersucht
und unter anderem der Satz von Tchakaloff rein algebraisch und funktionalanalytisch
bewiesen. Dazu werden wir im zweiten Kapitel die in den weiteren Ausfu¨hrungen
beno¨tigten Grundlagen u¨ber konvexe Mengen, Kegel und Hyperebenen vorstellen.
Das dritte Kapitel behandelt Grundlagen u¨ber homogene Polynome, Homogenisie-
rungen und den projektiven Raum Pn. Anschließend werden wir diese Begriffe zu-
sammenfu¨hren und Auswertungen homogenisierter Polynome in den Punkten des
projektiven Raums definieren. Besondere Beachtung finden dabei die unendlich fer-
nen Punkte im Raum Pn. Im vierten Kapitel untersuchen wir fu¨r beschra¨nkten Grad
den Kegel der nicht-negativen Polynome. Als erstes beweisen wir, dass der Grad je-
des nicht-negativen Polynoms eine gerade Zahl ist. Anschließend untersuchen wir
den Rand und das Innere des Kegels. Wir beschreiben den Rand und das Innere
vollsta¨ndig u¨ber affine und unendlich ferne Nullstellen. Das fu¨nfte Kapitel behan-
delt den Satz von Tchakaloff. Wir geben einen neuen Beweis der bisher weitesten
Verallgemeinerung dieses Satzes fu¨r den Raum R[x1, . . . , xn] mit einer beliebigen
Menge Ω an. Im Gegensatz zu allen bisher vero¨ffentlichten Beweisen verzichten wir
auf maßtheoretische Argumente und argumentieren stattdessen rein algebraisch und
funktionalanalytisch. Im sechsten Kapitel betrachten wir schließlich den Kegel der
linearen Funktionale, die auf allen nicht-negativen Polynomen von beschra¨nktem
Grad nicht-negativ sind. Hier werden wir diesen Kegel vollsta¨ndig beschreiben. Da-
zu untersuchen wir den Rand und das Innere des Kegels. Angelehnt an den Satz
von Tchakaloff zeigen wir, welche linearen Funktionale sich als Kubatursumme mit
nicht-negativen Gewichten darstellen lassen. Fu¨r alle linearen Funktionale, die keine
solche Darstellung als Kubatursumme besitzen, finden wir eine einer Kubatursumme
mit nicht-negativen Gewichten a¨hnliche Darstellung. Anschließend untersuchen wir
anhand dieser Darstellungen, welche dieser Funktionale sich fortsetzen lassen zu li-
nearen Funktionalen, die auf dem Kegel der nicht-negativen Polynome von ho¨herem
Grad nicht-negativ sind.
KAPITEL 2
Konvexe Kegel und Hyperebenen
2.1. Konvexe Mengen und Kegel
Die Definitionen und Sa¨tze der folgenden beiden Abschnitte entstammen alle bis auf
einzeln gekennzeichnete dem Buch [HUL01].
In dieser Arbeit betrachten wir den Raum RD mit dem Standardskalarprodukt 〈·, ·〉,
das bekanntlich wie folgt definiert ist: Fu¨r x = (x1, . . . , xD), y = (y1, . . . , yD) ∈ RD
ist 〈x, y〉 =
D∑
i=1
xiyi. Mit der Euklidischen Norm ‖x‖2 =
√〈x, x〉 ist RD ein vollsta¨n-
diger normierter Raum.
Definition 1. Eine Menge C ⊆ RD heißt konvex, wenn gilt:
x, y ∈ C ⇒ {αx+ (1− α)y | α ∈ [0, 1]} ⊆ C.
Geometrisch interpretiert bedeutet das, dass fu¨r je zwei Elemente x, y ∈ C auch
ihre Verbindungsstrecke {αx + (1 − α)y | α ∈ [0, 1]} in der Menge C enthalten ist.
A¨quivalent zur obigen Definition ist die Aussage:



















Die konvexe Hu¨lle co(S) einer Menge S ⊆ RD ist der Durchschnitt aller konvexen
Mengen, die S enthalten
co(S) :=
⋂
{C ⊆ RD | C konvex und S ⊆ C}.
Eine Konvexkombination ist demnach eine Linearkombination mit der zusa¨tzlichen
Eigenschaft, dass alle Koeffizienten nicht-negativ sind und ihre Summe Eins ergibt.
Die konvexe Hu¨lle einer Menge la¨sst sich auch mit Hilfe aller Konvexkombinationen
beschreiben. Es gibt demnach eine Charakterisierung als Durchschnitt von Mengen
und eine als Menge aus Konvexkombinationen.
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x ∈ RD | fu¨r ein k ∈ N existieren x1, . . . , xk ∈ S
und α1, . . . , αk ≥ 0 mit
k∑
i=1






Zwar ist jedes Element aus co(S) eine Konvexkombination aus endlich vielen Ele-
menten, aber die Anzahl k dieser Elemente ist erst einmal unbeschra¨nkt. Eine Be-
schra¨nkung liefert der folgende Satz:
Satz 4. (C. Carathe´odory) Jedes x ∈ co(S) ⊆ RD la¨sst sich als Konvexkombination
aus D + 1 Elementen von S darstellen.
Der Satz von Carathe´odory sagt nichts u¨ber die Existenz einer Basis aus D + 1
Elementen aus, wie man sie im Fall von Linearkombinationen kennt. In Wirklichkeit
ha¨ngen die Erzeuger xi im Allgemeinen von x selbst ab. Betrachtet man ein Dreieck
im Raum R2, so la¨sst sich jeder Punkt der Dreiecksfla¨che als Konvexkombination der
drei Eckpunkte beschreiben. Anders sieht es allerdings aus, wenn man im Raum R2
eine Kreisscheibe mit Hilfe von Konvexkombinationen der Elemente des Kreisrandes
beschreiben mo¨chte. Man findet keine drei Punkte, durch deren Konvexkombinatio-
nen man die ganze Kreisfla¨che erha¨lt. In Wahrheit werden in diesem Fall wirklich
unendlich viele verschiedene Punkte auf dem Kreisrand beno¨tigt, fu¨r jedes einzelne
Element aber wiederum nur ho¨chstens drei.
In den folgenden Kapiteln werden wir auch ha¨ufig abgeschlossene konvexe Mengen
betrachten, die als abgeschlossene konvexe Hu¨lle einer Menge S entstehen:
Definition 5. Die abgeschlossene konvexe Hu¨lle co(S) einer nicht-leeren Menge
S ⊆ RD ist der Durchschnitt aller abgeschlossenen konvexen Mengen, die S enthal-
ten.
In der Tat ist co(S) wieder eine abgeschlossene Menge, da der Durchschnitt abge-
schlossener Mengen wieder abgeschlossen ist. Man kann die abgeschlossene konvexe
Hu¨lle auch mit Hilfe der konvexen Hu¨lle konstruieren:
Satz 6. Die abgeschlossene konvexe Hu¨lle co(S) ist der Abschluss cl(co(S)) der
konvexen Hu¨lle von S.
Eigenschaften der konvexen Hu¨lle und der abgeschlossenen konvexen Hu¨lle:
(i) Ist S1 ⊆ S2, so ist sowohl co(S1) ⊆ co(S2) als auch co(S1) ⊆ co(S2).
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(ii) Ist S beschra¨nkt (bzw. kompakt), so ist co(S) auch beschra¨nkt (bzw. kom-
pakt). Im Allgemeinen ist die konvexe Hu¨lle einer abgeschlossenen Menge
aber nicht abgeschlossen.
Weiterhin werden wir in den spa¨teren Kapiteln den Begriff des Kegels beno¨tigen:
Definition 7. Eine Menge K ⊆ RD heißt Kegel, wenn gilt:
x ∈ K ⇒ αx ∈ K, ∀α ≥ 0.
In einem Kegel K ist demnach fu¨r jedes Element x ∈ K auch die gesamte Halb-
gerade {αx | α ≥ 0} wieder enthalten. Der Begriff Kegel ist in der Literatur nicht
immer gleich definiert. Manchmal wird vorausgesetzt, dass K auch konvex ist. Wir
beno¨tigen im weiteren Verlauf a¨hnlich zu den Konvexkombinationen auch Linear-
kombinationen mit nicht-negativen Koeffizienten.
Definition 8. Eine Menge heißt konvexer Kegel, wenn sie konvex und ein Kegel




αixi, wobei α1, . . . , αk ≥ 0.
Ist K ein konvexer Kegel, so liegt jede konische Kombination aus Elementen aus K
wieder in K. Eine gegebene Menge auf Konvexita¨t zu untersuchen wird einfacher,
wenn bereits bekannt ist, dass sie ein Kegel ist. Denn ein Kegel K ist genau dann
konvex, wenn fu¨r je zwei Elemente x, y ∈ K auch ihre Summe x + y ∈ K ist, das
bedeutet K +K ⊆ K.
Definition 9. Die konische Hu¨lle (oder genauer konvexe konische Hu¨lle) cone(S)
einer nicht-leeren Menge S ⊆ RD ist die Menge aller konischen Kombinationen aus
Elementen aus S.
Die abgeschlossene konische Hu¨lle einer nicht-leeren Menge S ⊆ RD ist der Abschluss
der konischen Hu¨lle cone(S) := cl(cone(S)).
Genauso wie bei der konvexen und der abgeschlossenen konvexen Hu¨lle gilt auch
fu¨r die konische und die abgeschlossene konische Hu¨lle: Ist S1 ⊆ S2, so ist auch
cone(S1) ⊆ cone(S2) und cone(S1) ⊆ cone(S2).
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Bemerkung 10. Aus Satz 4 folgt direkt, dass sich jedes x ∈ cone(S) ⊆ RD als
konische Kombination aus D + 1 Elementen darstellen la¨sst, denn
x ∈ cone(S) ⇔ x =
k∑
i=1
αixi, αi ≥ 0, i = 1, . . . , k
⇔ x = λ
k∑
i=1




Definition 11. Sei K ein konvexer Kegel. Der polare Kegel ist definiert durch
K◦ := {s ∈ RD | 〈s, u〉 ≤ 0 ∀u ∈ K}.
Der bipolare Kegel ist dementsprechend definiert durch
K◦◦ := {c ∈ RD | 〈c, s〉 ≤ 0 ∀s ∈ K◦}.
Der polare Kegel K◦ ha¨ngt vom gewa¨hlten Skalarprodukt ab. Wa¨hlt man verschie-
dene Skalarprodukte, so erha¨lt man verschiedene polare Kegel.
Sind K1 und K2 konvexe Kegel mit K1 ⊆ K2, so ist K◦1 ⊇ K◦2 . Die Inklusion dreht
sich also um, wenn man zu den polaren Kegeln u¨bergeht. Der polare Kegel ist auf-
grund der Stetigkeit des Skalarprodukts ein abgeschlossener konvexer Kegel.
K◦ la¨sst sich auch geometrisch interpretieren: 〈s, u〉 ≤ 0 bedeutet, dass der von
s und u eingeschlossene Winkel gleich oder gro¨ßer als pi
2
ist, wenn s, u 6= 0 sind.
Der polare Kegel K◦ kann damit interpretiert werden als die Menge aller Vektoren,
die einen Winkel von mindestens pi
2
mit den Vektoren aus K einschließen und dem
Nullvektor. Es gilt immer K ∩K◦ = {0}.
Definition 12. (aus [BV04]) Sei K ein konvexer Kegel. Der duale Kegel ist defi-
niert durch
K∗ := {s ∈ RD | 〈s, u〉 ≥ 0 ∀u ∈ K}.
Der biduale Kegel ist dementsprechend definiert durch
K∗∗ := {c ∈ RD | 〈c, s〉 ≥ 0 ∀s ∈ K∗}.
Der duale Kegel ist ebenso wie der polare Kegel ein abgeschlossener konvexer Kegel.
Es ist K∗ = −K◦ und K∗∗ = K◦◦.
Ist K ein Unterraum des RD, so ist K◦ = K∗ sein Orthogonalraum.
Sind K1 und K2 konvexe Kegel mit K1 ⊆ K2, so ist K∗1 ⊇ K∗2 .
Insbesondere der bipolare Kegel liefert eine hilfreiche Anwendung der polaren Kegel:
Satz 13. Sei K ein konvexer Kegel. Dann ist der bipolare Kegel K◦◦ der Abschluss
K von K.
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Da K◦◦ = K∗∗, muss die obige Aussage ebenfalls fu¨r den bidualen Kegel gelten:
Korrolar 14. (aus [BV04]) Sei K ein konvexer Kegel. Dann ist der biduale Kegel
K∗∗ der Abschluss K von K.
2.2. Hyperebenen
Hyperebenen und Halbra¨ume sind konvexe Mengen mit speziellen Eigentschaften,
die wir im Folgenden noch beno¨tigen werden.
Definition 15. Eine affine Hyperebene Hs,r ⊆ RD mit s ∈ RD \ {0}, r ∈ R ist
definiert als die Menge
Hs,r := {c ∈ RD | 〈c, s〉 = r}.
Jede affine Hyperebene Hs,r la¨sst sich auffassen als eine verschobene lineare Hyper-
ebene
Hs,0 = {c ∈ RD | 〈c, s〉 = 0}.
Jede affine Hyperebene
”
zerschneidet“ den Raum RD in zwei affine (abgeschlossene)
Halbra¨ume
H+s,r := {c ∈ RD | 〈c, s〉 ≥ r} und H−s,r := {c ∈ RD | 〈c, s〉 ≤ r},
die beide die Hyperebene Hs,r enthalten. Um die abgeschlossene konvexe Hu¨lle einer
Menge S ⊆ RD nach Definition 5 zu erhalten, muss man den Durchschnitt aller
abgeschlossenen konvexen Mengen bilden, die S enthalten. Tatsa¨chlich reicht es aber
aus, sich auf die affinen Halbra¨ume H+s,r zu beschra¨nken:





= {c ∈ RD | 〈s, c〉 ≥ r wobei 〈s, t〉 ≥ r ∀t ∈ S}. (2.2.1)
Ob man die affinen Halbra¨ume H+s,r oder H
−
s,r verwendet, ist dabei nicht von Be-
deutung, da H−s,−r = Hs,r und H+−s,−r = H
−
s,r. Da es in unserem Fall einfacher und
sinnvoller ist, nicht-negative Skalarprodukte zu betrachten, werden wir immer die
Halbra¨ume H+s,r verwenden.
Eine besondere Rolle kommt den stu¨tzenden Hyperebenen zu:
Definition 17. Eine affine Hyperebene Hs,r stu¨tzt eine Menge S ⊆ RD im Punkt
x ∈ S, wenn S im affinen Halbraum H+s,r (oder H−s,r) liegt und x auf der Hyperebene
liegt, das heißt
〈s, b〉 ≥ r ∀b ∈ S und 〈s, x〉 = r.
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Hs,r heißt dann stu¨tzende Hyperebene von S.
Bemerkung 18. Korollar 14 besagt: Sei K ein konvexer Kegel, so ist
K = {c ∈ RD | 〈s, c〉 ≥ 0 ∀s ∈ K∗}.
Das bedeutet aber, dass




Es reicht also mit Satz 16 aus, fu¨r den Abschluss K bzw. die abgeschlossene konvexe
Hu¨lle co(K) eines konvexen Kegels K nur den Durchschnitt aller affinen Halbra¨ume
zu betrachten, die zu linearen Hyperebenen geho¨ren.
Fu¨r jede konvexe Teilmenge C des Raums RD, die nicht selbst der RD ist, existieren
stu¨tzende Hyperebenen. Insbesondere liegt jedes Element von C, durch das eine
stu¨tzende Hyperebene verla¨uft, auf dem Rand von C. Fu¨r abgeschlossene konvexe
Mengen la¨sst sich so der gesamte Rand charakterisieren:
Satz 19. Der Rand einer abgeschlossenen konvexen Menge C ⊂ RD entha¨lt genau
die Punkte aus C, durch die eine stu¨tzende Hyperebene von C verla¨uft.
Da es bei einem konvexen Kegel K ausreicht, fu¨r die Konstruktion des Abschlus-
ses nur affine Halbra¨ume zu beru¨cksichtigen, die zu linearen Hyperebenen geho¨ren,
beno¨tigt man auch fu¨r die Betrachtung des Randes von K nur lineare stu¨tzende
Hyperebenen:
Korrolar 20. Fu¨r den Rand eines konvexen Kegels K ⊆ RD bedeutet Satz 19
∂K = {u ∈ K | ∃s ∈ RD\{0} : 〈s, t〉 ≥ 0 ∀t ∈ K und 〈s, u〉 = 0}
= {u ∈ K | ∃s ∈ K∗ \ {0} : 〈s, u〉 = 0}
Damit folgt direkt, dass fu¨r das Innere von K gilt:




Es sei P = R[x1, . . . , xn] der Vektorraum aller Polynome in den Variablen x1, . . . , xn
mit reellen Koeffizienten. Auch im Folgenden wird n immer die Anzahl der Variablen
bezeichnen.
Alle Definitionen und Sa¨tze dieses Abschnitts stammen aus [Gro¨68], [Gro¨70] und
[CLO92].
Definition 21. Es sei qt ∈ P ein Monom q ∈ R\{0}, t = xα11 · · ·xαnn , α1, . . . , αn ∈
N0. Dabei nennt man t auch normiertes Monom (oder Potenzprodukt). Der Grad




mit Monomen qiti, qi ∈ R, i = 1, . . . ,m. Dann ist der Grad von p definiert als
deg(p) = max
i=1,...,m
{deg(qiti) | qi 6= 0}.
Der Grad eines Polynoms wird manchmal auch als Totalgrad bezeichnet.
In dieser Arbeit werden wir die Bezeichnung Grad verwenden. Ab jetzt bezeichne
Pd := {p ∈ P | deg(p) ≤ d}
den Vektorraum der Polynome in n Variablen, deren Grad ho¨chstens d ist. Pd hat





. Ab jetzt sei {t1, . . . , tD} die geordnete Basis von Pd, die
aus Monomen mit Koeffizient 1 besteht mit graduiert lexikographischer Anordnung
der Monome, das heißt












βi und fu¨r die letzten Koordinaten αi
und βi, die verschieden sind, gilt αi < βi.
Beispiel 1. Es sei p = x2+z+z2+xy2+xy+xz2+x2y+1 ∈ P3[x, y, z]. Ordnen wir
die Monome, die in p vorkommen, so gilt 1 < z < x2 < xy < z2 < x2y < xy2 < xz2.
Wir werden die so definierte Basis {t1, . . . , tD} ab jetzt immer als die geordnete Basis
von Pd bezeichnen.
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Definition 22. Ein Polynom p ∈ Pd heißt homogen vom Grad k, wenn jedes Mo-
nom, das in p enthalten ist, den Grad k hat oder wenn p ≡ 0 ist.
Ein homogenes Polynom wird in der Literatur manchmal auch als Form bezeichnet.
Jedes Polynom p ∈ Pd la¨sst sich eindeutig mit Hilfe seiner homogenen Komponenten
hk darstellen: p =
d∑
k=0
hk, wobei jeweils hk ein homogenes Polynom vom Grad k ist.
hk ist die Summe aller Monome vom Grad k in p. Ist deg(p) = r, so heißt hr die
fu¨hrende Form von p.
Jedes homogene Polynom vom Grad d ≥ 1 besitzt im Punkt (0, . . . , 0) eine Nullstelle.
Wenn wir in den folgenden Kapiteln homogene Polynome auf Nullstellen untersuchen
werden, werden wir immer die nicht-trivialen Nullstellen suchen.
Satz 23. Sei p ∈ Pd. Es ist p ein homogenes Polynom vom Grad k, genau dann
wenn fu¨r jedes λ ∈ R und jedes x ∈ Rn gilt:
p(λx) = λkp(x).
Ein gegebenes nicht-homogenes Polynom kann man mit Hilfe einer weiteren Varia-
blen in ein homogenes Polynom u¨berfu¨hren:
Definition 24. Sei p ∈ Pd mit deg(p) = r und p =
r∑
k=0
hk, wobei jeweils hk ein
homogenes Polynom vom Grad k ist. Dann heißt
f(x0, x1, . . . , xn) :=
r∑
k=0
xr−k0 hk(x1, . . . , xn)
die Homogenisierung von p.
f la¨sst sich ebenfalls darstellen als











Homogenisieren bedeutet also, dass jedes Monom mit einer passenden Potenz von x0
multipliziert wird, so dass es anschließend den Grad r besitzt. Man erha¨lt dadurch
ein Polynom aus dem Ring R[x0, x1, . . . , xn]. Die homogenisierende Variable x0 wird
hier immer an erster Stelle geschrieben.
Bemerkung 25. Durch Enthomogenisieren erha¨lt man aus einem homogenisierten
Polynom f ∈ R[x0, x1, . . . , xn] folgendermaßen auch wieder das Ausgangspolynom
p:
p(x1, . . . , xn) = f(1, x1, . . . , xn).
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3.2. Der projektive Raum
Wir definieren die folgende A¨quivalenzrelation ∼ auf dem Raum Rn+1 \ {0}:
(ξ′0, . . . , ξ
′
n) ∼ (ξ0, . . . , ξn) :⇔ ∃λ ∈ R \ {0} : (ξ′0, . . . , ξ′n) = λ · (ξ0, . . . , ξn).
Definition 26. (aus [CLO92]) Der n-dimensionale projektive Raum Pn u¨ber R ist
die Menge aller A¨quivalenzklassen der Relation ∼ in Rn+1 \ {0}:
Pn := (Rn+1 \ {0})/ ∼ .
Jede A¨quivalenzklasseR = [(ξ0, . . . , ξn)] bezeichnet einen Punkt in Pn, und (ξ0, . . . , ξn)
heißen homogene Koordinaten von R.
Jeder Punkt in Pn, das heißt jede A¨quivalenzklasse, ist eine Gerade im Raum Rn+1,
die durch den Koordinatenursprung verla¨uft, wobei der Nullpunkt selbst nicht ent-
halten ist. Es sei
Sn := {ξ ∈ Rn+1 | ξ20 + ξ21 + · · ·+ ξ2n = 1}
die Kugelspha¨re in Rn+1.
Satz 27. (aus [Die00]) Sei  die auf Sn durch
(ξ′0, . . . , ξ
′
n)  (ξ0, . . . , ξn) :⇔ (ξ′0, . . . , ξ′n) = (ξ0, . . . , ξn) oder
(ξ′0, . . . , ξ
′
n) = −(ξ0, . . . , ξn)
gegebene A¨quivalenzrelation. Dann gibt es eine Bijektion zwischen Sn/  und Pn.
Nach diesem Satz la¨sst sich der Raum Pn mit der Kugelspha¨re im Raum Rn+1
identifizieren, wenn man jeweils zwei Antipoden-Punkte als ein Element auffasst.
Als Vertreter der A¨quivalenzklassen der Relation ∼ wa¨hlt man dabei eins der beiden
Elemente der A¨quivalenzklasse, die auf der Kugeloberfla¨che liegen.
Definition 28. (aus [Gro¨70])
(i) Ist R = [(ξ0, ξ1, . . . , ξn)] ∈ Pn und ξ0 = 0, so heißt R ein unendlich ferner
Punkt.
(ii) Ist R = [(ξ0, ξ1, . . . , ξn)] ∈ Pn und ξ0 6= 0, so heißt R ein affiner Punkt.
Ist U = {[(ξ0, ξ1, . . . , ξn)] ∈ Pn | ξ0 6= 0} die Menge aller affinen Punkte in Pn, so
ist die Abbildung φ : Rn → U mit φ(ξ1, . . . , ξn) = [(1, ξ1, . . . , ξn)] eine Bijektion
zwischen U und Rn.
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3.3. Polynomauswertungen in Punkten des projektiven Raums
Im folgenden Abschnitt werden wir die Auswertung homogener Polynome in den
Punkten des projektiven Raums Pn definieren. Dazu fu¨hren wir zuerst einen neuen
Homogenisierungs-Begriff ein, den wir in den folgenden Kapiteln beno¨tigen.
Definition 29. Sei p ∈ Pd mit p =
m∑
k=0
hk mit m ≤ d. Dabei ist jeweils hk ein
homogenes Polynom vom Grad k. Dann heißt




die d-Homogenisierung von p. Es la¨sst sich f ebenfalls darstellen als











Das Ausgangspolynom p erha¨lt man aus der d−Homogenisierung f wiederum durch:
p(x1, . . . , xn) = f(1, x1, . . . , xn).
Die d-Homogenisierung eines Polynoms p ist immer ein homogenes Polynom vom
Grad d, auch wenn der Grad von p kleiner als d ist. Im Gegensatz zum ansonsten
u¨blichen Homogensieren wird beim d-Homogenisieren eventuell
”
ho¨her“ homogeni-
siert. Ist p ∈ Pd und f die d-Homogenisierung von p, so ist die d+1-Homogenisierung
g = x0 · f .
Wir definieren nun die Auswertung der d-Homogenisierungen in den Punkten des
projektiven Raums Pn. Da die Elemente R ∈ Pn punktierte Geraden durch den
Nullpunkt sind, schneidet jede dieser Geraden die Kugelspha¨re Sn in genau zwei
Punkten. Wir wa¨hlen nun den Schnittpunkt dieser Geraden mit der Kugelspha¨re
fu¨r die Auswertung, dessen erste Koordinate, die nicht Null ist, positiv ist.
Definition 30. Sei f die d-Homogenisierung eines Polynoms p ∈ Pd. Weiter sei
[(ξ0, . . . , ξn)] ∈ Pn. Dann ist

















2 , wenn fu¨r k = min{j ∈ {0, . . . , n} | ξj 6= 0} der Wert ξk > 0 ist




2 , wenn ξk < 0.
Beispiel 2. Die 2-Homogenisierung von p = x2+2xy+x−1 ist f = x2+2xy+xz−z2.
Es sei [ξ] = [z, x, y] = [2, 1, 2]. Dann ist µ =
√
22 + 12 + 22 = 3, und es ergibt sich
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. Die 4-Homogensierung ist g = x2z2 + 2xyz2 + xz3 − z4.

















Im Folgenden werden wir immer voraussetzen, dass im Raum Pn die A¨quivalenz-
klasse R = [(ξ0, . . . , ξn)] direkt durch den Repra¨sentanten dargestellt wird, der
auf der Kugelspha¨re liegt, das heißt, es gilt ξ20 + · · · + ξ2n = 1 und ξk > 0 fu¨r
k = min{j ∈ {0, . . . , n} | ξj 6= 0}.
In den folgenden Kapiteln werden besonders Polynome, deren Grad eine gerade
Zahl ist, eine wichtige Rolle spielen. Wir werden in diesen Kapiteln voraussetzen,
dass d gerade ist. In diesem Fall wu¨rde es keine Rolle spielen, welchen der beiden
Punkte auf der Kugelspha¨re man fu¨r die Auswertung verwendet, denn
f(−ξ0, . . . ,−ξn) = (−1)df(ξ0, . . . , ξn) = f(ξ0, . . . , ξn).
Ab dem folgenden Kapitel werden wir demnach nur noch voraussetzen, dass die
A¨quivalenzklasse R = [(ξ0, . . . , ξn)] durch einen Repra¨sentanten dargestellt wird,
der auf der Kugelspha¨re liegt.
Sei p ∈ Pd und f seine d-Homogenisierung. Dann gilt fu¨r die Auswertung von f
in einem affinen Punkt R = [(ξ0 . . . , ξn)] ∈ Pn mit ξ0 6= 0:




















Korrolar 31. Sei p ∈ Pd, f seine d-Homogensierung, g seine d+1-Homogenisierung
und R = [(ξ0, ξ1, . . . , ξn)] ∈ Pn mit ξ0 6= 0. Dann ist


















= ξ0 · f(R).
Es ist sinnvoll, dass fu¨r die Auswertung in einem affinen Punkt R ∈ Pn die Beziehung
g(R) = ξ0 ·f(R) gilt, wenn f die d-Homogenisierung und g die d+1-Homogenisierung
desselben Polynoms ist, da wir bereits festgestellt haben, dass g = x0 · f ist.
Zur Vereinfachung werden wir die Punkte des projektiven Raums Pn ab jetzt mit
[ξ] = [ξ0, ξ1, . . . , ξn] bezeichnen und im Gegensatz dazu die Punkte des affinen Raums
Rn mit ξ = (ξ1, . . . , ξn). Ist [ξ] = [ξ0, ξ1, . . . , ξn] ∈ Pn ein unendlich ferner Punkt,
d.h. ξ0 = 0, so bezeichne ξ
∗ ab jetzt den Punkt ξ∗ = (ξ1, . . . , ξn) ∈ Rn.
Definition 32. Sei p ∈ Pd und f seine d-Homogenisierung.
(i) Existiert ein [ξ] = [ξ0, . . . , ξn] ∈ Pn mit ξ0 6= 0 und f [ξ] = 0, so besitzt f
eine affine Nullstelle in [ξ].
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(ii) Existiert ein [ξ] = [ξ0, . . . , ξn] ∈ Pn mit ξ0 = 0 und f [ξ] = 0, so besitzt f
eine unendlich ferne Nullstelle in [ξ].












f(ξ0, ξ1, . . . , ξn) =
1
ξd0
f [ξ] = 0.




, . . . , ξn
ξ0
)
ist also eine reelle Nullstelle von p. Umgekehrt besitzt
auch f eine affine Nullstelle, wenn p eine reelle Nullstelle besitzt.
Beispiel 3. Es sei p = xy − 1 ∈ R[x, y]. Die Menge aller Nullstellen von p ist die
Hyperbel {(α, 1
α
) | α ∈ R \ {0}}. Die Asymptoten dieser Hyperbel sind bekanntlich
die x-Achse und die y-Achse. Wir betrachten nun die 2-Homogenisierung f = xy−z2









] ∣∣∣∣∣ α ∈ R \ {0} und µ =
√



























































= [0, 1, 0] .
Die beiden unendlich fernen Punkte [0, 0, 1] und [0, 1, 0], die man auf diese Weise
erha¨lt, sind die unendlich fernen Nullstellen von f . Wir ko¨nnen diese beiden Punkte
interpretieren als die Schnittpunkte (∞, 0) und (0,∞) der Hyperbel mit den Koor-
dinatenachsen.
Bemerkung 33. Es sei p ∈ Pd mit p =
d∑
k=0




seine d-Homogenisierung. Dann gilt fu¨r die Auswertung von f in einem unendlich




f [ξ] = f(ξ) =
d∑
k=0
0d−khk(ξ1, . . . , ξn) = hd(ξ1, . . . , ξn) = hd(ξ∗).
Das bedeutet, die Auswertung von f im unendlich fernen Punkt [ξ] = [0, ξ1, . . . , ξn]
entspricht der Auswertung der homogenen Komponente hd vom Grad d im Punkt
(ξ1, . . . , ξn).
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Ist p ∈ Pd ein Polynom mit deg(p) = r < d, so ist p =
r∑
k=0











Fu¨r einen unendlich fernen Punkt [ξ] ∈ Pn gilt




Die d-Homogenisierungen von Polynomen, deren Grad kleiner als d sind, sind somit
in jedem unendlich fernen Punkt Null.
Beispiel 4. Es sei wieder p = x2 + 2xy + x − 1. Die 2-Homogenisierung von p ist
f = x2 + 2xy + xz − z2 und die 4-Homogenisierung g = x2z2 + 2xyz2 + xz3 − z4.







. Dann ist f [ξ] = 33
25
und g[ξ] = 0. Betrachtet man
den homogenen Anteil zweiten Grades h2 und den homogenen Anteil vierten Grades
h4 von p, so erha¨lt man h2 = x


















Es bezeichne Hd den Vektorraum der homogenen Polynome vom Grad d in n + 1
Variablen:
Hd := {f ∈ R[x0, x1, . . . , xn] | f ist homogen vom Grad d}.
Wir betrachten die geordnete Basis {t1, . . . , tD} von Pd. Damit ist {t˜1, . . . , t˜D} eine
geordnete Basis von Hd, wobei t˜i die d-Homogenisierung von ti ist, das bedeutet
t˜i := x
mi
0 ti, mi := d− deg(ti), i = 1, . . . , D. Wir werden ab jetzt {t˜1, . . . , t˜D} als die
geordnete Basis von Hd bezeichnen.
Satz 34. (aus [Mar08]) Pd und Hd sind isomorph zueinander. Ein entsprechender
Isomorphismus ist durch die Abbildung








gegeben. Seine Umkehrabbildung ist
τ−1 : Hd → Pd, f(x0, x1, . . . , xn) 7→ f(1, x1, . . . , xn).
Da Pd und Hd isomorph sind, ko¨nnen wir ab jetzt entweder mit dem Raum Pd
der Polynome in n Variablen bis zum Grad d oder im Raum Hd der homogenen
Polynome in n + 1 Variablen vom (genauen) Grad d arbeiten. Die Erkenntnisse,




Der Kegel der nicht-negativen Polynome
Es sei D die Dimension des Vektorraums Pd der Polynome in n Variablen, deren
Grad kleiner oder gleich d ist. Dann gilt:







K+d := {p ∈ Pd | p(x) ≥ 0 ∀x ∈ Rn}
die Menge der nicht-negativen Polynome in Pd.
K+d ist ein konvexer Kegel, denn K
+
d ist ein Kegel, da
p ∈ K+d ⇔ p(x) ≥ 0 ∀x ∈ Rn
⇒ α · p(x) ≥ 0 ∀x ∈ Rn, ∀α ≥ 0
⇒ α · p ∈ K+d ∀α ≥ 0.
Weiter ist K+d konvex, denn
p1, p2 ∈ K+d , λ ∈ [0, 1] ⇒ p1 ≥ 0, p2 ≥ 0 ∀x ∈ Rn
⇒ λ · p1(x) + (1− λ) · p2(x) ≥ 0 ∀x ∈ Rn
⇒ λ · p1 + (1− λ) · p2 ∈ K+d .
Somit ist K+d ein konvexer Kegel.
Als na¨chstes zeigen wir, dass K+d außerdem abgeschlossen ist, das heißt der Grenz-
wert jeder konvergenten Folge in K+d liegt wieder im Kegel K
+
d . Da Pd ein endlich-
dimensionaler Vektorraum ist, sind alle Normen auf Pd a¨quivalent. Damit spielt es
keine Rolle, welche Norm wir zur Betrachtung der Konvergenz verwenden. Dazu de-
finieren wir die Norm ‖p‖2 folgendermaßen: Es sei {t1, . . . , tD} wieder die geordnete












Sei nun (pn)n∈N eine Folge in K+d , die gegen p
∗ ∈ Pd konvergiert: lim
n→∞
‖pn−p∗‖2 = 0.
Angenommen, es sei p∗ /∈ K+d . Dann existiert ein ξ ∈ Rn mit p∗(ξ) = −c < 0. Da
Pd ein endlich-dimensionaler Vektorraum ist und lim
n→∞
‖pn − p∗‖2 = 0, ist auch
19
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lim
n→∞
|pn(x) − p∗(x)| = 0 fu¨r alle x ∈ Rn und damit auch lim
n→∞
|pn(ξ) − p∗(ξ)| = 0.
Aber es ist pn ∈ K+d fu¨r alle n ∈ N, das heißt pn(ξ) ≥ 0 und p∗(ξ) = −c. Damit ist
lim
n→∞
|pn(ξ)− p∗(ξ)| = lim
n→∞
|pn(ξ)− (−c)| ≥ c > 0.
Das ist ein Widerspruch zur Voraussetzung, dass pn gegen p konvergiert. Also exis-
tiert kein solches ξ ∈ Rn und es ist p∗ ∈ K+d . Damit ist K+d ein abgeschlossener
konvexer Kegel.
Ziel dieses Kapitels ist es nun, den abgeschlossenen konvexen Kegel K+d vollsta¨ndig
zu beschreiben, das bedeutet sein Inneres und seinen Rand vollsta¨ndig zu charakteri-
sieren. Als erstes werden wir dazu zeigen, dass der Kegel K+d nur Polynome entha¨lt,
deren Grad eine gerade Zahl ist. Anschließend werden wir die Polynome auf dem
Rand und im Inneren des Kegels untersuchen und zu dem Ergebnis kommen, dass
auf dem Rand des Kegels genau die Polynome liegen, deren d-Homogenisierungen
affine oder unendlich ferne Nullstellen besitzen und das Innere des Kegels genau die
Polynome entha¨lt, deren d-Homogenisierungen positiv sind.
Zuerst zeigen wir nun, dass der Grad jedes Polynoms aus K+d eine gerade Zahl
ist. In der Literatur findet sich ha¨ufig die Aussage, dass nur der Fall, dass d gerade
ist, interessant sei, so beispielsweise im Buch von Marshall [Mar08] oder in den Ar-
tikeln von Blekherman [Ble04] oder Choi, Lam und Reznick [CLR80]. Wir zeigen
hier, dass der Fall eines nicht-negativen Polynoms mit einem ungeraden Grad gar
nicht existiert.




wobei hk jeweils ein homogenes Polynom vom Grad k ist.
Lemma 35. Fu¨r jedes p ∈ Pd \ {0} existiert ein η ∈ Rn mit |p(η)− hr(η)| < |hr(η)|.
Beweis. Fu¨r a ∈ Pd definieren wir ‖a‖max := max{|a(ξ1, . . . , ξn)| : ξ21+· · ·+ξ2n = 1}.




ζ2j = 1 und |hr(ζ)| = mr. Dann ist mk ≥ |hk(ζ)| fu¨r k = 0, . . . , r. Wa¨hle
µ := m
mr
≥ 1. Dann gilt:
µ = m
mr
⇒ µmr = m
⇒ µrmr = µr−1m ≥ µkm ≥ µkmk, k = 0, . . . , r − 1
⇒ |hr(µζ)|︸ ︷︷ ︸
=:sr
= |µrhr(ζ)| ≥ |µkhk(ζ)| = |hk(µζ)|︸ ︷︷ ︸
=:sk
, k = 0, . . . , r − 1
⇒ sr ≥ sk, k = 0, . . . , r − 1.
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Setze nun ϑ := µζ. Dann ist |hk(ϑ)| = sk, k = 0, . . . , r − 1. Wa¨hle λ > 0 so groß,
dass λr > λr−1 + · · ·+ λ2 + λ+ 1. Dann folgt:
λr > λr−1 + · · ·+ λ2 + λ+ 1


















⇒ |p(λϑ)− hr(λϑ)| < |hr(λϑ)|.
Mit η := λϑ gilt nun |p(η)− hr(η)| < |hr(η)|. 











Daraus folgt, dass auch |p(−η)− hr(−η)| < |hr(−η)| fu¨r dasselbe η wie oben.
Lemma 36. Fu¨r p ∈ Pd \ {0} und η ∈ Rn gelte |p(η)−hr(η)| < |hr(η)|. Dann haben
p(η) und hr(η) das gleiche Vorzeichen.
Beweis. Es muss hr(η) 6= 0 sein, denn wa¨re hr(η) = 0, so wu¨rde nach der Voraus-
setzung gelten |p(η)| = |p(η) − hr(η)| < |hr(η)| = 0. Da dies ein Widerspruch ist,
muss hr(η) 6= 0 sein.
Desweiteren muss auch p(η) 6= 0 sein, da ansonsten |hr(η)| = |p(η)−hr(η)| < |hr(η)|
wa¨re, was ebenfalls ein Widerspruch ist.
Angenommen, hr(η) und p(η) ha¨tten unterschiedliche Vorzeichen. Dann folgt, dass
|p(η) − hr(η)| = |p(η)| + |hr(η)| ≥ |hr(η)|. Dies ist aber ebenfalls ein Widerspruch
zur Voraussetzung. Somit haben hr(η) und p(η) dasselbe Vorzeichen. 
Mit diesen beiden Lemmata beweisen wir nun, dass fu¨r ein nicht-negatives Polynom
der Grad r gerade sein muss.
Satz 37. Ist p ein nicht-negatives Polynom, so ist r = deg(p) eine gerade Zahl.
Beweis. Fu¨r jedes Polynom p ∈ Pd mit deg(p) = r und der fu¨hrenden Form hr
existiert nach Lemma 35 ein η ∈ Rn, so dass |p(η) − hr(η)| < |hr(η)| und ebenso
|p(−η)−hr(−η)| < |hr(−η)|. Damit haben nach Lemma 36 die Werte p(η) und hr(η)
das gleiche Vorzeichen. Die Werte p(−η) und hr(−η) haben ebenfalls das gleiche
Vorzeichen. Ist r ungerade, so gilt hr(−η) = −hr(η), da hr ein homogenes Polynom
vom Grad r ist. Demnach ist entweder p(η) oder p(−η) negativ. Ist r ungerade, kann
p somit kein nicht-negatives Polynom sein. Jedes nicht-negative Polynom p muss also
geraden Grad haben. 
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Da demnach die nicht negativen Polynome im Polynomraum P2m+1 ho¨chstens den
Grad 2m haben, gehen wir im Folgenden immer davon aus, dass d eine gerade Zahl
ist.
Ab jetzt gelte fu¨r den Rest dieses Kapitels die folgende Generalvoraussetzung:
d ist eine gerade Zahl.
Wenn wir d-Homogenisierungen in Elementen des projektiven Raums Pn auswerten,
spielt es nun keine Rolle mehr, welchen der beiden Vertreter der A¨quivalenzklasse
[ξ], die auf der Kugelspa¨re liegen, wir zur Auswertung heranziehen, da
f(−ξ0, . . . ,−ξn) = (−1)df(ξ0, . . . , ξn) = f(ξ0, . . . , ξn).
Satz 38. Ist p ∈ Pd mit deg(p) = d und p(x) ≥ 0 und fu¨r alle x ∈ Rn, so ist auch
hd(x) ≥ 0 fu¨r alle x ∈ Rn.
Beweis. Angenommen, es sei ξ ∈ Rn mit hd(ξ) < 0 und uk := hk(ξ), k = 0, . . . , d.
Wa¨hle λ > 0 so groß, dass
λd >




∣∣∣ud−1ud λd−1 + · · ·+ u1udλ+ u0ud ∣∣∣
⇒ ∣∣udλd∣∣ > ∣∣ud−1λd−1 + · · ·+ u1λ1 + u0∣∣
⇒ |hd(λξ)| > |p(λξ)− hd(λξ)|
⇒ hd(λξ) und p(λξ) haben das gleiche Vorzeichen nach Lemma 36.
Da p(λξ) ≥ 0 fu¨r alle λ > 0 und alle ξ ∈ Rn, ist hd(λξ) = λdhd(ξ) ≥ 0. Es ist λd > 0
und damit hd(ξ) ≥ 0 fu¨r alle ξ ∈ Rn. 
Ist p ein nicht-negatives Polynom, so muss also auch seine fu¨hrende Form ein nicht-
negatives Polynom sein.
Mit der gleichen Argumentation muss auch das homogene Polynom niedrigsten Gra-
des, das in p vorkommt, sozusagen die niedrigste Form, ein nicht-negatives Polynom
sein. Der Beweis verla¨uft analog zum obigen. Ist h` die niedrigste Form von p, so
wa¨hlt man allerdings λ > 0 so klein, dass
λ` >
∣∣∣∣udu` λd + ud−1u` λd−1 + · · ·+ u`+1u` λ`+1
∣∣∣∣ .
Damit haben p(λξ) und h`(λξ) das gleiche Vorzeichen, und h` muss nicht-negativ
sein.
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Der Beweis des obigen Satzes zeigt auch, fu¨r ξ ∈ Rn, deren Norm sehr groß ist,
dominiert die fu¨hrende Form das Polynom p, das heißt, sie bestimmt auch das Vor-
zeichen von p(ξ). Fu¨r ξ ∈ Rn, deren Norm sehr klein ist, dominiert die niedrigste
Form und bestimmt das Vorzeichen von p(ξ).
Wir widmen uns nun dem Rand des Kegels K+d . Dazu betrachten wir zuerst die
Polynome, die zum Kegel geho¨ren und reelle Nullstellen besitzen. Sie liegen alle auf
dem Rand, wie der folgende Satz zeigt:
Satz 39. Sei p ∈ K+d und es existiere ein ξ ∈ Rn mit p(ξ) = 0. Dann ist p ∈ ∂K+d .
Beweis. Angenommen, es sei p ∈ int(K+d ). Dann existiert ε > 0, so dass gilt

















Damit ist g∗ ∈ {g ∈ Pd : ‖p − g‖2 < ε} ⊆ K+d . Aber es ist p(ξ) = 0 und damit




< 0. Das ist ein Widerspruch dazu, dass g∗ ∈ K+d ist. Somit
ist p /∈ int(K+d ), sondern p ∈ ∂K+d . 
Alle Polynome ausK+d , die eine reelle Nullstelle besitzen, liegen auf dem Rand. Diese
Aussage ist a¨quivalent dazu, dass alle Polynome ausK+d , deren d-Homogenisierungen
eine affine Nullstelle besitzen, auf dem Rand liegen. Wir untersuchen als na¨chstes, ob
auch die Polynome aus K+d , deren d-Homogenisierungen unendlich ferne Nullstellen
besitzen, auf dem Rand des Kegels liegen. Dazu betrachten wir zuna¨chst ein Beispiel.
Es sei
p = x2y2 − 2xy + x2 + 1 ∈ (R[x, y])4.
p la¨sst sich auch schreiben als p = (xy − 1)2 + x2. Da sowohl (xy − 1)2 ≥ 0 als auch
x2 ≥ 0 fu¨r alle (x, y) ∈ R2, ist p ∈ K+4 ⊆ (R[x, y])4. Allerdings besitzt p keine reelle
Nullstelle, denn jede reelle Nullstelle von p mu¨sste gleichzeitig Nullstelle des ersten
und des zweiten Summanden sein. (xy− 1)2 besitzt die Nullstellen {(α, 1
α
) | α ∈ R}
und x2 die Nullstellen {(0, β) | β ∈ R}. Der Schnitt dieser beiden Mengen ist leer.
Fu¨r das Polynom
pε := x
2y2 − 2xy + x2 − ε
2
y + 1 = p− ε
2
y
mit ε > 0 gilt: ‖p− pε‖2 = ε2 . Allerdings ist pε /∈ K+4 , denn es existieren Punkte, in
denen pε negativ ist: pε(0,
4
ε




+ 1 = −1 < 0. Damit existiert fu¨r jedes ε > 0
ein Polynom pε ∈ {g ∈ P4 : ‖p− g‖2 < ε} mit pε /∈ K+4 . Somit ist p ∈ ∂K+4 , obwohl
p keine reelle Nullstelle besitzt. Wir betrachten nun die 4-Homogenisierung von p:







= x2y2 − 2xyz2 + x2z2 + z4.
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Da p keine reellen Nullstellen besitzt, besitzt f keine affinen Nullstellen. Aber fu¨r
z = 0, x = 0, y = 1 gilt: f [0, 0, 1] = f(0, 0, 1) = 0. f besitzt also die unendlich ferne
Nullstelle [0, 0, 1].
Das Beispiel la¨sst vermuten, dass auch die Polynome, deren d-Homogenisierungen
unendlich ferne Nullstellen besitzen, auf dem Rand von K+d liegen. Es ist somit
sinnvoll, von den Polynomen p ∈ Pd zu den entsprechenden d-Homogenisierungen
f ∈ Hd u¨berzugehen. Wir wissen bereits, dass Pd und Hd isomorph zueinander sind.
Ein Isomorphismus zwischen beiden ist durch die Abbildung









gegeben. Die Umkehrabbildung von τ ist
τ−1 : Hd → Pd, f(x0, x1, . . . , xn) 7→ f(1, x1, . . . , xn).
Als Vektorraumhomomorphismen zwischen endlich-dimensionalen R-Vektorra¨umen
sind τ und τ−1 stetig. Es sei
K˜+d := {f ∈ Hd | f(x) ≥ 0 ∀x ∈ Rn+1}.
Satz 40. Mit dem obigen Isomorphismus τ gilt: τ(K+d ) = K˜
+
d .
Beweis. Im ersten Schritt werden wir zeigen, dass die Inklusion τ(K+d ) ⊇ K˜+d gilt.
Sei dazu f ∈ K˜+d . Das bedeutet f(x0, x1, . . . , xn) ≥ 0 fu¨r alle (x0, x1, . . . , xn) ∈ Rn+1.
Fu¨r p = τ−1(f) gilt dann p(x1, . . . , xn) = f(1, x1, . . . , xn) ≥ 0 fu¨r alle Punkte
(x1, . . . , xn) ∈ Rn. Damit ist p ∈ K+d und f ∈ τ(K+d ).
Im zweiten Schritt mu¨ssen wir noch zeigen, dass auch die umgekehrte Inklusion
τ(K+d ) ⊆ K˜+d erfu¨llt ist. Sei jetzt f ∈ τ(K+d ). Dann ist p = τ−1(f) ∈ K+d . Das
bedeutet p(x1, . . . , xn) ≥ 0 fu¨r alle (x1, . . . , xn) ∈ Rn. Wir untersuchen nun, ob
f(x0, x1, . . . , xn) ≥ 0 fu¨r alle (x0, x1, . . . , xn) ∈ Rn+1. Dazu fu¨hren wir eine Fallun-
terscheidung durch.
Zuerst betrachten wir den Fall, dass x0 6= 0 ist. Dann ist















Nun untersuchen wir den Fall, dass x0 = 0 ist. Sei p =
m∑
k=0
hk, wobei hk jeweils ein
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Gilt deg(p) = m < d, so ist d − k > 0 fu¨r alle k ≤ m. In diesem Fall ist
f(0, x1, . . . , xn) =
m∑
k=0
0d−khk = 0 und somit f ∈ K˜+d .
Wenn aber deg(p) = d, so ist f(0, x1, . . . , xn) = hd(x1, . . . , xn). Da p(x1, . . . , xn) ≥ 0
fu¨r alle (x1, . . . , xn) ∈ Rn, muss hd(x1, . . . , xn) ≥ 0 fu¨r alle (x1, . . . , xn) ∈ Rn sein.
Das bedeutet f(0, x1, . . . , xn) = hd(x1, . . . , xn) ≥ 0, und damit ist f ∈ K˜+d . 
Da τ(K+d ) = K˜
+
d , ko¨nnen wir ab jetzt entweder mit dem Kegel K
+
d oder dem Kegel
K˜+d arbeiten und die Erkenntnisse, die wir u¨ber den einen erlangen, auf den anderen
u¨bertragen. Da die Abbildung τ stetig ist, bildet sie den Rand von K+d auf den Rand
von K˜+d ab. Fu¨r die d-Homogenisierungen f gilt
f(x) ≥ 0 ∀x ∈ Rn+1 ⇔ f [x] ≥ 0 ∀[x] ∈ Pn.
Damit ist K˜+d = {f ∈ Hd | f [x] ≥ 0 ∀[x] ∈ Pn}.
Wir kommen nun zuru¨ck zu unserer Behauptung, dass auch die Polynome, deren
d-Homogenisierungen unendlich ferne Nullstellen besitzen, auf dem Rand von K+d
liegen.
Satz 41. Sei p ∈ K+d , und seine d-Homogenisierung besitze eine affine oder unendlich
ferne Nullstelle [ξ] = [ξ0, ξ1, . . . , ξn] ∈ Pn. Dann liegt p auf dem Rand von K+d .
Beweis. Es sei p =
D∑
i=1




bezeichne t˜i wieder die d-Homogenisierung von ti, das heißt, es ist t˜i = x
mi
0 ti mit
mi = d − deg(ti), i = 1, . . . , D. Wir definieren nun q := (q1, . . . , qD) ∈ RD und




qit˜i[ξ] = 〈q, t˜[ξ]〉 = 0.
Fu¨r jedes ε > 0 existiert ein a = (a1, . . . , aD) ∈ RD mit ‖a‖2 < ε und 〈a, t˜[ξ]〉 > 0,
da t˜[ξ] 6= 0. Es gilt:




(qi − ai)t˜i[ξ] < 0.
Damit ist fa :=
D∑
i=1




Wir unterscheiden nun zwischen den beiden Fa¨llen, dass f eine affine Nullstelle
und dass f eine unendlich ferne Nullstelle besitzt. Zuerst untersuchen wir den Fall,
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dass f eine affine Nullstelle besitzt, das heißt ξ0 6= 0. Dann ist











































, . . . , ξn
ξ0
)
< 0 und ‖p− pa‖2 < ε. Somit existiert fu¨r jedes ε > 0 ein
Polynom pa ∈ {g ∈ Pd : ‖p− g‖2 < ε} mit pa /∈ K+d , und das heißt p ∈ ∂K+d .
Der zweite Fall, den wir betrachten mu¨ssen, besteht darin, dass f eine unendlich
ferne Nullstelle besitzt, also ξ0 = 0. Es ist pa =
d∑
k=0
ha,k, wobei ha,k jeweils ein
homogenes Polynom vom Grad k ist. Dann ist fa =
d∑
k=0
xd−k0 ha,k. Da ξ0 = 0, ist
fa[ξ] = fa(ξ) = ha,d(ξ1, . . . , ξn) < 0.
Somit ist auch λdha,d(ξ1, . . . , ξn) = ha,d(λξ1, . . . , λξn) < 0 fu¨r alle λ > 0. Sei nun
uk := ha,k(ξ1, . . . , ξn), k = 0, . . . , d. Wa¨hle λ > 0 so groß, dass
λd >
∣∣∣∣ud−1ud λd−1 + · · ·+ u1udλ+ u0ud
∣∣∣∣ .
Genauso wie im Beweis zu Satz 38 haben dann ha,d(λξ1, . . . , λξn) und pa(λξ1, . . . , λξn)
das gleiche Vorzeichen. Damit ist pa(λξ1, . . . , λξn) < 0, da ha,d(λξ1, . . . , λξn) < 0. Da
fu¨r pa außerdem gilt ‖p − pa‖2 < ε, existiert also fu¨r jedes ε > 0 ein Polynom
pa ∈ {g ∈ Pd : ‖p− g‖2 < ε} mit pa /∈ K+d , das heißt p ∈ ∂K+d . 
Korrolar 42. Ist p ∈ Pd ein nicht-negatives Polynom mit deg(p) < d und f seine
d-Homogenisierung, so gilt nach Bemerkung 33 immer f [ξ] = 0 fu¨r jeden unendlich
fernen Punkt [ξ] = [0, ξ1, . . . , ξn]. Damit liegt p auf dem Rand von K
+
d . Das heißt
p ∈ K+d mit deg(p) < d⇒ p ∈ ∂K+d .
Wir haben bis jetzt gezeigt, dass alle Polynome, deren d-Homogenisierungen eine
affine oder eine unendlich ferne Nullstelle besitzen, auf dem Rand von K+d liegen.
Es gibt keine weiteren Polynome auf dem Rand, wie der folgende Satz zeigt:
Satz 43. Sei p ∈ K+d und seine d-Homogenisierung besitze weder eine affine noch
eine unendlich ferne Nullstelle. Dann ist p ∈ int(K+d ).
Beweis. Es sei p =
D∑
i=1
qiti. Dann ist f =
D∑
i=1
qit˜i wiederum seine d-Homogenisierung.
Da f weder eine affine noch eine unendlich ferne Nullstelle besitzt, ist f [ξ] > 0 fu¨r
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alle [ξ] ∈ Pn. Es gilt




Das bedeutet f(ξ) > 0 ∀ξ ∈ Sn. Es ist 0 < f(ξ) < M fu¨r alle ξ ∈ Sn mit passendem
M ∈ R, da Sn kompakt und f stetig ist. Da Sn eine kompakte Menge ist, nimmt f
auf Sn sein Minimum an, das heißt, es existiert ξ
× ∈ Sn mit
f(ξ×) = min{f(ξ) | ξ ∈ Sn} =: m > 0.
Mit q := (q1, . . . , qD), t˜(ξ) := (t˜1(ξ), . . . , t˜D(ξ)) ∈ RD gilt 〈q, t˜(ξ)〉 ≥ m fu¨r alle
ξ ∈ Sn. Die Abbildung ϕ : Sn → R, ξ 7→ 2m · ‖t˜(ξ)‖2 ist stetig und nimmt auf Sn
ihr Maximum an: δ := max{ϕ(ξ) | ξ ∈ Sn} > 0. Nach der Cauchy-Schwarz’schen
Ungleichung gilt dann fu¨r alle a ∈ RD mit ‖a‖2 < 1δ und alle ξ ∈ Sn:







Daraus folgt: |〈a, t˜(ξ)〉| ≤ m
2





















Damit ist fa(ξ) > 0 fu¨r alle ξ ∈ Sn und damit fa[ξ] > 0 fu¨r alle [ξ] ∈ Pn. Sei nun
g ∈ Pd und ‖g − p‖2 < 1δ , d.h. es existiert ein a = (a1, . . . , aD) ∈ RD mit ‖a‖2 < 1δ
und g = p−
D∑
i=1







(qi−ai)t˜i(1, ξ1, . . . , ξn) =
D∑
i=1
(qi−ai)t˜i[1, ξ1, . . . , ξn] > 0.
Das bedeutet fu¨r alle g ∈ {w ∈ Pd : ‖w − p‖2 < 1δ} gilt g(ξ) > 0 fu¨r alle ξ ∈ Rn.
Da also eine offene Kugel um p existiert, die komplett in K+d enthalten ist, ist
p ∈ int(K+d ). 
Wir haben nun den Kegel K+d vollsta¨ndig beschrieben. Auf dem Rand von K
+
d lie-
gen genau die nicht-negativen Polynome, deren d-Homogenisierungen affine oder
unendlich ferne Nullstellen besitzen. Insbesondere befinden sich alle Polynome aus
K+d , deren Grad kleiner als d ist, auf dem Rand des Kegels. Die Polynome, deren
d-Homogenisierungen affine Nullstellen besitzen, sind genau die Polynome, die re-
elle Nullstellen besitzen. Alle Polynome aus K+d , deren d-Homogenisierungen keine
28 4. DER KEGEL DER NICHT-NEGATIVEN POLYNOME
Nullstellen besitzen, liegen im Inneren des Kegels.
Mit Hilfe von Satz 40 und der anschließenden Folgerung, dass fu¨r den Kegel der
homogenen nicht-negativen Polynome gilt K˜+d = {f ∈ Hd | f [x] ≥ 0 ∀[x] ∈ Pn},
erhalten wir das folgende Korollar:
Korrolar 44. Sei p ∈ Pd und s ∈ N0 eine gerade Zahl mit s ≥ deg(p). Dann ist p
genau dann ein nicht-negatives Polynom, wenn fu¨r seine s-Homogenisierung f gilt:
f(ξ0, ξ1, . . . , ξn) ≥ 0 fu¨r alle (ξ0, ξ1, . . . , ξn) ∈ Sn.
Ein Polynom aus Pd ist also genau dann nicht-negativ, wenn seine s-Homogenisierung
nicht-negativ auf der Kugelspha¨re Sn im Raum Rn+1 ist. Das Problem zu entschei-
den, ob ein vorgegebenes Polynom in n Variablen nicht-negativ ist, la¨sst sich dem-
nach mit diesen Erkenntnissen umformulieren in das Problem zu entscheiden, ob
ein homogenes Polynom in n + 1 Variablen nicht-negativ auf der kompakten, al-
gebraischen Menge Sn ist. Um dieses Problem zu lo¨sen, kann man beispielsweise
Untersuchungen mit Methoden der Analysis durchfu¨hren.
KAPITEL 5
Der Satz von Tchakaloff
Der Satz von Tchakaloff lautet in seiner urspru¨nglichen Version:
Satz 45 (Tchakaloff). (aus [Tch57]) Sei Ω ⊆ R2 abgeschlossen und beschra¨nkt und





mit |I(xα)| < ∞ fu¨r alle α ∈ N20, |α| ≤ d. Dann existieren A1, . . . , AD ≥ 0 und










fu¨r alle p ∈ Pd.
Dieser Satz wurde zuna¨chst vom zweidimensionalen Raum R2 verallgemeinert auf
den n-dimensionalen Raum Rn (siehe [Put97]). Anschließend wurden weitere Verall-
gemeinerungen auch fu¨r nicht-kompakte Teilmengen Ω des Rn und ebenso fu¨r andere
Ra¨ume wie den Raum Cn und allgemeine Maßra¨ume bewiesen (siehe [BT06]). Der
Beweis der bisher weitesten Verallgemeinerung von Curto & Fialkow (siehe [CF02])
beruht auf maßtheoretische Argumente. Wir werden hier einen neuen Beweis die-
ser weitesten Verallgemeinerung des Satzes von Tchakaloff vorstellen, der ohne diese
Argumentationsweisen auskommt und stattdessen algebraische und funktionalanaly-
tische Argumente benutzt. Der hier vorgestellte Beweis beruht auf den Beweisideen
des Satzes von Tchakaloff in der Version von Putinar (siehe [Put97]) fu¨r kompakte
Mengen Ω. Er wird hier ausgeweitet auf beliebige Teilmengen Ω des Rn.
Satz 46. [Verallgemeinerung des Satzes von Tchakaloff] Sei Ω ⊆ Rn und außerdem





mit |I(xα)| <∞ fu¨r alle α ∈ Nn0 , |α| ≤ d, und es gelte:
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fu¨r alle p ∈ Pd.
Damit der Beweis dieses Satzes u¨bersichtlicher wird, werden wir den Satz in zwei
Teile aufspalten, die einzeln bewiesen werden.





mit |I(xα)| <∞ fu¨r alle α ∈ Nn0 , |α| ≤ d. Dann existieren m ∈ N, A1, . . . , Am ≥ 0





fu¨r alle p ∈ Pd.
Satz 48. Mit den Voraussetzungen aus Satz 47 existieren A1, . . . , AD ≥ 0 und










fu¨r alle p ∈ Pd.
Wir werden fu¨r den Beweis von Satz 47 eine Fallunterscheidung durchfu¨hren. Zu-
na¨chst betrachten wir den Fall, dass gilt:
p ∈ Pd, p(x) = 0 ∀x ∈ Ω⇒ p ≡ 0.
Im zweiten Teil des Beweises werden wir sehen, wie man verfa¨hrt, wenn diese Be-
dingung nicht erfu¨llt ist.
Beweis von Satz 47 (Teil 1). Es sei {t1, . . . , tD} wieder die geordnete Basis von
Pd. Nach Voraussetzung gilt |I(ti)| <∞ fu¨r i = 1, . . . , D. Weiter sei
MΩ,d := {(t1(x), . . . , tD(x)) | x ∈ Ω} ⊆ RD
und K := cone(MΩ,d). Damit ist K ein konvexer Kegel.
Es ist nun zu zeigen, dass J := (I(t1), . . . , I(tD)) ∈ K, denn das bedeutet, es exis-
tiert eine konische Kombination aus (endlich vielen) Elementen aus MΩ,d, um J
darzustellen. Die Koeffizienten der konischen Kombination entsprechen dann den
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Gewichten A1, . . . , Am der Kubatursumme.
Im ersten Schritt zeigen wir (a¨hnlich zu der Vorgehensweise von Putinar in [Put97])
nun, dass J ∈ K∗∗ = K. Dazu interpretieren wir den dualen Kegel K∗ als Kegel aus
Polynomen auf Ω, genauer betrachten wir einen Isomorphismus von RD nach Pd,
der K∗ auf die Menge der auf Ω nicht-negativen Polynome abbildet:




Aus der Definition von φ geht direkt hervor, dass φ linear und bijektiv ist. Weiter
gilt
q ∈ K∗ ⇔ 〈q, u〉 =
D∑
i=1
qiui ≥ 0 ∀u = (u1, . . . , uD) ∈ K
⇔ 〈q, t(x)〉 =
D∑
i=1




qiti(x) ≥ 0 ∀x ∈ Ω
⇔ p(x) ≥ 0 ∀x ∈ Ω.
Somit bildet der Isomorphismus φ den dualen Kegel K∗ auf die Menge
G := {p ∈ Pd | p(x) ≥ 0 ∀x ∈ Ω}
ab. Den bidualen Kegel K∗∗ interpretieren wir als Kegel aus linearen Funktionalen
auf G. Wir bilden dazu a¨hnlich wie gerade einen Isomorphismus ψ zwischen RD und
dem Raum P ′d der linearen Funktionale auf Pd:
ψ : RD → P ′d, ` 7→ L mit L(t1) = `1, . . . , L(tD) = `D.
Aus der Linearita¨t der Funktionale L folgt die Linearita¨t von ψ. Das bedeutet





Fu¨r zwei lineare Funktionale L1, L2 ∈ P ′d mit L1 = ψ(`1) und L2 = ψ(`2) gilt:
L1 = L2 ⇒ L1(p) = L2(p) ∀p ∈ Pd
⇒ 〈`1, q〉 = 〈`2, q〉 ∀q ∈ RD
⇒ 〈`1 − `2, q〉 = 0 ∀q ∈ RD
⇒ `1 − `2 ∈ (RD)⊥ = {0}
⇒ `1 = `2.
Demnach ist ψ injektiv. Es ist dim(P ′d) = dim(Pd). Und damit ist ψ auch surjektiv.
ψ bildet den bidualen Kegel K∗∗ auf die Menge
H := {L ∈ P ′d | L(p) ≥ 0 ∀p ∈ G} ⊆ P ′d
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ab, denn fu¨r ` ∈ RD gilt:
` ∈ K∗∗ ⇔ 〈`, q〉 ≥ 0 ∀q ∈ K∗ ⇔ (ψ(`))(p) = L(p) ≥ 0 ∀p ∈ G⇔ ψ(`) = L ∈ H.
Fu¨r p ∈ G gilt nun I(p) = ´
Ω
p(x)w(x)dx ≥ 0, da p(x) ≥ 0 und w(x) ≥ 0 fu¨r
alle x ∈ Ω ist. Somit ist das lineare Funktional I ∈ H. Und fu¨r den Vektor
J = (I(t1), . . . , I(tD)) und q ∈ K∗ ist I(p) = I(φ(q)) =
D∑
i=1
qiI(ti) = 〈q, J〉. Also
ist ψ(J) = I. Damit ist J ∈ K∗∗ = K.
Im zweiten Schritt zeigen wir, dass J ∈ K ist. Nach Korollar 20 ist das Innere
des Kegels int(K) = {u ∈ RD | 〈u, s〉 > 0 ∀s ∈ K∗\{0}} ⊆ K ⊆ K. Wir zeigen nun
J ∈ int(K) ⊆ K. Sei q ∈ K∗\{0}, also 〈q, u〉 ≥ 0 ∀u ∈ K. Fu¨r p = φ(q) bedeutet
das p(x) ≥ 0 ∀x ∈ Ω und p 6≡ 0 auf Ω. Dann ist I(p) = ´
Ω
p(x)w(x)dx > 0. Also
ist 〈J, q〉 > 0 ∀q ∈ K∗\{0}. Demnach ist J ∈ int(K) ⊆ K. Insgesamt haben wir
gezeigt,dass
J = (I(t1), . . . , I(tD)) ∈ K = cone{(t1(x), . . . , tD(x)) | x ∈ Ω}.
Da J ∈ K, existiert eine konische Kombination aus Elementen aus M , um J darzu-




Aj(t1(ξ(j)), . . . , tD(ξ(j))).


































Wir haben nun bewiesen, dass Satz 47 gilt, wenn die Bedingung
p ∈ Pd, p(x) = 0 ∀x ∈ Ω⇒ p ≡ 0
erfu¨llt ist. Ist diese Bedingung nicht erfu¨llt, so la¨sst sich der zweite Schritt im Beweis
nicht durchfu¨hren, denn es existiert ein p ∈ Pd mit p(x) = 0 fu¨r alle x ∈ Ω und
damit I(p) = 0, aber p 6≡ 0. Das bedeutet 〈J, q〉 = 0 fu¨r ein q ∈ K∗ \ {0} und
damit J ∈ ∂K. Die obige Bedingung ist in jedem Fall erfu¨llt, wenn Ω innere Punkte
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besitzt. Besitzt Ω keine inneren Punkte, so ist es mo¨glich, dass Ω in der Varieta¨t
eines Ideals a ⊆ P mit a 6= {0} enthalten ist. Dann kann p ∈ Pd existieren mit
p(x) = 0 ∀x ∈ Ω, aber p 6≡ 0. Nur in dem Fall, dass ein solches p existiert, la¨sst
sich der zweite Schritt im obigen Beweis nicht durchfu¨hren. Deshalb werden wir nun
genau diesen Fall betrachten.
Beweis von Satz 47 (Teil 2). Sei a das Verschwindungsideal von Ω, das heißt
a = {p ∈ Pd | p(x) = 0 ∀x ∈ Ω}. In unserem Fall sind dabei nur die Polynome von
Interesse, die ho¨chstens den Grad d besitzen, daher setze a˜ := a ∩ Pd. Die Menge a˜
ist ein Untervektorraum von Pd. Es bezeichne V˜ := Pd/a˜ den Faktorraum. Es gilt
fu¨r p1, p2 ∈ Pd:
p1 ∼ p2 :⇔ p1 − p2 ∈ a˜.
Wir bezeichnen mit [p] die A¨quivalenzklasse von p. Da a(x) = 0 fu¨r alle a ∈ a˜ und
alle x ∈ Ω ist, gilt p1(x) = p2(x) fu¨r alle x ∈ Ω, wenn [p1] = [p2]. Umgekehrt folgt
aus p1(x) = p2(x) fu¨r alle x ∈ Ω die Gleichheit der A¨quivalenzklassen, das heißt
[p1] = [p2]. Daher ist
[p](x) := p(x)














p2(x)w(x)dx+ 0 = I(p2).
Damit la¨sst sich die Integralfunktion fu¨r die A¨quivalenzklassen problemlos definieren
als
I([p]) := I(p).
Da {t1, . . . , tD} eine Basis von Pd ist, ist {[t1], . . . , [tD]} ein Erzeugendensystem
von V˜ . Es existiert somit eine Basis {[ti1 ], . . . , [tir ]}, r = dim(V˜ ) von V˜ . Dann ist
I([tij ]) = I(tij) und damit |I([tij ])| < ∞ fu¨r j = 1, . . . , r. Um die Schreibweise zu
vereinfachen, nennen wir [tij ] =: vj fu¨r j = 1, . . . , r. Nun gehen wir vor wie im obigen
Beweis, denn nun gilt: [p](x) = 0 ∀x ∈ Ω⇒ [p] = [0] und damit
[p](x) ≥ 0 ∀x ∈ Ω, [p] 6= [0]⇒ I([p]) > 0.
Wir definieren
MΩ,r := {(v1(x), . . . , vr(x)) | x ∈ Ω} ⊆ Rr
und K := cone(MΩ,r) ⊆ Rr. Fu¨hrt man den Beweis analog zum obigen jetzt mit
diesen neuen MΩ,r und K im Raum Rr durch, erha¨lt man am Ende
J := (I(v1), . . . , I(vr)) ∈ K.
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Damit existieren A1, . . . , Am ≥ 0 und ξ(1), . . . , ξ(m) ∈ Ω, so dass fu¨r alle p ∈ Pd gilt








Bisher haben wir gezeigt, dass es fu¨r I eine Kubatursumme mit endlich vielen Knoten
und positiven Gewichen gibt. Es bleibt noch zu zeigen, dass eine solche Kubatur-
summe mit positiven Gewichten und ho¨chstens D Knoten existiert.
Beweis von Satz 48. Wir zeigen nun, dass es eine konische Kombination aus D
Elementen aus MΩ,d gibt, um J darzustellen. Nach Satz 47 existiert eine koni-
sche Kombination aus endlich vielen Elementen, und nach Bemerkung 10 existieren




λjsj. Wir beno¨tigen nun eine Darstellung mit D statt D + 1 Elementen.
Dazu verwenden wir eine Methode, die angelehnt ist an ein Verfahren aus [Dav67].
Wir werden nun zeigen, dass gilt:




Da s1, . . . , sD+1 ∈ RD sind, mu¨ssen sie linear abha¨ngig sein, das heißt, es existieren
γ1, . . . , γD+1 ∈ R, nicht alle Null mit
D+1∑
j=1















fu¨r alle τ ∈ R. Gesucht ist jetzt ein τ ∈ R, so dass mindestens einer der Summanden
Null wird und alle anderen nicht-negativ sind. Dazu unterscheiden wir zwei Fa¨lle:
Zuna¨chst untersuchen wir den Fall, dass ein k ∈ {1, . . . , D+1} existiert mit γk > 0.





∣∣∣∣ γj > 0} > 0.
OBdA ist τ0 =
λD+1
γD+1
. Dann ist λk − τ0γk ≥ λk − λkγk γk = 0 fu¨r k ∈ {1, . . . , D} mit
γk 6= 0, und fu¨r k = D + 1 gilt: λD+1 − τ0γD+1 = λD+1 − λD+1γD+1 γD+1 = 0.
Als na¨chstes mu¨ssen wir noch den Fall untersuchen, dass fu¨r alle k ∈ {1, . . . , D+1}
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∣∣∣∣ γj < 0} < 0
und oBdA τ0 =
λD+1
γD+1
ist λk − τ0γk ≥ λk − λkγk γk = 0 fu¨r alle k ∈ {1, . . . , D} mit
γk 6= 0. Fu¨r k = D + 1 gilt: λD+1 − τ0γD+1 = λD+1 − λD+1γD+1 γD+1 = 0.








mit β1, . . . , βD ≥ 0 und s1, . . . , sD ∈M .

Satz 46 trifft eine Aussage daru¨ber, wie viele Knoten maximal fu¨r eine Kubatursum-
me mit positiven Gewichten beno¨tigt werden. Das bedeutet nicht, dass wirklich fu¨r
jedes Integral diese Anzahl erforderlich ist.











Sei nun p ∈ Pd. Die geordnete Basis von P2 ist B := {1, x, y, x2, xy, y2}. Es ist
|I(ti)| < ∞ fu¨r alle ti ∈ B. Wir berechnen den Vektor J = (I(1), . . . , I(y2)): Es
gilt I(1) = 4, I(x) = 0, I(y) = 0, I(x2) = 4
3
, I(xy) = 0 und I(y2) = 4
3
. Somit




). Satz 46 besagt, dass es eine Kubatursumme mit positiven
Gewichten mit maximal 6 Knoten fu¨r dieses Integral gibt. Es existiert sogar eine









































































































fu¨r alle p ∈ P2.

KAPITEL 6
Der Kegel der nicht-negativen Funktionale
Im vorherigen Kapitel wurde das Integral I aufgefasst als ein nicht-negatives lineares
Funktional auf dem Kegel der nicht-negativen Polynome. Wir wollen nun untersu-
chen, ob es fu¨r jedes auf dem Kegel der nicht-negativen Polynome nicht-negative
lineare Funktional eine Darstellung als Kubatursumme mit nicht-negativen Gewich-
ten gibt.
Es folgt eine U¨bersicht u¨ber die Isomorphismen zwischen den D-dimensionalen Vek-
torra¨umen RD, dem Polynomraum Pd, seinem Dualraum P ′d und dem Raum der
homogenen Polynome Hd, die wir im Folgenden verwenden werden und schon in
den vorherigen Kapiteln verwendet haben. Wie schon im Kapitel 4 ist d in diesem
Kapitel immer eine gerade Zahl aus N0.
In Kapitel 3 wurde der folgende Isomorphismus eingefu¨hrt:

















Die Umkehrabbildung von τ ist
τ−1 : Hd → Pd, f(x0, x1, . . . , xn) 7→ f(1, x1, . . . , xn).
In Kapitel 5 wurden die beiden folgenden Isomorphismen eingefu¨hrt:




ψ : RD → P ′d, (`1, . . . , `D) 7→ L mit L(ti) = `i, i = 1, . . . , D.
Fu¨r jedes ξ ∈ Rn ko¨nnen wir den Vektor t(ξ) := (t1(ξ), . . . , tD(ξ)) bilden. Jedes
Polynom p ∈ Pd mit p =
D∑
i=1
qiti ist eindeutig durch den Vektor q = (q1, . . . , qD)
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definiert. Jedes lineare Funktional L auf dem Raum Pd ist durch Angaben der Werte
L(ti), i = 1, . . . , D eindeutig definiert. Der Vektor ` = (L(t1), . . . , L(tD)) bestimmt
also das Funktional L eindeutig. Nach Kapitel 5 gilt
L(p) = 〈`, q〉.
Wir definieren den konvexen Kegel
K := cone(MRn,d) = cone{t(ξ) | ξ ∈ Rn}.
Dann ist der duale Kegel K∗ durch
K∗ := {q ∈ RD | 〈q, t(ξ)〉 ≥ 0 ∀ξ ∈ Rn}
definiert. Es ist K+d = φ(K




K∗∗ := {` ∈ RD | 〈`, q〉 ≥ 0 ∀q ∈ K∗},
der biduale Kegel von K. Wir definieren den Kegel der auf K+d nicht-negativen
Funktionale
K++d := {L : Pd → R linear | L(p) ≥ 0 ∀p ∈ K+d }.
Dann ist K++d = ψ(K
∗∗). Fu¨r jedes lineare Funktional L ∈ P ′d ist L˜ := L ◦ τ−1
ein lineares Funktional auf Hd. Es ist L(p) ≥ 0 fu¨r alle p ∈ K+d , genau dann wenn
L˜(f) ≥ 0 fu¨r alle f ∈ K˜+d . Damit existiert ein Isomorphismus zwischen P ′d und H′d,
der K++d abbildet auf
K˜++d :=
{
L˜ : Hd → R linear | L˜(f) ≥ 0 ∀f ∈ K˜+d
}
.
Wir betrachten wie auch beim Kegel der nicht-negativen Polynome zuerst, welche
Funktionale auf dem Rand von K++d liegen.
Satz 49. Es sei L ∈ K++d . Dann ist L ∈ ∂K++d genau dann wenn ein p ∈ K+d \ {0}
existiert mit L(p) = 0.
Beweis. Es ist L ∈ K++d genau dann wenn ` = ψ−1(L) ∈ K∗∗ ist. Nach Korollar 20
ist ` ∈ ∂K∗∗ = ∂K a¨quivalent dazu, dass ein q ∈ K∗ \ {0} existiert mit 〈`, q〉 = 0.
Dies ist genau dann der Fall, wenn p = φ(q) ∈ K+d \ {0} und L(p) = 0 ist, da
L(p) = 〈`, q〉 ist. 
Der Rand von K++d entha¨lt somit genau die Funktionale aus K
++
d , die in einem
p ∈ K+d \{0} verschwinden. Es ist L˜ ∈ K˜++d a¨quivalent dazu, dass L = L˜◦τ ∈ K++d .
Da die Abbildung τ linear und stetig ist, liegen auf dem Rand von K˜++d genau die
Funktionale L˜ ∈ K˜++d , fu¨r die ein f ∈ K˜+d \ {0} existiert mit L˜(f) = 0.
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Nach Korollar 14 ist der Abschluss des Kegels K genau K = K∗∗. Wir untersu-
chen nun, ob K = K∗∗ ist. Da K = cone(MRn,d) mit MRn,d = {t(ξ) | ξ ∈ Rn}
ist, ließe sich in diesem Fall jedes Element aus K∗∗ als konische Kombination aus
Elementen aus MRn,d darstellen. Unter Verwendung von ψ ko¨nnten wir dann wie
in Kapitel 5 jedes auf K+d nicht-negative lineare Funktional als Kubatursumme mit
positiven Gewichten darstellen.
Definition 50. Sei L : Pd → R ein lineares Funktional. L heißt Auswertungsfunk-
tional, wenn ein ξ ∈ Rn existiert mit L(p) = Lξ(p) := p(ξ) fu¨r alle p ∈ Pd.
Satz 51. Ist Lξ : Pd → R ein Auswertungsfunktional, so ist Lξ ∈ K++d .
Beweis. Sei Lξ : Pd → R das Auswertungsfunktional im Punkt ξ. Ist p∗ ∈ K+d , so
ist Lξ(p
∗) = p∗(ξ) ≥ 0. Das bedeutet Lξ ∈ K++d . 
Es gilt die folgende Beziehung:
K = cone(MRn,d) = cone{(Lξ(t1), . . . , Lξ(tD)) | Lξ ist ein Auswertungsfunktional}.








Genau dann ist ρ1 gleich Null, wenn α1 = · · · = αD = 0 gilt. K entha¨lt somit keinen
Vektor, dessen erste Komponente Null ist, außer dem Nullvektor. Wir betrachten
nun das lineare Funktional L mit dem zugeho¨rigen Vektor ` = (0, . . . , 0, 1). Wie
gerade erla¨utert ist ` /∈ K. Sei nun p =
D∑
i=1
qiti ∈ K+d . Dann ist L(p) = 〈`, q〉 = qD.
Da p ein nicht-negatives Polynom ist, muss qD ≥ 0 sein. Somit ist L nicht-negativ
fu¨r alle p ∈ K+d , aber es ist ` ∈ K∗∗ \K. Das heißt K∗∗ \K 6= ∅, und damit ist K
nicht abgeschlossen. Demnach ist ψ(K) 6= K++d , das bedeutet, es existieren auf K+d
nicht-negative lineare Funktionale, die sich nicht als Kubatursumme mit positiven
Gewichten darstellen lassen.
Satz 52. Sei L : Pd → R ein auf K+d positives lineares Funktional, d.h. L(p) > 0
fu¨r alle p ∈ K+d \ {0}, so existieren m ∈ N, α1, . . . , αm ≥ 0 und ξ(1), . . . , ξ(m) ∈ Rn,




Beweis. Wir zeigen, dass ` = ψ−1(L) ∈ K. Da L ∈ K++d , ist ` ∈ K∗∗. Es ist
int(K) = {u ∈ RD | 〈u, s〉 > 0 ∀s ∈ K∗\{0}} nach Korollar 20. Da L(p) > 0 fu¨r alle
p ∈ K+d \{0}, ist 〈`, q〉 > 0 fu¨r alle q ∈ K∗\{0}. Damit ist ` ∈ int(K) ⊆ K, das heißt




αkt(ξ(k)). Das bedeutet aber genau L(p) =
m∑
k=1
αkp(ξ(k)) fu¨r alle p ∈ Pd. 
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Fu¨r jedes auf K+d positive lineare Funktional existiert also eine Darstellung als Ku-
batursumme mit positiven Gewichten. Genauso wie im Satz 46 existiert nun eine




mit α1, . . . , αD ≥ 0, ξ(1), . . . , ξ(D) ∈ Rn. Der Beweis von Satz 52 hat desweiteren
gezeigt, dass alle auf K+d positiven linearen Funktionale im Inneren von K
++
d liegen.
Bei der Untersuchung des Kegels K+d haben wir festgestellt, dass auf dem Rand von
K+d genau die Polynome liegen, deren d-Homogenisierungen eine affine oder unend-
lich ferne Nullstelle besitzen. Das legt den Verdacht nahe, dass wir auch bei der Un-
tersuchung des Randes des Kegels K++d entsprechende Funktionale beru¨cksichtigen
mu¨ssen. Wir rufen dazu noch einmal Definition 30 und Bemerkung 33 aus Kapitel 3
in Erinnerung. Fu¨r einen Punkt [ξ] ∈ Pn ist die Auswertung eines Polynoms f ∈ Hd
definiert als f [ξ] = f(ξ). Dabei ist ξ der Repra¨sentant der A¨quivalenzklasse [ξ], der
auf der Kugelspha¨re Sn liegt. Ist f die d-Homogenisierung eines Polynoms p, dessen
Grad kleiner als d ist und [ξ] ein unendlich ferner Punkt, so ist f [ξ] = 0.
Definition 53. Es sei L˜ : Hd → R ein lineares Funktional. L˜ heißt Auswertungs-
funktional in einem unendlich fernen Punkt, wenn ein [ξ] ∈ Pn existiert mit ξ0 = 0
und L˜(f) = L˜[ξ] := f [ξ] fu¨r alle f ∈ Hd.
Pd und Hd sind isomorph. Ist L˜ ein lineares Funktional auf Hd, so ist L = L˜ ◦ τ
ein lineares Funktional auf Pd. Um die Bezeichnung zu vereinfachen, bezeichnen wir
im folgenden auch jedes lineare Funktional L : Pd → R, fu¨r das L˜ = L ◦ τ−1 ein
Auswertungsfunktional in einem unendlich fernen Punkt ist, selbst als Auswertungs-
funktional in einem unendlich fernen Punkt.
Ist Lξ : Pd → R ein Auswertungsfunktional mit ξ = (ξ1, . . . , ξn) ∈ Rn, so kann
man mit Hilfe des Isomorphismus τ aus Lξ auch ein lineares Funktional auf Hd




fu¨r alle f ∈ Hd, wo-










p(ξ), wenn f die d-



























Satz 54. Sei L : Pd → R ein Auswertungsfunktional. Dann gilt fu¨r das lineare
Funktional L˜ : Hd → R mit L˜ := L ◦ τ−1: Es existieren µ > 0 und [ξ] ∈ Pn mit
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ξ0 6= 0 und L˜(f) = (L◦τ−1)(f) = µ · L˜[ξ](f) = µf [ξ] fu¨r alle f ∈ Hd. Wir bezeichnen
L˜[ξ] als Auswertungsfunktional in einem affinen Punkt.
Wir betrachten noch einmal das obige Beispiel. Das Funktional L mit dem zuge-
ho¨rigen Vektor ` = (0, . . . , 0, 1) ist ein nicht-negatives Funktional auf dem Kegel
K+d , aber ` /∈ K. Wir gehen vom Raum Pd zu Hd u¨ber. Der Vektor ` = (0, . . . , 0, 1)
geho¨rt nun zu dem Funktional L˜ mit L˜(t˜1) = 0, . . . , L˜(t˜D−1) = 0, L˜(t˜D) = 1. Das be-
deutet, L˜ ist das Funktional, das jedes Polynom f ∈ Hd im Punkt [ξ] = [0, . . . , 0, 1]
auswertet. L˜ ist damit ein Auswertungsfunktional in einem unendlich fernen Punkt.
Satz 55. Ist L : Pd → R ein Auswertungsfunktional in einem unendlich fernen
Punkt, so ist L ∈ K++d .
Beweis. Sei L : Pd → R ein Auswertungsfunktional in einem unendlich fernen
Punkt. Dann ist L˜ : Hd → R mit L˜ = L ◦ τ−1, und es existiert [ξ] ∈ Pn mit ξ0 = 0,
so dass L˜(f) = L˜[ξ](f) = f [ξ] fu¨r alle f ∈ Hd. Ist f ∗ ∈ K˜+d , so ist L˜[ξ](f ∗) = f ∗[ξ] ≥ 0.
Das bedeutet L˜[ξ] ∈ K˜++d und damit L ∈ K++d . 
Der Kegel K˜++d ist die konische Hu¨lle aller Auswertungsfunktionale in affinen und
unendlich fernen Punkten. Um dies zu zeigen, beno¨tigen wir folgenden Satz aus
[HUL01]. Da der Satz entscheidend fu¨r die folgenden Ergebnisse ist, wird der Beweis
hier wiedergegeben.
Satz 56. Sei W ⊆ RD eine nicht-leere kompakte Menge mit 0 /∈ co(W ). Dann ist
cone(W ) abgeschlossen.
Beweis. Die Menge C := co(W ) ist kompakt. Jedes Element aus cone(W ) hat die
Gestalt α · x mit x ∈ C und α ≥ 0. Sei nun (αnxn)n∈N ⊆ cone(W ) mit αn ≥ 0
und xn ∈ C fu¨r alle n ∈ N eine Cauchy-Folge. Wir zeigen nun, dass dann (αnxn)n∈N
gegen y ∈ cone(W ) konvergiert. Die Folge (xn)n∈N besitzt eine konvergente Teilfolge
(xnk)k∈N. Es gelte xnk → x. Da (xnk)k∈N ⊆ C und C kompakt ist, ist auch x ∈ C.
Damit ist insbesondere x 6= 0. Es ist




Da (αnxn)n∈N eine Cauchy-Folge ist, ist somit (αnk)k∈N eine Cauchy-Folge in R≥0.
Damit konvergiert (αnk)k∈N gegen ein α ≥ 0. Das bedeutet
αnkxnk → αx =: y
mit α ≥ 0 und x ∈ C. Somit ist (αnxn)n∈N eine Cauchy-Folge, die eine konvergente
Teilfolge besitzt, die gegen y = αx ∈ cone(W ) konvergiert. Also konvergiert die
Folge (αnxn)n∈N selbst gegen y. 
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Wir betrachten nun die Menge
M˜ :=
{
(t˜1[ξ], . . . , t˜D[ξ]) | [ξ] ∈ Pn
}
.
Als na¨chstes zeigen wir mit Hilfe von Satz 56, dass cone(M˜) = K∗∗ ist. Dazu gehen
wir wieder zum Raum Hd u¨ber. Die Abbildung Λ : Pn → H′d mit Λ[ξ] = L˜[ξ] ist
eine Bijektion zwischen dem Raum Pn und der Menge aller Auswertungsfunktionale
in affinen und unendlich fernen Punkten. Fu¨r das Auswertungsfunktional L˜[ξ] mit
`[ξ] := ψ
−1(L˜[ξ] ◦ τ) gilt
`[ξ] = (t˜1[ξ], . . . , t˜D[ξ]).
Damit ist der Kegel, der von allen Auswertungsfunktionalen in affinen und unendlich
fernen Punkten erzeugt wird, genau dann abgeschlossen, wenn cone(M˜) abgeschlos-
sen ist.
Satz 57. cone(M˜) ist ein abgeschlossener Kegel.
Beweis. M˜ ist eine nicht-leere Menge. Wenn M˜ kompakt ist und 0 /∈ co(M˜), so
gilt nach Satz 56, dass die konische Hu¨lle cone(M˜) abgeschlossen ist. Fu¨r die Menge
M˜ gilt M˜ =
{
(t˜1(ξ), . . . , t˜D(ξ)) | ξ ∈ S+n
}
. Dabei ist S+n die Teilmenge der Spha¨re
Sn, die alle Punkte entha¨lt, deren erste Komponente, die nicht Null ist, positiv ist.
Da d gerade ist und t˜1, . . . , t˜D homogen vom Grad d sind, ist t˜j(ξ) = t˜j(−ξ) fu¨r
j = 1, . . . , D. Damit ist
M˜ =
{




(t˜1(ξ), . . . , t˜D(ξ)) | ξ ∈ Sn
}
.
Die Abbildung t˜ : Rn+1 → RD, ξ 7→ (t˜1(ξ), . . . , t˜D(ξ)) ist stetig. Da Sn kompakt ist,
ist M˜ = t˜(Sn) somit auch kompakt.
Es bleibt noch zu zeigen, dass 0 /∈ co(M˜) ist. Dazu sei v ∈ RD der Vektor, dessen
Eintra¨ge an den Stellen k0, . . . , kn Eins und an allen anderen Stellen Null sind. Dabei
ist ki der Index von t˜ki := x
d
i . Sei nun w ∈ M˜ , d.h. w = (t˜1[ξ], . . . , t˜D[ξ]) mit einem
[ξ] ∈ Pn. Dann ist 〈v, w〉 =
n∑
i=0
ξdi > 0, da
n∑
i=0
ξ2i = 1. Damit ist aber 〈v, s〉 > 0
fu¨r alle s ∈ co(M˜). Deshalb gilt 0 /∈ co(M˜). Somit ist cone(M˜) ein abgeschlossener
Kegel. 
Da cone(M˜) abgeschlossen ist, ist auch der Kegel, der von allen Auswertungs-
funktionalen in affinen und unendlich fernen Punkten erzeugt wird, abgeschlos-
sen. Da K ⊆ cone(M˜) ⊆ K∗∗, K = K∗∗ und cone(M˜) abgeschlossen ist, muss
cone(M˜) = K∗∗ sein. Das bedeutet, der Kegel K˜++d wird von allen Auswertungs-
funktionalen in affinen und unendlich fernen Punkten erzeugt. Es ist also
K˜++d = cone
{
L˜[ξ] : Hd → R | L˜[ξ](f) = f [ξ], [ξ] ∈ Pn
}
.
6. DER KEGEL DER NICHT-NEGATIVEN FUNKTIONALE 43
Das bedeutet, fu¨r jedes auf K˜+d nicht-negative lineare Funktional L˜ ∈ H′d existieren
m ≤ D, α1, . . . , αm ≥ 0 und [ξ(1)], . . . , [ξ(m)] ∈ Pn mit L˜(f) =
m∑
k=1
αkf [ξ(k)] fu¨r alle




αkf [ξ(k)]. Das Funktional L˜ la¨sst sich im Allgemeinen nun al-
so nicht als konische Kombination aus Auswertungsfunktionalen in affinen Punk-
ten darstellen, aber als konische Kombination aus Auswertungsfunktionalen in af-
finen und unendlich fernen Punkten: Es existieren m, r ∈ N0 mit m + r = D,
α˜1, . . . , α˜m, β˜1, . . . , β˜r ≥ 0, affine Punkte [ξ(1)], . . . , [ξ(m)] ∈ Pn und unendlich ferne








fu¨r alle f ∈ Hd. Wir definieren den Operator Θd auf Pd wie folgt:
Θd : Pd → Pd, p 7→ hd,p.
Dabei ist hd,p der homogene Anteil vom Grad d, der in p enthalten ist. Fu¨r das
lineare Funktional L = L˜ ◦ τ auf Pd ergibt sich mit αk := ξd(k),0 · α˜k, k = 1, . . . ,m
und βj := β˜j, j = 1, . . . , r nun:
Satz 58. Sei L : Pd → R ein lineares, auf K+d nicht-negatives Funktional, so exis-
tieren m, r ∈ N0 mit m + r = D, α1, . . . , αm, β1, . . . , βr ≥ 0, ξ(1), . . . , ξ(m) ∈ Rn und












fu¨r alle p ∈ Pd.








Wir definieren nun L(p) := ∆p(0, 0). Da p ∈ (R[x, y])2, besitzt p eine Darstellung
p = q1+ q2 ·x+ q3 ·y+ q4 ·x2+ q5 ·xy+ q6 ·y2. Es ist L(p) = 2q4+2q6. Ist p ein nicht-
negatives Polynom, so ist L(p) ≥ 0, da sowohl q4 ≥ 0 als auch q6 ≥ 0 sein mu¨ssen.
Fu¨r L gibt es keine Darstellung der Form L(p) =
6∑
k=1
αkp(ξ(k)) mit α1, . . . , α6 ≥ 0
und ξ(1), . . . , ξ(6) ∈ R2. Ga¨be es eine solche Darstellung, so mu¨sste na¨mlich auch fu¨r
jedes konstante Polynom p×(x, y) = q×1 mit q
×
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· q×1 6= 0.
Da L ∈ K++d ist, existiert fu¨r das Funktional L aber eine Darstellung wie in Satz 58.
Es ist ` = ψ−1(L) = (0, 0, 0, 2, 0, 2). Fu¨r die unendlich fernen Punkte [ζ(1)] = [0, 1, 0]
und [ζ(2)] = [0, 0, 1] gilt nun t˜[ζ(1)] = (0, 0, 0, 1, 0, 0) und t˜[ζ(2)] = (0, 0, 0, 0, 0, 1).
Damit hat L˜ = L ◦ τ−1 die Darstellung
L˜(f) = 2f [ζ(1)] + 2f [ζ(2)]
fu¨r alle f ∈ H2. Der homogene Anteil vom Grad 2 in p ist Θ2(p) = q4x2 + q5xy +
q6y




(ζ∗(1)) = q4 und(
Θ2(p)
)










fu¨r alle p ∈ P2.
Wir haben gezeigt, dass jedes lineare, auf K+d nicht-negative Funktional eine Dar-










(ζ∗(j)) besitzt. Umgekehrt ist
auch jedes lineare Funktional, das eine solche Darstellung besitzt, nicht-negativ auf





























Die linearen Funktionale aus K++d sind demnach genau die Funktionale, fu¨r die eine
solche Darstellung existiert.
Wir untersuchen schließlich noch die Frage, ob sich ein lineares auf K+d nicht-
negatives Funktional zu einem linearen auf K+d+2 nicht-negativen Funktional fort-
setzen la¨sst. Besitzt ein solches Funktional eine Darstellung, der obigen Form, bei
der keine unendlich fernen Punkte notwendig sind, so la¨sst es sich zu einem linearen
auf K+d+2 nicht-negativen Funktional fortsetzen:




αkp(ξ(k)) fu¨r alle p ∈ Pd. Dann existiert L′ ∈ K++d+2 mit L′|Pd = L.
Beweis. Fu¨r das lineare Funktional L′ mit L′(p) =
D∑
k=1
αkp(ξ(k)) fu¨r alle p ∈ Pd+2
gilt: L′ ∈ K++d+2 und L′|Pd = L. 
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U¨ber die Darstellung des linearen Funktionals L ∈ K++d als Kubatursumme mit
nicht-negativen Gewichten erha¨lt man somit direkt eine Fortsetzung L′ ∈ K+d+2. Mit
der gleichen Argumentation erha¨lt man, dass sich L′ fortsetzen la¨sst zu einem linea-
ren Funktional aus K++d+4. Ist L also ein Funktional aus K
++
d mit einer Darstellung
als Kubatursumme mit nicht-negativen Gewichten, so la¨sst sich L fortsetzen zu ei-
nem Funktional aus K++
d˜
mit einer beliebigen geraden Zahl d˜ ∈ N. Werden in der
Darstellung aus Satz 58 allerdings unendlich ferne Punkte beno¨tigt, ist das nicht der
Fall:




αkp(ξ(k)). Dann existiert kein L
′ ∈ K++d+2 mit L′|Pd = L.
Beweis. Angenommen es existiere ein L′ ∈ K++d+2 mit L′|Pd = L. Dann existieren





, α1, . . . , αm, β1, . . . , βr ≥ 0, ξ(1), . . . , ξ(m) ∈ Rn und



































fu¨r die Einschra¨nkung von L′ auf Pd: L′|Pd(p) =
m∑
k=1
αkp(ξ(k)) fu¨r alle p ∈ Pd. Dies
ist aber ein Widerspruch zu der Voraussetzung, dass L keine solche Darstellung
besitzt. Insgesamt folgt somit, dass L keine Fortsetzung L′ : Pd+2 → R besitzt mit
L′ ∈ K++d+2. 
In dieser Arbeit ist es uns nun erstmals gelungen, den Kegel der linearen Funk-
tionale, die auf allen nicht-negativen Polynomen nicht-negativ sind, vollsta¨ndig zu
beschreiben. Wir haben bewiesen, dass auf dem Rand des Kegels genau die Funk-
tionale liegen, fu¨r die ein nicht-negatives Polynom existiert, in dem das Funktional
verschwindet. Weiter haben wird gezeigt, dass die linearen Funktionale, die auf dem













mit α1, . . . , αm, β1, . . . , βr ≥ 0, ξ(1), . . . , ξ(m) ∈ Rn und unendlich fernen Punkten
ζ(1), . . . , ζ(r) ∈ Rn+1 existiert. Die linearen Funktionale, die auf dem Kegel K˜+d der
homogenen nicht-negativen Polynome in n + 1 Variablen nicht-negativ sind, sind
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mit α1, . . . , αm, β1, . . . , βr ≥ 0, affinen Punkten [ξ(1)], . . . , [ξ(m)] und unendlich fernen
Punkten [ζ(1)], . . . , [ζ(r)] gibt. Daru¨berhinaus lassen sich genau die Funktionale aus
K++d zu Funktionalen aus K
++
d+2 fortsetzen, fu¨r die in der obigen Darstellung kei-
ne unendlich fernen Punkte beno¨tigt werden. Insbesondere sind diese Funktionale
fortsetzbar zu Funktionalen aus K++
d˜
mit einer beliebigen geraden Zahl d˜ ∈ N. Das
bedeutet, ist das Funktional einmal nicht-negativ fortsetzbar, so ist es beliebig oft
nicht-negativ fortsetzbar. Außerdem erha¨lt man mit unserer Darstellung sogar direkt
ein solches Funktional im Raum P ′
d˜
. Somit haben wir mit den obigen Darstellungen
erstmals ein notwendiges und hinreichendes Kriterium fu¨r die Nicht-Negativita¨t von
Funktionalen aus P ′d und H′d gefunden. Desweiteren haben wir hier ein notwendiges
und hinreichendes Kriterium fu¨r die Fortsetzbarkeit der linearen Funktionale aus
K++d zu Funktionalen aus K
++
d+2 erhalten. Mit Hilfe dieser Kriterien lassen sich die
Untersuchungen eines linearen Funktionals auf Nicht-Negativita¨t und auf Fortsetz-
barkeit wesentlich vereinfachen. Bei beiden Untersuchungen ist es nun ausreichend,
fu¨r das lineare Funktional L eine Darstellung des Vektors ` = ψ−1(L) als konische
Kombination der Vektoren t(ξ) bzw. t˜[ξ] zu finden. Anstelle des relativ schwierigen
Problems, die Nicht-Negativita¨t eines linearen Funktionals zu u¨berpru¨fen, reicht es
mit den Erkenntnissen aus dieser Arbeit nun also aus, ein Gleichungssystem zu lo¨sen.
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