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Abstract Real-world networks are composed of diverse interacting and evolving en-
tities, while most of existing researches simply characterize them as particular static
networks, without consideration of the evolution trend in dynamic networks. Re-
cently, significant progresses in tracking the properties of dynamic networks have
been made, which exploit changes of entities and links in the network to devise
network embedding techniques. Compared to widely proposed static network em-
bedding methods, dynamic network embedding endeavors to encode nodes as low-
dimensional dense representations that effectively preserve the network structures
and the temporal dynamics, which is beneficial to multifarious downstream machine
learning tasks. In this paper, we conduct a systematical survey on dynamic network
embedding. In specific, basic concepts of dynamic network embedding are described,
notably, we propose a novel taxonomy of existing dynamic network embedding tech-
niques for the first time, includingmatrix factorization based, Skip-Gram based, auto-
encoder based, neural networks based and other embedding methods. Additionally,
we carefully summarize the commonly used datasets and a wide variety of subse-
quent tasks that dynamic network embedding can benefit. Afterwards and primarily,
we suggest several challenges that the existing algorithms faced and outline possi-
ble directions to facilitate the future research, such as dynamic embedding models,
large-scale dynamic networks, heterogeneous dynamic networks, dynamic attributed
networks, task-oriented dynamic network embedding and more embedding spaces.
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1 Introduction
Network analysis has attracted increasing attention over the recent years due to the
ubiquity of network data in real world. The graph-structured network is a information
carrier commonly used in complex systems, such as semantic networks [46], protein-
protein interaction networks [55], social networks [61] and criminal networks [51].
In order to construct the feature representations that can be applied to various tasks
on graph-structured networks, network embedding is proposed to embed each node
in the network into low-dimensional space [7]. However, the real-world networks are
usually evolving, and simply exploiting static network embedding techniques for dy-
namic network embedding will increase the consumption of time and space, since the
training model will be retrained once the network changes. Furthermore, in order to
capture the temporal information in network evolution, many dynamic network em-
bedding models are proposed to embed the unstructured data into a low-dimensional
space, and predict the trend of network evolution. Fig. 1 shows an illustrative exam-
ple of embedding two snapshots of a dynamic network into a 2D space. Nowadays,
dynamic network representation learning has been successfully applied to machine
learning tasks on complex networks, such as visualization, node classification, node
clustering, and link prediction. Through modeling the interactions between entities,
dynamic network embedding methods can facilitate practical applications, e.g., com-
munity detection [19], recommender system [45] and so on. Based on social networks
whose interactions are constructed with the relationships, we can discover communi-
ties, build interpersonal networks, as well as predict interaction and behavior of users.
Considerable effort has been committed to develop static network embedding
techniques. DeepWalk [41] formulates static network embedding as a sequence mod-
eling problem, which generates node sequences by random walk and adopts Skip-
Gram to predict the context from input nodes. Based on the DeepWalk model [41],
node2vec [16] integrates depth-first search and breadth-first search strategies for ex-
ploring more flexible network structure. LINE [48] carefully designs a loss function
for characterizing first-order and second-order proximities, and this method is appli-
cable to large-scale information networks of arbitrary types. In addition, SDNE [52]
proposes a structural deep graph embedding model, which combines the advantages
of first-order and second-order proximities, and maintains the highly non-linear struc-
ture. DNE-APP [44] proposes a deep network embedding model, which adopts a
semi-supervised stacked auto-encoder to obtain the compact representation. Further-
more, in order to prevent the manifold fracturing problem, ANE [57] utilizes an ad-
versarial auto-encoder for variational inference to generate network representations
by matching the posterior of node embeddings with an arbitrary prior distribution.
Moreover, APNE [17] uses matrix decomposition to integrate structure and node la-
bel information. However, static networks lack the generalization ability in network
evolution. For example, users can randomly create and delete their friendships on
YouTube or Facebook, or active neurons tend to develop new relationships with other
neurons in brain networks. The newly added or deleted edge has an impact on net-
work analysis, while the existing static network embedding methods can not extract
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Fig. 1: Two snapshots of the datasets are collected in the MathOverflow social net-
work in 2011-2012, an online community of interactive mathematics. For illustration,
20 nodes are selected randomly, and we draw the original network structure graph and
its 2-D layout after embedding.
rich temporal information. In order to overcome these obstacles, a great many dy-
namic network embedding methods are proposed.
In graph theory, a static network is composed of a set of nodes and a set of
connected edges, which is indicated by an adjacency matrix. Dynamic networks are
engaged with definitions which contain history information, snapshots, timestamps,
nodes and edges. These definitions are concluded into two categories: snapshot and
continuous-time networks. Snapshot is divided from the dynamic network at equal-
interval in time sequence, so as to obtain the discrete sequence of network evolution
through decomposing the dynamic network into a sequence of static networks. Never-
theless, dividing the network into equal-interval snapshots in time series places partic-
ular emphasis on global changes roughly and cannot retain the evolution information
of the network elaborately. In contrast, the continuous-time mode can make up for
this deficiency by marking each edge with multiple timestamps to predict whether
the connection between nodes has just changed, in which each edge is given spe-
cific timestamps. Based on the two definitions mentioned above, several methods are
positioned to make contributions to both research and practice in dynamic network
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embedding fields. In specific, Zhou et al. [64] designed a triadic unit, namely the
dynamicTriad, which models how the triadic unit is closed from an open one, thus
preserving both structural information and dynamics in network evolution. Nguen et
al. [36] incorporated temporal dependencies into node embedding and deep graph
models, thereby integrating temporal information of dynamic networks. In [34], the
evolving patterns in dynamic network are generated by using evolving randomwalks,
and the current embedding vectors are initialized with previous embedding vectors.
Ahmed et al. [1] introduced a technology based on non-negative matrix factoriza-
tion to obtain latent features from temporal snapshots of dynamic networks. Zhu et
al. [65] proposed a generalized eigen perturbation model which can incorporate the
variation of network links.
Embedding model
Preprocessing
Eigen-
decomposition
Skip-Gram Auto-encoder
Graph 
convolution
Other
models
Network embedding
Dynamic evolution of 
networks
Extracting structures and properties of 
networks
Fig. 2: The content system of dynamic network embedding are constructed from
two aspects, including embedding model and preprocessing process. In specific, the
network dataset with attribute and label are necessarily preprocessed into uniform
linear arrays, and then the normalized matrices are generated in the dynamic network
evolution integrated with time series. After that, the network representations are con-
structed by updating the normalized matrices through the optimization algorithm.
According to both the attributes of the network and the architecture of the model,
we categorize the existing dynamic network embedding techniques into five cate-
gories, including embedding based on eigenvalue factorization, embedding based on
Skip-Gram, embedding based on auto-encoder, embedding based on graph convolu-
tion and embedding based on other methods. Fig. 2 shows how to construct a system
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of dynamic network embedding by adopting a two-stage execution method. Differ-
ent embedding methods have various criteria for assessing model performance and
weaknesses. Theoretically, methods based on neural networks may suffer high com-
putation and space cost.
Generalized from the classification scheme mentioned above, we introduce what
challenges these categories of dynamic network embedding techniques confronted
with, and how to address them. Although several surveys [37], [14], [7] summa-
rize network embedding methods, they have two major limitations. On one hand,
the existing graph embedding surveys only involve the relevant research based on
traditional methods, and many recent innovative frameworks are not confirmed for
inclusion in the review. For instance, [14] mainly introduces three categories of ap-
proaches and lacks introductions to the novel methods. Moreover, [54] only shows
solicitude for knowledge graph embedding. On the other hand, they only concern on
static network embedding while ignoring the critical properties of dynamic networks.
Despite remarkable advancements, the domain of dynamic network embedding still
requires further research to make summaries on full-scale directions of novel tech-
niques.
To summarize, we make the following contribution:
– We propose a new taxonomy of dynamic network embedding according to dif-
ferent models and describe the challenges in these models, which open up new
perspectives for understanding existing works. Furthermore, we systematically
categorize the applications that dynamic network embedding supports.
– Our work follows the dynamic embedding approaches, but differs from previous
works in listing the summarized insights on why dynamic graph embedding can
be performed in a certain way, which can provide feasible guidance for future
researches.
– To facilitate the timely and potential research, we point out six promising fu-
ture research directions in dynamic network embedding domain, which consist
of dynamic embedding models, large-scale networks, heterogeneous networks,
attributed networks, task-oriented dynamic network embedding and more em-
bedding spaces.
The rest of our paper is arranged as follows. In Section 2, the problem defini-
tions commonly used in the dynamic network embedding strategies are introduced,
then we provide a formalized definition of dynamic network embedding. In Section
3, different dynamic network embedding techniques are elaborated in detail. The ap-
plications that dynamic network embedding enables are presented in Section 4. After
that, Section 5 summarizes the challenges and points out several potential future re-
search directions. In the end of this survey, we conclude the paper in Section 6.
2 Problem Formalization
In Section 2.1, the definition of several basic concepts of dynamic network embed-
ding are described in detail. In addition, Section 2.2 provides the notations commonly
used in this paper.
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2.1 Problem Definition
Definition 1 (Network). A network is usually represented as a graph G = (V,E),
where V denotes the node set and E denotes the edge set.
Definition 2 (Static Network). Given a network G = (V,E), the network is static if
all nodes and edges remain one state that are constant in time.
Definition 3 (Dynamic Network). A dynamic network G can be divided into a series
of snapshots, i.e., G =
{
G1, ...,GT
}
, where T denotes the number of snapshots. For
each snapshot Gt , Gt = (V t ,Et) indicates how nodes and edges are connected at the
time step t.
2.2 Notations
The notations we used are defined in Table 1.
Table 1: Notions and the descriptions
Notions Descriptions
V set of nodes
E set of edges
d embedding dimension
N number of nodes
G a static network
G =
{
G1, ...,GT
}
a dynamic network
GT a snapshot
Y T embedding representations at time T
X adjacency matrix
∆ X change of adjacency matrix
x1,x2, ...xn eigen vectors
A attributes matrix
Σ diagonal matrix
L Laplacian matrix
S collection of node pairs
3 Categories
In this section, we introduce a new taxonomy for categorizing existing dynamic net-
work embedding methods, as shown in Fig. 2. We adopt the classification strategies
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based on whether the dynamic network is represented as snapshots or continuous-
time network marked by timestamps. According to the strategy, we categorize dy-
namic network embedding into five broad categories: embedding based on eigenvalue
factorization, embedding based on Skip-Gram, embedding based on auto-encoder,
embedding based on graph convolution and other embedding methods.
3.1 Embedding Based on Matrix Factorization
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Fig. 3: An illustration of singular value decomposition (SVD). k is the rank of matrix
DS V D .
SVD
dynamic network GT 
dynamic network GT+1 
embedding matrix YT
high-order proximity 
matrix XT
embedding matrix YT+1
Fig. 4: The model utilizes eigen decomposition to construct the high-order proximity
matrix of the network, and then dynamically updates the node representations of the
network in next time step based on the matrix perturbation theory.
Matrix factorization [30] is the most general dimensionality reduction method in
the field of network embedding. Singular value decomposition (SVD) is a representa-
tive algorithm of matrix factorization. The SVD of a matrix DS V D ∈ R
m×n is defined
as:
DS V D =UΣQ
T (1)
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whereU ∈ Rm×m, Q∈ Rn×n, and Σ ∈ Rm×n. Σ is a diagonalized matrix, in which each
element on the main diagonal is a singular value, all other elements are 0. Besides,
matricesU and Q satisfy the equationUTU = I and QT Q = I. The definition of SVD
can be visually illustrated by the following Fig. 3.
A traditional but effective embedding method is to decompose the adjacency ma-
trix by SVD and the attribute matrix by eigen decomposition in complex networks,
so as to construct the embedding representation of each node. From the perspective
of matrix factorization, the dynamic evolution of network is amount to the constant
change of original matrix, where the network embedding is updated according to the
perturbation theory of matrix. The overall perspective of eigenvalue factorization in
dynamic network embedding is sketched in Fig. 4.
Li et al. [26] proposed a dynamic attributed network embedding model which
represents dynamic networks as snapshots and considers situations in which adja-
cency and attribute matrices of the networks evolve over time. The dynamic network
representation at the time t is updated based on the matrix variation. For the time
t = 1, the model proposes an embedding algorithm combining the matrix D and X as
the hot start. The formula for updating the embedded eigenvalues and eigenvectors is
as follows:
∆ λi = x
′
i∆ LX xi −λix
′
i∆ ΣX xi
∆ xi=−
1
2
x′i∆X xixi+∑
k+1
j=2, j 6=i
(
x′j∆LX xi−λix
′
j∆ΣX xi
λi−λ j
)
x j
(2)
where X t ∈ Rn×n is the adjacency matrix of the attributed network at snapshot t and
ΣX is the diagonalmatrix with Σ
t
X (i, i) =∑
n
j=1X
t(i, j), x1,x2, ...xn are the eigenvectors
of the corresponding eigenvalues, in the meantime 0 = λ1 ≤ λ2 ≤ . . . ≤ λn. L
t
X =
Σ tX −X
t , and LX is a Laplacian matrix. Moreover the network representation Y
t+1 is
computed by using a correlation maximization method.
Cui et al. [65] devised a embeddingmodel which can capture the high-order prox-
imity shown in Fig. 5, which is an extension of the asymmetric transitivity preserv-
ing graph embedding model [38] in the dynamic network processing. Based on the
generalized singular value decomposition factorization (generalized singular value
decomposition) and matrix perturbation theory [27], the node representation of time
t + 1 is rapidly and effectively updated when the network structure changes in the
next time step (adding/removing nodes/edges) while preserving the high-order prox-
imity. Remarkably, Katz similarity is transformed into a generalized singular value
decomposition factorization to model the high-dimensional structure of a dynamic
network, and then the node representation at the time t + 1 of the given network is
dynamically updated by applying matrix perturbation theory.
SupposeX denote the high-order adjacencymatrix of the dynamic network, where
XKatz =M−1a Mb. The Katz Index [22] is utilized as the alternate of X , which is the
most generally used measures of high-order proximity. The formulas for updating the
embedded eigenvalues and eigenvectors are shown as follows:
∆λi =
xTi ∆Mbxi−λix
T
i ∆Maxi
xTi Maxi
∆xi = ∑
d
j=1, j 6=i αi jx j
(3)
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where {λi} are the eigenvalues of X in descending order and x1,x2, ...xn denote the
corresponding eigenvectors, where d is the embedding dimension. As for αi j, it rep-
resents the coefficient matrix, which indicates the contribution of x j to ∆xi. Then the
final embedded representation Y is obtained by minimizing the distance between X
and YY
′
T.
u1 u2
u
3
u
4
a  	
 
T
attributes matrix AT
consensus embedding YT
social network GT
YA
T-1
YX
T-1
embedding matrix YA
T
embedding matrix YX
T
Fig. 5: An illustration of eigenvalue factorization in dynamic network embedding.
At snapshot t, the model generates spectral embedding results by integrating with
network structure A, and obtain the static embeddings Y . Afterwards, at the snap-
shot t + 1, topological change ∆A indicates the dynamic information of the network
structure. The model integrates matrix perturbation theory for updating Y for a new
embedding Y T .
Chen et al. [5] proposed two online algorithms to track the top eigen pairs in the
dynamic network, which are capable of tracking the important network parameters
determined by certain eigen functions. Besides, creative methods for analysis of eigen
functionswith attributions at each time stamp are proposed. Inspired by this, the eigen
function can be utilized to map eigen pairs of the network to an attribute matrix:
f : (Λk,Yk)→R
x(x ∈N) (4)
where Λk is the eigen pairs matrix transformed from the adjacency matrix X . Yk de-
notes the embedding matrix of the given network. After that, through the method
of [5], the eigen function can be estimated by :
f ((Λk,Yk)) =△(G) =
1
6
k
∑
i=1
λ 3i (5)
where the quantity of triangles in the snapshot Gt is △(G), and Λk is the specific
eigen-pair of Λk.
Ahmed et al. [1] introduced a technology based on non-negative matrix factor-
ization (NMF) to extract latent features which can strengthen the performance of the
link prediction task on dynamic networks. This model focuses on the application of
link prediction, and defines a new iterative rule to construct matrix factors with note-
worthy network characteristics. In addition, it shows how to foster improvements in
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high prediction accuracy by adopting the fusion of time and structure information for
training methods, and the potential NMF characteristics can effectively express the
network dynamic rather than static representation.
However, approaches based on matrix factorization typically operates on more
than one n× n matrices with a large dimension of n× n, which suffers from high
time complexity. To tackle this obstacle, Zhang et al. [62] proposed TIMERS to the-
oretically explore a lower bound of SVD minimum loss and replace the bound with
the minimum loss on dynamic networks based on matrix perturbation. TIMERS op-
timally sets the restart time of SVD in order to reduce the error accumulation in time.
Furthermore, driven by treating the maximum tolerated error as a threshold, TIMERS
triggers SVD to restart automatically when the margin exceeds rated threshold. Be-
sides, margin is a value between the reconstruction loss of incremental updates and
the minimum loss.
3.2 Embedding Based on Skip-Gram
The great prevalence of Word2Vec [12] has facilitated the well-known Skip-Gram
model, through which we can predict the context from the input. Perozzi et al. [41]
suggested that nodes are converted into word vectors and a random walk sequence is
viewed as sentences. Since then, a great deal of static network embedding algorithms
are proposed based on this model. Fig. 6 presents a synthesis framework which inte-
grates temporal information into network embedding methods.
The following description outlines extension approaches. The classic node2vec
[16] inherits the advantages of DeepWalk and devises a biased random walk to learn
node representations and LINE [48] can preserve the first-order and second-order
proximities by utilizing multiple loss functions and optimize the performance by a
concat technology. Du et al. [8] proposed a decomposable objective function on the
basis of their previous LINE model to contribute the dynamic network embedding
framework, where only a part of nodes are iteratively updated simultaneously and
the representation in each iteration has a strong stability compared with retraining
whole model. Moreover, the authors also devised the update node selection mecha-
nism, greatly improving the efficiency of iterative update. Experiments on the node
multi-label classification task [35] has performed well on several real networks. Sim-
ilarly, Sajjad et al. [42] proposed an efficient unsupervised network representation
embeddingmethod based on randomwalks that also divides networks into snapshots.
In order to efficiently calculate the embedding results in the next snapshot which is
impacted by the previous snapshot, this paper factorizes the process of generating
network representations into two steps. Firstly, the authors proposed a random walk
update algorithm responsible for updating the set of walk sequence, with the goal
of statistically distinguishing the updated set of random walks from a set of random
walks generated from scratch on the new graph. Secondly, the Skip-Gram model is
modified to update the node representations based on the random walks.
Static network embedding usually obtains training corpus through random walks,
and then integrates the corpus to the Skip-Gram model. However, the random walks
fail to take the chronological order into account, in which condition the edges appear
A Survey on Dynamic Network Embedding 11
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Fig. 6: In the dynamic network, each edge is mapped to a corresponding timestamp.
An effective walk is represented by a series of nodes connected by edges of an in-
creasing timestamp. Themapping functionΦ is a matrix, which maps every node into
a d-dimensional vector with a total of |V |× d parameters which can be optimized by
using Skip-Gram model or other models.
randomly. For instance, a message propagated in a network is directed, but an uncon-
strained randomwalk may result in a reverse corpus. At this point, Nguyen et al. [36]
expressed the dynamic network as a continuous-time network. Each edge has mul-
tiple timestamps, indicating the time corresponding to the existence of a connection
relationship. On this basis, each random walk must be constrained to conform to the
time sequence of occurrence of edges, so as to integrate the time sequence informa-
tion of the network into the sequence of randomwalk. Theoretically, the randomwalk
sequence with time series is a subset of which with non-temporal series. According
to the view of information theory, the addition of temporal information reduces the
uncertainty of random walk and enforces it outperforming DeepWalk and node2vec
algorithms in traditional tasks.
Dynnode2vec [34] modifies node2vec by regarding the prior embedding vectors
as the initialization of a Skip-Gram model and employing the random walks in net-
work volution to update the Skip-Gram based on previous timestamps information.
Dynnode2vec modifies the static node2vec at time t by capturing historical informa-
tion from time step t − 1. In dynnode2vec, only the evolving node embeddings are
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generated from sets of random walk sequences, rather than considering all nodes in
the current timestamps. Hence, novel random walks from local changed regions can
efficiently update the embedding vectors in network evolution.
Besides, dynamic network embedding framework proposed by Zuo et al. [66] also
integrates the Hawkes process based on temporal network embedding and the Skip-
Gram models. This technologymodels the evolution process of nodes through neigh-
bourhood formation sequence, and then captures the influence of historical neigh-
bours on the current neighbourhood formation sequence by using Hawkes process.
Moreover, Liang et al. [28] applied dynamic network embedding to user pro-
filing in Twitter [20], and proposed a dynamic embedding model of user and word
(DUWE), coupled with a model of streaming keyword diversification (SKDM). Par-
ticularly, DUWE aims at capturing the semantic information of users over time with
the Skip-Gram model and attempts to maximize its log likelihood:
log p
(
n±|V
)
=
V
∑
k,l=1
n+k,I logs
(
vTk vl
)
+ n−k,l logs
(
−v⊤k vl
)
(6)
where n± = (n+,n−), n+,n− ∈RV×V are the positive and negative indicator matrices
for all word pairs with n+k,l and n
−
k,l being their elements respectively. (vk,vl) is a
word pair that can be observed in documents of a corpus. s(x) is computed from a
sigmoid function s(x) = 1
1+exp(−x) and s(−x) = 1−s(x).V = {vk}
V
k=1 is the definition
of the embedding result of all the words in the vocabulary. DUWE is based on the
Skip-Gram model, which is extended by employing a Kalman filter [2] to process
the evolution information of users and words, aiming to model the dynamic user and
word embeddings. In DUWE, the authors utilized the variance of the transformation
kernel embedded by all users to represent the diffusion process of the representation
in users and words evolution.
3.3 Embedding Based on Auto-encoder
Auto-encoder is an artificial neural network that can construct the efficient representa-
tion of the input data in an unsupervised manner, which is suitable for dimensionality
reduction. The dimension of the learned representation is generally far less than that
of input data. In specific, auto-encoder is mainly carried out into two steps, encoder
and decoder. In most auto-encoder, the hidden layers of the auto-encoder architecture
is realized through the neural network.
SDNE [52] is a classical network embedding model based on auto-encoder. Due
to its unsupervised nature and excellent performance, the embedding model can be
extended to dynamic networks straightforwardly. For instance, Goyal et al. [15] pro-
posed a dynamic embedding model DynGEM, inspired by SDNE, which also rep-
resents dynamic networks as snapshots. It retains the embedding information at the
previous moment that will be utilized for the next moment, so that the embedding
model at the next moment can directly inherit the parameters of the model trained at
the previous moment. It’s worth noting that the quantity of network nodes and edges
have an impact on the architecture of the embedding model. Therefore, this model
A Survey on Dynamic Network Embedding 13
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Fig. 7: The dynamic network is divided into snapshots. During the training process,
the weight parameters of the previous auto-encoder network are retained to initial-
ize the next training network. Y is the set of network representation, and X is the
adjacency matrix of networks.
employs heuristic information to adjust the overall structure of SDNE according to
the new network structure, which makes it easy to be applied to the new network. A
simplified version of the DynGEM model is shown in Fig. 7.
However, another work dyngraph2vec [13] proposed by Goyal et al. reflects that
the DynGEM framework and other dynamic embedding algorithms capture the infor-
mation of the previous step while ignoring the richer historical information. In this
case, dyngraph2vec takes the network structure information into account at time step
t, t + 1, t + 2, . . . . . . , t + l− 1 when computing the embedding matrix at time t + l. To
be specific, by expressing the time-ordered network sequence as a corpus, it lever-
ages RNN to encode the historical information for semi-supervised learning and give
a simple update rule for the auto-encoder. However, dyngraph2vec employs three
models to embed the historical information, which leads to a high level of complex-
ity. Additionally, the NetWalk model proposed by Yu et al. [59] not only incremen-
tally generates network representations in network evolution, but also detects network
anomalies in real time. In particular, the node representation can be obtained through
a number of walk sequences extracted from the dynamic network. It unifies local
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walks and hybridizes it with the hidden layer of a deep auto-encoder to yield node
representations, thus, the resultant embedding is capable of reconstructing the orig-
inal network with less loss. Moreover, the learning process performs over dynamic
changes by utilizing a sampling stochastic. Then the model uses a dynamic clustering
model to flag anomalous vertices or edges.
3.4 Embedding Based on Neural Networks
Recently, neural networks have attracted extensive attention of researchers in network
embedding domain. By virtue of the powerful representation ability, neural networks
based network embedding models have achieved outstanding results.
Since neural networks have shown impressive results on dynamic embedding, an
inductive deep representation learning framework called DyRep [50], is decomposed
into two dynamic processes on the network: association process and communication
process. The former handles the change of network topology, while the latter deals
with the change of network dynamics. In this model, event is defined to uniformly
represent the changes of the above two processes. Furthermore, DyRep views the
change of node representations as an intermediate bridge between the two processes
mentioned above, so as to continuously update the node representation according to
new events. When an event occurs, the new representation of the node is aggregated
by the event-related neighbour nodes. In addition, the model which aims to aggregate
neighbours of nodes dynamically adopts the attention mechanism.
After that, Chen et al. [6] proposed a novel optimization method on neural net-
works, which assigns different sensitive weights for samples and selects the samples
via their weights when computes gradients. The related samples are updated in a
diffusion strategy, as the embedding of the selected sample is reconstructed. Mean-
while, in order to decrease the computational cost during selecting samples, the au-
thors presented a nested segment tree for weighted sample selection. This model en-
forces dynamic embedding algorithms more adequate in analyzing highly dynamic
and recency-sensitive data, which can overcome the problem that the optimization
process of traditional is complicated.
Another example using neural network structure is Know-Evolve [49], it proposes
a deep recurrent architecture for generating non-linearly network representations over
time. It models multi-relational timestamped edges to reflect the evolving process.
Besides, the information captured by node embeddings only depend on the edge-
level information. Sankar et al. [43] proposed DySAT, a dynamic self-attention net-
work embedding model. Specifically, DySAT constructs node representations which
incorporates self-attention mechanism into two aspects: structural neighbors and tem-
poral dynamics. Through the dynamic self-attention architecture, it provides dynamic
representations for nodes which capture both structural properties and temporal evo-
lutionary patterns.
Recurrent neural networks (RNN) [29] are commonly utilized for continuous
sequence learning by capturing the dynamic information in time series. Motivated
by the insights of RNN, several dynamic network embedding methods combine the
RNN and other neural networks to learn the node representations. For example,
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EvolveGCN [39] contains two components, the RNN component and the graph con-
volutional network (GCN) component. The RNN model updates the weight matrix
in the next time step and the GCN model uses the updated weight matrix and the
current node embedding matrix to update the subsequent node embedding matrix.
EvolveGCN focuses on the evolution of the GCN parameters at every time step rather
than the node representations, whose model is adaptive and flexible for preserving
network dynamics.
In addition, BurstGraph [63] uses two RNN-based variational autoencoders frame-
work to model graph evolution in the vanilla evolution and bursty links occurrences
at every time step. Furthermore, the encoders share the same GraphSAGE [18] to
capture node attributed information. BurstGraph encodes both the structural evolu-
tion and attributed evolution in the latent embedding vectors, which can fully exploit
the recurrent and consistent patterns in dynamic networks.
3.5 Other Embedding Methods
Zhou et al. presented DynamicTriad [64], which preserves the structural informa-
tion of the network and incorporates the time-varying characteristics of the network
into the embedding vectors. Through the analysis of triangular closure problems, the
evolution of a dynamic network is devised to describe the change of the network. In
order to express some rapidly changing nodes and reflect the evolution of the struc-
ture, the triangle closure problem is used to reflect network dynamics. In specific, for
any three points, if they are connected by two nodes, they are called open triangles.
In contrast, if they are connected by two nodes, they are called closed triangles. One
of the characteristics of network structure evolution is that open triangle may evolve
into closed triangle over time. By quantifying the probability of development from
open triad to closed triad, the embedding vector of each vertex can be obtained at dif-
ferent time steps. Inspired by this ideas, DynamicTriad constructs the loss function
to predict triangular changes:
Lttr =− ∑
(i, j)∈St+
logPttr+(i, j)− ∑
(i, j)∈St
logPttr−(i, j) (7)
where the first term is the probability of open triangle closing, and the second term is
the probability that it is not closed. The representation St+ is a collection of node pairs
with no connection at the current time t, which will have edge connection at the next
time. A collection of node pairs St indicates that there will be no edge join at either
the current time or the next time. Generally, the network is smooth, and the vector
expression of the network varies little under the continuous timestamp. Therefore,
combined with the rule smoothing term, the node representations can be trained.
Streaming graph neural networks (DGNN) proposed by Ma et al. [31] examines
the relationship between the action time of edge connection and its effect on network
embedding in a more detailed manner. It supposes that when new edges appear, both
ends of the edges and the first-order neighbors of the endpoints have a high proba-
bility to make changes. However, the effect on the neighbors is related to the time
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difference. Neighbors who interact with the endpoints in the recent period are sen-
sitive to new changes, while neighbors who interact over a relatively long period of
time in the past are less affected. The endpoint and first-order neighbors are updated
by two modules respectively and the temporal information enhancing long short-term
memory model is adopted as the basic framework for updating modules to process
information at different time intervals.
4 Applications
Network embedding can improve the performance of various network mining tasks
in both time and space. So this section gives a detailed description of several common
network mining tasks that dynamic network embedding can benefit. We summarize
the datasets and network mining tasks which are commonly used in proposed dy-
namic network embedding methods. Table 2 concludes the statistics of each dataset
used to perform different network mining tasks in dynamic network embedding ex-
periments.
Table 2: A summary of datasets and network mining tasks
Datasets Node classification Link prediction Node clustering Network visualization
Academic X X
Autonomous Systems(AS) X
CollegeMsg X
DBLP X X X X
Email-Eu-core X X X X
Enron X X
Epinions X X X X
F2f-Resistance X X X X
HEP-TH X
Infectious X
Internet X
Loan X X
Mobile X X
Synthetic Data (SYD) X
Twitter X X X X
Wikipedia X
4.1 Datasets
This section describes the datasets commonly used in dynamic network embedding,
which can be used for dynamic network analysis. For each dataset, specific prepro-
cessing methods are adopted for different models. This paper lists the characteristics
A Survey on Dynamic Network Embedding 17
and detailed description of datasets commonly used in dynamic networks. Dynamic
networks include synthetic dynamic graphs and real-world dynamic graphs. We sum-
marize several commonly used dynamic datasets as follows.
– Academic 1. It is an academic network composed of 51060 researchers as the
vertices and 794552 coauthors as the edge. The size of snapshot is 2 years. In
each snapshot, the existence of two users that have research cooperation projects
will cause an edge created between two users. Each researcher has its specific
community label.
– Autonomous Systems(AS) [25]. The dataset is a communication network where
each edge records the successful communication information between users and
contains the communication records of 733 users from 1997 to 2000, which can
be divided into snapshots by year.
– CollegeMsg 2. The dataset consists of private messages sent on the University of
California’s online social network. Users initiate dialogs with other users in the
network based on configuration file information. An edge (u,v, t) indicates that
user u sends a message to user v at time t. Within 193 days, it records the infor-
mation of 1899 nodes and 59835 edges, which is divided into three snapshots.
– DBLP 3. It is an academic website that counts the number of authors who have
publishedmore than two papers. From 2001 to 2016, the dataset restores informa-
tion among 317080 authors and 1049866 edges, and each author own its research
field label.
– Email-Eu-core 4. The dataset is generated from e-mail network which is a large
European research institute. It reflects anonymous communication of e-mail ex-
changes between members of the institute. There are 42 institutes in which all
members are included. The e-mails only represent frequent daily communication
between the core members of the organization. Moreover, it consists of 61046
e-mails and the time span is 803 days.
– ENRON [23]. The dataset contains emails among employees in Enron Inc. from
Jan 1999 to July 2002.
– Epinions 5. Epinions is a goods review website where users post their comments
and opinions about various goods. Besides, users themselves can build trust re-
lationships, which is the basis for seeking advice between users. The dataset is a
real-world dynamic network and the data has 16 different time stamps.
– F2f-Resistance 6. This dataset is weighted, directed and temporal which contains
networks extracted from 62 subgraphs, 451 nodes and 3,126,993 edges. Average
temporal length per subgraphs 2,290 seconds which can be divided into 4 snap-
shots.
1 http://www.aminer.org, an academic search engine
2 https://snap.stanford.edu/data/CollegeMsg.html
3 http://snap.stanford.edu/data/com-DBLP.html
4 http://snap.stanford.edu/data/email-Eu-core-temporal.html
5 http://www.trustlet.org/wiki/Epinions datasets
6 http://snap.stanford.edu/data/comm-f2f-Resistance.html
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– HEP-TH [11]. This dataset records the collaboration among authors in academic
conferences, which collected papers from the academic conference from January
1993 to April 2003.
– Infectious 7. This network records the interaction of visitors in the exhibition.
The formation of each edge requires at least 20 seconds of face-to-face com-
munication between visitors with exact time stamp. It only stores visitors who
communicate frequently.
– Internet 8. This is the connection network of the internet autonomous systems.
The nodes denote autonomous systems and edges represent the connections be-
tween autonomous systems. Multiple edges may connect two nodes, each of
which represents an individual connection in time. Edges are annotated with the
time point of the connection.
– Loan The structure of this network is similar to that of the mobile dataset, which
is provided by ppdai3, and contains 1603712 call records among 200000 regis-
tered ppdai users over 13 months. The size of snapshot is set to one month.
– Mobile It is a mobile network composed of more than 2 million call records
provided by China Telecom. In 15 days, 340751 nodes and 2200203 edges were
preserved. The user is regarded as the vertex and the snapshot is defined as a
continuous one-day period without overlapping. In each snapshot, if one user
calls another user, the connection between user vertices will be recorded in the
network.
– Synthetic Data (SYD). Synthetic dynamic graphs are usually generated by the
stochastic block model [56]. Snapshots of synthetic data are generated by setting
the cross-block connectivity probability and the in-block connectivity probability.
– Twitter 9. The dataset contains basic information of 1375 Twitter users, as well
as blog information of all registered users as of May 31, 2015. The user’s suc-
cessful interaction information generated 3.78 million edges which have certain
timestamp.
– Wikipedia 10. It is a dataset fromWikipedia, each edge represents the communi-
cation between users which has a specific time label. The time span is 2320 days,
including 1140149 registered users and 7833140 connections.
4.2 Node Classification
Node classification aims to classify each node into corresponding categories and fa-
cilitate the downstream applications, such as recommendation, targeted advertising,
interest mining and interpersonal network building. The classification technique is
used to label the nodes in the dynamic network, which is conducive to the in-depth
analysis of the characteristics of the network structure and the extended study of the
application. Node classification includes multi-label and multi-class classifications.
The former can be conducted on datasets where each node is only labeled by one
7 http://konect.uni-koblenz.de/networks/sociopatterns-infectious
8 http://konect.uni-koblenz.de/networks/topology
9 https://bitbucket.org/sliang1/uct-dataset/get/UCT-Dataset.zip
10 http://snap.stanford.edu/data/wiki-talk-temporal.html
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category. The latter is conducted on datasets where each node is labeled by more
than one category. The process of node classification adopted for network embedding
is generally decomposed into four steps. Firstly, a network embedding algorithm is
applied to derive the embedding representations of networks. Secondly, the dataset
with label information needs to be divided into training and testing sets. Then, train
a classifier on the training set. Lastly, perform node classification on the testing set.
The selectable classifiers contain Liblinear [9], nearest neighbor classifier [40], sup-
port vector machine(SVM) [47] and so on. Micro-F1 and Macro-F1 are commonly
utilized as the evaluation metrics for the node classification task which integrate both
the accuracy rate and recall rate of the classification model and are defined as follows:
Micro− f1=
2×P×R
P+R
(8)
Macro− f1=
∑M∈C F1(M)
|C|
(9)
where F1(M) is the F1-measure of label M, and C is the whole label set. Moreover,
P indicates the precision rate and R indicates the recall rate.
4.3 Link Prediction
The link prediction task [3] is target to predict whether there exists an edge between
two nodes, which can evaluate the performance of embeddingmethods on preserving
explicit network topological structures. Meanwhile, it is also solved by using a binary
classification technology, in which the input is the learned embedding representations
of nodes and the output is a the predicted result of a binary classifier. If there exists
an edge between the two input nodes, the output is 1, otherwise, the output is 0.
Link prediction adopted for dynamic network embedding is divided into three steps.
First of all, learn embedding representations of nodes. Then, divide the dataset into
a training set and a testing set. For any pair of nodes in the training and testing sets,
a label is generated to record whether these two nodes have connections. Finally,
conduct link prediction experiments on the testing set. The AUC [10] and MAP [24]
measures are employed as the evaluationmetric. MAP aims at measuring models with
recall and precision which can reflect the global performance. Compared with AUC,
MAP considers the performance ranking of returned items. The formula of MAP is
MAP =
∑
n
1AP(i)
|V |
(10)
AP(i) =
∑ j precision@ j(i) ·∆i( j)
|{∆i( j) = 1}|
(11)
where precision@ j(i) is the precision of node vi. ∆ i( j) = 1 presents a connection
between nodes i and j.
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4.4 Node Clustering
As an unsupervised task, the objective of node clustering is dividing a network into
several clusters, where nodes belonging to the same cluster have more similarity.
Analogous to node classification, node clustering endeavors to learn the category
information of nodes. After node representations are obtained from embedding algo-
rithms, some typical clustering methods, for example Kmeans [33], are adopted ac-
tually for performing node clustering. The normalized mutual information (NMI) [4]
is commonly utilized to evaluate the clustering performance of network embedding
algorithms. The function is shown as follows:
NMI=1−
H(M1|M2)norm+H(M2|M1)norm
2
(12)
where NMI is used to measure the similarity between M1 and M2 clustering results.
H(·) is the formula of information entropy. To evaluate a model, if nodes that be-
long to the same category are clustered into the same cluster based on obtained node
representations, the embedding algorithm learn desirable node representations.
4.5 Network Visualization
Network visualization is also a widespread application in dynamic network embed-
ding. In order to generate meaningful visualization results, a network is mapped into
two-dimensional space. Embedding representations of nodes are used as the input of
visualization tools, such as t-SNE [32]. After node representations are generated by
embedding algorithms, t-SNE first maps the d-dimensional node representations into
a 2D space which the visualization results are displayed in. Network visualization
is conducted on datasets with labels. Nodes with different labels are marked with
different colors in the 2D space. Because network embedding preserves the intrinsic
structures of a network, visualization results directly reflect that the nodes in the same
cluster in two-dimensional space have more similar characteristics.
5 Future Research Directions
The mentioned survey on the traditional and novel dynamic network embedding
methods demonstrates that putting forward creative methods in dynamic networks
to effectively improve the performance of downstream network analysis tasks is still
a necessary task. Because networks are evolving over time and the above models are
only limited to two mode, snapshot and continuous-time mode, which are difficult to
adapt for more complex situation. Therefore, we discuss several promising research
directions for future works in this section.
5.1 Dynamic Embedding Models
In this survey, we roughly divide the existing dynamic network embedding methods
into five types of models, i.e., matrix factorization based models, Skip-Gram based
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models, auto-encoder based models, graph convolution based models and other mod-
els. However, all of these models are inspired by static embeddingmethods. As shown
in Fig. 2, for all existing dynamic embedding methods, the dynamic is reflected in
the process of handling the original network rather than the process of embedding the
network. In fact, there are few works that implements network embedding execution
with considering real-time network evolution. For example, if some edges are added
or removed in a network, existing methods need to reprocess the original network
and then perform network embedding, which is time-consuming. Aiming at effec-
tively updating the embedding representations when the status of a network changes,
dynamic embedding models are highly desirable.
5.2 Dynamic Network Embedding for Large-scale Networks
For network embedding, Tang et al. [48] proposed LINE to analyze complex net-
works with large-scale. However, LINE is not applicable for dynamic networks. Due
to the complexity of performing network evolution in dynamic networks, existing dy-
namic network embedding methods can not adopt for more complex real-world net-
works. By the insight of the above survey, dynamic networks can be represented as
snapshots or continuous-time networks marked by timestamps. The more the number
of snapshots or timestamps, the higher complexity of network evolution. Therefore,
the efficiency of dynamic network embedding can be improved from two aspects,
i.e., reducing the complexity of network evolution or improving embedding models.
To conclude, large-scale dynamic network embedding is a difficult research point
without effective work reaching it.
5.3 Dynamic Network Embedding on Heterogeneous Networks
Although many researchers focus on dynamic network embedding, existing meth-
ods are mainly proposed based on homogeneous networks that contain single type of
nodes and edges. Nevertheless, it is well recognized that many real-world networks
are heterogeneous networks where several types of nodes and edges exist. Dynamic
embedding of heterogeneous networks need to consider node types and edge types
when networks change over time.What’s more, if the structures and properties are ex-
tracted from the original heterogeneous networks, the extracted structures and prop-
erties should be preserved as much as possible in the process of network evolution.
Exploring the domain of dynamic network embedding on heterogeneous networks is
an interesting research direction.
5.4 Dynamic Network Embedding on Attributed Networks
Attributed networks contain extra attributed information, such as texts or contents
[60]. Dynamic embedding of attributed networks emphasizes the information that
both the structures of networks and the attributes of nodes provide as networks evolve.
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A little work about this research direction has been proposed. Only Li et al. [26] pro-
posed DANE that updates both the adjacency and attribute matrices when a network
changes over time. Nevertheless, the work of Li et al. [26] only researches the sit-
uation where a dynamic network is divided into sequential snapshots. There is no
research to pay attention to the other situation in which the dynamic network is rep-
resented as continuous-time networks marked by timestamps.
5.5 Task-oriented Dynamic Network Embedding
As mentioned above, network mining tasks include link prediction, node classifica-
tion, node clustering, network visualization and so on. Network embedding methods
oriented by different network mining tasks are proposed for static networks. For ex-
ample, Yang et al. [21] described a network embedding technology for node classi-
fication. SHINE [53] presents a signed heterogeneous information network embed-
ding framework for sentiment link prediction. Compared with universal network em-
bedding algorithms that can be utilized to conduct different network mining tasks,
task-oriented network embedding methods focus on only one task so that some ex-
tra information related to the task can be extracted to train the embedding models.
Task-oriented embedding models are more effective on the target task than universal
embedding models. However, there is no related work to address a single network
mining task in dynamic network embedding.
5.6 More Embedding Spaces
In the previous works, EOE [58] presents a joint deep embedding framework for
coupled heterogeneous networks, which embeds a network in two embedding spaces.
However, EOE is designed for static networks. According to the existing methods
mentioned above, the dynamic network is commonly represented in one embedding
space. In general, the deeper embedding with more target spaces means the higher
complexity of time and space. But on the other hand, embedding a network into
more spaces mines more possibilities of preserving network structures and networks.
Therefore, exploring different embedding spaces is an interesting and challenging
research direction for dynamic network embedding.
6 Conclusion
In this paper, we summarize the existing dynamic network embedding methods. A
dynamic network can be divided into sequential snapshots or continuous-time net-
works marked by timestamps. Based on this premise, we divide dynamic network
embedding models into five categories: embedding models based on eigenvalue de-
composition, embedding models based on Skip-Gram, embedding models based on
autoencoders, embedding models based on graph convolution and other embedding
models. Almost all existing dynamic network embedding methods are generalized
into these five categories. For each category, we make a detailed description. What’s
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more, the applications of dynamic network embedding are also included in our sur-
vey. In the section of applications, the datasets and network mining tasks that are
widely adopted in dynamic network embedding are described in detail. Afterwards
and primarily, we provide six interesting and promising future research directions.
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