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Abstract—Numerous learning methods for fuzzy cognitive
maps (FCMs), such as the Hebbian-based and the population-
based learning methods, have been developed for modeling
and simulating dynamic systems. However, these methods are
faced with several obvious limitations. Most of these models are
extremely time consuming when learning the large-scale FCMs
with hundreds of nodes. Furthermore, the FCMs learned by those
algorithms lack robustness when the experimental data contain
noise. In addition, reasonable distribution of the weights is rarely
considered in these algorithms, which could result in the reduc-
tion of the performance of the resulting FCM. In this article, a
straightforward, rapid, and robust learning method is proposed
to learn FCMs from noisy data, especially, to learn large-scale
FCMs. The crux of the proposed algorithm is to equivalently
transform the learning problem of FCMs to a classic-constrained
convex optimization problem in which the least-squares term
ensures the robustness of the well-learned FCM and the max-
imum entropy term regularizes the distribution of the weights
of the well-learned FCM. A series of experiments covering two
frequently used activation functions (the sigmoid and hyperbolic
tangent functions) are performed on both synthetic datasets with
noise and real-world datasets. The experimental results show that
the proposed method is rapid and robust against data containing
noise and that the well-learned weights have better distribution.
In addition, the FCMs learned by the proposed method also
exhibit superior performance in comparison with the existing
methods.
Index Terms—Fuzzy cognitive maps (FCMs), maximum
entropy, noisy data, rapid and robust learning.
Manuscript received April 15, 2019; revised June 17, 2019; accepted
August 1, 2019. This work was supported in part by the Natural Science
Foundation of China under Grant 61876029 and Grant 61673082, in part
by the Canada Research Chair, and in part by the Natural Sciences and
Engineering Research Council of Canada. This article was recommended by
Associate Editor S.-M. Chen. (Corresponding author: Wei Lu.)
G. Feng is with the School of Control Science and Engineering, Dalian
University of Technology, Dalian 116023, China, and also with the School of
Automation Engineering, Northeast Electric Power University, Jilin 132012,
China (e-mail: fengguoliang911@foxmail.com).
W. Lu, J. Yang, and X. Liu are with the School of Control Science and
Engineering, Dalian University of Technology, Dalian 116023, China (e-mail:
luwei@dlut.edu.cn).
W. Pedrycz is with the Department of Electrical and Computer Engineering,
University of Alberta, Edmonton, AB T6R 2V4, Canada, also with
the Systems Research Institute, Polish Academy of Sciences, 00-901
Warsaw, Poland, and also with the Department of Electrical and Computer
Engineering, Faculty of Engineering, King Abdulaziz University, Jeddah
21589, Saudi Arabia (e-mail: wpedrycz@ualberta.ca).
Color versions of one or more of the figures in this article are available
online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TCYB.2019.2933438
I. INTRODUCTION
THE FUZZY cognitive maps (FCMs), which wereintroduced by Kosko [1], are widely applied to
knowledge-based representation and reasoning, complex
system modeling [2]–[4]; time-series forecasting [5], [6]; deci-
sion making [7]–[9]; classification patterns [10]–[12]; risk
assessment and management [13], [14]; and others. The FCMs
are the directed graphs with feedback loops, which consists of
nodes and directed weights. Here, the nodes represent some
concepts, variables, or key factors that are encountered in
the system while the directed weights reflect the degrees of
interaction between those nodes [15].
When the structure of an FCM is given in advance, how
to learn the weights between the individual nodes according
to the experimental data is an ongoing timely issue. Over
the years, researchers have presented diverse approaches to
address this issue. In general, the learning methods of FCMs
fall into the three categories [16], that is, Hebbian-based,
population-based, and hybrid learning methods.
Hebbian-based learning methods are a kind of simple and
fast method for learning FCMs. Their fundamental idea is to
iteratively adjust weights of FCMs based on the Hebbian for-
mula that is frequently used in the learning artificial neural
networks and available data until some stopping criteria are
reached. This category of learning methods of FCMs mainly
includes differential Hebbian learning (DHL) [17] algorithm,
nonlinear Hebbian learning (NHL) [18], active Hebbian learn-
ing (AHL) [19], data-driven NHL (DDNHL) [20], etc.
Population-based methods form a category of mainstream
FCM learning methods that are widely used at present.
They learn weights of FCMs by exploiting some existing
population-based optimization technologies to minimize a cer-
tain objective function that is expressed in the sum of squared
errors of individual nodes vis-à-vis experimental data. Here,
some population-based optimization technologies, such as the
genetic algorithm (GA) [21], particle swarm optimization
(PSO) [22], real-coded GA (RCGA) [23], differential evolu-
tion (DE) [24], big bang-big crunch (BB-BC) [25], artificial
bee colony (ABC) [26], and imperialist competitive algo-
rithm (ICA) [27] are commonly considered. Recently, some
improved population-based methods have also been developed
to deal with the learning problem of FCMs. Stach et al. [28]
proposed a sparse RCGA (SRCGA) to learn the weights of
FCMs with sparse structures in which a density parameter
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is added into the objective function for guiding the learn-
ing toward the formation of maps with a certain predefined
density. Wu and Liu [29] first introduced Lasso regulariza-
tion as the sparsity penalty term into the objective function
to ensure the sparse structure of the resulting FCM and,
then, the weights of the FCM were determined by using
the evolutionary algorithms to minimize the objective func-
tion. To use FCMs to reconstruct gene regulatory networks
(GRNs), Zou and Liu [30] proposed the memetic algorithm
with mutual information (MIMA-FCM) to optimize the objec-
tive function to realize the learning of large-scaled FCMs
where mutual information is used to reduce the search space
of weights. To handle the causal network reverse engineering
problem, Chen et al. [31] exploited the decomposed frame-
work and RCGA to construct the FCMs to simulate GRNs with
300 nodes and 439 edges using gene expression data. To recon-
struct the GRNs with high accuracy, a dynamic multiagent
GA (dMAGA) is also proposed to simulate a GRN with
200 nodes [32].
The last category of methods, the hybrid methods,
combines both the Hebbian-based and population-
based learning methods to learn weights of FCMs.
Papageorgiou and Groumpos [33] combined the DE algorithm
with the NHL algorithm to learn FCMs. In this method, the
NHL algorithm is used to build the initial architecture of the
FCM using experimental data and, then, the DE algorithm
is used to further refine the weights. Zhu and Zhang [34]
proposed a hybrid framework by integrating the RCGA
and NHL algorithm, and successfully implemented it in the
real-world partner selection problems. Liu and Zhang [35]
introduced the least-squares method and the Hebbian learning
technique to solve the truck backer-upper control problem.
Natarajan et al. [36] combined the key aspects of DDNHL and
GA to learn the weights of FCMs to accomplish sugarcane
yield classification.
The aforementioned methods have contributed to the learn-
ing problem of the FCMs. However, they still encounter
several evident limitations. One is that those learning algo-
rithms lack robustness since the experimental data contain
noise. Another is that many of those algorithms, especially,
the most used population-based methods, are extremely time
consuming with high-computational overloads when learning
the FCMs with hundreds of nodes. The overall number of
weights of the FCM to be learned quadratically increases with
the number of nodes, which implies that it becomes fairly
difficult to find the weights of an FCM with a vast number
of nodes. The last one is that the distribution of the weights
of the FCM is rarely considered in those learning methods.
The weights that are learned by the above-mentioned learning
methods are unreasonably distributed in between −1 and 1,
which could result in the reduction of the performance of the
resulting FCM.
To reduce the aforementioned limitations that are encoun-
tered in the existing learning methods of FCMs, in this article,
a straightforward, rapid, and robust method is proposed to
learn the FCMs from noisy data, and it is referred to as
LEFCM. In the proposed method, the learning problem of
the FCMs is equivalently converted into a classic convex
Fig. 1. Example of an FCM consisting of three nodes.
optimization problem with constraints. In comparison with the
existing learning methods of the FCMs, the advantages of the
proposed one are as follows.
1) The LEFCM can learn the weights of FCMs from the
large-scale experimental data containing the noise effi-
ciently and rapidly since the proposed method converts
the FCM learning problem to a constrained convex
optimization problem that can be solved in polynomial
time complexity by applying the gradient-based method.
2) The LEFCM exhibits significant robustness in the pres-
ence of noisy data since the least-squares term is
introduced into the convex optimization problem.
3) The FCM that is generated by the LEFCM has a
more reasonable weight distribution since the maxi-
mum entropy constraint is also added into the convex
optimization problem.
The remainder of this article is organized as follows.
Section II presents an outline of the learning problem of
FCMs. In Section III, the details of the LEFCM are thoroughly
presented. In Section IV, we exploit the synthetic and real data
with noise to validate the feasibility and effectiveness of the
proposed method. Some comparative results with other exist-
ing methods are also covered in this section. Finally, Section V
concludes this article and highlights some future studies.
II. FCM AND ITS LEARNING
The FCMs are rooted from the cognitive maps [37], which
are generated by admitting the fuzzy degrees of causality
between the individual concepts in the cognitive maps. In brief,
an FCM is a weighted digraph with feedback loops, which can
depict the dynamic behavior of a system to be investigated.
Fig. 1 displays an example of an FCM including three concept
nodes.
Generally, an FCM consists of concept nodes and weighted
edges. The concept nodes, which represents the variables in
the system to be investigated, are denoted as C1, C2, . . . , Cn,
where n is the total number of concept nodes. The concept
nodes in the FCM are connected with directed and weighted
edges. The edges reflect causality presented between nodes,
or more precisely, a way in which one node affects another
one. The edge weight from nodes cj to ci is denoted by
wji, i, j = 1, 2, . . . , n, and quantified by numeric values posi-
tioned in the interval [−1, 1]. The sign and absolute value of
the edge weight reflect the influential direction and affected
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degree of the causality between the nodes, respectively. More
specifically:
1) wji > 0 means that an increase of node Cj leads to an
increase of node Ci with strength wji and vice-versa;
2) wji < 0 means that an increase of node Cj leads to a
decrease of node Ci with strength |wji| and vice-versa;
3) wji = 0 means that there is no relationship between
nodes Cj and Ci.
All edge weights in an FCM can also be stored in a matrix
format, that is,
W =
⎡
⎢⎢⎢⎣
w11 w12 · · · w1n
w21 w22 · · · w2n
...
...
. . .
...
wn1 wn2 · · · wnn
⎤
⎥⎥⎥⎦ =
[
w1, w2 , . . . , wn
]
where W is called as the weight matrix of the FCM.
The reason that FCM can describe the dynamic behavior of
the system to be investigated is that the value of its individual
concept nodes vary with time. The state value of each node
at t + 1 time moment is governed by the following formula:
Ai(t + 1) = f
⎛
⎝
n∑
j=1
Aj(t)wji
⎞
⎠, i = 1, 2, . . . , n (1)
where Aj(t) is the state value of the jth node Cj at time t;
Ai(t + 1) is the state value of the ith node Ci at time t + 1; wji
is the edge weight from the node Cj to the node Ci; and f (·),
called as the activation function, is a monotonically nonlinear
continuous nondecreasing function that converts the weighted
sum of the state values of all nodes in the FCM into a certain
interval. There are two forms of the activation functions that
are frequently used in most applications. One is the unipolar
sigmoid function that is expressed in the form
f (x) = 1
1 + e−λx (2)
which is used to quantify the state value of the individual
nodes into the interval [0, 1]. Another is the hyperbolic tangent
function expressed as
f (x) = tanh(λx) = e
λx − e−λx
eλx + e−λx (3)
which is used to quantify the state value of the individual nodes
into the interval [−1, 1]. Note that the parameter λ > 0 in (2)
and (3) controls the shape of the corresponding activation
function.
Let the state values of all nodes at time t be a state vector
A(t) = [A1(t), A2(t), . . . , An(t)]. Thus, (1) is rewritten in a
vector format
Ai(t + 1) = f (A(t)wi) (4)
where wi = [w1i, w2i, . . . , wni]T is the ith column of the
weight matrix W. Once the weight matrix W of an FCM has
been given, the FCM starts from a prespecified initial state
vector to carry out the consecutive iterations’ computation in
light of (1) or (4), this may give rise to a variety of dynamic
behavior of the FCM, such as oscillations (say, a limit cycle)
or convergence to some equilibrium.
The learning problem of an FCM is to determine its weight
matrix W so that the target sequences can be accurately repro-
duced by the FCM coming with this weight matrix W. In
general, the minimization of the following objective function
is considered to deal with this problem:
arg min :
W
J = 1
mnk
m∑
s=1
k∑
t=1
n∑
i=1
(
Asi (t) − Aˆsi (t)
)2
s.t. |wji| ≤ 1, i, j = 1, 2, . . . , n (5)
where m is the overall number of different initial state vectors,
n is the number of nodes in the FCM to be learned, and k is
the length of the response sequences. Moreover, in (5), Asi (t)
represents the target state value of the ith node Ci at time t for
the sth initial state vector, and Aˆsi (t) expresses the estimated
value of the ith node Ci produced by the FCM with the weight
matrix W at time t for the sth initial state vector, where s =
1, 2, . . . , m. Currently, many learning methods were developed
to minimize (5). However, in what follows, a novel method is
presented to transform the learning problem of the FCM to the
classic convex optimization problem with constraints instead
of the nonconvex problem that is expressed as (5).
III. PROPOSED LEARNING METHOD OF FCM
In this section, a novel learning method of the FCM
is presented in detail. Its crux lies in equivalently trans-
forming the learning problem of the FCM into a classic
convex optimization problem with constraints. Suppose that
there is a dynamical system including n concepts (variables).
To investigate the system, m different initial state vectors
[xs01, xs02, . . . , xs0n] with s = 1, 2, . . . , m are fed into this system
to stimulate the states of these concepts within a limited time k.
For each initial state vector, this system produces n response
sequences including k state values. Organizing these response
sequences in a matrix format, we finally form a total of m
state response matrices
Ds =
⎡
⎢⎢⎢⎣
xs11 x
s
12 · · · xs1n
xs21 x
s
22 · · · xs2n
...
...
...
...
xsk1 x
s
k2 · · · xskn
⎤
⎥⎥⎥⎦, s = 1, 2, . . . , m
where m represents the number of different initial state vectors,
n is the number of concepts in the system to be investigated,
and k is the length of the response sequences. The ith column
of each state response matrix is a response sequence in regard
to the ith concept in the system under different initial state
vectors. In other words, these state response matrices depict
the dynamic behavior of the system to be investigated in the
context of different initial conditions. Now, we use an FCM
consisting of n nodes to map those dynamic behaviors. Here,
the nodes of the FCM agree with the concepts of the system
to be investigated. Our task is to determine a suitable weight
matrix W so that the target sequences D1, D2, . . . , Dm can be
reproduced by the FCM with this weight matrix under the
stimulation of those m initial state vectors.
In order to complete the above task, we first consider the ith
node in the FCM and its target sequence xs1i, x
s
2i, . . . , x
s
ki with
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respect to the sth initial state vector [xs01, xs02, . . . , xs0n]. When
the state values of individual concepts (nodes) of the system
observed at t time moment under the sth initial state vector,
which is denoted by a vector Xs(t) = [xst1, xst2, . . . , xstn], are
fed into the FCM, the state value of the ith node at t + 1 time
moment can be obtained by (4), viz.,
Ai(t + 1) = f (Xs(t)wi). (6)
For each t = 0, 1, . . . , k − 1, we envision that
Ai(1), Ai(2), · · · , Ai(k) become xs1i, xs2i, . . . , xski in order, which
means that there is no difference between the response
sequences of the ith node produced by feeding the sth ini-
tial state vector to this FCM and the corresponding target
sequences coming with this initial state vector. Thus, we have
xs(t+1)i = f (Xs(t)wi) (7)
with t = 0, 1, . . . , k−1. By noting that the activation function
f (·) is a monotonically nonlinear continuous nondecreasing
function, its inverse function f −1(·) can be uniquely deter-
mined. Here, for the unipolar sigmoid, its inverse function
f −1sigmoid is
f −1sigmoid(y) = −
1
λ
ln
1 − y
y
(8)
whereas for the hyperbolic tangent function, its inverse func-
tion f −1tanh is
f −1tanh(y) =
1
2λ
ln
1 + y
1 − y . (9)
Thus, (7) can be rewritten as
f −1
(
xs(t+1)i
)
= Xs(t)wi (10)
with t = 0, 1, . . . , k − 1.
In light of (10), for all s = 1, 2, . . . , m, a system of linear
equations including mk equations and n unknown variables
w1i, w2i, . . . , wni is produced, say
D1
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
D2
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Dm
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
f −1(x11i)
f −1(x12i)
...
f −1(x1ki)
f −1(x21i)
f −1(x22i)
...
f −1(x2ki)
...
f −1(xm1i)
f −1(xm2i)
...
f −1(xmki)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x101 x
1
02 · · · x10n
x111 x
1
12 · · · x11n
...
...
. . .
...
x1(k−1)1 x
1
(k−1)2 · · · x1(k−1)n
x201 x
2
02 · · · x20n
x211 x
2
12 · · · x21n
...
...
. . .
...
x2(k−1)1 x
2
(k−1)2 · · · x2(k−1)n
...
...
...
...
xm01 x
m
02 · · · xm0n
xm11 x
m
12 · · · xm1n
...
...
. . .
...
xm(k−1)1 x
m
(k−1)2 · · · xm(k−1)n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
w1i
w2i
...
wni
⎤
⎥⎥⎥⎦
where |wji| ≤ 1, j = 1, 2, . . . , n. Further, the above system of
linear equations can be simplified as
Yi = Xwi
s.t.
∣∣wji
∣∣ ≤ 1, j = 1, 2, . . . , n (11)
where Yi is an mk-by-1 matrix that is associated with all
response values that are generated by the ith node (concept) in
the condition of m initial states, and X is an mk-by-n matrix
with respect to the response values that are generated by all
nodes (concepts) in the condition of m initial states except
for the last time step. The vector wi is the ith column of the
weight matrix W of the FCM to be learned.
Obviously, the solution of the system of linear equations
with constraints in (11) can make the value of (5) become zero.
However, the system of linear equations with constraint could
have no solution due to the experimental data containing noise.
Alternatively, wi can be well approximated by minimizing the
error ‖Xwi − Yi‖2. Thus, (11) is converted to the following
least-squares problem with constraints:
arg min
wi
: ‖Xwi − Yi‖2
s.t. ‖wi‖∞ ≤ 1 (12)
where ‖wi‖∞ = max{|w1i|, |w2i|, . . . , |wni|} and ‖Xwi −
Yi‖2=[ ∑ms=1
∑k−1
j=0 [
∑n
l=1 xsjlwli − f −1(xs(j+1)i)]2](1/2). Note
that in (12), the constraint condition ‖wi‖∞ ≤ 1 guarantees
that the individual entries of the solution wi are located in the
interval [−1, 1].
Further, we take into account that the weight matrix of the
large-scale FCM is commonly sparse [28], which requires that
the 1-norm of weights, ‖wi‖1, is as small as possible. In addi-
tion, we expect that the well-learned weights exhibit a better
distribution, which requires that the entropy of the probability
distribution of weights, H(P(wi)), is as large as possible. To
realize these two appeals, we add ‖wi‖1 and H(P(wi)) as two
penalty items into (12). Thus, the learning problem of FCM
is completely converted to the following optimization problem
with constraints:
arg min
wi
: ‖Xwi − Yi‖2 + β‖wi‖1 − αH(P(wi))
s.t. ‖wi‖∞ ≤ 1 (13)
where ‖wi‖1 = ∑nj=1 |wji| and α, β > 0 are regulariza-
tion parameters. Suppose that the probability distribution P
assigns a non-negative probability p(wji) to each entry wji
(j = 1, 2, . . . , n) in the vector wi. The entropy of the weights
of the edges that are connected to the ith node Ci is expressed
in the form
H(P(wi)) = −
n∑
j=1
p(wji) log p(wji) (14)
where n is the total number of nodes of the FCM to be
learned. However, it is difficult to solve this entropy problem
because the probability distribution P is unknown. To simplify
the numerical calculations, the element (wji + 1)/2 is used to
replace the probability p(wji) in (14), say
H(P(wi)) = H˜(P(wi)) = −
n∑
j=1
wji + 1
2
log
wji + 1
2
. (15)
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Algorithm 1 LEFCM
Input:
1: D1, D2, · · · , Dm: m target sequences, each of these
sequences is a k-by-n matrix;
2: type: the type of activation function;
3: λ: the shape parameter of activation function;
4: α: the parameter of entropy penalty term;
5: β: the parameter of L1 regularization;
Output:
6: W: the well-learned weight matrix.
7: W ← 0n×n
8: X ← [D1[1:k − 1, :]; D2[1:k − 1, :]; · · · ; Dm[1:k − 1, :]
]
9: If type is sigmoid function Then
10: f −1(·) is described as (8)
11: Else If type is hyperbolic tangent function Then
12: f −1(·) is described as (9)
13: End If
14: Yi=[f −1(D1[2:k, i]); f −1(D2[2:k, i]); · · · ; f −1(Dm[2:k, i])]
15: i ← 1
16: While i ≤ n Do
17: Determine wi by directly invoking existing convex
optimization methods to solve (16)
18: W[:, i] ← wi
19: i ← i + 1
20: End While
Thus, (13) can be rewritten as follows:
arg min
wi
: ‖Xwi − Yi‖2 + β‖wi‖1 − αH˜(P(wi))
s.t. ‖wi‖∞ ≤ 1. (16)
In (16), its first term, which estimates the weights by mini-
mizing (12), ensures that the candidate solution is less sensitive
to noise. The second one makes the solution become sparse,
that is, the resulting wi has more zero entries. With the increase
of β, the number of nonzero entries in wi decreases. The last
one ensures that the distribution of weights is more reasonable
rather than being indiscriminately crowded in its well-defined
interval [−1, 1]. The reason behind it is that the maximum
entropy of a random variable results in generating the best
probability distribution of the variable [38].
Since individual items in (16) are all convex, (16) is a clas-
sic convex optimization problem with constraints in essence.
It can be efficiently solved by many convex optimization tech-
niques, such as the barrier function method, the primal–dual
method [39], or their improved versions, etc. Once the iterative
solution process of (16) has been completed, a global optimal
solution w∗i with respect to the ith column of the weight matrix
W to be learned can be finally determined. The remaining
columns of this weight matrix can also be determined in the
same way through repeating the above solving process n times
for n nodes. So far, the weight matrix of the well-learned
FCM is finally obtained, that is, W∗ = [w∗1, w∗2, . . . , w∗n].
Algorithm 1 depicts the overall procedure of the proposed
LEFCM.
TABLE I
PARAMETERS OF PSO USED IN ALL EXPERIMENTS
IV. EXPERIMENTAL STUDIES
In this section, both synthetic data and real-world data are
used to test and evaluate the performance of the proposed
LEFCM, and to complete the comparison with other existing
learning methods. For a fair comparison, all of the tests are
implemented on a regular laptop with a 2.3-GHz CPU speed
and a 4G of memory using MATLAB R2018a. In this article,
the primal–dual interior point method [39], [40] is directly
invoked to solve the constrained convex optimization problem
in (16).
In all experiments, leave-one-out cross-validation is used
to guarantee the credibility of the experimental results. The
learning process is repeated m times to calculate the average
values and standard deviations of the evaluation metrics for
both the synthetic noisy data and real data consisting of m state
response matrices. A systematic comparison is made between
the proposed LEFCM and the other two representative learning
algorithms for FCMs, namely, NHL and PSO. For NHL, the
initial weight matrix is randomly generated and the learning
rate is set to 0.04. Whereas for PSO, its parameters are listed
in Table I. Some other parameters in NHL and PSO are also
tested in the experiments but no visible improvement of the
fitness values of (5) was reported.
A. Evaluation Metrics
There are five metrics that are used to evaluate the
performance of the proposed learning method. They are
defined as follows.
The Data error is used to evaluate the ability of the well-
learned FCM to reconstruct the experimental data, and it
is defined as the mean-squared error between the training
sequence and the sequence that is generated by simulating the
well-learned FCM from the same initial state vector. The mea-
sure of this metric has already presented in (5). The smaller
the Data error, the stronger the reconstruction ability of the
well-learned FCM.
The Out of sample error measures the generalization abil-
ity of the well-learned FCM [23]. To calculate this metric,
both the target FCM and the well-learned FCM are simulated
from m randomly chosen initial state vectors that are different
from the initial vectors for learning the FCM. Then, we cal-
culate the average absolute values of the differences between
the response sequences that are generated by the target FCM
and the response sequences that are generated by the well-
learned FCM. The smaller the Out of sample error, the better
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the generalization ability of the well-learned FCM
Out of sample error
= 1
mnk
m∑
s=1
k∑
t=1
n∑
i=1
|Asi (t) − Aˆsi (t)|. (17)
The Model error evaluates the similarity between the
weights of the target FCM and the ones of the well-learned
FCM. The smaller the Model error is, the more similar the
target FCM and the well-learned FCM are
Model error = 1
nn
n∑
j=1
n∑
i=1
|wij − wˆij|. (18)
The SS Mean, which is the mean value of the specificity
and sensitivity [41], is used to evaluate the existence of links
between nodes in the well-learned FCM and the target one.
To calculate this metric, the weight matrices of the two FCMs
are required to be converted into the binary ones where the
weights whose absolute values are larger than 0.05 are set to 1
and otherwise are set to 0 [41]. This metric is defined as
SS Mean = 2 × Specificity × Sensitivity
Specificity + Sensitivity (19)
where Specificity = (TN/TN + FP) and Sensitivity =
(TP/TP + FN). TP is the number of zero weights of the
target FCM that are correctly identified as zero in the well-
learned FCM, and TN is the number of nonzero weights of
the target FCM that are correctly identified as nonzero in the
well-learned FCM. FP is the number of nonzero weights of
the target FCM that are incorrectly identified as zero in the
well-learned FCM, and FN is the number of zero weights of
the target FCM that are incorrectly identified as nonzero in
the well-learned FCM. The value of SS Mean ranges between
0 and 1. The higher the value of it is, the greater the similarity
between the well-learned FCM and the target FCM.
The Execution time, which is expressed in seconds, evalu-
ates the running time of a given learning method that is used
to learn the weight matrix of an FCM. This metric does not
include the time to load data and to evaluate model.
It is worth noting that in the above-mentioned metrics, the
Model error and SS Mean are used for illustrative purposes
only since an actual weight matrix could be never known in
many real-world problems.
B. Synthetic Noisy Data
For testing and comparison purposes, the simulated FCMs
with varying scales are first constructed and, then, the syn-
thetic noisy data are generated by the FCMs before starting
the experiments.
To construct a simulated FCM, some of the weights of the
FCM including n nodes are set to nonzero values on the basis
of the predefined density, for example, 20% of weights are
set to nonzero values corresponding to 20% density, and these
nonzero weights are assigned to random values from [−1, 1],
of which, the nonzero weight whose absolute value is less
than 0.05 is set to 0. In this way, the structure of the simu-
lated FCM is established. Subsequently, m initial state vectors
TABLE II
SIMULATED FCMS USED IN EXPERIMENTS
are randomly generated in the intervals [0, 1] (if the activation
function is a sigmoid function) or [−1, 1] (if the activation
function is a tanh function), and fed into the simulated FCM.
Thus, the corresponding synthetic data including m response
sequences are generated by implementing the iterative com-
puting from each initial state vector in terms of (1) until k
iterative steps are reached. So far, the synthetic data without
noise are generated. Further, these generated data are affected
by a Gaussian noise N(μ, σ ), where μ represents the mean
value and σ stands for the standard deviation. In this way,
the synthetic data with noise are completely produced. These
data are used to test the robustness of the proposed learning
algorithm against noise.
Table II lists the simulated FCMs that are used in the exper-
iments, where λreal is the value of parameter λ of the activation
function that is used when generating some simulated FCM,
m is the number of initial state vectors, and k is the length
of the response sequences that are generated per initial state
vector.
There are three hyper-parameters in (16), that is, the shape
parameter of activation function λ, and the regularization
parameters α and β. The values of these parameters have
important influences on the learning process of the LEFCM. In
this article, the random search (RS) method [42] is exploited
to experimentally determine these three parameters. In more
detail, for a certain simulated FCM, these three parameters
are first randomly generated in their respective search space,
which results in the formation of a series of combinations of
parameters. Then, the proposed algorithm with those param-
eter combinations is invoked to learn this simulated FCM.
Subsequently, a combination of parameters that minimizes the
Data error of candidate FCMs is selected as the optimal val-
ues of those three parameters, say, λopt, αopt, and βopt. In all
experiments, the total number of randomly generated combi-
nations of parameters is set to 200. The search spaces range in
(0, 0.3) for parameter α, (0, 0.5) for parameter β, and (0, 5.5)
for parameter λ.
Tables III and IV report the values of the shape parameter
λ that is determined by implementing the RS method on syn-
thetic data without noise and with Gaussian noise N(0, 0.01)
and N(0, 0.1) in the case of the sigmoid activation function
and the tangent activation function, respectively. For synthetic
data without noise, the values of the shape parameter that are
sought by the RS method are very close to the λreal that is
predefined in the simulated FCMs. For synthetic data with
noise, the values of the shape parameter that are sought by the
RS method are also closely approximate to the predefined λreal
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TABLE III
SYNTHETIC DATA: THE SHAPE PARAMETER OF THE SIGMOID
FUNCTION DETERMINED BY THE RS METHOD
TABLE IV
SYNTHETIC DATA: THE SHAPE PARAMETER OF THE TANH
FUNCTION DETERMINED BY THE RS METHOD
for small-scale FCMs, whereas for large-scale FCMs, the val-
ues of the shape parameters that are sought by the RS method
exhibit some differences from the predefined λreal for these
two activation functions.
For the synthetic noise data experiments, the simulated
FCMs come from Table II. The training response sequences
are produced by these FCMs, and have the Gaussian noise
N(0, 0.01) and N(0, 0.1) added, respectively. The hyper-
parameters of the LEFCM are optimized by the RS method.
The experimental results of the quantitative comparisons are
reported in Tables V–VIII. Analyzing the entries of these
tables, the LEFCM receives top scores in 4 out of 5 evalu-
ation metrics. It is clearly indicated that the performance of
the LEFCM remarkably outperforms other learning methods.
In comparison with the other learning methods, the LEFCM
generates the minimum Data error and Out of sample error
for both small-scale and large-scale FCMs, even at orders
of magnitude superior to PSO and NHL. It means that the
response sequences that are generated by the FCMs that are
learned by the proposed method are more approximate to the
target sequences that are generated by the simulated FCMs.
For example, in the synthetic noise data experiments with
a sigmoid function, the average Data error is 0.0008 for
the LEFCM, 0.0046 for the PSO, and 0.0068 for the NHL
algorithm. The average Out of sample error is 0.0419 for
the LEFCM, 0.1311 for the PSO, and 0.5041 for the NHL
algorithm. The LEFCM reduces the mean Data error and
Out of sample error rate by 83% and 68%, respectively, when
compared with PSO, and 88% and 92%, respectively, when
compared with the NHL. Meanwhile for the tanh function,
the average Data error is 0.0051 for the LEFCM, 0.0245 for
the PSO, and 0.0101 for the NHL algorithm. The average
Out of sample error is 0.5423 for the LEFCM, 0.8403 for
the PSO, and 0.9441 for the NHL algorithm. Likewise, the
LEFCM reduces the mean Data error and Out of sample error
rates by 79% and 35%, respectively, when compared with
PSO, and 50% and 43%, respectively, when compared with
Fig. 2. Distribution of weight of the well-learned 20 nodes FCM with sigmoid
function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL. (c) PSO.
(d) LEFCM.
Fig. 3. Distribution of weight of the well-learned 40 nodes FCM with sigmoid
function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL. (c) PSO.
(d) LEFCM.
the NHL. The lower Data error and Out of sample error
indicate that the proposed method has better recon-
struction and generalization abilities and a strong noise
suppression ability.
Meanwhile, the LEFCM also provides the well-learned
FCMs with the minimum Model error and the maximum
SS Mean. For the experiments with the sigmoid function, the
average Model error is 0.2025 for the LEFCM, 0.4647 for
the PSO, and 0.5199 for the NHL algorithm. The average val-
ues of SS Mean is 0.58 for the LEFCM, 0.11 for the PSO,
and 0.30 for the NHL algorithm. Compared with the PSO and
NHL, the LEFCM reduces the mean Model error rate by 56%
and 61%, respectively, and it increases the mean SS Mean
rate by 427% and 93%, respectively. Whereas for the tanh
function, the average Model error is 0.1216 for the LEFCM,
0.4344 for the PSO, and 0.6262 for the NHL algorithm, and
the average SS Mean is 0.76 for the LEFCM, 0.13 for the
PSO, and 0.15 for the NHL algorithm. Compared with PSO
and NHL, the LEFCM reduces the mean Model error rate by
72% and 81%, respectively. In addition, it increases the mean
SS Mean rate by 485% and 407%, respectively. The lower
Model error and higher SS Mean show the better abilities of
the LEFCM to estimate the weights and predict the existence
of links, respectively.
With regard to the Execution time, the learning effi-
ciency of the LEFCM is better than PSO, but it is
worse than NHL. However, the NHL results in a high
Data error, Out of sample error, and Model error and a low
SS Mean in all cases. Although NHL is the fastest learning
algorithm, it performs poorly in other metrics.
Further, the distributions of the weights that are generated
by different learning methods are also reported in Figs. 2–9.
In these figures, the abscissa is the weights and the ordinate
is the number of observations of a certain weight. Observing
these figures, we can see that the values of the weights that
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TABLE V
EXPERIMENTAL RESULTS FOR SYNTHETIC DATA WITH GAUSSIAN NOISE N(0, 0.01) AND SIGMOID FUNCTION
TABLE VI
EXPERIMENTAL RESULTS FOR SYNTHETIC DATA WITH GAUSSIAN NOISE N(0, 0.1) AND SIGMOID FUNCTION
TABLE VII
EXPERIMENTAL RESULTS FOR SYNTHETIC DATA WITH GAUSSIAN NOISE N(0, 0.01) AND tanh FUNCTION
are learned by other methods are spread all over the interval
[−1, 1], whereas the values of the weights that are learned
by the LEFCM are sparse and the distribution of the weights
is similar to a normal distribution. A reasonable distribution
of the weights can also reflect the good performance of the
learning method.
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TABLE VIII
EXPERIMENTAL RESULTS FOR SYNTHETIC DATA WITH GAUSSIAN NOISE N(0, 0.1) AND tanh FUNCTION
Fig. 4. Distribution of weight of the well-learned 100 nodes FCM with
sigmoid function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL.
(c) PSO. (d) LEFCM.
Fig. 5. Distribution of weight of the well-learned 200 nodes FCM with
sigmoid function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL.
(c) PSO. (d) LEFCM.
Fig. 6. Distribution of weight of the well-learned 20 nodes FCM with tanh
function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL. (c) PSO.
(d) LEFCM.
The above comparisons also reveal that LEFCM has a
strongly robust learning ability in noisy environments. The rea-
son is that the learning problem of the FCM is converted into
a constrained convex optimization problem in which the least
square item makes the produced weights have a better ability to
tolerate noise, the L1 regularization term makes the produced
Fig. 7. Distribution of weight of the well-learned 40 nodes FCM with tanh
function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL. (c) PSO.
(d) LEFCM.
Fig. 8. Distribution of weight of the well-learned 100 nodes FCM with tanh
function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL. (c) PSO.
(d) LEFCM.
Fig. 9. Distribution of weight of the well-learned 200 nodes FCM with tanh
function and Gaussian noise N(0, 0.01). (a) Simulated. (b) NHL. (c) PSO.
(d) LEFCM.
weights become sparse, and the maximum entropy term makes
the distribution of the produced weights more reasonable.
C. Real-World Data
Two real small-scale FCMs from [43] are used to further
test the performance of the LEFCM. One is a model of factors
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TABLE IX
EXPERIMENTAL RESULTS FOR REAL DATA ADDING GAUSSIAN NOISE N(0, 0.01)
TABLE X
EXPERIMENTAL RESULTS FOR REAL DATA ADDING GAUSSIAN NOISE N(0,0.1)
Fig. 10. Distribution of weight of the well-learned 13 nodes FCM with
Gaussian noise N(0, 0.01). (a) Real FCMs. (b) NHL. (c) PSO. (d) LEFCM.
Fig. 11. Distribution of weight of the well-learned 24 nodes FCM with
Gaussian noise N(0, 0.01). (a) Real FCMs. (b) NHL. (c) PSO. (d) LEFCM.
affecting the slurry rheology with 13 nodes [44], and the other
is a model of factors in the adoption of educational software
in schools with 24 nodes [45]. These two models are simu-
lated from random initial vectors and have the Gaussian noise
added, and the experimental procedures are implemented in the
same way as in the previous section. Since the values of the
nodes of these networks are positive, the activation functions
that are used in these FCMs are set as all sigmoid functions
with the value of λ set to 5. Furthermore, ten independent
response sequences with noise are generated for every trial
Fig. 12. Distribution of weight of the well-learned 13 nodes FCM with
Gaussian noise N(0, 0.1). (a) Real FCMs. (b) NHL. (c) PSO. (d) LEFCM.
Fig. 13. Distribution of weight of the well-learned 24 nodes FCM with
Gaussian noise N(0, 0.1). (a) Real FCMs. (b) NHL. (c) PSO. (d) LEFCM.
where each sequence contains ten steps. The quantitative com-
parison results are reported in Tables IX and X. In comparison
with the PSO and NHL algorithms, the LEFCM decreases the
overall Data error and Out of sample error rates by at least
45% and 36%, respectively. Likewise, the LEFCM decreases
the overall Model error rate by at least 80% and increases
the overall SS Mean rate by at least 77%. As expected, the
LEFCM is much better than other leaning methods.
Figs. 10–13 also show the weight distributions of the well-
learned FCMs for different learning methods. In these figures,
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TABLE XI
EXPERIMENTAL RESULTS FOR DREAM4 WITH 100 GENES
the abscissa is the weight values and the ordinate is the number
of observations of a certain weight. They clearly show that
the weight matrices that are learned by the LEFCM are most
similar to the real ones.
To verify the ability of the LEFCM to learn real large-
scale networks, the DREAM4 data from the in silico network
challenge [32], [46] is used to reconstruct the GRNs with
100 genes. The DREAM4 data with 100 genes contains 5
different networks. Each network provides 10 time series that
are observed under different perturbations and each time series
has 21 time points with noise. Here, our objective is to con-
struct the FCMs with 100 nodes (the activation function of
these FCMs is selected as the sigmoid function since the val-
ues of the nodes of the GRNs are all positive) to express these
GRNs, and explore whether there are links between the genes
in light of the corresponding groups of the time-series data. In
the experiments, nine time series are randomly selected as the
training set and the remaining one is used as the testing set
for each network. When the FCMs are learned on the basis of
the training set by the LEFCM, PSO, and NHL, respectively,
the corresponding Data error is calculated for the training set
while the Out of sample error is calculated for the testing set.
Since the networks in the DREAM4 data are binary networks,
the Model error is unsuitable for the comparison. The corre-
sponding experimental results are reported in Table XI. The
comparison results also show that the proposed method has a
better learning ability than the existing methods.
V. CONCLUSION
Learning FCMs from data is always a difficult task, espe-
cially, when encountered lots of noisy data. To deal with
the learning problem of FCMs with noisy data, a simple
and efficient method is proposed in this article. The crux
of the proposed method is that the learning problem of the
FCMs is considered as a convex optimization problem with
constraints. Experiments completed with synthetic noisy data
and publicly available data with noise demonstrate that the
proposed method can not only produce the weight with better
distribution rapidly and efficiently when learning small-scale
FCMs as well as large-scale FCMs but also exhibit the ability
to become robust against noise.
This article can be regarded as a starting point for sup-
porting further studies. There are several main and promising
directions that worth pursuing.
1) Exploring the Advanced Hybrid Learning Algorithms:
As presented in Section III, some prior knowledge that
are implied in data and reflect information of the struc-
ture of the FCM are not exploited in the proposed
method. Based on this, a hybrid learning algorithm of
FCM is developed in the way in which the knowledge
associated with the structure of the FCM are mined
from historical data by means of some existing meth-
ods, such as mutual information, etc., and introduced
into the proposed method, which could further reduce
the learning time of the FCMs and enhance the ability
to develop high quality FCMs.
2) Developing Distributed Model of FCMs for the
Description of the Complex System: A complex system,
in general, consists of many subsystems involved a
large number of variables. It is difficult to be accurately
described by a single FCM. Here, the idea of granular
computing can be borrowed. We first directly invoke the
proposed method to construct a series of local FCMs to
describe the individual subsystems. Subsequently, those
local FCMs are connected in terms of the relationship
between the corresponding subsystems, and the corre-
sponding connection weights can be learned by again
invoking the proposed method. Thus, a global FCM that
is used to describe the entire complex system is formed.
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