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Abstract
Continuous-time multi-type branching processes have applications in a large number of fields such as
biology and telecommunication systems. A basic problem for this kind of processes is to determine the
extinction probability and, in order to compute it, it is necessary to find the minimal nonnegative solution of
a non-linear matrix equation. We consider here a particular family of branching processes called Markovian
binary trees. These give rise to second-order equations and we apply Newton’s method for fixed-point
equations. We show that this algorithm is well defined and converges quadratically in the domain of interest.
We also give it a probabilistic interpretation in terms of the branching process itself.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the resolution of quadratic equations of the form
x = a + B(x ⊗ x), (1)
where x is an unknown n-vector, a is a vector of size n and B is a matrix of size n × n2, all of them
having real components, such that 0  a  1, a /= 0, B  0, and a + B1 = 1, where 1 denotes a
vector of 1’s.
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Equations of this type occur in the analysis of the extinction probability of a particular family
of multi-type branching processes. Branching processes are stochastic models of growth for
populations consisting of several types of individuals who may produce offsprings during their
lifetime. For the most part, applications are found in biology and epidemiology [4,8] but also in
telecommunication systems [7,13].
For the special class under study, the life of each individual is controlled by a Markovian
process, called the phase process, on the state space {1, . . . , n}. At different epochs, an individual
may give birth to one child at a time, and the child’s life is controlled by an independent replica
of the same phase process. Eventually, some event in the phase process causes the death of
the individual. The Markovian phase process assumption allows one to model a large variety of
situations, so that the only real restriction lies in the constraint that births occur singly. The quantity
of basic interest is the extinction probability of the branching process, that is, the probability that
all the individuals will eventually have died out at some time.
These branching processes have been investigated under the name Markovian binary trees
(MBT) in Bean et al. [11] Hautphenne et al. [6] and Kontoleon [9]. We refer to these papers for
a detailed description of MBTs and only give the essential aspects here.
In order to compute the extinction probability, it is not necessary to keep track of the time
which elapses between births, but only on the fact that there is a birth or not. For that reason, we
need not give the formal description of the phase Markovian process itself, but we only have to
define the following quantities:
• ai is the probability that an individual who is in phase i eventually dies without any additional
offspring;
• Bi,jk is the probability that an individual who is in phase i eventually produces a child, that
the child starts its life in phase j , and that the parent switches to phase k after the birth;
• qi , to be computed, is the conditional probability that an MBT becomes extinct, given that it
begins with a unique individual in phase i,
for 1  i, j, k  n. These quantities are organized in the column vectors a and q and the
matrix B.
An MBT eventually becomes extinct if and only if the initial individual dies without any
offspring or if it produces a child and both the child and the parent processes eventually become
extinct. This shows that q is a solution of (1); actually, q is its minimal nonnegative solution.
The MBT will be called subcritical, supercritical or critical if the spectral radius ρ[M] of the
nonnegative matrix
M = B(1 ⊗ I + I ⊗ 1) = B(1 ⊕ 1) (2)
is strictly less than one, strictly greater than one, or equal to one, respectively [1, Chapter 5]. In
the subcritical and critical cases, q = 1, while in the supercritical case q  1, q /= 1. Thus, as far
as computing q is concerned, the supercritical case is the only interesting case and we assume
throughout the paper that such is the case.
A useful property is when the MBT is positive regular. This means that, for the underlying
continuous-time process, the transition graph between the phases is irreducible (Harris [5]). Then
the matrix M has a single essential class and either q = 1, or q = 0, or 0 < q < 1.
Bean, Kontoleon and Taylor [2,9] analyse two linearly convergent algorithms to solve (1).
The first one is named the depth algorithm and is obtained by using fixed point (or functional)
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iterations on (1). The second algorithm in [2,9], named the order algorithm, is based on a rewrite
of (1); that equation may also be written as
x = [I − B(x ⊗ I )]−1a (3)
or equivalently as
x = [I − B(I ⊗ x)]−1a. (4)
The order algorithm uses fixed point iterations on (3). A third linearly convergent algorithm, is
presented in Hautphenne et al. [6]; it is called the thicknesses algorithm and is obtained by using
fixed point iterations alternatively on (3) and on (4). It offers some advantages in that it better
exploits possible dissymmetries in the structure of B.
We apply here Newton’s method to (1) and we show that the resulting sequence is quadratically
and globally convergent. Global convergence is a nice property which has been already observed
in Latouche [10], where the problem is to solve a matrix polynomial equation, and in Bean
et al. [3] where Newton’s method is used to solve an algebraic Riccati equation. In both cases, the
successive approximations have a probabilistic interpretation. Likewise, each iteration here may
be interpreted as the extinction probability of the branching process, under a set of constraints
which become weaker at each step.
We give in the next two sections an analytic proof of the quadratic convergence and in Section
4 a probabilistic interpretation for each stage of the Newton algorithm. Section 5 is devoted to a
few numerical examples, and to comparisons with the linear algorithms mentioned above.
2. Newton’s iteration method
We rewrite (1) asF(q) = 0, where
F(x) = x − a − B(x ⊗ x). (5)
For any matrix norm, Rn is a Banach space, and the function F is a mapping from Rn into
itself. The Fréchet derivative1 ofF at x is a linear mapF′
x
given by
F′
x
: z → [I − B(x ⊕ x)]z = z − B(z ⊗ x + x ⊗ z).
For a given x0, the Newton sequence for the solution ofF(x) = 0 is
xk+1 = xk − (F′xk )
−1F(xk) (6)
= xk − [I − B(xk ⊕ xk)]−1[xk − a − B(xk ⊗ xk)] (7)
= [I − B(xk ⊕ xk)]−1[a − B(xk ⊗ xk)], (8)
for k = 0, 1, . . ., provided thatF′
xk
is invertible for all k.
In the sequel, we denote by 〈u, v〉 the set of vectors x such that u  x  v, where we use the
natural partial order such that x  y if xi  yi for all i.
1 The mapping F : D ⊂ Rn → Rm is Fréchet-differentiable at x ∈ int(D) if there exists a linear operator A from Rn
to Rm such that
lim
h→0(1/‖h‖)‖F(x + h) − F(x) − Ah‖ = 0.
The linear operator A is denoted by F ′x and is called the Fréchet derivative of F at x (see [12]).
2794 S. Hautphenne et al. / Linear Algebra and its Applications 428 (2008) 2791–2804
Theorem 2.1. For any x0 in 〈0, a〉, the Newton iteration (8) is such that
(a) the sequence {xk} is well defined,
(b) x0  x1  x2  . . . , and
(c) limk→∞ xk = q.
Moreover, there exists a positive constant c such that
‖xk+1 − q‖  c‖xk − q‖2, (9)
so that the Newton algorithm converges (at least) quadratically.
Before proving this theorem, we need a few preliminary results. The following property is
given without proof as it is a special case of [6, Theorem 5.1].
Lemma 2.2. If the MBT is supercritical and positive regular, then
ρ[B(q ⊕ q)] < 1,
and (I − B(q ⊕ q))−1 exists and is nonnegative.
This allows us to easily prove the following lemma.
Lemma 2.3. Assume that the process is supercritical and positive regular. We have
F(x) −F(y) F′
x
(x − y) (10)
for all x  y in 〈0, q〉.
The inverse P(x) = [I − B(x ⊕ x)]−1 of F′
x
exists for all x in 〈0, q〉 and is non negative.
Furthermore, P(x)  P(y) for all x  y in 〈0, q〉.
Proof. Firstly,
F(x) −F(y) = (x − y) − B(x ⊗ x) + B(y ⊗ y)
= (x − y) − B(x ⊗ (x − y)) − B((x − y) ⊗ y)
 F′
x
(x − y)
since x  y.
It follows from Lemma 2.2 that ρ[B(x ⊕ x)] < 1 for all x in 〈0, q〉, so that the inverse P(x)
does exist. Moreover,
P(y) =
∑
n0
[B(y ⊕ y)]n 
∑
n0
[B(x ⊕ x)]n = P(x)  0
for all x  y in 〈0, q〉. 
The proposition below is norm-independent, although it will sometimes be convenient to use
the L∞-norm for vectors and matrices.
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Lemma 2.4. The operatorF′ is Lipschitz-continuous on 〈0, q〉, that is, there exists a constant γ
such that
‖F′
x
−F′
y
‖  γ ‖x − y‖ ∀x, y ∈ 〈0, q〉. (11)
Proof. Assume that h is a vector of norm 1, and that x, y are two vectors in 〈0, q〉. We may write
[F′
x
−F′
y
]h = B((y − x) ⊕ (y − x))h.
Thus, we have
‖[F′
x
−F′
y
]h‖  2c‖B‖‖x − y‖,
where c is a finite constant, since ‖h‖ = 1 and since ‖x ⊗ I‖∞ = ‖I ⊗ x‖∞ = ‖x‖∞. This proves
(11) with γ = 2c‖B‖ < ∞. 
We are now in a position to prove our main result.
Proof of Theorem 2.1. It closely follows those of Propositions 13.2.3 and of the Monotone
Newton Theorem 13.3.4 in [12]. We prove that if 0  x0  a, then 0  xk  xk+1  q, and
F(xk)  0, for all k.
Firstly, it results from (10) thatF(0) −F(x0) F′0(0 − x0), which shows thatF(x0)  0,
sinceF(0) = −a andF′0 is the identity operator.
Now, make the induction assumption that 0  xk  q, and that F(xk)  0, for some k  0.
This implies that P(xk)  0, by Lemma 2.3. Furthermore, xk  xk+1 by (6).
Using (6) and Lemma 2.3 again, we find that, for any z ∈ 〈xk, q〉,
z − P(xk)F(z) = xk+1 − (xk − z) + P(xk)(F(xk) −F(z))
 xk+1 − [I − P(xk)F′xk ](xk − z)
= xk+1 (12)
and, in particular, this implies that q = q − P(xk)F(q)  xk+1.
Finally,
F(xk+1) F(xk) +F′xk (xk+1 − xk) = [I −F
′
xk
P (xk)]F(xk) = 0
which completes the induction.
Now, {xk}, as a bounded, nondecreasing sequence, has a limit x
∗  q. We now show that
F(x
∗
) = 0.
Using Lemma 2.3, we observe that 0  P(x0)  P(xk), since x0  xk for all k  0; also,
F(xk)  0, so that
xk − xk+1 = P(xk)F(xk)  P(x0)F(xk)  0.
We know that limk→∞(xk − xk+1) = 0, so that limk→∞ P(x0)F(xk) = 0. As a consequence
of Lemma 2.4 above and Propositions 3.2.8 and 3.1.6 in [12], the operator F is continuous at
x
∗
, and P(x0)F(x
∗
) = 0. Since P(x0) is nonsingular, it follows that F(x
∗
) = 0 and we have
proved that x∗  q is a solution ofF(x) = 0.
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We also know that q is the smallest nonnegative solution ofF(x) = 0. This implies that x∗ = q
and that limk→∞ xk = q.
It remains for us to prove (9). By Lemmas 2.3 and 2.4, the operator F′ is continuous and
nonsingular on 〈0, q〉, therefore, there exists a β such that ‖P(x)‖  β, for all x in 〈0, q〉, and
‖xk+1 − q‖ = ‖xk − q − P(xk)(F(xk) −F(q))‖
 β‖F′
xk
(xk − q) − (F(xk) −F(q))‖
 1
2
βγ ‖xk − q‖2,
by the mean-value theorem. 
In principle, the starting point x0 might be chosen anywhere in 〈0, a〉 but, in practise, one
would choose a point as close as possible to the solution q, and set x0 = a.
3. The Newton attraction theorem
Let us now investigate more accurately the convergence rate of the Newton algorithm. Noting
by qn the nth approximation of q and introducing the approximation error
En = q − qn, (13)
we easily obtain the upper bound
En  [I − B(q ⊕ q)]−1B(En−1 ⊗ En−1). (14)
By [6, Theorem 5.1], the matrix I − B(q ⊕ q) in (14) is singular in the critical case and we
expect that the algorithm might converge slowly when q is very nearly equal to one.
Otherwise, Theorem 2.1 shows that convergence is at least quadratic. With (14), we see that is
likely to be exactly quadratic since the error En−1 appears in a quadratic form. In order to prove
this precisely, we call upon [12, Theorem 10.2.2], three of its assumptions being readily seen to
hold:
•F′
x
is continuous at q by Lemma 2.4;
•F′
q
= I − B(q ⊕ q) is nonsingular by Lemma 2.2;
• there is a constant α < ∞ such that ‖F′
x
−F′
q
‖  α‖x − q‖, for all x in 〈0, q〉 by (11).
The fourth required assumption is that F ′′(q)(h)(h) = B(h ⊗ h) should be different from 0
for h /= 0, which is not true in all generality. To give one example only, assume that there is a
phase (call it the phase “1”) such that Bi;1,1 = 0 for all i, meaning that it is not possible at a time
of birth that both the parent and the child should enter into phase 1; if the vector h has only its
first component different from zero, then F ′′(q)(h)(h) = 0. Nevertheless, if the MBT is positive
regular, we know that q > 0 and it is likely that the sequence {xk} will stay in the interior of 〈0, q〉,
so that q − xk > 0 and
F ′′(q)(q − xk)(q − xk) /= 0,
which is the property really needed in [12, Theorem 10.2.2].
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4. Probabilistic interpretation
We now give a probabilistic interpretation of the Newton algorithm when x0 = a. In that case,
each iteration may be interpreted as the probability that the MBT is extinct under some constraint.
We associate to each MBT a binary tree where an internal node corresponds to a branching point
due to a birth and a leaf corresponds to the death of an individual. We show that at each stage, the
Newton algorithm computes the probability that the MBT becomes extinct and that the associated
binary tree belongs to an increasing sequenceXk of sets of trees. The sequence is defined below
but first we need to introduce some notations.
Let k = xk − xk−1 with 0 = a be the increment between the (k − 1)st and the kth approx-
imations of the algorithm, for k  1. We know that k  0 for all k. Using (7), we can write
k = [I − B(xk−1 ⊕ xk−1)]−1k, k  1, (15)
where
k = a + B(xk−1 ⊗ xk−1) − xk−1
= a + B(xk−2 ⊕ xk−2)xk−1 − B(xk−2 ⊗ xk−2)
+ B(k−1 ⊗ k−1) − xk−1
= B(k−1 ⊗ k−1) (16)
by (8).
The sets of trees are recursively defined as follows: we start with X0 being the simplest tree
made up of one leaf only, and D0 = X0. Then, for k  1,
• a tree is in Ek if it is finite and has two subtrees, both belonging to Dk−1;
• a tree is in Dk if it is finite and, in addition, either it is in Ek , or it has two subtrees, one in
Xk−1 and one in Dk itself;
• the set Xk is the union of D0, D1, …, Dk .
Theorem 4.1. If x0 = a, then the vector xk in the Newton sequence (8) is, for all k  0, the vector
of probabilities P[T ∈ Xk|ϕ0], that is, the conditional probabilities that the MBTT belongs to
Xk and becomes extinct, given the initial phase ϕ0. Furthermore, k = P[T ∈ Dk|ϕ0].
Proof. The proof is by induction. For k = 0, the property holds by definition. Assume that it
holds up to k − 1.
We immediately find that
P[T ∈ Ek|ϕ0] = B(k−1 ⊗ k−1) = k.
Indeed, the initial phases of the two subtrees are chosen with the matrix B, they both belong
to Dk−1 and their probability of extinction is k−1, by the induction assumption.
Now, if we denote by z the vector of probabilities P[T ∈ Dk|ϕ0], we find that
z = k + B(xk−1 ⊗ z) + B(z ⊗ xk−1)
= k + B(xk−1 ⊕ xk−1)z
= [I − B(xk−1 ⊕ xk−1)]−1k
= k
by (15).
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diag
Fig. 1. Parameter for a family of unbalanced MBTs.
Finally, if we can show that the sets Xk−1 and Dk are disjoint, then
P[T ∈ Xk|ϕ0] = xk−1 + k = xk
by definition of k .
By definition,Xk−1 is disjoint fromDk if and only ifDk is disjoint fromDi for all i  k − 1.
Thus, we need to prove that the sets Dk are all disjoint, for k  0. We do this by induction.
The tree in D0 does not have any branching point and that set is, therefore, disjoint from Dj
for all j  1. We now make the induction assumption that, for some k  1, for all i  k − 1 and
for all j  i + 1, Di ∩Dj = ∅. We need to show that Dk ∩Dj = ∅ for all j  k + 1. Assume
that there exists some tree T such that T ∈ Dk and T ∈ Dj , with j  k + 1. That tree being
in Dk , it has two subtrees and either both are in Dk−1, or one of the subtrees (left or right) is in
Dk , with the other being anywhere in Xk−1 = D0 ∪D1 ∪ · · · ∪Dk−1. A similar conclusion is
drawn from the fact thatT is in Dj : both subtrees are in Dj−1 or one is in Dj and the other is
in Xj−1 = D0 ∪D1 ∪ · · · ∪Dj−1.
By exhaustive enumeration, we see that the nine possible combinations actually reduce to two
different cases. In the first case, there exist two indices  and n such that   k − 1 < k  n and
D ∩Dn /= ∅. But this contradicts the induction assumption.
In the second case, one of the subtrees, call itT∗, also belongs to both Dk and Dj . We thus
repeat the same argument with T∗. Since the initial tree is finite and the number of nodes of a
subtree is strictly smaller than that of its parent, it is impossible to indefinitely be left with the
only conclusion that one of the subtrees belongs to both Dk and Dj . Either we eventually find
ourselves in the first case, or we are left with an empty subtreee which is assumed to belong both
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Fig. 2. The maximal eigenvalue λ of the mean matrix M as a function of δ.
to Dk and Dj ; this is a contradiction since the empty tree belongs to D0. This concludes our
proof. 
5. Numerical examples
In this section, we compare the Newton algorithm with two linearly convergent algorithms:
the order algorithm developed in [9], and the thicknesses algorithm developed in [6].
Example 1: Branches of varying length
We show how the three algorithms behave on one example taken from [6]. The structure of
the matrices D0, D1, P1 and P0, and the vector d is summarized in Fig. 1 (the diagonal of D0 is
such that D01 + D11 + d = 0).
The vector a is (−D0)−1d and the matrix B is (−D0)−1R, where Ri,jk = (D1)ii(P1)ij (P0)ik
for i, j, k = 1, 2, . . . , 9. Both a and B depend on the parameter δ; the larger δ, the longer the
branches to the left side of the MBT.
In Fig. 2 we give the maximal eigenvalue λ of the mean matrix M defined in (2) and we see
that the process moves from being subcritical to being supercritical as δ increases. We note that
the process is critical around δ = 0.83.
Fig. 3 depicts the number of iterations needed to compute q with the Newton algorithm, as a
function of δ. We see that it is the greatest when the process is nearly critical.
Let us now compare the convergence of the order, the thicknesses and the Newton algorithms
when δ = 1. The solution obtained is
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Fig. 3. Number of iterations for the Newton algorithm as a function of δ.
q =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9620
0.9626
0.9632
0.9639
0.9996
0.9434
0.9459
0.9483
0.9508
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Recall the definition (13) of the approximation error En. In Fig. 4, we compare log10 ‖En‖∞
for the three algorithms. Since we do not know a priori the value of q, we do not have the exact
value of En. Instead, we use the difference q˜ − qn where q˜ is the extinction probability obtained
by running the Newton algorithm during an enormous number of steps (more than 104 in this
case). We see that after a very few iteration, the Newton algorithm has converged: beyond n = 12,
the plot merely reflects roundoff errors. After a bit more than 1600 iterations, the error for the
thicknesses algorithm is comparable to that of Newton’s scheme while the order algorithm needs
more than 3000 iterations.
Here and in all examples, we have used ‖qn − qn−1‖∞ < 10−10 as the stopping criterion.
If q∗ is the approximation of q obtained numerically, we denote by r1 the residual ‖ q∗ −
 −(q∗ ⊗ q∗)‖∞, and r2 the residual ‖ q∗ −  −(q∗ ⊗ q∗)‖1/(‖ q∗‖1 + ‖‖1 + ‖(q∗ ⊗
q∗)‖1). We compare in Table 1 the number of iterations, the residuals and the CPU execution time
for the three algorithms (executed with Matlab on a Pentium processor at 2.00 GHz with 512 MB
of RAM).
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Table 1
Comparison of the number of iterations, of the residuals and of the execution time for the three algorithms with δ = 1
Algorithm Iterations r1 r2 CPU time (s)
Order 9077 6.85 × 10−11 1.5248 × 10−11 3.19
Thicknesses 1083 3.983 × 10−12 7.0478 × 10−13 0.38
Newton 12 2.2204 × 10−16 4.7385 × 10−17 0.02
Example 2: Near-critical MBT
For our second example, we take a one-parameter model inspired from Kontoleon [9]; the
object there is to analyze the probability distribution of imbalance of an MBT. The characterizing
matrices are
D0 =
⎛
⎝
−10 0 0
0 −10 0
0 1 −10
⎞
⎠ , d =
⎛
⎝
1
1
9
⎞
⎠ ,
R =
⎛
⎝
0 0 0 0 9(1 − p) 0 4.5p 0 4.5p
9p 0 0 0 0 0 0 0 9(1 − p)
0 0 0 0 0 0 0 0 0
⎞
⎠ .
As before, we have that a = (−D0)−1d and B = (−D0)−1R.
Let us vary the parameter p between 0 and 1. In Fig. 5, we plot the value of λ and we see
that the process changes from subcritical to critical, supercritical, critical and finally subcritical
again. Fig. 6 depicts the number of iterations required with the Newton algorithm. This number
is still very small compared to the order and the thicknesses algorithms. Clearly, the algorithm
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Fig. 5. The maximal eigenvalue λ of the mean matrix M as a function of p.
Table 2
Comparison of the number of iterations, the residuals and the execution time for the three algorithms with p = 0.6
Algorithm Iterations r1 r2 CPU time (s)
Order 82 4.3814 × 10−11 1.6007 × 10−11 0.03
Thicknesses 93 3.1943 × 10−11 1.0605 × 10−11 0.04
Newton 9 4.1633 × 10−17 8.2905 × 10−18 0.01
convergence is increasingly slow as one gets close to the critical cases (at about p = 0.34 and
p = 0.84).
We compare in Table 2 the number of iterations, the residuals and the execution time for the
three algorithms, for the value p = 0.6 where the process seems to be the most supercritical. The
CPU time here is much less meaningful than for the first example: it is quite small and, as a result,
it is not measured very accurately; we give these numbers as an indication only.
Numerical complexity
As a final remark, we observe that the two linear algorithms have a numerical complexity
Cl(n) = (8/3)n3 + 3n2 + (4/3)n − 2 flops per iteration, where n is the size of the vector q. The
Newton algorithm has a complexity Cq(n) = (20/3)n3 + 6n2 + (7/3)n − 2 per iteration, which
is greater than Cl(n). As the number of iterations required with the Newton algorithm is far less
than for the two linear algorithms, the total computational cost of the former algorithm is less
than that of the latter, as was demonstrated by the CPU time reported in Table 1.
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Fig. 6. Number of iterations for the Newton algorithm as a function of p.
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