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Abstract—Originated from distributed learning, federated learning enables privacy-preserved collaboration on a new abstracted level by
sharing the model parameters only. While the current research mainly focuses on optimizing learning algorithms and minimizing
communication overhead left by distributed learning, there is still a considerable gap when it comes to the real implementation on mobile
devices. In this paper, we start with an empirical experiment to demonstrate computation heterogeneity is a more pronounced bottleneck
than communication on the current generation of battery-powered mobile devices, and the existing methods are haunted by mobile
stragglers. Further, non-identically distributed data across the mobile users makes the selection of participants critical to the accuracy and
convergence. To tackle the computational and statistical heterogeneity, we utilize data as a tunable knob and propose two efficient
polynomial-time algorithms to schedule different workloads on various mobile devices, when data is identically or non-identically
distributed. For identically distributed data, we combine partitioning and linear bottleneck assignment to achieve near-optimal training time
without accuracy loss. For non-identically distributed data, we convert it into an average cost minimization problem and propose a greedy
algorithm to find a reasonable balance between computation time and accuracy. We also establish an offline profiler to quantify the
runtime behavior of different devices, which serves as the input to the scheduling algorithms. We conduct extensive experiments on a
mobile testbed with two datasets and up to 20 devices. Compared with the common benchmarks, the proposed algorithms achieve
2-100× speedup epoch-wise, 2-7% accuracy gain and boost the convergence rate by more than 100% on CIFAR10.
Index Terms—Federated learning; on-device deep learning; scheduling optimization; non-IID data.
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1 INTRODUCTION
The tremendous success of machine learning technology
stimulates a new wave of smart applications. Despite the
great convenience, these applications consume massive
personal data, at the expense of our privacy. The growing
concerns of privacy become one of the major impetus to shift
computation from centralized cloud to users’ end devices
such as mobile, edge and IoTs. The current solution supports
running on-device inference from a pre-trained model in
near real-time, whereas their capability to adapt to the new
data and learn from each other is still limited.
Federated Learning emerges as a practical and cost-
effective solution to mitigate the risk of privacy leakage [2],
[4]–[11], which enables collaboration on an abstracted layer
rather than the raw data itself. Originated from distributed
learning [1], it learns a centralized model where the training
data is held privately at the end users. Local models are
computed in parallel and the updates are aggregated towards
a centralized parameter server. The server takes the geometric
mean of the parameters from the users, pushes the averaged
model back as the initial point for the next iteration. Previous
research mainly focuses on the prominent problems left
from distributed learning such as improving communication
efficiency [7]–[12], security robustness [16], [17] or extend the
learning algorithms [11] to address new challenges in FL.
Most of these works only contain proof-of-concept im-
plementations on cloud/edge servers with stable, external
power and proprietary GPUs. Though pioneering efforts
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to improve FL at the algorithm level, they still leave a
gap to the system-level implementations at the mobile data
source, where FL was originally targeting at. Meanwhile, the
dramatic increase of mobile processing power has enabled
not only on-device inference, but also moderate training
(backpropagation) [6], [24], thus providing a basis to launch
FL on battery-powered mobile devices.
Unfortunately, the vast heterogeneity of mobile process-
ing power has yet to be addressed. Even worse, the high
variance among user data adds another layer of statistical
heterogeneity [11] and makes the selection of participants
a nontrivial problem. An inappropriate selection would
adversely cause gradient divergence and diminish every
effort to reduce computation time. From an empirical study,
we first validate that the bottleneck has actually shifted from
communication back to computation given the mobile de-
vices nowadays. The runtime behavior depends on a complex
combination of vendor-specific in-software tweaks with the
underlying hardware architecture ranging from the System
on a Chip (SoC) features, Original Equipment Manufacturer
(OEM) implementations to the power management policies
and computation intensity of the neural networks. These
challenges are magnified in practices when users behave
differently. For example, in activity recognition, some users
may perform only a few actions (e.g., sitting for a long time),
thus leading to highly skewed local distributions, which
breaks the independent and identically distributed (IID)
assumptions held as a basis for distributed learning. When
averaged into the global model, these skewed gradients
may have a damaging impact on the collaborative model.
Thus, efficient scheduling of FL tasks entails an optimal
selection of participants relying on both computation and
data distribution.
To tackle these challenges, we propose an optimization
framework to schedule training using the workloads (amount
of training data) as a tunable knob and achieve near-optimal
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staleness in synchronous gradient aggregation. We build a
performance profiler to characterize the relations between
training time and data size/model parameters using a
multiple linear regressor. Taking the profiles as inputs, we
start with the base case when data is IID (class-balanced),
and formulate the problem into a min-max optimization
problem to find optimal partitioning of data that achieves
the minimum makespan. We propose an efficient O(n2 log n)
algorithm [34] with O(n) analytical solution when the cost
function is linear (n is the number of users). For non-IID
data, we introduce a new accuracy cost and a quantitative
derivation from the analysis of gradient diversity [31]. Then
we re-formulate the problem into a min-avg problem and
develop a greedyO(mn)-algorithm to assign workloads with
the minimum average cost in each step using a variation of
bin packing [37] (m is the number of data shards). The
observation suggests a complex trade-off between staleness
and convergence. The proposed algorithm aims to leverage
users’ class distributions to adaptively include/exclude an
outlier in order to improve convergence speed without sacri-
ficing the computation time too much. Finally, the proposed
algorithms are evaluated on MNIST and CIFAR10 datasets
with a mobile testbed of various smartphone models.
The main contributions are summarized below. First,
we motivate the design by a series of empirical studies
of launching backpropagation on Android. This expands
the current research of FL with new discoveries of the
fundamental cause of mobile stragglers, as well as offering
an explanation of the subtlety of non-IID outliers through
the lens of gradient diversity. Second, we formulate the
problem to find the optimal scheduling with both IID and
non-IID data, and propose polynomial-time algorithms with
analytical solutions when the cost profile is linear. Finally,
we conduct extensive evaluations on MNIST and CIFAR10
datasets under a mobile testbed with 6 types of device com-
binations (up to 20 devices). Compared to the benchmarks,
the results show 2-100× speedups for both IID/non-IID data
while boosting the accuracy by 2-7% on MNIST/CIFAR10
for non-IID data. The algorithms demonstrate advantages
of avoiding worst-case stragglers and improve parallelism
with distributed resources. In contrast to the existing works
that decouple learning from device-level implementations,
to the best of our knowledge, this is the first work that not
only connects them, but also optimizes the overall system
performance.
The rest of the paper is organized as follows. Section
2 discusses the related works and background. Section
3 motivates this work with a series of empirical studies.
Sections 5 and 6 optimizes training time for IID and non-IID
data. Section 7 describes the profiler. Section 8 evaluates the
framework on real testbed, dataset and Section 9 concludes
this work.
2 BACKGROUND AND RELATED WORKS
2.1 Deep Learning on Mobile Devices
The continuous advance in mobile processing power, battery
life and improvement of power management reaches its
culminating point with the debut of AI chips [18], [19].
Their power to handle complex learning tasks are not only
limited to simple algorithms like logistical regression or
supported vector machine, but also the resource-intensive
deep neural networks. The research community quickly
embraces the idea to migrate inference computations off the
cloud to the mobile device, and develop new applications
for better user interaction and experience [20], [21]. To
fit the neural network within the memory capacity, some
optimization is necessary such as pruning the near-zero
parameters via compression [22] or directly learning a sparse
network before deployment [23]. Recently, there are new
efforts to incorporate the entire training process on mobile
devices for better privacy preservation and adaptation of the
new patterns in data distribution [24]. Their implementation
attempts to close the loop of the learning process from data
generation/pre-processing to decision making all on user’s
end devices, which has also laid the foundation of this paper.
The collaboration of mobile devices brings more uncer-
tainties to the system, compared with their counterparts in
distributed cloud and edge servers. Like any other applica-
tions in the userspace, the learning process is also handled
by the Linux kernel of Android, which controls cpufreq by
the CPU governor in response to the workload. For example,
the default interactive governor in Android 8.0 scales
the clockspeed over the course of a timer regarding the
workload. For better energy-efficiency and performance, off-
the-shelf smartphones are often embedded with asymmetric
multiprocessing architectures, i.e., ARM’s big.LITTLE [25].
For instance, Nexus 6P is powered by octa-core CPUs with
four big cores running at 2.0 GHz and four little ones at 1.53
GHz. The design intuition is to handle the bursty nature of
user interactions with the device by placing low-intensity
tasks on the small cores, and vice versa. However, the behav-
ior of such subsystem facing intensive, constant workload
such as backpropagation remains underexplored. Further,
since vendors usually extend over the vanilla task scheduler
through proprietary designs of task migration/packing, load
tracking and frequency scaling, the same learning task
would incur heterogenous processing time depending on
the hardware and system-level implementation. Our goal is
to mitigate such impact on FL while still using the default
governor and scheduler for applications in the userspace.
2.2 Federated Learning
McMahan et al. introduce FedAvg that averages aggre-
gated parameters from the local devices and minimizes
a global loss [2]. Formally, for the local loss function
lk(·)(k ∈ {1, 2, · · · , N}) of N mobile devices, FL minimizes
the global loss L by averaging the local weights w,
min
w
{
L(w) =
N∑
k=1
lk(w)
}
. (1)
In each round, mobile device k performs a number of E local
updates,
wki+1 = w
k
i − ηi∇lk(wki ), (2)
with learning rate ηi and i = {0, 1, · · · , E}. The local updates
wkE are aggregated towards the server for averaging, and
the server broadcasts the global model to the mobile devices
to initiate the next round. In this synchronous setting, the
starting time of the next round is determined by the straggler,
who finishes the last among all the users. This is a persistent
problem in distributed systems. The previous research has
proposed algorithmic solutions such as using asynchronous
iii
update [13], [14] and gradient coding [15]. Asynchronous
methods allow the faster users to resume computation
without waiting for the stragglers. However, inconsistent
gradients could easily lead to divergence and amortize
the savings in computation time. Though it is possible to
estimate the gradient of the stragglers using second-order
Taylor expansion, the computation and memory cost of the
Hessian matrix become prohibitive for complex models [13].
Therefore, most of the FL approaches pursue the first-order
synchronous approach [2], [4]–[9]. Gradient coding replicates
copies of data between users so when there is a slow-down,
any linear combination from the neighbors can still recover
the global gradient. It is suitable for a cluster environment,
where all the nodes are authenticated and data can be moved
without privacy concerns. Nevertheless, sharing raw data
among users defeats the original privacy-preserving purpose
of FL, thereby rendering such pre-sharing method unsuitable
out of a cluster environment.
As a key difference from distributed learning, non-
IIDness is discussed in [3]–[5]. It is shown in [3] that
for strongly convex and smooth problems, FedAvg still
retains the same convergence rate on non-IID data. However,
convergence may be brittle for the rest non-convex majorities
like multi-layer neural networks. As a remedy, [4] pre-shares
a subset of non-sensitive global data to mobile devices and [5]
utilizes a generative model to restore class balance, but at non-
negligible computation, communication and coordination
efforts. Scalable FL is approached in [6] from a system design
perspective; however, it simply adopts a hard dropout of the
stragglers if they fail to catch up with a schedule, while not
attempting to make best use from their data.
Another thread of works address the common problem
of communication efficiency in FL [7]–[12]. The full model
is compressed and cast into a low-dimensional space for
bandwidth saving in [7]. Local updates that diverge from
the global model are identified and excluded to avoid un-
necessary communication [8]. Decentralized approaches and
convergence are discussed in [9] when users only exchange
gradients with their neighbors. Evolutionary algorithm is
explored to minimize communication cost and test error
in a multi-objective optimization [10]. The challenges from
system, statistics and fault tolerance are jointly formulated
into a unified multi-task learning framework [11]. A new
architecture is proposed with tiered gradient aggregation
for saving network bandwidth [12]. Such aggregation re-
weights the individual’s contribution to the global model,
that may unwittingly emphasize the share of non-IID users.
Our work complements these efforts from the computation
and system optimization side to mitigate heterogeneity on
mobile devices.
Our study has fundamental difference from a large body
of works in scheduling paralleled machines [28]–[30]. First,
rather than targeting at jobs submitted by cloud users, we
delve into a more microcosmic level and jointly consider
partitioning a learning task and makespan minimization,
where the cost function is characterized from real experimen-
tal traces. Second, FL calls for the scheduling algorithm
to be aware of non-IIDness and model accuracy when
workloads are partitioned. Hence, our work is among the
first to address computational and statistical heterogeneity
on mobile devices.
3 COMPUTATION VS. COMMUNICATION TIME
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Fig. 1: Benchmark training time on different mobile devices
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In this section, we are motivated to answer the basic
question: how large is the gap of the computational time among
mobile devices and how does it compare to the communication?
We demonstrate this through an empirical study to launch
a training application using neural network models of
LeNet [35] and VGG6 [36] on the mobile testbed shown
in Table 1 (see Sec. 8 for more system development details).
To benchmark the computation time, we trace the training
time per data batch (20 samples) on different devices
shown in Fig. 1 and the average of CPU clock speed
every 5s vs. the temperature in Fig. 2. Though the CPUs
can switch frequencies much faster, this experiment shows
how the frequency and temperature interact over time to
reach stability under the power management policy (in
/system/etc/thermal-engine.conf).
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Fig. 3: Computation vs. Communication Time of training on
MNIST samples per epoch (s) (a) LeNet (b) VGG6
To measure the communication time, we establish a server
in AWS for communicating the model between the cloud
(Washington D.C.) and local devices (Norfolk, VA). The
server pushes (pulls) the model to (from) the devices in
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each epoch and iterates through 5% of the dataset with 3K
samples. We measure the transmission time of the LeNet
(2.5MB) and VGG6 (65.4MB) model over the 1 Gbps wireless
link and T-mobile 4G LTE (-94 dBm), to emulate different
networking environments. The WiFi uplink/downlink speed
achieves around 80-90 Mbps on our campus network and
LTE reaches about 60 Mbps and 11 Mbps for the uplink
and downlink respectively. The makespan for each device
is shown in Fig. 3 with the percentage of communication
overhead on top. Based on all the experiments above, we
summarize the observations below.
3.1 Key Observations
Observation 1. Computation time is mainly governed by
the processing power/performance of the CPUs/SoC (with
some variations from the OEM implementations), as well as
the computation intensity of the neural network model.
Observation 2. The continuous neural computation leads
to thermal throttling, where the governor quickly reacts
to reduce the cpufreq, or even shuts down some cores,
thereby causing a performance hit with large variance in the
subsequent batch iterations (especially running heavy-weight
networks like VGG6 on Nexus6/6P). Such phenomenon adds
to the diversity of computation time.
Observation 3. In contrast to the hypothesis in [2] that
communication overhead should dominate in FL, our ex-
periments on mobile indicate that communication only
takes a small portion of the training time (below 10% on
average as seen in Fig. 3). This confirms that with today’s
networking speed and the upcoming 5G, the bottleneck of
FL on battery-powered mobile devices is expected to remain
on the computational side. Part of the reason is also because
the mobile cannot host heavy-weight neural architectures
(such as increasing VGG6 to 16 layers), which easily over-
whelms the memory limit of 512 MB per application set by
Android [26]. This implicitly alleviates the communication
overhead of transmitting these models.
Observation 4. To process the same amount of data, the
mobile devices exhibit substantial heterogeneity in their
completion time. For example, the straggler takes more
than 3× compared to the mean completion time from other
devices, and this deviation is expected to get larger with
higher workloads such as more complex models or data
iterations.
3.2 Discussion
We observe two major factors: hardware architecture and
thermal throttling, that impact the computation speed for
such sustained workloads of running backpropagation. Of
course, speed is dominated by the hardware architecture
such as the CPUs/SoC, and should be in general consistent
and predictable with the hardware configurations. However,
unlike desktops, thermally constrained mobile devices result
higher diversity in runtime as per to the different workloads
and computation intensity.
The extreme case is Nexus 6P with the controversial
Snapdragon 810 SoC [32]. As shown in Fig. 3(b), we find that
the little cores are running at 70-80% and the big cores are
below 50% utilization to their maximum frequency, in order
to maintain under the throttling temperature at 50◦C. The big
cores go offline and switch to the little cores after a moderate
temperature surge, that occurs fairly often during the testing.
The big cores never stay around their maximum frequency
at 2.0 GHz, thus making Nexus 6P even much slower than
Nexus 6. Second, the throttling process is controlled by the
vendor-specific driver for frequency scaling. E.g., we observe
that Nexus 6 has a relaxed throttling temperature (around
60◦C in Fig. 3(a)), and the CPU cores are more persistent
to stay online than Nexus 6P. Such possible overclocking
has made it outclass the newer versions of Huawei Mate10
on some low intensity tasks (about 3× speedup calculated
in from Fig. 1(a)), though Nexus 6 back in 2014 were not
designed for intensive workload like neural computations.
These experimental studies suggest that we should factor
both the device-specific characteristics and the workload
intensity in estimating the computation time.
Since FL takes more than 10 epoches to converge, as
shown in Fig. 3, only processing 5% MNIST for 10 epoches
leads to 0.7 to 2.6 hours waiting time for the stragglers. If
each model update entails more local iterations, this delay
is expected to increase exponentially (with more thermal
throttling on the stragglers). An optimized scheduling
mechanism should be built to account for these factors. By
contrast, in a cloud environment, stragglers may be caused by
resource contention, unbalanced workload or displacement
of workers on different parameter servers [29], which are
typically handled by load balancing. In mobile environment,
they are caused by the fundamental disparity among users’
devices: can we do the opposite and leverage load unbalancing
to offset the computation time of those stragglers? If so,
what about the side effects and how to mitigate? Since
each epoch requires a full pass of the local data, among
a variety of tunable knobs, workload is directly proportional
to the amount of training data. Nevertheless, distributed
learning often assumes a balanced data partition among the
workers [2]. Would data imbalance (either in the case of IID
or non-IID data distribution) lead to significant accuracy
loss? We further study additional impact from the data
distributions before formulating our problem.
4 IMPACT OF DATA DISTRIBUTIONS
4.1 Impact of Data Imbalance to IID Data
We partition the datasets of MNIST and CIFAR10 among
20 users. E.g., for MNIST, the training set of 60K images
results an average of 3K images per user. Then we utilize a
Gaussian distribution to sample around the mean and adjust
the standard deviation to induce data imbalance among users.
The ratio between different classes is uniform so no class
dominates the local set. We utilize an index of imbalance ratio
as the ratio between the standard deviation and the mean as
the x-axis (larger ratio means more extreme), and benchmark
the accuracy against the centralized and distributed learning
with balanced data in Fig.4. The results indicate that as long
as the data remains IID, imbalance does not lead to accuracy
loss. It is reasonable since the local gradients still resemble
each other when data is IID. The accuracy even trends up a
little for CIFAR10. This provides the basis for optimization
discussed in the next section.
4.2 Impact of non-IID Data
Non-IIDness is shown to have negative impact on collabora-
tive convergence [2], [4] and data imbalance could exacerbate
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this issue. Instead of investigating data imbalance and non-
IIDness together, we investigate how non-IID data alone
is enough to impact accuracy and convergence. We seek
answers to the fundamental question: How can we identify
and deal with the users with non-IID distributions? Weight
divergence, ‖wi −
∑N
i=1wi/N‖22 is used in [4] to compare
the norm difference between the local weights wi and the
global average. Local loss is an equivalent indicator with
less complexity, since it does not require pairwise weight
computations. Fig. 5(a) compares the local loss of the non-IID
outlier with the average loss from the rest users and the ideal
case when the data is IID. The outlier user with only one
class can be easily identified from the rest IID ones, which
has over an order of magnitude loss value and is unable to
converge compared to the rest.
While identifying outliers is simple, the existing stud-
ies [4], [5], [8] have yet to reach a consensus on how to
deal with them. With the outlier user only having a subset
of all the classes, our intuition is that accuracy is directly
associated with the distribution of classes among the users [8].
To see how the number of classes impacts accuracy, we
conduct the second experiment by iterating the number of
classes per user from 2-8 (out of 10 classes) plus a standard
deviation of samples among the existing classes as the x-
axis. It is observed in Fig. 5(b) that higher disparity of class
distributions among the users indeed leads to more accuracy
degradation with a substantial loss of 10-15% on CIFAR10.
Since the presence of non-IID outliers is inevitable in
practices, we are facing two options: 1) simply exclude them
from the population based on loss divergence [8]; 2) keep
them in training. We take a closer look of these options and
argue that the decision should be actually conditioning on
the class distributions, rather than only on the local loss
or weight divergence. We construct the following cases to
distribute CIFAR10 dataset among 4 users in different ways,
and potentially introduce a fifth user to act as the non-IID
outlier.
• Ideal IID(10): the ideal baseline when all 4 users have
identical distribution and the 10 classes are evenly
distributed among them.
• Include Non-IID(10): the population has 10 classes. A
fifth user with only one class is included, but her
class has already presented in the population. The
population becomes non-IID because of the fifth user.
• Include Non-IID(9): the population has 9 classes. A
fifth user with that missing class (one-class outlier) is
included. The population is also non-IID.
• Exclude IID(9): the population has 9 classes. Exclude
the fifth user despite she possesses class samples from
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the missing class so the population remains IID [8].
From the results in Fig. 6(a), we have two key observations:
1) if the class of the outlier user is also found in the
population, inclusion of the outlier has minor influence on
accuracy (slows down convergence a bit); 2) if such class
is missing from the population, including the outlier user
results 1-2% accuracy loss compared to the ideal IID case, but
achieving a significant improvement of 5% accuracy when
the outlier user is completely removed from training. Based
on these observations, we hypothesize that the selection of
participants should not only rely on the local losses, but also
whether they contain classes that are not yet included in the
training set.
4.3 Gradient Diversity
We further investigate this issue through the microscopic lens
of gradient dissimilarity. Backpropagation relies on gradient
descent to minimize the loss objective. High similarity be-
tween concurrently processed gradients may cause degraded
saturation during gradient descent. A notion called gradient
diversity is introduced in [31] for quantifying the difference
between gradients from batched data samples. Here, we
extend the concept to FL and evaluate the gradient difference
between a user and the global model. We represent the
n-layer network as a function fi(w), i ∈ {1, · · · , n}. The
gradient diversity is,
D∆(w) =
n∑
i=1
‖∇fi(w)‖22
‖
n∑
i=1
∇fi(w)‖22 +
n∑
i=1
∑
i=j
〈∇fi(w),∇fGj (w)〉
(3)
vi
where the nominator is the sum of l2 norm of the gradients
from all the layers, and the second term of the denominator
is the inner products of gradients between the local f and
global model fG for each user. If the local gradient has a
positive correlation to the global one, D∆(w) < 1 and vice
versa. If the gradients are orthogonal, the inner product is
zero and D∆(w)→ 1. A larger diversity value means more
diverse of the user’s data compared to the global model (rest
users).
Fig. 6(b) shows the trace of gradient diversity for the
3 cases above (the results are averaged over the number
of users shown). Clearly, the outlier user has the highest
diversity value with an average above 0.95 compared to
the IID baseline at 0.9 (sometimes above 1). In other words,
the inner product between the outlier and global updates is
approaching zero, which indicates their gradient directions
are almost orthogonal. In contrast, the diversity contribution
from the rest users with 9 classes are much weaker (Non-IID
Rest Users) and excluding the outlier user yields the worst
diversity. These results coincide with Fig. 6(a) and suggest
gradient diversity as a good explanatory metric: although
the outliers may induce local divergence and slightly higher
variance in training, they might be conducive to the learning
process depending on the gradient directions. The above
discussion leaves the door open for further optimizations
while jointly considering factors from computation and data
distribution. We follow these guidelines to optimize the
training time when data distributions are IID and non-IID in
the next two sections.
5 OPTIMIZATION WITH IID DATA DISTRIBUTION
In this section, we start with the case that the local dataset
contains data from all the classes (i.e., IID) and optimize
the training time per epoch. This exemplifies the practice
that users have sufficiently long time of gathering the data
and their local dataset can be compiled in a class-balanced
fashion. We first describe the system model in the following.
5.1 System Model
The success of machine learning algorithms relies on a large
and broad dataset. The goal is to minimize the expected
generalization error between training and testing by fitting
the distributions of D data. A theoretical bound between the
amount of data needed for achieving certain error rates is
available in [27]. The FL training task requires a total amount
of data D, where D can be either obtained empirically
or estimated using [27]. We use shards to represent the
minimum granularity of samples (e.g. 100 samples/shard).
The parameter server has sufficient bandwidth and simul-
taneous transmissions do not cause network congestion or
performance saturation [6]. Our framework mainly tackles
heterogeneity from computation and data distribution, and
is amenable to decentralized topologies without a parameter
server [9]. We delegate the role of management to the server
to gather users’ meta data such as smartphone model and
information about non-IID class distribution. For simplicity,
we assume the server is honest and does not attempt to
infer user privacy from the collaborative model or class
information as we can always resort to security protocols to
protect the intermediate gradients, model and differentially-
private class information [16]. We formalize the optimization
problem for IID data distributions next.
5.2 Problem Formulation (IID)
In each epoch, a set of n = |N | users are chosen to run m =
|M| distributed training tasks. Each participant conducts
one training task (m = n). As experimented in Section 4.1,
unbalanced local data leads to negligible accuracy loss when
the data is IID so this gives enough latitude for the task
assignments. To be clear, we use subscript i for tasks and j for
users. When user j conducts training task i, the computation
time is a function of data size Di and model M , T cj (Di).
Depending on the networking environments, the uplink and
downlink network latency for user j is a linear function
of model size M , Tuj (M) + T
d
j (M). Our goal is to find an
optimal assignment of training data so that the maximum
processing time is minimized per epoch. The problem is
formalized below.
P1 : min
X∈φ
max
j∈N
(
T cj (Di) + T
u
j (M) + T
d
j (M)
)
xij (4)
s.t. ∑
j∈N
xij = 1, i ∈M (5)∑
i∈M
xij = 1, j ∈ N (6)∑
i∈M
Di = D (7)
The objective of Eq. (4) is to minimize the makespan given
all possible data partitions and the assignment of training
task i with Di data to j. Eqs. (5) and (6) impose that each
task is assigned to only one user, and vice versa. Decision
variable xij is 0-1 valued. Eq. (7) states that the sum of
local data should be equal to D. X is an assignment matrix
with elements xij and φ is the set of all permutations of the
assignment matrix X .
P1 can be viewed as a combination of a partitioning
problem and a variant of the linear bottleneck assignment problem
(LBAP) [33]. The classic assignment problem finds an optimal
assignment of workers to tasks with minimum sum of cost.
LBAP is its min-max version. It assigns tasks to parallel
workers and ensures the latest worker uses minimum time.
We adopt the same analogy here to ensure each training
epoch is finished in minimum time. The problem is different
from both the classic assignment problem and LBAP. The
number of potential tasks is not equal to the number of
workers (mobile devices), but rather, a much wider potential
range to choose from due to the combinatorial partitions of
the dataset. The final choice would be determined by the set
of constraints that optimizes Eq. (4). A naive solution is to
list all the partitions of D in brute force, construct cost values
per user for all the potential permutations, solve an LBAP
and find the assignment with the minimum makespan. For
a total number of s shards, the possible permutations are in
the order of sn, which makes it intractable even for small n.
5.3 Joint Partitioning and Assignment
Though the naive method turns out to be intractable in
polynomial time, the following property of mobile devices
helps simplify the problem.
Property 1. For data Di, T cj (Di) + T
u
j (M) + T
d
j (M) is a
non-decreasing function.
Then it is not necessary to test a large number of potential
partitions, if a partition of smaller size has already satisfied
Eq. (7) with less computation time. For example, consider
possible permutations of
∑3
i=1Di = 13 among three users.
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Fig. 7: Illustration of the procedures in Fed-LBAP: ¶ cost
matrix C with columns representing the enumeration of data
partitions; · flatten C and sort elements in ascending order;
¸ set elements larger than the threshold in C to zero and
performs binary search to find the optimal threshold.
If the first or the second user is the straggler in partition
(4, 4, 5), then partitions such as (5, 5, 3), (6, 6, 1) definitely
leads to more running time. This allows us to potentially
skip a large number of sub-optimal solutions.
The classic LBAP has a polynomial-time thresholding
algorithm inO(n 52 log n) [33]. This algorithm checks whether
a perfect matching exists in each iteration using the Hopcroft-
Karp algorithm, that takes O(n 52 ). Here, when D divided
into s shards, perfect matching between user and data shard
is no longer needed as introduced in the following property.
Property 2. A bipartite graph G = (U ,V; E) is constructed
with |U| = n, |V| = s and edges (j, k) ∈ E . Each vertex in U
should have degree of 1 and vertices in V can have degree of
0 (as long as the sum of vertices having degree 1 equals D).
Fed-LBAP Algorithm. Based on Properties 1 and 2, we can
further reduce the time complexity by extending [33]. We
propose a joint partitioning and assignment algorithm to
solve the problem in polynomial time. The procedure is
explained in Fig. 7. For the n users, we define a cost matrix
C = {cjk} of dimension n × s (i.e., the matrix represents
the cost to assign a task of k shards to user j). A thresholding
matrix C with the same setting is also initiated. We sort all
the elements from the cost matrix in ascending order and
perform binary search by utilizing a threshold c∗: if cjk > c∗,
cjk = 0; otherwise, cjk = 1. The sum of all cost values found
in each iteration is compared to D. If larger, find a new
median for the left half; otherwise, find a new median for the
right half until the optimal median value is reached. In short,
our algorithm first performs sorting of all the cost values
and conducts a binary search for the minimal threshold c∗
such that Property 2 and Eq. (5) hold. The procedures are
summarized in Algorithm 1.
The time complexity is analyzed below. In the worse case,
binary search takes O(log ns) iterations. We need to check
whether cjk = 0 during the iterations. This takes O(s) time
for one user and is repeated for n times. The time complexity
is O(ns log ns) with s ≥ n. To be consistent with [33], when
s = n, our algorithm is O(n2 log n).
Analytical Solution (Linear Case). When the training time
T cj (·) has a linear relationship with the number of data
Algorithm 1: Fed-LBAP (for IID data)
1 Input: Total data size D, cost matrix C = {Cjk}, number
of users n.
2 Output: The assignments of tasks {Aj} for each user j.
3 C ← C sorted in the ascending order.
4 min← 0, max← |C|, median← bmin + max
2
c; D′ ← 0
5 while min < max do
6 C∗ ← C(median)
7 for j = 1 to m do
8 Aj ← argmaxj{Cjk|Cjk ≤ C∗}
9 D′ ← D′ +Aj
10 if ∀j, Aj = 0 or D′ < D then
11 min← median
12 else
13 max← median
shards, the problem has a (relaxed) analytical solution.
Denote the function by Tj in short and data size Dj of a
user j, we have
Dj = Tj/aj − bj/aj , (8)
where aj and bj are device and model-specific parameters
found by the profiler discussed in Sec. 7.
Property 3. If the integer requirements of data shards are
relaxed, for a solution to be optimal, the training time is
equivalent on all the mobile devices.
Proof. We prove this property by contradiction. Assume the
optimal solution T ∗ is reached when all users have the
same training time of T , except user j that takes T +4T .
On the other hand, we can always reduce Dj by 4D and
proportionally increase the rest users by 4D · ri, ∀i ∈ N\j,
such that Ti = Tj = T ′ < T +4T , where
∑
i∈N\j ri = 1.
This results a contradiction with T ∗ = T+4T , thus property
3 holds.
Based on Property 3, we replace Tj in (8) with T ∗ and
take summation over all the users on both sides, we obtain
the optimal solution and data partitions1,
T ∗ =
D +
∑
j∈N
bj
aj∑
j∈N
1
aj
, Dj =
D +
∑
j∈N
bj
aj
1
aj
∑
j∈N
1
aj
− bj
aj
(9)
We reuse notation T ∗ as the optimal solution derived by
the relaxed solution in R. By rounding off the number of data
shards to integers, we can obtain an (1 + ) approximation,
and integral gap is bounded by  = max(a1, a2, · · · , an).
The analytical solution reduces the time complexity to O(n)
for computing the assignment and O(1) for calculating the
training time. Note that it only holds for the linear case. For
some mobile devices that exhibit superlinear or even weak
quadratic running time (due to thermal throttling), we refer
to the general mechanism of Algorithm 1.
6 OPTIMIZATION WITH NON-IID DATA DISTRIBU-
TION
Non-IIDness is inherent in mobile applications due to the
diverse behaviors and interests from users.
1. The data partitions are derived by plugging the optimal time into
Eq. (8) and treating Tj = T ∗.
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6.1 Problem Formulation (Non-IID)
To connect non-IIDness with the scheduling decisions, we
introduce an accuracy cost αwj with a base parameter α to
the power of a weight wj for user j (described next). The new
objective is to find a schedule with the minimum average
cost.
P2 : min
∑
j∈N
T cj
(∑
i∈M
xij
)
+
(
Tuj (M) + T
d
j (M) + α
wj
)
yj
(10)
s.t. ∑
i∈M
∑
j∈N
xij = D (11)∑
i∈M
xij ≤ Uj , j ∈ N (12)
0 ≤ xij ≤ D, xij ∈ N (13)
yj = 1
( ∑
i∈M
xij > 0
)
(14)
We inherit most of the notations from P1 and assume an
initial set of tasksM (e.g., an equal partition, but divisible
afterwards). The new objective is to determine the data
shards xij to be assigned from task i to user j such that the
sum of computation/communication and cost of accuracy
(scaled by α) is minimized. We can consider the accuracy
cost as a fixed cost when a user is involved, which gradually
changes defined by Eq. (16). Constraint (11) ensures the tasks
are fully packed and all the partitions sum up to D data
in total. Constraint (12) states that the size of data does not
exceed user j’s capacity Cj , which can be quantified by
storage or battery. Constraint (13) bounds the proportion
of xij from zero to D in integers. Constraint (14) makes yj
equal to 1 if user j is selected; otherwise, yj is 0.
6.2 Accuracy Cost
Given the disparity of class distributions, user selection is
vital to the computation time and accuracy. One may use the
previous LBAP algorithm to weigh more on those devices
with higher processing power. But if those users are non-IID
outliers, they may adversely prolong global convergence,
though each epoch is time-optimized. On the other hand,
the study in Sec. 4.2 suggests further look into those outliers:
if a class is not yet included in the population, inclusion is
beneficial to convergence and model generalization; while
at the same time, it is necessary to screen non-contributing
outliers out of the population. The design behind this new
accuracy cost is to encourage/penalize the assignments that
empirically lead to accuracy gain/loss. As mentioned, we
utilize a parameter α, increased to the power of wj , so users’
accuracy cost is sufficiently distinctive regarding their class
distributions. Denote the class set of each user as Cj and all
classes as C. In most cases, the weight should be inversely
proportional to the number of classes of a user,
wj = |C − Cj |. (15)
We also define the lowest weight wl(wl ≤ wj ,∀j ∈ N )
(wl = |C| − maxj∈N |Cj | in experiment, where the second
term is the maximum number of classes a user has). Eq.
(15) can be illustrated by an example. Using MNIST as an
example, an outlier user with only class {7} has cost α9
and another user with classes {2, 5, 6, 8, 9} has cost α5, and
α9 > α5 when α is larger than 1. It captures the general
case that the cost grows with a reducing number of classes.
However, when the intersection between class set of user j
Cj and population Pj is empty, Cj ∩ Pj = ∅, j’s classes are
not present in the population Pj =
⋃
i∈N ,i6=j Ci. The weight
should take a small value as we set wj = wl to encourage
these “beneficial” outliers.
In practice, we expand the above design more carefully.
Consider a special case with two users having only class {7},
which also happens to be the only users with this class.
Yet, viewing from either one of them, it thinks that the
population has already included {7} so their weights are
set to α9 together. This would adversely exclude both of
them from the population during the assignment. Then the
population cannot learn from this class and the accuracy
is greatly undermined. Obviously, coordination is needed
but including both of them is unnecessary. After the first
user has been included, the second one becomes an outlier
since the class has been covered by the first user already. Our
experiment suggests that these beneficial outliers having the
same classes are mutually exclusive: adding the second user
would have negative impact on training. Hence, we keep
the number of these (beneficial) outliers small by assigning
a higher cost to the subsequent users. More formally, when
Cj = Ck, we set wj = wl and pursue a higher cost for
wk = |C − Ck|. The strategy can be summarized as,
wj =
{ |C| −max
j∈N
|Cj |, Cj ∩ Pj = ∅
|C − Cj |, otherwise
(16)
If Cj ⊆ Pj and ∃k ∈ N \ j, such that Ck = Cj , overwrite
wj = |C| −maxj∈N |Cj | in Eq. (16) and wk remains |C − Ck|.
6.3 Min Average Cost Algorithm
After the problem is fully formulated, we can see that the
previous min-max problem is converted into a min-avg
problem, which is in close analogy to the bin packing problem
with item fragmentation [37]. The problem finds an assignment
of items to a fixed number of bins by splitting them into
fragments. For each fragmentation, there is an associated unit
cost. In our scenario, the items correspond to the learning
tasks splittable into data shards and the users represent the
bins. Unlike the original bin packing, the objective no longer
minimizes the number of users (with unit cost); instead, it
is characterized by the functions of computation time and
accuracy cost. The fragmentation cost is also different from
the unit cost in [37]. It actually depends on which destined
user the fragments are assigned to. If the user has been
already involved in training (bin/user is open), the cost
depends on the increment of computation time from the new
fragments, plus the initial cost of accuracy as described next.
We propose the Min Average Cost Algorithm to tackle
the problem. The main idea is to iteratively assign the data
shards to the user with the minimum average cost in a greedy
fashion. Consider the dataset of D data shards and n users.
The initial cost is Tj(d) + αwj , if a user j is open for training
with d data (omit the communication cost here for clarity).
Starting from j with the lowest initial cost, we assign d1 = d
to j. Denote the set of users that are already involved in
training as O ⊆ N . For d2 = d, we compare the cost by
either assigning it to j with cost Tj(2d) + αwj , or to k with
cost Tk(d) + αwk (k ∈ N \ O), and select the one with less
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Algorithm 2: MinCost Algorithm (for Non-IID Data)
1 Input: Number of data shards D and size d per shard, N
users, cost profiles T (·), class coverage of j Cj and
population viewing from j Pj = ⋃i∈N ,i 6=j Ci, user
coverage O, parameters α, number of data shards lj for
user j.
2 Output: Data assignment for each user lj .
3 Initialize O ← ∅, d = 1.
4 ∀j ∈ N if Cj ∩ Pj = ∅ then
5 wj ← |C| −maxj∈N |Cj |.
6 else
7 wj = |C − Cj |.
8 if Cj ⊆ Pj and ∃k ∈ N \ j, Ck = Cj then
9 wk = |C − Ck|.
10 while d < D do
11 if N \ O 6= ∅ then
12 j ← argmin
j∈O,k∈N\O
{
Tj
(
(lj+1)·d
)
+αwj , Tk(d)+α
wk
}
.
13 else
14 j ← argmin
j,k∈O
{
Tj
(
(lj + 1) · d
)
+ αwj , Tk
(
(lk + 1) ·
d
)
+ αwk
}
.
15 lj ← lj + 1.
16 if lj ≥ Uj then
17 wj ←∞
18 O ← O + j, N ← N − j, d← d+ 1.
cost. For all the users j ∈ O and a potential user k ∈ N \ O,
we assign d according to,
j∗ = argmin
j∈O,k∈N\O
{
Tj
(
(lj + 1) · d
)
+ αwj , Tk(d) + α
wk
}
, (17)
where lj is the current number of data shards of user j. If
all the users are involved (j, k ∈ O), we compare Tj
(
(lj +
1) · d)+ αwj with Tk((lk + 1) · d)+ αwk and select the one
with less cost. If j reaches the capacity that lj · d ≥ Uj , it is
excluded from further selections (bin is closed); otherwise,
it remains open. The algorithm repeats until D is exhausted
and runs in O(mn) time, where m is much larger than n.
The procedure is summarized in Algorithm 2.
Analytical Solution. Similar to the IID case, when the
cost function is linear, we can visualize the solution process
analytically. We illustrate with the simplest case of two users
and their cost functions as, y1(x) = b1x+ αw1 , y2(x) = b2x+
αw2 , represented by lines A and B in Fig. 8. x is the number of
data shards. y is the cost and b1, b2 are the slopes representing
the computational capacity of the devices. Shown in Fig. 8,
A either has lower initial cost and climbs faster than B, or
lower cost than B throughout. In both scenarios, the strategy
is the same: ¶ data is assigned to the one with lower initial
cost until the current cost equals the initial cost of the other
user (at di in Fig. 8); · alternate between the two users with
the data assignment in proportion to the ratio of slopes. If
b1 > b2, assign b b1b2 c data to B for every one unit of data to
A, and vice versa. The average cost indicated by the median
line is equal for A and B, i.e., the assignment does not stop
if the current cost to both A and B is not equal. The process
is illustrated in Fig. 8, which can be generalized to multiple
users. We omit it due to space limit.
7 PROFILING DEVICE HETEROGENEITY
The optimization algorithm relies on the estimation of
computation time using a function T ci (Di,M), when the
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Fig. 8: Visualize solutions of the Mincost algorithm when
cost function is linear.
training data is Di with neural network model M for user
i. In this section, we develop a method that the server can
leverage to build profiles for the participants. In practice,
profiling can be done either online through a bootstrapping
phase or offline measured on users’ devices. The objective
is to estimate the training time given the model parameters
and data size, where both of them hold linear relationships
with the training time in VGG-type networks. Thus, we take
a two-step approach to first profile the computation time
regarding model parameters while fixing the data size. Since
the convolutional layers have higher computation intensity,
their parameters are separated from the dense layers. We
profile a number of k different model architectures and their
training time of d data, denoted by, y(d) = [y1, y2, · · · , yk](d).
x
(d)
i = [xi,1, xi,2]
(d) are the number of parameters for
convolution and dense layers of different models. We employ
a multiple linear regression model,
yi = α0 +
2∑
j=1
αjxi,j + ei, (18)
where ei is a noise vector to compensate measurement
error. The parameters are found by solving the least
square problem, βˆ = y · X−1, which is computed by
αˆ = argmin
α
‖y − βX‖22. The output of the first step is
{α0, α1, α2}(d) for different d ≤ D. With an unknown
model architecture, the first step provides d estimates
[yˆ1, yˆ2, · · · , yˆd] of computation time. The second step extends
the estimates from the first step for unknown data sizes
by applying (linear) regression again to fit the estimations.
We evaluate this method next and derive {α0, α1, α2} for
different mobile devices.
8 EVALUATION
In this section, we evaluate the proposed algorithms on a
testbed of various combinations of mobile devices using
two public datasets. The main goals is to investigate the
effectiveness of: 1) the profiling method; 2) the proposed
algorithms for both IID and non-IID cases in terms of
computation, accuracy and convergence.
Mobile Development. The mobile framework is devel-
oped in DL4J [40], a java-based deep learning framework
that can be seamlessly integrated with Android. Training
is conducted using multi-core CPUs enabled by Open-
BLAS in Android 8.0.1. We use AsyncTask to launch
the training process by the foreground thread with the
default interactive governor and scheduler. To avoid
memory error, we enlarge the heap size to 512 MB by setting
largeHeap and use a batch size of 20 samples. This allows
us to train VGG-like deep structures.
xTABLE 1: Hardware configurations of benchmarking testbed.
model SoC CPU big.LITTLE
Nexus 6 Snapdragon 805 4×2.7GHz 7
Nexus 6P Snapdragon 810 4×1.55 GHz4×2.0 GHz 3
Samsung J8 Snapdragon 450 8×1.8GHz 7
Mate 10 Kirin 970 4×2.36GHz4×1.8GHz 3
Pixel2 Snapdragon 835 4×2.35 GHz4×1.9 GHz 3
P30 Pro Kirin 980
2×2.6 GHz
2×1.92 GHz
4×1.8 GHz
3
N6 N6P J8 Mate10 Pixel2 P30 Total
T1 1 - - 1 1 - 3
T2 2 2 - 1 1 - 6
T3 4 2 - 2 2 - 10
T4 6 2 1 2 2 1 14
T5 8 3 2 2 3 2 20
TABLE 2: Experimental mobile testbeds
Experiment Setting. We use the collection of devices to
construct five combinations of mobile testbeds as shown in
Table 2. The experiment is conducted on two commonly
used datasets: MNIST [38] and CIFAR10 [39] with 60K
and 50K training samples. We fully charge all the devices,
pre-load both datasets into the mobile flash storage and
read them in mini-batches of 20 samples. Users perform
one epoch of local training in each round and the global
gradient averaging iterates 50 and 100 epoches for MNIST
and CIFAR10 respectively.
To emulate the dynamics of mobile data, we generate
random distributions among the users: 1) For IID data, each
user retains all the classes and the ratio between samples
from different classes is equivalent; 2) For non-IID data, each
user has a random subset of classes and each class may
also have different number of samples. Two fundamental
networks of LeNet [35] and VGG6 [36] are evaluated and
their efficiency has been proved to handle learning problems
at sufficient scales. To meet the input dimensions, we tailor
the original 16 layers of VGG16 by stacking five 3 × 3
convolutional layers with one densely connected layer. We
set parameter α in Mincost to 1.8 and 2.45 for LeNet and
VGG6. The uplink and downlink latencies are added to
computation time.
Benchmarks. The proposed algorithms are compared
with several benchmarks: 1) Proportional: a simple heuristic
that assigns training data proportional to the processing
power of mobile devices statically measured by their max
CPU frequencies; 2) Random: random data partitions among
the users; 3) FedAvg [2]: assign equal shares of data to users.
Since the model architecture is fixed, we mainly compare the
computational time and treat the communication time as a
constant. To facilitate the evaluation, we also adopt pytorch
with GTX1080/K40 GPUs to evaluate different benchmarks.
8.1 Profiling Performance
As the basis to launch optimization, we evaluate the ef-
fectiveness of the profiling method in Sec. 7. We learn the
regressor on 25 neural networks and test on 8 networks with
parameters ranging from 0.2M to 12M. Recall that in the
6
4
106
# of param. (Dense Layer)
Regression of compute time (Nexus6 vs. Mate10)
0
20
2000
0.5
105
# of param. (Conv Layer)
1 1.5
4000
Co
m
pu
te
 T
im
e 
(s)
2 2.5 03
6000
3.5
8000
Nexus6
Mate10
Fig. 12: Step 1, profile training
time with model parameters.
Device [α0, α1, α2]
Nexus6 [578, 0.02, 2e-5]
Nexus6P [647, 8e-3, 3e-4]
SJ8 [183, 1e-2, 9e-5]
Mate10 [47, 2e-3, 2e-5]
Pixel 2 [68, 2e-3, 1e-5]
P30 [42, 2e-3, 1e-5]
TABLE 3: Learned parameters
(Eq. 18): α0, intercept; α1, conv.
layer; α2, dense layer.
first step, we model the relation between the parameters
and training time. Some results are shown in Fig.12. We can
see that the slope of the hyperplane of Nexus6 is steeper
than Mate10, representing more computational time from
the older smartphone generations. The upward trend is
more pronounced in the convolutions and this validates
the operation to separate convolution from the dense layers.
Table 3 shows the learned parameters by the linear regression
model. The values α1, α2 directly associate with the compu-
tational capabilities in conducting matrix multiplications for
the convolution and dense layers. A larger value indicates
less computational power and the ranking order is consistent
with the rest experiments.
Fig.13 shows the second step of the estimation vs. true
measurement on some examples, while a small gap is
observed. Though generally small on our testing data, the
gap could become larger if there is not enough training
samples collected around the targeted architecture. We plot
the root mean square error (RMSE) against the number of
parameters for the 8 testing cases to see in which situation
the regression model could potentially yield higher error. It
is observed that the devices with less computational power
are the ones having higher prediction error (about an order
of magnitude), because of thermal throttling in the later
iterations when the device heats up. It drives up the time
curve into a slightly superlinear region, causing imperfect
fitting from the linear regressors.
8.2 Computation Time
We first evaluate the computation time in each epoch by com-
paring the Fed-LBAP (IID) and MinCost algorithms (Non-
IID) with the benchmarks shown in Fig. 9. We enumerate all
the combinations between the testbed, datasets and models.
Fed-LBAP achieves the lowest computational time with 2× to
100× speedup compared to the benchmarks (time-optimal).
Mincost adjusts the workload assignment based on the Non-
IID distributions to trade epoch-wise computation time for
faster convergence, which requires 5-10% time in most cases.
By taking a closer look of the testbed devices, we can
see that the mobile processing power (both individual and
collective) and their workloads play key roles in the com-
putational time, which sum up to nontrivial relations. First,
unlike cloud settings in which computation time scales well
with the number of workers, mobile stragglers easily slows
down the entire training even if more users are involved:
the time surge from T1 (3 users) to T2 (6 users) is due to
the addition of Nexus6P, impacted by the severe thermal
throttling. This drag is magnified with complex network
architectures of higher computation intensity (VGG6 with
xi
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Fig. 9: Comparison of computation time when data is IID (time in log-scale) (a) training MNIST with LeNet; (b) training
MNIST with VGG6; (c) training CIFAR10 with LeNet; (d) training CIFAR10 with VGG6.
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Fig. 10: Comparison of accuracy across different schemes and
testbeds (IID).
more convolutional layers) and more training data (60K of
MNIST vs. 50K CIFAR10). The 10K data addition exacerbates
the computation time parabolically by 20 times (T2 between
Figs. 9(b) and (d) running VGG6 on MNIST and CIFAR10),
if the scheduling is done inappropriately. Bringing more
devices could ease up the bottleneck as the time declines
from T3 to T5 with more participants.
Using the vanilla schemes (Prop., Random and FedAvg),
we hardly see any consistent parallelism when more users
are involved, where the stragglers defeat the original purpose
of distributed learning. In contrast, Fed-LBAP and Mincost
are capable of utilizing the additive computational resources
by appropriately assigning workloads to the more efficient
users, so the training time accomplishes a downtrend with
more users, even the worst-case stragglers are present. This is
because the proposed algorithms can purposely assign data
in proportion to the device’s capacity, once the thermal effects
have been quantified. Although naive schemes may look for
an optimal scheduling that is proportional to device CPU
frequency or equally assign workloads as [2], the runtime
behavior may be drastically different due to complex system
dynamics, and our experiment shows that such schemes
are on par with a purely random schedule. Note that we
only perform one local epoch in each iteration. More local
epoches can accelerate global convergence [2]. Our strategy
is invariant to the upper-layer learning algorithms and the
time saving would be indeed much higher if more than one
local epoches are performed.
8.3 Accuracy
It is essential to evaluate the test accuracy after workload
re-assignment, especially our efforts to improve accuracy in
case of non-IID data. Fig. 10 summarizes the test accuracy
under different scheduling schemes and testbeds when data
is IID. The two upper plots compare the average accuracy of
Fed-LBAP with the benchmarks. Our findings in the large-
scale experiment are consistent with the previous motivation
discovery, which drives the design of Fed-LBAP. For IID data,
even random assignments do not have accuracy loss. Since
Fed-LBAP can be considered as one special permutation
from the random partitions, the results indicate that we can
always leverage load unbalancing to optimize computation time
without worrying about accuracy loss, if user data is IID. The two
lower plots show that accuracy trends down (with LeNet)
when more users are involved (from 3 to 20 users). The
observation is inline with [2] and suggests an inherent trade-
off between parallelism and global convergence, which is
furthered discussed in the next subsection.
Fig. 11 compares Mincost with the benchmarks when data
is Non-IID. We vary the random seeds to generate different
class distributions, i.e., each user has a random subset
from all the classes. Each point in the figure corresponds
to an accuracy measurement. Mincost surpasses all the
benchmarks by 0.02 in MNIST and 0.04 in CIFAR (2-7%
increase in accuracy), including the Fed-LBAP algorithm
which we directly apply on the Non-IID data. This justifies
the introduction of accuracy cost in Mincost − though using
Fed-LBAP for non-IID data is time-optimal, its accuracy is
on the same level of the benchmarks. It is interesting to
see that the accuracy actually climbs up with more users
in Non-IID data, where the opposite is perceived in Fig.
10 with IID data. This is because more users increase the
class coverage of the population. Mincost can utilize these
dynamics from more dispersed class distributions, and select
the participants wisely to either avoid or retain those n-
class outliers (where n = 1 − 2 in our experiment). Hence,
the accuracy improvement is significant with more users,
especially on more complex dataset as CIFAR10.
8.4 Convergence Time
The Mincost algorithm trades the computational time per
epoch over the long-term convergence time. We evaluate
the effectiveness of such trade-off by comparing to the
time-optimal Fed-LBAP and the vanilla FedAvg. The goal
is to compare the total time in order to achieve 95%
accuracy among the weakest of FedAvg, Fed-LBAP and
Mincost, which is either FedAvg or Fed-LBAP according
to the previous accuracy evaluation. We select a case in
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Fig. 11: Comparison of accuracy (Non-IID) (a) MNIST-LeNet; (b) MNIST-VGG6; (c) CIFAR10-LeNet; (d) CIFAR10-VGG6.
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each dataset-network combination and plot accuracy and
computational time in two y-axis with the training epoches
on the x-axis of Fig. 14. The results are averaged over
10 different random class distributions among the users.
Network communication time to upload/download model
is added to the computation time, so it represents the entire
duration of each global update. The convergence time is
obtained by connecting the accuracy goal on the left y-axis
to the accumulated computation time on the right y-axis.
Mincost offers much faster convergence - about half
number of epoches to achieve the same level of accuracy.
However, for the entire duration, only if the time savings from
faster convergence surpasses the extra time spent in each epoch,
Mincost could outperform Fed-LBAP in Non-IID data. Before
we see the results, let us derive this relation analytically.
The convergence curve of the i-th neural network can be
modeled by an exponential function pi(x) = Ai − e−βix. x
is the number of epoches. pi(x) is the prediction accuracy
after x epoches. Ai is the best accuracy the network could
achieve empirically. βi reflects the convergence rate. Once
the computational time is known per epoch, the total time
can be represented by a linear function ki · x corresponding
to the y-axis on the R.H.S. in Fig. 14. The condition for the
compuational time of Mincost (k1x1) to be less than Fed-
LBAP (k2x2) is,
k1x1 < k2x2
1
β1
log(A1 − p)k1 < 1
β2
log(A2 − p)k2
p <
eβ1k2A2 − eβ2k1A1
eβ1k2 − eβ2k1 (19)
The relation indicates that Mincost outperforms Fed-LBAP
when the goal of accuracy is upper-bounded by Eq. (19).
It echoes with our observations in Fig. 14 that training
progresses much faster with Mincost at the beginning. It
provides 1.5 − 1.8× and a tremendous 7 − 200× speed-
up compared to Fed-LBAP and FedAvg respectively. The
experiment ultimately justifies our design of accuracy cost on
carefully selecting the participants and assigning workloads
based the class distributions. Compared to our previous
work [41], which strives to preserve accuracy without loss,
we not only improve the testing accuracy, but also the overall
computational time.
8.5 Selection of Parameter α
There is still an important hyperparameter left to explain
in Mincost - the scaling parameter α that balances the
accuracy cost and computation time. We seek answers to
the fundamental question: whether there exists an optimal
α that can minimize the total computation time and how
its value drives the process of decision making? Fig. 15
partially answers the optimality question by enumerating its
value from 0.6 − 3.4 for MNIST-LeNet and 1.25 − 3.45 for
CIFAR10-VGG6. For clarity, we only present 6 random non-
IID distributions and their average accuracy vs. computation
time. The computation time is monotonically increasing as
α grows, because Mincost deviates from Fed-LBAP to favor
those users with less accuracy cost (more num. of classes).
They are most likely less time-optimal. An extreme case is
when Nexus 6P device has all the classes, whereas the rest
users only have a few classes. A large α assigns more data to
the straggler and makes the time cost higher.
Despite its monotonicity with computation time, the
implication on accuracy is not straightforward as the rela-
tionship is highly nonconvex. As seen in Fig. 15, the average
accuracy tends to trend up initially and drops promptly. We
utilize a quadratic least square fitting to characterize both
trendlines. However, the individual accuracy-vs-computation
may not always hold such parabolic shape. The general
downtrend is still intact as we increase α (and in turn com-
putation time). This is because as α goes up, Mincost merely
assigns workloads to those users with more classes and
leaves the rest vacant. Of course, it undermines parallelism
of federated learning and elongates computation time. There
does exist a “sweet spot” for choosing α as the highlighted
region, in which a mild increase of computation time can
be compensated by the faster convergence as demonstrated
previously.
8.6 Performance Gap due to Profiling Error
Finally, we evaluate possible performance gaps due to
two types of imperfections in profiling. Type I: if the run-
time trace is available from Step 1 in Fig. 12, the second
step with least square estimation incurs some minor gaps
shown in Fig. 13(a); Type II: for untested architectures (run-
time trace unavailable from Step 1), using the number of
parameters for prediction brings more uncertainties. For
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Fig. 14: Comparison of total convergence time (a) MNIST-LeNet-T3 (10 users) (b) MNIST-VGG6-T4 (14 users); (c) CIFAR10-
LeNet-T2 (6 users); (d) CIFAR10-VGG6-T5 (20 users).
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Fig. 15: Relations between computation time and accuracy
with different parameter α. a) MNIST-LeNet b) CIFAR10-
VGG6.
Type I error, we measure the performance gaps between
the real measurement, “Real”, and the least square estimate,
“Estimate” in Fig. 16. The result shows the time difference
induced by the inaccurate profile while running Fed-LBAP
and Mincost. The estimation error is within 5% for most cases
and at most 25% for some cases in MNIST. We scrutinize
the data assignments and find that they are almost the same.
Thus, there is no visible accuracy loss due to Type I error.
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Fig. 16: Performance gaps due to Type I error a) MNIST-
LeNet b) CIFAR10-VGG.
There are often cases that a new network architecture is
implemented and the profiling data has not been collected
yet. Our best shot is to use the known profiles to predict
the computation time on a target mobile device given the
number of model parameters (from convolutional and dense
layers separately) and the amount of training data. Fig.
13(b) indicates that the prediction RMSE is nonzero and
the estimation error is accumulated in the later epoches.
We construct a new testbed with 6 devices (one from each
smartphone model) and utilize the 8 testing architectures.
As seen in Fig. 17(a), the error is much larger than Type I.
A common error we found is caused by overestimating the
running time of some devices, which causes the algorithm
to miscalculate (reduce the data assignment but increase for
othersP. For example, we found that sometimes the Nexus6P
training time is mistakenly doubled by the estimation and
the algorithm assigns more data to the rest devices, which
could have been run on Nexus6P without severe throttling.
A partial reason is due to the limitations of the linear models
when some devices actually exhibit nonlinear behaviors under
different computational intensity.
We conduct more experiments to see the impact on
convergence in Fig. 17(b). The curve is the averaged accuracy
over all 8 datasets by enumerating 10 different non-IID
class distributions. Fortunately, unlike the timing gap, both
curves converges to almost the same accuracy. However, the
estimation has about 1-2 epoches latency, which amounts to
10-20 mins using only 6 devices. With more devices, such
slowdown can be amortized effectively. As a result, the
major instability mainly comes from modeling an untested
architecture, when any under/overestimations would lead
to sub-optimal assignment.
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Fig. 17: Performance gaps due to Type II error a) MNIST-
LeNet b) CIFAR10-VGG.
9 CONCLUSION
In this paper, we study efficient scheduling of federated
mobile devices under both device and data-level heterogene-
ity. We motivate this work by showing drastically different
processing time under the same workload and opportuni-
ties to employ user selection to improve non-IID learning
accuracy. We develop two efficient near-optimal algorithms
to schedule workload assignments for both IID and non-
IID data, and visualize the solution space analytically. Our
extensive experiments on real mobile testbed and datasets
demonstrate up to 2 orders of magnitude speedups and
a moderate accuracy boost when data is non-IID. We also
demonstrate cases when our algorithm deviates from the
optimal region due to estimation gaps in the profiling
process.
xiv
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