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El cáncer colorrectal (CCR) es uno de los tumores más frecuentes en los países 
desarrollados y, aunque su incidencia en los países en vías de desarrollo como India o 
los países africanos puede ser hasta 25 veces menor [1], se está empezando a observar 
un aumento del impacto de la enfermedad sobre su población. la Organización Mundial 
de la Salud (OMS) estima que al año se detectan aproximadamente 945.000 nuevos 
casos en todo el mundo y se producen en torno a 492.000 muertes debido a esta 
enfermedad [2].  
 
Tasa ajustada de mortalidad del cáncer 




















Fig.1. Representación gráfica del aumento de la mortalidad del cáncer 
colorrectal en España entre los años 1975 y 2000. 
 
 
En España, los últimos datos epidemiológicos publicados [3] referentes al año 
2000, confirmaron que el cáncer colorrectal fue la primera causa de muerte por cáncer 
(11.971 personas) y mostraron un aumento del número de nuevos casos diagnosticados 
que ascendió hasta los 25.665. De acuerdo con estos datos, en el período de tiempo 
comprendido desde 1975 hasta el año 2000, se produjo un incremento de la tasa 
ajustada de mortalidad anual por cáncer colorrectal (Fig.1.) tanto en hombres como en 
mujeres (2.6% y 0.8% respectivamente).  
 
A pesar de que en la actualidad la mejora en las técnicas de detección precoz del 
cáncer y el aumento del abanico terapéutico han podido invertir esta tendencia, dando 
lugar a un estancamiento o incluso una disminución en las cifras de mortalidad del 








1.2. Cáncer esporádico vs. Cáncer familiar. 
 
El cáncer colorrectal es una enfermedad en la que confluyen tanto causas 
genéticas como ambientales. La mayoría de los tumores colorrectales (70-85%) se 
encuadran dentro de los tumores de tipo esporádico y que por tanto no poseen una carga 
genética heredada (Fig.2). Sin embargo, se estima que hasta un 30% del total de 
tumores detectados podrían tener un componente hereditario con familiares en primer o 
segundo grado afectados (Fig.2). Asimismo, entre un 5-6% de la población afectada, 
desarrollará tumores asociados con síndromes hereditarios autosómicos dominantes 
(principalmente el síndrome de la Poliposis Adenomatosa Familiar (PAF) y el síndrome 
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(10-25%)
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Tabla.1. Esquema de tiempo necesario para la aparición del cáncer colorrectal en función del tipo 
de tumor desarrollado. Adaptado de [5]. 
 
 
Este tipo de síndromes hereditarios han sido asociados a mutaciones germinales 
en genes como APC (síndrome PAF) o en los genes reparadores del DNA 











Normal                  
(30-50 años de edad)
Temprana
(5-20 años de edad)
Normal                                  
(30-50 años de edad)
Normal                                
(10-20 años)




6% riesgo de CCR                  
(edad media ~ 68 años)
100% iresgo de CCR 
(edadmedia ~ 40 años)
80% riesgo de CCR                
(edadmedia ~ 40 años)
Tiempo de progresión del cáncer colorrectal
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o bien una aparición temprana del inicio del tumor, o bien una disminución del tiempo 
necesario para la progresión del mismo (Tabla.1.), provocando la aparición de la 
enfermedad en torno a los 40 años en lugar de en torno a los 68 años como ocurre en el 
cáncer colorrectal esporádico [5].  
 
1.3. Factores de riesgo no genéticos. 
 
Los principales factores de riesgo para la aparición de tumores esporádicos son 
de tipo ambiental (Tabla.2.) y están particularmente asociados a comportamientos 
propios del estilo de vida occidental. Los últimos estudios de tipo prospectivo parecen 
confirmar la asociación de dietas ricas en carnes rojas, la elevada ingesta de alcohol o la 
obesidad con un mayor riesgo de desarrollar este tipo de tumores, mientras que las 
dietas ricas en fibra, calcio, vitamina D, ácido fólico o selenio podrían ser protectoras 
frente al desarrollo del mismo [1,6]. Otras características del estilo de vida occidental 
como la edad tardía del primer embarazo o la vida sedentaria han sido igualmente 
identificadas como factores de riesgo. Junto a estos, hay que añadir otros que ya se 
conocían previamente como el tabaquismo, la edad avanzada o diversas enfermedades 
asociadas al intestino grueso como la enfermedad de Crohn o la colitis ulcerosa [2].  
 
• Edad avanzada • Sexo masculino
• Colecistectomía • Anastomosis ureterocólica
• Colitis Ulcerosa • Enfermedad de Crohn
• Obesidad • Dieta rica en carnes y grasa 
• Estilo de vida sedentario • Dieta baja en fibra, folato y calcio.
• Diabetes melitus • Tabaquismo
• Irradiación previa • Elevado consumo de alcohol
• Tabajos peligrosos para la salud: exposición a asbestos
• F. hormonales: multipara, edad tardía del primer embarazo, menopausia temprana.
Factores de Riesgo asociados a CCR en tumores esporádicos
 
Tabla.2. Principales factores de riesgo asociados al desarrollo del cáncer colorrectal. Adaptada 
de [2].   
 
 
1.4. Clasificación del cáncer colorrectal. 
 
Desde su establecimiento por Dukes en la primera mitad del siglo XX [7], el 
sistema de clasificación de los tumores colorrectales ha tenido siempre como referencia 
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la extensión anatómica de los mismos, describiéndose en la actualidad mediante tres 
parámetros (Fig.3.):  
 
 Extensión (T): indica el grado de infiltración tumoral en la pared del intestino 
grueso. 
 
 Ganglios afectados (N): indica si el tumor se ha extendido a ganglios situados en las 
proximidades del tumor. 
 




Fig.3. Representación gráfica de la evolución de un tumor colorrectal desde el 
estadio inicial hasta que produce la invasión de otros órganos. 
 
Las modificaciones realizadas hasta nuestros días tanto en la propia clasificación 
[8] como en los métodos de evaluación (Ej. en la actualidad es necesario el estudio 
anatomopatológico de un mínimo de 12 ganglios linfáticos de la zona que rodea el 
tumor para realizar la correcta clasificación del paciente) [9], han contribuido a 
establecer una clasificación más precisa (Tabla.3 y 4). Fruto de esto, la clasificación que 
inicialmente fue diseñada para predecir el pronóstico de los pacientes, también es 
utilizada en la actualidad para la toma de decisiones sobre qué pacientes deben o no 























Tumor invade la capa submucosa
Tumor invade la subserosa
Tunor invade la capa muscular propia
No se puede valorar la infiltración del tumor
No hay evidencias de tumor primario
Carcinoma in situ: intrepitelial o invasion de la lamina 
No se puede valorar el nº de ganglios afectados
No hay ganglios linfáticos regionales afectados
Metástasis en 1-3 ganglios linfáticos regionales
Metástasis en más de 4 ganglios linfáticos regionales
No hay metástasis distantes
Metástasis Distante
El tumor invade otros órganos o estructuras
 N- Invasión de ganglios linfaticos
No se puede valorar la existencia de métastasis en órganos 
 M- Metástasis distantes
 
 
Tabla.3. Descripción de los criterios histológicos y subcategorías en los que está basado el 




TNM Etapa  —  —  —
 Tis, N0, M0  0 A A
 —
 T1-T2, N0, M0  I A B1 80-95%
 T3, N0, M0  IIA B B2 72-75%
 T4, N0, M0  IIB B B3 65-66%
 T1-T2, N1, M0  IIIA C C1 55-60%
 T3-T4, N1, M0  IIIB C C2 35-42%
 Cualq T, N2, M0  IIIC C C3 25-27%




Tabla.4. Equivalencias de los tres sistemas de clasificación de tumores colorrectales más utilizados. 
Los datos de supervivencia proceden de [11]. 
 
 
Pese a la utilidad de esta clasificación en lo que se refiere al pronóstico, este 
sistema no es siempre capaz de predecir de manera clara cuál será la evolución de los 
pacientes, especialmente en los estadios intermedios (Dukes B y C), si se beneficiarán 
de un tratamiento con quimioterapia o radioterapia (Dukes B) y cuál de todas las 
posibilidades terapéuticas será la más adecuada (Dukes, B, C y D) [12].  
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1.5. Marcadores pronósticos y predictivos en CCR. 
 
 En respuesta a esta situación, se han realizando gran número de investigaciones 
cuyo objetivo es descubrir otros marcadores clínicos, patológicos o moleculares que 
aporten una mayor precisión a la clasificación. Dependiendo de su función se clasifican 
en [12]: 
 
 Marcadores pronósticos: aportan información sobre la evolución del paciente en 
función de las características de su tumor. 
 
 Marcadores predictivos: aportan información sobre la respuesta del tumor ante un 
determinado tratamiento. 
 
Todo marcador, además de poder ser medido de manera sencilla y mediante 
técnicas poco invasivas, debe aportar información que suponga una mejora sobre las 
decisiones que se toman para el cuidado del paciente [13]. Entre los marcadores más 
estudiados en el cáncer colorrectal encontramos [12,14,15]: 
 
1.5.1. Marcadores histopatológicos. 
 
 
 Invasión venosa y linfática. La infiltración de células tumorales tanto en los vasos 
sanguíneos como en las vías linfáticas ha sido descrita como factor de mal 
pronóstico independiente para la formación de micrometástasis y para el crecimiento 
de tumores macroscópicos en una segunda localización [16].   
 
 Grado tumoral: indica el grado de diferenciación de la célula tumoral y su 
participación en la formación de estructuras glandulares en comparación con el 
tejido colorrectal normal. En función de estos parámetros, los tumores se clasifican 
en [17]: 
 
 Indiferenciados (< 25% de estructuras glandulares). 
 
 Pobremente diferenciados (25-50% de estructuras glandulares). 
 
 Moderadamente diferenciados (50-75% de estructuras glandulares).  
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 Bien diferenciado (>75% de estructuras glandulares).  
      
Un grado más bajo de diferenciación se asocia con un peor pronóstico del paciente. 
 
 Invasión perineural: se produce cuando las células tumorales infiltran la cubierta de 
los nervios (perineuro). Su presencia ha sido asociada con mal pronóstico [18]. 
 
 Tipo histológico: diferencia los tumores en base al tipo de célula epitelial que lo 
compone. De entre todas las clases definidas por la OMS, tres han sido las 
relacionadas con mal pronóstico [19]: tumores con células en anillo de sello, 
tumores mucinosos y carcinomas de células pequeñas. 
 
 Borde tumoral: hace referencia a la frontera de crecimiento del tumor. Se divide en 
infiltrante (asociado con mal pronóstico), mixto y expansivo (asociado con buen 
pronóstico). 
 
 Infiltración linfocitaria del tumor: la presencia de linfocitos en la zona de desarrollo 
tumoral parece ser indicativa de una respuesta inmune del organismo frente al 
cáncer, siendo considerada un marcador pronóstico favorable [16]. 
 
1.5.2. Marcadores moleculares. 
 
 
 Inestabilidad en microsatélites (MSI): la aparición de inestabilidad en secuencias 
microsatélites (ganancia o pérdida de estas repeticiones), debidas a fallos en el 
funcionamiento de los mecanismos reparadores del DNA (principalmente debido a 
la ausencia de la proteína MLH1 como consecuencia de la hipermetilación de su 
promotor en CCR esporádico), provoca el desarrollo del tumor mediante una vía 
diferente a la de los tumores de fenotipo estable (MSS). Se ha descrito por un lado, 
como factor pronóstico favorable [20] y por otro, como factor predictivo negativo 
para el tratamiento con 5-Fluorouracilo (5-FU) [21]. 
 
 Antígeno Carcino-Embrionario (CEA): Es una glicoproteína expresada, entre otras 
regiones, en el aparato digestivo del feto y que desaparece tras el nacimiento. En 
adultos se ha observado su expresión en el 90% de los tumores colorrectales, aunque 
también se han encontrado altos niveles de CEA en fumadores, en personas con 
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cirrosis, con pancreatitis, con colitis ulcerosa o con úlcera peptídica. Como factor 
pronóstico, se ha visto que niveles elevados preoperatorios de este marcador (más de 
5 ng/ml en suero) confieren una menor probabilidad de supervivencia libre de 
enfermedad a los 5 años y que incluso niveles mayores a 15 ng/ml podrían ser 
indicativos de presencia de metástasis ocultas [22]. Al ser una proteína cuya 
expresión suele normalizarse tras la cirugía y que aumenta según avanza el estadio 
de la enfermedad, es un buen marcador de la evolución del paciente tras la 
operación y su determinación continuada durante la fase de seguimiento 
postoperatoria permite una detección temprana de recaídas y en concreto de la 
aparición de metástasis en hígado [23]. Niveles bajos de CEA también se han 
relacionado con un aumento de la supervivencia global de los pacientes a los 5 años 
[15]. También se ha descrito su posible utilidad como marcador predictivo para 
monitorizar la respuesta a tratamiento de pacientes con enfermedad metastásicas 
[15]. 
 
 LOH 18q: La pérdida de la región cromosómica 18q y, en concreto, del gen DCC es 
muy frecuente en el cáncer colorrectal y su presencia se ha asociado con mal 
pronóstico [24]. Sin embargo, la pérdida de esta región también podría afectar a 
otros genes importantes en el desarrollo de los tumores como los de la vía TGF-β 
(como son el TGF-β-R-2, SMAD2 o SMAD4) y que codifican en esa misma región.  
 
 p53: está codificada en el brazo corto del cromosoma 17 y su actividad normal está 
relacionada con la parada del ciclo celular en respuesta a daño en el DNA 
posibilitando su reparación y, en caso de fallo de los procesos de reparación, con 
apoptosis. Su inactivación supone la supresión de su función y se ha correlacionado 
con peor pronóstico [25].  
 
 KRAS: proteína de membrana con actividad GTPasa cuya activación provoca una 
cascada de señalización hacía el núcleo mediante la cual se regulan vías implicadas 
en la proliferación celular, diferenciación, migración, apoptosis, etc. Como factor 
pronóstico solo se ha podido demostrar la correlación de la mutación “Gly > Val” en 
el codon 12 con un mal pronóstico [26] y el beneficio de la quimioterapia adyuvante 
en pacientes en estadio C de Dukes con mutaciones que no implicasen cambio de 
Glicina por Aspártico [27]. Sin embargo, en la actualidad, se está ya utilizando la 
Introducción 




detección de mutaciones en el gen KRAS como marcador predictivo de la respuesta 
al tratamiento con Cetuximab (fármaco dirigido contra el EGFR). Diversos estudios 
señalan a este respecto, que la presencia de mutaciones que activan 
constitutivamente el gen, correlaciona con falta de respuesta de los pacientes a ese 
fármaco [28].  
 
 Timidilato Sintasa (TS): es la enzima encargada de transformar la deoxiuridina 
monofosfato (dUMP) en 2-deoxi-timidina-5-monofosfato (dTMP), precursor de uno 
de los cuatro nucleótidos requeridos para la síntesis de DNA. Su papel en los 
procesos de síntesis y replicación del DNA ha hecho que sea el gen diana de algunos 
de los agentes citotóxicos que se utilizan en el tratamiento del cáncer como el 5-FU. 
Niveles elevados de la TS, así como de otras enzimas relacionadas con la 
transformación o la degradación de fármacos que bloquean la actividad de la TS, 
como son Timidina Fosforilasa (TP) o Dihidropirimidina Deshidrogenasa (DPD) 
han sido correlacionadas con mal pronóstico en pacientes con cáncer de colon 
[29,30].  
 
 EGFR: es una glicoproteína transmembrana codificada por el proto-oncogén c-
ErbB-1 que está implicada en la activación de cascadas de señalización 
intracelulares relacionadas con adhesión celular, proliferación, diferenciación, 
apoptosis y metástasis. Estudios realizados sobre esta proteína han demostrado la 
existencia de asociación entre altos niveles de EGFR, una mayor probabilidad de 
recurrencia y una menor probabilidad de supervivencia [30].  
 
 Células tumorales circulantes: la detección de células tumorales circulantes en 
sangre periférica, mediante técnicas de separación inmunomagnéticas, por encima 
de un determinado umbral (3 o más células circulantes/7.5 ml de sangre) se ha visto 
asociada con una menor supervivencia libre de progresión y una menor 
supervivencia global en pacientes con cáncer colorrectal metastásico [31].  
 
La mayoría de los marcadores anteriormente descritos han producido resultados 
prometedores. Sin embargo, la aparición de otros estudios que contradecían los 
resultados previos, la falta de consenso en cuanto a la técnica más precisa para medir 
estos marcadores y la falta de experimentos de validación de carácter prospectivo en los 
que se utilice un tamaño muestral adecuado ha frenado su inclusión en la práctica 
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clínica rutinaria. La única excepción se ha producido en el uso del CEA como factor 
pronóstico previo a la cirugía, como factor pronóstico en la evolución del paciente tras 
cirugía y como factor predictivo en pacientes que reciben tratamiento paliativo con 
quimioterapia, además de la reciente incorporación de la detección de mutaciones en 
KRAS para predecir la respuesta del paciente frente a tratamiento con cetuximab. 
 
 Muchos otros marcadores han sido propuestos para su uso pronóstico y 
predictivo con el mismo resultado (Tabla 5). La falta de resultados positivos, en la 
mayoría de los casos, parece deberse a la “dificultad” de que de estos marcadores 
puedan prever de forma individual y precisa la evolución de un mecanismo tan 
complejo y heterogéneo como el cáncer. La aparición de trabajos en los que se establece 
mediante perfiles de expresión con microarrays un pronóstico para los pacientes de 
determinados tipos de cáncer, ha abierto un nuevo campo de investigación en el área de 
la oncología y parecen confirmar la necesidad de utilizar combinaciones de marcadores 













Tabla.5. Marcadores moleculares estudiados por su posible potencial pronóstico (modificada de [2]). 
 
1.6. Modelos moleculares del cáncer colorrectal. 
 
Como toda neoplasia, el cáncer colorrectal es un proceso secuencial en el que 
cada paso, representado por cambios genéticos o epigenéticos resulta normalmente en 
la activación de un oncogén o en la inactivación de un gen supresor de tumores [32,33]. 
Estos cambios alteran el comportamiento normal de la célula y le proporcionan ventajas 
selectivas que favorecen su expansión clonal y su evolución hacia un fenotipo 
MARCADORES MOLECULARES CON POSIBLE POTENCIAL PRONOSTICO.
• Genes supresores de tumores y Oncogenes (c-myc, nm23).
• Apoptosis y genes relacionados con suicidio celular (bcl-2, BAX).
• Genes relacionados con la síntesis de DNA (TOP1).
• Factores de Crecimiento y Receptores de Factores de Crecimiento (TGFa, TGFß, hr-2/NEU, EGFR).
• Genes reparadores del DNA (MSH2, MLH1, ERCC1).
• Ciclinas y Cdks (p27, p21, p16).
• Moléculas de Adhesión y genes que codifican para glicoproteínas (cd44, E-cadherina, ICAM-1).
• Marcadores de invasión (MMPs, UTPA).
• Factores de proliferación (ki-67, Mib-1, antígeno de proliferación del núcleo celular).
• Antioxidantes (Superóxido dismutasa, GST-pi).
• Detección de células circulantes.
• Estudio de polimorfismos en genes implicados en cáncer (UGT1A1, TS)
• Longitud de los telómeros.
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malignizado [33], caracterizado por una serie de manifestaciones fisiológicas entre las 
que destacan la capacidad de producir señales propias de crecimiento de manera 
independiente del entorno, la insensibilización ante las señales antiproliferativas, la 
resistencia a la apoptosis, la adquisición de un potencial replicativo infinito y la 
capacidad de inducir angiogénesis y metástasis [34]. 
 
Los análisis de los genes y rutas moleculares implicados en el CCR han llevado 
al establecimiento de diferentes modelos (fenotipo Supresor o CIN, fenotipo mutador o 
MSI y fenotipo metilador o CIMP) de progresión a través de los cuales se desarrolla la 
enfermedad. 
 
1.6.1. Modelo general del desarrollo del CCR de tipo esporádico. Fenotipo CIN. 
 
La posibilidad de estudiar tanto las propias lesiones tumorales como las lesiones 
previas al tumor malignizado y las lesiones metastásicas, permitieron desarrollar un 
modelo molecular e histológico de la progresión del CCR [32,35] consistente en 7 
etapas (Fig.4): 
 
 Epitelio normal - Epitelio hiperproliferativo: se produce la mutación del gen APC, 
que se vuelve inactivo en un 80% de los pacientes [35,36]. Además se ha observado 
la aparición de procesos de pérdida de heterozigosidad en la región que codifica 
para este gen (5q21) en al menos un 30% de los tumores [37]. Esta inactivación 
provoca la desregulación de la vía Wnt [38] y parece afectar también a los procesos 
de migración y adhesión celular y a la segregación cromosómica, aunque todavía se 
desconoce en qué medida estos procesos afectan al desarrollo tumoral [39,40]. 
  
 Epitelio hiperproliferativo - Adenoma temprano: se produce la aparición de 
fenómenos epigenéticos entre los que destacan los fenómenos de hipometilación 
génica y de hipermetilación de la región promotora, que contribuyen a la 
sobreexpresión e inhibición de oncogenes y genes supresores de tumores 
respectivamente [32,41]. 
 
 Adenoma temprano - Adenoma intermedio: se caracteriza por la aparición, en un 
número elevado de casos (aproximadamente un 30-45%), de mutaciones activadoras 
en los codones 12, 13 y 61 del oncogén KRAS (12p12.1) [27,42] y 
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consecuentemente por la activación de su cascada de señalización que provoca la 
transcripción de genes diana implicados en proliferación celular e inhibición de la 
apoptosis.  
 
 Adenoma intermedio - Adenoma tardío: en esta fase se produce la mutación y 
perdida de heterozigosidad de genes codificados en la región del cromosoma 18q 
como DCC, Smad2 y Smad4.  
 
Caracterizado inicialmente como un gen supresor de tumores (papel que, no 
obstante, fue puesto en duda [43]), el estudio del gen DCC ha recobrado interés 
debido al descubrimiento de su interacción con el gen Netrina-1 y su posible 
implicación en procesos de proliferación y diferenciación celular [44,45], de unión 
célula-célula [46], de apoptosis [47] y de metástasis [48].  
 
La perdida de los genes Smad2 y Smad4 altera la actividad de la vía TGF-β que 
parece jugar un papel doble durante la progresión tumoral. En las fases iniciales 
actúa como supresor de tumores, inhibiendo la proliferación e induciendo la 
apoptosis, mientras que en estadios más avanzados potencia el desarrollo tumoral, la 
invasión y la metástasis [49] a través de su implicación en los procesos de 
transformación epitelio-mesénquima [50], de angiogénesis [50] y de evasión de la 
respuesta inmune [51].  
  
 Adenoma tardío - Adenocarcinoma: se produce la inactivación  del gen p53 (gen 
pro-apoptótico situado en cromosoma 17p) en aproximadamente el 80% de los casos 
[35]. El gen p53 activo juega un papel clave en el control de la integridad y 
estabilidad del genoma y en la respuesta a situaciones de estrés, hipoxia, daño en el 
DNA o activación de oncogenes, todas ellas comunes durante el desarrollo tumoral. 
Además es capaz de provocar la parada del ciclo celular o activar mecanismos de 
senescencia y apoptosis que impiden la transformación celular [52,53]. 
 
 Adenocarcinoma - Metástasis: se produce la mutación tanto de oncogenes como  de 
genes supresores de tumores en cromosomas adicionales, lo que proporciona al 
tumor la capacidad de progresar y de escapar de su localización original, pasando al 
torrente sanguíneo o al linfático, pudiendo así llegar a otros órganos donde se 
desarrollarán nuevos focos tumorales.  
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Fig.4. Modelo de progresión tumoral propuesto por Fearon y Volgestein, en el que cada alteración 
histológica está asociada con la aparición de mutaciones que producen la ganancia de funciones 
necesarias para el desarrollo del cáncer colorrectal.  
 
 
La adquisición del fenotipo tumoral no es un fenómeno frecuente, debido a la 
baja tasa de mutaciones y perdidas alélicas que se producen en condiciones normales. El 
desarrollo de esta enfermedad implica por tanto la aparición de fenómenos de 
inestabilidad genómica que aumenten la tasa de alteraciones genéticas [54]. Según el 
modelo descrito por Fearon y Vogelstein, en el cáncer colorrectal esporádico se 
producen fenómenos de inestabilidad cromosómica que conllevan la ganancia o pérdida 
total o parcial de cromosomas debidos, en su mayoría, a la existencia de fallos en los 
procesos de recombinación mitótica y de segregación de los cromosomas durante la 
división celular [35].  
 
1.6.2. Fenotipo Mutador (o MSI) y fenotipo Metilador (CIMP). 
 
En paralelo a la aparición del modelo molecular de progresión tumoral propuesto 
por Voslgestein et al. [32], surgieron una serie de trabajos [55-57] que proponían un 
modelo diferente de desarrollo del cáncer colorrectal que podía aplicarse a, 
aproximadamente, un 12-15% de los tumores de tipo esporádico, además de explicar la 
aparición de tumores asociados a algún síndrome hereditario como el HNPCC. Este 
modelo, denominado “modelo del fenotipo mutador” o fenotipo MSI, se caracteriza por 






































nucelotídicas cortas repetidas en tándem), que no pueden ser reparadas debido a fallos 
en los mecanismos de reparación del DNA. La alteración de estas secuencias en 
regiones codificantes produce un cambio de fase de lectura  del gen, provocando la 
aparición de proteínas truncadas o con la función alterada.  En el caso de tumores 
HNPCC, la falta de función de las enzimas reparadoras del DNA (MLH1, MSH2 y 
MSH6) se debe a la aparición de mutaciones, mientras que en los tumores esporádicos 
la inactivación del mecanismo reparador es causada principalmente (en más de un 80% 
de los casos) por la hipermetilación de la región promotora del gen MLH1 [58]. Los 
pacientes cuyos tumores pueden ser asociados a este modelo de progresión tumoral se 
caracterizan por una baja frecuencia de mutaciones en genes como p53, APC y KRAS, 
así como por una baja frecuencia de pérdida de heterozigosidad de las regiones 
cromosómicas 5q, 17p y 18q [59]. Sin embargo, no es la mutación de los genes MMR, 
si no la aparición de mutaciones en genes de interés, lo que lleva al desarrollo tumoral 
[60].  
 
El número de genes afectados es elevado, conociéndose más de 30 en la 
actualidad y que comprenden numerosas funciones entre las que destacan el crecimiento 
celular (TGFβ-R-II, IGF2-R), la apoptosis (BAX, Caspasa-5), la reparación del DNA 
(MSH3, MSH6), la señalización de la vía Wnt (Axin, β-catenina, Tcf4), etc. [60]. Los 
genes alterados en el desarrollo de tumores MSI, aunque distintos, parecen actuar 
afectando las mismas vías moleculares que las que se desregulan en los tumores de tipo 
CIN [61,62]. Desde un punto de vista clínico-patológico, los tumores desarrollados por 
la modificación de esta vía se caracterizan entre otras cosas por ser mucinosos, estar 
localizados en colon derecho o tener mejor pronóstico (Tabla.6). 
 
 · Poco diferenciados · Mucinosos
 · Localizados en colon derecho . Peor respuesta a tratamiento
 · Diploides · Mejor pronóstico
 · Infiltración de células de respuesta inmune · Menor afectación de gánglios linfáticos
Características de los MSI
 
 
Tabla.6. Característica clínico-patológicas más frecuentes de los tumores colorrectales con inestabilidad 
en microsatélites [63,64]. 
 
 
A raíz del descubrimiento de los fenómenos de hipermetilación en las regiones  
promotoras de genes como MLH1, se llevaron a cabo trabajos que revelaron la 
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existencia de tumores que desarrollaban una hipermetilación masiva en las regiones 
promotoras de genes supresores de tumores, lo que ha llevado a proponer la existencia 
de un tercer fenotipo en el CCR denominado fenotipo CIMP (CpG Island Methylator 
Phenotype) o fenotipo metilador. Este fenotipo estaría asociado a diversos parámetros 
clínico y patológicos, como la alta tasa de adenocarcinomas serrados (no en vano se ha 
propuesto que los tumores CIMP tienen su origen en este tipo de tumores [65,66]), 
tumores proximales, pobremente diferenciados, alta presencia en mujeres, alta tasa de 
mutaciones en b-Raf o baja tasa de mutaciones en p53 y asociación inversa con β-
catenina nuclear [67-70]. También se ha sugerido que salvo en el caso de presentarse 
junto con inestabilidad en microsatélites, estarían asociados con mal pronóstico [71]. 
Teniendo en cuenta estas observaciones y tras la publicación de los estudios de los 
grupos de Ogino y de Jass [72,73], en los que se analizaron largas series de pacientes 
con tumores colorrectales, se ha propuesto una clasificación de tumores colorrectales 
que los divide en grupos molecularmente homogéneos en función de su estatus MSI, 
CIMP y CIN. Aunque existe alguna diferencia entre las clasificaciones propuestas, 
parece probable la existencia de al menos de 4 grupos moleculares (Tabla.7): G1. (MSI-
H, CIMP-H); G2. (MSI-H, CIMP-0); G3. (MSS, CIMP-H); G4. (MSS, CIMP-0).  Cabe 
destacar la asociación de los tumores HNPCC con el grupo 2, la asociación de los 
pacientes con PAF en el grupo 4 o la metilación del gen MLH1 en tumores del grupo 1. 
Las características más relevantes de cada uno de estos grupos se resumen en la Tabla.7.  
 
Grupo 1 Grupo 2 Grupo 3 Grupo 4
CIMP-H y MSI-H CIMP-0 y MSI-H CIMP-H y MSS CIMP-0 y MSS
10 5 5-10 75-80
CIN Negativo Negativo Negativo Positivo*
APC Nativo Mutado Nativo *
K-Ras Nativo Mutado Nativo Mutado*
B-Raf Mutado Nativo Mutado Nativo
TP53 Nativo Nativo Nativo Mutado
Localización Proximal Proximal Proximal Distal*
Sexo Mujeres Hombres Mujeres Hombres*
Precursor Polipos serrados Adenoma Polipos serrados Adenoma*
Mucinoso Si Si* Si No
Diferenciación Pobremente dif. Pobremente dif.* Pobremente dif. Diferenciados*
Infilt. 
Linfocitario Si Si Baja Bajo*













Tabla.7. Clasificación molecular en base a los fenotipos CIN, MSI y CIMP. Modificada de la 
clasificación realizada por Jass y Ogino [72,73]. El asterisco (*) indica la existencia de indicios 
que apuntan hacia esa característica aunque los datos aportados por los estudios no son 
concluyentes y en algún caso pueden ser contradictorios. 
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1.6.3. Vía Wnt. 
 
En condiciones normales, la vía Wnt juega un papel esencial en la regulación de 
los procesos de desarrollo embrionario y de control de la homeostasis en el adulto. La 
interacción específica de ligandos Wnt con sus receptores [74] o, posiblemente, solo el 
tipo de receptor [75] van a ser los encargados de activar una de las tres rutas diferentes 
de esta vía: ruta Wnt/Ca2+, ruta “Planar Cell Polarity” (PCP) y ruta canónica.  
 
Aunque las tres rutas han sido implicadas en el desarrollo de cáncer [76], parece 
que sólo la vía canónica juega un papel crucial en la aparición y progreso del cáncer 
colorrectal. Esta vía controla la capacidad de la proteína β-catenina de activar la 
transcripción de un número importante de genes diana (Fig.5). En ausencia de la señal 
activadora de la vía, la β-catenina que se encuentra libre en el citoplasma es fosforilada 
por el complejo proteico GSK3β/APC/Axina/CKI, lo que la prepara para ser 
ubiquitinada y posteriormente degradada por la vía del proteosoma. Este proceso impide 
la acumulación de β-catenina en el citoplasma y su posterior translocación al núcleo en 
donde su unión al factor de transcripción TCF/LEF y al complejo activador de la 
transcripción iniciaría la transcripción de sus genes diana. Otras proteínas como las 
Proteínas Secretadas Relacionadas con Frizzled (SFRP) o la proteína Dickkopf van a 
bloquear la transmisión de la señal de la vía Wnt en otros puntos específicos de la vía 
[74,77].  
 
 La unión de proteínas tipo Wnt a los receptores Frz/LRP produce la activación 
de la ruta, desencadenando el secuestro de Axina a la membrana y, en consecuencia, la 
inhibición de la formación del complejo β-catenina-(GSK3β /APC/Axina/CK1). β-
catenina se acumulará en el citoplasma y translocará al núcleo en donde producirá la 
transcripción de sus genes diana.  
 
Uno de los procesos clave durante el desarrollo del CCR es la activación 
constitutiva de la vía Wnt debido a mutaciones en las proteínas implicadas en ellas. Así, 
tiene lugar la mutación e inactivación de determinadas proteínas como APC o Axina 
(mutada al menos en el 25% de los tumores con inestabilidad [77]) o la mutación y 
activación constitutiva de β-catenina, que se produce en un 10% de los tumores 
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Fig.5. Representación esquemática de la vía Wnt. 
 
 
La desregulación de la vía Wnt en el cáncer colorrectal conduce a un incremento 
en la expresión de genes implicados en proliferación celular como c-myc, ciclina D1 o 
Gastrina [80-82], en la progresión tumoral como MMPs, Nr-CAM, uPA [83-85], en la 
supervivencia celular como survivina o COX-2 [86,87], en la angiogénesis como VEGF 
[88], en la regulación de factores de crecimiento como c-met [89] o en procesos de 
Transición Epitelio-Mesénquima y perdida de E-Cadherina como Snail1.  
 
Por otro lado, la vía Wnt va a regular y ser regulada a través de su interacción 
con otras rutas moleculares como la de KRAS [64], Cox2 [90], TGFβ [91,92] o 























































































2. Microentorno. Relevancia en la progresión tumoral. 
 
La enfermedad tumoral no se puede entender como un proceso caracterizado 
exclusivamente por la acumulación de alteraciones genéticas en las células 
cancerígenas, ignorándose el papel clave que juega el microentorno y su interacción con 
el epitelio cancerígeno en el inicio y la progresión del mismo [34,94].  
 
Se conoce como microentorno al conjunto de fibroblastos, células del sistema 
inmune e inflamatorias (linfocitos B, linfocitos T y Natural Killers, células dendríticas, 
macrófagos, mastocitos y neutrófilos), células de los vasos sanguíneos (células 
endoteliales, pericitos) y matriz fibrilar (matriz extracelular (MEC) y membrana basal) 
que rodean a las células cancerígenas.  
 
 En condiciones normales, las interacciones epitelio-estroma regulan el correcto 
funcionamiento y desarrollo del tejido. Sin embargo, el inicio del desarrollo tumoral, de 
manera similar a como ocurre en los procesos de curación de heridas [95],  va a 
provocar la activación del estroma a través de la acción paracrina de factores de 
crecimiento (bFGF, VEGF, PDGF, TGFβ, etc.), citoquinas, quimioquinas, etc., 
secretados por las células cancerígenas, que inducen la alteración de la homeostasis del 
tejido normal y favorecen, entre otros, los procesos de angiogénesis y respuesta 
inflamatoria, que facilitarán a su vez, la progresión tumoral [94]. Así, se ha observado 
que el carcinoma invasivo está asociado con la expansión del estroma tumoral y el 
incremento de la deposición de MEC, proceso conocido como desmoplasia [96]. En 
algunos tumores, el estroma conforma la mayor parte de la masa tumoral [97], siendo su 
composición y volumen definido por la respuesta frente a la activación de los 
fibroblastos [98] y leucocitos.  
 
Los componentes y procesos del estroma que van a estar implicados en el 











2.1. Células del sistema inmune. 
  
Se cree que durante las fases iniciales del desarrollo tumoral, el sistema inmune 
actúa detectando y eliminando las células cancerígenas [99,100] (Fig.6). Estudios 
llevados a cabo en tumores colorrectales han demostrado la existencia de una elevada 
respuesta adaptativa en la región tumoral capaz de controlar e inhibir la progresión del 
mismo, lo que se correlaciona con un buen pronóstico de los pacientes [101]. Sin 
embargo, se cree que durante la fase de progresión tumoral, las células cancerígenas son 
capaces de desarrollar algunos mecanismos, detallados a continuación, que les permiten 
evadir la actuación del sistema inmune y continuar con la progresión tumoral: 
 
 Alteraciones en los procesos de presentación de antígenos: implican la inhibición de 
la expresión de antígenos tumorales en la superficie celular [102,103], alteraciones 
en la maquinaria transportadora de antígenos o en los componentes del 
inmunoproteosoma [104] y la inhibición de la expresión de las proteínas que 
conforman el complejo MHC-I [105-107]. 
 
 Resistencia tumoral a la apoptosis: la sobreexpresión de moléculas anti-apoptóticas 
(FLIP, Survivina, Bax, PI9/SPI6, etc.) [108,109], la expresión en la superficie de las 
células tumorales de proteínas anti-complemento como CD55 o CD59 [110] y la 
secreción de receptores solubles que bloquean los ligandos de los receptores de 
muerte en la membrana [111] van a contribuir a que la célula se capaz de eludir los 
mecanismos apoptóticos.  
 
 Red de inmunosupresión: las células tumorales utilizan varios mecanismos para 
destruir las células del sistema inmune: 
 
 La secreción de quimioquinas (Ej.: CCL22) capaces de atraer a la zona tumoral a 
linfocitos de tipo Treg, implicados en la supresión de la respuesta de los 
linfocitos T [112-114]. 
 
 La capacidad de segregar moléculas inmunosupresoras como IL-10, TGFβ, 
Galectina-1 o FASL capaces de provocar la apoptosis de los linfocitos T [115-
118] y de modificar la respuesta inmunológica de Th1 a Th2, impidiendo el 
rechazo tumoral [119]. 
Introducción 





2.2. Fibroblastos.  
 
Son células del estroma implicadas en diversos procesos entre los que se 
encuentran la síntesis de proteínas que forman parte de la membrana basal como 
colágeno IV y laminina, la homeostasis de la matriz extracelular tanto a través de la 
síntesis de sus componentes (colageno I, III y V, fibronectina) como a través de la 
secreción de proteasas implicadas en su degradación y la homeostasis de las células 
epiteliales a través de la secreción de factores de crecimiento y la interacción directa 
entre células del epitelio y el mesénquima. Durante el desarrollo tumoral, estas células 
son activadas por factores de crecimiento como PDGF y TGFβ, transformándose en 
miofibroblastos, reconocibles por la expresión de proteínas como α-smooth-muscle-
actin y Fibroblast Activation Protein (FAP) [120]. Esta activación además va a inducir a 
un cambio funcional que confiere a los miofibroblastos mayor capacidad secretora y de 
proliferación [121], que da lugar a su vez a un aumento de su número en la zona tumoral 
en comparación con el tejido normal [97].  
 
La gran importancia de los fibroblastos en la progresión del cáncer radica en la 
gran cantidad de procesos en los que intervienen [120,122-125] (Fig.6.): 
 
 Remodelación de la MEC: la secreción de proteasas secretadas (MMP3, MMP1, 
MMP2, MMP9) colágeno, fibronectina y tesnascina C van a alterar la estructura de 
la MEC, liberando numerosas moléculas implicadas en el desarrollo tumoral y 
remodelándola para hacer posible la incorporación de nuevas células (ya sean 
estromales o epiteliales). 
 
 Regulación de los procesos de inflamación mediante la liberación de quimioquinas 
como MCP1 e interleuquinas como IL1. 
 
 Regulación de la angiogénesis a través de la secreción del factor VEGF. 
 
 Estimulación de la proliferación, supervivencia y del poder invasivo de las células 








 Secreción de factores, durante los procesos metastásicos, que facilitan la adaptación 
de las células cancerígenas al nuevo microentorno. 
  
En cuanto al origen de los fibroblastos del estroma, se cree que una gran parte 
pueden ser producto de los procesos de transición epitelio-mesénquima (TEM) que las 
células cancerígenas tienen que sufrir para que puedan llevar a cabo procesos de 
movilización, invasión y metástasis [126,127]. Factores como TGF-β, TNF-α, FGF o 
HGF van a regular este proceso a través de  factores de transcripción como NFκβ, β-
catenina/TCF, Snail, Slug o Twist [100,127].  
 
Entre los cambios más importantes [100,127-129] que sufren las células 
cancerígenas en este proceso, se encuentran la pérdida de polaridad celular, la pérdida 
de expresión de E-Cadherina, implicada en las uniones célula epitelial-célula epitelial a 
favor de la expresión de N-Cadherina, implicada en la interacción epitelio-estroma lo 
que aumenta la movilidad celular o la supresión de la expresión de citoqueratinas en 
beneficio de la vimentina, componente esencial del citoesqueleto, la expresión de 
fibronectina que normalmente solo es expresada por células del estroma y la expresión 
de la integrina αVβ6 en la superficie celular que le permite unirse a componentes de la 




Es un proceso fisiológico que se produce en respuesta a situaciones de daño, 
infección o invasión tisular, en el que el organismo tratará de eliminar el agente 
causante del daño y reparar el tejido, mediante la atracción de células especializadas 
como macrófagos, mastocitos, células de respuesta inmune, etc. y la liberación de 
mediadores solubles. La ineficacia de la respuesta inflamatoria en determinadas 
situaciones, va a llevar a la cronificación de la propia respuesta, favoreciendo en 
determinados casos el desarrollo tumoral como ocurre en pacientes con enfermedad de 
Crohn cuyo riesgo de desarrollan cáncer colorrectal es mayor que el de la población 
general [130]. 
 
 Durante el desarrollo tumoral (Fig.6.), las células cancerígenas van a secretar 
una serie de factores inflamatorios entre los que se encuentran CCL2, TNF-α, TGF-β, 
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COX2, LTB4 o CSF [131-133], implicados en la activación y atracción de monocitos, 
mastocitos, leucocitos, células del sistema inmune (linfocitos T) y fibroblastos a la zona 
tumoral, activando así la respuesta inflamatoria. Diversos estudios han observado que la 
composición celular de la respuesta inflamatoria, esta relacionada con el pronóstico 
clínico de los pacientes. Así, mientras que un alto grado de infiltración linfocitaria 
podría ser beneficiosa para el paciente y estar asociados con buen pronóstico [134,135], 
un alto grado de infiltración de macrófagos y mastocitos se asocia con angiogénesis y 
mal pronóstico [133,136,137]. 
 
En los tumores, la respuesta inflamatoria está mediada en gran parte por la 
respuesta de los macrófagos (Macrófagos o Macrófagos activados por tumor (MAT)) y, 
en menor medida, por el resto de células inflamatorias (neutrófilos y mastocitos). Las 
principales funciones en las que participan todas estas células son: 
 
 Favorecer el desarrollo del tumor al activar una respuesta tipo M2, asociada con 
remodelación tisular, angiogénesis, inhibición de la respuesta inmune y crecimiento 
tumoral en contraposición a la respuesta M1 asociada con inflamación y moléculas 
microbianas. La respuesta M2, induce además la respuesta inmune Th2 
(inmunosupresora) en perjuicio de la Th1 (inhibidora de la progresión tumoral) 
[138-140].  
 
 Secreción de factores de supervivencia como EGF, IL6, IL-8, etc., factores 
angiogénicos como IL8, VEGF, PDGF, TGFβ, Angiotensina-1 [141] y factores de 
remodelación de la MEC como MMP9, MMP2, etc. [142]. 
 
 Amplificación de la respuesta inflamatoria a través de la secreción de citoquinas 
como IL-1, TNFα, CSF, IL-8 etc.) [143,144]. 
 
 Formación de un nicho pre-metastásico mediante la secreción de factores de 
crecimiento o quimioquinas como VEGF, TGF-β o TNF-α [145] o la movilización 
de células inflamatorias [146] desde el tumor primario que favorecen la migración 
de las células cancerígenas al sitio de la metástasis.  
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Fig.6. Esquema representativo de las principales interacciones entre las células epiteliales y estromales 
durante el desarrollo tumoral. Modificada de [140]. 
 
 
2.4. Matriz Extracelular (MEC) y Membrana Basal.  
 
Es una matriz compuesta por proteínas, proteoglicanos y glicoproteínas de 
adhesión que da soporte estructural y mecánico a las células y tejidos [147]. La matriz 
extracelular da soporte a las células del estroma y se encuentra principalmente 
constituida por colageno I, III y V y fibronectina. Separando el estroma de las células 
epiteliales (y dando soporte a estas últimas), se encuentra un tipo de matriz extracelular 
especializada denominada membrana basal que está compuesta principalmente por 
colágeno tipo IV, laminina, proteoglicanos de heparan-sulfato y otras moléculas en 
menor cantidad como SPARC u osteopontina [148].  
 
La matriz extracelular, dependiendo de su integridad estructural y de su 
ensamblaje puede favorecer o inhibir el desarrollo tumoral. La degradación de la 
membrana basal va a suponer, ante todo, la eliminación de la barrera que limita la 
migración celular. Por otro lado, el proceso de degradación de la matriz extracelular, 
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llevado a cabo por metaloproteasas (MMPs) o proteinasas como Catepsina B y D, 
Enastasa o uPA, secretadas en su mayoría por células del estroma, liberará zonas de 
unión en la MEC con receptores de membrana que hasta ese momento habían 
permanecido bloqueados [149]. En este proceso, también se producirá la liberación de 
nuevos elementos procedentes de la degradación de compuestos de la MEC con 
actividad biológica implicada en el desarrollo tumoral [150,151] y se liberarán factores 
de crecimiento (TGF-β, b-FGF, PDGF, etc.) que se encontraban secuestrados por los 
componentes de la matriz que acaban de ser degradados [152,153]. Todo esto tendrá un 
gran impacto en los procesos de supervivencia, proliferación y migración celular [154].  
 
La degradación de la membrana basal vascular va a ser primordial en los 
procesos de angiogénesis, ya que va a promover la proliferación y migración de las 
células endoteliales vasculares, además de liberar factores de crecimiento implicados en 
la generación de nuevos vasos (VEGF, PDGF, etc.). Los productos finales de la 
degradación (endostatina, arrestina, tumstatina, etc.) van a contribuir sin embargo a la 
inhibición de la angiogénesis [148].   
 
3. Tratamientos en el cáncer colorrectal esporádico. 
 
 En la actualidad el tratamiento estándar en pacientes con cáncer colorrectal 
continúa siendo la resección del mismo mediante cirugía. La aplicación de tratamientos 
de quimioterapia o de radioterapia ha sido especialmente beneficiosa para pacientes con 
tumores colorrectales en estadio localmente avanzado (III) y avanzado (IV) y en 
algunos casos también para aquellos con estadios localizados (II). El descubrimiento de 
nuevos fármacos citotóxicos y de anticuerpos monoclonales dirigidos contra dianas 
moleculares específicas, junto con la posibilidad de realizar tratamientos multidiana en 
los que se combinan varios de estos fármacos a la vez (Ej.: Leucovorin + 5-
Fluorouracilo + Irinotecan = FOLFIRI) ha conducido a una mejora en la supervivencia 
y en la calidad de vida de los enfermos. A continuación se presenta una descripción de 









3.1. 5-Fluorouracilo (5-FU) [155]. 
 
 Es un antagonista de pirimidinas perteneciente al grupo de los antimetabolitos, 
que posee una estructura similar al uracilo, con la única diferencia de poseer un átomo 
de flúor en la posición 5 de la molécula. Su actividad citotóxica viene mediada por dos 
mecanismos específicos de la fase S del ciclo celular (Fig.7.)  
 
 En condiciones normales, la Timidilato Sintetasa (TS) se encarga de transformar la 
deoxiuridina monofosfato (dUMP) en deoxitimidina monofosfato (dTMP) precursor 
de la deoxitimidina trifosfato (dTTP), uno de los nucleótidos esenciales para la 
síntesis del DNA. El 5-FU en su forma activa (F-dUMP) posee una estructura 
análoga al sustrato de la TS, lo que le permite unirse a la enzima, bloqueándola e 
inhibiendo por tanto su actividad. La inhibición prolongada de la enzima conducirá 
a la apoptosis de la célula. 
 
 El 5-FU en su forma activa (F-dUMP/F-UMP) es capaz de fosforilarse hasta 
convertirse en un falso nucleótido trifosfato (F-dUTP o F-UTP) que se incorporará a 
la cadena creciente de DNA y RNA abortando los procesos de replicación del DNA 
y los procesos de transcripción del RNA, lo que llevará consigo la muerte celular. 
 
3.2. Capecitabina [156]. 
 
 Fluoropirimidina oral que es transformada mediante reacciones enzimáticas en 
5-FU (Fig.7.). Posteriormente tras convertirse en su producto activo (F-dUMP/F-UMP) 
actuará como un fármaco citotóxico bloqueando los procesos de síntesis y replicación 
del DNA y de transcripción del RNA, disparando la apoptosis celular (Fig.7). 
 
3.3. UFT [157]:  
 
 Fluoropirimidina oral compuesta por Tegafur y Uracilo en una proporción de 
1:4. El Tegafur es una pro-droga que es convertida a 5-FU en el hígado. En dicho 
órgano, el uracilo se une e inhibe la acción de la enzima dihidropirimidina 
dehidrogenasa (DPD), encargada de catabolizar el 5-FU. En su forma activa el 5-FU 
actuará de manera citotóxica contra el tumor (Fig.7). 
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Fig.7. Mecanismos de acción del leucovorín y de las drogas citotóxicas pertenecientes al grupo del 
fluorouracilo (5-FU, Capecitabina y UFT). TS: Timidilato sintetasa; DPD: Dihidropirimidina 
dehidrogenasa; TP: timidina fosforilasa; PRPP: fosforribosil pirofosfato. 
 
 
3.4. Leucovorin (LV) [158]. 
 
 Metabolito proveniente del ácido fólico que normalmente se utiliza para paliar 
los efectos secundarios producidos por fármacos como el metotrexato en las células 
normales. En combinación con 5-FU aumenta el potencial inhibitorio de este último 
sobre la enzima TS. El leucovorín estabiliza la unión entre la TS y la forma activa del 5-
FU, aumentando así el periodo de actividad de este último. Otros fármacos como el 
Levamisol realizan una función similar. (Fig.7.) 
 
3.5. Oxaliplatino (OXL) [159].  
 
 Es un derivado del platino de tercera generación perteneciente al grupo de 
agentes alquilantes. Actúa uniéndose a la cadena de DNA en la que formará aductos 
Platino-DNA tanto inter- como intracatenarios, lo que impedirá la síntesis y replicación 
del DNA. Una característica importante de esta droga es su elevado sinergismo en 































3.6. Irinotecan ( CPT-11) [29]. 
 
 Es un derivado de la camptotecina que ha demostrado ser eficaz en un amplio 
número de tumores. Su diana molecular es la Topoisomerasa I (TOP1), una enzima 
nuclear implicada en los procesos de enrollamiento y relajación de la torsión de las 
hebras del DNA, necesarios para que tengan lugar los procesos de replicación, 
recombinación, reparación y transcripción del DNA. El Irinotecan, tras ser 
metabolizado a su forma activa (SN-38) en el hígado, actúa estabilizando el complejo 
“ssDNA-TOP I” e inhibiendo el paso de ligación de las dos hebras del DNA. Esto no es 
letal para la célula, sin embargo el choque que se produce entre la maquinaria de 
replicación y el complejo “ssDNA-TOP1” produce numerosas roturas en el DNA que 
serán irreversibles y que llevarán a la muerte celular. Este mecanismo es, por tanto, 
específico de la fase S del ciclo celular (Fig.8).  
 
3.7. Gefitinib [160]  y Erlotinib [161]: 
 
 La unión del Factor de Crecimiento Endotelial (EGF) con su receptor (EGFR) 
produce la dimerización del mismo (con otro monómero miembro de la familia Erb-B), 
dando lugar a la activación de los dominios tirosina quinasa intracelulares y la 
consiguiente  autofosforilación, que disparará una cascada de señalización intracelular 
implicada en procesos de crecimiento, proliferación, angiogénesis, inhibición de la 
apoptosis, metástasis, etc. Gefitinib es un medicamento oral que actúa como inhibidor 
selectivo de los dominios tirosina quinasa del receptor EGFR (también denominado 
ErbB-1) mediante el acoplamiento a la región de unión a ATP, evitando que esta 
molécula se pueda unir y por tanto producirse la autofosforilación del receptor y la 
activación de la cascada de señalización (Fig.9). El fármaco Erlotinib actúa mediante el 
mismo mecanismo que el Gefitinib (Fig.9). En la actualidad se están desarrollando otros 
fármacos cuya actividad sea efectiva en más de un tipo de receptor Erb-B, como es el 
caso de Lapatinib, capaz de afectar la activación de los dominios tirosina quinasa de 


















Fig.8. Mecanismos de acción de Irinotecan sobre la actividad de TOPO-I descrita. 
 
3.8. Cetuximab [163]: 
 
 Es un anticuerpo monoclonal quimérico (ratón/humano) cuya diana es el 
Receptor del Factor de Crecimiento Epidérmico (EGFR) al que se une con una afinidad 
aproximadamente 5-10 veces superior a la de sus ligandos endógenos como el EGF. 
Esta unión bloquea la interacción ligando-receptor, impidiendo la activación del mismo 
y la consecuente activación de la cascada de señalización intracelular que llevará a la 
activación de vías de proliferación, angiogénesis, invasión y metástasis, etc. (Fig.9). En 
la actualidad se han desarrollado anticuerpos totalmente humanizados, como el 
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3.9. Bevacizumab [165]: 
 
 Es un anticuerpo monoclonal humanizado que se une al Factor de Crecimiento 
del Endotelio Vascular (VEGF), inhibiendo así la unión de éste a sus receptores Flt-1 
(VEGFR-1) y KDR (VEGFR-2), situados en la superficie de las células endoteliales. Al 
neutralizar la actividad biológica del VEGF se reduce la vascularización de los tumores 











Fig.10. Representación gráfica del mecanismo de acción del fármaco Bevacizumab. 
 
 
 La disponibilidad de nuevos fármacos ha supuesto un abanico de posibilidades a 
la hora de tratar el CCR. Sin embargo, a la hora de administrar estos fármacos hay que 
tener en cuenta que: 
 
 Un porcentaje elevado de pacientes (en Estadio II y III) se curará completamente 
mediante cirugía, siendo la aplicación de tratamientos de QT o RTx innecesarios y 
nocivos para el paciente debido a la elevada toxicidad que presentan algunos de 
estos fármacos. 
 
 Un porcentaje importante de pacientes mostrará desde un principio resistencia a 
determinados fármacos. 
 
 Un porcentaje importante de pacientes que en un comienzo eran sensibles a 
determinados fármacos, acabarán haciéndose resistentes a los mismos con el paso 

























 Así, sería importante poder descubrir qué pacientes van a necesitar de un 
tratamiento complementario a la cirugía, que fármacos serán los más adecuados en cada 
caso y cuáles son los mecanismos que determinarán el estado “sensibilidad/resistencia” 




La técnica de los microarrays surge a mediados de los años 90 [166,167] como 
un método para estudiar la expresión de miles de genes de manera simultánea. La 
secuenciación del genoma humano [168,169] y la evolución de las técnicas de análisis 
molecular impulsaron enormemente el desarrollo de esta nueva metodología, haciendo 
que en la actualidad no sólo sea posible el estudio global del RNA que codifica para 
proteínas (variaciones en los niveles de mRNA mediante “Gene Expresión Profiling 
Analysis” [170]), sino también del genoma (análisis de mutaciones y polimorfismos 
mediante “Genome Wide Association Studies” [171] o de alteraciones en el número de 
copias de regiones de DNA mediante “Comparative Genome Hibridization” [172]) e 
incluso de parte del RNA no codificante (perfiles de miRNAs [173]) (Fig.11). Otras 
aplicaciones que se han ido sumando a este amplio catalogo de estudios que ofrece la 
técnica de los microarrays son el estudio de masivo de los procesos de metilación de las 
regiones promotoras de los genes [174] o el estudio de los factores transcripcionales 










































Fig.11. Aplicaciones de la técnica de los microarrays en las diferentes áreas de la biología molecular 
aplicadas a cáncer. 
 
4.1. Microarrays de expresión. Introducción. 
 
Los microarrays de expresión (Fig.12) se definen como un conjunto de miles de 
sondas (cDNAs u oligonucleótidos de DNA de 25 a 70 pb) dispuestas de manera 
ordenada sobre una superficie sólida, ya sea cristal o plástico, que permite analizar 
simultáneamente la expresión del genoma completo de un organismo. Cada una de las 
sondas representa específicamente un gen determinado al poseer una secuencia 
complementaria al mRNA transcrito por dicho gen posibilitando así, la medición de los 
niveles de expresión de todos los genes que conforman el genoma al mismo tiempo y en 
un único experimento. Los estudios de microarrays constan de 3 fases diferenciadas: 
 
4.1.1. Fabricación de los microarrays. 
 
Hasta hace poco tiempo, uno de los pasos más importante en este tipo de 
estudios era la síntesis del propio microarray, ya que la mayoría de ellos eran 
sintetizados por los propios laboratorios utilizando como sondas cDNAs de diferentes 
tamaños. Sin embargo desde hace unos años este tipo de chips está siendo sustituido por 
Microarrays:
- Single Nucleot Polimorf (SNP)
- Comp Genomic Hybrid (CGH)
- Metilación






• Grupos homogéneos que respondan
a tratamientos individualizados.
• Predecir el pronóstico y la 
respuesta frente a tratamiento de 
los pacientes.
• Conocimiento de las reglas que








microarrays de oligonucleótidos elaborados comercialmente por distintas empresas. 
Este nuevo tipo de microarrays, utiliza oligonucleótidos de un mismo tamaño, 
aumentando así la homogeneidad de la hibridación, disminuyendo los procesos de 


















Fig.12. Esquema de un microarray en el que se observa la disposición ordenada de los spots o puntos 
sobre un soporte sólido. Cada spots está compuesto por numerosas copias de una sonda específica 
para un único gen (Ej. Agilent microarray). El mRNA del gen A para la muestra a estudio se unirá 
por complementariedad a las sondas dispuestas en el array que reconozcan de manera específica 
dicho gen. En este ejemplo en el que se muestra una hibridación doble, las dos muestras hibridadas 
competirán por la unión a las sondas. La cantidad de mRNA transcrito por cada gen es 
proporcional a la cantidad que se une a las sondas en el array. 
 
Dentro de estos microarrays de oligonucleótidos existen dos corrientes en 
función de la longitud del oligonucleótido utilizado: 
 
 Oligonucleótidos cortos: de unas 25 pb aproximadamente, como los utilizados por la 
plataforma de Affymetrix [176]. Este tipo de oligonucleótidos tienen el problema de 
que debido a su pequeño tamaño tienen una menor fuerza de unión al mRNA. Para 
solucionar el efecto que pueda tener este problema en los resultados obtenidos, la 
compañía Affymetrix utiliza una técnica de “mismatch-perfect match” y varios 







































































































 Oligonucleótidos largos: de entre 50-70 pb. Al ser más largos, tienen una mayor 
fuerza de unión y una mayor especificidad. Este tipo de sondas son las que más se 
están extendiendo y son utilizadas por casas comerciales como Agilent, Applied 
Biosystems, Illumina o recientemente Biotools.   
 
La estrategias a la hora de sintetizar los oligonucleótidos depende de la casa 
comercial, utilizando en general dos posibilidades: o bien la síntesis in situ del oligo 
sobre el propio microarray como es el caso de Agilent Technologies y de Affymetrix o 
bien la síntesis previa del oligo que luego será anclada a la matriz como es el caso de 
Applied Biosystems. 
 
4.1.2. Marcaje e Hibridación de las muestras. 
 
El primer paso es el proceso de marcaje del RNA que consiste en “etiquetar” 
todos los RNAs mensajeros del tumor, con una molécula fluorescente que luego seamos 
capaces de medir, sin alterar su proporción relativa y con una actividad específica 
suficiente para que produzcan una señal robusta [177,178]. Este proceso se puede 
realizar de manera directa, para lo que es necesario partir de concentraciones muy 
elevadas de RNA (entre 10 y 40 µg). De esta manera el mensajero es marcado durante 
su retrotranscripción a cDNA, molécula la cual será hibridada al microarray. El marcaje 
indirecto, permite sin embargo y gracias a la introducción de un pequeño paso de 
amplificación, partir de una menor cantidad de RNA inicial (0.1-1 µg). En este caso el 
mensajero suele ser transformado a cDNA y posteriormente a cRNA, paso en el cuál se 
produce el marcaje y la amplificación de la muestra. Este último método suele ser el 
más utilizado cuando se trabaja con muestras humana ante la usual escasez de material 
disponible.  
 
Una vez realizado el marcaje se produce la hibridación del mensajero al 
microarray. En función de cómo se quiera  estudiar la expresión diferencial entre las 
muestras, se utilizará o bien la hibridación simple o bien la hibridación doble (o 
competitiva): 
 
 Hibridación simple: las muestras que se van a comparar se hibridan individualmente 
a un microarray, marcando todas las muestras con el mismo fluorocromo (Ej.: 
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Cianina 3). Esto hace que el error de incorporación o la velocidad de degradación 
del fluorocromo afecten por igual a todas ellas. Este diseño permite una mayor 
flexibilidad a la hora de realizar las comparaciones, aunque sin embargo dificulta los 
procesos de normalización.  
 
 Hibridación doble: se marcan las dos muestras a comparar con compuestos 
diferentes (generalmente Cianina-3 y Cianina-5) y se hibridan juntas a un solo 
microarray. La ventaja de este tipo de hibridación es que al usar el mismo 
microarray, el ruido del fondo de cristal y de los “spots” de DNA son los mismos 
para ambas muestras y que en caso de usar una muestra de referencia, los procesos 
de normalización son más fáciles de llevar a cabo al contar con una referencia 
común para todas las muestras. Las desventajas principales son que exige corregir 
los datos de expresión debido a las diferencias de incorporación de cada 
fluorocromo y que las posibilidades experimentales también se ven más limitadas 
ante la necesidad de tener que contar con muestra de referencia suficiente, para 
cualquier tipo de comparación que se quiera llevar a cabo. 
 
4.1.3. Análisis de datos. 
 
La unión de cada RNA a su sonda (dispuesta en un “spot” o círculo en el 
microarray) produce una intensidad de fluorescencia que es directamente proporcional 
al nivel de expresión de ese gen. Una de las razones por las que el análisis de datos 
presenta una gran complejidad es debido al gran número de variables (genes) que 
convergen en cada experimento (Ej.: del orden de varios miles cuando se estudia el 
genoma humano completo) y al bajo tamaño muestral, en comparación, utilizado en los 
estudios (alrededor de 15-100 muestras). Una vez escaneado el microarray hibridado y 
procesada la imagen obtenida, se genera la matriz de expresión sobre la que se realizará 
el análisis de datos. 
 
En este tipo de estudios los datos se organizan en matrices en donde cada línea 
representa un gen y cada columna una muestra, pudiendo ser definidos, tanto muestras 
como genes, en forma de vectores (Fig.13.). En el caso de los genes, cada uno será 
descrito como un “vector de expresión génica” con “m” dimensiones o valores, siendo 
“m” el número de muestras que conforman la matriz (ej.: un gen “g1” cuyo valor ha 
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sido calculado para tres muestras, se expresará como un vector con tres coordenadas o 
dimensiones de la forma (m1, m2, m3)). 
12     -4      6      0    …
5       3     -1     10   …
11      3      0      -2   …
m1 m2 m3 m4    …






Fig.13. Representación de la matriz de datos de expresión en donde cada 
columna representa una muestra “m” y cada fila un gen “g”.  
 
El análisis de los datos consta de dos fases: 
 
 Pre-procesado de datos: 
  
 Filtrado de datos [177]: “Limpia” la matriz de datos generada mediante la 
eliminación de sondas cuya expresión o bien es tan baja que se confunde con el 
ruido de fondo o bien refleja problemas puntuales acontecidos durante el 
proceso de hibridación. 
 
 Normalización [179,180]: corrige errores o sesgos sistemáticos introducidos 
durante los procesos de marcaje e hibridación de las muestras, originados por la 
distinta incorporación de los fluorocromos, por diferencias en la cantidad de 
RNA inicial de las muestras estudiadas, por la desigual distribución de la 
fluorescencia a lo largo del chip, etc. Estos sesgos suelen ser de tipo espacial y/o 
dependientes de la intensidad. Para corregirlos se calculan factores 
normalización que asumen dos hechos: por un lado que la cantidad de muestra 
hibridada es la misma y por tanto el número total de transcritos también y por 
otro, que existe un número elevado de genes cuya expresión va a permanecer 
invariable. Dependiendo de si los sesgos encontrados varían o no en función de 
la intensidad de fluorescencia, se utilizarán métodos de normalización no 
lineales (Ej. LOWESS) o lineales (Ej. “mean normalization”, regresión lineal, 








 Análisis de datos:   
 
Una vez los datos filtrados, normalizados y por tanto listos para el estudio, su 
análisis dependerá de cual sea el objetivo del trabajo, pudiendo usarse métodos no 
supervisados o métodos supervisados [177,178].   
 
 Métodos no supervisados (Ver Anexo I. Pág.170): son técnicas de agrupación 
que se basan exclusivamente en los datos de expresión para generar los 
resultados, sin hacer uso de ningún conocimiento previo relativo a la patología. 
Estos  métodos se utilizan en los estudios de descubrimiento de clases en donde 
se intenta crear  una nueva clasificación o descubrir nuevos subtipos moleculares 
con relevancia en la patología, basándose solamente en las similitudes entre los 
perfile de expresión. Entre los métodos más frecuentes destacan la técnica de 
agrupación jerárquica (“clustering” jerárquico), el “k-means”, los “Self 
Organizing Maps” (SOM) o el análisis de componentes principales (“Principal 
Component Análisis” o PCA).  
 
 Métodos supervisados (ver Anexo I. Pág.182): se utilizan parámetros externos a 
la matriz de expresión (Ej. estadiaje del tumor, estatus del receptor de estrógeno, 
etc.) para generar los supuestos que se van a analizar mediante las matrices de 
expresión. Cuando el objetivo final es caracterizar las diferencias entre grupos 
de muestras se utilizan los procesos de comparación de clases (t-test, ANOVA, 
etc.). Sin embargo si el objetivo último es establecer un clasificador que permita 
catalogar nuevas muestras en los grupos previamente definidos, se utilizarán los 
procedimientos de predicción de clases (“Support Vector Machines” (SVM), “k-
nearest neighbor” (KNN), etc.). Estas técnicas crean algoritmos de clasificación 
en base a los genes que muestran una mayor expresión diferencial entre los 
diferentes grupos, de manera que al aplicarlo sobre los valores de expresión de 
una nueva muestra, se obtiene el grupo al que es más probable que la nueva 
muestra pertenezca.  
 
Los tres supuestos anteriores  (descubrimiento, comparación y predicción de 
clases) exigen, en cualquier caso, para confirmar la universalidad de sus resultados la 
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verificación de los hallazgos realizados en conjuntos de datos independientes de aquel 
utilizado para obtener los resultados [181]. 
 
4.2. Fiabilidad y reproducibilidad de la técnica de los microarrays.  
  
La euforia creada ante la posibilidad de ser capaces, mediante microarrays, de 
caracterizar todas las enfermedades humanas en un corto período de tiempo [182], llevo 
a la aparición de artículos poco rigurosos que utilizaban esta metodología. Consecuencia 
de ello, en 2005 se publicó una comparativa de diversos estudios de microarrays en 
cáncer en las que se ponía en duda su reproducibilidad y se insinuaba que la mayoría de 
ellos no lograban obtener una clasificación más precisa que la que se podría establecer 
al azar [183]. Durante este tiempo y en consonancia con este estudio, otros trabajos 
habían señalado las numerosas carencias de este tipo de estudios [183-190]. 
   
 A raíz de esto, a partir del año 2005 y en paralelo con la evolución de la técnica 
y la progresiva estandarización de los protocolos, fueron surgiendo una serie de trabajos 
llevados a cabo por grupos cooperativos [191-196] dentro del proyecto Microarray 
Quality Control (MAQC), que demostraron la reproducibilidad de esta técnica tanto 
entre laboratorios como entre plataformas siempre y cuando se estandarizasen los 
protocolos y se establecieran controles de calidad. Además, durante este tiempo, otros 
grupos consiguieron demostrar la validez funcional de los predictores moleculares, al 
probar como en el caso de cáncer de mama, que distintos predictores pronóstico 
reconocían los mismos grupos de pacientes [197] y que existía una similitud biológica 
entre los genes que conformaban los distintos predictores [198]. 
 
Como parte de los procesos de estandarización también se ha hecho hincapié 
sobre la información que debía ser hecha pública en este tipo de trabajos. A partir de 
2001 diversos grupos colaborativos [199] comenzaron a desarrollar las denominadas 
reglas MIAME o Minimum Information About Microarray Experiments en donde se 
especifican la información mínima que se ha de proporcionar de cada análisis de 
microarrays (dato bruto, dato procesado, identificación y características de las muestras, 
anotación de los genes, etc.) para facilitar el intercambio de información entre grupos de 
investigación y la interpretación por otros grupos de los trabajos publicados.  
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4.3. Aplicaciones de los microarrays de expresión en cáncer. 
 
 La aparición de esta tecnología ha permitido un mayor conocimiento de las vías 
moleculares que regulan el desarrollo de gran cantidad de enfermedades, facilitando en 
algunos casos la toma de decisiones clínicas y el manejo de los pacientes. La oncología 
es una de las áreas en las que los microarrays han despertado mayor interés, quizás 
debido a la posibilidad de que esta técnica sea capaz de poner de manifiesto gran parte 
de la variabilidad inherente a esta enfermedad. Hasta ahora, los trabajos realizados con 
esta técnica en el campo de la oncología han permitido [177,200,201]: 
 
 Establecer la individualidad del tumor (tumor-metástasis) frente a otros tumores 
[202], observándose que el tumor primario es más parecido a su metástasis que a 
otro tumor primario aunque este pertenezca al mismo estadio.  
 
 Descubrir nuevas vías alteradas en el desarrollo de tumores, ya sean independientes 
del órgano en el que se desarrollen (se describió la existencia de un “cluster” de 
genes implicado en proliferación que se encontraba sobreexpresado en tumores de 
diferentes órganos) [203], o específicas del mismo [204].  
 
 Descubrir nuevos subtipos tumorales basados en la composición celular del tumor 
[202,205-207] y en base a ello crear nuevos sistemas de clasificación con valor 
pronóstico [205,207,208]. 
 
 Desarrollar predictores pronóstico para diferentes tumores como el de cerebro [209], 
riñón [210], linfomas [211], pulmón  [212] o mama [170,213-216]. Algunos de 
estos predictores han sido aprobados para su uso en la práctica clínica, como el 
MamaPrint (Agendia) [213], el OncotypeDX (Genomic Health) [214] y el H/I test 
(Aviara Dx) [216] en el caso de cáncer de mama. Dentro del desarrollo de perfiles 
pronósticos cabe destacar la importancia que están adquiriendo aquellos basados en 
la expresión de los componentes del estroma [217,218]. 
 
 Creación de perfiles de expresión predictivos, ya sea mediante trabajos en líneas 
celulares y posterior validación en tumores humanos [219,220], o bien directamente 
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mediante estudios de comparación entre pacientes respondedores y no 
respondedores frente a tratamiento [221-226].  
 
 Determinar vías capaces de modular la sensibilidad o resistencia de las células ante 
un determinado tratamiento [227,228].  
 
 Caracterizar nuevos marcadores diagnóstico [229] o posibles nuevas dianas 
terapéuticas para el tratamiento del cáncer [230].   
 
4.4. Papel de los perfiles de expresión en el cáncer de colorrectal. 
 
A pesar de que los resultados obtenidos mediante este tipo de trabajos en cáncer 
colorrectal no alcanzan la importancia de los descritos en otro tumores como el de 
mama para el que algunas de las firmas genéticas encontradas ya se están utilizando en 
la clínica, existe una gran cantidad de trabajos que vienen a sugerir el posible uso 
clínico de los perfiles de expresión en cáncer colorrectal en un futuro próximo. Hasta el 
momento, los estudios realizados han conseguido establecer con más o menos fortuna 
perfiles de expresión diferentes en función del pronóstico del paciente, de su posible 
respuesta a tratamiento o de parámetros tales como la localización tumoral, la presencia 
de inestabilidad en microsatélites, etc. [231]. Los resultados más destacados se 
describen brevemente a continuación. 
 
4.4.1. Desarrollo de la enfermedad: “mucosa normal – adenoma – 
adenocarcinoma”. 
 
Los primeros estudios demostraron que el uso de técnicas globales en expresión  
no sólo permitía separar muestras tumorales de muestras de mucosa de colon normal 
[232-237], si no que mediante el análisis de los genes que se expresaban de manera 
diferencial, se podía también conocer la composición celular de los tejidos (estroma, 
epitelio, músculo liso, etc.) [232,238] o ver qué genes se encontraban funcionalmente 
correlacionados entre sí [232]. Estudios posteriores, consiguieron añadir un grado más 
de definición al ser capaces de diferenciar a nivel molecular la evolución tumoral: 
“mucosa normal - adenoma - adenocarcinoma” [237,239,240]. 
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 Durante el desarrollo de estos estudios se fueron describiendo una serie de genes 
que caracterizaban y diferenciaban estos tres “estadios”. Así, se observó la 
desregulación de vías biológicas que proporcionan ventajas selectivas a las células 
tumorales (adenomas y adenocarcinomas) como la síntesis del RNA y proteínas, la 
expresión de oncogenes,  crecimiento y división celular, la transducción de señales, la 
desregulación del ciclo celular, los procesos de muerte celular  y de inmunidad, etc. 
También se encontraron genes implicados en crecimiento celular y proliferación cuya 
expresión iba aumentando a medida que aumentaba el proceso de malignización. 
Finalmente genes diferencialmente expresados entre adenomas y carcinomas se vio que 
estaban relacionados con situaciones de hipoxia y privación de alimentos, lo que podría 
indicar que las células tumorales están cambiando sus perfiles de expresión y se están 
adaptando a un entorno con baja concentración de oxigeno y de nutrientes. 
 
4.4.2. ¿Diferente localización del tumor = Diferente pronóstico? 
 
  Algunos estudios insinuaron la posibilidad de que la distinta localización del 
tumor (colon derecho-colon izquierdo) pudiese estar relacionada con diferencias en el 
desarrollo del tumor y en el pronóstico del paciente [241,242], lo que a su vez podría 
venir reflejado por la aparición de perfiles moleculares diferentes para tumores de 
ambas localizaciones. Sin embargo y aunque se confirmó la existencia de genes capaces 
de diferenciar los tumores según su localización proximal o distal en el intestino grueso, 
y se encontró asociación entre dicha localización con parámetros como la invasión 
linfática o la invasión vascular, no se ha podido confirmar que el pronóstico de dichos 
pacientes sea significativamente diferente, ni que el índice de recurrencia sea mayor o 
menor o que vivan más o menos tiempo dependiendo de donde se localice la 
enfermedad.  
  
4.4.3. Perfiles de expresión e Inestabilidad genética. 
 
 Aproximadamente un 10-15% de los tumores esporádicos de colon y los tumores 
de tipo HNPCC presentan inestabilidad en secuencias microsatélite (MSI). A lo largo de 
los años diversos trabajos han relacionado el estatus “MSI” con  diferentes 
características clínico-patológicas [63] (Tabla.6) y con un patrón de desarrollo diferente 
al de los tumores estables [243].  
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 Varios estudios han demostrado mediante técnicas no supervisadas [243,244] que 
existen diferencias moleculares entre los tumores MSS y los MSI. Los genes que 
caracterizan los perfiles de expresión de  ambos grupos parecen apoyar la hipótesis de 
que estos dos grupos desarrollan el tumor por vías diferentes y además ambas vías 
estarían asociadas a distinto pronóstico [30,63,243-246]. Las diferencias más relevantes 
entre ambos tipos tumorales a nivel de la expresión génica son las siguientes: 
 
 La sobreexpresión de un grupo de metalotioneinas en los MSI podrían estar detrás 
de la mayor resistencia de estos tumores a la quimioterapia [245].  
 
 La sobreexpresión de genes como MUC5AC y MUC1 podrían ser los responsables 
de que los tumores MSI presenten un fenotipo mucinoso en comparación con los 
tumores MSS [243,246].  
 
 La sobreexpresión de genes que codifican proteínas de respuesta inmune como la 
Granulisina, el 4-1BBL, la Granzima A, etc. [243,244,246] se correlaciona con la 
característica de los tumores MSI de poseer infiltración de células del sistema 
inmune, lo que podría explicar, al menos en parte, el mejor pronóstico de este grupo 
frente a los MSS. Otro factor que podría contribuir a esta diferencia de pronóstico es 
el hecho de que genes que teóricamente estarían implicados en la progresión del 
tumor como VEGFβ, DD5, NNOX1, PTP4A3, MMP7, etc. estarían inhibidos en los 
tumores MSI frente a los MSS, mientras que otros que teóricamente frenarían su 
progresión (Caspasa2, BCL10, SMAD4, HME, etc.) estarían sobreexpresados [244-
246].  
 
  A este respecto cabe destacar el estudio de expresión realizados en 
adenocarcinomas serrados [247]. En este trabajo, Laiho et al. describen perfiles de 
expresión capaces de diferenciar entre tumores serrados y convencionales y apuntan 
hacia una posible conexión entre adenocarcinomas serrados y adenocarcinomas con 









4.4.4. Perfiles de expresión y clasificación de tumores. 
 
 El grupo de Friedericksen [248] intentó probar que era posible clasificar los 
tumores desde un punto de vista molecular en función de los estadios de Dukes. Sin 
embargo, sólo lo consiguieron con los tumores en estadios B y C,  mientras que los 
estadios A y D quedaban sin agrupar. En sintonía con esto, el grupo de Kwong [249] no 
fue capaz de establecer diferencias entre los estadios B, C y D. En otros trabajos como 
los de Groene [250], aunque son capaces de diferenciar estadios II vs. III, se no 
observan vías moleculares diferencialmente alteradas entre los estadios de Dukes 
analizados.   
 
 Bertucci et al. [251] fueron capaces, mediante perfiles de expresión, de 
distinguir tumores con potencial metastásico (diagnosticados como tumores con 
metástasis o que durante el seguimiento la desarrollaron) de tumores sin dicho potencial 
(con ganglios afectados pero que no desarrollaron metástasis durante el seguimiento). 
Esta clasificación sin embargo distinguía peor si se dividía a los pacientes en estadios C 
o D de Dukes, reflejando de nuevo que la clasificación histológica no parece 
corresponderse con la clasificación molecular.   
 
 Estudios posteriores como los del grupo de Eschrich [252] y del grupo de Wang  
[253] apuntaban también hacía la existencia de heterogeneidad a nivel molecular dentro 
de los estadios clínicos, ya que los perfiles moleculares eran capaces de predecir buen y 
mal pronósticos cuando se analizaban solo tumores en estadios B o tumores en estadios 
B y C conjuntamente, cosa que no ocurría si se utilizaba parámetros como la propia 
clasificación de Dukes o el número de capas infiltradas por el tumor.  
 
4.4.5. Perfiles de expresión y metástasis. 
 
 La aparición de metástasis es una de las causas principales de muerte por cáncer. 
Cuando se habla de investigar los patrones que rigen su desarrollo es necesario 
considerar dos aspectos fundamentales: 
 
 La capacidad del tumor para producir metástasis: diversos estudios han puesto de 
manifiesto que esta capacidad viene definida por el propio tumor primario, siendo 
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los perfiles de expresión de los tumores y los de sus metástasis correspondientes 
prácticamente iguales, mientras que el perfil de los tumores primarios que 
metastatizan difieren de aquellos otros que no lo hacen [251,254-256]. Esta teoría 
parece confirmarse mediante los resultados obtenidos en los estudios que relacionan 
perfiles de expresión en tumores primarios con pronóstico y/o recurrencia 
[252,253,257-260]. A pesar de ello, otros estudios como el de Ki [261] y el de 
Yanagawa [262] han sido capaces de encontrar perfiles diferenciales (aunque con un 
bajo número de genes entre los que se encontraba MMP1, MMP2, TIMP1) entre 
tumores colorrectales y sus metástasis.   
 
 El tropismo hacia un determinado órgano: en cáncer colorrectal, nada se sabe a este 
respecto, pero se cree que esta capacidad podría también venir marcada en los 
tumores primarios, como ocurre en otros tumores como el de mama [263]. 
 
4.4.6. Perfiles de expresión y pronóstico. 
   
  Diversos estudios ya habían demostrado en otros tipos de cáncer la eficacia del 
uso de microarrays en la determinación del pronóstico de los pacientes [170]. El primer 
trabajo que confirmó la utilidad de las técnicas de análisis masivo para predecir 
recurrencia en cáncer colorrectal fue realizado por el grupo de Wang en 2004 [253]. A 
partir de entonces diversos grupos han centrado sus investigaciones en éste área (Tabla 
8), Los conclusiones más importantes aportadas por estos trabajos son  [252,253,257-
260]: 
 
 Es posible establecer predictores moleculares que diferencien pacientes con un 
riesgo más elevado de recurrencia. Curvas de Kaplan-Meier realizadas en base a 
estos perfiles moleculares corroboraron que existe una diferencia estadísticamente 
significativa en el tiempo de supervivencia entre ambos grupos (es decir, entre 
aquellos clasificados como “recurrentes o de mal pronóstico” y “no recurrentes o 
de buen pronóstico” utilizando perfiles genéticos).  
 
 Predictores individuales que se habían tratado de utilizar con anterioridad, o bien 
no eran capaces de predecir la recurrencia, como ocurría con la expresión de los 
genes TP53, RAS, el tamaño del tumor, el grado de diferenciación, la pérdidas 
Introducción 




alélica en el 18q o la división de la muestras según su estadio de Dukes (B y C) o 
bien su poder predictivo era menor del que mostraban la mayoría de las firmas 
genéticas (Ej.: “invasión de ganglios linfáticos + edad”, TNM, etc.). 
 
 A través del estudio del perfil molecular del tumor se podría establecer el 
comportamiento y evolución del paciente, lo que no es posible hacer de manera 
precisa a través de la morfología del tumor.  
 
 La falta de concordancia entre los genes que conforman los diferentes predictores 
moleculares no invalida su poder pronóstico. Esta afirmación, viene además 
avalada por el hecho de que varias de estas firmas genéticas ya han sido validadas 
por los propios grupos en matrices de muestras provenientes de otros laboratorios 
o incluso de manera completamente independiente por otros grupos como sucedió 
con la firma genética establecida por el grupo de Wang y que fue confirmada por 
el laboratorio de Barrier. La eficacia de un predictor y, por tanto, la posibilidad de 
aplicarlo a la clínica no depende tanto de su composición sino del hecho de que 
con él se pueda predecir recurrencia de manera precisa en cualquier grupo de 
muestras.  
 
 La interacción Epitelio tumoral - Estroma podría jugar un papel muy importante 
en el desarrollo de la metástasis como se deduce del hecho de que grupos como el 
de Barrier hayan sido capaces de crear un predictor de recurrencia basado en 
perfiles de mucosa de colon normal adyacente al tumor. 
 
  En la actualidad se está a la espera de la aparición en el mercado de la primera 
prueba que mediante perfiles de expresión génicos será capaz de predecir recurrencia en 
pacientes con cáncer de colon en estadio II (Agendia) [264]. Este test comercial sería 
capaz de diagnosticar el riesgo de recurrencia con mayor precisión que los actuales 
parámetros clínico-patológicos, facilitando la identificación de los pacientes que se 










4.4.7. Perfiles de expresión y tratamiento. 
 
  Al igual que en otros tumores, los estudios realizados en cáncer colorrectal en 
relación con el tratamiento han estado enfocados a descubrir los patrones que rigen la 
sensibilidad o resistencia (ya sea innata o adquirida) de los pacientes frente a 
determinados fármacos.  
 
   Tras la obtención de resultados positivos para la determinación de resistencia o 
sensibilidad a 5-FU y Camptotecina mediante perfiles de expresión en un conjunto de 
líneas celulares de carcinoma de colon [265], se llevaron a cabo los primeros estudios 
en muestras humanas. Varios grupos se plantearon la posibilidad de estudiar, a través de 
los perfiles de expresión de biopsias de tumor primario [266-268] o del propio tumor 
primario una vez resecado [269,270], si era posible diferenciar aquellos pacientes que 
iban a responder a un determinado tratamiento de aquellos otros que serían resistentes al 
mismo (Tabla 9). La mayor probabilidad de respuesta al tratamiento, podría permitir 
llevar a cabo intervenciones quirúrgicas en pacientes con tumores inicialmente 
irresecables, incrementando la probabilidad de curación o mejorando la supervivencia. 
En los cinco estudios descritos, se obtuvieron firmas genéticas que eran capaces de 
diferenciar respondedores de no respondedores. Además, estos resultados, junto con lo 
encontrado en otros trabajos [271], han permitido obtener una visión más global de los 
mecanismos de acción de algunos de esos fármacos, que afectaban vías relacionadas 
con adhesión, metabolismo de DNA, matriz extracelular  y citoesqueleto, proliferación 
y división celular, apoptosis, etc.). 
 
  Esto confirma la posibilidad de utilizar este tipo de aproximaciones en el estudio 
del cáncer colorrectal para valorar la respuesta futura de los pacientes frente a los 
fármacos, aunque siempre siendo cautos y teniendo en cuenta que deberían llevarse a 
cabo nuevos ensayos con series de pacientes más homogéneas y numerosas.
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Comparación de los artículos publicados relacionados con pronóstico en cáncer colorrectal y firmas genéticas.  
 
Estudio, Año y 
Revista





recurrencia Predictor Matriz de datos Precisión Sensibilidad Especificidad
Wang Y et al. JCO 
2004 Estadio II
74 muestras 
(43 S y 31 R) 3 años
 23 genes                            
(ej: Cadheria 17) 36 ME y 36 MV 78% 72% 83%
Arango D et al. 
Gastroenterology 
2005
Estadio III 25 muestras (15 S y 10 R) 5 años
 17 genes                            
(ej: RHOA)
25 muestra (ME = MV) 
(LOOCV) 88% 80% 93%
Eschrich S et al. 
JCO 2005 Estadio II, III y IV
78 muestras 
(30 S y 48 R) 3 años
43 genes (ej: SPP1 y 
Neuregulina)
78 muestras (LOOCV) 
MV = muestras danesas 90% 93% 84%
Barrier A et al. JCO 
2006 Estadio II
50 muestras 
(25 S y 25 R) 5 años
30 genes (ej: prot 
ribosomales)
ME = 10-40 muestras  
MV = 40-10 muestras 76.3% 85.1% 67.5%
 T,N y M 77% 34% 97%
 TNM + Expresión (ZBTB6, 
CASP1, CXCL14) 73% 49% 86%
 22 genes (ej: PKB) 77% 53% 88%
 Inv de Gángl Linf y Edad 65% 84% 45%
Inv GL + Edad+ Expres 
(CA2, CXCL9, PKB) 80% 74% 86%
  19 genes (ej: PKB) 84% 85% 83%
Barrier A et al. 
Oncogene 2007 Estadio II
24 muestras 
colon normal 
(14 S y 10 R)
5 años 70 genes                             (ej: Anexina y CD24) 18 ME y 8 MV 82% 73% 87.1%
5 años
Progresión tumoral, transcripción, traducción y 
mitosis
Implicados en respuesta inmune
149 muestra (LOOCV) 
MV = muestras Alemania 
55 muestras (LOOCV) 
MV = muestras Nueva 
Zelanda
Vias implicadas
Receptores de membrana plasmática, 
crecimiento celular y/o mantenimiento y 
respuesta inmune
Lin YH et al. Clin 
Canc Res 2007
Nueva Zelanda: 
Estadio I, II, III y 
IV
Alemania:        
Estadio I y II
5 años149 muestras (102 S y 45 R)
55 muestras 
(26 S y 29 R)
Prot. Ribosomales: traducción y podrían estar 
implicadas en progresión de ciclo celular, 
apoptosis, respuesta a daño en el DNA e 
invasión tumoral
Ciclo celular, proliferación, progresión tumoral 
y respuesta inmune
Transporte proteico (mitocondrial, nuclear, ret. 
Endoplasmático), procesamiento de proteínas 
(plegamiento y aminoacilación de tRNAs)
La osteopontina (SPP1) parece estar implicada 
en adhesión celular, invasión, angiogénesis y 
apoptosis. Neuregulina es un ligando para el 




Tabla .8. Resumen de los trabajos realizados con microarrays en relación a pronóstico de pacientes con cáncer colorrectal (18, 19, 23-26). 
Nota: todos los trabajos han sido realizados con microarrays de la casa Affymetrix (Affymetrix, Santa Clara, CA) a excepción del experimento realizado por el 
grupo de Nueva Zelanda (MWG Human 30k array) y el grupo de Eschrich (TIGR array). 
Abreviaturas: S = sano; R = recurrencia; T = capas infiltrada por el tumor; N = ganglios linfáticos afectados; M = metástasis; GL = ganglios linfáticos;   ME = 
matriz ensayo; MV = matriz de validación; LOOCV = “leave-one-out-cross validation”. 
Precisión = proporción de pronósticos correctamente realizados; Sensibilidad = proporción de recurrencias correctamente diagnosticadas; Especificidad = 
proporción de “no recurrencia” correctamente asignadas.
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Comparación de los artículos publicados relacionados con tratamiento en cáncer colorrectal y firmas genéticas.  
 
Trabajo Del Rio M et al.             JCO 2007
Matsuyama R et al.         
Int J Cancer 2006
Ghadimi BM et al.         
JCO 2005
Watanabe T et al.               
Canc Res 2006
Kim IJ.                                                  
Dis Col Rect 2007
Origen del 
Tumor 
Colon                                       
(21 pacientes)
Colon                                        
(22 pacientes)
Recto                                         
(30 pacientes)
Recto                                                
(52 pacientes)
Recto                                            
(46 pacientes)
Lugar de la 
metástasis Hígado
15 Higado                            
4 "Hígado+pulmón"              
3 "Hígado+peritoneo"
―― ―― ――
Tratamiento FOLFIRI                                (post-cirugía)
Terapia basada en 5-FU                                    
(post-cirugía)
QT (5-FU) + RT            
(previo cirugía)
RT                                  
(previo cirugía)




Disminución de la 
metástasis con la finalidad 
de resecarlas
Disminución de la 
metástasis con la finalidad 
de resecarlas
Disminución del tumor 
primario con la intención de 
resecarlo
Disminución del tumor 
primario con la intención de 
resecarlo
Predicción de respuesta 
completa frente a 
tratamiento preoperatorio
Metodología Microarrays Affymetrix
qRT-PCR                             
&                               
microarrays
Home-made arrays Microarrays Affymetrix Microarrays Affymetrix
Muestra de 
trabajo Tumor primario Tumor primario Biopsia del tumor primario Biopsia del tumor primario Biopsia del tumor primario
Predictor 14 genes 3 genes 54 genes 33 genes 95 genes
Precisión 74.4% 86.3% 83.0% 82.4% 84.0%




Tabla.9. Cuadro resumen de los trabajos que analizan mediante perfiles la repuesta de los pacientes a determinados tratamientos  [266-270]. 
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Hipótesis y objetivos 
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El cáncer colorrectal es una de las neoplasias con mayor incidencia y mayor tasa 
de mortalidad en los países desarrollados. En la actualidad los sistemas de clasificación, 
de pronóstico y de tratamiento de estos pacientes están única y exclusivamente basados 
en criterios clínicos y anatomopatológicos que no son capaces de reflejar toda la 
heterogeneidad de una enfermedad tan compleja. Este hecho provoca que sujetos 
clasificados en un mismo estadio, evolucionen en la enfermedad o respondan a un 
mismo tratamiento de manera diferente.  
 
La secuenciación del genoma humano y la aparición de técnicas de análisis 
masivo como los microarrays han permitido abordar de manera global y efectiva la 
complejidad molecular de esta enfermedad, aportando, en algunos casos, como en el de 
cáncer de mama, herramientas efectivas para el manejo clínico de los pacientes. 
 
Teniendo en cuenta estos antecedentes, nos planteamos la realización del 




 Estudio del patrón de expresión de los tumores colorrectales con el fin de realizar 
una clasificación de los pacientes en grupos molecularmente homogéneos y de 
establecer la correlación existente con la actual clasificación clínica y otros 
parámetros de posible interés para el tratamiento de los pacientes. 
 
 Aplicación de técnicas no supervisadas para la agrupación de muestras 
(descubrimiento de clases) en función de los perfiles de expresión y 
establecimiento de una clasificación molecular. 
 
 Caracterización de los patrones de expresión diferencial para cada uno de los 
grupos tumorales propuestos con la finalidad de identificar nuevos marcadores 
moleculares capaces de predecir el comportamiento del paciente. 
 
 Correlación de los subtipos moleculares definidos con los parámetros clínicos y 
patológicos estudiados, en especial con la clasificación histológica (Dukes).  
 
 Validación de la clasificación mediante el uso de grupos de muestras 
independientes. 
 
Hipótesis y objetivos 
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 Realización de análisis de supervivencia para el estudio de una posible 





 Caracterización del perfil de expresión diferencial que identifica el fenotipo 
malignizado (tejido normal vs. tejido tumoral), con la intención de determinar 
marcadores y funciones biológicas alteradas que permitan profundizar en el 
conocimiento de las reglas que regulan el cáncer y que pueden ser de interés para su 
futura aplicación en la práctica clínica . 
 
 Implantación de la técnica de los microarrays en el Laboratorio de Oncología 
Molecular (Dpto. de Oncología Médica) del Hospital Clínico San Carlos, con el fin 
de posibilitar la realización de nuevos proyectos en el área de genómica: 
 
 Extracción de ácidos nucleicos de muestras biológicas (tejido congelado) y 
establecimiento de controles de calidad. 
 
 Marcaje e hibridación de la muestras. Establecimiento de controles de calidad. 
 
 Implantación y manejo de “softwares” de análisis de datos genómicos. 
Materiales y métodos 
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1. Diseño experimental . 
 
El diseño experimental en este tipo de estudio es esencial para la obtención de 
resultados fiables y consistentes. En este trabajo se establecieron cuatro pilares básicos 
sobre los que desarrollar el proyecto: 
 
 Selección de muestras: puesto que el objetivo del proyecto era realizar una 
clasificación molecular del cáncer colorrectal se intentó que el conjunto de muestras 
analizadas fuese representativo de los diferentes estadios tumorales, para lo que se 
seleccionaron muestras en los cuatro estadios de Dukes (A, B, C y D) en 
proporciones similares. 
 
 Análisis del tejido tumoral. La importancia de la interacción epitelio-estroma en el 
desarrollo del tumor está cobrando cada vez mayor protagonismo en el desarrollo 
del cáncer, por lo que se decidió no utilizar técnicas como la microdisección con 
captura por láser para seleccionar solamente células epiteliales, si no analizar la 
expresión conjunta de las células del estroma y del epitelio, teniendo cuidado de que 
la proporción entre ambas fuese un fiel reflejo de la composición del tumor.  
 
 Selección de la plataforma a utilizar: se utilizó la plataforma de microarrays de 
Agilent Technologies. Sus matrices de expresión están formadas por 
oligonucleótidos largos de secuencia específica (60pb) para cada gen sintetizados 
“in situ”, lo que aumenta la fuerza y especificidad de unión con los tránscritos 
hibridados. Este sistema posee además un rango dinámico muy amplio y es capaz de 
detectar de manera fiable y con un alta reproducibilidad, diferencias mínimas de 
expresión de hasta 1,3 veces y niveles bajos de mRNA (1 tránscrito/ célula / millón 
de células). 
 
 Hibridación:  
 
 Modelo de hibridación utilizado. Se utilizó una técnicas de hibridación doble 
frente a una muestra de referencia común, facilitándose y homogenizándose los 
procesos de normalización de las muestras. 
 
Materiales y métodos 
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 Selección de la muestra de referencia: se usó un “pool” de tejidos normales, 
obtenidos de los propios pacientes incluidos en el estudio, como muestra de 
referencia. Aunque esta muestra de referencia se uso casi exclusivamente para 
los procesos de normalización, permitió desde un principio establecer el 
significado biológico de los datos de expresión que son un reflejo de las 
variaciones que se producen en el proceso de transformación neoplásica.  
 
2. Selección y estudio de los pacientes. 
 
Se seleccionaron como sujetos de estudio, pacientes operados en el Hospital 
Clínico San Carlos de adenocarcinomas colónicos y rectales primarios localizados 
(estadios I, II o III) y avanzados (estadio IV) entre los años 2001-2006. Pacientes 
tratados con quimioterapia neoadyuvante fueron rechazados para este estudio al 
considerarse que dicho tratamiento podría alterar el comportamiento natural de tumor.  
 
Datos clínicos como la edad, el sexo, la localización y el estadiaje del tumor (T, 
N, M y Dukes), el tipo histológico y los niveles de Antígeno Carcinoembrionario 
(CEA), así como el seguimiento y el tratamiento del paciente fueron recogidos del 
historial clínico (Tabla.1). En relación con el tipo histológico, hay que señalar que no se 
tuvo en consideración el subtipo de los adenocarcinomas serrados, debido a la dificultad 
que entrañó su identificación.  
 
Del análisis histológico del tumor también se recabó información en relación a 
una serie de parámetros histopatológicos de posible relevancia en el pronóstico de la 
enfermedad como el grado de diferenciación celular, la invasión perineural, la invasión 
vascular, etc. (Tabla.1).  
 
Las muestras incluidas en el estudio fueron obtenidas a través del Banco de 
Tumores del Hospital Clínico San Carlos, el cual se rige por las normas establecidas 
desde el propio hospital y aprobadas por el comité de ética, entre las que se incluye la 
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Tabla.1. Parámetros clínicos, patológicos y moleculares analizados durante este estudio. 
 
3. Obtención y estudio histológico de los tumores. 
 
De cada paciente se obtuvo una muestra de tejido tumoral y otra de mucosa de 
colon normal (extraída a más de 10cm. del tumor). Todas las muestras utilizadas fueron 
incluidas en un medio criosolidificable (OCT compound Tissue-Tek. Sakura. Tokio, 
Japón) necesario para su procesamiento posterior y congeladas con isopentano (-160ºC) 
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en un plazo inferior a 30 minutos desde su extracción en el quirófano. Hasta su uso se 
almacenaron en un congelador a una temperatura de -80ºC. 
 
Antes de llevar a cabo la extracción de ácidos nucleicos (RNA y DNA) se 
realizó un análisis histológico para valorar el porcentaje de componente tumoral 
existente en los tejidos. De cada pieza tumoral congelada se obtuvieron dos cortes de 
4µm de grosor (Criostato Leica CM1850. Wetzlar, Germany) que se tiñeron con 
hematoxilina-eosina. El primer corte corresponde al tejido justamente anterior al 
material seleccionado para extraer los ácidos nucleicos y el segundo corte corresponde 
al tejido inmediatamente posterior a dicho material seleccionado para la extracción.   
 
Con la finalidad de evitar una contaminación elevada con tejido normal, solo se 
seleccionaron muestras que en el análisis histológico contuvieron una media de al 
menos un 80% de componente tumoral (células epiteliales tumorales y estroma tumoral) 
en el análisis histológico (Fig.1). Durante dicho análisis se anotó también la proporción 













Fig.1. Estudio histológico para la selección de pacientes a estudio. El criterio estableció la necesidad 
de tener más de un 80% de componente tumoral en media (incluyendo epitelio tumoral y 
estroma tumoral) para que la pieza fuese incluida en el estudio.  
 
 
En paralelo también se realizó un estudio histológico complementario de cada 
tumor a través de piezas independientes de tejido para confirmar que la composición 
Muestra CT 29                      
(50% tumor y 50% normal)
Tejido normal Tejido tumoral
Tejido tumoral Tejido tumoral




Muestra CT 44 (100% normal)Muestra CT 40 (100% Tumor)
Materiales y métodos 
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯  
 57 
tisular del tejido congelado analizado era representativa del tumor en general. Como 
muestra independiente de tejido en cada uno de los tumores se utilizó tejido que había 
sido parafinado y almacenado para su uso en clínica. 
 
4. Extracción de los ácidos nucleicos. 
 
4.1. Extracción del RNA: Método del Trizol. 
 
El Trizol® (Invitrogen, California.USA) es una solución monofásica de fenol e 
isotiocianato de guanidina que es capaz de mantener la integridad del RNA mientras lisa 
las células y disuelve los compuestos celulares permitiendo así la extracción de dicho 
ácido nucleico. 
 
El protocolo de extracción fue el indicado por el fabricante con pequeñas 
modificaciones. Consta de los siguientes pasos: 
  
 Homogenización de los cortes del tejido congelado (aprox. 20 cortes de 20µm cada 
uno) en frío usando Trizol® (1ml) y un homogenizador mecánico (“Ultra Turrax T8 
(S8N-5G)”. Rose Scientific Ltd, Canadá). 
 
 Separación del homogeneizado mediante cloroformo (200µl x ml de Trizol®)  y 
centrifugación (13000rpm durante 10’) obteniéndose tres fases: acuosa (RNA), 
orgánica (restos celulares y DNA) y fenólica (restos de Trizol® y cloroformo). 
 
 Precipitación del RNA disuelto en la fase acuosa mediante isopropanol (600µl x ml 
de Trizol®) durante toda la noche y centrifugación (13000rpm durante 30’), seguido 
de lavado con etanol al 75% (para eliminar impurezas y restos de sales).  
 
 Resuspensión del RNA en H2O libre de RNAsas (Quiagen. Hilden, Alemania). 
 
Una parte del volumen de RNA obtenido de cada muestra fue sometido 
posteriormente a tratamiento con DNAsa y purificación en columnas (“RNeasy Micro 
Kit”. Qiagen, Hilden, Alemania) para eliminar cualquier rastro de contaminación con 
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DNA genómico. En este proceso se siguieron fielmente los protocolos indicados por el 
fabricante que aparecen resumidos a continuación: 
 
 Unión del RNA (45µg) a la matriz de la columna. Incorporación de 45µg de RNA + 
350µl Buffer RLT-(β-ME) + 250µl EtOH abs. al interiore de la columna y posterior 
centrifugación (10.000rpm durante 15’’).  
 
 Incubación de la membrana de la columna con DNAsa (30 unidades) + Buffer RDD 
(70µl) durante 15’.  
 
 Elución del RNA con H2O libre de DNAsas, tras lavados con dos Bufferes (RW1 y 
RLT) y con EtOH al 80%.  
 
4.2. Extracción del DNA. 
 
El material de partida para la extracción del DNA fueron los restos del tejido 
procedente de la purificación con Trizol. El método de extracción utilizado fue el 
siguiente:  
 
 Eliminación de los restos de la fase acuosa mediante la adición de EtOH Absoluto 
(600µl por ml de Trizol) y centrifugación (8000rpm durante 10’) y aspiración del 
sobrenadante. 
 
 Lavado del precipitado primero con citrato de sodio con etanol al 10% (1ml) para 
eliminar los restos fenólicos y luego con una solución de NaCl 0.075 Molar y EDTA 
0.024 Molar para eliminar los restos de citrato de sodio con etanol al 10%. 
 
 Digestión de los restos celulares (membranas, proteínas, etc.) con SDS al 1.2%, y 
Proteínas K  (0.6 mg/ml) en solución B e incubación a 48ºC durante 48 horas.  
 
 Precipitación (con NaCl 2.1 Molar final) de los restos celulares digeridos y obtención 
del DNA en disolución mediante centrifugación (14.000rpm durante 15’). 
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 Precipitación del DNA con isopropanol (vol. /vol.) durante 30’ y centrifugación 
(14.000rpm  durante 30’). Lavado con EtOH al 75%. y resuspensión  del pellet en 
H2O destilada. 
 
4.3. Cuantificación de los ácidos nucleicos: 
 
 La cantidad de DNA y RNA obtenido así como su pureza (ratio 260/280 para 
descartar la contaminación con proteínas y ratio 260/230 para descartar la existencia de 
restos de sales), se evaluaron mediante uso del espectrofotómetro Nanodrop ND-1000 
(Thermo Fisher Scientific Inc. Wilmington, USA) en 1µl de muestra. La concentración 
de los ácidos nucleicos se obtuvo mediante la medición de la absorbancia y su 
aplicación a la fórmula:  
 
C = (A x E) / D           
 
 Donde “C” es la concentración (ng/µl); “A” es la absorbancia (λ260nm); “E” es 
el coeficiente de extinción molar (50 en el caso de DNA y 40 en el caso de RNA); “D” 
es la dilución de la muestra. 
 
4.4. Control de calidad RNA: 
 
La degradación de la molécula de RNA afecta a los niveles de expresión del 
RNA mensajero . La valoración de la calidad (o nivel de integridad) del RNA se llevó a 
cabo utilizando métodos microfluídicos (“Bioanalyzer 2100”. Agilent Technologies, 
Palo Alto.USA) (Fig.2) en combinación con el software “RNA Integrity Number 
(RIN)”. Este software integra, mediante algoritmos matemáticos, diversos parámetros 
del perfil del RNA (Fig.2) y proporciona un valor (en una escala del 0-10, en donde el 0 
indica degradación completa) que refleja la calidad de la muestra [272,273].  
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Fig.2. Esquema del proceso de microelectroforesis que realiza el “Bioanalyzer 2100” junto con el 
electroferograma resultante para una de las muestras. En dicho electroferograma se indican las 
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4.5. Control de calidad del DNA: 
 
La integridad o calidad del DNA se analizó mediante técnicas de electroforesis 
convencional en geles de Agarosa al 0,8% -TAE (0.5X) con Bromuro de Etidio (0.2 
mg/ml). 
 
5. Obtención de la muestra de referencia (“pool” de colon normal). 
 
Al tratarse de una hibridación doble, todas las muestras a estudio (Tumores y 
tejidos normales individuales), se van a hibridar frente a una única muestra común 
denominada “Referencia”. En este caso, como muestra de referencia (o “Pool” CN) se 
utilizó un “pool” de RNA obtenido a partir de 68 muestras de colon normal situadas a 
más de 10cm del tumor, todas ellas pertenecientes a pacientes incluidos en el estudio. 
En su fabricación, se descartaron aquellos tejidos que poseían alguna anomalía que 
pudiese afectar la expresión de los genes en la muestra normal (Ej.: colitis ulcerosa), 
aquellos con un RIN < 7.5 o aquellos con una  cantidad de muestra baja que no 
permitiese destinar una parte a la creación del “pool” y otra a la realización de estudios 
posteriores individualizados. 
 
6. Marcaje e hibridación de las muestras a los microarrays de 
expresión.  
 
Se utilizaron microarrays “Human Whole Genome Oligo Microarray” (Agilent 
Technologies, Palo Alto.USA) con dos formatos diferentes (1x44K o microarray tipo 
G4112A y 4x44K o microarray tipo G4112F), cuyas características se presentan en la 
tabla.2.  
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  Formato del array
 4x44k  1x44k
  Dimensiones del aray 25mm x 75mm 25mm x 75mm
  Total de puntos/array 45,015 43,931
  Tamaño del punto 65 micrones Ø 115 micrones Ø
  Longitud de la sonda 60 pb 60 pb
  Total de puntos a estudio 43,376 41,675
  Total de sondas a estudio 41,000 41,000
  Controles Positivos 1486 1942
  Controles Negativos 153 314
Whole Human Oligo Microarrays 
 
 
Tabla.2. Características de los dos formatos de microarrays usados en el estudio.  
 Puntos a estudio: representan el conjunto de RNA mensajero que se transcribe en las 
células. 
 Controles negativos: son oligonucleótidos que al contacto con el líquido de hibridación van 
a formar un “hairpin” consigo mismos evitando que se pueda unir ningún tránscrito 
marcado. Su fluorescencia es considerada como inespecífica de la técnica. 
 Controles positivos: son oligonucleótidos de producción (utilizado como control de la 
síntesis del microarray por la compañía encargada de su fabricación) y de marcaje de los 
extremos del microarray (utilizado para identificar la posición exacta del array en el cristal). 
 
El proceso de marcaje e hibridación, que se describe brevemente a continuación, 
fue igual para los dos modelos de micromatrices. 
 
6.1. Marcaje y amplificación de la muestra. 
 
Ambos procesos se llevaron a cabo siguiendo el protocolo del kit “Agilent low 
RNA Input Fluorescent Linear Amplification Kit” (Agilent Technologies, Palo 
Alto.USA) basado en la técnica de Eberwine [274]. De forma resumida, el proceso es el 
siguiente (Fig.3): 
 
 500ng de RNA total fueron retro-transcritos usando como cebador un oligo poli dT 
con la secuencia del promotor de la T7 RNA Polimerasa en su extremo 5’ y como 
enzima retro-transciptasa una MMLV-RT.  
 
 A partir del cDNA de doble cadena se obtuvo cRNA utilizando la enzima T7-RNA 
Polimerasa. Durante este proceso se produjo la amplificación y la incorporación del 
marcaje a la muestra. Las muestras a estudio (tumores y tejidos normales) se 
marcaron utilizando CTP-Cy5 (color rojo), mientras que la muestra de referencia 
(“Pool” CN) se marcó utilizando CTP-Cy3 (color verde).  
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 El cRNA marcado obtenido fue purificado mediante columnas (“RNeasy Mini Kit”, 
Quiagen. Hilden, Alemania) siguiendo el protocolo establecido por el fabricante 


























Fig.3. Resumen esquemático del proceso de amplificación, marcaje e hibridación de un tumor 
(proceso de hibridación competitiva frente a una muestra de referencia) a un microarray. 
 
6.2. Control del marcaje y la amplificación de las muestras. 
 
Para comprobar que todo el proceso se realizó correctamente se miden por 
duplicado tanto las concentraciones de cRNA marcado obtenido, así como la tasa de 
incorporación  de cianina a la muestra (Fig.4). Todos estos controles se llevaron a cabo 
utilizando el espectrofotómetro “Nanodrop-ND1000" (Nanodrop Technologies. 
Delaware, EE.UU). Posteriormente, se comprobó que los tamaños de los fragmentos 
obtenidos (cRNA marcado) eran los esperados mediante su visualización con el 
“Bioanalyzer 2100” (Agilent Thecnologies. Palo Alto EE.UU) (Fig.4). Muestras con 
una cantidad de cRNA total menor de 0.95 µg o con una incorporación de cianina 
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         A)                                                                     B) 
Muestra: RNAtotal CT 19 + Cy-5
Concentración = 138.12 ng/ul






Fig.4. Resumen del control de marcaje y la amplificación de las muestras. A) medición de la 
concentración y de la incorporación de cianina a la muestra tras el proceso de amplificación 
y marcaje. B) Visualización mediante el “Bioanalyzer 2100” de la correcta síntesis de de los 
fragmentos de cRNA. 
 
6.3. Hibridación y lavado del microarray.  
 
 Estos dos procesos constan brevemente de los siguientes pasos: 
 
 El cRNA marcado es fragmentado en secuencias más pequeñas y es hibridado al 
microarray. El proceso de hibridación tiene lugar en un horno de hibridación 
(Agilent G2545A Hybridization Oven. Palo Alto, USA) durante un período de 17h 
(Tabla.3).  
 
 Posteriormente el array es lavado para eliminar todo aquello que no se ha unido a 
los oligonucleótidos (Tabla 4). 
 
Estos protocolos de hibridación y lavado de las muestras fueron variando según 
las recomendaciones de la casa comercial a lo largo del tiempo y dependiendo del 
formato del microarrays.  
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Parámetros Formato 1x44k Formato 4x44k
  Cantd. inicial de cRNA-Cy5 750ng 825ng
  Cantd. inicial de cRNA-Cy3 750ng 825ng
  10 x Control Target (1x44k) 50µl ——
  10 x Blocking Agent (4x44k) —— 11µl 
  25 x Fragmentation Buffer 10µl 2.2µl 
  H 2 O destilada hasta 250µl hasta 55µl
  Buffer de Hibridación 2 x Hibridization Buffer            (55 µl)
GE x Hibridization                   
Buffer HI-RPM  (250µl)
  Volumen final de Hibridación 490µl 100µl
  Temperatura de hibridación 60ºC 65ºC
  Tiempo de hibridación 17h 17h
  Velocidad del rotor 4rpm 10rpm
Diferencias en el Protocolo de Hibridación
 
Tabla.3. Diferencias principales entre los dos protocolos empleados en el proceso de hibridación de 
las muestras a los microarrays dependientes del formato de microarray usado. 
 
 
Parámetros Formato 1x44k         (arrays 1-30)
Formato 1x44k         
(arrays 31-110)
Formato 1x 44k y 4x44k 
(arrays 111-116)
Buffer para el              
desensamblaje de la 
cámara de hibridación
6 x SSPE 0.005%                        
N-Lauroylsarcosine
6 x SSC 0.005%                              
Triton X-102
GE Expression                         
Wash Buffer 1
   Buffer de lavado 1 6 x SSPE 0.005%                           N-Lauroylsarcosine
6 x SSC 0.005%                             
Triton X-102
GE Expression                         
Wash Buffer 1
  Tiempo de lavado 1 1 minuto 10 minutos 1 minuto
  Temperatura de lavado 1 Temperatura Ambiente Temperatura Ambiente Temperatura Ambiente
  Buffer de lavado 2 0.06 x SSPE 0.005%                N-Lauroylsarcosine
0.1 x SSC 0.005%                       
Triton X-102
GE Expression                         
Wash Buffer 2
  Tiempo de lavado 2 1 minuto 5 minutos 1 minuto
  Temperatura de lavado 2 Temperatura Ambiente 4 ºC 37 ºC
  Buffer de lavado 3 Stabilization and                                    dry Solution —— ——
  Tiempo de lavado 3 30 segundos —— ——
  Temperatura de lavado 3 Temperatura Ambiente —— ——
  Secado de la muestra —— Nitrógeno comprimido ——
Variaciones en el Protocolo de lavado
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Parámetros SC v.6                    (arrays 1-110)
SC v.7                  
(arrays 111-116)
  Área de escaneado 61mm x 21mm 61mm x 21mm
  "Extended Dinamic Range" No Si
  PMT Canal Rojo 100% 100%-10%
  PMT Canal Verde 100% 100%-10%
  Resolución del escaner 10 µm 5 µm
  Modo de escaneado 1 vez 2 veces
Variaciones en el Protocolo de Escaneado
7. Escaneado de los microarrays. 
 
El escaneado de los microarray se realizó utilizando el escáner confocal  
“Agilent Microarray Scanner” (modelo G2565BA) con autofoco y el programa “Agilent 
Scan Control” (Agilent Technologies, palo Alto.USA). Este equipo es capaz de captar al 
mismo tiempo la intensidad de señal emitida por los dos fluorocromo (Cy-3 y Cy-5)  
incorporados a la muestra cuando son excitados mediante láser (SHG-TAG (532nm) y 
Helio-Neon (633nm) respectivamente), creando una imagen que refleja los niveles de 
expresión de cada punto para esa muestra (imagen de alta definición en formato TIFF). 
Los parámetros de escaneado variaron dependiendo del array y de la versión del 













Tabla.5. Comparación de las dos versiones del programa “Scan Control” (SC) utilizadas en el 
estudio. El “Extended Dynamic Range” (XDR) permite definir dos medidas diferentes 
para la sensibilidad del “PhotoMultiplier Tube” (PMT). La combinación de mediciones a 
alta y baja sensibilidad (PMT 100% y 10%) evita la aparición de puntos saturados. La 
versión SC.6 no tenía habilitada esta opción. 
 
8. Cuantificación de la imagen. 
 
Una vez obtenida la imagen escaneada de los arrays (formato TIFF) se usó el programa 
“Feature Extraction” versiones 8.5 y 9.5 (Agilent Technologies. Palo Alto, EEUU) para 
la extracción de los datos contenidos en estas. Brevemente, el proceso de extracción fue 
el siguiente: 
 
 Identificación y localización exacta, utilizando la plantilla de localización de genes 
(“grid”) diseñada por Agilent Technologies (Fig.5A). 
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 Extracción, mediante el algoritmo “Cookie Cutter”, de los valores de intensidad de 
fluorescencia y de ruido de fondo local para cada uno de los puntos del array (ver 
Fig.5B). 
 
 Identificación de puntos “problemáticos” (Ej. aquellos que no poseen una medida 
de la intensidad uniforme, que están saturados o cuya relación señal/ruido era muy 
baja, etc.). Los parámetros utilizados para definir estas alteraciones técnicas fueron  
los siguientes: “IsSaturated”, “FeatureNonUnifOL”, “IsFeatPopOL”, 
“IsPosAndSig” y “IsWellAbove” (Fig. 5C. Para más información ver Anexo I. Pág. 
168).  
 
Al mismo tiempo, se dispuso de un estudio basado en los mismos criterios de 
selección para la intensidad de señal producida por el ruido de fondo de cada una de 
las sondas. Sin embargo este estudio no se tuvo en cuenta de manera directa ya que 
por un lado se consideró que eran menos indicativos del resultado de la hibridación 
y por otro lado por que se juzgó que ya habían sido tenidos en cuenta a la hora de 
calcular los parámetros “IsPosAndSig”,” IsWellAbove” y “P-valueLogRatio”.  
 
 Además de los parámetros recogidos en el punto anterior, también se tuvo en cuenta 
otro parámetro: 
 
 “P-valueLogRatio” (p-valor de logRatio): es una medida de la confianza (vista 
como probabilidad) de que ese punto no esté expresado de manera 
diferentemente significativa en nuestro tejido a estudio con respecto a la muestra 
de referencia. Este cálculo esta influenciado por los posibles errores de medición 
que se hayan detectado para los dos canales en ese punto. 
      
 Cálculo de la fluorescencia procesada del punto (Fig.5D). El cálculo de esta 
fluorescencia consta de tres pasos sucesivos en los que se elimina el efecto del 
ruido de fondo, se lleva a cabo una normalización de los valores de expresión y por 
último y sólo en el caso de sondas con señales muy bajas, se establece un valor de 
fluorescencia mínimo. Para el resto de casos el valor final de fluorescencia será el 
obtenido tras el proceso de normalización (más información en el Anexo I. 
Pág.169). 
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Fig.5. Resumen del proceso de cuantificación de la imagen. A) Identificación y localización exacta de las 
sondas en el microarray. B) Obtención de los valores de intensidad de fluorescencia de la muestra y 
del ruido de fondo para los dos canales mediante el algoritmo “Cookie Cutter”. C) Identificación de 
los puntos de baja calidad. D) Esquema de los datos más importantes generados por el programa 
“Feature Extraction 8.5 y 9.5”. En el archivo original el número de filas es aproximadamente 
44.000. En la parte superior se muestra la localización de los puntos en el microarray, sus diferentes 
identificaciones, su valor de expresión definitivo para cada punto y el p-valor asociado a dicho 
punto. En la parte inferior se muestra la señal procesada para los dos canales en cada punto y los 
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9. Análisis de datos. 
 
9.1. Control de calidad. “QC-Report”, “QC-Chart” y PCA. 
 
En paralelo al proceso de extracción de datos, el programa “Feature Extraction” 
genera un archivo denominado “Quality Control Report” que se utiliza para el descarte 
de muestras que hubiesen sufrido fallos durante el proceso de hibridación y/o 
escaneado. Este tipo de archivo recoge de manera global los parámetros más 
importantes para cada microarray, permitiendo hacer una evaluación inicial del 
resultado del experimento. Para ello se realizó un análisis en conjunto de todos los 
parámetros y todos los arrays utilizando el programa “Quality Control Chart” (Agilent 
Technology. Palo Alto. EEUU) que nos proporcionó un criterio objetivo para el rechazo 
o la aceptación de cada uno de los microarrays. Estos parámetros fueron seleccionados 
en base a criterios que tenían en cuenta la intensidad de la fluorescencia de cada sonda y 
su relación con el ruido de fondo, la fluorescencia de los controles negativos, el número 
de puntos no uniformes y la relación entre puntos estimulados e inhibidos. Los límites, 
superior e inferior, aplicados a cada parámetro se especifican en la Tabla.6 y en la Fig.6. 
Las muestras debían encontrarse entre los límites establecidos en al menos 9 del total de 
los 12 parámetros analizados. 
 
Las muestras se dividieron en dos grupos dependiendo del protocolo de 
hibridación y lavado. Las muestras escaneadas con el programa FE 8.5 (110 muestras) 
comparten el mismo sistema de hibridación y un sistema de lavado muy parecido para 
todas ellas. Las muestras escaneadas con el programa FE 9.5 (6 muestras) comparten 
entre si el mismo sistema de hibridación y lavado, pero este es diferente al del FE8.5. 
Los parámetros valorados en cada uno de los dos canales de manera independiente 
fueron los siguientes: 
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Parámetro C. Rojo C. verde C. Rojo C. verde C. Rojo C. verde C. Rojo C. verde
NegCtrlAveNetSig 70 70 —— —— 70 70 —— ——
NumFeature        
NonUnifOL 150 150 —— —— 150 150 —— ——
NumPopnOL
Mediana                        
+ 2.6 DS 
(155.5)
Mediana                                     
+ 2.6 DS         
(147.2)
—— ——
Mediana                     
+ 2.6 DS 
(180.4)
Mediana                         
+ 2.6 DS 
(168.15)
—— ——
NonCtrlMedPrcnt             
CVBGSubSig 25 25 0 0 25 25 0 0
NumFoundFeat
NumPopnBGOL
Mediana                        
+ 2.6 DS 
(2172.8)
Mediana                        
+ 2.6 DS 
(1555.4)
—— ——
Mediana                  
+ 2.6 DS       
(1565.6)
Mediana                               
+ 2.6 DS               
(3144.1)
—— ——
Prop_down_        
vs_up_regulated 1.5 0.666
——




Microarrays escaneados con el FE 8.5 Microarrays escaneados con el FE 9.5
Limite Superior Límite Inferior Limite Superior Límite Inferior




Tabla.6. Esquema representativos de los parámetros investigados en el proceso del control de calidad de 
la hibridación de las muestras. Los parámetros “NegCtrlAveNetSig”, “NumFeatureNonUnifOL”, 
“NumPopnOL”, “NonCtrlMedPrcntCVBGSubSig” y “NumPopnBGOL” fueron examinados de 
manera independiente para el canal rojo y para el canal verde, contabilizando por tanto un total 
de 10 de los 12 parámetros estudiados. Los parámetros “Num Found Feat” y 
“Prop_down_vs_up_regulated” fueron examinados en conjunto para los dos canales, 
completando los dos parámetros que faltaban para el total de 12 seleccionados.  
 
“NegCtrlAveNetSig”: Media de la señal pura para los controles negativos.     
“NumFeatureNonUnifOL”: Número de puntos no uniformes.      
“NumPopnOL”: Número de puntos cuya expresión en relación con sus replicados están fuera del rango 
esperado.        
“NonCtrlMedPrcntCVBGSubSig”: Mediana del Coeficiente de Variación del “BGSubSig” para los 
puntos (no controles).       
“NumFoundFeat”: Número de puntos descritos como presentes.     
“NumPopnBGOL”: Número de puntos cuya expresión del ruido de fondo en relación con sus replicados 
están fuera del rango esperado.        
“Prop_down_vs_up_regulated”: Cociente entre el número de punto estadísticamente inhibidos y 










    
 
Fig.6. Visualización de dos de los parámetros analizados durante el proceso de control de calidad de la 
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Por último, para confirmar la validez del resto de muestras se realizó un Análisis 
de Componentes Principales o PCA (para más información sobre esta técnica ver 
Anexo1. Pág.181) que nos permitiese detectar un comportamiento anómalo de alguna 
de las muestras debido a sesgos que hubiesen pasado inadvertidos durante los controles 
previos (tipo de array, día de hibridación, componente tumoral de las muestras 
normales, etc.). Para este análisis se utilizó el programa “GeneSpring 7.3.” (Agilent 
Technologies. Palo Alto, USA). Las sondas utilizadas fueron las que pasaron el filtrado 
de sondas problemáticas expuesto a continuación en el apartado “filtrado de datos”.  
 
9.2. Filtrado de datos. 
 
En este caso se procedió al filtrado de sondas con problemas de hibridación o sin 
interés para el estudio en función de los criterios siguientes (Fig.7):  
 
 Se excluyeron  las sondas marcadas como “problemáticas” en más de un 10% de las 
muestras. Los criterios usados para describir una sonda como “problemática” son 
los referidos en la sección 8. en el apartado “identificación de puntos 
problemáticos”. Todas las sondas marcadas como aptas superaron estos controles 
de manera independiente para los dos canales de fluorescencia (Cy-5 y Cy-3). 
 
Una vez eliminadas estas sondas, en las restantes se estableció una fluorescencia 
mínima de 10 cuentas en los dos canales (valor por defecto establecido por el programa 
“GeneSpring 7.3.”) para evitar tanto valores negativos de fluorescencia procesada como 
valores muy bajos que luego provoquen diferencias de expresión irreales. 
 
 Se excluyeron aquellas sondas en las que en menos de 7 muestras no mostrasen un 
diferencia de expresión significativa (a un “P-valueLogRatio” < 0.01) entre la 
expresión de la muestra a estudio (Cy-5) y la expresión de la muestra de referencia 
(Cy-3). El hecho de seleccionar 7 muestras como criterio de filtrado fue debido a 
que era el número menor de muestras del que se podía esperar que formasen un 
grupo a nivel molecular. Revisando las características de los pacientes observamos 
que había un total de 7 muestras de tejido normal, 9 pacientes con inestabilidad en 
microsatélites, 10 pacientes con tumores de tipo histológico mucinoso y el grupo 
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más pequeño de estadios de Dukes estaba formado por 19 nuestras (Dukes C y 
Dukes D). Por otro lado, se pensó que un grupo de menos de 7 muestras podría 
carecer de la estabilidad necesaria para ser reproducible, por lo que finalmente se 
tomó como referencia el número de tejidos normales utilizados.   
 
Para estos filtrados anteriores se utilizó el programa “GeneSpring 7.3”. 
 
La matriz final, en formato Excel, se importó al programa de tratamiento de 
datos BRB Array Tools 3.7 (http://linus.nci.nih.gov/BRB-ArrayTools.html) con el que 
se realizó el resto del análisis. 
 
Durante el proceso de importación de los datos al programa “BRB Array Tools 
3.7”. Se transformaron los datos numéricos (ratios) a datos en Log2, se promediaron 
aquellas sondas que representaban el mismo gen (el identificador usado fue el descrito 
en la columna Systematic Name) y se realizaron las anotaciones de genes 
correspondientes (términos GO, vías de señalización, etc.). Desafortunadamente, el 
objetivo de trabajar con genes únicos no se consiguió por completo, debido a que en 
este tipo de anotación hay genes que poseen diferentes identificadores. Finalmente, La 
matriz obtenida fue de 96 muestras y 14764 genes. 
 
Para el establecimiento de los diferentes patrones de expresión se decidió 
trabajar con genes que mostrasen cambios claros en los niveles de expresión a lo largo 
de las muestras, de manera que fuesen fácilmente identificables. En base a esto, se llevo 
a cabo un último filtrado, por el cuál se seleccionaban aquellos genes que mostraban un 
cambio de al menos 2.5 veces con respecto a la mediana de expresión de ese gen, en al 
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Fig.7. Proceso de filtrado de genes para conseguir la matriz final con la que llevar a cabo la clasificación 
molecular. Antes de llevar a cabo este proceso de filtrado, ya se habían eliminado los transcritos 
que codificaban para los controles internos del microarray.   
 
9.3. Clasificación de los pacientes mediante métodos no supervisados. 
 
Para la clasificación de las muestras en grupos homogéneos se utilizó la técnica 
de “clustering” jerárquico o HC (para más información, ver Anexo1. Pág.176). Para este 
propósito se seleccionó una matriz de genes más reducida, basándonos en el filtro en 
función de los niveles de expresión que acabamos de relatar en el apartado anterior.  
 
En primer lugar se llevo a cabo una clasificación del conjunto total de las 
muestras (normales y tumorales). En este caso se usó como medida de la distancia, la 





Exclusión de tránscritos con baja fluorescencia o con 
problemas durante el proceso de hibridación en más de 
un 10% de las muestras.
Selección de tránscritos significativamente estimulados o 
inhibidos (p<0,01) con respecto al pool de referencia en 
al menos 7 muestras.
14764 genes
Selección de genes con una variación de expresión de al 
menos 2.5 veces con respecto a la media de ese gen en 
al menos 7 de las muestras.





Promedio de sondas repetidas
17392 tránscritos
Promedio de los tránscritos que codifican para el mismo 
gen (en función de la notación descrita en la columna 
Systematic Names de los arrays de Agilent).
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En el caso de la clasificación tumoral, se descartaron las muestras de tejido 
colorrectal normal y se ejecutó el algoritmo de agrupación usando como distancia la 
correlación centrada de Pearson, como método de agrupación de elementos el “average 
linkage”, además de realizar un centrado de genes (para más información ver Anexo1. 
Pág.175). 
 
En ambas clasificaciones, el número de agrupaciones seleccionadas mediante 
criterio visual del árbol, fue validado en primera instancia mediante técnicas 
matemáticas que tienen en cuenta dos parámetros [275]: la reproducibilidad del número 
y tamaño de los grupos encontrados (“R-Index”) y la reproducibilidad en la 
composición de los grupos (“D-Index”, que incluye omisiones y adiciones de muestras 
en los grupos) cuando se alteran aleatoriamente los valores de expresión de la matriz de 
genes en base a la variabilidad generada por las propias muestras (1000 perturbaciones) 
(Anexo1, Pág.178 y (http://linus.nci.nih.gov/BRB-ArrayTools.html).   
 
En el caso de la clasificación tumoral, y con el fin de confirmar la 
reproducibilidad de las agrupaciones obtenidas, se realizaron variaciones sobre los 
parámetros iniciales seleccionados para la realización de la clasificación y que afectaron 
a: 
 
 Nº de genes: se variaron los criterios de filtrado de genes en base a su expresión 
para obtener matrices con distintos números de genes. 
 
 Técnica de análisis utilizada: “clustering” jerárquico, “k-means”, “k-medians”, 
Análisis de Componentes Principales. 
 
 Método de agrupación de elementos: “average lingake”, “complete linkage”, 
“single linkage”. 
 
 Tipo de distancia seleccionado: correlación no centrada de Pearson, correlación de 
Spearman, kendal Tau, Euclídea.  
 
Finalmente, se compararon los nuevos grupos obtenidos con las agrupaciones 
iniciales. Algunos de estas técnicas cuyos algoritmos no estaban presentes en el 
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programa BRB Array Tools fueron llevadas a cabo mediante la aplicación directa que 
posee este programa al programa de análisis de microarrays de Eisen [276] 
(http://rana.lbl.gov/EisenSoftware.htm). 
 
9.4. Comparación de clases y análisis funcional. 
 
Con la intención de caracterizar las diferencias en los perfiles de expresión 
obtenidos para el “clustering” jerárquico de muestras normales frente a tumorales, así 
como para la clasificación de los distintos subtipos tumorales se llevaron a cabo técnicas 
de comparación de clase y análisis funcional mediante el estudio de las KEGG (Kyoto 
Encyclopedia of Genes and Genomes) Pathways (www.genome.jp/kegg/pathway.html) 
[277].  
 
Para la comparación de clases entre tejido normal y tumoral y para la 
comparación de clases entre grupos tumorales se calcularon dos parámetros:  
 
 p-valor de cada gen: para cada gen se analiza, utilizando un t-test con un modelo de 
varianza aleatoria y el método de correcciones múltiples de Benjamini y Hochberg, 
si existen diferencias estadísticamente significativas a un nivel de significancia ≤ 
0,001. 
 
 p-valor global: Tras obtener los genes que muestran una diferencia de expresión 
estadísticamente significativa y mediante el uso de 10000 permutaciones de los 
identificadores de las muestras, se analiza si la clasificación propuesta para el 
análisis es significativamente diferente a los perfiles obtenidos al azar. 
 
Estas comparaciones de clase, se llevaron a cabo partiendo de los 1722 genes 
seleccionados inicialmente. Para la comparación entre normales frente a tumorales, se 
estableció además un “fold-change” igual o superior a dos veces. También cabe resaltar 
que en el caso de la comparación de los grupos tumorales, las comparaciones se 
realizaron dos a dos, de manera que cada uno de los grupos propuestos se comparó con 
el resto de muestras tumorales analizadas.    
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Para la realización del análisis funcional mediante el estudio de conjuntos de 
genes agrupados en función de la vía molecular a la que pertenecen (KEGG Pathways) e 
incluidos en la base de datos del Cancer Genome Anatomic Project 
(http://cgap.nci.nih.gov/Pathways) se utilizaron cuatro pruebas estadísticas diferentes 
denominadas “LS test”, “KS test”, “Goeman’s test” y “Gen Set Enrichment Análisis 
(GSEA)” (Para más información sobre estos test ver Anexo I. Pág.184). 
 
En los análisis funcionales la lista completa de genes fue de 14764 genes y se 
estudiaron un total de 164 vías moleculares. Para los cuatro test se estableció un nivel de 
significancia de p ≤ 0.005 (establecido por defecto en el software BRB Array Tools). Se 
decidió seleccionar como significativo cualquier conjunto de genes con un nivel de 
significancia  p ≤ 0.005 en dos de los cuatro test. Este criterio se debió al hecho de que 
el análisis que lleva a cabo el test de Goeman es diferente al de los otros tres. Mientras 
que el primero analiza la hipótesis de si existen o no genes diferencialmente expresados 
dentro del conjunto de genes (N) analizados, los otros tres métodos analizan la hipótesis 
de si el grado medio de expresión diferencial de ese conjunto de genes es mayor que el 
esperado si se seleccionase un conjunto de genes al azar.   
 
10. Estudio de inestabilidad en secuencias microsatélites. 
 
  Se caracterizó el perfil de inestabilidad tumoral en todos los pacientes incluidos 
finalmente en el análisis de expresión génica global mediante microarrays. Debido a 
que en la literatura no se ha descrito un patrón de evolución tumoral diferente de los 
pacientes con  perfil de baja estabilidad (MSI-L) con respecto al de aquellos con 
estabilidad en microsatélites (MSS) [278-280], en este trabajo solo se distinguió entre 
pacientes con alta inestabilidad o MSI-H (que pasaremos a denominar a lo largo del 
trabajo como MSI) y pacientes con baja inestabilidad o estables (que denominaremos a 
lo largo del trabajo como MSS).  
 
A pesar de lo establecido durante el National Cancer Institute Workshop on MSI 
for Cancer Detection and Familial Predisposition [281] en el que se consensuó el 
estudio de cinco secuencias microsatélites (Bat25, Bat26, D2S123, D5S346 y 
D17S250) para poder definir los patrones de inestabilidad, hay estudios que afirman 
que el uso del microsatélite BAT26 por si sólo bastaría para establecer esta diferencia. 
[282,283]. Teniendo en cuenta estos antecedentes y habiendo definido los MSI-H como 
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aquellos con ganancias o pérdidas de estas repeticiones en al menos 2 microsatélites, se 
analizaron los 5 marcadores (HNPCC microsatellite instability kit. Roche) en un grupo 
de muestras iniciales. Una vez confirmado que Bat26 aparecía como un predictor fiable 
de las muestras MSI-H, se decidió estudiar solamente tres (Bat25, Bat26 y S5S346) de 
las 5 secuencias del panel de Bethesda y en el caso de encontrar inestabilidad en una 
sola de las tres secuencias, someter a dicha muestra al análisis de las otras dos 
secuencias restantes del panel inicial de 5 (Tabla.7). Pacientes con inestabilidad en 
menos de dos microsatélites fueron considerados como MSS.   
 










95ºC--3'' ?  56ºC--30''  ?  72ºC--5'
72ºC--30''
"HNPCC microsatellite instability kit" 
(Roche. Nº Cat:2041901))
1 paso  ?  25 ciclos  ?  1 paso





 Bat 26-F: FAM-TGACTACTTTTGACTTCAGCC
 Bat 25-F: HEX-TCGCCTCCAAGAATGTAAGT
Resumen del análisis de inestabilidad en secuencias microsatélites
Cebadores     
utilizados 
"HNPCC microsatellite instability kit" 
(Roche. Nº Cat:2041901))





Tabla.7. Esquema de los protocolos utilizados para el análisis de los perfiles de inestabilidad en los 
sujetos a estudio.  
 
El análisis se llevó a cabo comparando para cada paciente, el perfil de 
microsatélites obtenido con el DNA tumoral frente al obtenido con el DNA de la  
mucosa del colon normal de ese mismo paciente. El método de análisis usado se basó en 
la amplificación de las secuencias microsatélites mediante la técnica de PCR 
(“Polimerase Chain Reaction”) utilizando cebadores marcados. Los fragmentos 
amplificados fueron sometidos posteriormente a una electroforesis capilar mediante 
polímero (POP4) a 60ºC en el secuenciador ABI Prism 310 (Applied Biosystems) 
utilizando el programa ABI Prism Collection. Los resultados se analizaron utilizando el 
programa “Gene Scan 3.1” (Applied Biosystem, California. EEUU) (Fig.8). Esta técnica 
nos permitió distinguir diferencias en el tamaño de los amplicones de hasta 1 base. 
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Fig.8. Resultado del análisis de inestabilidad a microsatélites en la muestra CT32. 
 
11. Estudio de mutaciones en el gen KRAS. 
 
El análisis de las mutaciones del codon 12 y 13 del gen KRAS se realizó siguiendo 
la técnica descrita por Hatzaki A et al [284] con pequeñas modificaciones y que de 
manera general conlleva la amplificación (PCR) del fragmento de DNA tumoral que 
contiene la secuencia, una incubación posterior del fragmento amplificado con enzimas 
de restricción y el análisis de los fragmentos mediante técnicas de electroforesis capilar. 
  
Se utilizaron los oligonucleótidos mutados diseñados por  Hatzaki (primer “sense” 
en el codon 12 y primer “antisense” en el codon 13), se diseño la pareja de primer 
correspondiente para cada codon y un primer de cada pareja fue marcado con FAM-6 
(Fig.10-12). Los primers mutados poseían una base alterada (missmatch) con respecto a 
la secuencia original, creando así un sitio de restricción artificial que nos permitió 
diferenciar las secuencias mutadas de las no mutadas. La electroforesis capilar se realizó 
mediante polímero (POP4) usando el secuenciador ABI Prism 3.10 y el programa de 










Fig.9. Resultados obtenidos en el análisis mutacional de KRAS en las muestras CT115, CT106, CT107 y 
CT109. Las muestras CT106 y CT 109 muestran un perfil salvaje para las mutaciones del codon 13 
y 12 respectivamente mientras que las muestras CT115 y CT 107 muestran un perfil mutado para 















C ) Microsatélite 346 (APC)
CT 107
CT 106















Materiales y métodos 




Fig.10. Esquema representativo de la localización de los cebadores usados para analizar 
mutaciones del codon 12 (marcados en negro) y del codon 13 (marcados en gris). Los 
aminoácidos para los que codifican estos dos codones vienen marcados en amarillo.  
 
 Mutación en el codon 12 de KRAS: 
 
Para detectar las mutaciones en este codon, se seleccionaron los siguientes 
cebadores: 
                                                                                                                G 
Cebador sentido        ACTGAATATAAACTTGTGGTAGTTGGACCT (30pb) 
Cebador antisentido  (FAM-6)-CCTCTATTGTTGGATCATATTCGTC (25pb) 
 
En el cebador sentido se sustituyó una guanina (G) por una citosina (C) para crear 
un sitio de restricción para la enzima “BstNI” (corta en las secuencias CC/WGG  
siendo “W” una Adenina (A) o una Timina (Ti)). Cuando no se encuentren 
mutaciones en el codon 12 de KRAS, obtendremos dos fragmentos de diferentes 
KRAS 
KRAS (12) Cebador sentido 
KRAS (12) Cebador antisentido 
KRAS (13) Cebador antisentido 
KRAS (13) Cebador sentido 
Genómico......3’..CGCGGCGCAGGCACTGAAGGCGGCGGCGGGGCCAGAGGCT 
Mensajero..... 3’.CGCGGCGCAGGCACTGAAGGCGGCGGCGGGGCCAGAGGCT 
Péptido     ………………………………………………………………………………… 
                                                                                                                                       
                                                                                                                                   >>>>               












<<<<<<<                                                               <<<<<<<<<<<<<<<<<<<<<<<<<<< 
CGATACAGCTAATTCAGAATCATTTTGTGGACGAATATGATCCAACAATAG 
CGATACAGCTAATTCAGAATCATTTTGTGGACGAATATGATCCAACAATAG 
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tamaños (29pb y 80pb) aunque solo uno (80pb) permanecerá marcado y podrá verse 
en el secuenciador. Si el gen está mutado, veremos una secuencia en la que se habrá 
perdido el sitio de restricción obteniéndose por tanto un fragmento del tamaño 
















Fig.11. Proceso de detección de mutaciones en el codon 12. La presencia de una mutación viene 
definida por la aparición de un único amplicón (109pb) tras la digestión del fragmento de PCR 
con la enzima BstNI. La ausencia de la misma viene definida con la aparición de dos 
fragmentos más pequeños (29pb y 80pb) debido a la digestión del fragmento de PCR con la 
enzima de restricción BstNI. El símbolo “*” representa las dos bases del codon 12 que se han 
descrito que pueden sufrir mutaciones. 
 
 Mutación en el codon 13 de KRAS:  
 
Para detectar las mutaciones en este codon, se seleccionaron los siguientes 
cebadores: 
                                                                 G 
Cebador  sentido        (FAM-6) -TAACGCCTGCTGAAAATGACTG (22pb) 
Cebador antisentido   GTATCGTCAAGGCACTCTTGCCTAGG (26pb) 






k-ras normal para el codon 12 
ACTGAATATAAACTTGTGGTAGTTGGAGC
Fragmento 1 (29 pb) :




Incubación con la enzima 
de restricción BstN I
Producto de PCR amplificado (109 pb) :










Fragmento 1 (109 pb) :
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En el cebador antisentido, se sustituyó una citosina (C) por una guanina (G) para 
crear un sitio de restricción para la enzima “HaeIII” (corta en las secuencias 
GG/CC). En el cebador sentido se sustituyó una guanina (G) por una citsoina (C) 
para eliminar un sitio de restricción y así mantener el marcaje del fragmento con 
FAM-6 y la posibilidad de verlo en el secuenciador. 
 
Cuando no se encuentren mutaciones en el codon 13 de KRAS, obtendremos dos 
fragmentos de diferentes tamaños (26pb y 53pb) aunque solo uno (53pb) 
permanecerá marcado y podrá verse en el secuenciador. Si el gen está mutado, 
veremos una secuencia en la que se habrá perdido el sitio de restricción 















Fig.12. Proceso de detección de mutaciones en el codon 13. La presencia de una mutación viene 
definida por la aparición de un único amplicón (79pb) tras la digestión del fragmento de PCR 
con la enzima HaeIII. La ausencia de la misma viene definida con la aparición de dos 
fragmentos más pequeños (53pb y 26pb) debido a la digestión del fragmento de PCR con la 
enzima de restricción HaeIII. El símbolo “*” representa las dos bases del codon 12 que se han 











Fragmento 1 (53 pb) :
Fragmento 2 (26 pb) :
CCTAGGCAAGAGTGCCTTGACGATAC
Incubación con la enzima 
de restricción Hae III
Producto de PCR amplificado (79 pb) :








Fragmento 1 (79 pb) :
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12. Estudio de asociación de las agrupaciones con los parámetros 
clínicos y patológicos. 
 
Los estudios de asociación entre los parámetros clínicos, patológicos y las 
distintas clasificaciones (Dukes y clasificación molecular) se realizaron utilizando el 
programa estadístico SPSS v13.0 (SPSS Inc. Chicago, USA).  
 
La comparación de variables cualitativas se realizó mediante el análisis de tablas 
de contingencia utilizando el estadístico Chi-cuadrado o el test exacto de 
Fisher/likelihood ratio (cuando la frecuencia esperada de un 25% o más de las 
categorías era menor de 5) para calcular la probabilidad de la distribución. En todos los 
casos se aplicó el test de dos colas.  
 
La asociación con las variables cuantitativas (caracterizadas mediante media y 
desviación estándar) y debido al escaso número de muestras en algunas de las categorías 
fue analizada mediante métodos no paramétricos para múltiples categorías (test de 
Kruskal-Wallis). Las comparaciones por pares cuando fueron necesarias se llevaron a 
cabo mediante el test de U-Mann-Whitney. 
 
Para todos los contrastes de hipótesis, la hipótesis nula que establece que no 
existen diferencias entre los grupos fue rechazada cuando el error de tipo I o error-α fue 
menor de 0.05. No se llevaron a cabo correcciones para los p-valores. 
 
13. Análisis inmunohistoquímico. 
 
13.1. Construcción de los Tissue- Microarrays. 
 
La técnica del “Tissue-MicroArray” permite incluir en único un bloque de 
parafina (bloque receptor) cilindros de tejido (parafinado) de múltiples pacientes 
(bloques donadores), pudiendo así realizar análisis inmunohistoquímico de un gran 
número de muestras a la vez (Fig.13). 
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Fig.13. Esquema representativo de la distribución de los cilindros de tejido en el tissue-array. En el 
diagrama de la izquierda, los puntos verdes indican los tejidos control, mientras que los puntos 
rojos representan las muestras tumorales. A la derecha, resultado de uno de los TMA realizados. 
 
Durante este trabajo se construyeron dos tissue-arrays (Fig.13) en los que se 
incluyó tejido tumoral de 116 pacientes para un total de 234 muestras. Además de 
introducir por cada paciente 2 cilindros de tejidos (1mm Ø), también se incorporaron al 
bloque varios tejidos controles con la finalidad de comprobar el correcto 
funcionamiento de la técnica (un total de 13 tejidos para 26 muestras) (Fig.13). Cada 
uno de los tissue-array fue posteriormente cortado en secciones de 3µm de grosor, cada 
una de las cuales fue montada sobre un portaobjetos y embebida completamente en 
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 De manera resumida la construcción del TMA consta de  dos pasos [285]: 
 
 Selección de los tejidos (Fig.15A). De cada una de las muestras que se incluyó en 
este estudio se obtuvo un bloque de tejido parafinado. Para seleccionar la región del 
bloque más adecuada en cada uno de ellos  se realizó, al microtomo, un corte de 
unos 4µm de grosor que se tiñó con hematoxilina–eosina y fue examinado y 
marcado por un patólogo (zona tumoral para los bloques a estudio y zona normal 
para los bloques control). La misma región seleccionada en la tinción fue 
seleccionada en el bloque de parafina. 
 
 Inclusión de los tejidos en el bloque receptor (Fig.15B, C y D). Mediante una aguja 
se perfora parcialmente el bloque de parafina virgen (receptor) dejando un orificio 
(Fig.15B) en el que se incluirá un cilindro de tejido (Fig.15D) que previamente 
habíamos extraído (Fig.15C) también mediante aguja, de uno de los bloques 
donadores. Este paso se repetirá para cada unos de las muestras que se tengan que 
incluir. Este proceso se realizó utilizando un Tissue-Arrayer (Manual Tissue 





Fig.15. Proceso de construcción de un Tissue-MicroArray. A) Selección de la muestra. B) Perforación del 
bloque de parafina virgen. C) Extracción del cilindro de tejido del “bloque muestra”. D) Inserción 
y ajuste del cilindro de tejido en el bloque receptor. 
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13.2. Estudio inmunohistoquímico de las muestras 
 
Tanto las técnicas inmunohistoquímicas como la técnica de hibridación in situ 
fluorescente (FISH) se realizaron sobre cortes de 3µm de grosor, obtenidos de los dos 
TMA previamente realizados, recogidos sobre cristal de inmunohistoquímica. En ambas 
técnicas el tejido se desparafinó con xilol (2 x 10’) y posteriormente fue rehidratado en 
un gradiente de concentraciones decrecientes de etanol: etanol absoluto (2 x 5’), etanol 
al 96% (2 x 5’), etanol al 70% (2 x 5’) y agua destilada. 
 
13.2.1. Protocolo FISH para EGFR:  
 
Consta de varios pasos que se describirán brevemente a continuación: 
 
 Desenmascaramiento del tejido: mediante buffer citrato a pH:6 (Dako REAL Target 
Retrieval Solution 1x. Dako group. Glostrup, Denmark) en olla a presión durante 4’. 
Lavar 5’ con Buffer 2 x SSC. 
 
 Rotura de membranas celulares: mediante digestión con proteinasa K (Proteinase K. 
Dako group. Glostrup, Denmark) durante 10’ a 37ºC. Lavar con Buffer 2 x SSC 
durante 5’. Fijar con formol tamponado durante 10’. 
 
 Deshidratación: con pasos sucesivos de 1’ en un gradiente de alcohol (70%, 96% y 
100%).  
 
 Hibridación de la sonda sobre el corte del TMA: se añaden 6µl de la mezcla de 
sondas para el gen EGFR (Vysis LSI EGFR SpectrumOrange. Abbot laboratories. 
Illinois, EEUU) y el centrómero del cromosoma 7 (CEP 7 SpectrumGreen Probe. 
Abbot laboratories. Illinois, EEUU). Se sella con un cubre-objetos y se incuba 5’ a 
90ºC para desnaturalizar el DNA. Se deja hibridar la sonda durante toda la noche en 
una cámara húmeda a 37ºC. 
 
 Lavado de astringencia para eliminar las hibridaciones inespecíficas: retirar el 
cubre-objetos mediante inmersión en solución de lavado (NP40 0,3% y 2 x SSC) a 
Materiales y métodos 
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯  
 86 
temperatura ambiente. Posterior eliminación del exceso de sonda y de aquella sonda 
unida de manera inespecífica al tejido, mediante inmersión en la solución de lavado 
a 72ºC durante 5’.  
 
 Tinción de los núcleos celulares mediante incubación con DAPI (Abbot 
laboratories. Illinois, EEUU).  
 
Se consideró la existencia de amplificación cuando el ratio de copias 
EGFR/Centrómero-7 era ≥ 2. Se consideró como polisomía cuando como mínimo el 
50% de los núcleos no superpuestos contenían al menos 3 copias del gen EGFR y del 
Centrómero-7. 
 
13.2.2. Protocolo para tinción inmunohistoquímica (Ki-67, M-30 y β-catenina): 
 
 Se realizaron tinciones inmunohistoquímicas para la detección de las proteínas 
Ki-67 (proliferación), M-30 (apoptosis) y β-catenina (vía Wnt). A continuación se 
resumen los pasos más importantes: 
 
 Desenmascaramiento de los antígenos (Tabla.8).  
 
Buffer Método Temperatura Tiempo
Ki-67 Buffer Citrato. pH:6 (Dako Real Target Retrieval Solution 1x) Presión — 8'
M-30 React. ER-1. pH:6 (Bond Epitope Retrieval Solution) Calor 100
oC 15'
β-catenina React. ER-1. pH:6 (Bond Epitope Retrieval Solution) Calor 100
oC 15'
 
Tabla.8. Esquema del proceso de desenmascaramiento de antígenos. 
 
 Se produce el bloqueo de la peroxidasa endógena mediante H2O2 durante 10’. 
 
 Incubación con el anticuerpo primario (Tabla.9). 
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Anticuerpo Tipo Temperatura Dilución Tiempo
Ki-67 Ki-67 Antigen. Clone MIB1(Dako group) Monoclonal Ambiente 1:100 30'
M-30 M-30 Cytodeath (Roche Farma) Monoclonal Ambiente 1:50 60'
β-catenina β-catenina prediluida (Master diagnostica) Policlonal Ambiente — 60'
 
 Tabla.9. Esquema del proceso de incubación con el anticuerpo primario. 
 
 Incubación con el Anticuerpo secundario y revelado (Tabla.10). 
 
Método de 
detección Enzima / Sustrato Temperatura
Tiempo     
Enz / Sust Contraste
Ki-67 Autostainer DAKO HRP / DAB Ambiente 30' / 5' Hematoxilina
M-30 Bond Polymer Refine Detection HRP / DAB Ambiente 30' / 5' Hematoxilina
β-catenina Bond Polymer Refine Detection HRP / DAB Ambiente 30' / 5' Hematoxilina
HRP: Peroxidasa de Rabano; DAB: Diamino-Bencidina
 
 Tabla.10. Esquema del proceso de incubación con el anticuerpo secundario y de revelado. 
 
Nota: entre cada uno de los pasos previos se realiza un lavado con la solución 
Dako Wash Buffer 1x (Dako group. Glostrup, Denmmark). 
 
 Se procede de nuevo a la deshidratación del tejido mediante gradiente de 
concentraciones crecientes de etanol (Etanol 70%, 96% y 100%) y al posterior pase 
en xilol necesario para el montaje permanente de la tinción. 
 
 La valoración tanto de la proteína Ki-67 como de la proteína M-30 fueron 
realizadas como porcentajes de células teñidas en relación al total de células epiteliales 
(Fig.16). En el caso de β-catenina se valoró la tinción de la proteína en el núcleo de las 
células epiteliales (Fig.16). 
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Fig.16. Tinciones con los anticuerpos para la proteína Ki-67 (A y B), β-catenina nuclear (C y D) y M-30 
(E y F). Las secciones A, C y E muestran una alta tinción para las tres proteínas analizadas, 
mientras que las secciones B, D y F muestran niveles bajos o nulos de tinción para dichas proteínas 
en diversas muestras analizadas durante este estudio. 
 
14. Validación externa de la clasificación molecular. 
 
 Se realizó una validación “in silico”, utilizando matrices de datos procedentes de 
estudios de microarrays en pacientes con cáncer colorrectal previamente publicados. 
 Los criterios para la selección de la matriz de datos externos fueron: 
 
 La matriz debía incluir en su análisis al menos 60 pacientes. 
 
 Los datos de expresión génica estuviesen públicamente disponibles. 
 
De los dos estudios que cumplían este requisito ([252,260]) se seleccionó el 
realizado por el grupo de Eschrich [252] debido a la mayor similitud técnica del estudio 
con el nuestro y a que poseían de manera pública los datos de supervivencia de sus 
pacientes. El proceso de validación constó de tres fases: 
 
 Fusión de los dos conjuntos de datos en una única matriz: este proceso consta de 
dos partes.  
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 Selección de la lista de genes comunes a los dos estudios. Esto conlleva una 
serie de transformaciones en ambas matrices de datos para poder promediar 
aquellos tránscritos con un mismo identificador (se usó el “Unigene Cluster ID” 
como identificador único ) y así poder comparar las listas de genes incluidos en 
ambos experimentos: 
 
·  HCSC: se eliminaron los tránscritos que no poseían este tipo de identificador y 
a la vez se promediaron aquellos que compartían la misma identificación.  
 
· Eschrich S et al: la matriz estaba formada inicialmente por 78 muestras (23 
estadio B, 22 estadio C, 30 estadios D y 3 adenomas) y 32208 tránscritos 
normalizados mediante la técnica de LOWESS. Tras deshacer la 
transformación inicial, con la que se recibieron los datos, del tipo -1/x 
para los ratios de expresión (“x”) que mostraban inhibición, los valores 
de la matriz al completo fueron transformados a log2. Se eliminaron los 
tránscritos que no poseían ningún tipo de identificación (denominados 
“null” ) y aquellos que poseían más de un 25% de valores missing (hacen 
referencia a los que el autor consideraba como puntos problemáticos o de 
baja calidad). De los tránscritos restantes, aquellos con el mismo 
identificador (“Unigen Cluster ID”) fueron promediados y 
posteriormente aquellos con más de un 10% de datos missing fueron 
eliminados.  
 
 Fusión de las matrices: se utilizó el programa “Distance Weighted 
Discrimination” (https://genome.unc.edu/pubsup/dwd/) [286] que utiliza 
técnicas multivariantes para identificar y eliminar los efectos propios de las 
diferentes plataformas, haciendo posible el análisis conjunto de diversas 
matrices. En este caso, al ser matrices similares y según recomendaciones del 
creador del programa se ajustó la matriz Eschrich S et al. a la nuestra (HCSC).   
 
 Predicción de las muestras de la matriz externa: se crearon algoritmos de predicción 
utilizando aquellos genes significativamente diferentes entre los grupos de la 
clasificación molecular  propuesta (p < 0,001) (muestras HCSC) para así poder 
asignar las muestras de la matriz externas (Eschrich S et al) a los grupos 
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correspondientes. Se elaboraron un total de cuatro predictores diferentes mediante 
cuatro métodos distintos : 
 
 “Diagonal Linear Discriminant Analysis” (DLDA).  
 “1-Nearest Neighbord” (1NN). 
 “3-Nearest Neighbords” (3NN). 
 “Nearest Centroid” (NC).  
 
Para cada uno de ellos se realizó una validación cruzada utilizando la técnica de 
“Leave One Out Cross Validation” (LOOCV) y obteniéndose datos sobre la 
precisión, la tasa de error global de cada uno de ellos, además de sobre los 
coeficientes de sensibilidad, especificidad, valor predictivo positivo y valor 
predictivo negativo de cada uno de los grupos en función del predictor. El predictor 
obtenido se consideró fiable cuando la probabilidad de que un predictor obtenido al 
azar clasificase mejor, no superaba el 0,01% (tras 100 repeticiones). 
 
Posteriormente dichos algoritmos fueron utilizados para clasificar los tumores de la 
matriz de Eschrich como pertenecientes a alguno de los cuatro grupos moleculares 
propuestos.  
 
Basado en las mismas reglas utilizadas para el otro predictor, se creó también un 
algoritmo de predicción que distinguía únicamente tumores “de bajo estroma” del 
resto de grupos. Partiendo de los 461 genes restantes de los 1722 utilizados 
originalmente para establecer la clasificación, se seleccionaron 167 genes que 
diferenciaban ambos grupos (p < 0.001) y se creó un predictor basado en el método 
del “Nearest Centroid” que se usó exclusivamente en los análisis de supervivencia. 
 
 Correlación entre la predicción realizada y el análisis no supervisado: el resultado 
del proceso de predicción de las muestras de Eschrich se comparó con el resultado 
obtenido de un análisis no supervisado (“clustering” jerárquico con centrado de 
genes, correlación centrada de Pearson y “average linkage”) de las muestras 
tumorales (muestras HCSC y Eschrich et al. excluyendo la muestras normales, los 
adenomas y las muestras del grupo 5) estudiándose cual era su coincidencia. Para el 
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análisis no supervisado (HC) se utilizaron los genes coincidentes en ambas matrices 
de los 1722 genes originales (obteniéndose al final una matriz de 461 genes). 
 

























































(Método Hu Z et al. BMC Genomics 2006)
Matriz HCSC
(96 muestras y 14764 genes) (78 muestras y 32208 genes)
Matriz HCSC
(96 muestras y 11017 genes únicos)
Matriz Eschrich
(78 muestras y 9229 genes únicos)
Eliminción de puntos problemáticos
(Eschrich) y promedio de transcritos que
representen el mismo gen (UniGen)
Matriz Común
(174 muestras y 5319 genes únicos)
Matriz Común
(159 tumores y 5319 genes únicos)
Clustering Jerárquico









Análisis no supervisado usando los 461 
genes restantes de los 1722 utilizados
origialmente para crear la clasificación
Predicción de clases (nearest 
centroid method). 1039 genes dif exp 
entre los grupos
Exclusión de los tejidos normales, 
adenomas y muestras del grupo 5
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15. Análisis de los perfiles de supervivencia. 
 
  Este análisis se llevo a cabo en dos fases: 
 
 Aplicación de los predictores de supervivencia públicos a las muestras HCSC: ante 
la imposibilidad de aplicar de manera exacta los algoritmos de predicción 
publicados, debido al uso de diferentes plataformas, se llevaron a cabo análisis no 
supervisados (“clustering” jerárquico) usando lo genes de estos predictores y 
comparando los resultados con los grupos establecidos en nuestra clasificación 
molecular. Los predictores utilizados fueron los pertenecientes al trabajo de Wang 
[253], Eschrich [252] y Lin [260] ya que en los tres casos eran publicaciones que 
usaban más de 60 pacientes en el trabajo y habían realizado validaciones cruzadas 
para confirmar su validez.  
 
 Análisis de supervivencia: se llevó a cabo tanto para nuestra matriz de datos (datos 
HCSC) como para la matriz de validación (datos Eschrich). En el primer caso se 
realizaron análisis de supervivencia global y de período libre de recurrencia. En el 
caso de la matriz de datos externa (Eschrich), se contó exclusivamente con los datos 
de supervivencia global que fueron amablemente cedidos, al igual que los datos de 
expresión, por los autores del trabajo. Todos los paciente incluidos en el análisis 
contaron con seguimiento mínimo de 36 meses (salvo, claro está, en el caso de 
muerte previa debida al tumor).  
 
Las funciones de supervivencia se llevaron a cabo usando el método actuarial. Para 
comparar dichas funciones de supervivencia se utilizó el test de la probabilidad 
exacta (likelihood exact test). Se estableció el modelo de regresión de riesgos 
proporcionales de Cox con el que se calcularon los “Hazard Ratios” (HR) y los 
correspondientes intervalos de confianza al 95%. En cada contraste de hipótesis, la 
tasa de proporcionalidad fue verificada. La visualización de las funciones de 
supervivencia se llevó a cabo mediante curvas de Kaplan-Meier. Para todos los 
contrastes de hipótesis, la hipótesis nula que establece que no existen diferencias 
entre los grupos fue rechazada cuando el error de tipo I o error-α fue menor de 0.05. 
El programa utilizado fue el SPSS v.13 (SPSS Inc, Chicago, USA). 
Resultados 
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1. Puesta a punto de la técnica y controles de calidad. 
 
La aplicación de un cuidadoso diseño experimental en el que se estandaricen las 
fases del trabajo que todavía dependen del criterio del investigador es, en el caso de los 
microarrays, más esencial si cabe que en el resto de técnicas de biología molecular para 
la obtención de resultados fiables y libres de sesgos. Entre estas etapas no 
estandarizadas se encontraba el análisis histológico de los tumores, la medición de la 
calidad del RNA purificado que se iba a hibridar y los controles de calidad de la 
hibridación. Los resultados obtenidos tras la puesta a punto de las diferentes etapas y la 
aplicación  de los controles de calidad se muestran a continuación:  
 
El estudio comenzó con un total de 116 pacientes 
 
 Análisis histológico de la composición de las muestras tumorales. La aplicación de 
este análisis conllevó que se descartaran un total de 20 pacientes (paciente CT4, 6, 
7, 9, 25, 26, 43, 61, 65, 66, 67, 71, 77, 79, 80, 87, 88, 89, 111 y 117 ) de los 116 que 
inicialmente habían sido incluidos en el estudio, por poseer una contaminación con 
tejido normal superior al 20%.  
 
El estudio histológico de las muestras finalmente incluidas en el trabajo (88 
tumores), mostró (Tabla.1) que el porcentaje medio de células epiteliales tumorales 
en los tejidos analizados era aproximadamente del 80%. Por otro lado dentro de lo 
que denominamos componente tumoral (epitelio tumoral + estroma tumoral), el 
estroma malignizado representaba en media aproximadamente un 16%. Para 
verificar si la composición de la pieza tumoral analizada era un reflejo de la 
morfología del tumor completo y no consecuencia del criterio establecido durante el 
análisis histológico de las muestras (selección de al menos un 80% de componente 
tumoral), se analizó para cada tumor un fragmento distinto al utilizado para la 
obtención del RNA. Estas nuevas piezas pertenecían a zonas diferentes de los 
tumores que habían sido embebidas en parafina para su almacenamiento y su uso en 
la práctica clínica rutinaria. El porcentaje medio de estroma tumoral existente en las 
muestras parafinadas analizadas se estimó en un 15.3%, resultando casi idéntico al 
obtenido en el tejido congelado (16%) (Tabla.1). Además, el estudio de correlación 
entre el porcentaje de estroma de las dos regiones tumorales analizadas (tejido 
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congelado y parafinado) para cada uno de los pacientes, indicó que no existían 
diferencias significativas entre ambas áreas tumorales y que la correlación entre 
dichas regiones era elevada (ICC: 0.781; (IC95%: 0.681-0.852)), pudiendo por tanto 
asumir que la asociación entre el porcentaje de estroma tumoral y los grupos 
moleculares es real y no fruto del fragmento de tejido seleccionado.  
 
La presencia de necrosis (considerada como 5% o más del componente tumoral) en 
los tumores no fue muy frecuente, observándose solamente en 14 de las 88 muestras 
estudiadas (16%) (Tabla.1). No se observaron diferencias en la calidad del RNA de 
las muestras con necrosis (Media RIN: 8.84) frente a las muestras que no 
presentaban necrosis (Media RIN: 8.96).   
 
% cél. epiteliales 
tumorales
Estroma.               
Muestra congelada
Estroma.                   
Muestra parafinada
% necrosis.               
Muestra congelada
Media 79.6 16.6 15.3 2.4
Mediana 80 15 15 0
Desv stnd 10.7 10.7 9.2 6.0
Max 95 65 60 30
Min 35 5 5 0
% de células dentro del componente tumoral
  
Tabla.1. Resumen del análisis histológico realizado a las muestras incluidas en el estudio. 
 
 Control de calidad del RNA extraído. Sólo 5 muestras (paciente CT13, 21, 46, 51 y 
85) de las 96 analizadas fueron eliminadas por no alcanzar el criterio mínimo de 
calidad exigido a los RNAs extraídos (RIN ≥ 7.5). La calidad de los RNAs restantes 
que se incluyeron en el estudio fue muy elevada obteniéndose un RIN medio de 8.9 
(en una escala de 0-10) con un mínimo de 7.5 y un máximo de 10 (Fig.1 y Tabla.3).  
 
 
Fig.1. Representación del rango de calidad de los RNAs seleccionados para el estudio. A) Muestra 
CT 10 con el límite mínimo de calidad aceptado (RIN: 7.5) para el estudio. B) Muestra CT 33 
con el RNA extraído intacto (RIN: 10, máxima calidad). 
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Durante el estudio se llevaron a cabo un total de 116 hibridaciones mediante 
doble marcaje (Cy5 y Cy3) que comprendían las 91 muestras tumorales restantes, a las 
que se sumaron 8 tejidos de mucosa normal de colon cuya calidad de RNA estaba 
dentro de los rangos establecidos. La distribución de las hibridaciones fue la siguiente: 
95 hibridaciones Tumorales (Tumor-Cy5/”Pool”CN-Cy3) con un total de 91 tumores 
únicos y 4 réplicas de tumores cuya hibridación inicial no había sido adecuada; 8 tejidos 
de colon normal (Normal-Cy5/”Pool” CN-Cy3) que facilitaron el estudio de las 
alteraciones entre cada uno de los distintos grupos tumorales encontrados con respecto 
al tejido colorrectal normal, ya que la muestra de referencia se utilizó sólo para los 
procesos de normalización y de control de la técnica; 13 réplicas control (“Pool” CN-
Cy5/”Pool” CN-Cy3) indicativas de la variabilidad propia de la técnica.  En la Fig.2. se 
muestra  una representación de los gráficos obtenidos (MA plots) para las muestras de 
cada uno de los 3 tipos de hibridación que se generaron durante este estudio y que 





679 estimulados y 999 inhibidos
9 estimulados y 49 inhibidos





Fig.2. Representación mediante M-A plot de los genes diferencialmente expresados en los tres tipos de 
hibridaciones realizadas. A) Tejido tumoral vs. “Pool” CN; B) tejido normal vs. “Pool” CN; C) 
“Pool” CN vs. “Pool” CN. El color rojo indica genes sobreexpresado en la muestra analizada en 
relación a la muestra de referencia; el color verde indica genes inhibidos; el color azul indica los 
genes que se han utilizado para normalizar los valores de expresión; el color amarillo indica genes 
que no están diferencialmente expresados a un p-valor < 0.01. M = Log2 Tumor- Log2 “Pool” CN; 
A = (½) x (Log2 Tumor + Log2 “Pool” CN). 
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La diferencia media observada en el número de tránscritos (~5000 transcritos) en 
estas representaciones entre las muestras de tejido tumoral (media ± DS: 7369 ± 2015) y 
las muestras de tejido normal (2212 ± 857)), fueron reflejo de los numerosos cambios 
que se producen en el proceso de malignización tumoral. 
 
Por otro lado, mediante el análisis de los MA-plots de la hibridaciones control 
(“Pool” CN-Cy5 / “Pool” CN-Cy3) se pudo comprobar la escasa variabilidad técnica de 
los microarrays (media + DS en las réplicas control (218 ± 326)) observándose que la 
media del número de genes diferencialmente expresados no superaba la que se esperaría 
encontrar por azar (p-valor = 0.01) si las muestras no fuesen realmente diferentes. 
 
 Control de calidad de las hibridaciones (microarrays). Del total de 116 hibridaciones 
realizadas sólo 5 fueron eliminadas (nº CT19, CT32, CT33, CT47 y CT54). Para 3 
de estas muestras eliminadas (nº CT19, CT32 y CT33), se volvió a realizar el 
proceso de marcaje e hibridación y al superar los controles de calidad fueron 
finalmente incluidas en el análisis. El comportamiento de la muestra CT102 y de su 
duplicado a lo largo del análisis, sirvieron para verificar que todas las réplicas, 
hibridadas en microarrays de formato 4x44k (CT19, CT32 y CT102duplicado) y con 
un protocolo diferente de lavado (CT19, CT32, CT33 y CT102duplicado), eran 
compatibles con el resto de muestras, hibridadas en formato 1x44k y con protocolos 
de lavado diferentes (entre las que se encontraba el CT102 original).  
Los valores medios obtenidos para las muestras finalmente incluidas en el estudio se 
ajustaron bien a los controles establecidos (Tabla.2). El hecho de que puntualmente, 
determinadas muestras superasen alguno de estos límites marcados no fue de suma 
importancia ya que todas ellas cumplían con los controles establecidos en al menos 
el 75% de los parámetros analizados. Se puede concluir por tanto, que las 
hibridaciones de los microarrays considerados para posteriores estudios fueron 
buenas y que por tanto, los datos obtenidos son fiables. 
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Parámetro C. Rojo C. verde C. Rojo C. verde C. Rojo C. verde C. Rojo C. verde
NegCtrlAveNetSig 37.8 ± 5.7                  (70)
38.7 ± 24.1                  
(70) —— ——
85.9 ± 2               
(70)
28.2 ± 8.6                 
(70) —— ——
NumFeature        
NonUnifOL
22.3 ± 25.3        
(150)
29.2 ± 26           
(150) —— ——
7 ± 5.1         
(150)
8.7 ± 5                  
(150) —— ——
NumPopnOL 78.1 ± 27           (155.5)
58.3 ± 28.5           
(147.2) —— ——
156.8 ± 15.6  
(180.4)
128.2 ± 28.8            
(168.15) —— ——
NonCtrlMedPrcnt             
CVBGSubSig
19 ± 3.9                  
(25)
18.3 ± 7.4             
(25)
FR = 13                   
(0)
FR = 0                      
(0)
14.2 ± 1.4             
(25)
13.7 ± 1.4 
(25)
FR = 0              
(0)
FR = 0                
(0)
NumFoundFeat
NumPopnBGOL 1236 ± 432 (2172.8)
 407 ± 525                           
(1555.4) —— ——
977 ± 186.9      
(1565.6)
908  ± 655             
(3144.1) —— ——
Prop_down_        
vs_up_regulated 
Tumores
FR = 13. Cuartiles (0.7-0.8-0.9-1.1)                                                      
(0.666-1.5)
FR = 0                                                                                            
(0.666-1.5)
——
42864 ± 913            
(39723) ——
40036 ± 1412                  
(36067)
Microarrays escaneados con el FE 8.5 Microarrays escaneados con el FE 9.5
Limite Superior Límite Inferior Limite Superior Límite Inferior
 
 
Tabla.2. Valores medios obtenidos (Media ± DS) para cada uno de los parámetros analizados durante los 
controles de calidad de las hibridaciones. Los datos fueron obtenidos a partir de los 110 microarrays 
que fueron considerados válidos para el análisis. En cada una de las celdas aparece entre paréntesis 
el límite superior o inferior  para el cuál las muestras se consideran fuera de rango, según lo 
establecido en la sección 9.1 de materiales y métodos (Pág.69). En el caso del parámetro 
“Prop_down_vs_up_regulated Tumores”, solo fueron incluidos datos de los tejidos tumorales. FR: 
muestras fuera de rango. 
 
Como excepción, la muestra 113 fue eliminada por la existencia de un número 
excesivamente elevado de puntos problemáticos (no uniformes) en el canal rojo 
(Cy5). La media para ese canal a lo largo del resto de muestras fue de 28.22 ± 56.08, 
mientras que para el tumor CT113 el número de puntos no uniformes en el canal 
rojo fue de 8947. Finalmente, el estudio continuó con 110 microarrays hibridados de 
los cuales 89 correspondieron a un total de 88 tumores únicos y una réplica 
(CT102). 
 
 Estudio de comportamientos anómalos de las muestras mediante Análisis de 
Componentes Principales o PCA. En las 110 muestras analizadas (89 tumores, 8 
normales y 13 controles) no se observaron sesgos significativos debidos al día en 
que se realizó la hibridación, al tipo de chip utilizado o al método de lavado 
empleado (Fig.3.). Sin embargo se eliminó una muestra de tejido normal (CN61) 
cuya expresión era más parecida a la de los tejidos tumorales que a la de los propios 
tejidos normales. Tras llevar a cabo el análisis histológico de dicha muestra, se 
confirmó la existencia de contaminación con tejido tumoral (~ 30% del tejido). El 
resto de muestras normales fueron también sometidas a análisis histológico sin que 
se encontrasen células tumorales. Por tanto el número de tejidos de colon normal 
finalmente analizado fue de 7. 
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Fig.3.  Evaluación mediante PCA de los 110 microarrays hibridados. De izquierda a derecha y de arriba 
abajo las muestras aparecen coloreadas en función del tipo de tejido, del día en el que se realizó 
la hibridación, del método de lavado utilizado y del formato de array hibridado.  
 
 
El control de estos cuatro pasos fue por tanto esencial para no introducir sesgos 
artificiales de importancia durante la generación de los datos de análisis y por 
consiguiente para ser capaces de obtener e interpretar los resultados de manera fiable en 
el curso de su análisis posterior.  
 
2. Características de los pacientes. 
 
Del total de 116 pacientes con adenocarcinomas colorrectales esporádicos en 
estadios localizados o avanzados incluidos inicialmente, un total de 88 superaron los 
controles de calidad para ser finalmente incluidos en el estudio (Tabla.3).  
 
De estos 88 pacientes ninguno, a excepción del paciente 119, recibió 
quimioterapia o radioterapia neoadyuvante. Aunque este tipo de tratamiento fue 
Normal y Pool CN
Tumor
CN 61
Tipo de muestra hibridada Fecha de la hibridación
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considerado como un criterio de exclusión, este caso no fue descartado de inicio porque 
no se tuvo constancia de dicho tratamiento hasta una vez finalizado el análisis de datos. 
Sin embargo tras el mismo, se comprobó que este hecho no tuvo especial relevancia en 
el resultado final ya que esta muestra se asoció con el “cluster” 5 o “cluster” de 
muestras no clasificadas.  
 
Nº Pacientes Porcentaje
Sexo Hombre 43 48.9%
Mujer 45 51.1%
Edad (años) Media (min-max) 70.9 (25-93)
RIN Media (min-max) 8.9 (7.5-10)




MSS/MSI Status MSS 79 89.8%
MSI 9 10.2%
Location C.Ascendente 33 37.5%
Sigmoide 32 36.4%
Recto 14 15.9%
C. Descendente 3 3.4%
C. Transverso 6 6.8%
Nodos analizados Menos de 12 28 31.8%
Más de 12 60 68.2%
Mut. K-ras Codon 12 28 31.8%
Codon 13 6 6.8%
Wild Type 54 61.4%
Grado Histológico Indiferenciado 1 1.1%
Pobremente dif. 5 5.7%
Moderadamente dif. 51 58.0%
Bien dif. 31 35.2%
Tipo Histológico Convencional 78 88.6%
Mucinoso 10 11.4%
Margen Tumoral Expansivo 16 18.2%
Infiltrante 61 69.3%
Mixto 11 12.5%
Invasión Vascular Si 33 37.5%
No 55 62.5%
Invasión Perineural Si 8 9.1%
No 80 90.9%







Tabla.3. Descripción de los parámetros clínicos y patológicos más característicos de los pacientes. 
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La edad media de diagnostico del tumor en los pacientes seleccionados fue de 
70.9 años, en consonancia con la edad media de diagnostico de 68 años descrita en otros 
trabajos [5]. De entre todos los pacientes, destacó el paciente nº 27 con una edad de 
diagnóstico anormalmente temprana (25 años) para tratarse de un tumor colorrectal de 
tipo esporádico.  
 
La relación de pacientes en función del sexo se acercó a la paridad (49% 
hombres y 51% mujeres) no observándose una mayor frecuencia de aparición en 
hombres como está descrito [3]. Al tratarse de un trabajo de clasificación se intentó 
seleccionar un número igualmente representativo de tumores en cada estadio. El estadio 
más numeroso fue el B de Dukes con un 29.5% de las muestras y los menos numerosos 
los estadios C y D con un 21.6% cada uno. El resultado de los análisis de inestabilidad 
en microsatélites mostró que un 10.2% de los tumores colorrectales estudiados 
presentaban alta inestabilidad, acercándose a los rangos (12-15%) descritos en la 
literatura [64]. En cuanto a la localización, los tumores analizados parecieron 
desarrollarse de manera algo más frecuente en el colon distal (55.7%) que en proximal 
(44.3%) en consonancia con lo propuesto en otros trabajos [287,288].  
 
En función del tipo histológico, las muestras se agruparon en adenocarcinomas 
convencionales (88.6%) y mucinosos (11.4%). No existe un consenso sobre la 
frecuencia de tumores colorrectales de tipo mucinoso. Tradicionalmente se ha estimado 
entre un 10-20% de los tumores colorrectales [289], aunque en función del criterio 
patológico estos porcentajes varían del 3-40% [136,289,290]. El análisis del gen KRAS, 
detalló una frecuencia de mutaciones en nuestra muestra del 38,6%, lo que también se 
ajusta a lo descrito (30-45%) hasta el momento en la literatura [27,291].  
 
Finalmente, los datos obtenidos para el Antígeno Carcinoembrionario (CEA) al 
diagnóstico no fueron analizados, ya que pese a ser el único marcador molecular 
aceptado para su uso en la clínica (excluyendo el recientemente aprobado KRAS) y pese 
a estar incluido su análisis en la práctica rutinaria en el hospital, solo contamos con la 
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3. Análisis de microarrays. 
 
El estudio de los perfiles de expresión génica global se llevó a cabo a partir de 
88 muestras tumorales (89 hibridaciones) y 7 muestras colorrectales normales que 
pasaron los diferentes controles de calidad. El número de genes incluidos en la matriz 
final fue de 14764 genes según los criterios de filtrado explicado en las sección 9.2 de 
materiales y métodos (Pág.71). Sin embargo, para el propósito de la clasificación y 
caracterización tumoral solo fueron utilizados aquellos genes que mostraban una mayor 
variación en la expresión a lo largo de las muestras, utilizando de esta forma un grupo 
más reducido de 1722 genes (ver también sección 9.2 de materiales y métodos. Pág.71). 
 
 
3.1. Caracterización del patrón de expresión de muestras normales y tumorales.  
 
No siendo la comparación entre tejido tumoral y tejido normal el objetivo central 
de este trabajo, consideramos que los resultados obtenidos de su análisis podían ser 
interesantes ya que nos permitirían conocer los genes y ruta biológicas afectadas en 
nuestros tumores en el proceso de malignización, nos permitiría verificar la capacidad 
discriminatoria de este tipo de técnicas y por último nos brindaría la oportunidad de 
descubrir nuevos genes cuyo estudio más en profundidad podrían ser importantes para 
el tratamiento de la enfermedad.   
 
Por tanto, mediante técnicas no supervisadas (“clustering” o agrupamiento 
jerárquico) realizamos una agrupación de genes y muestras en las que se encontraban 
los 88 tumores y las 7 muestras de colón normal y los 1722 genes previamente filtrados. 
El resultado obtenido, como cabía esperar, separó por un lado los tejidos normales y por 
otro lado los tumorales y nos permitió identificar los patrones de expresión diferencial 
entre ambos tipos de muestras (Fig.4). La validación matemática mediante el “D-Index” 
y el “R-Index” (ver materiales y métodos Sección 9.3. Pág.73) de las agrupaciones 
obtenidas confirmaron que molecularmente el tejido normal y el tejido tumoral son 
completamente diferentes entre sí, siendo capaces de asignar correctamente las muestras 
a su grupo correspondiente en el 100% de los casos (Tabla.4). Este experimento 
confirmó también la solidez de esta técnica para detectar alteraciones basadas en 
perfiles globales de expresión y por tanto apoyando así su utilización en la creación de 
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una clasificación molecular de tumores colorrectales en base a perfiles de expresión 
diferencial. La existencias de grandes diferencias entre tejido normal y tejido tumoral ya 
habían sido observadas cuando se analizaron los resultados de expresión mediante los 
gráficos MA-plot, en donde se observaba que la diferencia global entre ambos tejidos en 
cuanto al número medio de tránscritos diferencialmente expresados (p-valor < 0,01) era 
de aproximadamente 5000 transcritos (Ver sección 1. de resultados. Pág.97).   
 
 
Cluster Nº Muestras Robustez Omisiones Adiciones
 Tejido Tumoral 88 1 0 0
 Tejido Normal 7 1 0 0
 
 
Tabla.4. Resumen del resultado de la validación matemática (tras 1000 perturbaciones) en función de los 





Fig.4. (En la página siguiente). Resultado del “clustering” jerárquico utilizando 1722 genes en las 88 
muestras tumorales y los 7 tejidos normales. En la ejecución del mismo se utilizó como distancia la 
correlación centrada de Pearson y como método de medida de agrupación de elementos “average 
linkage”. A) Resultado del “clustering” jerárquico de las 96 muestras (horizontal). En vertical se 
muestra la matriz de expresión o “heatmap”, ordenada tras la realización de un “clustering” 
jerárquico para los 1722 genes. El color rojo en el heatmap indica sobreexpresión del gen en la 
muestra problema en relación a la muestra de referencia; el color azul indica inhibición; el negro 
ausencia de expresión diferencial. A la derecha de la matriz de expresión se muestran un grupo de 
barras rectangulares de diferentes colores que indican los clusters de genes encontrados. Los genes 
de cada uno de estos clusters, muestran en general un comportamiento diferente entre tejidos 
normales y tumorales y funciones similares en los procesos biológicos. Sin embargo no todos los 
genes de estos clusters muestran una expresión significativamente diferente y con una diferencia de 
expresión de 2 veces entre ambos grupos (criterio seleccionado en la comparación de clases 
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3.1.1. Comparación de clases entre tejido tumoral vs. tejido normal. 
 
Posteriormente y partiendo de los 1722 genes utilizados en el “clustering” o 
agrupamiento jerárquico se llevó a cabo una comparación de clases para identificar los 
genes que se encontraban diferencialmente expresados entre las dos clases y que, por 
tanto, presumiblemente podrían participar en la aparición y desarrollo del cáncer. De los 
1722 genes de inicio, un total de 559 se encontraron diferencialmente expresados (p-
valor < 0.001 B&H) y con una diferencia de expresión de al menos 2 veces entre ambos 
grupos (ver Anexo IV para lista detallada. Pág.221). Estos 559 genes se encontraban en 
su mayoría asociados a determinadas regiones del “heatmap” formando grupos o 
clusters de genes que parecían en muchos casos compartir una misma función biológica. 
La interpretación biológica de estos resultados se completó mediante un análisis de vías 
moleculares (KEGG pathways) que nos permitió comprender aún mejor las funciones 
alteradas en el proceso de malignización. Los resultados más importantes se muestran a 
continuación: 
 
 Proliferación celular (“cluster” azul). Se observó la sobreexpresión en tumores de 
genes implicados en replicación del DNA como TOP2A o CDC6 [292,293], en ciclo 
celular como CDC2, Ciclina B1 o CDC6 [292,294] o en procesos relacionados con 
interacción entre los cromosomas y el huso acromático durante la división celular, 
así como en el proceso de citocinesis (Ej.: MAD2, MPS1, CENP-A, NUF2, BIRC5, 
NEK2A o CEP55) [295-299]. Todo ello en consonancia con la alteración observada 
de rutas moleculares (Tabla.5.) como ciclo celular (hsa04110), RNA polimerasa 
(transcripción) (hsa03020), así como metabolismo de purinas y pirimidinas 
(principalmente en la síntesis de estos nucleótidos) (hsa00230 y hsa00240). 
 
 Desregulación de la vía Wnt (“cluster” gris). Observándose tanto la alteración de la 
vía (hsa04310) (Tabla.5) como y más en concreto la sobreexpresión de moléculas 
activadoras de dicha vía como Wnt5a, de genes diana de dicha vía como sp5, uPA, 
MMP7, SPP1 o Myc [300-302], de genes que conforman parte de la vía como LEF1 
y ayudan a la transcripción de los genes diana, o como de genes pertenecientes a 
otras vías que interaccionan con Wnt como es el caso de la proteína Inhibina A de la 
ruta del TGF-β. La sobreexpresión de estos genes contrasta sin embargo con la 
sobreexpresión del gen SFRP4 que pueden inhibir la activación de esta vía. 
Resultados 
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 Activación del proceso inflamatorio (“cluster” rosa) e inhibición del sistema inmune 
(“cluster” azul claro y rojo). Caracterizados por la sobreexpresión de citoquinas y 
quimioquinas como CXCL1, CXCL2, CXCL3, CXCL12 o interleuquinas como 
IL11 e IL8 implicadas en angiogénesis e inflamación, así como por la alteración de 
la vía molecular “interacción citoquina-receptor de citoquina” (hsa04060) (Tabla.5) 
y caracterizados también por la inhibición de genes que codifican para 
inmunoglobulinas (14q32.33, 22q11.22 y 2p11.2), quimioquinas implicadas en la 
atracción de linfocitos como CCL13, CCL15 o CCL8, además de moléculas 
implicadas en la cascada del complemento como CFD, CFH o CFHR3.  
 
 Invasividad y progresión tumoral (“cluster” gris y rosa). Mediada por la 
sobreexpresión de genes implicados en procesos como la degradación de la matriz 
extracelular (Ej. uPA [303], MMP11 [304] o MMP7 [305], MMP1 o MMP3), la 
inhibición de procesos de muerte celular por anoikis y la activación de procesos de 
transición epitelio-mesenquima (Ej. Claudina-1) [306]), la linfoangiogénesis (Ej. 
Podoplanina [307]) o la potenciación de los procesos de extravasación (Ej. TGFβI 
[308]). Además, genes como TIMP1, sobreexpresado en tumores, cuya función 
principal se creía relacionada con la inhibición de MMPs y por tanto con la 
supresión tumoral, parecen tener un papel importante en la progresión tumoral al 
estar también implicadas en la inhibición de la apoptosis, la activación de la 
proliferación o la activación de la angiogénesis [309].  
 
 Alteración de la matriz extracelular (“cluster” negro). Se produce un aumento de los 
componentes de la MEC como colágenos (COL10A1, COL12A1, COL1A1, 
COL5A2), Nidógeno-2, Spondina-2 o SPARC, así como de genes (MMP14, 
THBS2, PDGFRB, SPARC, Spondina-2 o FAP) relacionados con funciones 
asociadas con el estroma, la remodelación de la MEC, la activación del estroma o 
las interacciones célula-matriz e implicados en la alteración de la vía de adhesión 
focal (hsa04510), importante en el desarrollo del tumor [310-315].  
 
 Inhibición de las vías de detoxificación (“cluster” verde y azul claro). La inhibición 
de genes que podrían estar implicadas en el metabolismo xenobiótico (hsa00980) 
como ADH1C, ADH1A, EPHX2, GSTA5, NAT1, SULT1B1, UGT2B10/11/15/17 
Resultados 
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así como la inhibición de metalotioneinas (MT1B, MT1E, MT1F, MT1G, MT1H, 
MT1L, MT1M, MT1X o MT2A) y posiblemente la inhibición de las anhidrasas 
carbónicas (CA1, CA2, CA4 y CA12) estarían relacionadas con la acumulación de 
metales y de especies reactivas de oxígeno que podrían estar favoreciendo la 
aparición del tumor. Alguno de estos genes, podrían estar, no obstante, implicados 
también en el metabolismo de lípidos. 
 
Finalmente  estos  perfiles de expresión también son capaces de reflejar las 
diferencias (“cluster” azul claro) en la composición tisular entre tumores y la mucosa de 
colon normal. En este último se observa la aparición de un componente muscular 
(músculo liso) asociado a la sobreexpresión de genes como MYH11, MYLK, ATP1A2, 
Desmina (DES) o Calponina-1 (CNN1) en contraposición al primero. 
 
Identificador Descripción de la vía molecular LS p-valor KS p-valor E-T's GSA    p-valor
Goeman's        
p-valor
 hsa00040  Pentose and glucuronate interconversions 0.0000 0.0009 0.020 < 0.0000001 
 hsa00071  Fatty acid metabolism 0.0000 0.0075 0.010 < 0.0000001 
 hsa00120  Bile acid biosynthesis 0.0057 0.0035 0.010 < 0.0000001 
 hsa00150  Androgen and estrogen metabolism 0.0003 0.0055 0.090 < 0.0000001 
 hsa00190  Oxidative phosphorylation 0.0000 0.0000 0.140 0.0000002
 hsa00230  Purine metabolism 0.0000 0.0000 0.010 < 0.0000001 
 hsa00240  Pyrimidine metabolism 0.0048 0.0034 0.010 < 0.0000001 
 hsa00362  Benzoate degradation via hydroxylation 0.0000 0.0037 0.020 < 0.0000001 
 hsa00500  Starch and sucrose metabolism 0.0007 0.0036 0.170 < 0.0000001 
 hsa00630  Glyoxylate and dicarboxylate metabolism 0.0026 0.1449 0.010 < 0.0000001 
 hsa00670  One carbon pool by folate 0.0007 0.0292 < 0.005 < 0.0000001 
 hsa00910  Nitrogen metabolism 0.0018 0.0461 < 0.005 < 0.0000001 
 hsa00980  Metabolism of xenobiotics by cytochrome P450 0.0084 0.0001 0.100 < 0.0000001 
 hsa03020  RNA polymerase 0.1971 0.0020 0.040 < 0.0000001 
 hsa03320  PPAR signaling pathway 0.0016 0.1983 0.120 < 0.0000001 
 hsa04020  Calcium signaling pathway 0.0001 0.0657 0.010 < 0.0000001 
 hsa04060  Cytokine-cytokine receptor interaction 0.0000 0.0000 0.180 < 0.0000001 
 hsa04110  Cell cycle 0.0001 0.0001 0.010 < 0.0000001 
 hsa04310  Wnt signaling pathway 0.0000 0.0000 0.230 < 0.0000001 
 hsa04510  Focal adhesion 0.0000 0.0000 0.460 0.0000043
 hsa04740  Olfactory transduction 0.0000 0.0053 < 0.005 < 0.0000001 
 hsa04810  Regulation of actin cytoskeleton 0.0000 0.0000 0.280 < 0.0000001 
 
 
Tabla.5. Análisis de vías moleculares (KEGG pathways) diferencialmente expresadas entre tejido normal 
y tejido tumoral. P-valor límite = 0.005. Para ser consideradas significativa, la ruta analizada tiene que ser 















3.2. Clasificación molecular de los tumores colorrectales. 
 
3.2.1. Clasificación de las muestras tumorales mediante métodos no supervisados. 
 
Una vez establecido el contexto molecular que rige el desarrollo de los tumores 
colorrectales, nos centramos en el establecimiento de una clasificación molecular que 
distribuyese los tumores en grupos molecularmente homogéneos, utilizando los 1722 
genes seleccionados y los 88 tumores incluidos en el análisis. Previamente al análisis se 
realizó el centrado de genes, de manera que el punto de referencia para determinar si un 
gen está o no alterado pasa a ser la mediana de los valores de expresión para ese gen a 
lo largo de los tumores, posibilitando una mejor discriminación de grupos similares. El 
proceso de clasificación se realizó mediante “clustering” jerárquico, utilizando como 
distancia la correlación centrada de Pearson y como método de agrupación de elementos 
el “average linkage”.  
 
La exploración del dendrograma obtenido tras el análisis (Fig.5A y 5B) permitió 
diferenciar un total de 5 grupos o clusters en lo referente a la distribución de las 
muestras. El “cluster” 1 (amarillo) englobó un total de 36 muestras (incluyendo las dos 
hibridaciones de la muestras CT 102), el “cluster” 2 (naranja) un total de 12 muestras, el 
“cluster” 3 (rojo) un total de 22 muestras y el “cluster” 4 (azul claro) un total de 14 
muestras. Las 5 muestras restantes formaron el denominado “cluster” 5 (malva), que 
debido al escaso tamaño muestral fue considerado por el momento como un grupo de 
muestras no clasificadas.  
 
Del estudio de este dendrograma (Fig.5B) también se puede reseñar que no 
parece existir un agrupamiento de las muestras en función del estadio de Dukes al que 
pertenecen, si no que más bien, estos estadios se distribuyen heterogéneamente a lo 
largo de todo el árbol. Por otro lado, otras características como el tipo histológico 
tumoral (mucinoso) o la presencia de tumores con inestabilidad en microsatélites sí que 
parecen asociarse a esta clasificación molecular al agruparse mayoritariamente en el 
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Fig.5. Resultado del “clustering” jerárquico utilizando 1722 genes en las 88 muestras tumorales. En la 
ejecución del mismo se utilizó el centrado de genes, como distancia la correlación centrada de Pearson y 
como método de agrupación de elementos el “average linkage”. A) Resultado del “clustering” jerárquico 
de las 88 muestras (horizontal). En vertical se muestra la matriz de expresión o “heatmap”, ordenada tras 
la realización de un “clustering” jerárquico para los 1722 genes. El color rojo en el heatmap indica 
sobreexpresión del gen en la muestra en relación con la mediana de expresión de los tumores; el color 
azul indica inhibición; el negro ausencia de expresión diferencial. A la derecha de la matriz de expresión 
se muestran un grupo de barras rectangulares de diferentes colores que indican clusters de genes. Los 
genes de cada uno de estos clusters, muestran un comportamiento diferente entre los diferentes grupos 
moleculares definidos. Los genes que componen cada uno de los clusters estarían teóricamente 
implicados en funciones biológicas similares. B) Ampliación del “clustering” jerárquico de muestras. En 
este “clustering” jerárquico se describen 4 grupos (“cluster” 1 o amarillo; “cluster” 2 o naranja; “cluster” 
3 o rojo; “cluster” 4 o azul claro). El “cluster” malva o “cluster” 5 engloba las muestras no clasificables. 
Debajo de cada muestra se describe alguna de sus características más importantes como el estadio de 
Dukes, el estatus MSI o el tipo histológico al que pertenecen. El símbolo “+” indica tumor MSI. La letra 
“M” indica tumor mucinoso.  
 
Los resultados obtenidos de la validación matemática, tras la perturbación de la 
matriz (1000 veces), reflejaron que las agrupaciones propuestas no eran debidas al azar. 
Como se puede comprobar en la Tabla.6, los cuatro grupos moleculares definidos 
poseen una reproducibilidad en cuanto a la forma (“R-Index”) superior al 75% (en una 
escala de 0-100%), siendo además para los grupos 1, 3 y 4 cercana al 90%. En cuanto a 
la estabilidad en las muestras (“D-Index”) que conformaron cada uno de los 4 grupos, se 
observó que en ninguno de los casos, el número promedio de muestras que tras ser 
asignadas a un determinado grupo cambió de agrupación al alterar la matriz (omisiones) 
superó las 2.5 muestras por grupo. En cuanto al número promedio de muestras que tras 
ser incluidas en cualquiera de los otros tres grupos fueron incluidas en el grupo de 
referencia (adiciones) al alterar la matriz, fue incluso más bajo para los grupos 1, 3 y 4 
ya que no superaron las 2.3 muestras por grupo (destacando una puntuación de 0.58 
para el grupo 4), siendo sin embargo un poco más elevada para el grupo 2 (4.98). Este 
último dato reflejaría el hecho que este grupo 2 parecía tener unos criterios de selección 
peor definidos que el resto. 
 
El grupo 5, obtuvo unos valores de “D-Index” más elevados (Om: 1.29 y Ad: 
1.56) y de “R-Index” (65%) sensiblemente más bajos que los demás, teniendo en cuenta 
el número de muestras que lo componían. La falta de criterio para poder decidir si estos 
datos se debieron a una falta de tamaño muestral o a una falta de homogeneidad 
Resultados 
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯  
 111 
biológica aconsejó como ya señalamos anteriormente que estas muestras fueran 











Tabla.6. Resultado de la validación matemática (tras 1000 perturbaciones) para cada uno de los grupos 




Conscientes del efecto que tiene el número de genes seleccionados, la elección 
del algoritmo de clasificación, así como las medidas utilizadas en la obtención de los 
resultados de la clasificación, se comprobó la consistencia de dichos resultados, 
analizando de nuevo las mismas muestras pero utilizando diferentes combinaciones de 
los parámetros mencionados. 
  
Los resultados obtenidos se muestran en la Tabla.7 y Fig.6. Se llevaron a cabo 
un total de 18 combinaciones diferentes de la seleccionada inicialmente, en las que se 
analizó la distribución de las muestras. Para 12 de ellas se encontró una concordancia en 
los grupos, en relación a la clasificación original, superior al 80% (alcanzando en 8 de 
ellos valores en torno al 90% o superiores). Una de las combinaciones (la nº 13) obtuvo 
un 71% de concordancia. Cuatro combinaciones (nº 5, 7, 8 y 17) mostraron una 
reproducibilidad parcial que impedía definir de manera fiable los cuatro grupos, 
coincidiendo con la elección de parámetros poco adecuados para la realización de 
clasificaciones (ver discusión). En cuanto a la representación gráfica del Análisis de 
Componentes Principales (Fig.6), se observó que la variabilidad representada por las 
tres primeras componentes (28% de variabilidad) era suficiente para diferenciar de 
manera consistente los grupos moleculares previamente propuestos. En general, la 




Reproducibilidad GlobalCluster # Muestras Robustez Omisiones Adiciones
Cluster 1 36 0.90 2.54 1.78
Cluster 2 12 0.75 2.24 4.98
Cluster 3 22 0.87 1.78 2.34
Cluster 4 14 0.89 0.92 0.58
Cluster 5 5 0.65 1.29 1.56
Resultados 









Repeticiones Filtrado de genes Nº genes Grupo 1 Grupo 2 Grupo 3 Grupo 4











2.5-fold en al 
menos 8% de 
las muestras










2.5-fold en al 
menos 8% de 
las muestras





Spearman Average Linkage −
2.5-fold en al 
menos 8% de 
las muestras





Kendal Tau Average Linkage −
2.5-fold en al 
menos 8% de 
las muestras










2.5-fold en al 
menos 8% de 
las muestras
1722g 34/36 6/12 19/22 11/14 83%
Clasificador 5 Si Clustering Jerárquico Euclidea
Average 
Linkage −
2.5-fold en al 












2.5-fold en al 
menos 8% de 
las muestras










2.5-fold en al 












2.5-fold en al 
menos 8% de 
las muestras
1722g No disponible






2.5-fold en al 
menos 8% de 
las muestras
1722g 32/36 12/12 21/22 13/14 93%






2.5-fold en al 
menos 8% de 
las muestras
1722g 31/36 12/12 19/22 13/14 89%






2-fold en al 
menos 8% de 
las muestras
3943g 36/36 11/12 21/22 6/14 88%






3-fold en al 
menos 8% de 
las muestras
995g 35/36 6/12 21/22 13/14 89%






3.5-fold en al 
menos 8% de 
las muestras
649g 24/36 5/12 18/22 13/14 71%






2.5-fold en al 
menos 5% de 
las muestras
2737g 36/36 12/12 18/22 11/14 92%






2.5-fold en al 
menos 10% de 
las muestras
1327g 35/36 6/12 21/22 13/14 89%






2.5-fold en al 
menos 12% de 
las muestras
1049g 35/36 9/12 18/22 13/14 89%






2.5-fold en al 
menos 8% de 
las muestras
1722g No disponible
No se pueden distinguir los 4 grupos
Se distingue el grupo 1 del resto
No se pueden distinguir los 4 grupos
No se pueden distinguir los 4 grupos
 
Resultados 
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯  
 113 
Tabla.7. (página anterior) Tabla resumen de las diferentes combinaciones realizadas para comprobar la 
estabilidad de nuestras agrupaciones. Cada fila muestra cada una de las combinaciones realizadas, 
especificándose los parámetros utilizados para su realización, el número de genes seleccionados y 
























Fig.6. Representación gráfica de los tumores en función de la variabilidad representada por las tres 
primeras componentes. Muestras del “cluster” 1 en verde; muestras “cluster” 2 en blanco; muestras 
del “cluster” 3 en azul marino; muestras del “cluster” 4 en rosa; muestras del “cluster” 5 en rojo.  
 
 
3.2.2. Comparación de subtipos y análisis funcional. 
 
La caracterización de los genes más representativos y significativos de los 
grupos moleculares propuestos es complicada debido a la necesidad de comparar la 
expresión de dichos genes entre los cuatro grupos a la vez. En este caso, se comparó 
cada uno de los grupos contra el resto de muestras, seleccionándose aquellos genes con 
una diferencia estadísticamente significativa a un nivel p-valor < 0,001 utilizando 
además el método de corrección para comparaciones múltiples de B&H. El número de 
genes iniciales introducidos en la comparación fue de 1722 genes. Un total de 397 genes 
se encontraban diferencialmente expresados en el grupo 1 con respecto al resto de 
tumores, 101 en el caso del grupo 2, 300 genes en el caso del grupo 3 y 85 en el caso del 
grupo 4. A continuación se estudió cuál era la distribución en el “clustering” jerárquico 
de estos genes (ver Anexo IV. Pág 221 para un listado detallado y Fig.5) y en función 
Resultados 
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de ellos se analizaron los clusters o grupos de genes más destacados. Las regiones 
marcadas en la figura indican las zonas donde se agrupaban preferentemente los genes 
diferencialmente expresados, aunque hay que reseñar que en dichas áreas también se 
encontraban genes cuya expresión era igual a lo largo de todos los tumores.  
 
Esta estrategia, aunque en algún caso puede resultar poco selectiva en cuanto a 
la discriminación de genes, permite establecer un retrato aproximado de las diferencias 
existentes entre los grupos moleculares propuestos. En cada “cluster” de genes se 
intentó encontrar una o varias funciones que permitiesen entender porque dichos 
elementos se agrupaban conjuntamente, tarea facilitada gracias a la realización de 
análisis de vías moleculares (KEGG pathways) que nos permitió entender mejor el 
marco biológico que caracterizaba estos subtipos. Los resultados más significativos 
fueron los que se exponen a continuación: 
 
 “cluster” A (o verde). Genes del 270 a la 523. 
  
Este “cluster” engloba genes relacionados principalmente con el estroma. La 
expresión de los genes que se describen a continuación está más elevada en las 
muestras tumorales que en las muestras normales señalando su importancia en el 
desarrollo tumoral y los niveles de expresión entre los subtipos tumorales muestras 
niveles elevados en el grupo 3 e inhibidos en el grupo 1 en comparación con el resto 
de tumores. Entre los más destacados, encontramos genes que parecen relacionados 
con los procesos de angiogénesis y una mayor densidad de microvasos como son 
ANTXR1, PDGFC o S100A4 [316-318], proliferación tumoral como GREM1 
[319], asociadas con activación de fibroblastos como es el caso de FAP [120], 
procesos de adhesión y migración celular como fibronectina 1 [320] 
(http://www.ncbi.nlm.nih.gov/gene/2335) o remodelación de la matriz como MMP2, 
MMP9, MMP11, MMP14 y uPA [302,321]. Se ha descrito que la activación de 
fibroblastos, provoca además una mayor secreción de proteínas de MEC (matriz 
extracelular) como SPARC, Fibronectina 1 o Tenascina C [120] que también se 
encuentran alteradas y englobadas en este “cluster”. Finalmente, también 
encontramos sobreexpresados diferentes tipos de colágenos (COL10A1/ 12A1/ 1A1/ 
1A2/ 3A1/ 4A2/ 5A2/ 6A1/ 6A2/ 8A1/ 8A2) y otras proteínas de MEC como 
lumican [322]. Estos datos concuerdan con la alteración de vías implicadas en 
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comunicación celular (hsa01430), adhesión focal (hsa04510) o interacción con 
receptores de la matriz extracelular (hsa04512) que se encontraron durante el 
análisis funcional de vías moleculares (Tabla.8). 
 
Otra muestra de la importancia de estos genes en el desarrollo del tumor es que 
muchos de ellos como S100A4, FAP, Lumican, Periostina o SPP1 están relacionadas 
con invasión, metástasis y mal pronóstico [315,322-325].  
 
Por otra parte, se ha descrito que proteínas como Fibulina 1, DACT3, PTGIS se 
encuentran inhibidas en tumores colorrectales con respecto al tejido normal y que 
esta inhibición  podría estar favoreciendo la progresión tumoral. Sorprendentemente, 
teniendo en cuenta lo observado hasta este momento, la expresión de estos genes en 
el “cluster” 3 muestra niveles ligeramente superiores al de los tejidos normales. El 
resto de los grupos muestra inhibición con respecto al tejido normal siendo la más 
marcada la del grupo 1.  
 
Por último, cabe destacar la presencia en este “cluster” de los genes THBS2 y 
TIMP1, no tanto porque se encuentren elevados en el grupo 3 e inhibidos en el grupo 
1, si no porque en todos los grupos tumorales se encuentran estimuladas con respecto 
al tejido normal, a pesar de su conocida implicación en procesos de supresión 
tumoral en el caso de THBS2 [326] y debido a su más que probable implicación en la 
progresión tumoral a pesar de su teórico papel de inhibidor de MMP9, en el caso de 
TIMP1 [327].   
 
 “cluster” B (o rojo). Genes del 524 al 664.  
  
 En este grupo de genes la situación frente al tejido normal varía dependiendo del gen 
en cuestión. Una parte importante de los genes englobados en este “cluster” están 
implicados en respuesta inmune e inflamación. Entre los genes implicados en 
respuesta inmune tenemos la granulisina (GNLY) y la granzima H (GZMH) que son 
liberados por células del sistema inmune como los linfocitos; genes que codifican 
para las cadenas del complejo mayor de histocompatibilidad tipo II (HLA-DMB, -
DPB1, -DPB2, -DRB4, -DRB5); receptores de membrana que se unen a moléculas 
presentadas por el complejo MHC I como LILRB3. También encontramos genes que 
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codifican para receptores de inmunoglobulinas como FCGR1B o FCGR3A. En todo 
este grupo de genes se mantiene siempre una constante en cuanto a los niveles de 
expresión génica: aunque estadísticamente no son grupos con diferencias de 
expresión muy elevadas, las muestras del grupo 1 tienen claramente los niveles más 
bajos de los cuatro grupos, mientras que el grupo 2 tiene los niveles más altos 
(siendo estos iguales o superiores a los del tejido normal). Los grupos 3 y 4 tienen 
niveles más cercanos al grupo 2 que al grupo 1. Coincidiendo con esta aparente 
alteración del sistema inmune durante el desarrollo tumoral, el análisis de vías 
moleculares mostraba la desregulación de vías relacionadas como las líneas celulares 
hematopoyéticas (hsa04640), el procesamiento y presentación de antígenos 
(hsa04612) o las moléculas de adhesión celular (hsa04514) (Tabla.8). 
 
 También se observan la alteración de la vía molecular “citoquinas e interacción con 
sus receptores” (hsa04050) (Tabla.8) a la vez que la alteración de un gran número de 
genes implicados en respuesta inflamatoria entre las que destacan quimioquinas y 
citoquinas como CXCL10, IL-8, IL-1β, CCL18, CCL2, CCL3, CCL4, CCL8, 
CX3CL1. En este caso el patrón de expresión sigue indicando una menor expresión 
de las muestras pertenecientes al “cluster” 1 en contraposición a las muestras del 
grupo 2 aunque en esta ocasión las muestras del grupo 4 muestran unos niveles 
similares y en algunos casos supriores a los del grupo 2. En comparación con el 
tejido normal, la expresión de los grupos 2 y 4 es casi siempre más elevada. 
 
 Otro grupo de genes que cabe destacar es el grupo de las metalotioneinas como 
MT1B, MT1E, MT1G, MT1H, MT1L, MT1M, MT1X, MT2A todas ellas 
codificadas en la región cromosómica 16q13 y que podrían estar implicadas por un 
lado en la detoxificación de elementos nocivos y en la resistencia de los tumores 
inestables (MSI) a QT [245]. En este caso la expresión elevada se da sobre todo en el 
grupo 4 y de nuevo el grupo 1 vuelve a mostrar el menor nivel expresión de los 
grupos de tumores. Con respecto al tejido normal, todos los grupos tumorales se 
encuentran inhibidos.  
 
   Finalmente aparecen genes con importancia en cáncer, inhibidos en el 
grupo 1, cuya expresión ha sido asociada a buen pronóstico como ICAM1 que 
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impide la diseminación de células tumorales [328] u Oncostatina (elevada sobre todo 
en el grupo 4) [329]. 
 
 “cluster” C (o azul oscuro). Genes del 1037 al 1102.  
 
 Este “cluster” de genes engloba, en general, genes estimulados en el grupo 4 frente al 
resto de grupos. Estos niveles de grupo 4 son similares a los encontrados en tejido de 
colon normal. La mayoría de los genes codifican en este caso para proteínas 
relacionadas con el componente mucinoso. Ya sea mediante su función, como en el 
caso de AGR2 que han sido relacionados con procesos de desregulación de las 
células caliciformes o goblets cells (secretoras de moco) [330,331], ya sea porque el 
gen en cuestión comparte una estructura típica de mucinas como FCGBP [332], 
asociado también con células caliciformes [333]. Genes como el TFF2 y 
principalmente el TFF1 han sido relacionados con procesos relacionados con el 
componente mucinoso del colon además de haber sido asociados con tumores tanto 
de tipo histológico serrado [334] como mucinoso [335]. También se engloban en este 
“cluster” genes relacionados con el acido siálico (ST3GAL4, ST6GALNAC1) que ha 
sido asociado con progresión, metástasis y mal pronóstico [336,337] y con 
interacción con el gen MUC2 para producir apoptosis de células dendríticas [338]. 
También descrito como gen de mal pronóstico en este grupo destaca el gen REG4, 
que se asocia con metástasis [339] y en cáncer gástrico con resistencia a 5-FU [340].  
 
 No asociado a este “cluster” de genes, pero sí diferencialmente expresados en el 
grupo 4 destacan otra serie de genes. Un claro ejemplo es el del gen MUC1, 
característico de tumores mucinosos [341], cuyos niveles altos se han visto asociados 
con mal pronóstico [342,343]. Se ha descrito que este gen puede unirse a β-catenina 
evitando así la unión de este último a E-Cadherina y favoreciendo la transcripción de 
genes [344] o correlacionándolo con una mayor velocidad de desarrollo tumoral 
[345]. También destacan genes implicados en la respuesta inmune y respuesta 
inflamatoria como IL1β o IL1R2 o genes implicados en la cascada del complemento 
como CD55 que parece que puede evitar precisamente la muerte de la célula en la 
que se expresa cuando es activada esta cascada del complemento, etc. Otros genes 
son los relacionados con Serpina (SERPINA1, SERPINB5), que en general parecen 
correlacionar con una mayor sobreexpresión en tumores MSI [346].  Todos estos 
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genes están inhibidos en todos los tumores a excepción de los del grupo 4 que 
muestran unos niveles similares, o incluso superiores en algunos casos, a los del 
tejido normal.   
 
 “cluster” D (o amarillo). Genes del 1247 al 1352.  
 
 Engloba genes relacionados con respuesta inmune y más en concreto con las 
inmunoglobulinas. Así, se observa un aumento en el grupo 2 frente al resto de los 
grupos de la expresión de las regiones cromosómicas 14q32, 16p11, y 15q11, 
correspondientes a genes que codifican para las cadenas pesadas de las 
inmunoglobulinas y de las regiones 22q11, 2p11, correspondientes a genes que 
codifican para las cadenas ligeras (Lambda y kappa respectivamente) de las 
inmunoglobulinas. Entre los genes destacan el IGHA1, IGKC, IGKV1D-8, IGHV1-
69 o IGLL1. En concordancia con esto, también se encuentran expresados genes 
como POU2AF1 que parece favorecer la transcripción de genes de las 
inmunoglobulinas y la recombinación de las regiones V (D) J de algunas 
inmunoglobulinas [347], además de haberse relacionado su inhibición con fallos en 
la respuesta inmune [348]. También destaca la expresión de receptores del TNF 
(TNFRSF17) importante en respuesta inmune. 
 
 Genes asociados con progresión tumoral como laminina (LAMC2) [310,349] están 
disminuidos en este grupo 2 frente al resto de tumores. Cabe destacar que la mayoría 
de los genes reseñados en este “cluster” tienen, en el grupo 2, niveles de expresión 
similares a los de los tejidos normales. Este “cluster” de genes muestra de nuevo, 
como ya se viese en el “cluster” rojo, la asociación de los tumores del grupo 2 con 
vías moleculares relacionadas con el sistema inmune. 
 
 “cluster” E (o azul claro). Del 1428 al 1528. 
 
 Engloba a un grupo de genes cuyo nivel de expresión está elevado en las muestras 
del grupo 1 con respecto al conjunto de los otros tres grupos y principalmente con 
respecto a las muestras de los grupos 2 y 3. En relación con el tejido colorrectal 
normal, la expresión de estos genes en los tumores se encuentra inhibida, 
exceptuando en las muestras del grupo 1 que muestran niveles similares a los del 
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tejido normal. En este caso destacan genes que han sido implicados en procesos del 
metabolismo xenobiótico o del metabolismo de lípidos como la UDP 
glucoronosiltransferasa 2 (UGT2B7 y UGT2B28) o la apolipoproteína B 
(APOBEC1). Coincidiendo con esto, también se encuentran estimulados en el grupo 
1, aunque no de manera diferencial, genes que codifican para el citocromo P450 
(CYP3A4, CYP3A5 y CYP3A7). Por otra parte, este “cluster” engloba además genes 
relacionados con adhesión celular e interacción célula-célula como Cadherina 17 





LS permutation                    
p-value
KS permutation               
p-value
Efron-Tibshirani's 
GSA  test p-value
Goeman's global 
test p-value
 hsa00190 Oxidative phosphorylation 0.00001 0.00001 0.14 < 0.0000001 
 hsa00230 Purine metabolism 0.00001 0.00001 0.38 < 0.0000001 
 hsa01430 Cell Communication 0.00001 0.0023208 < 0.005 < 0.0000001 
 hsa04060 Cytokine-cytokine receptor interaction 0.00001 0.00001 0.15 < 0.0000001 
 hsa04310 Wnt signaling pathway 0.00001 0.00001 0.51 < 0.0000001 
 hsa04360 Axon guidance 0.00001 0.00001 0.01 < 0.0000001 
 hsa04510 Focal adhesion 0.00001 0.00001 0.01 < 0.0000001 
 hsa04512 ECM-receptor interaction 0.00001 0.00001 < 0.005 < 0.0000001 
 hsa04514 Cell adhesion molecules (CAMs) 0.00001 0.00001 0.15 < 0.0000001 
 hsa04610 Complement and coagulation cascades 0.00001 0.0046577 0.01 < 0.0000001 
 hsa04670 Leukocyte transendothelial migration 0.00001 0.0012397 0.07 < 0.0000001 
 hsa04810 Regulation of actin cytoskeleton 0.00001 0.00001 0.05 < 0.0000001 
 hsa00532 Chondroitin sulfate biosynthesis 0.0001609 0.0699698 0.04 < 0.0000001 
 hsa04350 TGF-beta signaling pathway 0.0001835 0.0629803 0.01 < 0.0000001 
 hsa04940 Type I diabetes mellitus 0.0006505 0.0003245 0.3 0.0000033
 hsa05130 NA 0.0032635 0.1833333 0.12 < 0.0000001 
 hsa05131 NA 0.0032635 0.1833333 0.12 < 0.0000001 
 hsa04640 Hematopoietic cell lineage 0.0039121 0.0003785 0.26 < 0.0000001 
 hsa04612 Antigen processing and presentation 0.0046006 0.0071049 0.39 0.0000083
 hsa00530 Aminosugars metabolism 0.063982 0.0031385 0.06 < 0.0000001 
 
 
Tabla.8. Resultado del análisis de vías moleculares en el que se muestran aquellas diferencialmente 
expresadas entre los grupos moleculares propuestos (con el correspondiente nivel de 
significación para los test estadísticos realizados).   
 
Por último, es interesante resaltar la aparición en el análisis de vías moleculares 
de alteraciones en la vía Wnt (hsa04310) y en la vía del TGFβ (hsa04350) dos de las 
rutas más importantes implicadas cáncer y que no se agrupan de manera especifica a un 
“cluster” de genes en concreto.   
 
En el caso de la vía Wnt, tumores del grupo 3 mostraban sobreexpresión con 
respecto al resto de tumores de genes diana de la vía como SPP1, MMP14 o S100A4, 
pero también de genes inhibidores de la vía como DACT3, SFRP2 y SFRP4. También 
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se observaba una sobreexpresión en los tumores del grupo 3 en contraposición con los 
del grupo 1 para genes implicados en la vía del TGFβ entre los que se encontraban 
genes como INHBA, HTRA1, THBS2, COMP o Decorina. 
 
A la vista de los genes que caracterizaban los cuatro subtipos, el grupo 1 fue 
denominado como subtipo “de bajo estroma”, el grupo 2 como subtipo “relacionado con 




3.2.3. Estudio de asociación entre la clasificación molecular y los parámetros 
clínicos y patológicos.  
 
 
Se llevaron a cabo estudios de asociación entre los grupos moleculares 
propuestos y los datos clínicos y patológicos que fueron recogidos y analizados a lo 
largo de este estudio. Los primeros análisis mostraron que no existía asociación de los 
grupos moleculares con parámetros tales como la edad, el sexo de los pacientes o la 
calidad del RNA hibridado (RIN).  
 
El estudio de correlación entre la clasificación propuesta en este trabajo y los 
grupos histológicos de la clasificación de Dukes (Tabla.9.) revelaron que no había 
asociación entre ambas variables (p-valor: 0.646), confirmando lo que ya se había 
podido observar durante la realización del “clustering” jerárquico, en el que los estadios 
de Dukes mostraban una distribución heterogénea a lo largo de las agrupaciones de la 
clasificación molecular propuesta (Fig.5B).  
  
Por el contrario, parámetros como el tipo histológico y la cantidad de estroma 
tumoral si mostraron asociación con la clasificación propuesta (p-valor = 0.001 y p-
valor < 0.001 respectivamente). En el primer caso se observó que los tumores de tipo 
mucinoso se agrupaban mayoritariamente en el denominado grupo 4 o “MSI-
Mucinoso”. En el caso del estroma tumoral, se observó que las muestras del grupo 1 o 
“de bajo estroma” contenían de manera estadísticamente significativa una menor 
proporción de contenido estromal que el resto de grupos moleculares (Tabla.9). Las 
muestras del grupo 3 o “de alto estroma” contenían una mayor proporción de estroma 
tumoral que las muestras de los grupos 2 (“relacionadas con el sistema inmune”) y 4 
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(“MSI-Mucinoso”), aunque estas diferencias no llegaron a ser significativas. Cabe 
recordar que la cantidad de estroma de las piezas tumorales analizadas era 
representativa de la cantidad de estroma del tumor completo de cada paciente (ver 
resultados sección 1. Pág.94). Como cabía esperar, la cantidad de estroma de las 
muestras parafinadas para cada grupo mostró unos valores similares a los observados en 
el tejido congelado, siendo las muestras del grupo 1 las que menor porcentaje de 
estroma contenían y las del grupo 3 las que mayor, aunque en este caso con porcentajes 
muy similares a los grupos 2 y 4. En el caso del tejido parafinado también se encontró 
asociación entre el estroma y la clasificación molecular (p-valor: 0.047), aunque 
solamente existieron diferencias significativas entre el porcentaje de estroma del grupo 
3 y del grupo 1 (p-valor: 0.005).  
 
 Otros dos parámetros, localización tumoral e invasión vascular, aunque no 
mostraron asociación con los nuevos subgrupos, si mostraron un nivel de significancia 
estadística (p-valor: 0.103 y p-valor: 0.168 respectivamente) relativamente cercano a lo 
que podemos llamar tendencia estadística (0.05 < p-valor < 0.1). En el caso de la 
localización tumoral se observó una mayor tendencia de los grupos 2 y 3 a correlacionar 
con tumores distales, mientras que el grupo 4 correlacionaba principalmente con 
tumores proximales y el grupo 1 no mostró diferencias en cuanto a la localización. En el 
caso de la invasión vascular se observó una asociación del grupo 4 con una menor 
invasión vascular mientras que el grupo 1 se asociaba con mayores niveles de invasión 
de vasos. 
 
El resto de variable histopatológicas, que habían sido previamente descritas en 
diferentes estudios como asociadas con progresión tumoral y con mal pronóstico, no 
mostraron asociación alguna con la clasificación molecular propuesta (Tabla.9).  
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(14) p-global Comparaciones por pares
 Estadio A 9 5 4 4
 Estadio B 9 3 6 7
 Estadio C 8 2 6 2
 Estadio D 9 2 6 1
 C. Derecho 18 3 7 9
 C. Izquierdo 17 9 15 5
 Alto grado 1 2 2 1
 Bajo grado 34 10 20 13
 Infiltrante 27 9 15 7
 Mixto 4 1 4 1
 Expasivo 4 2 3 6
 Inexistente 24 6 12 7
 Bajo 3 3 6 2
 Medio 6 3 3 5
 Alto 2 0 1 0
 Si 17 5 8 2
 No 18 7 14 12
 Si 3 1 1 1
 No 32 11 21 13
 T1 1 0 0 0
 T2 8 5 5 5
 T3 21 6 17 7
 T4 5 1 0 2
 N0 21 8 12 11
 N1 8 2 6 3
 N2 6 2 4 0
 M0 26 10 16 13
 M1 9 2 6 1
 Convencional 34 12 21 8
 Mucinoso 1 0 1 6
 Media 11.2 18.8 23.4 18.9
 Desv Stnd 6.0 10.3 10.5 14.8
 Media 12.6 17.1 18.9 16.8
 Desv Stnd 6.0 9.9 8.6 14.2
 Hombre 20 5 8 9
 Mujer 15 7 14 5
 Media 70.5 72.3 72.6 71.0
 Desv Stnd 13.3 10.5 9.6 11.6
 Media 9.0 8.7 8.9 9.1
 Desv Stnd 0.6 0.8 0.7 0.8
No significativas
No significativas
Localización 0.103 ҳ No significativas





Margen Tumoral 0.325 LR No significativas
Infiltrado Linfocitario 0.452 LR No significativas
Inv. Vascular 0.168 ҳ No significativas
Invasión Perineural 0.944 LR No significativas
Extensión Tumoral (T) 0.356 LR No significativas
Inv. Ganglionar (N) 0.458 LR No significativas
Metástasis (M) 0.376 LR
Sexo
RIN 0.438 KW No significativas
Edad 0.865 KW No significativas
0.282 ҳ No significativas
0.001 LR
G4 ≠ G1 (0.001)                           
G2 ≠ G4 (0.017)                             




Porcent. Estroma Parafina 0.047 KW G1 ≠ G3 (0.005)
G1≠ G4 (0.013)                 
G1≠ G2 (0.020)               




Tabla.9. Resumen de los estudios de asociación entre la clasificación molecular y los distintos parámetros 
clínicos y patológicos disponibles. El número de muestras totales analizadas es de 83. ҳ : test 
Chi-Cuadro; LR: test "Likelihood Ratio"; KW: test de Kruskal Wallis. Grupo 1: bajo estroma; 
Grupo2: relacionado con respuesta inmune; Grupo 3: alto estroma; Grupo 4: MSI-Mucinoso. 
 
 
En cuanto a los marcadores moleculares, dos fueron los analizados en este 
trabajo: la inestabilidad en microsatélites (MSI) y la presencia de mutaciones en el gen 
KRAS (Tabla.10). La presencia de inestabilidad en microsatélites, una de las vías 
alternativas de desarrollo del cáncer colorrectal, se correlacionó con la nueva 
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clasificación (p-valor: 0.039), agrupándose las muestras MSI de manera mayoritaria en 
el grupo 4.  
 
En el caso de las mutaciones en el gen KRAS no se encontró asociación con los 









(14) p-global Comparaciones por pares
 MSS 33 11 21 9
 MSI 2 1 1 5
 Si 17 5 5 4
 No 18 7 17 10
Inestabilidad 0.039 LR G4 ≠ G1 (0.015)                 G4 ≠ G3 (0.024)





Tabla.10. Resumen de los estudios de asociación entre la clasificación molecular y los marcadores 
moleculares disponibles. El número de muestras totales analizadas es de 83. ҳ : test Chi-
Cuadro; LR: test "Likelihood Ratio". 
 
3.2.4. Análisis inmunohistoquímico (Ki-67, M-30, β-catenina) y por FISH (EGFR) 
y correlación con la clasificación molecular. 
 
Cuatro fueron lo parámetros estudiados por inmunohistoquímica o por FISH: 
proliferación, apoptosis, activación de la vía Wnt y amplificación del receptor EGFR 
(Tabla.11). 
 
El análisis inmunohistoquímico para los procesos de  proliferación (Ki-67) y de 
apoptosis (M-30) no registró asociación con los grupos moleculares (p-valor = 0.341 y 
p-valor = 0.825 respectivamente). Por el contrario, la expresión de β-catenina nuclear 
(Fig.7), uno de los principales síntomas de activación de la vía canónica de Wnt y cuya 
desregulación tiene gran importancia en el desarrollo de tumores colorrectales, 
correlacionaba con la clasificación propuesta (p-valor = 0.021). Prácticamente no se 
encontró expresión nuclear de esta proteína en los grupos 2 y 4 (<20% de las muestras), 
mientras que en los grupos 1 y 3 la expresión de  β-catenina nuclear superaba el 40% de 
las muestras. Existía, por tanto, asociación significativa entre el parámetro y la 
clasificación, siendo estadísticamente diferente entre los grupos 2 y 4 frente al grupo 3 y 
el grupo 1 frente al grupo 4. Para el grupo 1 frente al grupo 2 no existían diferencias 
significativas, quizás fruto del bajo tamaño muestral del grupo 2. 
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El análisis del EGFR, realizado mediante FISH, no mostró amplificación del gen 
en ninguno de los tumores, si no polisomía del cromosoma 17. Sin embargo la presencia 









(14) p-global Comparaciones por pares
 Negativa (<1) 21 9 11 12
 Baja (1>= X < 2) 4 0 6 1
 Media (x >= 2) 10 2 5 0
 Media 54.2 64.0 53.4 55.0
 Desv Stnd 19.6 25.2 13.0 20.6
 Media 8.5 7.8 8.5 6.6
 Desv Stnd 8.6 6.2 6.1 4.9
 Normal 28 10 14 11
 Polisomía 5 2 5 2
β-Catenina nuclear (IHQ)
0.341 KWKi-67 (IHQ)
0.785 LR No significativas
No significativas




G1 ≠ G4 (0.020)                   
G2 ≠ G3 (0.047)                             






Tabla.11. Resumen de los estudios de asociación entre la clasificación molecular y los análisis 
inmunohistoquímicos realizados. El número de muestras totales analizadas es de 83 en todas 
las comparaciones a excepción de β-Catenina que es de 81 y de EGFR que fue de 77, debido a 
que 2 y 6 muestra respectivamente fueron no informativas. LR: test "Likelihood Ratio"; KW: 






Fig.7. Inmunohistoquímica con el anticuerpo contra β-catenina realizado en los Tissue-arrays. Aparecen 
representados tumores pertenecientes a cada uno de los cuatro grupos moleculares definidos. a y b) 
Grupo 1, muestra CT5;  c y d) Grupo 2, muestra CT105; e y f) Grupo 3, muestra CT42; g y h) 
Grupo 4, muestra CT103. Tanto en las secciones correspondientes a las muestras del grupo 1 como 
en las de las muestras correspondientes al grupo 3 se puede observar la presencia de β-catenina 
nuclear en contraposición con las de las secciones de las muestras de los grupos 2 y 4 en donde se 
observa la presencia de β-catenina en la membrana celular. Secciones a, c, e y g obtenidas 
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3.2.5. Estudios de asociación entre la clasificación histológica (Dukes), los 
parámetros analizados y los perfiles de expresión. 
 
 
La clasificación basada en criterios clínicos y patológicos (Dukes, TNM, etc.) es 
la que se utiliza actualmente en la clínica para establecer el diagnóstico de los pacientes. 
Debido a su importancia, estudiamos también su asociación con los parámetros 
patológicos y moleculares recogidos a lo largo del estudio (Tablas. 12, 13 y 14). 
 
Los primeros análisis mostraron que no había asociación ni con el sexo (p-valor 
= 0.614), ni con la calidad del RNA o RIN (p-valor = 0.823) (Tabla.12). Sin embargo en 
el caso de la edad, aunque las diferencias no eran significativas si se acercaban a la 
tendencia, mostrando una menor edad de diagnostico cuando más avanzado era el tumor 
(Tabla.12). Esto podría ser reflejo de la dificultad que conlleva el diagnóstico temprano 
de los tumores, siendo capaces de detectar a edades tempranas solo aquellos tumores 
muy agresivos que posiblemente muestren ya claros síntomas de su presencia. 
 
Posteriormente se pudo observar que existía una correlación entre alguno de los 
marcadores patológicos asociados a pronóstico y la progresión tumoral (Tabla.12). La 
aparición de infiltrado linfocitario cuya presencia está asociada con buen pronóstico, se 
observó mayoritariamente en tumores en estadio tempranos (Dukes A), y fue 
disminuyendo hasta alcanzar sus niveles más bajos en tumores en estadios tardíos 
(Dukes D), siendo esta diferencia estadísticamente significativa (p-valor < 0.001) y 
coincidiendo con lo observados por otros grupos [350]. 
 
Lo contrario ocurrió para el margen tumoral y la invasión vascular, ambos 
asociados a mal pronóstico y que en nuestro caso también se asociaban con la 
clasificación de Dukes (p-valor = 0.001 y p-valor = 0.001 respectivamente) (Tabla.12). 
En el caso del margen tumoral, se ha descrito que la presencia de un borde de tipo 
infiltrante en contraposición al borde expansivo tiene peor pronóstico. En nuestras 
muestras se observó que a medida que progresaba el tumor se producía una disminución 
de tumores con borde expansivo y un aumento de tumores con borde infiltrante, hasta 
llegar al estadio D donde todos ellos poseían borde infiltrante. En el caso de la invasión 
vascular, descrita como una de las vías para producir metástasis, se observó que el 
Resultados 
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número de tumores con invasión de vasos iba aumentando según progresaba el tumor 












 C. Derecho 9 12 7 9
 C. Izquierdo 13 13 11 9
 Alto grado 0 1 2 3
 Bajo grado 22 24 16 15
 Infiltrante 9 17 14 18
 Mixto 5 3 2 0
 Expasivo 8 5 2 0
 Inexistente 8 11 12 18
 Bajo 4 6 4 0
 Medio 9 6 2 0
 Alto 1 2 0 0
 Si 2 10 7 13
 No 20 15 11 5
 Si 1 1 1 3
 No 21 24 17 15
 Convencional 21 21 17 16
 Mucinoso 1 4 1 2
 Media 13.9 16.6 15.5 22.1
 Desv Stnd 8.0 11.4 8.2 10.9
 Media 11.8 15.0 16.4 20.3
 Desv Stnd 7.8 8.4 7.2 9.3
 Hombre 11 13 7 11
 Mujer 11 12 11 7
 Media 74.5 72.9 71.4 65.7
 Desv Stnd 8.5 11.0 10.9 14.7
 Media 9.0 9.0 8.8 9.1
 Desv Stnd 0.7 0.7 0.8 0.6
Sexo 0.614 ҳ No significativas
Edad 0.111 KW No significativas
RIN 0.823 KW No significativas
No significativas
Porcent. Estroma                   
Parafina 0.019 
KW
A ≠ C (0.034)                                     
A ≠ D (0.004)                                  
B vs D tendencia (0.078)
Tipo Histológico 0.531 LR No significativas
Porcent. Estroma Congelado 0.2 KW
Invasión Perineural 0.378 LR No significativas
Infiltrado Linfocitario < 0.001 LR
A ≠ D (<0.001)                                
B ≠ D (<0.001)                      
C ≠ D   (0.009)                                  
A vs C tendencia (0.085)
Inv. Vascular 0.001 ҳ
A ≠ B (0.015)                                     
A vs C tendencia (0.053) A 
≠ D (<0.001)                              
B ≠ D (0.037)                                   
C ≠ D (0.044) 
Grado de diferenciación 0.116 LR No significativas
Margen Tumoral 0.001 LR
  A ≠ D (<0.001)                                
B ≠ D (0.007)                       
C ≠ D (0.049)                                  
A vs C tendencia (0.053)





Tabla.12. Resumen de los estudios de asociación entre la clasificación clínica (Dukes) y los distintos 
parámetros clínicos y patológicos disponibles. El número de muestras totales analizadas es de 
83. ҳ : test Chi-Cuadro; LR: test “Likelihood Ratio"; KW: test de Kruskal Wallis. 
 
 
Finalmente, del resto de parámetros histopatológicos analizados, solo la cantidad 
de estroma tumoral parecía correlacionar con la clasificación de Dukes (Tabla.12). El 
estudio del porcentaje de estroma de la pieza congelada no mostró diferencias 
estadísticamente significativas (p-valor = 0.20) aunque si se observó un aumento de la 
cantidad de estroma con la progresión tumoral. El análisis de la proporción de estroma 
de la pieza parafinada reflejó la misma tendencia, aunque en este caso de manera más 
Resultados 
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯  
 127 
clara ya que sí existían diferencias estadísticamente significativas (p-valor = 0.019). 
Esto es interesante, ya que la clasificación molecular propuesta también muestra 
asociación con la cantidad de estroma, y sin embargo no hay asociación entre la 












 MSS 19 20 18 17
 MSI 3 5 0 1
 Si 8 12 5 6
 No 14 13 13 12
Mutación K-Ras 0.562 ? No significativas





Tabla.13. Resumen de los estudios de asociación entre la clasificación clínica (Dukes) y los marcadores 
moleculares disponibles. El número de muestras totales analizadas es de 83. ҳ : test Chi-Cuadro; 
LR: test “Likelihood Ratio". 
 
 
En el caso de los parámetros moleculares estudiados (KRAS e inestabilidad) 
(Tabla.13) no se observó asociación con la clasificación de Dukes (p-valor = 0.562 y p-
valor = 0.082 respectivamente). Sin embargo, en el caso de la inestabilidad en 
microsatélites (MSI) se observó una tendencia (p-valor = 0.082) hacia la presencia de 












 Negativa (<1) 15 15 10 13
 Baja (1>= X < 2) 3 3 3 2
 Media (x >= 2) 4 6 4 3
 Media 65.7 57.6 49.6 46.3
 Desv Stnd 17.5 19.6 14.5 19.2
 Media 6.5 8.9 10.2 6.7
 Desv Stnd 6.1 6.9 9.8 4.3
 Normal 17 22 11 13
 Polisomía 4 2 4 4
Ki-67 (IHQ)
β-Catenina nuclear (IHQ)
0.398 KW No significativas
EGFR (FISH) 0.415 LR No significativas
0.004 KW
A ≠ C (0.001)                                           
A ≠ D (0.002)                                           
B vs D tendencia (0.084)
Variable de clasificación
Variable Independiente 




Tabla.14. Resumen de los estudios de asociación entre la clasificación clínica (Dukes) y las 
inmunohistoquímicas realizadas. El número de muestras totales analizadas es de 83 en todas 
las comparaciones a excepción de β-catenina que es de 81 y de EGFR que fue de 77, debido a 
que 2 y 6 muestra respectivamente fueron no informativas. LR: test “Likelihood Ratio"; KW: 
test de Kruskal Wallis. 
 
 
Los datos obtenidos del análisis inmunohistoquímico (Tabla.14) reflejaron que 
no había correlación entre la clasificación clínica y la presencia de β-catenina nuclear, la 
Resultados 
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apoptosis celular o la presencia de polisomía en el cromosoma de EGFR. Sin embargo y 
contrariamente a lo descrito en la literatura [351,352] se observó una correlación entre 
estadios tempranos de la progresión tumoral (Dukes A) y un mayor índice de 
proliferación (Ki-67).  
 
Finalmente y desde un punto de vista molecular, se confirmó lo observado 
durante la realización del “clustering” jerárquico (Fig.5B). No existía asociación entre 
los perfiles de expresión (clasificación molecular) y la clasificación de Dukes 
(clasificación histológica) (p =0.646) (Tabla.9). A esto hay que añadir que la realización 
de un análisis de comparación de clases reveló que no existían genes diferencialmente 
expresados (utilizando un p-valor < 0.001 y B&H) entre ambas clasificaciones, 
confirmando lo descrito previamente.   
 
3.2.6. Validación de la clasificación molecular mediante una matriz de datos 
externa. 
 
La validación de una nueva clasificación mediante el uso de datos externos  
independientes es un aspecto esencial a la hora de demostrar la existencia y 
universalidad de dicha clasificación. Lo ideal es llevar a cabo la validación a través de la 
realización de experimentos en nuevas muestras. Sin embargo, a menudo la falta de 
disponibilidad de un número suficientemente elevado de nuevas muestras y el alto coste 
que estos experimentos suelen tener, hace que los laboratorios se planteen esta 
validación usando matrices de datos ya publicadas por otros laboratorios. La dificultad 
de esta segunda opción es como ya se ha comentado anteriormente la disparidad entre 
grupos sobre los criterios de selección de muestras, de purificación de las mismas, de las 
plataformas utilizadas y de los procesos de pre-análisis.  Siendo conscientes de estos 
problemas se utilizó la matriz de datos publicada por el grupo de Eschrich [252] para 
este propósito.  
 
Este trabajo contaba con más de 60 pacientes, había llevado a cabo una 
validación externa de sus resultados en otra serie de datos y poseía datos de 
supervivencia que podían complementar nuestro estudio. Además, presentaba la ventaja 
de tener un diseño experimental similar al utilizado en nuestro caso, puesto que se llevó 
a cabo con pacientes en diferentes estadios clínicos (B, C y D de Dukes), mediante 
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hibridación doble (cDNA) y los datos fueron normalizados mediante la técnica de 
LOWESS.  
 
 Para llevar a cabo esta validación era necesario poder aplicar de manera precisa 
los algoritmos resultantes de un estudio en el otro y viceversa. Esto implicaba eliminar 
previamente sesgos sistemáticos existentes en ambas matrices debido al tipo de 
plataforma utilizada y contar con el mismo conjunto de genes. Así, tras promediar los 
valores de expresión de los genes repetidos bajo un identificador único y eliminar 
aquellos con un número demasiado elevado de datos perdidos (esto último sólo en la 
matriz de Eschrich) se obtuvieron los siguientes valores para las dos matrices:  
 
 Matriz HCSC: 96 muestras y 11017 genes únicos analizados en este trabajo. 
 Matriz Eschrich: 78 muestras y 9229 genes únicos utilizados por el grupo de 
Eschrich. 
  
Tras combinar los dos conjuntos mediante el método DWD [286] se obtuvo una 
matriz de expresión con 5319 genes y 174 muestras.  
 
Se llevó a cabo un análisis no supervisado de todas las muestras tumorales (se 
eliminaron los tejidos normales, los adenomas y las 5 muestras no clasificadas) con la 
intención de ver si se distribuían en los cuatro grupos esperados (159 muestras en total). 
Solo los 461 genes, de los 1722 utilizados originalmente para construir el “cluster”, que 
se encontraron en la matriz combinada fueron utilizados. 
 
Lo primero que se observó tras la realización del “clustering” jerárquico fue la 
validez del método DWD para eliminar los sesgos debido al uso de microarrays de 
plataformas diferentes (Fig.8). Aunque es cierto que no consiguió eliminarlos 
completamente, puesto que las muestras de ambas matrices aunque entremezcladas 
siguen apareciendo en bloques perfectamente distinguibles), si permitió eliminar los 
más notables y revelar los principales patrones de expresión de las muestras.  
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Fig.8. Resultado del “clustering” jerárquico utilizando las muestras (un total de 159) de las dos matrices (HCSC y Eschrich) y los 461 genes comunes a ambas series de datos 
de los 1722 originales que se usaron para establecer la clasificación molecular. A) “clustering” jerárquico tras utilizar el método DWD para fusión de matrices de datos. 
B) “clustering” jerárquico sin usar el programa DWD.  
HCSC
Eschrich et al
Clustering Jerárquico. Muestras tumorales HCSC y Schrich et al. Usando el DWD.
(Centrado de genes, Correlación Centrada de Pearson y Average linkage)
Muestras HCSC Muestras Eschrich et al.
Clustering Jerárquico. Muestras tumorales HCSC y Schrich et al. No usando el DWD.
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Un análisis más en profundidad del árbol jerárquico permitió identificar tres 
grupos o clusters de muestras bien definidos (Fig.10). En el “cluster” o grupo de la 
izquierda aparecen agrupadas 31 de las 36 muestras de la matriz HCSC definidas como 
grupo 1 o “de bajo estroma”. El grupo central engloba las 22 muestras de la matriz 
HCSC previamente definidas como grupo 3 o “de alto estroma”. El grupo de la derecha 
engloba 8 de las 14 muestras de la matriz HCSC definidas como grupo 4 o “MSI-
Mucinoso”. Las muestras del grupo 2 no se agrupan en ningún “cluster” aparte, aunque 
en su mayoría (9 de 12) se engloban en el grupo central. El hecho de que las muestras 
de la matriz de validación (Eschrich) no conformen clusters independientes si no que se 
distribuyen asociándose con los grupos moleculares propuestos en este estudio debido a 
la existencia de perfiles de expresión similares entre las muestras, pareció confirmar la 
aplicabilidad de nuestra clasificación molecular en su matriz de datos. 
 
Para comprobar si las muestras de la matriz de Eschrich en este “cluster” 
conjunto se agrupaban con los grupos propuestos en nuestra clasificación debido a 
perfiles comunes o sólo debido al azar, se llevo a cabo una predicción de clases en las 
muestras de la matriz de validación en base a nuestros 4 grupos moleculares, con la 
intención de ver cuál era la coincidencia con el análisis no supervisado que se acababa 
de realizar. 
 
Para el predictor se usaron todos aquellos genes que mostraban una diferencia 
significativa entre grupos (p<0.001) (Tabla.15). Los cuatro métodos de clasificación 
disponibles (DLDA, 1NN, 3NN y NC) arrojaron resultados estadísticamente 
significativos (p<0.01) a la hora establecer un predictor que fuese capaz de separar las 
muestras de la matriz HCSC en sus grupos correspondientes (100 repeticiones). La tasa 
de error de clasificación optimizada (mediante la técnica del “Leave One Out Cross 
Validation” o LOOCV) en cualquiera de las cuatro técnicas solo varió entre el 15-19% a 
pesar de no contarse con la matriz de genes más óptima (Tabla.15). Durante la 
combinación de ambas matrices de datos (Eschrich y HCSC), se observó que genes 
cuya diferencia de expresión entre los grupos moleculares propuestos utilizando los 
datos HCSC eran muy significativos y que por tanto los hacía importantes para la 
clasificación, no se encontraban incluidos en la matriz de validación, por lo que no 
pudieron ser usado para crear el predictor.  De todas maneras, los cuatro predictores 
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parecían funcionar correctamente, aunque los métodos del NC y el 3NN parecían los 
más adecuados al tener la menor tasa de error optimizada (Tabla.15).   
 
DLDA NN1 NN3 NC
% medio de 
clasificaciones correctas 81 81 85 85
Tasa de Error Optimizado 0.19 0.19 0.15 0.16
Nivel óptimo de 
significancia 0.0005 0.001 0.0005 0.001
Genes utilizados 903 1039 903 1039
 
 
Tabla.15. Descripción global de los predictores utilizados para la clasificación de muestras externas 
según la clasificación molecular propuesta. El cálculo de estos parámetros se llevó a cabo 
usando, como técnica de validación cruzada, el LCOOV. La fiabilidad de estos predictores se 
testó mediante el uso de 100 permutaciones. 
 
 
Se calcularon los coeficientes de sensibilidad y especificidad obtenidos para los 
predictores, así como los coeficientes del Valor Predictivo Positivo y Valor Predictivo 
Negativo para cada grupo mediante la técnica de LOOCV (Tabla.16). 
 
Los resultados (Tabla.16.) reflejaron una especificidad superior al 85% para los 
cuatro grupos independientemente de la técnica de predicción utilizada, alcanzando en 
la mayoría de los casos valores superiores al 90%. La sensibilidad para los grupos 1, 3 y 
4 fue siempre superior al 70% con cualquiera de los métodos, siendo sin embargo más 
baja para el grupo 2, lo que se corresponde con la reproducibilidad encontrada para el 
“cluster” de muestras HCSC original (Tabla.16). El VPP y el VPN fueron calculados 
mediante LOOCV para nuevas muestras. El VPP para los grupos 1, 3 y 4 fue siempre 
superior al 70% independientemente del método usado, mientras que para el grupos 2 
rondaba una precisión del 54-64% (Tabla.16). El VPN de los predictores fue sumamente 
elevado, superando siempre el 90% de precisión (Tabla.16). Los coeficientes de VPP y 
VPN iguales o superiores a los valores de sensibilidad, confirman que no parece existir 
sobreajuste (“overfitting”) en los métodos utilizados.  
 
Aunque los resultados fueron similares para los cuatro casos, el método final de 
predicción de muestras seleccionado fue el “Nearest Centroid” ya que poseía de manera 
global los valores de Sensibilidad, Especificidad, VPP y VPN más elevados (Tabla.16), 
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además de poseer una de las tasas de error optimizadas más bajas de las técnicas 
utilizadas (Tabla.15). 
 
Diagonal Linear Discriminat Analysis. 1-Nearest Neighbor.
Grupo Sensibilidad Especificidad VPP VPN Grupo Sensibilidad Especificidad VPP VPN
1 0.92 0.94 0.92 0.94 1 0.94 0.94 0.92 0.96
2 0.67 0.90 0.53 0.94 2 0.58 0.93 0.58 0.93
3 0.77 0.94 0.81 0.92 3 0.77 0.89 0.71 0.92
4 0.71 0.97 0.83 0.94 4 0.71 0.99 0.91 0.95
3-Nearest Neighbor. Nearest Centroid.
Grupo Sensibilidad Especificidad VPP VPN Grupo Sensibilidad Especificidad VPP VPN
1 0.94 0.90 0.87 0.96 1 0.94 0.94 0.92 0.96
2 0.50 0.93 0.55 0.92 2 0.75 0.93 0.64 0.96
3 0.86 0.87 0.70 0.95 3 0.82 0.94 0.82 0.94
4 0.71 0.96 0.77 0.94 4 0.71 0.99 0.91 0.95
 
 
Tabla.16. Valores de sensibilidad, especificidad, VPP y VPN de los predictores creados para cada uno de 
los grupos moleculares propuestos, en función de los diferentes algoritmos disponibles (DLDA, 
1NN, 3NN, NC).  
 
Cuando se aplicó este predictor a la matriz de Eschrich et al., el 55% se clasificó 
como grupo 1 o “de bajo estroma”, el 16% como grupo 2 o “relacionado con respuesta 
inmune”, el 8% como grupo 3 o “de alto estroma” y el 21%  como grupo 4 o “MSI-
Mucinoso” según los perfiles moleculares propuestos anteriormente. La clasificación de 
las muestras de Eschrich según los estadios de Dukes y los grupos moleculares se 
muestra en la Tabla.17. 
 
Dukes B Dukes C Dukes D
 Grupo 1 9 12 20
Grupo 2 7 1 4
Grupo 3 3 1 2
Grupo 4 4 8 4
 
 
Fig.17. Distribución de las muestras de Eschrich en función de su estadio de Dukes y del 
estadio molecular estimado. Grupo 1: “de bajo estroma”; Grupo 2: “relacionado con 
respuesta inmune”; Grupo 3: “de alto estroma”; Grupo 4: “MSI-Mucinoso”. 
 
Tras comparar el resultado del “clustering” jerárquico con la predicción 
realizada, pudimos establecer en la matriz de Eschrich la existencia de 3 de los 4 
subtipos moleculares identificados en HCSC (grupos 1, 3 y 4) (Fig.10). Treinta y siete 
de las 41 muestras de Eschrich definidas como grupo 1 o “bajo estroma” se agrupaban 
junto a las muestras HCSC del grupo 1. Cinco de las 6 muestras de la matriz de 
Eschrich definidas como grupo 3 o “de alto estroma” se dispusieron a lo largo del 
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“cluster” central en donde también se agrupaban las muestras HCSC definidas como 
grupo 3. En el caso de las muestras de la matriz de Eschrich clasificadas como grupo 4 o 
“MSI-Mucinoso”, un total de 13 de las 16 se asociaban con las muestras HCSC del 
grupo 4. Solo las muestras de Eschrich definidas como grupo 2 o “relacionado con 
sistema inmune” no clasificaban en ninguno de los “cluster” de manera preferencial. 
Como era de prever, los genes más significativos de los diferentes grupos moleculares 
mostraban el mismo perfil de expresión para las muestras de las dos matrices de datos, a 
excepción de los diferencialmente expresados en el grupo 2, cuyo perfil era un poco 





















Fig.9. Comparación de los perfiles de expresión entre la matriz de datos de Eschrich (azul) y la matriz 
HCSC (rojo) para alguno de los genes importantes en para el establecimiento de la clasificación 
molecular. De derecha a izquierda y de arriba-abajo se muestra un ejemplo de uno de los genes 
diferencialmente expresado en el grupo 1, en el grupo 2, en el grupo 3 y el en grupo 4.  
 
Los resultados obtenidos parecen confirmar la existencia, en conjuntos de datos 
independientes (Eschrich), de perfiles similares a los de los clusters definidos en este 
trabajo. Sin embargo, también hay que destacar ciertas diferencias entre ambas matrices 
de datos en lo que se refiere a la plataforma utilizada o a los criterios de selección 
histológicos utilizados, además, de la falta de criterios externos para confirmar la 
validación (tumores MSI, mucinosos, % estroma, etc. en la matriz de Eschrich). 
































































































































Fig.10. Resultado del “clustering” jerárquico conjunto de las muestras tumorales de la matriz HCSC (excluyendo las muestras no clasificadas del grupo 5) y de la matriz de 
Eschrich (definidas con un * en  el árbol jerárquico). Para ello se usaron los 461 genes, de los 1722 originales, que eran comunes para ambos conjuntos de datos. Se 
utilizó la correlación centrada de Pearson, el “average linkage” y el centrado de genes.  El código de colores en función de los subtipos moleculares se muestra en la 
parte superior derecha de la figura. La asignación del subtipo molecular a las muestras de Eschrich se llevo a cabo utilizando el método del “Nearest Centroid” 
(predición de clases). 
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3.2.7. Análisis de supervivencia. 
 
Con el objetivo de estudiar si existía asociación entre la clasificación molecular 
propuesta y la evolución de los pacientes (supervivencia global o período libre de 
enfermedad) se utilizaron dos enfoques diferentes: 
 
 Se utilizaron los predictores de supervivencia o de período libre de enfermedad 
propuestos en otros trabajos para comprobar si estos correlacionaban con nuestros 
grupos propuestos. 
 
 Se llevaron a cabo estudios de supervivencia propiamente dichos para las dos 
matrices de datos  (HCSC y Eschrich) en función de la clasificación molecular.  
 
3.2.7.1. Aplicación de predictores pronóstico. 
 
Se utilizaron los predictores publicados en el propio trabajo de Eschrich [252] 
además de los de Wang [253] y Lin [260] (New Zeland). Ante la imposibilidad de 
aplicar de manera exacta el predictor propuesto por cada uno de estos laboratorios, al no 
coincidir completamente las matrices de genes (uso de diferentes plataformas, falta de 
una notación común para los genes, criterios diferentes de filtrado por “flags”) y al 
carecer del algoritmo matemático concreto con el que habían sido definidos, realizamos 
una aproximación usando los genes incluidos en estos tres predictores como matrices de 
expresión para la realización de análisis no supervisados. Si bien es cierto que la 
construcción de predictores es más exacta a la hora de clasificar muestras, los mismos 
patrones de expresión utilizados para su construcción, pueden ser detectados mediante 
análisis no supervisado (“clustering” jerárquico), logrando con esta última técnica 
obtener una idea aproximada de cuál podría ser el comportamiento de cada muestra si 
realmente hubiésemos aplicado el predictor tal y como fue publicado.    
 
Al ser plataformas diferentes, el número de genes de cada uno de los predictores 
utilizados disminuyó sensiblemente (Tabla.18), pudiéndose utilizar 11 de 23 genes para 
el predictor de Wang, 17 de 43 en el caso del predictor de Eschrich y 17 de 22 en el 









Predictor                           
Wang Y
Perdeictor        
Eschrich S
Predictor                
Lin YH (N.Zeland)
Nº muestras usadas 72 78 149
Precisón Predictor 78 90 77
Sensibilidad 72 93 53
Especificidad 83 84 88
Nº Genes propuestos 23 43 22
Nº genes con flags 8 7 2
Nº genes no pasan el filtro del 
expresión diferencial 2 0 1
Nº genes sin coincidencia 2 19 2
Nº genes usados 11 17 17
 
 
Tabla.18. Resumen de los aspectos más importantes de los clasificadores publicados por otros grupos y 
usados en este trabajo. En las primeras cinco filas se hace una descripción de los predictores 
publicados. Las cuatro últimas resumen la adaptación de esos predictores a nuestra matriz de 
datos, indicando las causas de exclusión de los genes para los diferentes predictores y el número 
final de genes utilizados. 
 
 
Los resultados obtenidos tras la realización del “clustering” jerárquico en la 
matriz de datos HCSC, utilizando los genes incluidos en los predictores publicados por 
los diferentes laboratorios, se muestran en la Fig.11. La reproducibilidad de los 
““cluster”” depende del predictor usado, siendo el más reproducible desde un punto de 
vista matemático el realizado con el predictor de Eschrich y el menos reproducible el 
realizado con el predictor de Lin. En los tres casos analizados, el dendrograma dividía 
las muestras en dos grupos principales, que teniendo en cuenta lo expuesto en los 
artículos originales, cabría esperar que un grupo englobase las muestras de buen 
pronóstico y otro las de mal pronóstico. En los tres casos se observó la separación de la 
mayoría de las muestras del grupo 1 o “de bajo estroma” en una rama del árbol 
jerárquico, mientras que la mayoría de las muestras de los grupos 2, 3 y 4 se 
encuadraron en la rama opuesta. Esto coincidiría con las grandes diferencias de 
expresión encontradas entre este grupo y el resto en nuestra matriz de datos. En el 
predictor propuesto por Lin et al. se observó también una tendencia a clasificar un 
número elevado de tumores del grupo 4 (un total de 8 de las 14 existentes), entre los que 
se encontraban  la mayoría de tumores MSI (4 de 5) , pero no así los tumores mucinosos 
(solo 1 de 6 que además resultó ser a la vez MSI). 
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Estos datos indicaban por tanto la existencia de una posible asociación entre los 




Fig.11. Resultado del “clustering” jerárquico de las muestras de la matriz HCSC utilizando los genes 
referidos en los predictores de Eschrich, Wang y Lin (de arriba hacia abajo). Las muestras del 
“cluster” 1 aparecen marcadas en azul, mientras que las muestras del resto de grupos aparecen en 
negro. En el “clustering” realizado con el predictor de Lin, las muestras del grupo 4 aparecen 
marcadas con un “ * ”. Debajo de cada “cluster” aparece información sobre la reproducibilidad 
global de los mismos (“D-Index” y “R-Index”). Grupo 1: “de bajo estroma”; Grupo2: “relacionado 







“Cluster” jerárquico con los genes de supervivencia de Eschrich S et al. 
(Centrado de genes , Correlación centrada de Pearson y “Average linkage”.) 
 
Grupo 1 
Grupos 2, 3 y 4 
R-Index global: 0.86 D-Index global: 6.04 
“Cluster” jerárquico con los genes de recurrencia de Wang Y et al. 
(Centrado de genes , Correlación centrada de Pearson y “Average linkage”.) 
 
Grupo 1 
Grupos 2, 3 y 4 
R-Index global: 0.73 D-Index global: 12.41 
“Cluster” jerárquico con los genes de recurrencia de Lin YH et al (Nueva Zelanda).  
                (Centrado de genes , Correlación centrada de Pearson y “Average linkage”.)               
 
Grupo 1 
Grupos 2, 3 y 4 
R-Index global: 0.674 D-Index global: 17.07 
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3.2.7.2. Análisis de supervivencia en pacientes HCSC. 
 
 
Para llevar a cabo este análisis, se excluyeron las muestras que contaban con 
menos de 36 meses de seguimiento no habiendo fallecido debido al tumor (13 
pacientes), que fallecieron durante el ingreso hospitalario en el que se realizó la cirugía 
(7 pacientes) y que fueron considerados como no clasificables (grupo Nº5) tras el 
establecimiento de la clasificación molecular (5 pacientes). Finalmente se eliminó otro 
paciente (nº 27) debido a que desarrolló otro tumor primario de colon posterior al 
analizado y para el que además estaba recibiendo varias líneas de quimioterapia. 
Siguiendo estas reglas generales se excluyeron 26 de los 88 pacientes inicialmente 
incluidos en el estudio. 23 de los 62 pacientes restantes recibieron tratamiento 
adyuvante o paliativo con diferentes esquemas de QT o RTx. Todos los esquemas 
tenían en común el tratamiento con 5-FU, aunque en función de cada paciente se 
aplicaron otros fármacos o tratamientos que incluían oxaliplatino, irinotecan, anti-
EGFR, anti-VEGF o radiofrecuencia. 
 
Inicialmente se realizó el análisis de supervivencia (supervivencia global y 
período libre de enfermedad, excluyendo en este último caso los estadios D) en aquellos 
pacientes que no habían recibido tratamiento complementario a la cirugía (39 
pacientes), de manera que la población estudiada fuese lo más homogénea posible 
(Tabla.19. A, B y C). La finalidad era ver si existía asociación entre nuestra 
clasificación molecular y la supervivencia. Debido al bajo número de muertes (1 de 39) 
y al bajo número de recidivas (4 de 39) el test de regresión de Cox no fue capaz ni de 
encontrar diferencias significativas para el pronóstico de los grupos, ni de crear un 
modelo convergente que explicase el riesgo asociados a cada grupo. Esto ocurrió tanto 
para el análisis de supervivencia global como para el de período libre de enfermedad, no 
pudiéndose extraer conclusiones en ninguno de los dos casos. 
 
Posteriormente, realizamos el estudio independientemente del tratamiento, 
utilizando los 62 pacientes que habían pasado los criterios de selección (Tabla.19. D, E 
y F). Cuando realizamos el análisis de supervivencia global (10 muertes de 62 
pacientes) el test de Cox no fue capaz, de nuevo, ni de encontrar diferencias 
significativas en el pronóstico de los grupos, ni de crear un modelo convergente que 
explicase el riesgo asociado a cada grupo. Cuando se analizó el período libre de 
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recurrencia (10 recidivas de un total de 50 pacientes, una vez excluidos los D) entre los 
diferentes grupos tampoco se encontraron diferencias estadísticamente significativas (p-
valor: 0.406).  
 
A) D)
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 1 Grupo 2 Grupo 3 Grupo 4
Dukes A 8 4 3 4 Dukes A 8 4 3 4
Dukes B 6 3 3 3 Dukes B 9 3 3 5
Dukes C 1 2 2 0 Dukes C 5 2 4 0
Dukes D 0 0 0 0 Dukes D 6 2 3 1
Total 15 9 8 7 Total 28 11 13 10
B) E)
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 1 Grupo 2 Grupo 3 Grupo 4
Dukes A 1 0 0 0 Dukes A 1 0 0 0
Dukes B 0 1 0 0 Dukes B 2 1 0 1
Dukes C 1 0 1 ― Dukes C 4 0 1 ―
Total 2 1 1 0 Total 7 1 1 1
C) F)
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 1 Grupo 2 Grupo 3 Grupo 4
Dukes A 0 0 0 0 Dukes A 0 0 0 0
Dukes B 0 0 0 0 Dukes B 2 0 0 0
Dukes C 0 0 1 ― Dukes C 1 0 1 ―
Dukes D ― ― ― ― Dukes D 4 0 1 1
Total 0 0 1 0 Total 7 0 2 1











Distribución todas las muestras (50)











Distribución muestras sin tratamiento (39)
 
 
Tabla.19. Distribución de las muestras en función de la clasificación molecular propuesta y los estadios 
de Dukes. A) Distribución de todas las muestras que no recibieron tratamiento complementario a 
la cirugía. B) Distribución de las muestras sin tratamiento complementario y que recidivaron 
durante el estudio. C) Distribución de las muestras sin tratamiento complementario y que 
fallecieron durante el estudio. D) Distribución de todas las muestras independientemente de si 
recibieron o no tratamiento complementario a la cirugía. E) Distribución de todas las muestras 
independientemente del tratamiento complementario y que recidivaron durante el estudio. F) 
Distribución de todas las muestras independientemente del tratamiento complementario y que 
fallecieron durante el estudio. 
 
Posteriormente se comprobó si la clasificación molecular era capaz de aportar un 
mayor poder pronóstico a los estadios de Dukes. Debido al escaso tamaño muestral se 
tuvieron en cuenta de manera conjunta los estadios B y C (grupos más homogéneos) y 
se realizó el análisis de supervivencia de nuestros grupos moleculares. Los resultados 
obtenidos se correspondieron con lo expuesto anteriormente. Así, cuando se eliminaron 
los pacientes que habían recibido QT o RTx en estadios B y C de Dukes (se analizaron 
un total de 20 muestras) el análisis de Cox no encontró diferencias significativas entre 
los grupos moleculares, ni fue capaz de crear un modelo que explicase el riesgo 
asociado a cada grupo por lo que no se pudieron extraer conclusiones ni para la SG (1 
muerte), ni para el PLE (3 recidivas). Cuando se analizaron las muestras en estadios B y 
C de Dukes, independientemente de si habían recibido otro tratamiento diferente a la 
cirugía (31 pacientes) el análisis de SG (4 muertes) tampoco fue capaz de encontrar 
diferencias significativas, ni de encontrar un modelo convergente, por lo que no 
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pudimos extraer conclusiones, mientras que el análisis del PLE (9 recidivas) dio un 
resultado no significativo (p-valor: 0.570). Todos estos análisis en los que se incluyen 
muestras con tratamientos complementarios a la cirugía, deben ser vistos con cautela 
debido a que no estamos teniendo en cuenta el posible efecto que este tratamiento 
complementario puede tener en la supervivencia. 
 
Además de estos análisis, también se estudió si en nuestro conjunto de muestras 
se observaba el efecto pronóstico que se asocia a la clasificación de Dukes. Al igual que 
en el caso de la clasificación molecular, cuando se analizaba la función de supervivencia 
para los estadios de Dukes teniendo en cuenta aquellos pacientes que no habían recibido 
tratamiento complementario a la cirugía no se encontraron diferencias ni para el PLE (p-
valor = 0.155. Excluido el estadio D) ni para la SG (p-valor = 0.128) siendo imposible 
crear un modelo convergente que explicase el riesgo de recurrencia o muerte de cada 
grupo en cada una de las respectivas situaciones, debido al bajo número de eventos. 
 
Cuando se incluyeron los pacientes que habían recibido tratamiento 
complementario se observaron diferencias estadísticamente significativas tanto para la 
SG (p-valor = 0.002) como para el PLE (p-valor = 0.039. Excluidos los estadios D). En 
el primer caso el aumento en el número de muertes correlacionaba con la progresión 
tumoral. Aunque no pudo establecerse un modelo de asociación de riesgo, ya que el 
número de eventos no fue suficientemente elevado, se observó una diferencia elevada 
en el porcentaje de muertes entre el estadio A y B con respecto al D (0%, 9% y 33%). 
En el caso del estudio del período libre de enfermedad se observó que el riesgo de 
recaída también era mayor en función del estadio de Dukes (mayor cuanto más 
avanzado era el estadio). Esta diferencia era estadísticamente significativa (p-valor = 
0.034) en el caso del estadio C en comparación con el estadio A asociándose un riesgo 
de recaída 10 veces mayor en caso del estadio C.  
 
 
3.2.7.3. Análisis de supervivencia de la matriz de validación (Eschrich). 
 
 
Al contar con los datos de expresión y el tiempo de supervivencia de los 
pacientes incluidos en el trabajo publicado por Eschrich S et al. [252] (75 muestras de 
las cuales 48 murieron por tumor antes de los 36 meses de seguimiento), realizamos un 
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análisis de supervivencia global de estos pacientes en base a nuestros grupos 
moleculares.  
 
En primer lugar y teniendo en cuenta lo observado al aplicar los predictores de 
supervivencia de Wang [253], Eschrich [252] y Lin [260] en nuestra matriz de datos 
quisimos comprobar si un predictor (“Nearest Centroid”) que diferenciase el grupo “de 
bajo estroma” del resto de grupos, era capaz, en las muestras de la matriz de Eschrich, 
de encontrar diferencias significativas en cuanto a supervivencia (Fig.12). El predictor 
creado a partir de 167 genes (Grupo “de bajo estroma”: Sensibilidad = 0.896; 
Especificidad = 0.972; VPP = 0.977; VPN = 0.875) mostraba de manera 
estadísticamente significativa (p-valor = 0.030) diferencias entre ambos grupos (HR = 
1.86 (1.07-3.22)), indicando una menor supervivencia para el “resto de grupos” en 










                                         
 
Fig.12. Representación de la función de supervivencia para las muestras de la matriz de Eschrich 
clasificadas en función de los grupos moleculares (grupo “de bajo estroma” y “resto de grupos”, 
usando 167genes y el método del “Nearest Centroid”), mediante curvas de Kaplan-Meier. El test de 
Cox da un riesgo de muerte 1,86 veces mayor para los pacientes del “resto de grupos” en 
comparación con las muestras del grupo “de bajo estroma” (p = 0.030).  
 
Una vez comprobado que existía asociación, quisimos comprobar por separado, 
la relación de cada uno de los 4 grupos molecularmente definidos, con la supervivencia. 
Para ello se utilizaron los resultados obtenidos previamente en el proceso de predicción 
de clases realizado en la etapa de validación de la clasificación (Sección 3.2.6. Pág.128).  
 
“Resto de grupos”
Grupo “de bajo estroma”
p-value = 0.030
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Los resultados mostraron que teniendo en cuenta los cuatro grupos moleculares 
como entidades individuales independientes de los estadios de Dukes, no existían 
diferencias globales significativas en cuanto a la supervivencia (p-valor = 0.121). A 
pesar de ello, analizando los grupos por pares se observaba que el grupo 1 o “de bajo 
estroma” sí se asociaba con una supervivencia mayor (2.39 veces) y estadísticamente 
significativa (p-valor = 0.012) cuando se le comparaba con el grupo 4 o grupo “MSI-
Mucinoso” (Fig.13).   
 










Fig.13. Representación de la función de supervivencia para todas las muestras tumorales de la matriz de 
Eschrich en función de la clasificación molecular (4 grupos), mediante curvas de Kaplan-Meier. 
Grupo 1: “de bajo estroma”; Grupo2: “relacionado con respuesta inmune”; Grupo 3: “de alto 
estroma”; Grupo 4: “MSI-Mucinoso”. 
 
A la vista de estos resultados, analizamos de nuevo si existía asociación entre la 
supervivencia y nuestra clasificación molecular, pero esta vez usando un conjunto de 
muestras más homogéneas (estadios B y C). A pesar de las diferencias, decidimos 
combinar ambos subtipos (B y C), ya que los dos engloban estadios localizados, en este 
caso concreto no mostraban diferencias significativas en cuanto a supervivencia y el 
número de muestras total permitiría llevar a cabo estos análisis de supervivencia. 
 
Cuando se usó de nuevo el predictor de 167 genes que diferenciaba el grupo “de 
bajo estroma” del “resto de grupos”, pero sólo en estadios B y C de Dukes, se observó 
con mayor claridad que los pacientes del “resto de grupos” en comparación con el grupo 
“de bajo estroma” tenían peor pronóstico (p-valor = 0.001 y HR = 3.907 (1.64-9.31)) 
(Fig.14).  
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Fig.14. Representación de la función de supervivencia para las muestras de la matriz de Eschrich (sólo 
estadios B y C) clasificadas en función de los grupos moleculares (grupo “de bajo estroma” y “resto 
de grupos”, usando 167genes y el método del “Nearest Centroid”), mediante curva de Kaplan-
Meier. El test de Cox da un riesgo de muerte 3.907 veces mayor para los pacientes del “resto de 
grupos” en comparación con las muestras del grupo “de bajo estroma” (p = 0.001).  
 
Cuando se analizaban en los estadios B y C los 4 grupos moleculares de manera 
individual, el test de regresión de Cox mostró una diferencia significativa (p-valor: 
0.005) en la función de supervivencia global de los diferentes grupos moleculares 
coincidiendo con lo reflejado por las curvas de Kaplan-Meier. Fig.15. y Tabla.20. 
 
El grupo 1 mostró un riesgo relativo de muerte 5.17 veces menor que el grupo 3 
(IC95% = 1.45-18.48, con un p-valor = 0.012) y 5.66 veces menor que con respecto al 
grupo 4 (IC95% = 1.98-16.23, con un p-valor = 0.001).  El grupo 2 mostró una 
diferencia en el riesgo relativo de muerte 1.93 veces superior al del grupo 1, aunque esta 
diferencia no fue significativa (p-valor = 0.31). En relación con el grupo 2 cabe destacar 
también el hecho de que parecía poseer un riesgo relativo de muerte 2.94 veces menor 
que el grupo 4 con un p-valor cercano a la significancia (p-valor = 0.077). Con respecto 
al grupo 3 y a pesar de que su riesgo relativo de muerte (el de grupo 2) es 2.68 veces 
menor, esta diferencia es no significativa (p-valor = 0.165), quizás debido al bajo 
número de muestras sobre todo en el grupo 3. Cuando se realizó la comparación del 
grupo 3 vs 4, se encontró que el riesgo relativo de muerte era prácticamente igual (HR = 
1.10), no encontrándose diferencias significativas (p-valor = 0.88).   
 
“Resto de grupos”
Grupo “de bajo estroma”
p-value = 0.001
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Fig.15. Representación de la función de supervivencia para las muestras tumorales de la matriz de 
Eschrich diagnosticadas como estadios de Dukes B o C, en función de la clasificación molecular (4 
grupos), mediante curvas de Kaplan-Meier.  
 
Modelo de Cox Hazard Ratio                (95% IC) p-valor 
 Alto estroma vs. Bajo Estroma 5.17 (1.45-18.48) 0.012
 Alto estroma vs. Relac. con Sist. Inmune 2.68 (0.66-10.78) 0.216
 Mucinoso-MSI vs Alto estroma 1.10 (0.33-3.58) 0.88
 Mucinoso-MSI vs. Bajo Estroma 5.66 (1.98-16.23) 0.001
 Mucinoso-MSI vs. Relac. con Sist. Inmune 2.94 (0.89-9.70) 0.077
 Relac.con Sist. Inmune vs. Bajo Estroma 1.93 (0.54-6.85) 0.310
 
 
Tabla.20. Comparación del riesgo relativo de muerte entre los 4 subtipos moleculares propuestos, 
utilizando las muestras de la matriz de Eschrich pertenecientes a los estadios B y C de Dukes. 
IC: intervalo de confianza.  
 
 
Estos resultados apuntan al hecho de que la nueva clasificación molecular es 
capaz de aportar nueva información en los que a pronóstico y supervivencia se refiere, 
al ser combinada con la clasificación de Dukes. Sin embargo hay que recordar que este 
pronóstico no ha sido todavía corroborado en nuestros propios pacientes y ni en el 
contexto de un análisis multivariable. Para ello, una muestra más grande y homogénea 





















































El cáncer en general, y el colorrectal en particular, se han revelado como una de las 
enfermedades más importantes del siglo XX y XXI, cuya incidencia ha ido aumentando en 
paralelo con el desarrollo de la sociedad y el aumento de la esperanza de vida. En los 
últimos años el manejo clínico de los pacientes ha experimentado una evolución 
importante, introduciéndose grandes avances en lo que a supervivencia y calidad de vida 
del paciente se refiere. Los conocimientos clínicos, patológicos y moleculares adquiridos 
han permitido crear clasificaciones pronosticas y predictivas de gran valor para el 
tratamiento del paciente que nos acercan un poco más hacía el objetivo de una medicina 
personalizada en la que el abordaje de la enfermedad y los procedimientos a seguir estarán 
en función de las características individuales de cada paciente y de su tumor. Pese a todo, 
cuando tratamos con pacientes clasificados dentro de un mismo subtipo (Dukes, TNM, 
etc.), sigue existiendo una gran heterogeneidad que impide rentabilizar al máximo las 
posibilidades terapéuticas disponibles. El estudio de los tumores a nivel molecular 
mediante el uso de técnicas de análisis global parece que se está revelando como una pieza 
clave para descifrar los mecanismos de desarrollo del cáncer y alcanzar el objetivo de una 
medicina personalizada en el área de la oncología. Los frutos obtenidos mediante las 
técnicas de análisis masivos como los microarrays de expresión en tumores de mama son 
un buen reflejo de las posibilidades que esta técnica puede tener en tumores como el 
colorrectal. El establecimiento de una clasificación de tumores colorrectales en base a sus 
perfiles de expresión génica y el conocimiento de las rutas moleculares implicadas en los 
procesos de malignización tal y como se han planteado en nuestro trabajo podrían suponer 
un avance para el futuro tratamiento de los pacientes. 
 
2. Clasificación de tumores colorrectales. 
 
La clasificación de tumores colorrectales mediante perfiles de expresión, al 
contrario que ocurre en tumores de otros tejidos, es un área poco explorada y en general, 
los trabajos realizados no han sido llevados a cabo como verdaderos experimentos no 
supervisados. El establecimiento de una clasificación molecular independiente de otros 
parámetros puede aportar nueva información útil para el manejo clínico de los pacientes y 
el tratamiento de los tumores colorrectales.   
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Los resultados de nuestro laboratorio presentan un modelo nuevo de clasificación 
molecular mediante microarrays que agrupa los tumores en 4 subtipos asociados además a 
parámetros biológicos y cuyas características moleculares están presentes desde el inicio 
del desarrollo tumoral. Los 4 grupos descritos se denominaron como subtipo “de bajo 
estroma”, subtipo “relacionado con sistema inmune”, subtipo “de alto estroma” y subtipo 
“MSI-mucinoso”. 
 
La autenticidad de los 4 grupos moleculares propuestos y obtenidos a partir de 1722 
genes en 88 tumores, la confirmamos por un lado mediante criterios estadísticos y por otro 
lado mediante la obtención de resultados similares tras la variación de los parámetros 
originales de agrupación. Cerca de un 80% de las combinaciones que analizamos (14 de las 
18) mostraron una alta reproducibilidad. Variaciones del número de genes utilizados 
durante la clasificación (Min: 649 genes utilizados. Max: 3943 genes), el uso de algoritmos 
de clasificación diferentes como el k-means, o el uso de diferentes medidas de distancia 
(Pearson, Kendal-Tau, Spearman), no alteraron los patrones de reconocimiento de los 
cuatro grupos, demostrando su consistencia. Aún así, uno de los principales problemas de 
este tipo de estudios es que en muchas ocasiones solo se aportan los mejores resultados 
obtenidos, obviando o no aclarando aquellos que no arrojan resultados tan buenos como 
nos gustaría  [185]. Durante este proceso también se encontraron combinaciones (cuatro en 
total) que no mostraron reproducibilidad con los subtipos moleculares originalmente 
descritos. Esto creemos que es debido al hecho de haber utilizado parámetros cuyas 
características no siempre se ajustan al objetivo de obtener una clasificación basada en 
perfiles de expresión similares. Las cuatro combinaciones que no mostraban esta 
reproducibilidad se comentan a continuación:  
 
 Diferencias totales frente a perfiles similares (distancia euclídea vs. Correlación de 
Pearson): la distancia euclídea al contrario que el resto de distancias utilizadas en 
nuestro trabajo, hace hincapié en las diferencias absolutas existentes entre dos perfiles 
de expresión y no tiene en cuenta si a pesar de que existan ciertas diferencias 
cuantitativas de expresión entre ambos perfiles, en general la forma de dichos perfiles 
es similar. Por ello, en la mayoría de los casos en los que se busca establecer una nueva 
clasificación, se utiliza como distancia, medidas como la correlación de Pearson o 
similares [207,218,353]. 
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 Métodos de agrupación de elementos (“average linkage” vs “complete and single 
linkage”): Los cuatro métodos utilizados a lo largo de las combinaciones son 
teóricamente válidos, pero tanto el “average linkage” como el “centroid linkage” son 
mucho más representativos de las muestras que conforman las agrupaciones, ya que 
ambos métodos de agrupación, en contraposición con los otros dos, están influidas por 
todos los miembros (muestras) que componen los clusters o grupos. El “single linkage” 
y el “complete linkage” serán útiles, solo en el caso de que los miembros de cada 
“cluster” tengan una gran variabilidad intergrupal, acompañada de una variabilidad 
intragrupal muy pequeña.  
 
 Centrado vs. No Centrado de genes: el centrado de genes permite eliminar el efecto que 
la muestra de referencia ejerce sobre los niveles de expresión, pudiendo identificar 
diferencias, que cabría esperar que fuesen pequeñas, entre los perfiles de los subtipos 
tumorales encontrados. En nuestro caso el hecho de clasificar solo tumores, hizo 
necesario eliminar el efecto que el “pool” de tejidos normales tuvo sobre estas, al ser 
usado como referencia. 
 
Este cuidadoso proceso de análisis ha permitido establecer la primera clasificación 
de adenocarcinomas colorrectales basada exclusivamente en datos de expresión. Otros 
trabajos se plantearon anteriormente retos parecidos, aunque con resultados poco 
concluyentes. En 2003, Frederiksen et al. [248] presentaron un trabajo de clasificación que 
analizaba muestras que incluían todos los estadios de Dukes, además de muestras de tejido 
normal (sólo 5 tejidos de cada subtipo). Como resultado principal observaron que mientras 
que sí que eran capaces de diferenciar de manera más o menos precisa estadios B y C, los 
estadios A y D no se agrupaban cada uno en un “cluster” independiente y que además los 
estadios D clasificaban en su mayoría con las muestras de tejido normal. Estos 
sorprendentes resultados parecían, sin embargo, estar asociados con problemas en los 
procedimientos utilizados durante los experimentos y en concreto con los que se refieren al 
número de muestras analizadas y a los análisis histológicos realizados.   
 
En los datos presentados por nuestro laboratorio para la clasificación de tumores 
colorrectales, se paliaron en gran medida este tipo de deficiencias incluyendo por un lado 
un número cercano a los 20 pacientes para cada uno de los estadios analizados y por otro 
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llevando a cabo un exhaustivo análisis histológico. Gracias al criterio histológico utilizado 
(tejidos con al menos un 80% de componente tumoral) y realizado sobre la misma pieza 
que se iba a hibridar se evitó una elevada contaminación con tejido normal. Sin embargo, 
en el caso del trabajo de Frederiksen et al. el número de muestras analizadas era demasiado 
pequeño (25 muestras en total) como para poder corroborar la existencia de diferentes 
subtipos y no se había llevado a cabo un estudio histológico del tejido que se hibridó. Que 
los tejidos tumorales en estadio D tuviesen un alto porcentaje de contaminación con tejido 
normal parece la causa más probable de que muestras normales y los tumores en ese 
estadio se agrupen conjuntamente. Trabajos como el de Birkenkamp-Demtroder [235] et al. 
sufrieron inconvenientes parecidos a los observados en el trabajo del grupo de  Frederiksen. 
 
El hecho de trabajar con un tamaño muestral pequeño como ocurrió en los dos casos 
anteriores, solo es aceptable, aunque no completamente aconsejable, en determinadas 
situaciones. En nuestro laboratorio y previamente a la realización de la clasificación 
tumoral, llevamos a cabo una caracterización de las vías afectadas en el desarrollo de los 
tumores colorrectales mediante el estudio de tejidos tumorales (88 muestras) frente a 
tejidos normales (7 muestras). El bajo tamaño muestral de nuestro grupo de tejidos 
normales, se vio sin duda compensado por el exhaustivo control histológico realizado y por 
las notables diferencias que existen entre estos dos fenotipos. Nosotros y otros grupos 
[234,236] hemos comprobado la validez de esta aproximación cuando se comparan tejidos 
normales y tumorales.  
 
Otros factores que han influido en los resultados de los trabajos de clasificación 
publicados hasta ahora, hacen referencia a los criterios de inclusión de muestras. Lo ideal 
en un trabajo experimental es contar con una serie consecutiva de pacientes, reflejo de la 
población enferma en general. Desafortunadamente, esto no es posible ante determinadas 
circunstancias. El trabajo propuesto en nuestro caso consistía en crear una clasificación 
molecular, ver si esta correlacionaba con la clasificación de Dukes, caracterizarla y definir 
si estos patrones se establecían desde el principio del desarrollo tumoral. Esto implicaba 
analizar un porcentaje de tumores similar para cada uno de los cuatro estadios de Dukes, 
incluido el estadio inicial o estadio A. Conscientes de este hecho se intentó obtener una 
población de muestras libre de sesgos, obteniéndose una serie de pacientes cuyos 
parámetros analizados (edad, MSI, KRAS, localización, etc.) parecen mostrar frecuencias 
en su mayoría coincidentes con las frecuencias descritas en la literatura para la población 
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general con cáncer colorrectal. En el caso de trabajos como el de Birkenkamp-Demtroder 
[235] o el de Frederiksen [248] llama la atención, el hecho de realizar una selección 
sesgada de muestras (sólo tumores colorrectales del lado izquierdo) cuando el objetivo 
principal es el establecimiento de una clasificación de pacientes. En el caso de Frederiksen 
su decisión de no seleccionar tumores de colon derecho con la intención de no incluir 
tumores de tipo hereditarios, no justifica el sesgo introducido al eliminar posibles subtipos 
tumorales como los tumores MSI esporádicos que se desarrollan preferentemente en el 
colon derecho.  
 
 Por último, el hecho de utilizar técnicas no supervisadas (“clustering” jerárquico) 
partiendo de criterios supervisados (teniendo en cuenta los subtipos de la clasificación 
histológica, trabajando con los subtipos en forma de “pool” o utilizando listas de genes 
obtenidas de comparación de clases) como sucede en los trabajos de Friederichs [354] y 
sobre todo en el de Birkenkamp-Demtroder [235,354], impide la obtención de datos 
concluyentes.   
 
De la clasificación que proponemos en este estudio, el dato más destacado además 
de los cuatro subgrupos moleculares definidos, es su falta de correlación con la 
clasificación de Dukes (p-valor: 0.646). La falta de asociación entre los perfiles 
moleculares y la clasificación de Dukes, se vio confirmada al no observarse genes 
diferencialmente expresados en los análisis de comparación de clases entre los estadios de 
Dukes. Esto confirmaría a nivel molecular, y por vez primera utilizando microarrays, la 
heterogeneidad de los estadios de Dukes y además establecería que los perfiles moleculares 
de los tumores estarían presentes desde el inicio del tumor (estadio A). Aunque, parece que 
somos los primeros en confirmar la ausencia de correlación entre ambas clasificaciones 
mediante esta tecnología, otros trabajos de microarrays también aportaron datos en este 
sentido. Frederiksen et al. [248] describieron que tumores en estadio A aparecían dispersos 
a lo largo de los distintos grupos moleculares. También Bertucci et al. [251] observaron 
que mediante perfiles de expresión era posible diferenciar, de manera más precisa que a 
través de la clasificación patológica, los pacientes que han desarrollado o desarrollaran 
metástasis en un corto espacio de tiempo de aquellos que aún con metástasis linfáticas no 
llegarán a realizar metástasis en órganos distantes. Los trabajos de Kwong [249] y de de 
Friederichs [354], aunque más dirigidos a la comparación de clases entre estadios de Dukes 
que a la clasificación, señalaron también la dificultad de encontrar genes que diferenciasen 
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los estadios de Dukes (en concreto B, C y D) y no consiguieron agrupar las muestras en 
base a dichos estadios mediante análisis no supervisados, reflejando la heterogeneidad 
molecular de la clasificación de Dukes. Posteriormente el grupo de Groene publicó un 
trabajo [250] de comparación de clases entre estadios II y III (clasificación UICC), que 
aunque consiguió crear un predictor que diferenciaba ambos estadios, volvió a evidenciar la 
falta de homogeneidad biológica desde un punto de vista molecular como se desprendió del 
hecho de que el análisis de vías moleculares no mostrase ninguna diferencia entre estadios.  
Podemos considerar por tanto, que el trabajo realizado en nuestro laboratorio es el primer 
estudio que clasifica y caracteriza en subtipos moleculares los tumores colorrectales a partir 
de perfiles globales de expresión.  
 
2.1. Validación de la clasificación molecular. 
 
La finalidad de los trabajos de clasificación de tumores usando perfiles de 
expresión, consiste en crear grupos homogéneos de pacientes en base a la alteración de sus 
vías moleculares y analizar su posible valor pronóstico y/o predictivo para su posterior 
utilización en la clínica. Sin embargo, para que la universalidad de la nueva clasificación 
sea aceptada debe de ser reproducible en otras poblaciones de pacientes.   
 
Los resultados de la validación de  nuestra clasificación muestran la presencia, y por 
tanto reproducibilidad, de perfiles similares a los grupos “de alto estroma”, “de bajo 
estroma” y “MSI-Mucinoso” en la matriz de muestras independientes pertenecientes al 
grupo de Eschrich. Desafortunadamente, el perfil de las muestras pertenecientes al grupo 
“relacionado con sistema inmune” no parece altamente reproducible y en la nueva matriz 
de datos, las muestras clasificadas como grupo 2 quedaban distribuidas heterogéneamente 
entre los otros tres grupos. A pesar de ello, esta situación es esperable cuando existen 
diferencias entre las matrices de datos que se comparan y además el predictor de ese 
determinado grupo en concreto, no es altamente robusto. Trabajos como el de Sorlie et al. 
[355] para la validación de la clasificación molecular del cáncer de mama, utilizando 
métodos muy similares a los aplicados en nuestros estudio, encontraron las mismas 
dificultades para diferenciar todos los grupos propuestos en su clasificación. A pesar de 
ello, ese trabajo supuso una prueba más de la existencia y universalidad de dicha 
clasificación en tumores mamarios. En nuestro caso, y a pesar de que la reproducibilidad 
no sea total, este proceso de validación también confirma la universalidad de al menos, una 
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gran parte de nuestra clasificación. En comparación con los métodos utilizados por Sorlie 
et al., nuestro estudio tiene la ventaja de haber contado con el uso del programa DWD 
[286] que elimina sesgos importantes debido al uso de diferentes plataformas. Este tipo de 
herramientas son indispensables en este tipo de proyectos y comienzan a ser utilizadas por 
diferentes grupos [356]. 
 
No obstante de los resultados obtenidos nos llamo la atención la forma en la que se 
distribuyeron las muestras de la matriz de validación en los nuevos grupos moleculares. El 
porcentaje de muestras clasificadas como grupo “de alto estroma” en la matriz de 
validación (Eschrich) es sensiblemente inferior al descrito en nuestra matriz de datos 
(HCSC) (8% frente al 26%). Este hecho puede ser fruto exclusivamente de la composición 
muestral de ambas matrices, aunque, no debemos excluir la posibilidad de que el distinto 
criterio histológico establecido por Eschrich (mayor % de células epiteliales) para la 
selección de muestras en relación con el establecido en nuestro trabajo, sea el causante de 
las distintas proporciones encontradas.     
 
2.2. Alteración de los perfiles de expresión en el proceso tumoral (Tejido Normal vs 
Tejido Tumoral).  
 
Los análisis supervisados y no supervisados llevados a cabo en nuestro laboratorio 
entre tejido tumoral y tejido normal mostraron un retrato bastante completo de las 
alteraciones sufridas en la malignización del tejido, permitiendo posteriormente 
contextualizar e interpretar mejor los patrones de los nuevos subtipos moleculares 
definidos.  
 
El bajo tamaño muestral del grupo de mucosa normal, no pareció ser un problema, 
como ya se comentó anteriormente y como se desprende del hecho de observar un amplia 
concordancia entre nuestros resultados y los mostrados en el meta-análisis publicado por el 
grupo de Chan [357]. En él, se comparaban estudios que investigaban diferencias entre 
tumores colorrectales y mucosa normal de colon y se publicó una lista de 38 genes (22 
sobreexpresados en tumores y 16 inhibidos) presentes en al menos 5 de los 23 estudios 
(tumor vs. normal) analizados. De estos 38 genes, 35 coincidían con lo observado en 
nuestra matriz de datos (92%). Solo 3 genes de los 38 propuestos (8%) en el meta-análisis o 
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bien no mostraban ningún tipo de diferencia o bien no aparecían representados en nuestra 
matriz de datos (ver lista completa en el Anexo III).  
 
Entre las alteraciones observadas en la transformación cancerígena, describimos un 
aumento de la expresión de genes implicados en proliferación, invasión y progresión 
tumoral, de genes de la MEC y de la vía Wnt e inhibición de genes implicados en la 
respuesta inmune y en el metabolismo de lípidos, coincidiendo con lo encontrado por 
grupos como el de Notterman [240], Birkenkamp-Demtroder [235] o Bertucci [251]. 
Profundizando un poco más fuimos capaces de precisar alguna de estas funciones.  
 
Así en el caso de la proliferación, además de genes implicados en ciclo celular y 
procesos de síntesis y replicación de DNA, también observamos la alteración de genes 
implicados en la segregación de cromosomas y en procesos de citocinesis.  
 
A raíz de alguno de los genes implicados en el metabolismo de lípidos, encontramos 
un grupo más amplio de genes (implicados o no en dicho metabolismo de lípidos)  como 
son ADH1C, GSTA5, SULT1B1, EPHX2 o metalotioneinas, etc. que también estan 
involucrados en los  procesos de la rutas xenobióticas y de detoxificación de sustancias 
nocivas. En la mayoría de los casos estas rutas han sido relacionadas con los procesos de 
metabolismo de fármacos, sin embargo poco se sabe del papel que su inhibición puede 
jugar en el desarrollo del tumor. La acumulación de sustancias nocivas y carcinogénicas 
podría favorecer la aparición de mutaciones y por tanto del desarrollo del tumor, haciendo 
de esta ruta una vía interesante de análisis.  
 
Por último también observamos la capacidad de esta técnica para diferenciar la 
composición celular de los distintos tejidos. En este caso encontramos sobreexpresados en 
tejido normal, genes (MYH11, MYLK, ATP1A2, Desmina (DES) o Calponina-1 (CNN1)) 
relacionados con el músculo liso, existente en dicho tejido normal, pero ausente en 











2.3. Subtipos moleculares propuestos. 
 
Teniendo en cuenta la alteración de los perfiles del tejido normal, durante el 
desarrollo tumoral, los perfiles de los cuatro subgrupos moleculares obtenidos fueron 
caracterizados y asociados tanto con parámetros clínicos y patológicos como moleculares: 
 
2.3.1. Estroma y clasificación. Subtipos “de bajo estroma” y “de alto estroma”.  
 
La clasificación molecular propuesta se asocia de manera significativa con la 
cantidad de estroma que rodea al tumor como se comprueba por el hecho de que dos de los 
cuatro grupos definidos se caractericen por ser grupos “de alto estroma” y “de bajo 
estroma”. Según lo observado en nuestro trabajo mediante los perfiles de expresión, el 
subtipo 1 o “de bajo estroma” posee niveles más bajos de genes asociados con estroma y 
que en  muchos casos se han asociado, además, con malignización y mal pronóstico como 
ocurre con SPP1, FAP, MMP9, lumican, etc. De manera inversa, el perfil de expresión del 
grupo 3 o “de alto estroma” muestra niveles elevados de los genes anteriormente 
mencionados. Confirmando la asociación de estos grupos con el estroma se observa la 
alteración de vías implicadas en comunicación celular (hsa01430), adhesión focal 
(hsa04510) o interacción con receptores de la matriz extracelular (hsa04512). 
 
La importancia del componente estromal en el desarrollo tumoral parece 
confirmarse tanto por los datos obtenidos en trabajos de microarrays como los de Lenz 
[217] y Finak [218] llevados a cabo en linfomas difusos de células B largas y en tumores de 
mama respectivamente, así como por trabajos de análisis puramente histológicos como los 
del grupo de Mesker [358,359] en cáncer colorrectal. En 2007 y 2009, Mesker et al. 
[358,359] publicaron sendos trabajos en los que observaban asociación entre la cantidad de 
estroma del tumor en la zona invasiva y la supervivencia (supervivencia global, período 
libre de enfermedad y período libre de metástasis), de manera que pacientes con una 
cantidad de estroma superior al 50% en dicha región del tumor tienen un peor pronóstico 
que aquellos pacientes con una proporción de estroma inferior al 50%. Estos resultados, 
que parecían independientes de la clasificación de Dukes, dejan entrever que existe una 
relación entre agresividad tumoral y cantidad de estroma repercutiendo de forma directa en 
la supervivencia de los pacientes. Dichos resultados parecerían coincidir con el perfil 
molecular encontrado en los grupos “de alto y bajo estroma”. 
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Conviene destacar sin embargo, que existe una diferencia importante entre el 
estudio de Mesker y el nuestro. Así, mientras que Mesker lleva a cabo su análisis solamente 
en la región invasiva del tumor, en nuestro laboratorio examinamos los perfiles de 
expresión del frente invasivo y del centro del tumor al mismo tiempo. Esta puede ser una 
de las razones por la que la cantidad de estroma encontrada en sus muestras es más elevada 
que en las nuestras. Se ha descrito que los perfiles de expresión cuando se analiza el frente 
tumoral difieren de los perfiles de expresión del centro del tumor [360,361]. Sin embargo, 
alguno de estos autores [360] también observa que la heterogeneidad de estas regiones 
entre sí en un determinado tumor, es en general menor que las diferencias en el perfil de 
expresión de dicho tumor con respecto a otros. Teniendo en cuenta todo esto, parecería 
verosímil que nuestro grupo de tumores “de alto estroma”, que está asociado con genes de 
mal pronóstico y los tumores de alto estroma definidos por Mesker y que están asociados a 
menor supervivencia, pudiesen estar representado un mismo tipo de tumores. 
  
La asociación encontrada en nuestro estudio entre los estadios de Dukes tardíos y 
el aumento de la cantidad de estroma, también podría estar incidiendo sobre el hecho de 
que los tumores para llegar a producir invasión y metástasis, generan una mayor cantidad 
de estroma, ya sea consecuencia de procesos de transformación epitelio-meséquima, de la 
necesidad de reclutar determinados tipos celulares como fibroblastos que parece que 
facilitan los procesos de invasión y metástasis tumoral o de otros mecanismos 
desconocidos. En esta misma línea apuntaba ya un trabajo de Mesker publicado en 2007 
[359] en el que además de observarse que la clasificación creada en función del estroma 
correlacionaba con supervivencia, también observaba que la cantidad de estroma tumoral 
aumenta con los estadios (I-III. Clasificación AJCC). En dicho trabajo, la relación de la 
supervivencia con el estroma parecía independiente de la relación entre la supervivencia y 
la clasificación de Dukes. Esto podría hacer pensar que el aumento de la cantidad de 
estroma es necesaria en todos los tumores para que se lleven a cabo los procesos de 
invasión y metástasis, pero que además en determinados tumores se produce un aumento 
extra de dicho componente estromal, quizás mediante la atracción hacia la zona tumoral de 
tipos celulares específicos como fibroblastos o macrófagos, lo que aumentaría la 








Nuevos estudios, permitirán confirmar si el aumento de la cantidad de estroma 
independientemente del estadio de Dukes correlaciona con algún tipo de célula estromal 
concreta que aumente la agresividad. Estos permitirán además establecer el efecto, si lo 
hay, que la presencia de β-catenina nuclear y la tendencia mostrada por la de invasión 
vascular, tienen sobre el grupo “de bajo estroma” de nuestra clasificación molecular. 
 
2.3.2. Subtipo “relacionado con sistema inmune”. 
 
Desde un punto de vista molecular, su asociación con los procesos de respuesta 
inmune (inmunoglobulinas (región 14q32, 16p11, 15q11, 22q11 y 2p11), genes que 
favorecen la transcripción de estas, proteínas del complejo MHC-II, receptores de 
moléculas presentadas por el complejo MHC-I, moléculas liberadas por linfocitos o 
receptores de inmunoglobulinas) y de respuesta inflamatoria (CXCL10,  CX3CL1, CCL2, 
CCL3, CCL4, CCL8), así como con la inhibición de genes de mal pronóstico como 
LAMC2, hacen de él un subtipo muy interesante.  
 
Este interés viene reforzado por el hecho de que firmas genéticas de estroma 
relacionadas con sistema inmune (GZMA, CD247, HLA-F, etc.) y asociadas a buen 
pronóstico en otros tumores [218], muestren sus niveles más elevados en las muestras de 
nuestro subtipo tipo 2 (1.5 fold change con respecto al resto de grupos). En la misma 
dirección señalan los resultados del trabajo publicados por el grupo de Lin [260] en cáncer 
colorrectal. Genes como CXCL9, CXCL10, INDO o GZMB, asociados a respuesta inmune 
y descritos en ese trabajo como parte de un predictor de buen pronóstico (matriz alemana), 
muestran los niveles más elevados en las muestras de nuestro subtipo 2. Coincidiendo con 
todo esto, la baja presencia de β-catenina nuclear en este subgrupo también podría estar 
apuntando hacía un tumor de tipo menos agresivo. 
 
El hecho de ser el grupo menos robusto (tanto en la matriz de experimentación 
como en la de validación) desde un punto de vista estadístico y de presentar diversos 
tránscritos en las regiones cromosómicas de las inmunoglobulinas que podrían estar 
codificando para una misma inmunoglobulina, aumentando de este modo la homogeneidad 
del grupo, hace necesario ser prudentes con las conclusiones obtenidas. El aumento del 
tamaño muestral podría ayudar a definir de manera más precisa el perfil de este subtipo,  
despejando las dudas existentes sobre la robustez del mismo.  
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2.3.3. Subtipo “MSI-Mucinoso”. 
 
Este subtipo engloba tumores MSI y tumores mucinosos. Aunque ambos tipo se 
encuentran relacionados entre sí, ya que muchos tumores MSI son de tipo mucinoso, sin 
embargo también poseen características diferentes. 
 
Los tumores mucinosos, en la literatura, se han asociado a personas más jóvenes, 
con estadios más avanzados, mayor diseminación peritoneal y con una menor tasa de 
supervivencia que los pacientes no mucinosos [19,362]. Este peor pronóstico de los 
tumores mucinosos coincidiría con los perfiles moleculares para este subtipo encontrados 
en nuestro trabajo, en donde genes como MUC1, REG-IV, CD55 han sido asociados con 
peor pronóstico.   
 
Por otro lado, los tumores MSI forman la denominada vía del fenotipo mutador [55] 
y a lo largo de los años, diversos trabajos los han definido como tumores con localización 
preferentemente proximal, de fenotipo mucinoso [363,364] y con mejor supervivencia en 
comparación con tumores MSS [20,365,366]. Estas características clínicas y patológicas 
coinciden, en parte, con lo encontrado en nuestro trabajo, en donde este subtipo se asoció 
(aunque no significativamente) con una localización preferentemente proximal (en concreto 
todos los tumores MSI de este grupo se desarrollaron en la región proximal) y con un 
fenotipo mucinoso (dos de los 5 tumores MSI fueron descritos además como tumores 
mucinosos). La presencia de infiltrado linfocitario descrita en este tipo de tumores  
[367,368] y una de las posibles causas de la mejor supervivencia de los tumores MSI [369], 
no se ha observado en el grupo 4, aunque cuando se analiza este parámetro en tumores MSI 
frente a MSS en nuestra serie de datos sí que se observa un cierto aumento de la cantidad 
de infiltrado linfocitario (aunque no significativo). Posiblemente la ausencia de asociación 
con este parámetro se deba, al menos en parte, a la presencia de tumores de fenotipo 
exclusivamente mucinoso asociados en la literatura a falta de infiltrado linfocitario. 
 
Este subtipo “MSI-Mucinoso”, presenta también ausencia de β-catenina nuclear, 
coincidiendo con datos recientemente publicados [370]. Esto podría implicar una menor 
activación de la ruta canónica de la vía Wnt, conduciendo ello, a un tumor posiblemente 
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menos agresivo. En esta misma dirección, apuntaría el hecho de que observásemos una 
menor tendencia de este subtipo a desarrollar invasión vascular.  
 
Este subtipo también cuenta con una frecuencia baja de mutaciones en KRAS 
ajustándose a lo descrito en la literatura para tumores MSI [371]. Es difícil valorar la 
implicación que esto puede tener en la evolución del tumor ya que en general no se ha 
llegado a asociar la presencia de mutaciones con un peor pronóstico [26].  
 
De nuevo, desde el punto de vista de los perfiles de expresión, nos encontramos que 
este subtipo “MSI-Mucinoso”, se caracterizaba por sobreexpresar genes relacionados tanto 
con el componente mucinosos (Ej. TFF1 o MUC1), como con tumores inestables (Ej. 
SERPINA1 o SERPINB5). Además, también se observan genes relacionados con 
inflamación como IL-8 y en general con mal pronóstico [343,372], además de genes con 
resistencia a quimioterapia (REG4 y metalotioneinas). Los resultados de los trabajos de 
microarrays presentados por Kim [243] o Di Pietro [244], que diferencian tumores MSI de 
tumores MSS mediante perfiles de expresión, observan la desregulación de genes como 
MUC1 o las metalotioneinas, coincidiendo con lo observado en nuestro estudio.  
 
El hecho de que tumores MSI y tumores mucinosos se nos agrupen conjuntamente 
en un mismo subtipo, podría deberse a su posible origen común. Los grupos de Jass [73] y 
Ogino [72] clasifican de manera general los tumores colorrectales en cuatro grupos, 
definiendo dos de ellos como tumores con fenotipo “CIMP+ y MSI” y tumores con 
fenotipo “CIMP+ y MSS” (Tabla.7. de Introducción). Ambos grupos tendrían su origen en 
los pólipos serrados caracterizados por su elevado componente mucinoso. En función de 
algunas de las características propuestas en estos trabajos (infiltrado linfocitario, 
localización, inestabilidad a microsatélites, carácter mucinoso) nuestro grupo de tumores 
MSI podría coincidir con el grupo “CIMP+ y MSI”, mientras nuestros tumores mucinosos 
parece que se asociarían con el grupo “CIMP+ y MSS”. La buena supervivencia propuesta 
en los trabajos de estos dos autores para el grupo “CIMP+ y MSI” coincidiría con el buen 
pronóstico al que siempre han sido asociados los MSI. La mala supervivencia asociada al 
grupo “CIMP+ y MSS” por Jass y Ogino, también estaría de acuerdo con la peor 
supervivencia descrita para los tumores de tipo mucinoso. El trabajo presentado por 
Leopoldo S et al. [290] en el que se observan diferencias tanto en supervivencia global 
como en tiempo a la recurrencia entre tumores Mucinosos-MSI y tumores Mucinosos-MSS 
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apoyan la teoría sostenida por los trabajos de Jass y Ogino. Por tanto los pólipos serrados 
como origen común podría explicar el hecho de que tumores MSI y tumores mucinosos se 
agrupen conjuntamente. 
 
Sin embargo hay que resaltar, que en este trabajo no hemos analizado el perfil 
metilador de los tumores, algo necesario para poder confirmar si nuestro grupo “MSI-
Mucinoso” se ajusta a los dos grupos propuestos en los trabajos previos y que sería 
interesante incluir en próximos proyectos. Es posible además, que la presencia de un 
tamaño muestral mayor nos permita ser capaces de diferenciar estos dos grupos a través de 
los perfiles de expresión.  
                                                                                                                                                                                           
2.4. Supervivencia asociada a los subtipos moleculares. 
 
Aunque el estudio del posible valor pronóstico de la clasificación molecular, es uno 
de los aspectos más interesante de este tipo de estudios, en nuestro caso se ha visto limitado 
por diversos factores. La necesidad de seleccionar pacientes pertenecientes a todos los 
estadios de Dukes (incluido los estadios A que presentan una tasa muy baja de eventos o 
los estadios D con una gran variedad en cuanto a esquemas y duración de los tratamientos 
de QT), la limitación de tener que usar tejidos congelados, disponibles en menor número, 
así como la pérdida en el seguimiento de algunos pacientes hizo muy difícil la obtención de 
conclusiones en este estudio. De hecho, el bajo número de eventos detallado (16% de 
muertes y 20% de recaídas) en nuestra matriz de datos contrasta con la proporción de los 
mismos detallada en otros trabajos de cáncer colorrectal y que se encuentra alrededor del 
45% (min: 32% y max: 62%) [252,253,257-260].  
 
Como era de esperar ante estos datos, los análisis llevados a cabo en nuestras 
muestras no mostraron diferencias significativas en cuanto a supervivencia global  ni en 
cuanto a tiempo libre de recaída para ninguno de los subgrupos y en la mayoría de los casos 
el método de Cox no fue capaz de crear un modelo de riesgo asociado al estudio debido al 
bajo número de eventos. Por el contrario, el análisis de supervivencia en función de los 
estadios de Dukes y, a pesar también del bajo número de eventos, si mostró diferencias en 
cuanto a supervivencia (al menos entre estadios tempranos y tardíos), demostrando el gran 
poder discriminatorio que se le asocia a esta clasificación. Sin embargo, si es posible (como 
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discutimos a continuación) que nuestra clasificación molecular, combinada con la 
clasificación de Dukes aporte nueva información pronóstica al diagnóstico de los pacientes.  
  
El uso de predictores y matrices externas publicados por otros grupos para 
aplicarlos a los estudios propios es una herramienta útil para obtener una mayor 
información de los datos propios, aunque su aplicación suele ser difícil [355] La aplicación 
de los predictores de Wang [253], Eschrich [252] y Lin [260], nos sirvió para darnos 
cuenta, de que de existe un punto de coincidencia entre los perfiles de supervivencia 
encontrados en estos trabajos y los subtipos tumorales propuestos en nuestro estudio. En 
base a estos resultados la supervivencia para el grupo “de bajo estroma” o grupo 1 sería 
diferente a la del resto de tumores. Debido a que los predictores en general incluyen 
siempre un número muy bajo de genes, y de los que en algún caso no se conoce ni siquiera 
la función, es a menudo difícil establecer mediante una simple comparación, si los genes y 
vías moleculares que determinan una clasificación coinciden con aquellos que determinan 
el predictor de supervivencia. De los genes de los predictores de Wang, Eschrich y Lin que 
se encontraban en nuestra matriz, observamos que un pequeño grupo mostraba alteración 
de sus patrones de expresión correlacionándose tanto con el predictor de supervivencia 
como con los genes implicados en el establecimiento de los subtipos moleculares. Entre 
ellos cabe reseñar genes como Apolipoproteína C1, SPP1, Cadherina 17, HEYL o LILRB3, 
asociados con interacción epitelio-estroma [373] [374], procesos de inflamación [375], 
angiogénesis [376], progresión tumoral [377,378]. Estas funciones coincidirían con las 
descritas durante el análisis de los subtipos de nuestra clasificación molecular.  
 
Los datos aportados a través de la comparación realizada con los predictores 
publicados, indicaba que sí que podía existir una relación entre la clasificación molecular y 
la supervivencia. Para analizar un poco más a fondo esta cuestión se utilizaron las muestras 
de la matriz de Eschrich con sus correspondientes datos de supervivencia. Al analizar la 
función de supervivencia usando el predictor “de bajo estroma” y de manera independiente 
de los estadios de Dukes, se vio que había diferencias entre las muestras del grupo “de bajo 
estroma” y las demás en conjunto. Esta diferencia dejaba de ser significativa cuando se 
analizaban los cuatro grupos de la clasificación molecular por separado. La asociación 
entre nuestra clasificación y la supervivencia, sin tener en cuenta los estadios de Dukes, 
debería revisarse en futuros estudios, ya que es posible que el bajo número de muestras 
impida que las diferencias entre subtipos sean estadísticamente significativas. 
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El análisis de supervivencia de un grupo más homogéneo de muestras (estadios B y 
C) confirmó el mejor pronóstico de los tumores ”de bajo estroma”, además de revelar que 
los grupos “de alto estroma” y “MSI-Mucinoso” podrían tener una menor supervivencia. 
De este análisis se extrae por tanto, la conclusión de que la clasificación molecular parece 
presentar poder pronóstico, al menos, dentro de cada estadio. Las diferencias en 
supervivencia entre los muestras que han sido pronosticadas como “de alto estroma” y de 
bajo estroma” parecen coincidir tanto en lo observado de manera general en los análisis de 
comparación de clases (genes diferencialmente expresados que se asociaban a mal 
pronóstico), como con lo publicado por el grupo de Mesker [358]. Sin embargo, el hecho 
de que el grupo “MSI-Mucinoso” se asocie con mala supervivencia es llamativo, puesto 
que en la literatura ha sido descrita la asociación entre los tumores MSI y una mejor 
supervivencia [20]. La presencia de tumores mucinosos, asociados a mal pronóstico, 
apoyados por el perfil de genes que caracteriza este grupo “MSI-mucinoso” y que también 
se asocian con mal pronóstico, pueden explicar en parte este hecho. Por otro lado, quizás 
las diferencias en el criterio histológico para la selección de muestras observadas entre el 
laboratorio de Eschrich y el nuestro tengan reflejo en el proceso de asignación de muestras, 
produciéndose una sobreestimación del número de muestras del grupo 4. El predictor 
creado con nuestra matriz, contaba con valores de precisión, especificidad, sensibilidad, 
VPP y VPN elevados pero sin embargo no recoge el hecho de que las muestras de Eschrich 
contengan una menor cantidad de estroma. Esto estaría incidiendo en los análisis de 
supervivencia de este grupo en concreto y podría explicar también en parte la asociación 
del grupo “MSI-Mucinoso” con mal pronóstico. 
 
Más comprensible parece el hecho de que el grupo de bajo estroma posea un mejor 
pronóstico que el resto de pacientes y que de este modo este componente tisular esté 
jugando un papel importante en la clasificación y pronóstico de los tumores colorrectales. 
Importante es también el hecho, como ocurre en otro tipo de tumores (Masagué J. NEJM 
2007, Fan C. NEJM 2006) de que distintos perfiles de expresión estén reconociendo una 
misma característica. En nuestro caso tanto los tres predictores pronóstico publicados, 
como nuestro predictor del grupo “de bajo estroma” y nuestro predictor de la clasificación 
molecular en general están reconociendo un mismo grupo de pacientes que presentan 
tumores con niveles de expresión del componente estromal disminuido, lo que subraya la 
relevancia de nuestros hallazgos. Esto también reafirma el hecho de que no son tanto los 
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genes individuales que componen cada predictor, si no el ser capaces de reconocer 
determinadas actividades y rutas biológicas alteradas en el tumor las que servirán para 
mejorar el manejo clínico de los pacientes. 
 
Sin embargo hay que resaltar que estos hallazgos no han sido confirmados mediante 
los datos de supervivencia de nuestros propios pacientes en el contexto de un análisis 
multivariable. La realización de trabajos con un mayor tamaño muestral de muestras más 
homogéneas y a ser posible se trabaje a nivel prospectivo es, sin duda, el camino a seguir 
para verificar los hallazgos, en lo que a supervivencia se refiere, realizados en este trabajo.  
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1. La obtención de resultados fiables mediante la técnica de microarrays implica la 
necesidad de estandarizar todos los procesos. El establecimiento de un criterio 
histológico de selección de muestras, el control de calidad de los RNAs hibridados así 
como de los procesos de hibridación y el estudio del comportamiento anómalo de las 
muestras mediante PCA son claves para la obtención de resultados fiables.   
 
2. Es posible caracterizar y diferenciar, en base a alteraciones en sus perfiles de expresión, 
muestras tumorales colorrectales de muestras de mucosa de colon normal, identificando 
incluso diferencias en la composición celular de los tejidos. La expresión de genes 
relacionados con músculo liso en el tejido normal y su ausencia en el tejido tumoral así 
lo atestiguan.   
 
3. El análisis, mediante perfiles de expresión, del tejido malignizado en comparación con 
el tejido de colon normal confirma la desregulación de determinadas rutas moleculares, 
destacando la sobreexpresión de aquellas relacionadas con proliferación, invasión y 
progresión tumoral, de genes de la MEC y de la vía Wnt y la inhibición de otras vías 
como son la de respuesta inmune y el metabolismo de lípidos. Este análisis también 
señala la posible implicación que la alteración de procesos como la segregación de 
cromosomas, los procesos de citocinesis o las rutas xenobióticas pueden tener en el 
cáncer colorrectal. 
 
4. Los tumores colorrectales se clasifican, en base a sus perfiles de expresión, en cuatro 
subtipos que se asocian además con distintas características biológicas y clínicas. Estos 
son el subtipo “de bajo estroma”, el subtipo “relacionado con sistema inmune”, el 
subtipo “de alto estroma” y el subtipo “MSI-mucinoso”. 
 
5. No existe asociación entre la clasificación molecular propuesta y la clasificación 
histológica de Dukes, observándose además, que los subtipos moleculares se establecen 
desde el inicio del desarrollo tumoral (tumores en estadio A).     
 
6. El estroma adyacente al tumor juega un papel importante en el establecimiento de los 
subtipos que conforman la clasificación molecular propuesta y principalmente en los 
que se refiere a los grupos “de bajo estroma” y “de alto estroma”. Ambos subtipos se 
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caracterizan por la alteración en la expresión de genes que codifican tanto para 
proteínas del estroma y la matriz extracelular, como para aquellas implicadas en sus 
procesos de remodelación. 
 
7. El subtipo “MSI-Mucinoso” engloba tumores con inestabilidad a microsatélites y 
tumores con un fenotipo histológico mucinoso, caracterizados por la expresión de genes 
relacionados con células caliciformes y con componente mucinoso como son AGR2, 
TFF1 o MUC1 entre otros. 
 
8. Existe un grupo de muestras asociado, en base a su expresión génica, con una mayor 
respuesta inmune, caracterizada principalmente por genes relacionados con  
inmunoglobulinas, respuesta de linfocitos o respuesta del complejo mayor de 
histocompatibilidad. 
 
9. Los perfiles que definen los subgrupos de nuestra clasificación se encuentran presentes 
al menos en una población independiente de pacientes. En dicha población, los subtipos 
de nuestra clasificación se asocian con distinta supervivencia, siendo los pacientes del 
subtipo “de bajo estroma” los que poseen mejor pronóstico y los subtipos “de alto 




































































1. Análisis de la imagen. 
 
El análisis de este tipo de experimentos comienza con la extracción de los datos a 
partir de la  imagen obtenida tras los procesos de hibridación y escaneado de los 
microarrays. Durante este proceso, se obtiene información tanto de los niveles de 
expresión de cada uno de los genes incorporados en el microarray, así como de los 
posibles errores que hayan podido ocurrir durante los procesos de hibridación y lavado. 
 
1.1. Puntos problemáticos. 
 
Hacen referencia a aquellos puntos del microarray que han sufrido algún problema 
durante los procesos de hibridación o lavado. Existen una serie de parámetros que 
identifican diversas alteraciones que pueden influir en los niveles de expresión detectados 
para cada gen y que son necesarios tener en cuenta para evitar la aparición de resultados 
poco fiables. Los criterios seleccionados en este trabajo y mencionados en la sección 8 de 
Materiales y métodos (Pág.67) se detallan a continuación:    
 
 IsSaturated (Saturación): se considera que un punto está saturado cuando más del 
50% de los píxeles para ese punto superan el límite máximo de detección de 
fluorescencia del escáner (65535 cuentas de fluorescencia). 
 
 Feature NonUnifOL (No uniformidad): se considera que un punto no es uniforme 
cuando la varianza en la intensidad de los píxeles medida para ese punto supera la 
varianza esperada por el intervalo de confianza calculado a partir de una distribución 
Chi-cuadrado. 
 
 IsFeatPopOL: sólo se aplica en aquellos puntos que poseen sondas repetidas a lo 
largo del array. Identifica si la señal de fluorescencia para un determinado punto es 
diferente al intervalo de confianza creado por el rango intercuartílico (1.42 veces el 
IQR) de los replicados de ese punto.   
 
 IsPosAndSig (Positividad y significancia): se considera que un punto supera este 
criterio si la media de la señal de fluorescencia en ese punto es mayor y 
estadísticamente significativa con respecto al ruido de fondo ajustado (BGUsed). 
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 IsWellAbove: Indica que la señal, una vez restado el ruido de fondo (BGSubSig), es 
mayor que el posible error cometido en la medición de dicho ruido (2.6x 
BG_StdDesv) y que además cumple el criterio anterior (IsPosAndSig). En el caso de 
que  los puntos no cumplan estos dos últimos criterios su valor de fluorescencia será 
sustituido por el límite mínimo de detección (“SurrogatedUsed”).  
 
1.2. Procesamiento de la fluorescencia. 
 
  Este tratamiento permite corregir el dato bruto de la fluorescencia de manera que se 
elimine el efecto que distintos factores como el ruido de fondo, la incorporación de 
distintos fluorocromos, etc. pueden tener sobre la medida de la fluorescencia, evitando así 
la aparición de sesgos en la matriz de datos. Este proceso consta de 3 pasos: 
 
 Señal menos el ruido de fondo (BGSubSignal): a la señal media de fluorescencia se le 
resta la señal producida por el ruido de fondo una vez ha sido ajustado (“BGUsed”). 
Este ajuste se realiza mediante un algoritmo que tiene en  cuenta el ruido de fondo a 
nivel local (para ese punto), a nivel global (en el microarray) o en forma de gradiente 
espacial que pueda estar afectando la expresión del punto.    
 
 Señal normalizada (DyeNormSig): partiendo del “BGSubSignal” se evalúan posibles 
sesgos que se hayan podido introducir en las medidas, debido a la diferente 
incorporación de los fluorocromos, la distinta cantidad de RNA de partida, etc. y los 
corrige mediante el método  LOWESS. Este algoritmo asume que dicho sesgo es 
dependiente de intensidad y calcula diversos factores de normalización para diferentes 
rangos de intensidades, obteniendo una normalización mucho más precisa. Los puntos 
usados para el cálculo de los factores de normalización son aquellos marcados como 
consistentes por el método “Rank Consistency Probes”.  
 
 Señal procesada (ProcessedSignal): en el caso de que el punto cumpla los criterios de 
“IsWellAbove” e “IsPosAndSig”, la señal procesada será la señal normalizada. En 









2. Análisis de datos. 
 
2.1. Análisis no supervisados. 
 
Los métodos no supervisados se basan en técnicas que agrupan u organizan los 
datos a partir de las propiedades intrínsecas de estos, sin referencias a informaciones 
adicionales o externas (ej.: supervivencia, criterios patológicos, etc.), siendo los más 
utilizados el “clustering” jerárquico, el “k-means” y el PCA.  
 
La agrupación de las muestras o genes por perfiles de expresión similares se 
expresa en función de la distancia existente entre ellos. Por ello, previo a la ejecución de 
estas técnicas no supervisadas es necesario conocer las diferentes distancias existentes, los 





Hay muchas formas de medir la distancia entre dos sujetos, dependiendo de lo que 
el observador quiera estudiar y en función del tipo de datos con los que se trabaje. Los 
tipos de distancias más comunes son [178,379]: 
 
 Euclídea: mide la distancia absoluta en el espacio existente entre dos elementos (genes 
o muestras) definidos en forma de vectores. Es una medida sensible a la magnitud y a 
la dirección de dichos vectores. Suele ser una medida muy útil cuando estamos 




Donde “r” y “s” son los genes (o las muestras), xj = 1…n indica cada una de las 
dimensiones del vector para cada gen (o cada muestra). 
 
 Manhattan: mide la distancia que deberíamos recorrer entre dos puntos si estuviésemos 
en un espacio (como la ciudad de Manhattan) estructurado en forma de cuadrículas 
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rectangulares regulares. Los resultados que proporciona son similares a los de la 












Fig.2. Representación gráfica de la diferencia en la medición de la distancia 
entre dos genes o muestras “r” y “s” cuando se utiliza la distancia 
Euclídea o la distancia Manhattan. 
 
 Correlación centrada de Pearson: es un tipo de correlación paramétrica (se asume 
normalidad en la distribución de los datos) que calcula la similitud existente entre dos 
vectores. Es, al contrario que la distancia Euclídea, insensible a la magnitud de los 
vectores y muy sensible a la forma o perfil del vector de expresión de las muestras. Sus 
valores van desde +1 (correlación perfecta) hasta -1 (anticorrelación perfecta) pasando 













































Fig.3. Los gráficos A y B muestran las diferencias a la hora de considerar la similitud o 
diferencia entre dos genes dependiendo de la medida seleccionada (Correlación 
centrada de Pearson o distancia Euclídea). 
 
 Correlación no centrada de Pearson: es una variación de la anterior medida en la que 
además de detectar patrones parecidos en la expresión del vector, también detecta si 
hay una diferencia absoluta en la expresión de los vectores de las dos muestras o 




 Correlación de Spearman: es una medida de asociación no paramétrica (no asume 
ninguna hipótesis sobre la distribución de los datos) que organiza la matriz en rangos y 
establece la asociación de las muestras o genes en función de estos rangos. Da una 
medida similar a la obtenida con la correlación de Pearson aunque menos 
específicamente interpretable. Los valores siguen la escala de la correlación de 
Pearson (-1  0  +1). Esta distancia se expresa de la forma: 
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Donde Ri es el rango para los valores “xri“ del vector de la muestra o gen “r” y Si es el 
rango para los valores “xsi” de la muestra o gen “s”.  
 
2.1.2. Métodos de agrupación de elementos. 
 
Una vez seleccionada la distancia que se va a utilizar hay que definir el algoritmo 
que nos permita estudiar la distancia entre un nodo o grupo de muestras y una muestra 
individual u otro nodo (Fig.4.). Cuatro son las formas más comunes [178,379]: 
 
 Enlace simple (“single linkage”): la distancia entre dos grupos “r” y “s” es calculada 
como la distancia mínima entre un miembro del grupo “r” y otro del grupo “s”. Suele 
crear agrupaciones alargadas en forma de cadena, lo que a veces hace difícil su 
interpretación. Se expresa de la forma: 
 
d(r,s) = min (d(xri, xsj)) 
 
Donde “r” y “s” son dos grupos y “xri“ e “xsj“ son miembros del grupo “r” y “s” 
respectivamente. 
 
 Enlace completo (“complete linkage”): la distancia entre dos grupos “r” y “s” es 
calculada como la distancia máxima entre un miembro del grupo “r” y otro del grupo 
“s”. Crea agrupaciones de aspecto muy compacto y bien definido que en ocasiones 
distorsionan las diferencias reales entre ellos. Se expresa de la forma: 
 
d(r,s) = max (d(xri, xsj)) 
 
 Enlace promedio (“average linkage”): la distancia entre dos grupos “r” y “s” es 
calculada como la media del sumatorio de las distancias de cada uno de los elementos 
de la agrupación “r” a cada unos de los miembros de la agrupación “s”.  
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            nr     ns 
d(r,s) = (1/nrns) ∑  ∑  d(xri, xsj))  
                            
i=1    j=1 
 
Donde “n” indica el número de muestras en la agrupación. 
 
 Enlace del centroide (“centroid linkage”): la distancia entre dos grupos “r” y “s” es 
calculada como la distancia existente entre el centroide del grupo “r” y el centroide del 
grupo “s”. Dependiendo del tipo de medida seleccionada el uso del centroide puede no 
ser muy representativo de las agrupaciones, dando a veces resultados difícilmente 
interpretables. Se expresa de la forma: 
 
                        _     _ 
d(r,s) = d(xri, xsj))  
Donde,     
                         _                     nr 
xr = (1/nr) ∑  xri 
























Fig.4. Representación de los métodos de medida más comunes [178] entre dos grupos “r” y “s”. A) 
representación gráfica de los cuatro métodos más comunes de medida de distancia. B) Ejemplo de 
“clustering” jerárquico de una matriz de datos utilizando “average linkage” (a), “complete linkage” 
(b) y “single linkage” (c). 
 
2.1.3. Centrado de genes. 
 
Es una transformación de la  matriz de datos que permite reducir la influencia del 
perfil de expresión de la muestra de referencia que en muchos casos puede no ser de 
interés, dándonos la posibilidad de comparar en igualdad de condiciones genes que se 
diferencian mucho en relación a la muestra de referencia con aquellos que se diferencian 
poco [178]. 
 
El hecho de centrar o no los genes, tiene gran influencia sobre el resultado obtenido 
cuando tratamos de medir distancias entre muestras o entre genes (métodos de 
“clustering”), pero no así cuando realizamos comparación. 
 
  Para realizar este ajuste se calcula la media de expresión de cada gen a lo largo del 
conjunto de muestras. Luego el valor de expresión de ese gen en cada muestra es dividido 
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por la media anteriormente calculada, de tal forma que se consigue ajustar la media del 
gen a lo largo de las muestras a una media igual a 1. Otra forma de centrar los genes es 
restando a cada uno de los datos de expresión para ese gen la media de todos los valores. 
En este caso la media de expresión de ese gen al lo largo de las muestras se habrá ajustado 
a cero.  
 
2.1.4. Métodos de análisis no supervisados 
 
2.1.4.1. “Clustering” jerárquico. 
 
Es un método exploratorio de análisis de datos [276] que no evalúa ninguna 
hipótesis a priori, si no que se limita a agrupar los sujetos a estudio en función de su 
similitud de manera que resulte más fácil el trabajo con dichos datos y la obtención de 
conclusiones. Esta técnica suele ser “aglomerativa” de manera que cada sujeto a estudio 
empieza formando una agrupación de una sola muestra. En un primer paso se calcula la 
distancia de cada muestra al resto y aquellas muestras más parecidas entre sí se unen para 
formar una nueva agrupación (estas agrupaciones variarán dependiendo del tipo de 
distancia y del método de agrupación de elementos seleccionados). El segundo paso 
calcula las distancias entre las nuevas agrupaciones, y aquellas más parecidas se unirán 
formando nuevos grupos. Este proceso se repetirá hasta que todos los sujetos formen una 
única agrupación o raíz. El resultado obtenido aparece en forma de árbol o dendrograma, 
de manera que cuanto más cortas sean las ramas que unen dos sujetos mayor será la 
similitud entre ellos y cuánto más cerca esté el nodo de la raíz, mayor será la 
heterogeneidad entre los sujetos que forman dicho nodo (ver fig.5.). Esta técnica plantea, 
sin embargo, ciertos problemas: 
 
 El resultado del “cluster” es afectado por el número de genes que se están estudiando a 
la vez, de manera que un número excesivamente alto de estos puede enmascarar 
patrones de expresión interesantes y un número demasiado bajo puede crear perfiles 
que no se ajustan a la realidad.  
 
 A medida que la agrupación aumenta de tamaño puede que el vector que representa a 
dicha agrupación no represente de forma fiel a ninguno de los sujetos que formaban el 
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grupo de forma que los patrones de expresión de esos genes se vuelven cada vez 
menos relevantes (eso ocurre por ejemplo cuando se utiliza el “centroid linkage”). 
 
 Una mala asignación de grupos en etapas tempranas del proceso no podrá ser corregida 


























Fig.5. Esquema representativo del proceso de agrupación jerárquica (o “clustering” jerárquico) con 
la obtención de dos grupos o patrones de expresión destacados.  M = muestra. 
 
Otro aspecto importante es la selección del número de grupos dentro del “cluster” y 
la validación de dichos grupos. Aunque se han propuesto diversas técnicas no hay ninguna 
que se haya mostrado ampliamente efectiva a la hora de identificar dicho número exacto 
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de agrupaciones. Para establecer si la elección de grupos ha sido la correcta hay diversos 
mecanismos que permiten validar en cierta medida la elección realizada. Entre ellos 
destaca: 
 
 Validación matemática: aunque esta técnica tiene que ser tomada con cautela, existen 
determinados algoritmos matemáticos capaces de medir la homogeneidad y 
reproducibilidad de las agrupaciones, lo que nos da cierta evidencia de que pueden 
tener un significado biológico y que no han sido obtenidas al azar.  
 
Una de estas técnicas es la denominada “Gausssian random noise” (aplicada durante el 
desarrollo de esta tesis) que genera nuevas matrices de datos resultado de alterar la 
matriz original con datos de una distribución creada a partir del ruido de fondo 
experimental y las compara con la matriz original para ver si continúan reflejando los 
mismos patrones, obteniéndose así unos índices de confianza en las agrupaciones 
obtenidas. Para el cálculo de la distribución generada a partir del ruido de fondo se 
calcula la varianza del ratio (log2 (ratio)) para cada gen a lo largo de todas las 
muestras. La mediana de todos esos valores se utilizará como la varianza experimental 
estimada de una distribución normal de media cero.  
 
Los parámetros indicativos de la consistencia de las agrupaciones son:  
 
 Reproducibilidad del “cluster” (“R-Index”): es una estimación de la 
reproducibilidad de las agrupaciones, comparando el número de muestras que 
forma cada “cluster” en la matriz “perturbada” con respecto al número de muestras 
que forma cada grupo en la matriz original de datos. Una R = 1 significa 
reproducibilidad perfecta mientras que una R = 0 significa que no hay 
reproducibilidad.  
 
 Medida de la discrepancia (“D-Index”): para el cálculo de este factor se comparan 
los miembros que conforman un “cluster” obtenido a partir de la matriz original 
con aquellos que conforman el “cluster” más parecido generado a partir de la 
matriz de datos “perturbada”. Aquellas muestras que aparezcan en la matriz 
original y no en la perturbada serán consideradas como “omisiones” y aquellas que 
aparezcan en la matriz perturbada y no en la original serán consideradas como 
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“adiciones”. Esto se realizará para cada uno de los clusters obtenidos de manera 
independiente.  
 
Es importante reseñar que una vez confirmada la reproducibilidad y robustez de los 
grupos es fundamental encontrar el significado biológico o la posible aplicación 
clínica y además verificar la universalidad de dicha clasificación mediante su estudio 
en conjuntos de muestras independientes. 
 
2.1.4.2. K-means.  
 
Se trata de una técnica de análisis no supervisada cuya principal característica es 
que exige la selección previa del número de agrupaciones que se quieren obtener [380]. 
Esta decisión marca completamente los resultados que se obtienen, por lo que si no se 
tiene una certeza previa de cuál puede ser el número final de agrupaciones, se puede llegar 
a conclusiones erróneas. Una vez seleccionado el número de grupos, el algoritmo asigna 
las muestras de manera aleatoria a cada uno de los grupos. Tras estos se calcula el 
centroide de cada uno de los grupos y se reasigna cada muestra a un grupo según sea su 
proximidad a dichos centroides. Como en la técnica de “clustering” jerárquico hay que 
definir el tipo de distancia que se va a utilizar (euclídea, correlación de Pearson, etc.). La 
función de enlace que se aplicará viene definida por defecto y es el “centroide linkage”. 
Este proceso de asignaciones, cálculos y reasignaciones es iterativo y se repite (al menos 
idealmente) hasta que se encuentra una distribución de las muestras en grupos que no varía 
por más repeticiones que se realicen (Fig.6.). Sin embargo esto no suele ocurrir ya que 
habitualmente hay muestras que pueden pertenecer a dos grupos a la vez con lo que nunca 
se alcanza una solución final. La forma más correcta, en este caso, de obtener una 
confirmación del resultado obtenido es repetir la técnica un número determinado de veces, 
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Fig.6.  Esquema representativos del proceso de iteración realizado en la técnica “k-means”. A diferencia de 
otras técnicas como el “clustering” jerárquico, el primer paso del algoritmo especifica el número de 
grupos que obtendremos al final. El resultado ideal se alcanza cuando a partir de una determinada 
iteración el resultado que se alcanza es siempre el mismo (It 4…n en el esquema). It = iteración. 
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2.1.4.3. Análisis de Componentes Principales (PCA).  
 
Es una técnica matemática que permite reducir la dimensionalidad de los datos 
mediante la convergencia de información redundante (variables correlacionadas). Para ello 
transformará las variables iniciales en variables no correlacionadas (convergencia de la 
información en un menor número de variables) reduciendo la dimensionalidad sin perder 
la variabilidad de los datos (Fig.7.). Este análisis nos permite de manera aproximada ver 
cuál es el comportamiento de las muestras [381] y la forma en la que podrían agruparse 







x y z a b
1 -6 3 0 -6 -6
2 -4 3 0 -4 -4
3 -5 3 0 -5 -5
4 -1 -2 0 -1 -1
5 0 -2 0 0 0
6 1 -2 0 1 1
7 4 6 0 4 4
8 5 6 0 5 5






Genes o componentes de la matriz
Reducción a 3 
componentes




Fig.7. Ejemplo básico de la técnica de Análisis de Componentes Principales. La matriz inicial consta de 9 
muestras en las que se han analizado 5 genes. En este caso, cada muestra estaría representada por un 
vector de 5 componentes. Un análisis de PCA realizado sobre las muestras nos permite reducir la 
matriz original de 5 componentes a 3 o 2, al eliminar los datos redundantes (las componentes “a” y 
“b” son iguales a la componente “x” y la componente “z” es igual en todas las muestras con los que 
no aportan más información y las tres (a, b y z) pueden ser eliminadas. 
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2.2. Métodos supervisados. 
 
Este tipo de técnicas de análisis parten de un conocimiento previo de las muestras 
que se van a analizar (Ej.: tejido normal- tejido tumoral, enfermo-sano, respondedor- no 
respondedor, etc.) y normalmente, son dos los objetivos que se persiguen con su 
aplicación: 
 
 Comparación de clases o comparación de grupos experimentales. 
 
 Predicción de clases o clasificación de nuevas muestras de función de una 
clasificación ya conocida.  
 
2.2.1. Comparación de clases. 
 
En el caso de estudios de microarrays, estas técnicas se utilizan para seleccionar 
los perfiles de expresión génica diferencial entre grupos muestrales para los que ya se 
conoce alguna característica que los diferencia. Así, en nuestro caso podría ser 
interesante conocer qué genes se expresan de manera estadísticamente diferente entre el 
fenotipo normal y el fenotipo malignizado o bien entre los diferentes subtipos 
moleculares que se han definido. Los métodos de análisis más utilizados son: 
 
 T-Test: analiza las diferencias entre dos grupos experimentales. Se computa mediante 




(S1/n1 ) + (S2/n2)2                       2 
t =
 
                    _      _ 
Donde X1 y X2 son la media de los dos grupos, S1 y S2 son la desviación de cada 
una de los conjuntos muestrales y n1 y n2 son el tamaño muestral de cada uno de los 
grupos. Valores de t cercanos a 0 indicaran que no hay diferencias entre los grupos y 
valores elevados indicaran que si hay diferencias estadísticamente significativas 
entre ambos conjuntos. El valor de “t” será considerado grande o pequeño en 
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función de la significancia estadística que queramos obtener y del tamaño muestral 
(grados de libertad) que estemos manejando. 
 







Incidencia de falsos 
positivos
Probabilidad de obtener                        
1 falso positivo
1 0.05 1/20 5.0%
2 0.05 1/10 10.0%
20 0.05 1 64.0%
100 0.05 5 99.4%
 
Tabla.1. Representación del efecto que tiene la comparación de varias variables en la probabilidad 
de obtener falsos positivos. 
 
2.2.1.1. Método de corrección para comparaciones múltiples. 
  
El análisis de un elevado número de variables exige además que se apliquen sobre 
estas técnicas estadísticas métodos de corrección múltiples que tengan en cuenta el 
número de variables analizadas (Tabla.1). Las más comunes son: 
 
 Método de Bonferroni: está técnica corrige el p-valor calculado para las distintas 
comparaciones, multiplicándolo por el número de comparaciones realizadas. Cuando 
el número de variables analizadas es muy elevado, esta corrección es demasiado 
restrictiva, imposibilitando la obtención de diferencias significativas y obteniendo 
falsos negativos. 
 
 Método de “Benjamini and Hochberg”: esta técnica está especialmente diseñada para 
análisis en los que se analizan miles de variables como son los experimentos de 
microarrays. De manera resumida, está técnica ordena de menor a mayor los p-
valores obtenidos para las distintas variables. El p-valor más elevado permanece con 
su valor original y se analiza si es significativo o no. Para el siguiente p-valor más 
elevado se realiza la corrección de la siguiente manera: p-valor corregido = (p-valor * 
n) / a, siendo “n” el número total de variables analizadas y “a” la posición que ese p-
valor posee en el ranking ordenado de más significativo (p-valor menor) a menos 
significativo (p-valor mayor) (Tabla.2).      
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Nº total de 
variables
Posición en el 
ranking p-valor corregido ¿Significativo?
A 0.1 1000 500 (0.1*1000) /500 = 0.2 No
B 0.075 1000 100 (0.075 *1000) /100 = 0.75 No
C 0.0006 1000 10 (0.0006 *1000) /10 = 0.06 No
D 0.00003 1000 1 (0.00003 *1000) /1 = 0.03 Si
 
Tabla.2. Efecto de la técnica de Benjamini and Hochberg sobre el p-valor en procesos corrección para 
comparaciones múltiples. 
 
2.2.1.2. Análisis funcional. 
 
Este tipo de análisis, perteneciente al campo de la comparación de clases, 
examina si conjuntos de genes, normalmente pertenecientes a una misma vía molecular 
(Ej. Genes de la vía Wnt) o a una misma localización celular (Ej. Genes de matriz 
extracelular), se encuentran diferencialmente expresados entre dos o más grupos. Tienen 
como ventaja principal, en relación a una comparación de clases tradicional (utilizando 
genes a nivel individual), que proporciona una imagen más global de los procesos que 
han sido alterados entre los grupos que se están estudiando. Una descripción de los test 
estadísticos que se han utilizado para llevar a cabo este tipo de comparaciones se muestra 
a continuación: 
 
 “LS y KS test”: en ambos test y para cada conjunto de genes, se analiza el p-valor de 
cada gen individual que forma parte de dicho conjunto. Posteriormente se calculan los 
estadísticos: 
 
  N              N 
LS = ∑   (- log(pi)) / N                                       KS = max  (i/N-pi) 
  
i=1                 
i=1 
 
donde “N” es el número de genes que componen el conjunto de genes que se está 
analizando y “p” es el p-valor. En el caso del Test KS, p1 ≤  p2 ≤ … ≤  pN y pi siempre hace 
referencia al p-valor más pequeño del test univariante. 
 
Posteriormente se calcula la significancia estadística de conjuntos de genes del mismo 
tamaño, seleccionados al azar (100.000 repeticiones) y se calculan los correspondientes 
estadísticos. El p-valor final para estos dos test indica la proporción de conjuntos de 
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genes seleccionados al azar con un estadístico (LS o KS) superior al de la lista a 
analizar.  
 
 “Goeman’s global test”: comprueba para cada conjunto de genes, si su perfil de 
expresión está significativamente relacionado con el parámetro que se está analizando 
(Ej. Tejido normal vs. tejido tumoral). Este test está descrito en los trabajos de 
Goeman de 2004 y 2005 [382,383]. 
 
 “Efron Tibshirani’s Gene Set Enrichment Análisis” (GSEA): brevemente esta técnica 
consta de los siguientes pasos [384]: 1) se calcula cuál es la correlación del conjunto 
de genes (N) que se está analizando en relación al parámetro estudiado. 2) se ordenan 
los genes de este conjunto (N) dentro de la lista completa de genes con la que se inició 
el estudio, en función de la correlación con el parámetro a estudio. 3) Se calcula el 
nivel de enriquecimiento de nuestro conjunto de genes dentro de la lista completa de 
genes. Este enriquecimiento será mayor cuanto más genes del conjunto (N) analizado 
estén en los extremos de la lista (correlación directa o inversa con el parámetro a 
estudio). 4) se compara el nivel de enriquecimiento encontrado en el conjunto de genes 
a estudio con los enriquecimientos obtenidos para conjuntos de genes del mismo 
tamaño elegidos al azar y se analiza si existe una diferencia estadísticamente 
significativa. 
 
2.2.2. Predicción de clases. 
 
Es una técnica de análisis supervisada que permite, una vez que se conocen las 
diferencias entre 2 o más grupos muestrales, crear un algoritmo capaz de clasificar 
nuevas muestras en función de la similitud encontrada con los grupos previamente 
definidos. Los algoritmos capaces de crear este tipo de predictores son muy numerosos: 
“Support Vector Machines”, “Neural Networks”, “3-Nearest Neighbor”, “Decisión 
Trees”, etc. No es nuestro propósito hacer una revisión sobre los mismos, por lo que a 
continuación solo se detallaran brevemente aquellos que se han usado durante el presente 
trabajo (http://linus.nci.nih.gov/BRB-ArrayTools.html): 
 
 “1-Nearest Neighbor” (1NN) / “3-Nearest Neighbor” (3NN): Se basa en determinar 
que perfil de expresión (1NN o la muestra más cercana) o que perfiles (3NN o las 3 
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muestra más cercanas) de las muestras que conforman la matriz de original es más 
parecido al de la nueva muestra que se está analizando. La nueva muestra será por 
tanto clasificada con dicho perfil/es. Utiliza la distancia Euclídea para llevar a cabo 
los cálculos de la predicción. Se puede utilizar cuando hay más de dos grupos en el 
clasificador.   
 
 “Nearest Centroid” (NC): se puede usar para construir predictores cuando se trabaja 
con más de 2 grupos de muestras. Para cada uno de los grupos definidos se calcula el 
centroide de expresión. Posteriormente se calcula la distancia de la nueva muestra 
que se quiere clasificar con respecto a los centroides de cada grupo. La muestra será 
clasificada en el grupo que se encuentre a menor distancia de ella. Se utilizará la 
distancia euclídea. 
 
 “Support Vector Machine” (SVM): esta técnica esta implementada para crear 
clasificadores que diferencien entre dos grupos de muestras. La idea principal se 
centra en encontrar un plano que separe en el espacio los dos grupos de muestras, 
maximizando la distancia entre ellos.  
 
 “Compound Covariate Predictor” (CCP): solo es válido cuando se trata de 
predicciones entre dos grupos. Establece una combinación lineal de los Log (ratios) 
de los genes incluidos en el clasificador (en la que cada gen tiene un peso específico 
dentro del predictor). El resultado que se obtiene es de signo diferente (+ o -) para 
cada uno de los dos grupos. Esta combinación lineal será aplicada a los datos de 
expresión de la nueva muestra obteniéndose un resultado que se asociara con uno de 
los dos grupos. 
 
 “Diagonal Linear Discriminant Analysis” (DLDA): es similar al CCP, aunque ignora 
la correlación existente entre los genes para evitar el sobreajuste del clasificador. 
Sirve para crear predictores para más de dos grupos de muestras.  
 
El hecho de ser capaces de crear un predictor, no indica que este sea efectivo a la 
hora de clasificar nuevas muestras. Para validarlo es necesario usar una matriz de 
muestras independientes o matriz de validación de la que ya se conoce la distribución de 
las muestras y ver cual es la tasa de error del clasificador. En situaciones en las que no se 
Anexo I 




dispone de una matriz de validación independiente, se pueden utilizar técnicas de 
validación cruzada en las que se utilizan como matriz de validación las propias muestras 
de la matriz de entrenamiento. Las dos técnicas más comunes se exponen a continuación. 
 
2.2.2.1. Técnicas de validación cruzada. 
 
 “K-fold validation”: es un método de validación que se aplica sobre la propia matriz 
de experimentación (ME) para estimar la precisión del clasificador creado. En este 
caso, la ME se divide “k” veces, obteniéndose “k” grupos de tamaño similar. El 
clasificador se creará un total de “k” veces, excluyendo  en cada una de ellas uno de 
los grupos de muestras que formarán la matriz de validación (MV). En cada ocasión, 
las muestras que permanecen en la ME crearán un predictor que será testado sobre la 
MV. La suma de los errores, dará el error global de la técnica. Este método es 
efectivo cuando se utiliza un tamaño muestral grande. El número de genes del 
predictor final será el creado con un predictor en el que se incluyan todas las 
muestras. 
 
 “Leave One Out Cross-Validation” (LOOCV): es otro método de validación que se 
aplica sobre la propia matriz de experimentación para estimar la precisión del 
clasificador creado. Este método es muy útil cuando se trabaja con tamaños 
muestrales bajos. En este caso para un conjunto muestral de “n” muestras se van a 
realizar “n-1” predictores a partir de “n-1” muestras. La muestra restante en cada 
caso será usada como MV para computar la tasa de error global. 
 
Finalmente, conviene calcular si el predictor creado a pesar de la precisión 
obtenida, clasifica mejor que un clasificador creado al azar. Esto se puede comprobar 
mediante el cálculo del parámetro: 
 
 “Permutation p-value for cross-validated misclassification error rate”: es un indicador 
de la probabilidad de obtener un clasificador al azar que tenga una tasa de error 
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ID NAME ID NAME ID NAME
NM_016133 INSIG2 NM_003405 YWHAH NM_012087 GTF3C5
NM_016227 C1orf9 NM_004063 CDH17 NM_002717 PPP2R2A
NM_016491 MRPL37 NM_015655 ZNF337 NM_032547 SCOC
NM_003262 TLOC1 NM_001747 CAPG NM_002813 PSMD9
NM_002270 TNPO1 NM_014387 LAT NM_014016 SACM1L
NM_015340 LARS2 NM_001269 RCC1 NM_016836 RBMS1
NM_012328 DNAJB9 NM_001645 APOC1 NM_015642 ZBTB20
NM_003569 STX7 NM_001730 KLF5 NM_021188 ZNF410
NM_173574 ZNF683 NM_001271 CHD2 NM_012484 HMMR
NM_153607 LOC153222 NM_012345 NUFIP1 NM_003753 EIF3S7
NM_014571 HEYL NM_006864 LILRB3 NM_203505 G3BP2
NM_001645 APOC1 NM_003101 SOAT1
NM_016651 DACT1 NM_080425 GNAS
NM_000582 SPP1 NM_002802 PSMC1
NM_020755 SERINC1 NM_001001396 ATP2B4
NM_001542 IGSF3 NM_018492 PBK
NM_002094 GSPT1 NM_003347 UBE2L3




Tabla.1. Listado de genes pertenecientes a los predictores publicados en los trabajos de Eschrich S [252], 
Wang Y [253] y Lin YH [260] que estaban presentes en el conjunto de 1722 genes utilizado para la 
















































1. Listado de genes publicado en el estudio de Chan SK et al. 
 
 
Gen Dif Exp Gen Dif Exp
TGFβI Si CA2 Si
MYC Si CEACAM1 Si
SPARC Si HSD11B2 Si
GDF15 Si SLC26A2 Si
CXCL1 Si FCGBP Si
TOP2A Si ACADS Si
UBE2C Si CKB Si
INHBA Si CLU Si
MMP11 Si CES2 Si
IFITM1 T CA1 Si
CDC25B T GPA33 Si
HMBG1 T KRT20 Si
IFITM2 T SELENBP1 Si
COL1A2 T CA12 Si
CKS2 T MALL T










Tabla.1- Listado de genes publicado en el estudio de Chan SK [357] cuya expresión diferencial aparecía 
descrita en al menos 5 de los 23 trabajos analizados. A la derecha de cada gen se muestra si dicho 
gen se encontraba en la lista de 1722 genes examinados con expresión diferencial entre tejido 
tumoral y tejido normal (Si), si no estaban entre los 1722 seleccionados, pero mostraban el mismo 
tipo de diferencias indicadas en el articulo de Chank (Tendencia o T) o si dicho gen no se encontraba 
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