A singular Cauchy-Nicoletti problem for a system of nonlinear ordinary differential equations is considered. With the aid of combination of Ważewski's topological method and Schauder's principle, the theorem concerning the existence of a solution of this problem having the graph in a prescribed domain is proved.
Introduction
In the present paper the following Cauchy-Nicoletti problem y i f i x, y , i 1, . . . , n, is considered, where y y 1 , . . . , y n , x ∈ I a, b and a x 1 · · · x k < x k 1 ≤ · · · ≤ x s < x s 1 · · · x n b; A i , i 1, . . . , n are real constants. Denote I i I \ {x i }, i 1, . . . , n and J n i 1 I i . We will suppose f i ∈ C Θ i , R , i 1, . . . , n where the domain Θ i ⊂ I i × R n satisfying a relation Θ i ∩{x x * } / ∅ for every x * ∈ I i is more precisely specified in Section 2. The continuity of the function f i is not required at the point x i , i 1, . . . , n. Solution of the problem 1.1 , 1.2 is defined in the following sense. 
Existence of Solutions of the Problem

2.1
Let us suppose that there exists a domain Θ i , i 1, 2 . . . , n such that Ω i ⊂ Θ i ⊂ I i × R n ; cross section S i x { x, y ∈ Θ i } is an open set for every fixed x ∈ I i and f i ∈ C Θ i , R . These assumptions are supposed in the sequel. Define, moreover, 
Boundary Value Problems 3
Result of the paper is given in the following theorem. 
2.4
Let, moreover, is studied. This is accomplished with the above-mentioned extension of the topological retract method for Carathédory systems which can be applied due to the construction of a suitable regular polyfacial sets. This technique makes it possible to extend the results initially proved by Ważewski's method for ordinary differential equations with continuous right-hand sides to Carathédory systems. Similar method has, for example, been used in a recent paper 6 where the technique developed in 9 is utilized. Along these lines, we can analyse our result in terms of its possible extension to systems 1.1 with Carathéodory right-hand sides. Since the Lipschitz-type condition 2.3 is necessary in the proof of Theorem 2.1 for verifying the continuity of the operator T, it cannot be omitted. Therefore, our result seems to be extendable for Carathéodory systems 1.1 if the uniqueness of the solutions is ensured with respect to their initial values save at singular points .
Examples
Let us consider two illustrative nonlinear systems. The first one has a linear part which determines the existence of the solution of the problem considered. The second one is a perturbation of a system for which we know analytic solution of singular problem.
Example 3.1. Let us consider a singular problem:
,
3.1
For this problem all conditions of Theorem 2.1 are valid for
and, for example, for ξ 1,
Consequently, there is at least one solution to this problem y x y 1 x , y 2 x , y 3 x such that 0 < y 1 x < 3x for x ∈ 0, 1 ,
3.3
Example 3.2. Let us consider a singular problem:
where ε is a real constant, |ε| < 0.01. For this problem all conditions of Theorem 2.1 are valid, for example, for
and for ξ 1,
Boundary Value Problems
Consequently, there is at least one solution to this problem y x y 1 x , y 2 x , y 3 x such that
for x ∈ 0, 1 .
3.6
If ε 0, then the considered system turns into system
having solution
which satisfies 3.4 .
Preliminaries
In the sequel we will apply topological method of Ważewski see, e.g., 12-14 . Therefore we give a short summary of it. Let us consider the system of ordinary differential equations y g x, y 4.1 with y ∈ R n . Below, it will be assumed that the right-hand sides of the system 4.1 are continuous functions defined on an open x, y -set Ω * ⊂ R × R n .
Definition 4.1 see 12 .
An open subset Ω 0 of the set Ω * is called an n, p -subset of Ω * with respect to the system 4.1 if the following conditions are satisfied.
1 There exist continuously differentiable functions n i : Ω * → R, i 1, . . . , and As usual, if ω ⊂ R×R n , then int ω, ∂ω and ω denote the interior, the boundary, and the closure of ω, respectively. 
The set of all points of egress strict egress is denoted by Ω 
Partial Singular Problems
At this part we are interested in existence of solutions of some auxiliary singular problems for one scalar equation. We consider two cases below with respect to the location of singular point at the left end or at the right end of the interval considered .
Singular Point Coincides with the Left End of Interval
Consider the initial problem y B x, y , 5.1 
Then 
Proof. Let us evaluate the derivative of the function w x, y ≡ y − λ x y − μ x along the trajectories of 5.1 if x, y ∈ N, where
We get
5.8
Since x, y ∈ N, then either y μ x or y λ x . In the first case we have 
Then there is at least one solution y y * x of the problem 5. 
Singular Point Coincides with the Right End of Interval
H x, λ x < 0 < H x, μ x if x ∈ u, v .
5.17
Then there is at least one solution y y * * x of the problem 5.1 , 5.15 on u, v such that λ x < y * * x < μ x .
5.18
Lemma 5.4. Let all assumptions of Lemma 5.3 hold except condition 5.17 which is replaced by the condition:
H x, μ x < 0 < H x, λ x if x ∈ u, v .
5.19
Then each point u, y * * where y * * ∈ λ u , μ u defines a solution y y * * x of 5.1 on u, v , y * * u y * * and the inequalities 5.18 hold.
Proof of Theorem 2.1
Construction of Operator
Let us consider the system This system, strictly speaking, consists of separated scalar equations. Therefore in the following we will consider equations of system 6.1 separately. a Let us consider the first equation of system 6.1 which corresponds to the value i 1 together with corresponding initial value which is subtracted from 1.2 : b Now consider the last equation of system 6.1 which corresponds to the value i n together with the corresponding initial value which is subtracted from 1. 
6.8
Let us put B x, y ≡ f s x, ϕ 1 x , . . . , ϕ s−1 x , y, ϕ s 1 x , . . . , ϕ n x , λ x ≡ α s x , μ x ≡ β s x and K A s . Consider, at first, the problem 6. At the end we define, by a unique manner, the solution y * s x of the problem 6.8 as
6.9
Define the sth coordinate T s of operator T by relation 
Verification of Schauder's Assumptions
Let us consider the Banach space Ψ of functions ψ x ψ 1 x , ψ 2 x , . . . , ψ n x , continuous on I, with the norm
Clearly M ⊂ Ψ and, as follows from the properties of the functions α i x , β i x , i 1, 2, . . . , n, M is a closed, bounded and convex set. It remains to prove that T is a continuous mapping such that T M is a relatively compact subset of Ψ. Then all the assumptions of Schauder's fixed-point theorem will be satisfied e.g., 15, page 29 . With respect to the relative compactness of T M it is sufficient to prove in accordance with Arzelà-Ascoli theorem that T M is uniformly bounded and equicontinuous on I. α The uniform boundedness follows from the inequality
where L max I {|α i x |, |β i x |, i 1, 2, . . . , n}, which holds for every ϕ ∈ M.
β Let us prove the equicontinuity of each function ϕ ∈ T M . On I 1 the first coordinate ϕ 1 of ϕ satisfies as it follows from the construction of T an equation of the type ϕ 1 f 1 x, ϕ 1 , ν 2 x , . . . , ν n x 6.14 with ϕ 1 , ν 2 , . . . , ν n ∈ M. Since f 1 ∈ C Θ 1 , R , 6.14 yields
where the constant K δ exists and depends on δ. Let us put δ 1 min δ/2, ε * /K δ/2 where ε * is an arbitrary positive number and δ is so small that max
Let us suppose that
In the first case
and in the second one by Lagrange's mean value theorem
So, for each positive ε * there is a δ 1 > 0 such that |ϕ 1 z 1 − ϕ 1 z 2 | < ε * for |z 1 − z 2 | < δ 1 and each function of the type of ϕ 1 x is equicontinuous. By analogy we can show that the functions of the type ϕ j x , j 2, . . . , n are equicontinuous too. Finally, for |z 1 − z 2 | < δ 1 , we get ϕ z 1 − ϕ z 2 < ε * and the equicontinuity of the set T M is proved. γ Continuity of operator T. Let us suppose that y 0 , y ∈ M and
In the sequel we prove that the operator T is continuous. We prove that
where δ ≤ εξ and ξ was defined in formulation of Theorem 2.1. The following construction will show that operator T is continuous. All expressions in the following will be well defined supposing, if necessary, ε sufficiently small . 
and the sets
γ 1 Let us evaluate the derivative of W 1 x, Y 1 along the trajectories of 6.22 for i 1 if x, Y 1 ∈ P 1 . We get, In both considered cases, |Y 0 1 x − Y 1 x | < ε on I 1 and, consequently, on I too. We conclude that
If inequality 6.29 and suppositions of Lemma 5.1 in the situation, described in part 6.1, a hold simultaneously, then for small ε : N 1 ∩ P 1 / ∅, where N 1 ≡ N N was defined in the proof of Lemma 5.1 , and there exist a point x Δ , y Δ ∈ N 1 ∩ P 1 which is at the same time a point of strict egress and a point of strict ingress for Q 1 . This is excluded by condition 6 . 
with w defined as in the proof of Lemma 5.1, are for x ∈ x 1 , x n the points of strict egress for Q n with respect to 6.22 with i n since this equation is at the same time an equation of the type 6.1 for i n . If inequality 6.33 and suppositions of Lemma 5.4 in the situation described in Section 6.1, b hold simultaneously, then all points of the set ∂Q n for x ∈ x 1 , x n are points of strict ingress.
In both of these cases we conclude similarly, as in part γ 1 , that |Y Connecting all parts γ 1 -γ 3 we conclude that 6.20 holds and, consequently, operator T is continuous. All conditions of Schauder's principle are valid. Therefore, the operator T has a fixed point, that is, the problem 1.1 , 1.2 has a solution with indicated properties which follow from the form of the set M. Strong inequalities in 2.6 are a consequence of the fact that boundaries of considered sets are transversal with respect to integral curves. The proof is complete.
