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Abstract 
During their operation, modern aircraft engine components are subjected to increasingly demanding operating conditions, 
especially the high pressure turbine (HPT) blades. Such conditions cause these parts to undergo different types of time-dependent 
degradation, one of which is creep. A model using the finite element method (FEM) was developed, in order to be able to predict 
the creep behaviour of HPT blades. Flight data records (FDR) for a specific aircraft, provided by a commercial aviation 
company, were used to obtain thermal and mechanical data for three different flight cycles. In order to create the 3D model 
needed for the FEM analysis, a HPT blade scrap was scanned, and its chemical composition and material properties were 
obtained. The data that was gathered was fed into the FEM model and different simulations were run, first with a simplified 3D 
rectangular block shape, in order to better establish the model, and then with the real 3D mesh obtained from the blade scrap. The 
overall expected behaviour in terms of displacement was observed, in particular at the trailing edge of the blade. Therefore such a 
model can be useful in the goal of predicting turbine blade life, given a set of FDR data. 
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Abstract 
This paper presents results of a study focusing on the effect of crack-tip constraint on the fracture behaviour of metallic materials. 
The principal goal is to validate two analytical methods for the consideration of constraint effects in engineering failure 
assessment – the R6/FITNET approach and the IST methodology. Those methods are briefly reviewed and applied to analyse 
available experimental data obtained in fracture tests on various cracked geometries and for two materials. Comparing to the 
conventional route which incorporates fracture toughness values derived in tests on highly constrained standard specimens, both 
methods provide an improved (less conservative) failure assessment. However, the assessment results from both methods are 
shown to be st ongly dependent o the Weibull exponent ݉ which determination requi s a certain level of ex rtise in the f eld 
of fracture mechanics. Since non-conservative results are p ssible when assuming high ݉ values, car  should be taken to nsure 
a proper application of t e respective assessment methodology.  
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1. Introduction 
Assessment of crack-like defects in components by means of the FAD (failure assessment diagram) approach 
may lea  to an ove -conservative failure prediction provided that material fracture toughness employed in the 
assessment has been obtained in tests of deeply cracked standard specimens, according to existing standards, e.g. 
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ASTM E399 (2012), E1820 (2015), E1921 (2015). As the stress field at the crack tip is not uniquely defined by the 
stress intensity factor (SIF) ܭ  in the elastic regime or by the ܬ -integral in the elastic-plastic regime, fracture 
behaviour of metallic materials is influenced by higher-order non-singular stress terms, Larsson and Carlsson (1973), 
Betégon and Hancock (1991), O’Dowd and Shih (1991). It has been shown that, including the ܶ-stress or the so 
called ܳ term additionally to ܭ or ܬ, respectively, provides an essentially more realistic description of the crack-tip 
stress field, Larsson and Carlsson (1973), Betégon and Hancock (1991), O’Dowd and Shih (1991), and thus results 
in a two-parameter engineering approach (ܭ െ ܶ or ܬ െ ܳ) to failure assessment. Since the non-singular stress terms 
directly affect the stress triaxiality at the crack tip, the ܶ-stress or the ܳ term usually refer to as crack-tip constraint 
parameters. It has also been shown that failure prediction by means of the ܭ െ ܶ or ܬ െ ܳ concepts is consistent with 
a more general Weibull stress approach, Minami et al. (1992), Yuan and Brocks (1998), Gao et al. (1998), Lidbury et 
al. (2006), Hohe et al. (2007), thus giving rise to establishing engineering rules for the consideration of constraint 
effects within failure assessment codes like R6 (2013), FITNET (2008) and ISO 27306 (2009). 
The method implemented in R6 and FITNET was developed by Sherry at al. (2005) based on a series of two-
dimensional finite-element analyses (FEA) with a broad variation of material data. Their parameterised solution for 
the fracture toughness correction is dependent, in particular, upon the ܶ-stress which allows transferring the method 
to various cracked geometries. In contrast, the constrain correction according to Minami et al. (2006), referred to as 
IST (International Standardization of Fracture Toughness Evaluation Procedure for Fracture Assessment of Steel 
Structure) methodology, was derived from results of three-dimensional FEA on particular configurations of cracked 
specimens and, hence, is considered to be restricted to the respective geometries. Both solutions in Sherry at al. 
(2005) and Minami et al. (2006) have a similar basis, being derived by comparing fracture specimens with different 
constraint levels at equal values of the Weibull stress. 
A limited number of validation examples for the constraint methodologies mentioned above can be found in R6 
(2013), Minami et al. (2006), Cicero et al. (2010). In this paper, the R6/FITNET and IST methods are applied to 
evaluate two sets of experimental data obtained on low constraint cracked geometries. The first data set includes 
middle-cracked tension specimens, M(T), made of a reactor pressure vessel steel 22NiMoCr3-7 investigated in Hohe 
et al. (2007). The second set refers to fracture mechanics tests performed on a high strength steel D6AC in the 
framework of the ARIANE 5 booster programme. The respective results for surface cracked tension specimens, 
SC(T), are summarised in ESA-TRP (2011-2012). Besides comparing the two assessment methodologies by Sherry 
at al. (2005) and Minami et al. (2006), a particular emphasis is placed on the effect of the Weibull modulus, ݉, 
which value is usually not available and thus should be reasonably estimated. Subsequently, the results are discussed 
in view of assuring conservative assessment results. 
Nomenclature 
CTOD crack tip opening displacement 
FAD failure assessment diagram 
M(T) middle-cracked tension specimen 
SC(T) surface cracked tension specimen 
ܽ crack depth for a semi-elliptical crack, half-crack length for M(T) specimen 
ܤ crack front length 
ܿ half-crack length for a semi-elliptical surface crack 
ܭ stress intensity factor (Mode I) 
ܭ௠௔௧ fracture toughness from high constraint specimens ܭ௠௔௧௖  constraint corrected fracture toughness ݉ Weibull modulus 
ݐ plate thickness 
ܶ ܶ-stress (elastic constraint parameter) 
ܳ ܳ parameter (elastic-plastic constraint parameter) 
ʹܹ width for M(T) specimen 
ߚ constraint parameter in the IST method 
ߪ௬ yield strength 
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2. Methods for estimating constraint effects 
Two different methods for considering constraint effects in the FAD methodology were developed by Sherry et 
al. (2005) and Minami et al. (2006). Both approaches are essentially based on the work by Ainsworth (1995) and 
employ the Weibull theory for probabilistic description of cleavage fracture in ferritic steels, thus providing a 
quantitative description of the loss of constraint for a specific specimen or component using material fracture 
toughness data obtained on deeply cracked standard specimens with inherently high stress triaxiality at the crack tip. 
The constraint correction term of a particular method includes a constraint parameter and material data which are 
described below. The approach by Sherry at al. (2005) has been implemented in the failure assessment codes R6 
(2013) and FITNET (2008), whereas the IST method, Minami et al. (2006), is a basis for the ISO 27306 (2009) 
document. 
2.1. R6/FITNET procedure 
Depending on the level of plasticity characterized by the FAD parameter ��, the approach in Ainsworth (1995) adopts either the elastic �-stress, Larsson and Carlsson (1973), Betégon and Hancock (1991), or the � parameter, 
O’Dowd and Shih (1991), as a measurement of the crack-tip constraint. The material fracture toughness, ����, obtained on standard specimens with a high level of constraint – typically C(T) specimens or deeply cracked SE(B) 
specimens – is corrected according to the loss of constraint, as expected for shallow cracks or cracks subjected to 
predominantly tension loading. For the respective low constraint geometries, the normalized �-stress, � ��⁄ , or the 
� parameter are negative, with �� denoting the yield strength. In the range of moderate plasticity corresponding to 
�� � �, the constraint corrected fracture toughness (superscript “c”) is derived according to the following equation, Ainsworth (1995): 
 ����� � ���� for � ��⁄ � � 
 (1)  ����� � ���� �� � ���� ��⁄ ��� for � ��⁄ � � 
 
Here � and � are parameters dependent on the ratio of Young’s modulus to the yield strength, ���� , the strain 
hardening exponent, �, and the Weibull modulus, �. Based on two-dimensional FEA, Sherry at al. (2005) derived 
look-up tables for �  and �  covering wide ranges of the parameters ���� , �  and � . In the case of significant 
plasticity in the cracked section, equivalently at �� � �, the value of � ��⁄  in Eq. (1) is replaced by the � parameter. 
For applications in engineering failure assessment, the procedure by Sherry at al. (2005) is especially useful in 
case of �� � �, since a number of analytical �-stress solutions exist in the literature, see e.g. Sherry et al. (1995) and Fett (2008), for two-dimensional geometries and ASTM E2899 (2013) for semi-elliptical surface cracks in plates 
under tension and bending loading. In contrast, the determination of the � parameter requires certain level of expert 
knowledge and a significant numerical effort. Guidance on the numerical determination of � is given in O’Dowd 
and Shih (1991). 
From the practical point of view, one of the difficulties in the application of the methodology by Sherry at al. 
(2005) is the determination of the Weibull modulus, �. Even though Gao et al. (1998) describe a procedure for the 
determination of �, its implementation in particular case is rather complex and may become not feasible. Indeed, 
the calibration procedure by Gao et al. (1998) requires numerical evaluation of a considerable amount of fracture 
test data for specimens with different constraint levels, which are usually not available. Therefore, a proper 
judgement of the Weibull modulus for different material is desirable for practical needs, whereas special attention 
should be paid to assure conservative assessment results. 
2.2. IST procedure 
In the IST method by Minami et al. (2006), the fracture toughness is expressed in terms of the crack tip opening 
displacement (CTOD), �. The respective constraint correction is based on the ratio � between the critical CTOD for 
a standard fracture toughness specimen and that for a crack in a structural component, ��� (referred to as “wide 
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plate”), with the same plate thickness and at the same level of the Weibull stress. This ratio is considered to be 
independent of loading conditions, so that it can be applied to estimate the fracture toughness of a structural 
component, ������, from a value of ��� corresponding to a standard high constraint geometry, e.g. deeply cracked 
SE(B) or C(T): 
 ������ � ��� �⁄  (2) 
 
Similar to the R6/FITNET procedure, the IST method forms the assessment point by defining the so called 
“fracture ratio” ��� through 
 ��� � ������� ���⁄ � (3) 
 
which consists of the elastic part of the CTOD of the structural component ���� , the CTOD fracture toughness of the material ��� and an adequate constraint value for �. By the conventional coherence between the SIF and the CTOD, � can be used to calculate the constraint-corrected fracture toughness according to the following equation: 
 
 ����� � ���� ��⁄  (4) 
 
The constraint parameter � of the IST method is dependent on the ratio between the yield strength and ultimate 
strength, �� ���⁄ , the Weibull modulus, �, and the crack size in the component. Depending on the availability of 
material properties, three different assessment levels are provided in Minami et al. (2006): 
 Level I specifies a fixed value of � � ��� to enable a simplified constraint assessment without determining 
further material parameters. 
 Level II defines �  from nomographs, depending on �� ���⁄  and � , which are based on three-dimensional 
numerical simulations for particular cracked geometries and loading conditions. Here, a lower bound value of the 
Weibull modulus � � �� or � � �� is recommended, depending of the range of material fracture toughness. 
 Level III, the so called “material specific” assessment, requires detailed material knowledge, whereas the Weibull 
modulus � has to be determined by numerical simulations of a representative series of fracture tests, according 
to the procedure by Gao et al. (1998). 
The IST methodology with its gradual level of conservatism provides a convenient engineering approach which 
takes into account the availability of specific material data and allows for increasing the level of precision by 
additional testing and evaluation. However, in contrast to the R6/FITNET approach, the applicability of the IST 
method is limited to a rather small group of geometries which include semi-elliptical surface cracks, corner cracks 
and through-thickness cracks in plates subjected to tension, as well as the standard specimens M(T) and SE(T) 
(single-edge cracked tension specimen). Furthermore, the approximation formulae in Minami et al. (2006) include 
some geometric requirements, e.g. the assessment of surface cracks is only possible for a plate thickness of  
� � �� mm. 
3. Application to experimental data 
3.1. Description of test data 
Test data involved in this study have been previously obtained in two research projects which results are 
summarised in Hohe et al. (2007) and ESA-TRP (2011-2012), respectively. Hohe et al. (2007) performed a 
comprehensive fracture testing on the reactor pressure vessel steel 22NiMoCr3-7 using both high constraint (C(T) 
and deeply cracked SE(B)) and low constraint (shallow cracked SE(B) and M(T)) standard specimens. The 
evaluation performed in this paper employs their results for 7 M(T) specimens with a width of �� � ��� mm, 
thickness � � ��  mm, and a crack length of about � �⁄ � ��� , tested at -120°C (2 specimens) and -90°C (5 
specimens). The basic fracture toughness, ����, was determined in Hohe et al. (2007) in terms of the master curve reference temperature, �� � �����°C, being referred to the standard C(T)25 geometry. The second data set has been originally derived on a high strength steel 48 CrMoNiV 4 10 (D6AC) in the framework of a former ARIANE 5 
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qualification programme. The results of that testing campaign are briefly reviewed in ESA-TRP (2011-2012). 
Besides C(T) specimens which are used for the basic ���� evaluation, a large number of SC(T) tests on specimens with a thickness of � � � mm are reported in ESA-TRP (2011-2012). The relative crack depth, � �⁄ , and the crack 
aspect ratio, � �⁄ , varied in those tests within ���� � � �⁄ � ���� and ���� � � �⁄ � ����, respectively. 
The evaluation results presented in the following sections were obtained using, in particular, the R6 Option 2 
assessment level (specific stress-strain data). The �-stress solutions required in the R6/FITNET approach were taken 
from Fett (2008) and ASTM E2899 (2013) for the M(T) and SC(T) specimens, respectively. To examine the effect 
of the Weibull modulus, the latter was varied within the ranges covered by the look-up tables in Sherry at al. (2005), 
taking particular values of � � �� ��� ��� 
3.2. Application of the R6/FITNET approach 
Fig. 1(a) shows failure assessment results for the M(T) specimens tested in Hohe et al. (2007). Depending on the 
test temperature and particular specimen, the FAD method without a constraint correction underestimates the 
fracture load by a factor of about 1.5 to 2.9. Using the constraint corrected toughness values according to Eq. (1), 
essentially more realistic failure prediction is achieved. However, the results demonstrate that, at certain values of 
the Weibull modulus, non-conservative prediction is possible. For instance, assuming � � �� provides a rather 
accurate failure prediction for -120°C tests, whereas non-conservative results are obtained for all 5 specimens tested 
at -90°C. Hence, to assure conservative assessment results for all M(T) specimens, the Weibull modulus should be 
limited to e.g. � � ��. Note that � values in the range of about 20 to 30 are often reported for reactor pressure 
vessel steels, so that special care should be taken when applying the R6/FITNET approach in the assessment of 
safety relevant components. 
Fig. 1(b) presents failure assessment results for numerous SC(T) tests reported in ESA-TRP (2011-2012). For 
each specimen and with no constraint correction, the diagram shows two assessment points – open circle and open 
square – corresponding to the surface (0°) and deepest points (90°) of the crack front, respectively. Depending on 
the crack depth and especially the crack aspect ratio, fracture is predicted to initiate at one of those two locations. 
However, when applying the constraint correction according to Eq. (1) and taking into account the �-stress variation 
along the crack front, ASTM E2899 (2013), fracture was predicted to initiate at a point located about in the middle 
between the surface and the deepest points, which phenomenon is frequently observed for SC(T) specimens, see e.g. 
ASTM E2899 (2013). For the sake of clarity, only the most critical assessment point (representative for the whole 
crack front) resulting due to application of the constraint correction option is plotted in Fig. 1(b) for each specimen. 
For the entire set of data in ESA-TRP (2011-2012), the assumption of � � �� obviously results in a rather realistic 
though occasionally non-conservative failure prediction. Less benefit of the loss of constraint but overall 
conservative results for all specimens are achieved by setting � � �. 
3.3. R6/FITNET vs. IST methodology 
Two evaluation examples presented in this section aim at demonstrating principal differences between the 
constraint assessment methodologies in Sherry at al. (2005) and Minami et al. (2006). The first example uses the 
fracture test data for M(T) specimens from Hohe et al. (2007) already analysed in the previous section, cf. Fig. 1(a). 
In the second example, a test on a surface cracked plate described in Cicero et al. (2010) is considered. The 
respective test was performed for a plate with a thickness of � � �� mm made of a construction steel SR355JR, at a 
temperature of -90°C. For the purpose of comparability, the Weibull modulus was assumed to be equal � � �� in 
both examples. In the IST procedure, the so called “normal assessment level” (Level II) is applied. 
Fig 2(a) shows the assessment results for the M(T) specimens. Comparing to the results without constraint 
correction, both the R6/FITNET and IST methods provide a more realistic fracture assessment. A characteristic 
feature is that the R6/FITNET approach predicts a considerably increasing loss of constraint with increasing 
plasticity level, an effect which is also observed in experimental investigations, e.g. Lidbury et al. (2010). In 
contrast, the constraint factor � in the IST method, Eq. (4), is independent on the load level which results in a lesser 
benefit of the loss of constraint for the specimens tested at -90°C. 
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plate”), with the same plate thickness and at the same level of the Weibull stress. This ratio is considered to be 
independent of loading conditions, so that it can be applied to estimate the fracture toughness of a structural 
component, ������, from a value of ��� corresponding to a standard high constraint geometry, e.g. deeply cracked 
SE(B) or C(T): 
 ������ � ��� �⁄  (2) 
 
Similar to the R6/FITNET procedure, the IST method forms the assessment point by defining the so called 
“fracture ratio” ��� through 
 ��� � ������� ���⁄ � (3) 
 
which consists of the elastic part of the CTOD of the structural component ���� , the CTOD fracture toughness of the material ��� and an adequate constraint value for �. By the conventional coherence between the SIF and the CTOD, � can be used to calculate the constraint-corrected fracture toughness according to the following equation: 
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The constraint parameter � of the IST method is dependent on the ratio between the yield strength and ultimate 
strength, �� ���⁄ , the Weibull modulus, �, and the crack size in the component. Depending on the availability of 
material properties, three different assessment levels are provided in Minami et al. (2006): 
 Level I specifies a fixed value of � � ��� to enable a simplified constraint assessment without determining 
further material parameters. 
 Level II defines �  from nomographs, depending on �� ���⁄  and � , which are based on three-dimensional 
numerical simulations for particular cracked geometries and loading conditions. Here, a lower bound value of the 
Weibull modulus � � �� or � � �� is recommended, depending of the range of material fracture toughness. 
 Level III, the so called “material specific” assessment, requires detailed material knowledge, whereas the Weibull 
modulus � has to be determined by numerical simulations of a representative series of fracture tests, according 
to the procedure by Gao et al. (1998). 
The IST methodology with its gradual level of conservatism provides a convenient engineering approach which 
takes into account the availability of specific material data and allows for increasing the level of precision by 
additional testing and evaluation. However, in contrast to the R6/FITNET approach, the applicability of the IST 
method is limited to a rather small group of geometries which include semi-elliptical surface cracks, corner cracks 
and through-thickness cracks in plates subjected to tension, as well as the standard specimens M(T) and SE(T) 
(single-edge cracked tension specimen). Furthermore, the approximation formulae in Minami et al. (2006) include 
some geometric requirements, e.g. the assessment of surface cracks is only possible for a plate thickness of  
� � �� mm. 
3. Application to experimental data 
3.1. Description of test data 
Test data involved in this study have been previously obtained in two research projects which results are 
summarised in Hohe et al. (2007) and ESA-TRP (2011-2012), respectively. Hohe et al. (2007) performed a 
comprehensive fracture testing on the reactor pressure vessel steel 22NiMoCr3-7 using both high constraint (C(T) 
and deeply cracked SE(B)) and low constraint (shallow cracked SE(B) and M(T)) standard specimens. The 
evaluation performed in this paper employs their results for 7 M(T) specimens with a width of �� � ��� mm, 
thickness � � ��  mm, and a crack length of about � �⁄ � ��� , tested at -120°C (2 specimens) and -90°C (5 
specimens). The basic fracture toughness, ����, was determined in Hohe et al. (2007) in terms of the master curve reference temperature, �� � �����°C, being referred to the standard C(T)25 geometry. The second data set has been originally derived on a high strength steel 48 CrMoNiV 4 10 (D6AC) in the framework of a former ARIANE 5 
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qualification programme. The results of that testing campaign are briefly reviewed in ESA-TRP (2011-2012). 
Besides C(T) specimens which are used for the basic ���� evaluation, a large number of SC(T) tests on specimens with a thickness of � � � mm are reported in ESA-TRP (2011-2012). The relative crack depth, � �⁄ , and the crack 
aspect ratio, � �⁄ , varied in those tests within ���� � � �⁄ � ���� and ���� � � �⁄ � ����, respectively. 
The evaluation results presented in the following sections were obtained using, in particular, the R6 Option 2 
assessment level (specific stress-strain data). The �-stress solutions required in the R6/FITNET approach were taken 
from Fett (2008) and ASTM E2899 (2013) for the M(T) and SC(T) specimens, respectively. To examine the effect 
of the Weibull modulus, the latter was varied within the ranges covered by the look-up tables in Sherry at al. (2005), 
taking particular values of � � �� ��� ��� 
3.2. Application of the R6/FITNET approach 
Fig. 1(a) shows failure assessment results for the M(T) specimens tested in Hohe et al. (2007). Depending on the 
test temperature and particular specimen, the FAD method without a constraint correction underestimates the 
fracture load by a factor of about 1.5 to 2.9. Using the constraint corrected toughness values according to Eq. (1), 
essentially more realistic failure prediction is achieved. However, the results demonstrate that, at certain values of 
the Weibull modulus, non-conservative prediction is possible. For instance, assuming � � �� provides a rather 
accurate failure prediction for -120°C tests, whereas non-conservative results are obtained for all 5 specimens tested 
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along the crack front, ASTM E2899 (2013), fracture was predicted to initiate at a point located about in the middle 
between the surface and the deepest points, which phenomenon is frequently observed for SC(T) specimens, see e.g. 
ASTM E2899 (2013). For the sake of clarity, only the most critical assessment point (representative for the whole 
crack front) resulting due to application of the constraint correction option is plotted in Fig. 1(b) for each specimen. 
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conservative results for all specimens are achieved by setting � � �. 
3.3. R6/FITNET vs. IST methodology 
Two evaluation examples presented in this section aim at demonstrating principal differences between the 
constraint assessment methodologies in Sherry at al. (2005) and Minami et al. (2006). The first example uses the 
fracture test data for M(T) specimens from Hohe et al. (2007) already analysed in the previous section, cf. Fig. 1(a). 
In the second example, a test on a surface cracked plate described in Cicero et al. (2010) is considered. The 
respective test was performed for a plate with a thickness of � � �� mm made of a construction steel SR355JR, at a 
temperature of -90°C. For the purpose of comparability, the Weibull modulus was assumed to be equal � � �� in 
both examples. In the IST procedure, the so called “normal assessment level” (Level II) is applied. 
Fig 2(a) shows the assessment results for the M(T) specimens. Comparing to the results without constraint 
correction, both the R6/FITNET and IST methods provide a more realistic fracture assessment. A characteristic 
feature is that the R6/FITNET approach predicts a considerably increasing loss of constraint with increasing 
plasticity level, an effect which is also observed in experimental investigations, e.g. Lidbury et al. (2010). In 
contrast, the constraint factor � in the IST method, Eq. (4), is independent on the load level which results in a lesser 
benefit of the loss of constraint for the specimens tested at -90°C. 
 




Fig. 1. Application of the R6/FITNET method to two sets of fracture test data while varying Weibull modulus. (a) M(T) specimens (ܽȀܹ ൌ ͲǤͷ), 
material 22NiMoCr3-7, test temperatures -120°C and -90°C, data from Hohe et al. (2007); (b) SC(T) specimens, material D6AC, room 




Fig. 2. Comparison of the R6/FITNET and IST methods at ݉ ൌ ͳͲ: (a) M(T) specimens (ܽȀܹ ൌ ͲǤͷ), material 22NiMoCr3-7, data from Hohe 
et al. (2007); (b) example according to Cicero et al. (2010): SC(T) specimens, steel SR355JR, test temperature -90°C. 
 
Fig. 2(b) shows the application of both methods to the fracture test data reported in Cicero et al. (2010). This 
example demonstrates, in particular, the effect of the crack front length which is currently differently treated within 
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length of 2� � 5� mm considered by Cicero et al. (2010), the crack front length is about � � 52.5 mm. Using a 
fracture toughness value for the standard thickness of 25 mm, ������ , the basic approach of R6/FITNET first requires a correction of the fracture toughness according to the actual crack front length by (���� in MPa√m, � in mm):  




After this step, the constraint correction according to Eq. (1) is applied. In contrast, the IST method uses the fracture 
toughness of a standard specimen with the same thickness as the plate thickness, which is � � 25 in the example 
considered. 
This discrepancy in the definition of the fracture toughness values for a high constraint geometry leads to 
different assessment results in the R6/FITNET and IST methods with no constraint effects taken into account (see 
open symbols in Fig. 2(b)). After applying the respective constraint corrections, both methods produce assessment 
point close to the failure line. Although both methods yield consistent results, a very close agreement between the 
methods observed in this example is likely accidental. 
4. Conclusions 
This paper evaluates two methods, R6/FITNET and IST, for the assessment of constraint effects within the FAD 
approach. The evaluation is carried out using experimental data available in the literature. Among aspects 
considered are the performance of a particular method in case of limited availability of fracture toughness data, and 
the consistency of failure prediction results at varying crack geometry and load level.  
In both methods, the assessment results are very sensitive to the variation of the Weibull modulus, �. Since the 
above parameter is often not available and/or its determination requires a comprehensive material testing and 
numerical evaluation of the test results, it is desirable to specify reasonable limit values of �  which assure 
conservative assessment results. In the examples considered in this study, the value of � � �� is found to be 
appropriate for a reactor pressure vessel steel with the yield strength between 500 to 600 MPa (Fig. 1(a)). Note that 
considerably higher � values are often reported for ferritic steels, e.g. � � 25 in Gao et al. (1998), values up to 
� � 2� in Sherry at al. (2005) or up to � � �� in Minami et al. (2006). In the example of the high strength steel 
D6AC (yield strength of about 1400 MPa) in Fig. 1(b), the assumption of � � �� leads to slightly non-conservative 
results, so that � � 5 is more suitable for the evaluation of the respective data set. 
Although the R6/FITNET and IST yield similar assessment results, both methods have some principal differences 
which might be important in practical applications. In contrast to the IST procedure, the R6/FITNET method 
predicts increasing loss of constraint with increasing the plasticity parameter �� . This feature is known from experimental studies on ferritic steels in the transition regime. A further difference between the both methods 
concerns the treatment of the size effect (crack front length) when defining the fracture toughness for a high 
constraint geometry. 
The IST approach may be advantageous in cases when no sufficient material data, especially the Weibull 
modulus, are available. In such a case, the use of the Level I assessment, see Minami et al. (2006), provides a fast 
failure assessment. However, care should be taken to assure that particular crack geometry under consideration 
meets the constraint requirements considered in Minami et al. (2006). 
The evaluation of the SC(T) tests, see Fig. 1(b), revealed that the R6/FITNET approach can potentially predict 
crack initiation at locations along the crack front different from the surface or the deepest point, which effect is 
known from tests on such a specimen type, see e.g. ASTM E2899 (2013). For this, the stress intensity factor and the 
�-stress should be available at various locations along the crack front, similar to results provided in ASTM E2899 
(2013). 
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length of 2� � 5� mm considered by Cicero et al. (2010), the crack front length is about � � 52.5 mm. Using a 
fracture toughness value for the standard thickness of 25 mm, ������ , the basic approach of R6/FITNET first requires a correction of the fracture toughness according to the actual crack front length by (���� in MPa√m, � in mm):  




After this step, the constraint correction according to Eq. (1) is applied. In contrast, the IST method uses the fracture 
toughness of a standard specimen with the same thickness as the plate thickness, which is � � 25 in the example 
considered. 
This discrepancy in the definition of the fracture toughness values for a high constraint geometry leads to 
different assessment results in the R6/FITNET and IST methods with no constraint effects taken into account (see 
open symbols in Fig. 2(b)). After applying the respective constraint corrections, both methods produce assessment 
point close to the failure line. Although both methods yield consistent results, a very close agreement between the 
methods observed in this example is likely accidental. 
4. Conclusions 
This paper evaluates two methods, R6/FITNET and IST, for the assessment of constraint effects within the FAD 
approach. The evaluation is carried out using experimental data available in the literature. Among aspects 
considered are the performance of a particular method in case of limited availability of fracture toughness data, and 
the consistency of failure prediction results at varying crack geometry and load level.  
In both methods, the assessment results are very sensitive to the variation of the Weibull modulus, �. Since the 
above parameter is often not available and/or its determination requires a comprehensive material testing and 
numerical evaluation of the test results, it is desirable to specify reasonable limit values of �  which assure 
conservative assessment results. In the examples considered in this study, the value of � � �� is found to be 
appropriate for a reactor pressure vessel steel with the yield strength between 500 to 600 MPa (Fig. 1(a)). Note that 
considerably higher � values are often reported for ferritic steels, e.g. � � 25 in Gao et al. (1998), values up to 
� � 2� in Sherry at al. (2005) or up to � � �� in Minami et al. (2006). In the example of the high strength steel 
D6AC (yield strength of about 1400 MPa) in Fig. 1(b), the assumption of � � �� leads to slightly non-conservative 
results, so that � � 5 is more suitable for the evaluation of the respective data set. 
Although the R6/FITNET and IST yield similar assessment results, both methods have some principal differences 
which might be important in practical applications. In contrast to the IST procedure, the R6/FITNET method 
predicts increasing loss of constraint with increasing the plasticity parameter �� . This feature is known from experimental studies on ferritic steels in the transition regime. A further difference between the both methods 
concerns the treatment of the size effect (crack front length) when defining the fracture toughness for a high 
constraint geometry. 
The IST approach may be advantageous in cases when no sufficient material data, especially the Weibull 
modulus, are available. In such a case, the use of the Level I assessment, see Minami et al. (2006), provides a fast 
failure assessment. However, care should be taken to assure that particular crack geometry under consideration 
meets the constraint requirements considered in Minami et al. (2006). 
The evaluation of the SC(T) tests, see Fig. 1(b), revealed that the R6/FITNET approach can potentially predict 
crack initiation at locations along the crack front different from the surface or the deepest point, which effect is 
known from tests on such a specimen type, see e.g. ASTM E2899 (2013). For this, the stress intensity factor and the 
�-stress should be available at various locations along the crack front, similar to results provided in ASTM E2899 
(2013). 
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