T he ultimate goal of display technology is to show a dynamic three-dimensional image that appears to float without a frame, much as Princess Leia did when projected from R2-D2 in the 1977 movie Star Wars. The history of 3D displays begins in a much earlier time-long before the advent of movies, holography, or electronics. It goes back to 1838 when Charles Wheatstone at King's College London proposed the concept of the stereoscope, which works based on binocular disparity: Because our two eyes, physically separated by about six and a half centimeters, observe different perspectives of an object, the illusion of depth can be created from two 2D images whose features are slightly offset from each other. The brain merges those two images into a single 3D perspective. 1 Wheatstone's earliest stereoscopes used two tilted mirrors with 90° between them, with two subtly different hand-painted images-one for each eye-placed on opposite sides of the mirrors. But as photography matured during the 19th and early 20th century, so did the display technologies used to capture and exhibit 3D images. By the 1880s stereoscopes were a widespread form of entertainment in homes. They were also enjoyed in public. In late 19th-century Berlin, the KaiserPanorama, illustrated at the top of the page, was a popular attraction, around which as many as 25 people at a time sat looking at rotating sets of paired stereoscopic photographs. After Wheatstone's invention, other pioneers of optics, including David Brewster, James Clerk Maxwell, and Gabriel Lippmann, developed the fundamental principles of stereoscopy and autostereoscopy. Nowadays the term stereoscopy refers to any 3D display that uses special glasses to present the offset views to each eye; autostereoscopy requires other optical tricks but no such glasses to create the illusion of three dimensionality.
Displays based on static photographic images were quite limited, and the public's interest eventually waned around the turn of the 20th century. But the desire for dynamic 3D images spurred the rapid development of early 3D movie technologies, and the first commercial 3D movie melodrama, the silent The Power of Love, was released in 1922 in anaglyph form. The stereoscopic effect came from encoding each eye's image into one of two colors (red and green in this case) onscreen; audience members wore colored glasses that transmitted the appropriate image to each eye. The golden age of 3D movies came in the 1950s (see the box on page 37), with as many as 105 stereoscopic films released over the world in 1952-53.
A half century later, we seem to be entering another golden age of 3D cinema, thanks partly to www.physicstoday.org April 2013 Physics Today 37 the monumental commercial success of James Cameron's 2009 Avatar. In recent years the explosive growth of the flat-panel display market has revived a commercial interest in stereoscopic displays for the home. In particular, the widespread use of liquid-crystal technology in the screens and manufacturers' perception of a new untapped market catalyzed the emergence of flat-panel 3D televisions. But today's display technologies are not limited to stereopsis.
Depth cues and perception
Ideally, a 3D display should render objects as they naturally appear. To do so, it has to provide visual cues both psychological and physiological. 2 Vision is a learned art, and psychological cues embedded in a 2D image enable us to perceive a sense of depth through our experience of the world or through the relationship between objects in a scene. Normally, depth and order in a 2D image come from our sense of linear perspective, in which parallel lines seem to converge at vanishing points, and from overlapping objects, shading, shadows, and texture gradients. It's no surprise that such psychological cues are ubiquitous in paintings, frescoes, and computer graphics.
Physiological cues, in contrast, originate either from binocular disparity or from the physical changes that occur in each eye as it tracks or focuses on an object. As outlined in figure 1 , each eye also rotates-by a larger or smaller degree depending on how close an object comes-so that the eyes' lines of sight converge with it, an effect known (appropriately) as convergence; the curvature of each eye also changes, depending on the focal length needed for the eye to clearly image the object, an effect known as accommodation. And if the object or observer moves, motion parallax may give a sense of depth; closer objects move faster across the field of view than those further away. For that cue to be implemented ideally, different sides of an object become apparent with the change in position.
Most 3D display technologies, however, can induce only a fraction of the physiological depth cues. In the 3D televisions recently commercialized, binocular disparity and convergence are induced by the use of a pair of glasses. Autostereoscopic displays, which don't require glasses, can also induce those cues and a sense of motion parallax as well-when, for instance, the observer's perspective changes.
Moreover, neither stereoscopic nor autostereoscopic displays induce an accommodation cue that prompts a viewer's eyes to change focus. Both technologies show interwoven or fused stereo images using a single, fixed screen. In that situation, each eye tends to focus on the screen to see clear images, rather than on the location where the image is intended to float. The result is that accommodation and convergence cues conflict with each other, which confuses the brain and produces headaches.
More on stereopsis
Although stereoscopic displays are not ideal, at the moment they are the only 3D technology to have successfully penetrated the consumer TV market and 3D box office. 3 Commercial displays can be categorized into those that require polarized glasses and those that require liquid-crystal glasses whose right and left sides act like shutters that alternately transmit and block screen images.
Stereoscopy using polarized glasses has found wide usage in 3D cinemas since 1952. Two orthogonal states, such as left and right circular polarization, are used to distinguish the left and right perspectives. The two views are projected onto a highly reflective screen through orthogonal In one way to adapt that cinematic technique for flat-panel TV screens, wave-retarder plates with a phase difference of π between them are attached alternately to even and odd rows of the screen to spatially separate and interlace the left-and righteye views, as shown in figure 2a. Although the vertical resolution of the image presented to each eye is cut in half, the overlap, or crosstalk, between left-and right-hand images is relatively low, and the polarized glasses are easy and economical to fabricate. An improved version of the technology uses an active retarder to spatially modulate the polarization of the entire screen with a high refresh rate without sacrificing resolution.
In contrast, stereoscopic displays designed to work with liquid-crystal shutter glasses are based on a time-multiplexing technique in which the left and right perspective views are kept in sync with the glasses' transmission of images to each eye. To repeatedly block and pass each image without flickering, the display panel and shutter glasses must operate at more than twice the conventional refresh rate of 60 Hz. And to remove crosstalk during the line scanning of images, the rate is generally kept four times higher, at 240 Hz, with black frames inserted between the left and right eye views.
Current LCD technology enables a high enough refresh rate, and plasma display panels and recently proposed active-matrix organic LED panels can refresh the screen at rates that are higher still. Although shutter glasses provide high resolution of a 2D screen, the displayed images lose some of their brightness from the periodic insertion of black frames.
Autostereoscopy
Since it requires no special glasses, autostereoscopy is currently receiving attention as the next-generation 3D display paradigm. 4 Autostereoscopic displays come in three types: ones made from parallax barriers, from so-called lenticular lenses, and from a more general lens system known as integral imaging. What distinguishes them is the way in which the pixels are spatially grouped to provide images at different observation points. Let's take each of the technologies in turn.
In the parallax barrier method, a sense of depth arises from the fact that narrow slits separated by opaque barriers in front of a screen enable each eye to see different sets of pixels, as illustrated in figure 2b. The simplicity of using barriers is the method's primary advantage, but because they reduce the number of pixels each eye sees, they also reduce the brightness and resolution of a 3D image. Parallax barriers are therefore generally used in mobile devices or monitors where high image quality is not needed. A few manufacturers have commercialized 2D-to-3D convertible smartphones, for instance, that can display 3D images using electrically switchable parallax barriers made of liquid crystals. Because the positions of the barriers (and thus the pixels viewable by each eye) can shift with time, such devices can provide high resolution. It is necessary, however, to double the refresh rate of the display panel to prevent observers from sensing the presence and shifting of the barriers.
A lenticular display uses an array of 1D cylindrical lenses instead of barriers to spatially separate pixels on the screen. When the lenses are viewed from different angles, they magnify and project different pixels and thus different perspectives. Compared with parallax barriers, lenticular lenses offer higher brightness and sharpness, although they can suffer from manufacturing and alignment issues.
Like parallax barriers, lenticular lenses have also recently been implemented with liquid crystals, which enable the electrical conversion between 2D and 3D images. And numerous companies have patented a wide range of technologies for implementing such switchable lenses. One approach in the lenticular system, for instance, slants the cylindrical lenses at an angle to ameliorate the loss of horizontal resolution by redistributing it in both horizontal and vertical directions. Another approach preserves the lenses' vertical orientation, but rearranges the subpixel structure in a way that also redistributes the resolution.
Integral imaging, known originally as integral photography, 5 was invented by Gabriel Lippmann in 1908, the same year he was awarded the Nobel Prize in Physics for work reproducing colors photographically based on wave interference. Integral imaging uses a 2D array of small spherical, square, or hexagonal lenses-sometimes called fly's-eye lenses-to produce a 3D perspective. It thus provides both horizontal and vertical parallax with quasi-continuous viewpoints within the viewing angle. 6 That convenience makes it a candidate for next-generation 3D TVs that viewers can enjoy watching from any position they like. To image them, near or far, in focus with that convergence reflex, the thickness and curvature of the eyes' lenses (gray) must also change. That process is referred to as accommodation.
plays can offer. Indeed, although integral imaging may appear at first glance to be a 2D expansion of the lenticular lens multiview technology, the detailed designs differ in how light rays are directed to viewers' eyes. Resolution, viewing angle, the number of viewing locations, and expressible depth range are all limited by the specifications of an autostereoscopic display panel and by how pixels are spatially grouped and projected into different perspectives. In addition, eye fatigue and the challenge of manufacturing thin displays that can convert between 2D and 3D content continue to be obstacles to commercialization. Nonetheless, most manufacturers and researchers agree that users of future 3D displays will be taking off the special glasses.
Holography and beyond
Holograms, the product of laser-light interference, and volumetric displays, devices that form the representation of an object in three physical dimensions rather than on a 2D screen, are important technologies. Both provide for natural depth perception, and they prompt viewers to focus on an image itself rather than on a screen. 7 Indeed, both provide all the physiological depth cues without any conflict among them.
Holography, proposed by Dennis Gabor in 1948, more than a decade before the first lasers appeared, stores information about both the intensity and phase of light scattered from an object in a scene. 8 Because holograms reconstruct the wavefronts of that light, viewers perceive the light as if it were scattered from the object itself. Historically, holograms have been created on photosensitive materials that record permanent interference patterns between different waves. But researchers are actively exploring holographic materials, such as photorefractive polymers, to generate high-resolution images that may also be updated-in milliseconds to minutes in recent implementations. 9 Electronic devices such as cameras and spatial light modulators, which impose some kind of spatial variation in the light's intensity or phase, have also been developed recently to record and display dynamic 3D contents as digital holograms. 10 Originally, the terminology implied that the holograms were reconstructed computationally rather than optically. Today many people use it simply to indicate holography that is generated, stored, and retrieved with electronic devices. Unfortunately, the amount of information required to generate holograms that continually refresh at video rates exceeds the power of most computers to generate them, at least at high resolution.
Different strategies have been proposed to resolve the problem. In a holographic stereogram technique, narrow holograms are separately created and synthesized to fit seamlessly together; in essence, parallax is reproduced by the diffraction of light from the holograms confined in multiple windows. Unlike typical stereograms, however, no special glasses are needed to perceive the effect. Another way to reduce the amount of information the computer must handle is to use an eye-tracking method that detects a viewer's position and generates partial holographic images viewable only from a narrow region around the eyes.
Computing electronics keep improving as well. Parallel computing and graphics processing units adopted in computer-generated holography schemes effectively increase the computational power and thus reduce the lag time between updated images. One could also convert incoherently captured depth into holographic data. That kind of data can be easily acquired by multiple cameras or a lens array and enables engineers to better capture background scenes behind an object.
Unlike holograms, which use 2D screens, volumetric displays form voxels-pixels in a 3D grid-to represent objects in space. Because they emit or scatter light at specified points in space to generate images, the displays support natural depth perception without the accommodation- convergence conflict. In many cases, however, they suffer from an inability to represent shadows properly because light is emitted in all directions. And the viewable images in a volumetric display are often small, limited by the size of the display itself. Volumetric displays use several methods to simulate depth through a number of different visual effects. 11 In one of the most researched methods, the voxels are formed on a rotating lightscattering screen, known as a diffuser, that sweeps an image projected onto it 360°. The projected image is synchronized with the rotation, so viewers watching the image see generated images of an object or scene that appear coherent from anywhere around it, 12 as outlined in figure 3a . In addition to mechanical methods, a 3D image may be produced electrically by a change in the polarization or transmittance of any of several light-scattering screens. One example is based on the depth-fusing effect shown in figure 3b . In that case, a projected image's apparent depth depends on the locations of a series of liquid-crystal screens spread over a certain volume in front of a viewer. Electric signals determine which screens scatter light and thus where objects appear in space.
Other types of volumetric display don't rely on a screen at all. One example is a color display whose images emerge from the frequency conversion of light in a nonlinear crystal. Visible light, for instance, is emitted at the intersection of two IR laser beams in rare-earth-doped heavy-metal fluoride glass. 13 By manipulating the crossed lasers, one manipulates the image. In another approach, a laser plasma display generates light emission in midair, 14 as shown in figure 3c .
Futuristic displays, current applications
There's no shortage of technologies that have been proposed to achieve the ultimate 3D display. Some are newly invented methods; others are modified versions of existing methods. An example of the latter, the frontal-projection 3D display, 15 is based on the parallax-barrier concept. Whereas typical parallax-barrier systems present images from behind the barrier (see figure 2b) , frontal-projection displays do so from the front, as the name suggests. The method adapts parallax barriers to theater screens so that moviegoers can eventually experience 3D images from a standard projector, no polarized glasses required.
The method works by manipulating the polarization of projected images, as outlined in figure 4 . The parallax barriers are made of material that blocks horizontally polarized light but passes vertically polarized light. The vertically polarized components of the projected image thus pass through the barriers and the slits between them. The light then passes twice through a quarter-wave film, before and after reflection from the back wall, after which the light becomes horizontally polarized. Viewers therefore see only the reflected light that passes through the slits.
Another promising technology is the so-called see-through 3D display-essentially a transparent screen within which an array of concave half mirrors is embedded. 16 The mirror array works like an integral imaging device, reflecting different light rays of front-projected images from the screen to each eye in order to convey three dimensionality. But objects located behind the screen-or equivalently, objects projected from behind it-can also be seen. That offers viewers the ability to see 3D images overlaid on a 2D background.
40 April 2013 Physics Today www.physicstoday.org 3D displays Figure 3 . Volumetric displays create three-dimensional images by forming voxels, or pixels in a 3D grid, on mechanically moving or electrically controllable screens. (a) A swept-volume display consists of a high-speed video projector and a spinning mirror. When the high-speed video projector shows images of objects as they appear everywhere around a screen whose rotation is synchronized with that appearance, observers see a coherent set of objects from any angle around the display, as shown on the right. (b) A depth-fused display consists of a projector and a set of liquid-crystal screens whose transmittance can be set at will. A voltage applied to the screens selects which of them scatters a projected image to viewers. If two neighboring screens scatter the light simultaneously, the image appears to sit between them. 18 (Image adapted from http://www.youtube.com/watch?v=RAasdH10Irg.) (c) Static volume displays generate voxels without using moving screens. In this example, a plasma is caused to emit light at the focused point of a high-power laser beam. Combined with a module that scans the point in space, the system can generate arbitrary patterns, such as the series of squares illustrated here. (Image adapted from ref. 14.)
One potential application of the technology is a head-mounted display with which viewers look on their surroundings with a sense of augmented reality. Google, for instance, has recently announced its intention to introduce glasses that can superimpose internet data on part of a transparent medium. Virtual 3D images could thus be superimposed if the glasses are modified to accommodate a 3D display.
Display technology, of course, goes beyond television, movies, and the internet. In the near future, 3D displays are expected to influence a wide range of applications, such as medical imaging, education, and virtual exhibitions. The use of 3D displays in surgeries, for example, can improve the precise structural perception often needed to operate on a body crowded with organs and tissues. Imaging and 3D display techniques are already used during laparoscopic surgeries, and efforts are being made to apply them to surgical training, planning, and evaluation.
In a 2010-11 European project known as Learning in Future Education 1, or LiFE 1, researchers examined the effectiveness of 3D content as a teaching tool in classrooms across seven countries. Two groups of students, one learning with 2D content and the other learning the same concepts using 3D content, were tested before and after the lessons. The results of the study indicated that some 86% of the students in the 3D classes improved from pretest to posttest, compared with 52% who improved in the 2D classes.
Display applications are also finding their way into museums. The Louvre, the most visited art museum in the world, formed a partnership with Nintendo in 2012 and adapted an electronic guide, originally designed for handheld entertainment systems, to generate 3D images and animations of the artworks and an interactive map of the museum. 17 Nonetheless, 3D display technologies that provide all of nature's depth cues with high enough image quality to merit widespread commercialization remain out of reach. What's required is more research, accompanied by breakthroughs in materials science, optics, electronics, computer engineering, and vision science. 
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