ABSTRACT. The connection relations between the solutions of different type are obtained for the double confluent Heun equation, a second-order linear differential equation with two irregular singular points of unit rank. For the relevant quantity which determines the characteristic exponent and also enters the connection coefficients, two entirely different representations are given. One is essentially a finite determinant (of size 4 by 4 or 3 by 3 or 2 by 2, depending on details of the derivation) the elements of which are Taylor series at half the convergence radius with recursively available coefficients. The other one is an asymptotic expansion in terms of the recursively known coefficients of the formal power series solutions of the differential equation at one of the irregular singular points. In terms of the same coefficients, a series representation converging like a power series at half the convergence radius is obtained for the other relevant quantity which enters the connection coefficients. Of the same type is a numerically stable explicit representation of the coefficients of the Floquet solutions.
Introduction
Heun's differential equation [19] , which is a Fuchsian differential equation with four regular singular points, has received renewed attention recently [44] , together with its various confluent forms [13] , [14] . The present paper is concerned with the double confluent Heun equation, a linear second-order differential equation with two irregular singular points of unit rank. If they are located at zero and infinity, the equation contains four parameters B, D, L, K, and may be written The other standard forms proposed in the literature [13] would be less convenient than (1.1) for our investigation, which reviews and further develops methods for computing connection coefficients. A treatment based on the symmetric canonical form, with more emphasis on the other aspects which are not covered here, may be found in the contribution of Schmidt and Wolf to a forthcoming monograph [43] . Equation (1.1) is more complicated than its special case where B = D = 0, which has been treated by several authors, either directly [11, 16, 17, 35] or by transformation into the Mathieu equation [2, 3, 21, 39, 45, 46] , the properties of which are well-known from [1, 4, 15, 30, 32, 41, 47] , to mention a few of the numerous references.
In order to avoid unnecessary complications of presentation, we assume that the parameters J5, D, L, K, 2 are real. Then it suffices to consider L > 0.
Relative to the singular point oo, there are formal power series solutions of (1. 
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The formal solutions (1.2) are asymptotic expansions as z -> oo in suitable sectors of the complex plane.
Since a replacement of z by 1/z leaves z 2 f" + zf unchanged and so the whole differential equation (1.1) is transformed into itself if simultaneously the parameters B and D are interchanged, we may write down immediately the formal power series solutions relative to the singular point z = 0, There are several equivalent definitions of the characteristic exponent fi as well as several different methods for computing it.
Looking at (1.6) as an infinite homogeneous system of linear equations, the task may be reduced [51] (after the equations have been divided by appropriate n-dependent factors to ensure convergence) to evaluating its determinant for fi -0. Such infinite determinants, which are known as Hill determinants [51] , may be evaluated numerically as the limit ./V -► oo of cut-off N by N determinants after, by analytical means, the speed of convergence has been improved [33, 34, 48] .
Another method for computing the characteristic exponent uses numerical integration of the differential equation [49] and the requirement that analytic continuation along a path which surrounds the origin once reproduces each of the Floquet solutions apart from a constant factor.
Numerical values of the characteristic exponent and of the coefficients of the Floquet solutions may be computed iteratively from (1.6) viewed as a non-linear eigenvalue problem [36] for an eigenvalue // such that the sum over n of the absolute squares of the coefficients remains finite.
It is the main purpose of this work to obtain, for the differential equation (1.1), the linear relations between the solutions of different type, in particular between the asymptotic solutions at the two irregular singular points. For the relevant quantities which enter these connection formulas, including the characteristic exponent, we want to obtain explicit expressions which are not only of theoretical interest but are also suitable for computing numerical values.
As suggested by the classical theory of linear differential equations with an irregular singular point of unit rank [23] , [50] , we consider contour integral solutions with the Laplace kernel. Our treatment may be viewed as a generalization and further development of the special, considerably simpler case investigated earlier [11] combined with our recent new method [12] for computing the characteristic exponent, which is quite different from all the methods mentioned above.
For one of the relevant quantities, which determines the characteristic exponent and enters the connection coefficients, we obtain an explicit asymptotic formula in terms of the recursively available coefficients a n (B,D,K) of the formal solutions (1.2). For the same quantity, we get also other expressions in terms of a finite determinant the elements of which are Taylor series at half the convergence radius with recursively available coefficients. Here the size of the determinant is four by four, three by three, or two by two, depending on some details of the derivation. The other relevant quantity which enters the connection coefficients (but is not needed for the characteristic exponent) is obtained in terms of convergent series which converge like a power series at half the convergence radius, involving the characteristic exponent and the coefficients of the formal solutions. Of the same type is a numerically stable explicit representation of all the coefficients of the Floquet solutions, which follows as an interesting by-product of our investigation.
Contour integral solutions
2.1. Integral representation. In order to introduce the various quantities needed in this investigation, we closely follow our earlier work [12] . There are, however, some differences due to the different forms of the underlying differential equation. In particular, the quantity K here is a parameter of the differential equation rather than standing for +1 or -1.
Extracting first an arbitrary power of z for later flexibility, we consider solutions
1) Jc
Then the weight function V(t) is seen, by standard techniques [23] , to be a solution of the ^-equation 2) and the possible contours C are such that the integrand term (or bilinear concomitant [23] )
3)
has the same value, identically in z, at both termini of the contour. At infinity the ^-equation has an irregular singular point. It can be shown that the associated four independent solutions behave asymptotically, when t -► oo, as
with s = 1, i, -1, -i, respectively. Due to the common factor exp(Kzt), (2.3) tends to zero when t -> oo in a certain sector of the t-plane. So there are permissible contours which start at and return to infinity in appropriate directions depending on arg(ft£).
Floquet solutions of the ^-equation.
Besides the irregular singular point at infinity, the ^-equation (2.2) has two regular singular points at t = -1 and t = 1.
Outside the unit circle, we have where the coefficients obey the recurrence relation
which, by comparison with (1.6), is satisfied if 
12)
with the initial coefficients chosen arbitrarily as
The other coefficients then are determined by the recurrence relation
where A_i(«,g) =^_2(^,g) = 0;n>0ifg = 2, A-| + |f; n > 1 if g = l;.n > 2 if (7 = 0.
2.4. Analytic continuation in the t-plane. By equations (2.8)-(2.11), we have two fundamental sets of solutions, valid in different but overlapping domains. Any solution of one set may be expressed as a linear combination of the solutions of the other set, in particular
3=0
The coefficients E and Bj may be determined by evaluating this equation and its first three derivatives at t = 0. They therefore appear as the solution of the system of linear equations
and may be considered as known numbers. Introducing
we have
U-(t) = G(-K,l + t), V + (t) = E(-K)V-(t) + U-(t).
Similarly, we have
V-(t) = E(K)V + (t) + U + (t).
It then follows, for consistency of (2.23), (2.24) , that
17+(t) = {1 -E(-K)E(K.)}V-(t) -E(K,)U-(t), U-(t) = {1 -E(-K)E(K)}V + (t) -E(-K)U + (t).
(2.20) 
or, by means of (2.23), (2.25), (2.28) and consider analytic continuation along a path in the form of a simple closed loop surrounding the two regular singular points 1, -1 in the positive sense. We want (2.27)-(2.28) to become a multiplicative solution [5] , that is, a solution which, after the loop has been traversed, is reproduced apart from a constant factor. It is convenient to write this factor in the form
In the same way as in [12], we then can find that a and 7 must satisfy the homogeneous system of linear equations
and that, as a consequence, Here we have introduced e(Ac) =
IB-]
a quantity which is independent of A, as will be shown below. In view of (2.31), all the quantities depending on p will carry an index /z. Now (2.28) can be simplified by means of (2.30), so that we have
from (2.30). We may choose the arbitrary normalization to be
so as to get the two parts of (2.35) looking similar and differing in some signs and a common phase factor only. Furthermore, according to (2.29), (2.31), we are constructing a multiplicative solution which obeys the same circuit relation as (2.4) and therefore is proportional to (2.4) outside the unit circle. We thus obtain finally
Here the constant A^ may be determined by comparison of the first and third part of (2.38) evaluated at t = 2 or by comparison of the second and third part of (2.38) evaluated at t = -2. We do not display these formulas, but shall obtain below another, more attractive formula for A M . The phases of the different square roots in (2.37)-(2.38) should be chosen so that their sum is zero, which is possible and necessary because of (2.32). In any situation such that the denominator vanishes, the square root should be rewritten by means of (2.32).
Special contour integral solutions
We consider contours which start at and return to infinity near the positive imaginary axis, surrounding in the positive sense one or both of the finite singular points, respectively. With the phase convention arg(l -t) -arg(l +1) = 0 on the interval (-1,1) of the real axis and arg(t) = 0 on the positive real axis, we then may define the solutions
In addition, we may consider such integrals with contours which are rotated by an angle i/; and so yield the analytic continuation for 0 < arg(/cz) -ip<7r. In the case of (3.1), we have -37r/2 < if; < 7r/2, and in the case of (3.2), we have -7r/2 < ip < 37r/2, since in each case the presence of the other singular point inhibits larger rotations.
We thus have extended the definition of the solution (3.1) to the sector -Sir/2 < a,rg(Kz) < 37r/2 and of the solution (3.2) to the sector -7r/2 < arg(^2:) < 57r/2. In these sectors, the solutions are represented asymptotically by the respective formal solutions (1.2), which follow if the series in the integrals are integrated term-by-term and use is made of the fact that
by comparison of the recurrence relation (2.17) for q = A -1/2 + B/(2K,) with the recurrence relation (1.3).
In the case of (3.3), the contour surrounds both singular points and so the angle of rotation ^ is not restricted. Term-by-term integration of the series yields the Floquet solutions (1.5), which therefore are valid for arbitrary values of aigfaz). As it stands, it essentially represents the Floquet solutions, by (3.3) and the last line of (2.38). The contour is equivalent to the sum of the contours which surround only one of the singular points, each of which yields one of the local solutions at infinity by (3.1) or (3.2), respectively. Accounting for the various constant factors, we obtain provided that the characteristic exponent is not equal to an integer or half an odd integer; otherwise each of (4.3), (4.4) is the starting point from which the relevant formula follows by an appropriate limiting process.
Circuit relations. The circuit relations for the Floquet solutions are
Ue^'z) = e^^Uz), 
These circuit relations give the solution to the so-called lateral connection problem [8] .
They also provide a simple and convenient description of the Stokes phenomenon, which has again received attention by many authors, for example, by Kohno e(B,D,K,) and A^^B^D), enter, besides the characteristic exponent JJ, which is also determined by e(^) according to (2.33) . We are going to obtain explicit expressions for these quantities. This theorem, which gives the quantity e(«) in terms of the coefficients a n (B,D,K,) of the formal solutions (1.2), may be viewed as a special case of the corresponding theorem for a more general differential equation [12] . It is based on the work of Schafke and Schmidt [42] and may conveniently be derived by means of Darboux's method [37] as explained in detail in [12] . There is much freedom in choosing appropriate values of n and M in order to get accurate numerical results. Also, the parameter A is quite arbitrary except that A -B/(2K) or A + B/(2K) must not be equal to or should not be close to half an odd integer. If not conflicting with this restriction, the choice A = L (or A = -L) is most advantageous, as shown below. As long as n is finite, the right-hand side of (5.4) depends on A, but this dependence disappears asymptotically as n -> oo. For we have 
Expressions for e(ft)

Asymptotic expansion for e(tt). It is convenient to use Pochhammer symbols
2KD aj-2{B,D,K)-
Also, some of the authors mentioned above in the context of the Stokes phenomenon give limit formulas for the Stokes multipliers. From a computational point of view the applicability of both the series representation (5.7) and the limit formulas such as (5.6) is questionable, however, because the rate of convergence is slow. Thus Theorem 1 implies significant progress.
Another expression for e(«)
. Alternatively, we may compute the related quantity E(K) by solving the system of linear equations (2.19) by means of Cramer's rule and the fact that the determinant DQ of the system is a Wronskian of the tequation ( where Again A is a computational parameter on which the value of (5.11) does not depend. Inspection of (2.17) shows that here, notably if L is not small, it is advantageous to choose A equal or near to L or -L, but with the reservation that A d= B/(2K) must not be equal or should not be near to half an odd integer. It will be shown in Section 7 below that a similar expression can be found with a 3 by 3 determinant in place of Z>i if A is kept at our disposal, or even with a 2 by 2 determinant if a special value of A is used which, however, is different from the recommended value.
The method of evaluating e(«) by means of (5.10)-(5.11) or by the corresponding modified equations in Section 7 below is well suited for computing accurate numerical values and in so far competes with the method of Theorem 1. Depending on the values of the parameters of the differential equation, it may be that one or the other of the methods is more advantageous.
The constant A^ and the coefficients of the Floquet solutions
An expression for A^ = A^B, D) can be obtained, according to Naundorf [35] , if use is made of the asymptotic representation of the exponential function by Heaviside's exponential series [18] ,
By means of (6.1) with <5= ^ + |^+/xfor the first or 8 = \ -\ ^ + // for the second equation, the formal solutions (1.2) get the same analytical structure as the Floquet solutions (1.5). Inserting the so modified formal solutions in (4.2) and then comparing the coefficients of the power series on the left and right-hand side, we obtain
"E^.j;^,)'-'-^--). <«)
where the series converge like a power series at half the convergence radius. Balser et al.
[8] obtain a relation such as (6.2) in a different way using the "associated functions" introduced by them [7] or by Schafke 40] , but our method of deriving (6.2) on the basis of Naundorf [35] seems to be simpler and more convenient.
Each of the two terms on the right-hand side of (6.2) alone satisfies the recurrence relation (1.6) for the coefficients c% of the Floquet solutions and tends to zero as n -> oo, even if /i is different from the characteristic exponent, but generally increases without limit as n ->• -oo. It is only with the correct value of // that the sum of the two terms tends to zero as n -> -oo too and so has the appropriate behavior required for the cfi. D,B) = cZZ(B,D) , (6.4) provided that the normalization is always chosen in the same way, By means of (6.3) and (6.7), the quantities r^ appearing in the coefficients (4.12) of the connection relation (4.11) can be computed from (4.13). So far we have needed (6.2) and (6.6) for n = 0 only, but it might be interesting to consider them for all n. Using each result only in the stable region of the n-values we may state the following result. The upper expression tends to zero for n -► oo and satisfies the recurrence relation (1.6) for n = 2,3,..., the lower expression tends to zero for n -> -oo and satisfies the recurrence relation for n = -2, -3,..., and this all would be true even if the value of the characteristic exponent is incorrect. It is only for every correct value of /i that the two expressions match and the recurrence relation is satisfied for n = -1,0,1, too.
Further representations
There are different representations for the various solutions of the differential equation (1.1) considered above.
If in the local solutions at each of the irregular singular points an exponential factor appropriate to the other singular point is extracted, we may find
s e {-ft, ft}, where the new coefficients satisfy a three-term recurrence relation,
n -1 J
The old and new coefficients are related to each other by n .
Again, if an exponential factor appropriate to the other singular point is extracted, we also have 
So if r = 0 and 5 G {-«,«}, the coefficients satisfy a four-term recurrence relation. If 5 = 0 and r G {-ft, ft}, they satisfy a four-term recurrence relation. If r, s G {-ft, ft}, they satisfy a three-term recurrence relation. The choice r = -5 = ft would essentially correspond to a solution of the canonic equation [13, 43] . The Floquet solutions of the canonic equation therefore have coefficients which satisfy a three-term recurrence relation. This is interesting in so far as (if the characteristic exponent is already known) the coefficients can then be computed also by means of continued fractions, a method which has been investigated extensively in the context of the Mathieu equation.
It should be noted that some quantities which appear here in the following part of Section 7 have a local meaning for this section only and their definitions here are different from those of the corresponding quantities in the other sections. Moreover, inside this section, the same symbols are used for different but analogical quantities in the case of the third-order or the second-order ^-equation, respectively.
In place of the integral representation (2.1), we now might consider
with 5 = ftor5 = -ft and obtain a third-order ^-equation,
With the appropriate contours, this integral representation essentially yields the Floquet solutions in the form (7.5) with r = 0 and the formal solutions at infinity in the form (7.1)-(7.2). As a consequence, a modified version of Theorem 1 is also true in which all the coefficients a n (5,D,ft) are replaced by the corresponding coefficients 
A n _2(«,g), (7.13) where ^4_i(^, g) = 0; n > 0 if q = 1, A -| + |^; n > 1 if g = 0. The new formula (7.9) contains the computational parameter A, which is still at our disposal except for the obvious restrictions, but its value is independent of A.
With the special choice [43] ti *-5l 1 + 7)- (7.14) it is even possible to find a second-order ^-equation, which is Ao(K,q) = l (for g = 0,A--+ --), Z Z K (7.18) and the new recurrence relation where A-ifaq) = 0 and n > 0. It should be noted that A in (7.15)-(7.19), which has been kept for convenience of presentation, is fixed and always given by (7.14) . So the new formula (7.16) breaks down in the exceptional cases when (D/s ± B/K)/2 is equal to an integer.
Although generally the representation of e(ft) in terms of the 2 by 2 determinant is more attractive than that with the 3 by 3 determinant, the latter has the advantage that here the parameter A is still at our disposal and so the breakdown in the exceptional cases may easily be avoided by a suitable choice of A.
The special case where B = D = 0
The results of this work simplify considerably when B = D = 0. Then the dependence on the sign of K, disappears for various quantities, so that we have M-ft) = a n(ft), (8.1) Further aspects of this special case are treated in [11, 17, 35, 8 ].
A simple example
It might be interesting to see what happens in the case of the simpler differential equation
for which the origin is a regular singular point with indices -L, L. Here the coefficients a n of the formal solutions can be given explicitly and then the h m essentially become hypergeometric series which can be summed by means of Saalschiitz's formula [29] . So, as in [12] , we obtain from Theorem 1 e(-tt) = The hypergeometric series in (9.6) can be evaluated analytically in the special cases when B = 0 or when n = -1.
For B = 0 we have, using (15. [1] , the values of the hyper geometric series for all the other negative n may be obtained. Then the two terms in (9.6) are seen to cancel for all the negative n, as expected.
