We establish the L p resolvent estimates for the Stokes operator in Lipschitz do-
Introduction
Let Ω be a bounded Lipschitz domain in R where λ ∈ Σ θ = {z ∈ C : λ = 0 and | arg(z)| < π − θ} and θ ∈ (0, π/2). It is well known that for any f ∈ L 2 (Ω; C d ), there exist a unique u ∈ H 1 0 (Ω; C d ) and φ ∈ L 2 (Ω), unique up to constants, solving (1.1). Moreover, the solution u satisfies the estimate
where C depends only on θ.
In this paper we shall be interested in the L p resolvent estimate
for p = 2. The following is the main result of the paper. where 1 < p < ∞. Let P = P 2 denote the orthogonal projection from
If Ω is a C 1 domain, the operator P extends to a bounded operator P p on L p (Ω; C d ) for 1 < p < ∞ [11] (see earlier work in [13] for smooth domains). It was also proved in [11] that if Ω is a bounded Lipschitz domain in R d and d ≥ 3, the operator P extends to a bounded operator on L p (Ω; C d ) for (3/2) − ε < p < 3 + ε; and this range of p is sharp. If Ω is smooth, the Stokes operator A p may be defined by A p = P p (−∆). This definition is problematic for Lipschitz domains. Here we define the Stokes operator A p in L (1.9) for any f ∈ C ∞ 0 (Ω; C d ) with div(f ) = 0 in Ω. As a result we obtain the following. Note that by Corollary 1.2, the operator −A p generates a bounded analytic semigroup in L p σ (Ω) for any bounded Lipschitz domain Ω in R 3 for (3/2) − ε < p < 3 + ε, where ε > 0 depends on Ω. This gives an affirmative answer to a conjecture of M. Taylor [32] .
There exists an extensive literature on the study of initial boundary value problems for the Navier-Stokes equations, using the functional analytical approach introduced by Fujita and Kato in [12] . The resolvent estimates for the Stokes operator A as well as the analyticity property of the semigroup generated by −A play a fundamental role in this classical approach. It has long been known that if Ω is a bounded C 2 domain, the resolvent estimate (1.3) holds for λ ∈ Σ θ and 1 < p < ∞ (see e.g. [30] [16] [34] [7] ). Consequently, the operator −A generates a bounded analytic semigroup in L p for any 1 < p < ∞, if ∂Ω is C 2 . The case of nonsmooth domains is more complicated. In [8] P. Deuring constructed a three-dimensional Lipschitz domain (with a narrow reentrant corner) for which the L p resolvent estimate (1.3) fails for p sufficiently large. This is somewhat unexpected. Indeed it was proved in [27] that the estimate (1.3) for 1 ≤ p ≤ ∞ holds in bounded Lipschitz domains in R 3 for any second order elliptic system with constant coefficients satisfying the Legendre-Hadamard condition (the range for p is
. We mention that the analyticity of the semigroup in L p generated by the Stokes operator with Hodge boundary conditions in Lipschitz domains in R 3 was obtained in [25] for (3/2) − ε < p < 3 + ε. To the best of the author's knowledge, no positive result on the resolvent estimate (1.3) in Lipschitz domains for p = 2 was known for the Stokes operator with Dirichlet condition. The main results in this paper make it possible to study the existence of mild solutions in L 3 of the NavierStokes initial value problems in nonsmooth domains in R 3 , using the classical Fujita-Kato approach (see e.g. [17] for the case of the smooth domains, and [2] [9] [32] [24] as well as their references for related work in Lipschitz domains).
We now describe our approach to the proof of Theorem 1.
+ ε, we appeal to a real variable argument, which may be regarded as a refined (and dual) version of the celebrated Calderón-Zygmund Lemma. According to this argument (see Lemma 6.3), which originated from [3] and further developed in [28] [29] , one only needs to establish the weak reverse Hölder estimate,
in B(x 0 , 3r) ∩ Ω for some x 0 ∈ Ω and 0 < r < c diam(Ω). Here and thereafter, we use
u to denote the average of u over E. To prove (1.10), we study the L 2 Dirichlet problem for (1.11) in Lipschitz domains, with λ ∈ Σ θ . Let n denote the outward unit normal to ∂Ω and (u)
* the nontangential maximal function of u. We will show that for any f ∈ L 2 (∂Ω; C d ) with ∂Ω f · n = 0, there exists a unique u and a harmonic function φ (unique up to constants) such that (u, φ) satisfies (1.11) in Ω, (u) * ∈ L 2 (∂Ω) and u = f in the sense of nontangential convergence. More importantly, the solution u satisfies the estimate (u) *
, where C depends at most on d, θ, and the Lipschitz character of Ω (see Theorem 5.5) . This, together with the inequality 12) which holds for any continuous function u in Ω, leads to
The desired estimate (1.10) follows by applying (1.13) in the domain B(x 0 , tr)∩Ω for t ∈ (1, 2) and then integrating the resulting inequality with respect to t over the interval (1, 2) . Much of the paper is devoted to the solvability of the L 2 Dirichlet problem for the Stokes system (1.11) in Lipschitz domains by the method of layer potentials. We point out that the case λ = 0 was studied in [10] [6] , where the L 2 Dirichlet problem as well as two Neumann type boundary value problems with boundary data in L 2 for the system ∆u = ∇φ, div(u) = 0 in Ω was solved by the method of layer potentials, using the Rellich type estimates ∂u/∂ν L 2 (∂Ω) ≈ ∇ tan u L 2 (∂Ω) (c.f. [18] [19] [33] for harmonic functions). Here ∂u/∂ν is a conormal derivative and ∇ tan u denotes the tangential gradient of u on ∂Ω. In an effort to solve the L 2 initial boundary value problems for the nonstationary Stokes system in Lipschitz cylinders, the Stokes system (1.11) for λ = iτ with τ ∈ R was considered in [26] . One of the key observations in [26] is that in the case |τ | = 0 (and large), the Rellich estimates involve two extra terms: |τ | 1/2 u L 2 (∂Ω) and |τ | n · u H −1 (∂Ω) . While the first term |τ | 1/2 u L 2 (∂Ω) was expected in view of the Rellich estimates for the Helmholtz equation −∆ + iτ in [1] , the second term |τ | n · u H −1 (∂Ω) was not (it is this second term that makes it difficult to localize L 2 estimates for solutions of (1.11)). Let
denote a conormal derivative of u for (1.11). Here we shall follow the approach in [26] and provide a complete proof of the following Rellich estimates: 15) which are uniform in λ for λ ∈ Σ θ with |λ| ≥ c > 0. As in the case of Laplace's equation [33] , the desired estimate (u) *
follows from (1.15) by the method of layer potentials.
The rest of the paper is organized as follows. In Section 2 we establish some key estimates on the matrix of fundamental solutions Γ(x; λ) for (1.11) in R d , with pole at the origin. In Section 3 we introduce the single and layer potentials for the system (1.11) , is solved in Section 5. Finally we give the proof of Theorem 1.1 in Section 6.
For simplicity we will assume that ∂Ω is connected in Sections 4 and 5. However, we point out that this extra connectivity assumption is not needed in Theorem 1.1, as the results from Section 5 are only used in Section 6 for the domain B(x 0 , r) ∩ Ω. We also remark that the general approach developed in this paper should work in the case d = 2 as well as in the case of exterior domains. But the sharp range of p's for which the resolvent estimate (1.3) holds in a three-dimensional Lipschitz or C 1 domain is a more challenging problem.
Fundamental solutions of the Stokes system
In this section we study the properties of fundamental solutions for the Stokes system (1.11). Given λ = re iτ ∈ Σ θ with 0 < r < ∞ and −π + θ < τ < π − θ, let k = √ re i(π+τ )/2 . Then
A fundamental solution for the (scalar) Helmholtz equation −∆u + λu = 0 in R d , with pole at the origin, is given by
2) is the Hankel function J ν (z) + iY ν (z), which may be written as
if ν > −(1/2) and 0 < arg(z) < π (see [22, p.120] ). Note that if d = 3, one has a simple formula:
for any integer ℓ ≥ 0, where c > 0 depends only on θ and C ℓ depends only on d, ℓ and θ.
Proof. It follows from (2.3) that 6) if ν ≥ (1/2) and Im(z) > 0. In view of (2.2) this gives
where we have used (2.1). Thus we have proved (2.5) for the case ℓ = 0. The general case may be proved inductively by using the relation
(see e.g. [22, p.108] ). Since ∆ x G(x; λ) = λG(x; λ) in R d \ {0}, one may also establish the estimate (2.5) for ℓ ≥ 1 inductively, using the interior estimate
for solutions of ∆w = f in B(x, r). We omit the details.
Let ν = where the last equality follows from the relation
ν (z)| ≤ C ν for ν > 0 and |z| ≤ 1 with Im(z) > 0, it follows from (2.16) that
Next we consider the case that d = 4 and ℓ = 1. Note that by (2.9),
for any |z| ≤ (1/2) with Im(z) > 0. Since
where z = k|x|, it follows from (2.18) that
Finally, we note that the case d = 3 and ℓ = 1 may be handled by a direct calculation, using the simple formula (2.4) and the observation
This completes the proof.
Remark 2.3. It is not hard to see that if |λ||x|
We now introduce a matrix of fundamental solutions Γ(x; λ) = (Γ αβ (x; λ)) d×d for the Stokes system (1.11) in R d , with pole at the origin, where λ ∈ Σ θ and
, where the summation convention is used in the second equation.
where C depends only on d, ℓ and θ.
Proof. This follows easily from Lemma 2.1 if |λ||x| 2 > 1, and from Lemmas 2.1 and 2.2 if |λ||x| 2 ≤ 1.
If λ = 0, a matrix of fundamental solutions for (1.11) in R d , with pole at the origin, is given by Γ(x; 0) = (Γ αβ (x; 0)) d×d , where 24) and
. Using
Similarly, for d = 4, one has
where C depends only on d and θ.
Proof. The proof uses the asymptotic expansions (2.9)-(2.12). We first consider the case d = 4. In view of (2.25) we have
To handle the second term above for d ≥ 5, we use (2.14) to obtain
where z = k|x|, a d is given by (2.13), and
.
for 0 ≤ ℓ ≤ 3, |z| < (1/2) and Im(z) > 0. In view of (2.28), this implies that
, we may use (2.11) to obtain
for 0 ≤ ℓ ≤ 3, |z| < (1/2) and Im(z) > 0. This gives
In the case of d = 5 we may write
for any constant w ∈ C, where z = k|x|. In view of (2.10) this leads to the estimate (2.30), as in the case d ≥ 7. Finally, the case d = 4 may be treated in a similar manner. Note that by (2.26),
where z = k|x|, b 4 = i/π and w ∈ C is an arbitrary constant. By (2.9) there exists w ∈ C such that d
for 0 ≤ ℓ ≤ 3, |z| < (1/2) and Im(z) > 0. This is enough to show (2.32) and thus completes the proof.
Layer potentials for the Stokes system
In this section we study the properties of the single and double layer potentials for the Stokes system (1.11). Throughout this section we will assume that Ω is a bounded Lipschitz domain in R d , d ≥ 3 and 1 < p < ∞. Also, the summation convention will be used in the rest of the paper.
Let
where Γ jk is given by (2.20) . Let
where Φ k is given by (2.21). It follows from (2.22) that (u, φ) is a solution of (
Lemma 3.1. Let 1 < p < ∞ and T λ (f ), T * λ (f ) be defined by (3.3). Then T λ (f )(P ) exists for a.e. P ∈ ∂Ω and
4)
where C p depends only on d, θ, p, and the Lipschitz character of Ω.
Proof. The lemma is known in the case λ = 0 [10] , and is a consequence of the theorem of Coifman, McIntosh, and Meyer [4] . The case λ ∈ Σ θ follows from the case λ = 0, by using the estimates in Theorems 2.4 and 2.5. Indeed, if t 2 |λ| ≥ (1/2), we may use Theorem 2.4 to obtain |y−P |>t
where M ∂Ω (f ) denotes the Hardy-Littlewood maximal function of f on ∂Ω. If t 2 |λ| < (1/2), then
where we have used the estimates in Theorems 2.4 and 2.5 for the last inequality. It follows
For a function in Ω, the nontangential maximal function (u) * is defined by
for P ∈ ∂Ω, where C > 2 is a fixed and sufficiently large constant depending only on d and the Lipschitz character of Ω.
Lemma 3.2. Let 1 < p < ∞ and (u, φ) be given by (3.1)-(3.2). Then
follows the same line of argument, using Lemma 3.1 and the estimate |∇
for a.e. x ∈ ∂Ω, where the subscripts + and − indicate nontangential limits taken inside Ω and outside Ω, respectively.
Proof. The trace formula (3.7) is known for the case λ = 0 [10] . The case λ ∈ Σ θ follows easily from the case λ = 0 by using Theorem 2.5. Indeed, the estimate for ∇ x Γ(x − y; λ) − Γ(x − y; 0) in the theorem implies that
where
Recall that ∂u ∂ν
, where C p depends only on d, θ, p, and the Lipschitz character of Ω.
Proof. As in the case λ = 0, this follows readily from Lemmas 3.3 and 3.2.
Next we introduce the double layer potential u(x) = D λ (f )(x) for the Stokes system (1.11), where
(3.10) Using (2.22) and (2.21), It is not hard to verify that (u, φ) is a solution of (1.11) in R d \ ∂Ω.
Theorem 3.5. Let λ ∈ Σ θ and Ω be a bounded Lipschitz domain in
, where C p depends only on d, p, θ, and the Lipschitz character of Ω; (2)
where K * λ is the adjoint of the operator Kλ in (3.8).
Proof. The estimate of (u) * follows from Lemma 3.2, while the trace formula (3.11) follows from Lemma 3.3.
As in the case λ = 0 [10] , Theorems 3.4 and 3.5 reduce the solvability of the L p Neumann and Dirichlet problems for the Stokes system (1.11) to the invertibility of the operators
In fact the invertibility of these operators on L 2 (∂Ω; C d ) follow readily from the case λ = 0 in [10] , as
The main goal of the next two sections is to show that the operator norms of their inverses on L 2 (∂Ω; C d ) are bounded by constants independent of λ ∈ Σ θ .
Rellich estimates
In this section we establish Rellich type estimates for the Stokes system (1.11). Throughout this section we will assume that Ω is a bounded Lipschitz domain in R d , d ≥ 2 with connected boundary and |∂Ω| = 1. Recall that ∂u ∂ν = ∂u ∂n − φn and n denotes the outward unit normal to ∂Ω. We will use · ∂ to denote the norm in L 2 (∂Ω). The goal of this section is to prove the following.
Theorem 4.1. Let λ ∈ Σ θ and |λ| ≥ τ , where τ ∈ (0, 1). Let (u, φ) be a solution of (1.11) in Ω. Suppose that (∇u) * ∈ L 2 (∂Ω) and (φ) * ∈ L 2 (∂Ω). We further assume that ∇u, φ have nontangential limits a.e. on ∂Ω. Then
and
where C depends only on d, τ , θ, and the Lipschitz character of Ω.
We begin with two Rellich type identities for the Stokes system (1.11).
Lemma 4.2. Under the same conditions on (u, φ) as in Theorem 4.1, we have
4)
Proof. The identities (4.3) and (4.4) follow from several applications of integration by parts, using (1.11). We refer the reader to [10] for the case λ = 0 and to [26] for the case λ = iτ . Note that with the assumptions that (∇u) * , (p) * ∈ L 2 (∂Ω) and that ∇u, p have nontangential limits a.e. on ∂Ω, the integration by parts may be justified by an approximation argument, as in [33] [10] [26] . We omit the details. 
Proof. It follows from (1.11) and integration by parts that
By taking the real and imaginary parts of (4.6) we obtain
for any α > 0. Observe that there exist α, c > 0, depending only on θ, such that Re(λ) + α|Im(λ)| ≥ c|λ| for any λ ∈ Σ θ . Hence,
from which the estimate (4.5) follows by the Cauchy inequality.
We now combine (4.3) and (4.4) with the estimate (4.5).
Lemma 4.4. Under the same assumptions on (u, φ) and λ as in Theorem 4.1, we have
for any ε ∈ (0, 1), where C ε depends only on d, θ, τ , ε, and the Lipschitz character of Ω.
Proof. We start by choosing a vector field
In view of (4.3) this implies that
where we also used the Cauchy inequality. Since ∆φ = 0 in Ω and (φ) * ∈ L 2 (∂Ω), it follows from [5] that
Also, by (4.5) and the Cauchy inequality,
In view of (4.11), (4.12), (4.13) and (4.5), using the Cauchy inequality, we obtain
Estimate (4.9) now follows by using the Cauchy inequality with an ε > 0. The fact |λ| ≥ τ is also used here to bound u ∂ by C |λ| 1/2 u ∂ . To see (4.10), we first use the Rellich identity (4.4) to obtain
(4.14)
The desired estimate again follows from (4.14), (4.12), (4.13) and (4.5) by using the Cauchy inequality with an ε.
The following lemma is crucial in our approach to the L 2 estimates for the system (1.11) (cf. [26] ). 
16)
where C depends only on d and the Lipschitz character of Ω.
Proof. By approximating Ω by a sequence of Lipschitz domains from inside with uniform Lipschitz characters (see [33] ), we may assume that (u, φ) satisfies the equations (1.11) in Ω ′ for some Ω ′ containing Ω. Thus ∆u = ∇φ + λu on ∂Ω, and we obtain
We will show that ∆u 
where we have used div(u) = 0 in Ω. Since n i
is a tangential derivative, this gives the estimate (4.18).
The proof of (4.19) relies on the L 2 estimates for the Neumann and regularity problems for Laplace's equation in Lipschitz domains. Given g ∈ L 2 (∂Ω) with mean value zero, let ψ be a harmonic function in Ω such that (∇ψ) * ∈ L 2 (∂Ω) and ∂ψ ∂n = g on ∂Ω. By the Green's identity,
we have used the estimate ψ H 1 (∂Ω) ≤ C g ∂ for the L 2 Neumann problem [19] . By duality, this gives
Similarly, given f ∈ H 1 (∂Ω), let ψ be the harmonic function in Ω such that (∇ψ) * ∈ L 2 (∂Ω) and ψ = f on ∂Ω. Note that
where we have used the estimate ∇ψ ∂ ≤ C f H 1 (∂Ω) for the L 2 regularity problem [18] . By duality this implies that
We are now in a position to give the proof of Theorem 4.1
Proof of Theorem 4.1. To prove estimate (4.1), by subtracting a constant from φ, we may assume that ∂Ω φ = 0. In view of (4.15) and (4.10) we have
for any ε ∈ (0, 1). By choosing ε so small that C ε < (1/2) we obtain the estimate (4.1).
To establish (4.2), we first use (4.16) to obtain
This, together with (4.9), yields that
To handle the term |λ| 1/2 u ∂ , we use the identity
In view of (4.5) and the assumption |λ| ≥ τ > 0, this gives
It follows that
It is easy to deduce from (4.21) and (4.25) that
An careful inspection of the proof of Theorem 4.1 shows that the analogous result to that in Theorem 4.1 also hold in the exterior domain Ω − = R d \ Ω. However, some decay assumptions at ∞ are needed to justify the use of integration by parts in the unbounded domain Ω − in the proof of Lemmas 4.3 and 4.5. Also note that the term − ∂Ω φ dσ should be dropped in this case. We omit the proof of the following theorem. Theorem 4.6. Let λ ∈ Σ θ and |λ| ≥ τ , where τ ∈ (0, 1). Let (u, φ) be a solution of (1.11) in Ω − . Suppose that (∇u) * , (φ) * ∈ L 2 (∂Ω) and that ∇u, φ have nontangential limits a.e. on ∂Ω. We further assume that as |x| → ∞, |φ( (4.27) and
L 2

Dirichlet and Neumann problems
In this section we use the method of layer potentials to solve the L 2 Dirichlet and Neumann problems for the Stokes system (1.11). As a consequence of the nontangential-maximalfunction estimate for the L 2 Dirichlet problem, we also obtain a uniform L p estimate that will play a crucial role in the proof of Theorem 1.1.
Throughout this section we will assume that Ω is a bounded Lipschitz domain in R d , d ≥ 3 with connected boundary. We use L 2 n (∂Ω) to denote the space Lemma 5.1. Let λ ∈ Σ θ and |λ| ≥ τ , where τ ∈ (0, 1).
where C depends only on d, θ, τ , and the Lipschitz character of Ω.
Proof. Let f ∈ L 2 (∂Ω; C d ) and (u, φ) be the single layer potentials, given by (3.1)-(3.2). It follows from Section 3 that (u, φ) satisfies (1.11) in R d \ ∂Ω and (∇u) * , (φ) * ∈ L 2 (∂Ω). Moreover, ∇u and φ have nontangential limits a.e. on ∂Ω, ∇ tan u + = ∇ tan u − , and ( ∂u ∂ν ) ± = (±(1/2)I + K λ )f . We will show that
By the jump relation f =
, we deduce from (5.3) that
Estimate ( 
where we used u + = u − and ∇ tan u + = ∇ tan u − on ∂Ω. In view of Theorem 4.1, this gives the estimate (5.3) and hence, the estimate (5.2). Finally, if λ = 0, it was proved in [10] that as an operator on L 2 (∂Ω; R d ), the null space of (1/2)I + K 0 is of dimension one and the range is L 2 0 (∂Ω; R d ). It follows that the index of (1/2)I +K 0 is zero. The same is true if we replace
Using Theorem 2.5, it is not hard to see that the operator
As a result we may deduce that the index of (1/2)I + K λ on L 2 (∂Ω; C d ) is zero for any λ ∈ Σ θ . Since the operator is clearly injective by (5.2), it is also surjective and hence an isomorphism.
Note that the condition |λ| ≥ τ (hence |∂Ω| = 1) is not needed in the next lemma.
with index zero, and
where C depends only on d, θ, and the Lipschitz character of Ω.
Proof. By rescaling we may assume that |∂Ω| = 1. In the case λ = 0, it was proved in [10] that as an operator on L 2 (∂Ω; R d ), the index of −(1/2)I + K 0 is zero, and the estimate (5.4)
is zero for any λ ∈ Σ θ . To establish estimate (5.4) for any λ ∈ Σ θ , we first note that by Theorem 2.5,
This implies that estimate (5.4) holds for λ ∈ Σ θ and |λ| < τ , where τ > 0 depends only on d, θ and the Lipschitz character of Ω. We will use the Rellich estimates in Section 4 to handle the case |λ| ≥ τ . The argument is similar to that in the proof of Lemma 5.1. Let f ∈ L 2 n (∂Ω) and (u, φ) be given by (3.1)-(3.2). By Theorems 4.1 and 4.6,
Finally, to deal with the term ∂Ω φ + , we note that
which may be justified by taking nontangential limits inside Ω. It follows that
where we have used the jump relation and ∂Ω f ·n = 0 for the second inequality and Theorem 4.6 for the third. This, together with (5.5), gives the estimate (5.4).
The next theorem establishes the solvability of the L 2 Neumann problem for the Stokes equation (1.11) in a bounded Lipschitz domain, with nontangential-maximal-function estimates that are uniform in λ. We note that this theorem is not needed in the proof of Theorem 1.1.
, and ∂u ∂ν = g on ∂Ω in the sense of nontangential convergence. Moreover, the solution (u, φ) satisfies 6) and may be represented by a single layer potential given by (3.1)-(3.2) with f ∂ ≤ C g ∂ , where C depends only on d, θ, τ , and the Lipschitz character of Ω.
Proof. The uniqueness follows readily from the identity (4.6). To establish the existence, we first note that by rescaling, we may assume |∂Ω| = 1. This implies that |λ| ≥ cτ , where c > 0 depends only on d and the Lipschitz character of The following lemma will be used to establish the uniqueness for the L 2 Dirichlet problem.
Lemma 5.4. Let λ ∈ Σ θ and (u, φ) be a solution of (1.11) in Ω. Suppose that u has nontangential limit a.e. on ∂Ω and (u)
where C depends only on d, θ and Ω.
Proof. By approximating Ω by a sequence of smooth domains with uniform Lipschitz characters from inside, we may assume that Ω is smooth and u, φ are smooth in Ω. Let (w, ψ) be a solution to the system
where w ∈ H 1 0 (Ω; C d ) and ψ ∈ H 1 (Ω). It follows from integration by parts and (5.8) that
By subtracting a constant from ψ, we may assume that ∂Ω ψ = 0. Note that ∆ψ = div(u) = 0 in Ω. By the proof of Lemma 4.5, this implies that
In view of (5.9)-(5.10), we obtain
As a result it suffices to show that
To see (5.12), we use a Rellich type identity, similar to (4.4), and the fact w = 0 on ∂Ω, to obtain
As in the proof of Lemma 4.3, it follows from (5.8) and integration by parts that
This, together with the Cauchy inequality and Poincaré inequality, gives
Finally, using (5.13), (5.15) and the Cauchy inequality, we obtain
where we also used the estimate ψ L 2 (Ω) ≤ C ψ ∂ . The desired estimate (5.12) now follows from (5.16) and (5.10).
n (∂Ω), there exist a unique u and a harmonic function φ, unique up to constants, such that (u, φ) satisfies (1.11) in Ω, (u) * ∈ L 2 (∂Ω) and u = g on ∂Ω in the sense of nontangential convergence. Moreover, the solution u satisfies the estimate (u)
Proof. The uniqueness follows directly from Lemma 5.4. We will use Lemma 5.2 to establish the existence. To this end we first note that since −(1/2)I + Kλ is a Fredholm operator on L 2 (∂Ω; C d ) with index zero, so is its adjoint −(1/2)I + K * λ . Let u be the double layer potential given by (3.9) , with f ∈ L 2 (∂Ω; C d ). Since div(u) = 0 in Ω, we have ∂Ω u · n = 0. This shows that the range of −(1/2)I + K * λ is contained in L 2 n (∂Ω). Consequently, the normal vector n is in the null space of −(1/2)I + Kλ. Moreover, by the estimate (5.4) , the null space of −(1/2)I + Kλ is the one-dimensional subspace spanned by n. This in turn implies that the range of −(1/2)I + K * λ is L 2 n (∂Ω). As a result, the operator −(1/2)I + K * λ : R − (1/2)I + Kλ → L 2 n (∂Ω) is invertible, where R − (1/2)I + Kλ) denotes the range of −(1/2)I + Kλ. Furthermore, by duality, we may deduce from the estimate (5.4) that
n (∂Ω), we choose f ∈ R −(1/2)I +Kλ such that −(1/2)I +K * λ f = g. Let (u, φ) be the double layer potential given by (3.9)-(3.10). Then u = g on ∂Ω and (u) * ∂ ≤ C f ∂ ≤ C g ∂ , where the last inequality follows from (5.17) . This completes the proof.
We end this section with a uniform L p estimate for the L 2 Dirichlet problem as well as a remark on the interior estimates.
Suppose that (u, φ) satisfies the Stokes system (1.11) in Ω for some λ ∈ Σ θ . Then Proof. Let f denote the trace of u on ∂Ω and w the solution of the L 2 Dirichlet problem in Ω, given by Theorem 5.5, with boundary data f . Let {Ω j } be a sequence of smooth domains that approximates Ω from inside [33, p.581] . It follows from Lemma 5.4 that
where C is independent of j. Letting j → ∞ in (5.19), we may deduce that w = u in Ω. As a result we obtain (u) * ∂ ≤ C u ∂ . This, together with the inequality
for any continuous function u in Ω, where p =
, gives (5.18). Estimate (5.20) is known (see e.g. [20, Remark 9.3] ). We provide a proof here for the sake of completeness. By rescaling we may assume that diam(Ω) = 1. Using the observation
and a duality argument, it suffices to show that
Let v(x) = I 1 (F )(x). Using integration by parts we may show that
. By Hölder's inequality, this gives
where the last inequality follows from the well known (L q , L p ) bound for fractional integrals as well as the L q bound for singular integrals [31] . This completes the proof.
Remark 5.7. Let (u, φ) be a solution of (1.11) in B(x 0 , r). Then
for any ℓ ≥ 0, where C ℓ depends only on d, ℓ and θ. To see (2.8) , by rescaling, we may assume that r = 2. Let t ∈ (1, 2). By applying Theorem 5.5 in the domain B(x 0 , t) and using the double layer representation, we obtain
Estimate (5.22) now follows by integrating both sides of (5.23) in t over the interval (1, 2).
Proof of Main Theorem
In this section we give the proof of Theorem 1.1. Throughout the section we will assume that Ω is a bounded Lipschitz domain in
The condition that ∂Ω is connected is not needed.
The first step is to establish a weak reverse Hölder estimate for local solutions of (1.11). Let η : R d−1 → R be a Lipschitz function such that η(0) = 0 and ∇η ∞ ≤ M. Define
for 0 < r < ∞.
. Suppose that (u, φ) satisfies the Stokes system (1.11) in D(2r) and u = 0 on I(2r) for some 0 < r < ∞ and λ ∈ Σ θ . Let
where C depends only on d, M, and θ.
Proof. By rescaling we may assume that r = 1. Let t ∈ (1, 2). We apply Theorem 5.6 to u in the Lipschitz domain D(t) to obtain
where p = p d and C depends only on d, θ and M. Since u = 0 on I(2), this implies that
We now integrate both sides of (6.4) with respect to t over the interval (1, 2) . This gives
which yields the desired estimate.
The next lemma is a consequence of Lemma 6.1 and its proof. Proof. We first point out that the estimate (6.6) is a weak reverse Hölder inequality, which has the well known self-improving property (see e.g. [15, Chapter V]). As a result it suffices to prove (6.6) for
. Furthermore, by a geometric consideration, we only need to establish the estimate in two cases: (1) x 0 ∈ Ω and B(x 0 , 3r) ⊂ Ω; (2) x 0 ∈ ∂Ω.
The first case follows readily from the interior estimate (5.22). The second case concerns a boundary estimate. By translation and rotation of the coordinate system we may assume that x 0 = 0 and
where r 0 = c diam(Ω) and η is a Lipschitz function in R d−1 such that η(0) = 0 and ∇η ∞ ≤ M. By a simple covering argument it is not hard to see that estimate (6.6) follows from Lemma 6.1 as well as the interior estimate in the first case.
The following lemma contains the real variable argument needed to complete the proof of Theorem 1.1. where B = B(x, r) is a ball with x ∈ Ω and 0 < r < α diam(Ω). Then T is bounded on L q (Ω, C m ) for any 2 < q < p. Moreover, T L q →L q is bounded by a constant depending at most on d, m, α, N, C 0 , p, q, and the Lipschitz character of Ω.
Proof. The boundedness of T on L q (Ω, C m ) is proved in [28, Theorem 3.3] . The statement that T L q →L q is bounded by a constant depending at most on d, m, α, N, C 0 , p, q, and the Lipschitz character of Ω follows from the proof of Theorem 3.3 in [28] .
We are now in a position to give the proof of Theorem 1.1
Proof of Theorem 1.1. By rescaling we may assume that diam(Ω) = 1. Let λ ∈ Σ θ . Given any f ∈ L 2 (Ω; C d ), there exist a unique u ∈ H where C depends only on θ. By Hölder inequality as well as Poincaré inequality, this implies that
where C 0 depends only on d, θ and the Lipschitz character of Ω. We now define the operator T λ by T λ (f ) = (|λ| + 1)u. Clearly, T λ is a bounded linear operator on L 2 (Ω; C d ) and T λ L 2 →L 2 ≤ C 0 . We will use Lemma 6.3 to show that T λ L q →L q ≤ C for 2 < q < p d + ε.
To verify the assumption (2) in Lemma 6.3, we let B = B(x 0 , r), where x 0 ∈ Ω and 0 < r < c. Let f ∈ L 2 (Ω; C d ) with supp(f ) ⊂ Ω \ 3B and (u, φ) be the solution of (6.8) in Ω. Since −∆u + ∇φ + λu = 0, div(u) = 0 in Ω ∩ 3B, and u ∈ H 
where C depends only on d, θ and the Lipschitz character of Ω. Hence, by Lemma 6.3, we may conclude that the operator T λ is bounded on L q (Ω; C d ) for any 2 < q < p d + ε, and that T λ L q →L q is bounded by a constant C q depending at most on d, θ, q and the Lipschitz character of Ω. In view of the definition of T λ we have proved that
f L q (Ω) (6.11) for any 2 ≤ q < p d + ε. By duality the estimate also holds for (p d + ε) ′ < q < 2. This completes the proof.
We end this section with a remark on the definition of the Stokes operator. 
