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1. INTRODUCTION 
This note deals in a preliminary way with several concepts and ideas 
which have a bearing on the problem of pattern classification-a problem 
which plays an important role in communication and control theories. 
There are two basic operations: abstraction and generalization, which 
appear under various guises is most of the schemes employed for classifying 
patterns into a finite number of categories. Although abstraction and 
generalization can be defined in terms of operations on sets of patterns, a more 
natural as well as more general framework for dealing with these concepts 
can be constructed around the notion of a “fuzzy” set-a notion which 
extends the concept of membership in a set to situations in which there are 
many, possibly a continuum of, grades of membership. 
To be more specific, a fuzzy set A in a space Q = {x} is represented by a 
characteristic function f which is defined on Sz and takes values in the interval 
[0, 11, with the value off at x,f( x re ), p resenting the “grade of membership” 
of x in A. Thus, if A is a set in the usual sense, f(x) is 1 or 0 according as 
x belongs or does not belong to A. When A is a fuzzy set, then the nearer 
the value of f(x) to 0, the more tenuous is the membership of x in A, with 
the “degree of belonging” increasing with increase in f(x). In some cases it 
may be convenient to concretize the belonging of a point to a fuzzy set A 
by selecting two levels q and e2 (q , e2 E [0, 11) and agreeing that (a) a point 
x “belongs” to A if f(x) > 1 - <I ; (b) does not beZong to A if f(x) < Q ; and 
(c) x is indeterminute relative to A if c2 <f(x) < 1 ~ c1 . In effect, this 
amounts to using a three-valued characteristic function, with f(x) = 1 if 
x E A; f(x) = l/2, say, if x is indeterminate relative to A; and f(x) = 0 if 
x $ A. 
Let A and B be two fuzzy sets in the sense defined above, with fA and fs 
denoting their respective characteristic functions. The union of A and B will 
be denoted in the usual way as 
C=AuB, (1) 
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with the characteristic function of C defined by 
For brevity, the relation expressed by (2) will be written as 
fc = f,4 v fs . (3) 
Note that when A and B are sets, (2) reduces to the definition of “or.” 
In a similar fashion, the intersection of two fuzzy sets A and B will be 
denoted by 
C=AnB (4) 
with the characteristic function of C defined by 
f&4 = Min( faW9 fBW1 
which for brevity will be written as 
fc =f.4 AfB. (6) 
In the case of the intersection, when A and B are sets (5) reduces to the 
definition of “and.” When the characteristic functions are three-valued, (2) 
and (5) lead to the three-valued logic of Kleene [I]. 
2. ABSTRACTION AND GENERALIZATION 
Let x1, . . . . xn be given members of a set A in Q. In informal terms, by 
abstraction on x1, . . . . xn is meant the identification of those properties of 
xl, . . . . xn which they have in common and which, in aggregate, define the 
set A. 
The notion of a fuzzy set provides a natural as well as convenient way of 
giving a more concrete meaning to the notion of abstraction. Specifically, 
letfi denote the value of the characteristic function, f, of a fuzzy set A at a 
point xi in Q. A collection of pairs {(xl,fl), . . . . (xn, f “)} or, for short {(xi, f i)>n, 
will be called a collection of samples or obsmmtions from A. By an abstraction 
on the collection {(xi,fi)>“, we mean the estimation of the characteristic 
function of A from the samples (xl,fl), . . . . (xn, f"). Once an estimate off 
has been constructed, we perform a generahztion on the collection {(~~,f~)}~ 
when we use the estimate in question to compute the values off at points 
other than x1, . . . . xn. 
An estimate off employing the given samples (xl,fl), . . . . (x”,fn) will be 
denoted by p or, more explicitly, by f(x; {xi, f i)}*),and will be referred to as 
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an abstracting function. Clearly, the problem of determining an abstracting 
function is essentially one of reconstructing a function from the knowledge 
of its values over a finite set of points. To make this problem meaningful, one 
must have some a priori information about the class of functions to whichf 
belongs, such that this information in combination with the samples from iz 
would be sufficient to enable one to construct a “good” estimate off. As in 
interpolation theory, this approach involves choosing-usually on purely 
heuristic grounds-a class of estimates of f: P = {f(x; X) 1 h E RZ} and 
finding that member of this family which fits, or fits “best” (in some specified 
sense of “best”), the given samples (xl,fi), . . . . (x”,f”). A special case of this 
procedure which applies to ordinary rather than fuzzy sets is the widely 
used technique for distinguishing between two sets of patterns via a separating 
hyperplane. Stated in terms of a single set of patterns, the problem in question 
is essentially that of finding, if it exists, a hyperplane L passing through the 
origin of Rz(Q = Rz, by assumption) such that the given points x1, . . . . xn 
belonging to a set A are all on the same side of the hyperplane. (Note that, 
since A is a set, f1 =f2 = *a. =fn = 1.) In effect, in this casef(x; X) is of 
the form 
f(x; A) = 1 for (x, X) 3 0, 
f(x; A) = 0 for (x, X) < 0, 
(7) 
where (x, h) denotes the scalar product of x and h, and the problem is to 
find a X in Rz such that 
(xi, A) > 0 for i = 1, . . . . n. 
Any Rx; h) whose h satisfies (8) will qualify as an abstracting function, and 
the corresponding generalization on (xl, l), . . . . (xn, 1) will take the form of 
the statement “Any x satisfying (x, X) 3 0 belongs to the same set as the 
samples x1, . . . . x”.” If one is not content with just satisfying (8) but wishes, 
in addition, to maximize the distance betweenL and the set of points x1, . . . . xn 
(in the sense of maximizing Min(xi, X)), 11 h (/ = 1, then the determination 
of the corresponding abstracting function requires the solution of a quadratic 
program, as was shown by Rosen [2] in connection with a related problem in 
pattern recognition. 
In most practical situations, the a priori information about the characteristic 
function of a fuzzy set is not sufficient to construct an estimate off(x) which is 
“optimal” in a meaningful sense. Thus, in most instances one is forced to 
resort to a heuristic rule for estimatingf(x), with the only means of judging 
the “goodness” of the estimate yielded by such a rule lying in experimentation. 
In the sequel, we shall describe one such rule for pattern classification and 
show that a special case of it is equivalent to the “minimum-distance” 
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principle which is frequently employed in signal discrimination and pattern 
recognition. 
3. PATTEIcx (JI.ASSIFICATION 
For purposes of our discussion, a pattern is merely another name for a 
point in Q, and a category of patterns is a (possibly fuzzy) set in Q. When we 
speak of pattern cZussz$cation, we have in mind a class of problems which can 
be subsumed under the following formulation and its variants. 
Let A and B denote two1 disjoint sets in Q representing two categories 
of patterns. Suppose that we are given n points (patterns) al, . . . . an which are 
known to belong to A, and m points /3l, . . . . /3” which are known to belong 
to B. The problem is to construct estimates of the characteristic functions of 
A and B based on the knowledge of the samples 2, . . . . an from A and /3i, . . . . 8” 
from B. 
Clearly, one can attempt to estimate fA without making any use of the p, 
j = 1, . . . . m. However, in general, such an estimate would not be as good as 
one employing both cy’s and 13’s. This is a consequence of an implied or 
explicit dependence between A and B (e.g., the disjointness of iz and B), 
through which the knowledge of /3’s contributes some information about fA . 
The same applies to the estimation offs . 
The heuristic rule suggested in the sequel is merely a way of constructing 
estimates of fA and.f, , given ~2, . . . . an, and /3i, . . . . p”, in terms of estimates of 
fA and fs , given a single pair of samples ~8 and Bj. Specifically, suppose that 
with every N E A and every p E B are associated two sets A(LY; b) and &l; a) 
representing the estimates of A and B, given 01 and 8. (In effect, a(~; fl) 
defines the set of points in D over which the estimate jA(~; 8) of fA is unity, 
and likewise forfB(p; CX) and &I; a). P oin t s in .Q which are neither in A(a; /3) 
nor in fi(B; a) h ave indeterminate status relative to these sets.) 
In terms of the sets in question, the estimates of A and B (or, equivalently, 
fA and fB), given (~1, . . . . c? and /3i, . . . . /3”, are constructed as follows 
Thus, under the rule expressed by (9) and (lo), we generalize on 01l, . . . . oln 
1 The restriction to two sets serves merely to simplify the analysis and does not 
entail any essential loss in generality. 
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and /3l, . . . . #P by identifying A with A and B with 8. Note that this rule is 
consistent in the sense that if cx is known to belong to A then (Y E 1, and 
likewise for a point belonging to B. However, the consistency of this rule 
does not extend to fuzzy sets. Thus, if (9) and (10) were applied to the 
estimation offA andf, when A and B are fuzzy sets, it would not necessarily 
be true thatf,(a) = j,(a) for all given CL in A. 
In essence, the rule expressed by (9) and (10) implies that a point x is 
classified as a member of A if and only if for all pj there exists an ~4 such that 
x lies in a(&, Bj). For this reason, the rule in question will be referred to as 
the “rule of complete dominance.” 
To illustrate the rule of complete dominance and indicate its connection 
with the “minimum-distance” principle which is frequently employed in 
signal discrimination, consider the simple case where Q is Rz and ~?(a; /$ 
and &3; a) are defined as follows: 
In effect, &a; ,f?) is th e set of all points which are nearer to 01 than to /3 or 
are equidistant from OL and 8, while &3; CX) is the complement of this set with 
respect to RI. 
Now consider the following “minimum-distance” decision rule. Let 
A* and B* denote the sets of samples ol’, . . . . 01” and ,@, . . . . /3”, respectively. 
Define the distance of a point x in Sz from A* to be Min, /( x - 01~ 11, where 11 11 
denotes the Euclidean norm and i = 1, . . . . n; do likewise for B*. Then, given 
a point x in 9, decide that x E A if and only if the distance of x from A* is 
less than or equal to the distance of x from B*. 
It is easy to show that this decision rule is a special case of (9) and (10). 
Specifically, with l(a; /I) and &?; CX) defined by (11) and (12), respectively, 
the decision rule in question can be expressed as follows: 
x E A 0 vp 3 OL~JJ x - d 11 < 11 x - p II), i = 1, . . . . n, 
j = 1, . . . . m. (13) 
Now 
&ii; p> = {x I /I x - aa’ II < II x - /Y II} (14) 
and consequently (13) defines the set 
a = {x 1 vp 3 ayx E A(u$ Pi))}. (15) 
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Clearly, (15) is equivalent to 
B = ; ; A(d; /I$ (16) 
j-1 +l 
and similarly for B. Q.E.D. 
In the foregoing discussion of the minimum-distance decision rule, we 
identified L? with Rz and used the Euclidean metric in Rz to measure the 
distance between two patterns in L2. However, in many cases of practical 
interest, !J is a set of line patterns in R2 such as letters, numerals, etc., to 
which the Euclidean metric is not applicable. In this case, the distance 
between two line patterns in R2, say L, and L, , can be defined by 
(17) 
where 11 (1 is the Euclidean norm in R2, andy, andy, are points in R2 belonging 
to Lo and L, , respectively. 
Now suppose that we agree to regard two patterns Lo and L, as equivalent 
if one can be obtained from the other through translation, rotation, contraction 
(or dilation) or any combination of these operations. Thus, let T, denote the 
translation y + y + S, where y, 6 E R2; let To denote the rotation through 
an angle 0 around the origin of R2; and let T, denote the contraction (or 
dilation) x + px where p E R1. Then, we define the reduced distance of L, 
from Lo by the relation 
d* (L, ; Lo) = Mian MiOn M$ d(L, , TsTBTpLI), 
P 
(18) 
where T,T,T,L, denotes the image of L, under the operation TBT,T, , and 
d(L, , T,T,T,L,) is the distance between Lo and T,T,T,L, in the sense of (17). 
Clearly, it is the reduced distance in the sense of (18) rather than the distance 
in the sense of (17) that should be used in applying the minimum-distance 
decision rule to the case where Q is a set of line patterns in R2. 
To conclude our discussion of pattern classification, we shall indicate 
how the formulation given in the beginning of this section can be extended 
to fuzzy sets. Thus, let A and B denote two such sets in Sz, with fA and fB 
denoting their respective characteristic functions. Suppose that we are given 
n sample triplets (xl, fal, fB1), .. . . (xn,fAn, fBn), with (2, fAi, fBi) representing 
a sample consisting of xi and the values of fA and fB at xi. The problem of 
pattern classification in this context is essentially that of estimating the 
characteristic functions fA and fB from the given collection of samples. 
Clearly, this formulation of the problem includes as a special case the pattern- 
classification problem stated earlier for the case where A and B are sets in Sz. 
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