In this paper, we analyze the main topological properties of a relevant class of topologies associated with spaces ordered by preferences (asymmetric, negatively transitive binary relations). This class consists of certain continuous topologies which include the order topology. The concept of saturated identification is introduced in order to provide a natural proof of the fact that all these spaces possess topological properties analogous to those of linearly ordered topological spaces, inter alia monotone and hereditary normality, and complete regularity.
LOTS and GO-space to the preference case, namely, POTS (for Preference-Ordered Topological Space) and GPO-space (for Generalized Preference-Ordered space), respectively.
For POTS, some results have been obtained, e.g., by Mehta, who provided characterizations of separability and second countability in [16] , and by Herden, who gave a characterization of second countability in [11] . Here, we show that GPO-spaces, which are not T 0 unless the order is linear, are (hereditarily) normal and (completely) regular. Furthermore, they satisfy a condition that is equivalent to monotone normality for T 1 -spaces. The procedure for obtaining these results consists of studying the properties of certain maps that we call saturated identifications. The projection of a GPO-space onto a suitable GO-space is a saturated identification. As well as providing the aforementioned facts, this enables us to characterize many topological properties of GPO-spaces via the GO-space case. Other properties that had not been studied in GO-spaces, namely, topological separability and the first and second axioms of countability, are characterized for GPO-spaces in Alcantud [1] .
This paper is organized as follows. We introduce saturated identifications, study their properties, and recall some topological definitions in Section 2. After fixing the terminology on partially ordered sets, we define GPO-spaces as a natural generalization of GO-spaces and we give two characterizations of this concept in Section 3. We also link saturated identifications and the subject of our study. Those 
2]).
A closely related property (as defined in Gruenhage [9] ) is the following: Definition 2.4. A topological space satisfies property MN if there exists an operator M which assigns to each (x, U ) ordered pair with
Without loss of generality, we can assume that, for all
In general, MN implies MN. Moreover, MN and MN are equivalent in T 1 spaces (cf. Gruenhage [9, Thm. 5.19] ).
Recall the well-known characterization (cf. Willard [23] 15B) that a topological space is hereditarily normal if and only if every two separated subsets of it admit disjoint neighborhoods (i.e., for any A and B subsets, if cl(
It is known that (countable) compactness, Lindelöff, separability, connectedness are preserved by continuous onto maps; local connectedness is preserved by quotient maps; first and second countability and local compactness are preserved by open and continuous onto maps; (hereditary, monotone) normality are preserved by closed and continuous onto maps; regularity is preserved by open and closed continuous onto maps, and perfect onto maps. Therefore, all these properties are preserved by saturated identifications.
In addition, saturated identifications transfer properties from the quotient topology τ to the original topology τ too. This is proved in Theorem 2.1. Some of those properties are a consequence of the following fact, whose proof is immediate: Proof. The sufficiency of the conditions in (i) to (v), as well as (vi) and (vii), have already been justified. Now, we proceed to prove the necessity in conditions (iv) and (v), which are used later. Proofs for the remaining implications can be found in Alcantud and Gutiérrez [2] .
(iv) Suppose that X is locally connected; we will show that X is locally connected. Given x ∈ X, we must find a base of connected neighborhoods of x. If {V α } α∈Λ is a base of connected neighborhoods of f (x) it has been shown in the proof of (i) that {f −1 (V α )} α∈Λ is a base of neighborhoods of x. It only remains to see that it consists of connected sets.
To check this, firstly, we prove that if C ⊆ X is connected,
Otherwise, there would be disjoint nonvoid sets A, B ⊆ X, open in the relative topology of
thus, this set is open in the relative topology of C (and the same is true for B). The sets f (
and they are disjoint (otherwise, there exists y ∈ f (A ∩f −1 (C))∩f (B ∩f −1 (C)), and
In particular, we have obtained that X is connected if X is connected, and that C ⊆ X is connected if and only if f −1 (C) is connected (the necessary condition holds because f is onto and continuous).
It remains to see that for all
and they are disjoint
holds from x ∈ B. This contradicts the fact that A ∩ B ∩ C = ∅).
(v) Both implications have been justified for normality. We now verify the necessary condition for hereditary normality using the aforementioned characterization. Suppose that τ is hereditarily normal. Let A, B be separated subsets of X; then f (A) and f (B) are separated (by symmetry, we only need to show that:
cl(f (A))∩f (B) = ∅): f closed and continuous implies f (cl(
We now verify the necessary condition for monotone normality. Suppose that τ is monotonically normal. Take D a monotone normality operator on X . For any H and
f (H) and f (K) are closed and disjoint too). The operator D so defined clearly satisfies (MN .2). Let us see that D also satisfies (MN .1).
by the continuity of f and, therefore, cl
3. GPO-spaces: definitions and first properties. Recall some definitions. A binary relation < on a set X is asymmetric if, for any x, y ∈ X, x < y implies that y < x is false. We say that it is negatively transitive if, for each x, y, z ∈ X such that x < y is false and y < z is false, then x < z is false. An asymmetric, negatively transitive binary relation < on a set is a preference. If a preference < satisfies that either x < y or y < x for any distinct elements x and y, then < is called a linear (or total) order. We say that X is a set ordered by a preference < and X is linearly ordered by <, respectively. We may associate with any preference < an equivalence relation called indifference relation. It is denoted by ∼ and defined by x ∼ y if and only if not, x < y, not y < x. By x y, we mean x < y or x ∼ y.
In what follows, if a preference is denoted by <, then ∼ stands for the indifference that < induces. If the preference is denoted by < , the symbol ∼ is used instead.
Every preference < on a set X satisfies (cf. Fishburn [8, Thm. 2.1]): (P.1) for every a, x, y, z ∈ X : a ∼ y < z implies a < z and x < y ∼ a implies x < a, (P.2) for every x, y ∈ X: exactly one of x < y, x ∼ y or y < x is true. A transitive, asymmetric (or irreflexive) binary relation < is called a partial order. Preferences are examples of partial orders. The order topology associated with a partial order < (denoted by τ or (<), or simply τ or if no confusion is possible) is the topology which has the family formed by X and all the subsets {a ∈ X : a < x} and {a ∈ X : x < a} with x ranging over X as a subbase of open sets. If < is a linear order on X, we say that (X,<,τ or (<)) is a LOTS, which stands for linearly ordered topological space.
For a partially ordered space (X, <), we adopt the convention: given A ⊆ X and x ∈ X, x < A (A < x) if and only if x < a (a < x) for all a ∈ A. Consequently, x < ∅ (and ∅ < x). We let A l = {x ∈ X : x < A}, A u = {x ∈ X : A < x}. Consequently,
The base Ꮾ of τ or formed by finite intersections of elements from the defining subbase is
Notice that T = ∅ and S = ∅ account for the cases when all the elements intersected are of the type {x ∈ X : a < x} or the type {x ∈ X : x < b}.
When we refer to the order topology derived from a preference, the use of the symbols +∞ and −∞ are defined by: each x ∈ X satisfies x < +∞ and −∞ < x. The base Ꮾ of τ or is expressed simply by Ꮾ = {{x ∈ X : a < x < b} with a, b ∈ X ∪ {±∞}}. Definition 3.1. A GPO-space (for Generalized Preference-Ordered space) is a triple (X,<,τ), where < is a preference on X and τ is a topology on X such that τ or ≤ τ and τ has a base formed by convex sets (C ⊆ X is convex if p z q and p, q ∈ C implies z ∈ C). A POTS (Preference-Ordered Topological Space) is a triple (X,<,τ or ), where < is a preference on X.
If < is a linear order, we obtain a GO-space and a LOTS, respectively (as defined e.g., in Faber [7] ).
Remark. Notice that, in any GPO-space, ∼ saturates the topology. Indeed, if y ∈ A, A ∈ τ and x ∼ y, then there exists C convex in A such that y ∈ C. Now, y x y implies x ∈ C ⊆ A.
A construction inspired in Faber [7, Prop. 2.1.2] permits one to show that every GPOspace can be topologically embedded in a POTS, i.e., in a set endowed with an order topology derived from a preference (and, conversely, every subspace of a GPO-space is clearly a GPO-space). Besides, we obtain a further characterization in terms of bases: Proposition 3.1. Let X be a set ordered by a preference < and τ a topology on X.
Then (X,<,τ) is a GPO-space if and only if τ has a base consisting of all the subsets {x ∈ X : a < x < b} with a, b ∈ X ∪ {±∞} and possibly some subsets of any of the following three types:
{x ∈ X : a < x b} with a ∈ X ∪ {−∞} and b ∈ X {x ∈ X : a x < b} with b ∈ X ∪ {+∞} and a ∈ X {x ∈ X : a x b} with a, b ∈ X.
(3.2)
Proof. From (P.1) above, all those sets are clearly convex. The fact that all the subsets of the type {x ∈ X : a < x < b} are open is equivalent to τ or ≤ τ. These two arguments justify the sufficiency of the claimed condition.
For the necessary condition, it suffices to show that the set Ꮾ of all the open subsets that have any of those forms is a base of τ. To this end, let A ∈ τ and y ∈ A. We find some B ∈ Ꮾ with y ∈ B ⊆ A. There exists C open and convex such that y ∈ C ⊆ A, and four cases may happen:
(i) There are c, c ∈ C with c < y < c . Then y ∈ B := {x ∈ X : c < x < c } ⊆ C ⊆ A by the convexity of C. Now, B ∈ Ꮾ since B ∈ τ or ≤ τ and it has the required form.
(ii) There is c ∈ C with c < y and there is no c ∈ C with y < c . Then B = {x ∈ X : c < x y} satisfies B = C ∩ {x ∈ X : c < x}, by the convexity of C. Thus, B is the intersection of two open sets and, therefore, as it fell within one of the required forms, B ∈ Ꮾ. Furthermore, y ∈ B ⊆ C ⊆ A.
(iii) There is c ∈ C with y < c and there is no c ∈ C with c < y. The argument is analogous to that of case (ii).
(iv) There is no c ∈ C with y < c and there is no c ∈ C with c < y. Then, as C is convex, C = {x ∈ X : x ∼ y} ∈ τ and C ∈ Ꮾ (since C = {x ∈ X : y x y}. Furthermore, y ∈ C ⊆ A.
The strongest topology for which (X,<,τ) is a GPO-space is the indifference topology, which is defined by τ ∼ := {unions of equivalence classes by∼}. The coarsest one is obviously τ or (<) itself. Corollary 4.1 exhibits two cases in which the topology τ of a GPO-space must equal τ or (<), namely, when τ is connected and when τ is compact.
Recall that a map f : (X, <) → (X ,< ) between partially ordered sets is orderpreserving if x < y implies f (x) < f (y). If, furthermore, f (x) < f (y) implies x < y, we say that f is an order-equimorphism.
Proposition 3.2. Let f : (X, <) → (X ,< ) be an epijective, order-preserving map between sets ordered by preferences. Then the following statements are equivalent: (i) f is an order-equimorphism (ii) f is a saturated identification with τ or (<), τ or (< ).

Proof. (i)⇒(ii)
We take Ꮾ = {{x ∈ X : S < x < T } with S, T ⊆ X finite} as a base of τ or (<) and Ꮾ = {{x ∈ X : S < x < T } with S ,T ⊆ X finite} base of τ or (< ). Now, f is continuous: given B ∈ Ꮾ , we can write B = {x ∈ X : S <
x < T } with S ,T ⊆ X finite. There are S, T ⊆ X finite such that f (S) = S and f (T )
for some S < x < T , then S < f (x) = x < T , and, therefore, S < x < T because f is order-equimorphism) and the opposite inclusion is straightforward. Hence, it follows that
Moreover, f is open: for every S, T ⊆ X, we have
y ∈ A, and there exist S, T ⊆ X finite such that y ∈ {z ∈ X : S < z < T } ⊆ A. Reasoning as above, S < x < T and x ∈ {z ∈ X :
; but this contradicts the continuity of f because {x < f (y)} ∈ τ or (< ).
Notice that the implication (i)⇒(ii) holds for any partially ordered set, as proved in Alcantud and Gutiérrez [2, Prop. 2]. Further conditions equivalent to (i) and (ii) are provided by [2, Prop. 3] .
In applying Theorem 2.1 to the study of GPO-spaces, our main tool is the next Corollary. Given a preference < on X, a linear order < is naturally induced on X/ ∼ (cf. Fishburn [8] ). Thus: (ii) τ = τ or if and only if τ quot = τ or (< ).
Proof. (i)
We denote by p the projection onto the quotient set. We already observed that, in any GPO-space, the indifference relation saturates the topology, which means that p is a saturated identification with τ, τ quot . Now, suppose that (X,<,τ) is a GPO-space. Let Ꮾ be a base of τ formed by convex sets. We shall see that Ꮾ = {p(B) : B ∈ Ꮾ} is a base of τ quot formed by convex sets. We only need to show that p(B) is convex for every B ∈ Ꮾ, i.e., that if a x b for some a ,b ∈ p(B), then x ∈ p(B). Indeed, since there are a, b ∈ B and x ∈ X with a = p(a), b = p(B), x = p(x) and, thus, with a x b, we have x ∈ B (by convexity) and x ∈ p(B). Hence, Ꮾ is formed by convex sets. Now, in order to prove that (X/ ∼,< ,τ quot ) is a GO-space, we verify that τ or (< ) ≤ τ quot . From Corollary 3.1, p is a saturated identification with the order topologies. Thus, for every A ∈ τ or (< ),
with τ and τ quot ).
Conversely, suppose that (X/ ∼,< ,τ quot ) is a GO-space. Let Ꮾ be a base of τ quot formed by convex sets. We shall see that Ꮾ = {p −1 (B ) : B ∈ Ꮾ } is a base of τ formed by convex sets. We only need to show that p −1 (B ) is convex for every B ∈ Ꮾ , i.e., that
. Hence, Ꮾ is formed by convex sets. Now, in order to prove that (X,<,τ) is a GPO-space, we verify that τ or (<) ≤ τ. Since (X/ ∼,< ,τ quot ) is a GO-space, it follows that τ or (< ) ≤ τ quot . As p is a saturated identification with the order topologies, for all A ∈ τ or (<), we have
since p is continuous with τ and τ quot ).
(ii) Assume that τ = τ or (<). Now, p −1 (A) ∈ τ = τ or (<) for every A ∈ τ quot and then Recall that a topological space is collectionwise normal if, for each discrete collection Ᏼ of closed subsets of X, there is a collection Ᏸ = {D(H) : H ∈ Ᏼ} of pairwise disjoint, open subsets of X with the property that H ⊆ D(H) for every H ∈ Ᏼ. Under these conditions, Ᏼ is discrete if each point of X has a neighborhood that meets at most a finite number of members of the collection. Heath and Lutzer) , every GO-space is monotonically normal. Because GO-spaces are T 1 , they also satisfy MN . Propositions 4.1 and 4.2 imply that GPO-spaces satisfy MN and, therefore, they are monotonically normal. The proof of Heath et al. [10, Thm. 3 .1] (due to Zenor) yields the last statement, because it shows that monotone normality MN implies hereditary collectionwise normality without requiring the T 1 axiom.
Since every GO-space is (T 1 and) hereditarily normal, Theorem 2.1 implies that GPOspaces are hereditarily normal and (completely) regular.
Remark. If (X,<,τ) is a GPO-space, we have shown in Proposition 4.1 that (X/ ∼, < ,τ quot ) is a GO-space and the projection p : (X, τ) → (X/ ∼,τ quot ) is a saturated
