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Abstract
Semantic scene classification is a challenging research
problem that aims to categorise images into semantic
classes such as beaches, sunsets or mountains. This prob-
lem can be formulated as multi-labeled classification prob-
lem where an image can belong to more than one concep-
tual class such as sunsets and beaches at the same time. Re-
cently, Kernel Discriminant Analysis combined with spec-
tral regression (SR-KDA) has been successfully used for
face, text and spoken letter recognition. But SR-KDA
method works only with positive definite symmetric matri-
ces. In this paper, we have modified this method to support
both definite and indefinite symmetric matrices. The main
idea is to use LDLT decomposition instead of Cholesky
decomposition. The modified SR-KDA is applied to scene
database involving 6 concepts. We validate the advocated
approach and demonstrate that it yields significant perfor-
mance gains when conditionally positive definite triangular
kernel is used instead of positive definite symmetric kernels
such as linear, polynomial or RBF. The results also indicate
performance gains when compared with the state-of-the art
multi-label methods for semantic scene classification.
1 Introduction
The image/video database retrieval problem involves
finding in the database, instances of multimedia content that
is similar to the content of interest, specified by the user. Se-
mantic scene classification is a challenging research prob-
lem that aims to categorise images into semantic classes
such as beaches, sunsets or mountains [4]. This problem
can be formulated as multi-labeled classification [24] where
an image can belong to more than one conceptual class such
as sunsets and beaches at the same time.
Multilabel classification methods can be divided into two
different groups [24]: i) problem transformation methods
ii) algorithm adaptation methods. Problem transformation
methods aim to transform multilabel classification problem
into one or more single-label classification [4, 9], or label
ranking [5] tasks. Algorithm adaptation methods extend tra-
ditional learning classifiers in order to handle multi-label di-
rectory [8, 10, 27]. This paper deals with the former group
of methods.
Binary relevance (BR) learning is the most widely-used
problem transformation method and is adopted in this paper.
It considers the prediction of each label as an independent
binary classification task [5]. The original data set is divided
into |Y | data sets where Y = {1, 2, ..., q} is the finite set of
labels. BR learns one binary classifier ha : X → {¬a, a}
for each concept a ∈ Y .
Linear Discriminant Analysis (LDA) [12] is one of the
most widely used statistical methods that has proved suc-
cessful in many classification problems. LDA as well as
SVM are linear classifiers learned by optimizing differ-
ent criteria. Nonlinear extensions through implicit map-
ping of the original nonlinear observations into a high di-
mensional feature space (kernel trick) are widely used and
the same mapping functions (kernels) can be used for both
methods. Kernel Fisher Discriminant Analysis [17] and
Generalized Discriminant Analysis [2] are the most pop-
ular kernel-based extensions of LDA. However, the main
issue with these approaches is the singularity and the com-
plexity of eigen-value decomposition, in particular for large
datasets in image or video retrieval. Regularization tech-
niques [2] or generalised singular value decomposition [19]
can handle singularities while greedy approximation [18] or
QR decomposition [26] can speed-up eigen-decomposition
but more promising approach was introduced in [6] in the
context of multi-class face, text and spoken letter recog-
nition. They have proposed to use Spectral Regression
which combines the spectral graph analysis and regression
for an efficient large matrix decomposition in KDA. It has
been demonstrated in [6] that KDA using Spectral Regres-
sion (SR-KDA) can achieve an order of magnitude speedup
over the eigen-decomposition while producing smaller error
rate when compared with state-of-the-art classifiers such as
SVM.
SR-KDA proposed by Cai et al [6] requires positive def-
inite matrix as Cholesky decomposition is used for com-
plex eigen-value decomposition. That means positive defi-
niteness has to be checked for kernels to be suitable in this
method. But there are alternative kernels called conditional
positive definite or indefinite kernels that have drawn atten-
tion during the last decade and proved successful in image
recognition [3].
LDLT decomposition is applicable to symmetric matri-
ces which are not positive definite. In this paper, we propose
to use LDLT decomposition instead of Cholesky decompo-
sition and thus the modified SR-KDA can be used for pos-
itive definite, conditionally positive definite and indefinite
symmetric matrices. The modified SR-KDA is then applied
to scene database involving 6 concepts. We validate the ad-
vocated approach and demonstrate that it yields significant
performance gains when conditionally positive definite tri-
angular kernel is used instead of positive definite symmet-
ric kernels e.g linear, polynomial or RBF. The results also
indicate performance gains when compared with the state-
of-the art multi-label methods for semantic scene classifi-
cation. The other strong point of using SR-KDA for mul-
tilabel classification using positive definite kernel such as
RBF is that the time complexity scales linearly with respect
to the number of labels |Y |. The main computationally in-
tensive operation is either Cholesky or LDLT decomposi-
tion, which is actually independent of |Y |.
The paper is organised as follows. In section 2, we re-
view state-of-the-art methods for semantic scene classifica-
tion. Section 3 discusses kernel discriminant analysis us-
ing spectral regression along with proposed modification to
support indefinite symmetric matrices. Experiments are dis-
cussed in Section 4 followed by the results and discussion
in Section 5. Section 6 concludes the paper.
2 Related Work
In this section, we briefly review state-of-art-methods for
semantic scene classification. Since, we have used two sets
of measures for the performance study, methods for these
evaluation metrics are discussed separately. The first mea-
sure is an image ranking measure used in classical image re-
trieval for individual concepts. The second set of measures
are the label rank based measures used frequently to com-
pute the performance of multi-label learning system [21].
These evaluation metrics are described in section 4.3.
2.1 Individual Concept Ranking Measure
Most image/video database methods in the literature
adopt the detection of each concept as a binary classification
problem and use discriminative machine learning solutions
to learn individual concepts. For example in [22], the goal
is to detect the presence of 101 semantic concepts in videos.
In this discriminative setting, SVMs are employed. [14]
considers the situation where each image/video can take
multiple class labels, i.e., the multi-label problem. How-
ever, the underlying probabilistic model is still discrimina-
tive. More examples of using discriminative machine learn-
ing techniques for image/video classification can be found
in [7, 11, 15, 20].
2.2 Multi-label Ranking Measures
Multilabel scene classification is a rapidly developing
field and numerous methods have been proposed to solve
this problem [4, 9, 5, 8, 10, 27]. In this section, we briefly
review some state-of-the-art methods used in this paper for
comparison. Binary Relevance (BR) and Label Powerset
(LP) learning are the most widely transformation methods
for multilabel classification. BR considers the prediction
of each label as an independent binary classification task
while LP considers each different subset of Y as a single
label and then learns only a single classifier. In [23], two
variants of the k-nearest neighbour classifier (BRkNNa) and
(BRkNNb) are proposed with BR transformation. In [13],
multilabel classification is performed via calibrated label
ranking. The key idea in their method (CMLPC) is to in-
troduce an artificial calibration label that, in each example,
separates the relevant label from the irrelevant labels. Lin-
ear Perceptron was used as base classifier in CMLPC. In
[27], a lazy learning approach (ML-KNN) is proposed.
3 Kernel Discriminant Analysis using Spec-
tral Regression (SR-KDA)
Kernel Discriminant Analysis is a nonlinear extension of
LDA [12] which maps the original nonlinear measurements
into a higher dimensional space thus using the ”kernel trick”
in a similar way to SVM. Let xi be training vectors xi ∈
Rd, i = 1, · · · ,m. K is an m × m kernel matrix and q is
the number of class labels. If ν denotes a projective function
in the kernel feature space, then the objective function for
KDA is
max
ν
D(ν) = ν
TCbν
νTCtν
(1)
where Cb and Ct denote the between-class and total scatter
matrices in the feature space respectively. Equation 1 can
be solved by the eigen-problem Cb = λCt. It is proved in
[2] that equation 1 is equivalent to
max
α
D(α) = α
TKWKα
αTKKα
(2)
where α = [α1, α2, .....αm]T is the eigen-vector satis-
fying KWKα = λKKα. K is the kernel matrix and
W = (Wl)l=1,....n is a (m ×m) block diagonal matrix of
labels arranged such that upper block corresponds to pos-
itive examples and lower one to negative examples of the
class. Each eigenvector α gives a projection function ν in
the feature space.
It is proved in [6] that instead of solving the eigen-
problem in Eqn. 2, the KDA projections can be obtained
by the following two linear equations
Wφ = λφ
(K + δI)α = φ (3)
where φ and α are the eigenvectors of eigen-problem, I
is the identity matrix and δ > 0 is the regularisation pa-
rameter. Eigen-vectors φ are obtained directly from Gram-
Schmidt method. Since (K + δI) is positive definite, the
Cholesky decomposition is used to solve the linear equa-
tions from Eqn 3. Thus, SR-KDA only needs to solve a
set of regularised regression problems [6] and there is no
eigenvector computation involved. This results in great im-
provement of computational cost and allows to handle large
kernel matrices.
3.1 SR-KDA for indefinite symmetric ma-
trices
One of the assumptions in SR-KDA is that the matrix
(K + δI) must be positive definite as Cholesky decomposi-
tion is used to solve the linear equations from Eqn 3. In this
paper, we propose to use LDLT decomposition instead of
Cholesky decomposition. LDLT -decomposition is appli-
cable to symmetric matrices which are not positive definite.
As opposed to Cholesky decomposition, which is applica-
ble only for symmetric positive definite matrices, LDLT -
decomposition exists any each symmetric matrix [1].
In LDLT decomposition, D is a diagonal matrix, L is
a lower triangular matrix with ones on its diagonal and LT
denotes its transpose. If (K + δI) is non singular, so is
L [16]. In this case L and D are uniquely determined by
the matrix (K + δI). It should be noted that the LDLT -
decomposition is faster than the LU-decomposition e.g. sin-
gular value decomposition used in original KDA but slower
than the Cholesky decomposition, so it is recommended to
use the latter whenever the matrix is symmetric positive def-
inite.
3.2 SR-KDA for Multi-label Scene Classi-
fication
In this paper, we propose to use modified SR-KDA for
multi-label scene classification. Binary Relevance (BR)
transformation discussed in Sections 1 and 2 is used as
transformation method i.e. for each concept, a SR-KDA
classifier is learned. Among the strong points of using SR-
KDA for multilabel classification is that its time complex-
ity scales linearly with respect to |Y |. The main compu-
tationally intensive operation is either Cholesky or LDLT
decomposition, which is actually independent of |Y |.
3.3 Triangular Kernel
Normally, the classification power of kernel classifiers
comes directly from the complexity of the underlying ker-
nels. In this paper, we have used standard RBF kernel along
with triangular kernel. These kernels are defined as follows:
KTriangular(xi, xj) = −||xi − xj ||β (4)
KRBF (xi, xj) = exp(−γ × ||xi − xj ||2) (5)
4 Experimental Setup
A real-world Scene data which has been studied in the
literature is used for experiments [4]. In scene data set, 6
categories are used. This data set is divided into 1211 train-
ing samples and 1196 test samples. The feature vector con-
sists of 294 features. Detailed description about how these
features are computed can be found in [4]. Table 1 show the
ground truth in Scene data set.
Concept Ground Truth Concept Ground Truth
Train Test Train Test
Beach 227 200 Mountain 196 235
Fall Foliage 199 165 Sunset 277 256
Field 197 200 Urban 207 204
Table 1. Ground Truth in Scene Data set.
4.1 Benchmark Methods
The modified SR-KDA method is evaluated using 5 ker-
nels (Triangular, Pseudo-Euclidean, RBF, Polynomial and
Linear) and compared with the state of the art SVM classi-
fier. For SVM, all except triangular and pseudo-euclidean
kernels are used. Since, conventional SVM also requires
positive definite kernels, it is not possible to evaluate it us-
ing these kernels. However, in [3], conditionally positive
definite kernels are used with SVM under some assump-
tions and we will investigate then in future. Furthermore,
the modified SR-KDA is also compared with state-of-the-
art methods for multi-label classification namely BR-SVM
[4], CMPLC-LP [13], BR-KNNa [23], BR-KNNb [23],
ML-KNN [27].
4.2 Implementation
In our experiments we used the SVM implementa-
tion from the publicly available machine learning toolbox
SHOGUN1 and Matlab implementation of Spectral Regres-
sion for KDA from [6]. The original matlab implementa-
tion of SR-KDA is modified to support kernels other than
positive definite. All kernel functions (Linear, Polynomial,
RBF, Triangular and Pseudo-Euclidean) are implemented
from kernel toolbox KerMet 2. In addition, multi-label clas-
sification methods BR-KNNa, BR-KNNb andML-KNN are
implemented via publicly available Java package based on
WEKA [25] 3.
4.3 Evaluation Measures
We used two sets of measures for the performance study.
The first set of measures comprises image ranking measures
used in classical image retrieval for individual concepts.
The second set of measures are label rank based measures
used frequently to compute the performance of multi-label
learning system [21].
4.3.1 Individual Concepts Ranking Measure (Average
Precision):
The average precision is a single-valued measure that is pro-
portional to the area under a precision-recall curve. This
value is the average of the precision over all relevant judged
shots. This metric combines precision and recall into one
performance value. This measure is computed from the
ranking list of all the key frames in the database established
by ordering their similarities to a specified concept. Aver-
age Precision for each concept (AP ) is defined as
AP =
1
|R|
|R|∑
k=1
ck (6)
where R is the number of positive samples in a test set and
the contribution ck of the kth element in the ranking list is
defined as
ck = {
|R∩Mk|
k if concept true
0 if concept not true
(7)
where Mk = {i1, i2, ...., ik} is a ranked list of the top k
retrieved samples from the test set.
4.3.2 Multi-label Ranking Measures
Hamming Loss, One Error, Coverage, Ranking Loss and
Average Precision are the most popular ranking measures
for multi-label classification and are used in this paper for
comparison with different methods. The details can be
1http://www.shogun-toolbox.org/
2http://lmb.informatik.uni-freiburg.de/people/haasdonk/KerMet-Tools/
3http://mlkd.csd.auth.gr/multilabel.html
found in [21, 13, 27]. Hamming loss computes the percent-
age of labels that are misclassified i.e. relevant labels that
are not predicted or irrelevant labels that are predicted. One
Error evaluates how many times the top-ranked label was
not in the set of possible labels. For single label classifi-
cation problems, the one-error is similar to ordinary error.
Coverage assesses performance of a system for all the pos-
sible labels of images. For single-label classification prob-
lems, the coverage is the average rank of the correct label
and is zero if the system does not make any classification
errors. Ranking Loss evaluates the average fraction of la-
bel pairs that are reversely ordered for the instance. The
smaller the values of Hamming Loss, One Error, Coverage
and Ranking Loss, the better is the performance. Average
Precision is frequently used in information retrieval systems
to evaluate the image ranking performance for query re-
trieval and discussed in section 4.3.1. Nevertheless, it is
used here to measure the effectiveness of the label rankings.
The higher the value of average precision, the better is the
performance.
5 Results and Discussion
Table 2 shows the average precision (AP) for each
concept using SR-KDA/SVM classifiers and Triangular,
Pseudo-Euclidean, RBF, Polynomial and Linear kernels.
From the results, it is cleared that the triangular kernel us-
ing SR-KDA performs best in all concepts. Overall in mean
average precision (MAP), there is 6.1% improvement when
compared with RBF kernel of SR-KDA and 7.7% improve-
ment when compared with polynomial kernel of SVM. It
should be noted that the best performance is achieved with
SVM using polynomial kernel. It is also worth noting
that pseudo-euclidean indefinite symmetric kernel performs
quite poorly compared to other kernels, but we would like
to stress that it has been shown here to indicate the possi-
bility of using indefinite symmetric kernels using modified
SR-KDA.
When SR-KDA and SVM are compared using same ker-
nels, SVM has better performance for polynomial and linear
kernels while SR-KDA performs higher for RBF kernel in
terms of MAP. Table 2 also indicates that when SVM and
SR-KDA are compared using same kernels like RBF, the
performance varies for different object categories. For ex-
ample, using RBF kernel, SR-KDA has better performance
in beach, fall foliage, field and sunset categories while SVM
performs better in mountain and urban.
Table 3 shows the multi-label evaluation measures us-
ing various kernels and SR-KDA/SVM. The results clearly
indicate that the triangular kernel using modified SR-KDA
outperforms all other kernels in all ranking evaluation crite-
ria. The triangular kernel has a HammingLoss, One-Error,
Coverage, Ranking Loss and Average Precision of 0.0769,
0.1840, 0.4423, 0.0667 and 0.8860 respectively while the
Concept SR-KDA SVM
Triangular PE RBF Poly Linear RBF Poly Linear
β = 1.0 p = 1 γ = 0.5 deg = 2 γ = 0.5 deg = 2
Beach 0.8714 0.6524 0.8471 0.8242 0.6910 0.7722 0.7852 0.7609
Fall Foliage 0.9803 0.8546 0.9667 0.9539 0.8958 0.9600 0.9653 0.9565
Field 0.9492 0.5715 0.8985 0.8425 0.6176 0.8733 0.8947 0.8376
Mountain 0.9252 0.7840 0.8934 0.8756 0.805 0.8958 0.8995 0.8925
Sunset 0.6762 0.4261 0.5870 0.5641 0.4748 0.5619 0.5663 0.5408
Urban 0.7678 0.4449 0.6799 0.6234 0.5036 0.6888 0.7184 0.6639
MAP 0.8617 0.6223 0.8121 0.7806 0.6646 0.7920 0.8000 0.7754
Table 2. Comparison of Average Precision for Individual Concepts. PE = Pseudo-Euclidean.
Concept SR-KDA SVM
Triangular PE RBF Poly Linear RBF Poly Linear
HammingLoss ↓ 0.0769 0.1421 0.0929 0.0998 0.1364 0.1148 0.0971 0.1168
One-Error ↓ 0.1840 0.3687 0.2107 0.2258 0.3261 0.2207 0.2174 0.2224
Coverage ↓ 0.4423 0.8972 0.5477 0.5920 0.7884 0.5059 0.4866 0.5159
RankingLoss ↓ 0.0667 0.1563 0.0870 0.0961 0.1352 0.0803 0.0765 0.0823
AvgPrecision ↑ 0.8860 0.7639 0.8645 0.8539 0.7927 0.8642 0.8679 0.8623
Table 3. Comparison of multi-label ranking measures for various kernels using modified SR-KDA
and SVM. PE = Pseudo-Euclidean. For each evaluation criterion, ↓ indicates “the smaller the better”
while ↑ indicates “the higher the better”
second best is polynomial kernel using SVM with values
0.0971, 0.2174, 0.4866, 0.0765 and 0.8679 respectively. In
summary, by using conditional positive definite kernel such
as triangular, much better performance is achieved.
Table 4 shows the comparison of modified SR-KDA us-
ing triangular kernel with state-of-the art multi-label clas-
sification methods. SR-KDA has outperformed all other
methods in all evaluation measures. SR-KDA gives an im-
provement of approx. 15%, 2%, 8.5% and 2% in ham-
ming loss, coverage, ranking loss and average precision
respectively when compared with nearest best multi-label
method CMPLC-LP. Similarly, there is improvement of ap-
prox. 15% for one-error when compared with BR-SVM.
5.1 Execution Time
Table 5 shows the training time for original and modi-
fied SR-KDA. As discussed in Section 1, one binary classi-
fier is needed for each label. All the experiments have been
performed on a 16 × 3GHz hyperthreaded CPUs and 128
GBytes of memory. Since there are 6 concepts in scene data
set, original SR-KDA trains 6 classifiers in approx. 0.24
seconds while modified SR-KDA requires approx. 0.36 s
to train 6 classifiers. This additional time is due to the di-
agonal matrix D in LDLT decomposition which requires
an additional linear equation to solve. The table clearly in-
dicates that the main computationally intensive operation is
either Cholesky or LDLT decomposition for positive defi-
nite kernel which is actually independent of the number of
labels |Y |. For triangular kernel, since diagonal matrix D
is not sparse, it requires more time to train each concept.
It should be noted that the LDLT decomposition is slower
than the Cholesky decomposition, so it is recommended to
use the latter whenever the matrix is symmetric positive def-
inite.
Original SR-KDA Modified SR-KDA
RBF RBF Tria
Decomposition 0.12 0.25 0.25
Training (6 classifiers) 0.24 0.36 4.00
Total 0.36 0.61 4.25
Table 5. Execution Time in seconds for origi-
nal and modified SR-KDA.
6 Conclusions
Kernel discriminant analysis using spectral regression
(SR-KDA) is modified in this paper to support both positive
definite and indefinite symmetric matrices. The main idea is
to use LDLT decomposition instead of Cholesky decompo-
sition. The modified SR-KDA using triangular kernel is ap-
plied to scene database involving 6 concepts and evaluated
using various ranking measures. The results clearly indicate
its advantage over other approaches. In this paper, Binary
relevance (BR) learning is used as a problem transformation
method for multi-label classification. Future research aims
to use other problem transformation methods such as Label
Powerset (LP) for semantic scene classification.
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BR-SR-KDA BR-SVM CMPLC-LP [13] BR-KNNa [23] BR-KNNb [23] ML-KNN [27]
k = 17 k = 17 k = 15
HammingLoss ↓ 0.0769 0.0971 0.0903 0.1066 0.1080 0.0974
One-Error ↓ 0.1840 0.2174 0.2243 0.2918 0.2918 0.2425
Coverage ↓ 0.4423 0.4866 0.4512 0.6279 0.6279 0.5217
RankingLoss ↓ 0.0667 0.0765 0.0729 0.1170 0.1170 0.0837
AvgPrecision ↑ 0.8860 0.8679 0.8670 0.8232 0.8232 0.8546
Table 4. Comparison of Multi-label Measures for different methods.
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