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Let Lpu = d4u/dx4 − d/dxp1du/dx + p2u u0 = u′′0 = u1 =
u′′1 = 0 where p ∈ L20 1	 × L20 1	. We show that for near constant coef-
ﬁcients, if p is even about 1/2 and Lp and Lp˜ have the same eigenvalues,
then knowledge of the ﬁrst coefﬁcient uniquely determines the second up to aver-
age value. Further, we show that knowledge of the second coefﬁcient uniquely
determines the ﬁrst. We derive precise eigenfunction asymptotics using resolvent
perturbation theory and prove the result using a simple perturbation of basis
argument. © 2001 Academic Press
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1. INTRODUCTION
We present a uniqueness result for the inverse eigenvalue problem
associated with the ordinary differential operator, Lp, deﬁned by
Lpu = d
4
dx4
u− d
dx
(
p1
d
dx
u
)
+ p2u (1)
with coefﬁcient p = p1 p2, on the domain
 = H40 1	  u0 = u1 = u′′0 = u′′1 = 0	 (2)
We will consider p ∈ L20 1	 ×L20 1	. Consequently, Lp will be deﬁned
via the bilinear form
pu v	 = u′′ v′′ + p1u′ v′ + p2u v (3)
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where · · is the usual L2 inner-product, on the form domain
 = H20 1	  u0 = u1 = 0	 (4)
The choice of  is motivated by the fact that for sufﬁciently smooth p the
associated linear operator is simply Lp on  (see [19, Sect. 5.3]).
We let
 = p ∈ L20 1	 × L20 1	  Lp has only simple eigenvalues (5)
and
 = p ∈   pix = pi1− x a.e. i = 1 2	 (6)
We denote the spectrum of Lp by σLp and the ball of radius ε > 0
about a ∈ L20 1	 × L20 1	 by Ba ε. We say a function f ∈ L20 1	
is even if f t = f 1 − t a.e. Our main result is given in the following
theorem.
Theorem 1.1. Let a ∈  be constant. There is an ε > 0 such that if
p p˜ ∈ Ba ε and σLp = σLp˜, then
(1) p2 = p˜2 implies p1 = p˜1.
(2) p1 = p˜1 and
∫ 1
0 p2x − p˜2xdx = 0 implies p2 = p˜2.
Roughly speaking, for two operators Lp and Lp˜ with only nonde-
generate eigenvalues and near-constant, even coefﬁcients, if they have the
same eigenvalues and one pair of corresponding coefﬁcients agree, then
the other coefﬁcients agree. Many uniqueness results of this type exist in
the literature [1–7, 12–17]. Our result differs in three respects from the
aforementioned results. First, we consider an operator with two unknown
coefﬁcients where isospectrality of a single set of eigenvalues and knowl-
edge of one coefﬁcient determine the other. Second, we use perturbation of
bases as in Appendix D of [18] and resolvent perturbation theory to estab-
lish the main result. Third, we consider a quadratic form representation of
the operator to allow consideration of a larger class of coefﬁcients.
Notice that in part two of Theorem 1.1 we have the additional assumption
that
∫ 1
0 p2t − p˜2tdt = 0. The reason for this is that information from
p1 pollutes the lower order terms in the asymptotic expansion of λnp,
hopelessly obscuring this information about p2. However, if one assumes
that p1 = 0, e.g., Lp = D4 + p2, then part two of Theorem 1.1 holds
without the additional assumption
∫ 1
0 p2t − p˜2tdt = 0.
The proof of Theorem 1.1 is based on the ideas of Borg [8, 9]. Let
p p˜ ∈  and suppose that Lp and Lp˜ have the same eigenvalues for
a given set of boundary conditions. Suppose that unx p and unx p˜ are
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L2-normalized eigenfunctions of Lp and Lp˜, respectively. A short com-
putation shows that
p1 − p˜1u′nx p u′nx p˜ + p2 − p˜2unx p unx p˜ = 0 (7)
from which we conclude that the function p − p˜ is biorthogonal to the
collection of vectors
np p˜ = u′nx pu′nx p˜ unx punx p˜	
Let πi·	 i = 1 2, be the ith projection operator on the product space
L20 1	 × L20 1	. To prove Theorem 1.1, it sufﬁces to show that the set
of functions πinp p˜	∞n=1 spans the even L2 functions of mean zero
for each i = 1 2. Establishing this relies on the following simple lemma.
Recall that a set of vectors en is a basis for a separable Hilbert space
 if (i) it is complete, i.e., u en = 0∀n ⇒ u = 0, and (ii) the en are
independent, i.e., if
∑∞
n=0 cnen = 0 for some sequence cn ∈ 2, then cn = 0
for all n. A Riesz basis has the additional property that the en u obey
au2 ≤
∞∑
n=0
en u2 ≤ Au2 (8)
for strictly positive constants a and A independent of u. We have:
Lemma 1.1. Let en∞n=0 be a Riesz basis of a separable Hilbert space  .
Let dn be a collection of vectors in  such that
∞∑
n=0
dn − en2 <
a2
A
	 (9)
Then, the vectors dn∞n=0 form a Riesz basis of  .
Proof. Consider the operators
Su =
∞∑
n=0
en udn
and
Tu =
∞∑
n=0
dn u en	
The space kerS is trivial if and only if the dn are linearly independent
since any sequence cn ∈ 2 is the set of “Fourier coefﬁcients” of some
vector u ∈  . The space kerT  is trivial if and only if the dn are a basis
since any vector orthogonal to all the dn lies in kerT , and the reverse
inclusion follows from the linear independence of the vectors en. Let
Vu =
∞∑
n=0
en uen	
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Vu is self-adjoint. Since the en form a Riesz basis, σVu ⊂ aA	. Since
a > 0, V −1u exists and V −1u  < 1a . It sufﬁces to show that
V −1u S − Vu < 1
and
V −1u T − Vu < 1	
We have
V −1u S − Vuu =
1
a
∥∥∥∥
∞∑
n=0
en udn − en
∥∥∥∥
≤ 1
a
( ∞∑
n=0
en u2
)1/2( ∞∑
n=0
dn − en2
)1/2
<
A1/2
a
( ∞∑
n=0
dn − en2
)1/2
u
< u
and similarly
V −1u T − Vuu ≤
1
a
∥∥∥∥
∞∑
n=0
dn − en uen
∥∥∥∥
< u	
Thus T−1 and S−1 both exist and are bounded, showing that dn∞n=0 is a
Riesz basis of  .
The proof of Theorem 1.1 will proceed as follows. Let p p˜ ∈  be of the
form described in Theorem 1.1. For deﬁniteness, let p2 = p˜2 since the case
for p1 = p˜1 is similar. In the notation from Lemma 1.1, let
 = p ∈ L20 1	  px = p1− x a.e.
e0= 1
en= 1− π1na a	 ≥ 1
(10)
and
d0= 1
dn= 1− π1np p˜	 n ≥ 1	
(11)
We will show, using a collection of results from [10, 19] and an application
of Lemma 1.1 that there is an ε > 0 such that for all p p˜ ∈ Ba ε
span en =  = spandn	
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Thus the set π1np p˜	∞n=1 spans the even functions of mean zero, from
which we may conclude that p1 = p˜1.
The remainder of the paper is organized in the following way. Part two
of the paper is dedicated to showing that the conditions of Lemma 1.1 are
met. In Section 2.1 we discuss the eigenfunctions of the constant coefﬁcient
operator La. In Section 2.2 we establish the asymptotic behavior of the
“high-energy” eigenfunctions. In Section 2.3 we establish the continuity of
the “low-energy” eigenfunctions as functions of the coefﬁcients. Sections 2.2
and 2.3 are needed to satisfy the basis stability condition (9). In Section 2.4
we show that πip p˜	 ∈  i = 1 2 through an analysis of parity. Finally,
Section 3 of the paper gives a formal proof of Theorem 1.1.
2. MEETING THE HYPOTHESES OF LEMMA 1.1
In this section we prove the results necessary to apply Lemma 1.1.
2.1. The Constant Coefﬁcient Operator
For later reference, we describe the eigenfunctions and eigenvalues of
the constant coefﬁcient operator La for a ∈ .
unx a = 21/2 sin nπx
and
λ4na = n4π4 + a1n2π2 + a2	
Recall that we have excluded from the discussion coefﬁcients that cause
degenerate eigenvalues. For example, the set of constant coefﬁcients of the
form
ak = −π2k2 + k+ 12 a2 k = 1 2 	 	 	
causes λka = λk+1a. It is interesting to note that for a ﬁxed k, λnak is
simple for n = k k+ 1. Thus, if we denote by 2 the collection of constant
coefﬁcients a, we have
 c ∩ 2 =
∞⋃
k=1
{−π2k2 + k+ 12 y  y ∈ }	
A similar discussion regarding degenerate eigenvalues of the uniform
Timoshenko beam can be found in [11].
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2.2. Eigenfunction Asymptotics
In order to establish the hypotheses of Lemma 1.1, it will be necessary
to develop precise asymptotic formulas for the eigenfunctions of Lp. Let
unx p and λ4np be the nth L2-normalized eigenfunction and eigenvalue
of Lp, respectively. For α ∈ 2 3, B > 0 there exists N = NBα ∈ 
such that
λ4n+10 − Bn+ 1α − λ4n0 + Bnα > 0 (12)
for all n ≥ N . For B > 0 and 2 < α < 3 consider the subset of the complex
plane
CBα = z ∈ 	  z < λ4N0 + BNα
∪
( ∞⋃
n=N+1
z ∈ 	  z − λ4n0 < Bnα
)
	 (13)
The following result from [19, Sect. 6.2] localizes the spectrum of Lp
with respect to the set CBα.
Theorem 2.1. If 2 < α < 3 and M > 0, then there exists a B > 0 depend-
ing only on α and M such that
σLp ⊂ CBα
for all p ∈  such that p < M .
For p ∈  such that p < M and z /∈ CBα let Rp z = Lp − z−1.
Theorem 2.1 guarantees the existence of Rp z. Let
γn = z ∈ 	  z − λ4n0 = Bnα n > NBα	
Let p p˜ ∈ B0M ⊂ . Then for z ∈ γn
Rp z = R0 z + R0 zLp − L0Rp z
and
DRp zD = DR0 zD+DR0 zLp − L0Rp zD
where D = d/dx.
Lemma 2.1. If 2 < α < 3, M > 0, p p˜ ∈  ∩ B0M, and z ∈ γn,
n > NBα, then there is a positive constant, C, depending only on α and
M such that
(1) supz∈γn Rp z − Rp˜ z1∞ ≤ Cp− p˜n2−2α and
(2) supz∈γn DRp zD−DRp˜ zD1∞ ≤ Cp− p˜n4−2α.
664 albert schueller
Proof. Using the “calculus of resolvent norms” developed in [19,
Sect. 4.6], estimating the L1 to L∞ norms is straightforward. Roughly
speaking, for z ∈ γn, each resolvent adds n−α decay while each D adds one
power of n growth. By counting up D’s, Rp z’s, and Rp˜ z’s, we can
quickly estimate the various operator norms.
Next, recall that the kernel of the integral operator
1
2πi
∮
γn
Rp zdz
is unx puny p and that the kernel of the integral operator
1
2πi
∮
γn
DRp zDdz
is u′nx pu′ny p. Further, note that the L1 to L∞ norm of an integral
operator with continuous kernel is the same as the sup norm of its kernel.
Combining these facts with Lemma 2.1 gives the following theorem.
Theorem 2.2. If 2 < α < 3, M > 0, p p˜ ∈  ∩ B0M and z ∈ γn,
n > NBα, then there is a positive constant, C, depending only on α and
M such that
sup
x y∈0 1	
unx puny p − unx p˜uny p˜ ≤ Cp− p˜n2−α (14)
and
sup
x y∈0 1	
u′nx pu′ny p − u′nx p˜u′ny p˜ ≤ Cp− p˜n4−α	 (15)
Proof. Applying Lemma 2.1 to the contour integrals above gives the
result.
Note that by our choice of boundary conditions
unx 0 = 21/2 sin nπx
and
λ4n0 = n4π4	
Also, we deﬁne
u˜′nx p =
u′nx p
nπ
	
Lemma 2.2. If 2 < α < 3, M > 0, p p˜ ∈  ∩ B0M and z ∈ γn, n >
NBα, then there is a positive constant, C, depending only on α and M
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such that
(1) unx p ≤ C
(2) u˜′nx p ≤ C.
Proof. The results follow by letting p˜ = 0 in (14) and (15).
Lemma 2.3. If 2 < α < 3, M > 0, p p˜ ∈  ∩ B0M and z ∈ γn, n >
NBα, then there is a positive integer, P > N , depending only on α and M
such that
sup
x∈0 1	
unx p − unx p˜ ≤ Cp− p˜n2−α (16)
and
sup
x∈0 1	
u˜′nx p − u˜′nx p˜ ≤ Cp− p˜n2−α (17)
where C > 0 is a constant depending only on α and M .
Proof. This result follows from explicit knowledge of the unperturbed
eigenfunctions. We consider (16) ﬁrst. By Theorem 2.2
sup
x y∈0 1	
unx puny p − unx p˜uny p˜ ≤ Cp− p˜n2−α	
Letting p˜ = 0 and x = y = xn = 4n−1,
u2nxn p − 1 ≤ Cpn2−α	
There is a P > N such that
u2nxn p − 1 ≤
3
4
 n ≥ P	
Thus,
1
4
≤ u2nxn p	
To this point, there has been an ambiguity in the deﬁnition of unx p
by a complex factor of modulus one. We now choose unx p so that
unxn p > 0. With this choice of unx p, taking square roots,
1
2
≤ unxn p	
It is easy to verify that for a b ≥ 1/2
a− b ≤ a2 − b2	 (18)
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Applying this inequality to (14) with x = y = xn gives
unxn p − unxn p˜ ≤ Cp− p˜n2−α	
Applying this inequality to (14) and letting y = xn gives∣∣unx punxn p − unx p˜unxn p˜∣∣ ≤ Cp− p˜n2−α∣∣∣∣unx p − unx p˜unxn p˜unxn p
∣∣∣∣ ≤ C1p− p˜n2−α
unx p − unx p˜ ≤ C2p− p˜n2−α	
This proves (16).
We now consider (17). By the Mean Value Theorem there exist zn ∈
0 14n such that
u˜′nzn p =
u˜nxn p − u˜n0 p
1/4n
= 4
π
unxn p
where we note that u˜n0 p = 0 by the pinned–pinned boundary conditions.
Recall that
unxn p >
1
2
for all n > P . We then have
u˜′nzn p >
2
π
>
1
2
	
Now consider (15) with x = y and p˜ = 0,
u˜′n	2x p − u˜′n	2x 0 ≤ Cpn2−α	 (19)
Note that u˜′nx 0 = 21/2 cosnπx. Therefore,
1 ≤ u˜′n	2x 0 ∀x ∈ 0 1/4n		
Returning to (19) we have
u˜′n	2x p ≥ 1− Cpn2−α
≥ 1
4
 ∀n ≥ P	 (20)
We know that u′nzn p > 0 and that zn ∈ 0 1/4n. Suppose there were a
point yn ∈ 0 1/4n	 such that u′nyn p ≤ 0 then, by the intermediate value
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theorem, there must exist a point wn ∈ 0 1/4n	 such that u˜′nwn p = 0.
This is a contradiction of (20). Thus we may conclude from (20) that
u˜′nx p >
1
2
 ∀x ∈ 0 1/4n		
Now consider (18) along with (15) where x = y = xn. We have
u˜′nxn p − u˜′nxn p˜ ≤ Cp− p˜n2−α	
Applying this inequality to (15) and letting y = xn gives
u˜′nx pu˜′nxn p − u˜′nx p˜u˜′nxn p˜ ≤ Cp− p˜n2−α∣∣∣∣u˜′nx p − u˜′nx p˜ u˜′nxn p˜u˜′nxn p
∣∣∣∣ ≤ C1p− p˜n2−α
u˜′nx p − u˜′nx p˜ ≤ C2p− p˜n2−α	
Lemmas 2.2 and 2.3 allow us to prove the following theorem.
Theorem 2.3. If 2 < α < 3, M > 0, p p˜ p′ p˜′ ∈  ∩ B0M and z ∈
γn, n > NBα, then there is a positive integer, P > N , depending only on α
and M such that
sup
x∈0 1	
unx punx p˜ − unx p′unx p˜′
≤ Cp− p˜ + p′ − p˜′n2−α (21)
and
sup
x∈0 1	
u˜′nx pu˜′nx p˜ − u˜′nx p′u˜′nx p˜′
≤ Cp− p˜ + p′ − p˜′n2−α	 (22)
Proof. This result follows directly from Lemmas 2.2 and 2.3.
Theorem 2.3 is slightly more general than we need for the purposes of
this paper. We will only apply it in the case where p′ = p˜′ = a ∈ . In
this case, the second term on the right-hand side of the inequalities (21)
and (22) is zero.
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2.3. The Low Energy Eigenfunctions
For n ≥ P as in Theorem 2.3, we have what we need to implement the
perturbation of basis scheme. For n < P , we simply require that unx p
and u′nx p be continuous at each p ∈ .
Theorem 2.4. Let unx ·  L20 1	 ×L20 1	 → L20 1	 and u′nx · 
L20 1	 ×L20 1	 → L20 1	. unx · and u′nx · n < P , are real–analytic
at every point of  .
Proof. λn· is real–analytic at p ∈  for all n [10, Theorem 1.3]. 
is open and dense in L20 1	 × L20 1	 [10, Theorem 1.1]. Through the
use of Volterra series one may construct the four fundamental solutions of
Lp − λ4 and hence the unx · to show explicitly that the unx · and
u′nx · are real analytic at p [19, Sect. 5.4]).
2.4. Parity
Recall from Lemma 1.1, that we require dn∞n=0 ⊂  . It follows that
we must show that πinp p˜	 ∈  n ≥ 1 i = 1 2. Let U  L20 1	 →
L20 1	 be deﬁned by
Upx = p1− x a.e.
U and Lp commute. The operator U has two eigenvalues, ±1. We will say
that the parity of a function p ∈ L20 1	 is even if it lies in the eigenspace of
U corresponding to the eigenvalue +1, and odd if it lies in the eigenspace
corresponding to −1. It is clear that unx p for p ∈  is either odd or
even. Furthermore, by the chain rule, it is clear that u′nx p has parity
and its parity is the opposite of that of unx p. Finally, we note that the
eigenspaces of U form an orthogonal decomposition of L20 1	.
Theorem 2.5. There exists a constant C such that if p p˜ ∈  and p −
p˜ ≤ C, then πinp p˜	 ∈  i = 1 2 for all n ≥ 1.
Proof. Since the odd and even subspaces are orthogonal, if
unx p − unx p˜ < 21/2 (23)
then unx p and unx p˜ have the same parity. The same is true for
u′nx p and u′nx p˜. For the low-energy eigenfunctions, Theorem 2.4
allows us to choose a single constant, CL, such that (23) will be satisﬁed
for p − p˜ ≤ CP . For the high-energy eigenfunctions, Lemma 2.3 allows
us to choose a single constant, CH , such that (23) will be satisﬁed for
p − p˜ ≤ CH . Since the πinp p˜	 are products of functions with like
parity, we have πinp p˜	 ∈  i = 1 2	
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3. UNIQUENESS FOR NEAR-CONSTANT DATA
We have collected the technical results necessary for the proof of
Theorem 1.1. We now present the proof of both parts of the theorem.
Let Ba ε0 ⊂  be a ball of radius epsilon about a. Let p p˜ ∈ Ba ε0.
By Theorem 2.5, there is an ε1 0 < ε1 < ε0 such that if p p˜ ∈ Ba ε1
then π1np p˜	 ∈  for all n ≥ 1. Note also that π1na a	 =
2n2π2 cos2 nπx ∈ 	 Let
e0 = 1
en = 1−
1
2n2π2
π1na a	
d0 = 1
dn = 1−
1
2n2π2
π1np p˜		
It is clear that the en form a Riesz basis of . Applying Theorems 2.3
and 2.4 there is an ε2 0 < ε2 < ε1 such that
∞∑
n=0
en − dn < 1	
Applying Lemma 1.1 we may conclude that dn is a Riesz basis of . Since
λ4np = λ4np˜ n = 1 2 	 	 	, and by [19, Sect. 6.5]
λ4np = n4π4 + n2π2
(∫ 1
0
p1tdt
)
+ on 32  (24)
we have that
∫ 1
0
p1t − p˜1tdt = 0	
Therefore, p1 = p˜1.
The proof of part (2) of Theorem 1.1 is similar.
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