Abstract. Much effort has been devoted to research on intrusion detection in recent years because intrusion strategies and technologies are constantly and quickly evolving. As an innovative solution based on visualization, MOVICAB-IDS was previously proposed, conceived as a hybrid-intelligent Intrusion Detection System. It was designed to analyse continuous network data at a packet level and is extended in present paper for the analysis of flow-based traffic data. By incorporating clustering techniques to the original proposal, network flows are investigated trying to identify different types of attacks. The analysed real-life data (the wellknown dataset from the University of Twente) come from a honeypot directly connected to the Internet (thus ensuring attack-exposure) and is analysed by means of clustering and neural techniques, individually and in conjunction. Promising results are obtained, proving the validity of the proposed extension for the analysis of network flow data.
its architecture was improved as a Hybrid Intelligent System based on a Multi-agent System [5] , that later on was bounded for real-time analysis [10] . The MOVICAB-IDS task organisation comprised the six tasks depicted in Fig. 1 .
Fig. 1. Original MOVICAB-IDS task overview.
As it was already proposed for packet-based intrusion detection [6] , the Data Analysis task is now performed by neural projection and clustering techniques, in order to obtain an enhanced visualization while at the same time, enabling automatic response. At the same time, for flow analysis, the three first tasks are adapted, according to details described in section 4.
Apart from previous work by paper authors, clustering has been previously applied to intrusion detection: [11] proposes an alert aggregation method, clustering similar alerts into a hyper alert based on category and feature similarity. From a similar perspective, [12] proposes a two-stage clustering algorithm to analyse the spatial and temporal relation of the network intrusion behaviours' alert sequence. [13] describes a classification of network traces through an improved nearest neighbour method, while [14] applies data mining algorithms for the same purpose and the results of preformatted data are visually displayed. Finally, [15] discusses on how the clustering algorithm is applied to intrusion detection and analyses an intrusion detection algorithm based on clustering problems. Differentiating from previous work, the approach proposed in present paper applies clustering to previously projected data (processed by neural models). The combination of clustering and neural visualization techniques have been previously [6] applied to the identification of different anomalous situations, but only to those related to the SNMP network protocol (network scans, MIB transfers and community string searches) and analysing packet information. In present paper, this combination of techniques is applied to network flows.
Proposed Clustering Extension
To better detect intrusions, an upgrade of MOVICAB-IDS, combining projection and clustering results is being proposed. The techniques combined within MOVICAB-IDS are described in this section.
Cooperative Maximum Likelihood Hebbian Learning
One neural implementation of EPP [9] , applied under the frame of MOVICAB-IDS for the data analysis task, is Maximum Likelihood Hebbian Learning (MLHL) [16] . It identifies interestingness by maximising the probability of the residuals under specific probability density functions which are non-Gaussian. An extended version of this model is the Cooperative Maximum Likelihood Hebbian Learning (CMLHL) [17] model. CMLHL is based on MLHL [16] , adding lateral connections [17] , which have been derived from the Rectified Gaussian Distribution [18] . The resultant net can find the independent factors of a data set but does so in a way that captures some type of global ordering in the data set.
Considering an N-dimensional input vector ( x ), and an M-dimensional output vector ( y ), with ij W being the weight (linking input j to output i , ranging between the dimensionality of input and output vectors, respectively), then CMLHL can be expressed [17] as: (1) 2 . Lateral activation passing:
3. Feedback step:
4. Weight change:
Where: η is the learning rate, τ is the "strength" of the lateral connections, b the bias parameter, and p a parameter related to the energy function [17] . A is a symmetric matrix used to modify the response to the data [17] , whose values range from -1 to 1. The effect of this matrix is based on the relation between the distances separating the output neurons.
Clustering
Cluster analysis [19] , [20] consist in the organization of a collection of data items or patterns (usually represented as a vector of measurements, or a point in a multidimensional space) into clusters based on similarity. Hence, patterns within a valid cluster are more similar to each other than they are to a pattern belonging to a different cluster. Pattern proximity is usually measured by a distance function defined on pairs of patterns. A variety of distance measures are in use in various communities [21] , [22] . There are different approaches to data clustering [19] , but given the high number and the strong diversity of the existent clustering methods, a representative technique for partitional as well as hierarchical clustering are applied in present study.
In general terms, there are two main types of clustering techniques: hierarchical and partitional approaches. Hierarchical methods produce a nested series of partitions (illustrated on a dendrogram which is a tree diagram) based on a similarity for merging or splitting clusters, while partitional methods identify the partition that optimizes (usually locally) a clustering criterion. Hence, obtaining a hierarchy of clusters can provide more flexibility than other methods. A partition of the data can be obtained from a hierarchy by cutting the tree of clusters at certain level.
Hierarchical methods generally fall into two types: 1. Agglomerative: an agglomerative approach begins with each pattern in a distinct cluster, and successively joins clusters together until a stopping criterion is satisfied or until a single cluster is formed. 2. Divisive: a divisive method begins with all patterns in a single cluster and performs splitting until a stopping criterion is met or every pattern is in a different cluster. This method is neither applied nor discussed in this paper. Partitional clustering aims to directly obtain a single partition of the data instead of a clustering structure, such as the dendrogram produced by a hierarchical technique. Many of these methods are based on the iterative optimization of a criterion function that reflects the similarity between a new data and each one of the initial patterns selected for a specific iteration. Partitional methods have advantages in applications involving large data sets for which the construction of a dendrogram is computationally prohibitive. The problem of these algorithms is the need of the number of desired output clusters. Exhaustive search over all the set of possible initial labelling for an optimum output is clearly computationally prohibitive. Therefore, in practice, the algorithm is typically run a number of times with different starting states, and the best configuration obtained from all of the runs is used as the output clustering. Hence, we can meet different results depending on the initial labelling chosen (usually random). Additional techniques for the grouping operation include density-based [23] , probabilistic [24] , graph-theoretic [25] and mixture-resolving clustering methods, but they are not used on this paper.
In present study, one hierarchical (Agglomerative) and a partitional (k-means) clustering methods are applied for comparison purposes.
As similarity is fundamental to the definition of a cluster, a measure of the similarity is essential to most clustering methods and it must be carefully chosen. Present study applies well-known distance criteria used for examples whose features are all continuous when applying the k-means algorithm:
• sqEuclidean: squared Euclidean distance. Each centroid is the mean of the points in that cluster.
• Cityblock: sum of absolute differences. Each centroid is the component-wise median of the points in that cluster.
• Cosine: one minus the cosine of the included angle between points (treated as vectors). Each centroid is the mean of the points in that cluster, after normalizing those points to unit Euclidean length.
• Correlation: one minus the sample correlation between points (treated as sequences of values). Each centroid is the component-wise mean of the points in that cluster, after centering and normalizing those points to zero mean and unit standard deviation. In the case of agglomerative clustering, a variety of linking methods can be designed. In present study, the following ones are applied:
• Single: shortest distance.
• Complete: furthest distance.
• Ward: inner squared distance (minimum variance algorithm), appropriate for Euclidean distances only.
• Median: weighted center of mass distance (WPGMC: Weighted Pair Group Method with Centroid Averaging), appropriate for Euclidean distances only.
• Average: unweighted average distance (UPGMA: Unweighted Pair Group Method with Arithmetic Averaging).
• [26] by taking into account a certain criterion. The following criteria have been applied in present work, for comparison purposes:
• Calinski-Harabasz Index [27] : it evaluates the cluster validity based on the average between-and within-cluster sum of squares. Index measures separation based on the maximum distance between cluster centers, and measures compactness based on the sum of distances between objects and their cluster center.
• Silhouette Index [28] : it validates the clustering performance based on the pairwise difference of between and within cluster distances. In addition, the optimal cluster number is determined by maximizing the value of this index.
• Gap criterion [29] : it uses the output of any clustering algorithm, comparing the change in within-cluster dispersion with that expected under an appropriate reference null distribution. This index is especially useful on wellseparated clusters and when used with a uniform reference distribution in the principal component orientation.
Experimental Study
As previously stated, neural projection and clustering techniques are applied to analyse flow-based data. To do so, two different alternatives are considered: clustering on original (flow) data and clustering on projected (reduced to 3 dimensions by CMLHL) data. This section describes the dataset used for evaluating these alternatives, the experimental settings and the obtained results.
Dataset
The analysed dataset contains flow-based information (14.2 M flows) from traffic collected by the University of Twente [8] using a honeypot in September 2008. A honeypot can be defined as an "environment where vulnerabilities have been deliberately introduced to observe attacks and intrusions" [30] . The honeypot was installed on a virtual machine directly connected to the Internet (ensuring traffic to be realistic) and ran several typical network services, such as:
• ssh: the OpenSSH service running on Debian was patched to track active hacking activities by logging sessions: for each login, the transcript (user typed commands) and the timing of the session was recorded.
• Apache web server: a simple webpage with a login form.
• ftp: proftp that uses the auth/ident service was chosen for additional authentication information about incoming connections.
The monitoring window comprised both working days and weekend days. The data collection resulted in a 24 GB dump file containing 155.2 M packets. Among the services, the most often contacted ones are ssh and http. The majority of the attacks targeted the ssh service and they can be divided into two categories: the automated and the manual ones. The first ones are well-known automated brute force scans, where a program enumerates usernames and passwords from large dictionary files. This attack is particularly easy to observe at flow level, since it generates a new flow for each connection. Attacks of the second type are manual connection attempts, amounting to 28 in the trace and 20 of them succeed.
The http alerts labelled in the data set are automated attacks that try to compromise the service by executing a scripted series of connections. No manual http attacks are present in the dataset. The types of flows labelled on the database are: ssh_scan, ssh_conn, ftp_scan, ftp_conn, http_scan, http_conn, authident_sideeffect, irc_sideeffect, icmp_sideeffect. Regarding the ftp traffic, the data set contains only 6 connections to this service on the honeypot, during which an ftp session has been opened and immediately closed.
Original data have been split in different overlapping segments, as MOVICAB-IDS usually do with network traffic (see Section 2). As a result, several segments obtained from this dataset have been generated and analysed. Every segment contains all the flows whose timestamp is between the segment initial and final time limit. Segment length is stated as 782 seconds to cover the whole database, whose length is 539,520 seconds (from the beginning of the first flow to the end of the last one), that results in 709 segments. As defined for MOVICAB-IDS, there is a slight time overlap of 10 seconds between each pair of consecutive segments.
Seven out of the 709 generated segments have been chosen for present study. The selection of the segments was made by taking into account the minimum number of flows present with a specific number of types of data (attacks) in the segment, trying to cover all types of attacks included in the dataset. As a result, the segments described in table 1 were selected. In the case of segment 131, only results of k-means clustering algorithm could be obtained due to the large amount of memory that agglomerative clustering require over segments with such amount of data. Although there were some other segments including four types of attacks, those segments were not selected as they include a greater number of flows preventing them to be analysed by agglomerative clustering in present study.
For each one of the flows in the above described segments, the following fourteen features were extracted:
• id: the ID of the flow.
• src_ip: anonymized source IP address (encoded as 32-bit number).
• dst_ip: anonymized destination IP address (encoded as 32-bit number).
• packets: number of packets in the flow.
• octets: number of bytes in the flow.
• start_time: UNIX start time (number of seconds).
• start_msec: start time (milliseconds part).
• end_time: UNIX end time (number of seconds).
• end_msec: end time (milliseconds part).
• src_port: source port number.
• dst_port: destination port number.
• tcp_flags: TCP flags obtained by ORing the TCP flags field of all packets of the flow.
• prot: IP protocol number.
• type: alert type.
Two of the above listed features are not provided to the models: the first one (added to identify each single flow) and the last one (alert type).
This set of features has been processed in order to summarize the four features related to time (start_time, start_msec, end_time, and end_msec), being joined in only one feature, named as flow_length. By doing so, new datasets have been generated, comprising 9 features. The analysis has been done in both data (14 features and 9 features) for segments 59 an 545. All the data sets (detailed time information vs. flow length) have been studied but, as the results are pretty similar, only those for the 9 features data sets are shown in present paper, and the subsequent analysis for the rest of the segments has been done only on the 9-features processed data sets.
Results
The best results obtained by applying the previously introduced techniques to the described datasets are shown in the following subsections. The results are projected through CMLHL and further information about the clustering results is added to the projections, mainly by the glyph metaphor (different colours and symbols). The figures comprise a legend that states the colour and symbol used to depict each flow, according to the original data type (attack). Tables 3, 5 , 7, and 9 show results obtained by applying k-means to different segments. In these tables, the "Replicates" column shows the number of times the clustering was repeated using new initial cluster centroid positions, and "Sum of Distances" shows the local minimum solution after all iterations on each replication. As the honeypot is designed to only capture "unexpected" traffic, it can be assumed that most of the recorded traffic is at least suspicious. As the majority of the attacks targeted the ssh service (ssh_conn type), for the comparison of clustering techniques it has been used as the base type of attack to show the clustering results. Tables below show the percentage of ssh_conn flows that are assigned to the same cluster (SSH_C) and the percentage of flows from other types that are assigned to a cluster containing ssh_conn flows (SSH_W). As previously mentioned, the results for the original segments 59 and 545 are very similar so, the subsequent analysis of the selected segments has been only applied to the (flow length) segments.
Apart from clustering results, visualizations from the analysis of the seven segments by applying both clustering techniques (k-means and agglomerative clustering) over the original (flow length) segment, together with the projection of the same segment obtained by CMLHL are shown below. In the case of the visualization of k-means results on original data (Figures 2.b, 4.b, 6 .b and 8.b), only the two first dimensions of the data are depicted in order to easily obtain a 2D visualization of the flows.
Results on Cluster Evaluation
As an initial experiment, cluster evaluation has been applied to estimate the optimal number of cluster for k-means by using Calinski-Harabasz, Silhouette and Gap criteria. Both original (9 features) and projected (by CMLHL) segments have been studied by setting 10 as the maximum k value; it is high enough as the number of different attack types ranges from 2 to 4. Results are shown in Table 2 , including the k value estimated for original data (k-od) and for projected data (k-pd). Table 2 . Cluster evaluation results by using different criteria.
# Segment # Attack Types
Calinski-Harabasz Silhouette Gap k-od k-pd k-od k-pd k-od k-pd 59  2  10  9  8  2  10  10  545  2  10  10  4  2  10  10  30  3  10  5  10  5  10  10  58  3  10  8  10  2  10  9  1  3  10  9  10  10  10  10  107  4  10  10  10  7  10  10  131  4  10  9  10  10 --From results shown in Table 2 , it can be concluded that cluster evaluation on projected data obtains equal or lower (in most cases) optimal values of k than original data for all the criteria. As these values are closer to the number of attacks in the dataset than those obtained on original data (10 in all cases for Calinski-Harabasz and Gap criteria), it supports one of the main ideas of present study: intrusion analysis on neural projected data could outperform the analysis on original data. The Silhouette criterion is the only one suggesting a k value smaller than 10 for the segments with the minimum number of attacks (50 and 545). This criterion is the only one that, for these same segments (projected data), suggests a k value similar to the number of attack types. At the same time, there is only case (Silhouette criterion, segment 58 and projected data) where the suggested value of k is smaller than the number of attack types. The missing values for segment 131 and Gap criterion are due to the large amount of data present on this segment which prevented from completing such experiments.
After cluster evaluation, agglomerative techniques were applied to the seven selected datasets. For the sake of brevity, only results for some of the following segments are shown:
• Segment 545: selected as a representative of the segments comprising 2 types of attacks due to its reduced size (it is the smallest analysed segment).
• Segment 30: selected as a representative of the segments comprising 3 types of attacks due to the presence of attack type ftp_conn, that is not present in any other of the analysed segments.
• Segments 107 and 131: these are the segments comprising 4 types of attacks. As only k-means results are shown for segment 131 (biggest analysed segment), results on segment 107 are also shown to compare the different clustering techniques. Table. 3 shows the clustering results obtained by k-means on segment 545 (both projected and original), as well as the different values of parameters. As a complementary result, Fig. 2 shows one of the experiments from Table 3 , both projected ( Fig. 2 .a) and original ( Fig.  2.b ) data for k=6 and cityblok distance criterion. The data has been labelled as follows, according to the type of attack: ssh_conn flows (Cat. 2) and http_conn (Cat. 6)..
Results on Segment 545

Fig. 2. Visualization of k-means results on segment 545 (k=6 and cityblock distance).
2.a k-means on projected data.
2.b k-means on original data. In the case of the results shown in Fig. 2 , clustering on original data obtained a non-zero (but low) SSH_C Rate value, while projected data obtained no error. For the ssh_conn flows on projected data (Cat. 2 in Fig. 2.a) , the clustering technique groups data with no errors, even though the number of clusters (k parameter) is higher than the number of attack types, hence some clusters group only data from the same category. Additionally, the Sum of Distances is lower for the projected data, as the dimensionality of the data has been previously reduced through CMLHL.
The experiments results (with no error) obtained by the agglomerative method on the same segment (545) are shown in Table 4 . It can be seen that, in the case of projected data, the minimum number of clusters without error is 3, while in the case of original data it is 4, with appropriate distance method. In the case of original data, the sEuclidean distance and Mahalanobis distance cannot be applied because the maximum recursion level has been reached in the first case, and the covariance matrix cannot be computed in the second case.
Results of one of the best experiments from Table 4 are depicted in Fig. 3 , including segment visualization and the associated dendrogram on projected data. The parameters of the shown result are: sEuclidean distance, Complete linkage, cutoff: 8 and 3 groups with no clustering error. Cat:2 Clust:3 Cat:6 Clust:1 Cat:6 Clust: 2 17 5 1 21 19 22 24 27 2 26 8 12 9 13 15 18 4 11 7 10 3 6 14 16 20 23 25 28 29 As a complementary result, Fig. 4 shows one of the experiments from Table 5 , both projected (Fig. 4 .a) and original (Fig.  4 .b) data for k=6 and sqEuclidean distance criterion. The data has been labelled as follows: ssh_conn flows (Cat. 2), ftp_conn (Cat. 4) and irc_sideeffect (Cat. 8). 
4.a k-means on projected data.
4.b k-means on original data. Clustering on both original and projected data obtained a non-zero SSH_C Rate value, being lower in the case of projected data. For the ssh_conn flows on projected data (Cat. 2 in Fig. 4.a) , the clustering technique distributed them in all clusters, even though the number of clusters (k parameter) is higher than the number of categories, hence it can be concluded that this clustering technique may not be appropriate for this type of data.
The experiments results obtained by the agglomerative method on the same segment (30) are shown in Table 6 . It can be seen that, in the case of projected data, the minimum number of clusters is 3 (with a very low SSH_C rate) while in the case of original data it is 6, with appropriate distance method. In the case of original data, the sEuclidean and Mahalanobis distances cannot be applied because the maximum recursion level has been reached in the first case, and the covariance matrix cannot be computed in the second case.
Results of one of the best experiments from Table 6 are depicted in Fig. 5 , including segment visualization and the associated dendrogram on projected data. The parameters of the shown result are: Chebychev distance, Average linkage, cutoff: 5 and 3 groups with an SSH_C rate of 0.0985 %. Table 7 shows the clustering results obtained by k-means on segment 107 (both projected and original data), as well as the different values of parameters. Although very low, clustering on original data obtained a non-zero SSH_C and SSH_W rates, while clustering on projected data obtained a zero SSH_W Rate and lower SSH_C rate. For the ssh_conn flows on projected data (Cat. 2 in Fig.  6 .a), the clustering technique groups data with some of the flows from Cat. 8. This clustering technique groups Cat. 7 and Cat. 9 in different clusters.
Results on Segment 107
The experiments results obtained by the agglomerative method on the same segment (107) are shown in Table 8 . Table 8 , it can be seen that in the case of projected data, the minimum number of clusters without error is 16 (it can be reduced to 12 clusters accepting a non-zero but very low SSH_C Rate), while in the case of original data it is 6 (with a higher SSH_C Rate), with appropriate distance method. Hence agglomerative clustering on projected data obtains better results. In the case of original data, the sEuclidean and Mahalanobis distances cannot be applied because the maximum recursion level has been reached in the first case, and the covariance matrix cannot be computed in the second case.
Results of one of the best experiments from Table 8 are depicted in Fig. 7 , including segment visualization and the associated dendrogram on projected data. The parameters of the shown result are: Chebychev distance, Single linkage, cutoff: 0.5 and 17 groups with no clustering error. Results on Segment 131 Table 9 shows the clustering results obtained by k-means on segment 131 (both projected and original), as well as the different values of parameters. As a complementary result, Fig. 8 shows one of the experiments from Table 9 , both projected ( Fig. 8 .a) and original ( Fig.  8.b ) data for k=4 and sqEuclidean distance criterion. The data has been labelled as follows: ssh_conn flows (Cat. 2), http_conn (Cat. 6), irc_sideeffect (Cat. 8) and icmp_sideeffect (Cat. 9). Both experiments obtained a non-zero SSH_C and SSH_W rates. Experiments for the agglomerative method on segment 131 could not be completed due to the high amount of data contained in this segment.
5
Conclusions and Future Work
A clustering extension of MOVICAB-IDS has been proposed and applied to real-life flow-based in present paper. Descriptive details about the performed experiments on the different datasets and with several different clustering techniques and criteria can be found in section 3. Experimental results show that some of the applied clustering methods obtain a good clustering performance on the analysed data, comprising many different types of attacks. The obtained results vary from the different segments and the behaviour of the applied clustering techniques. These results are consistent with those previously obtained for packet-based data [6, 7] . There is not a distance criterion which obtains the best results, hence its selection depends on the analysed data. Comparing projected data results with the ones from original data, it can be said that better results (fewer number of groups with no errors) are obtained when processing projected data.
From the experimental results shown, it can be concluded that clustering methods could help in intrusion detection over flow-based network data. On the other hand, using clustering techniques, automatic response could be added to MOVICAB-IDS, to quickly abort intrusive actions while happening.
Future work will focus on extending the experimental setup to cover some different clustering techniques, as well as some other data sources to increase the detection rate and diversity of the proposed IDS. It would be interesting to test the proposed extension on data comprising both anomalous and legitimate traffic once a dataset containing such traffic is publicly available and accommodates to MOVICAB-IDS.
