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Abstrakt
V tejto práci je popísaný návrh, architektúra a implementácia systému, ktorý slúži k moni-
torovaniu služieb a súborov v počítačovej sieti. Monitorovací systém je založený na princípu
softvérovo definovaných sietí. Prvá časť práce sa zameriava na popis princípov SDN a plat-
formy OnePK, ktorá je využitá na návrh monitorovacieho systému. Samotné jadro práce sa
zameriava na využitie platformy OnePK, návrh, dekompozíciu a výslednú implementáciu
spojenú s testovaním monitorovacieho systému.
Abstract
This report contains design, architecture and implementation of a system that is used to mo-
nitor services and files in computer networks. The monitoring system is based on principles
of software defined networks. The first part of the report focuses on the description of SDN
principles and OnePK platform, which is used for the construction of the monitoring system.
The second part of the work consists of the design and implementation of the monitoring
system as a OnePK application. Finally, the evaluation of the monitoring system is provi-
ded.
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Kapitola 1
Úvod
Motiváciou pre vznik tejto práce je vytvorenie systému pre monitorovanie prevádzky v po-
čítačových sieťach s cieľom získavať informácie o prístupoch k službám a súborom, ktoré
sa v týchto sieťach nachádzajú. Potreba monitorovania počítačových sietí sa prirodzene
vyvinula počas rozvoja jednotlivých sieťových technológií, pretože je potrebné monitorovať
množstvo a charakter dát, ktoré prechádzajú sieťou a v niektorých prípadoch aj dátový
obsah, ktorý sa v sieťových tokoch prenáša.
Monitorovanie sietí umožňuje získavať informácie o frekvencii a spôsobu využívania sie-
ťových zdrojov, prípadne aj identifikáciu subjektov, ktoré k týmto zdrojom pristupujú. Tieto
fakty môžu prispieť k zaisteniu vyššej bezpečnosti prístupu a využívania sledovaných zdro-
jov, pretože dovolujú detekciu bezpečnostných incidentov, medzi ktoré môžu patriť rôzne
formy skenovania siete, DOS útoky, prípadne existencia a šírenie malware v rámci sledovanej
siete. Zároveň metóda monitorovania v reálnom čase umožňuje odhaliť nadmerné vyťaže-
nie určitých sieťových prvkov, prípadne nerovnomerné rozdeľovanie záťaže medzi prvky, na
základe čoho sa môžu realizovať techniky vyvažovania záťaže, zvyšovania výkonu serverov,
prípadne ich multiplikácia. Monitorovací systém by pritom na analýzu sieťovej prevádzky
mal vedieť využívať nielen základné informácie zo sieťovch protokolov a z časovej osi pre-
chodu paketov cez sieť, ale mal by mať možnosť aj aplikovať komplexnejšiu logiku na zachy-
tené dáta. Touto logikou môžu byť rôzne algoritmy z oblasti umelej inteligencie, genetických
algoritmov, neurónových sietí a podobne.
Monitorovanie a analýza metadát popisujúcich toky, akými sú napríklad adresy na vrstve
L3, typ L3 protokolu spolu s niektorými smerovacími informáciami, porty na L2 vrstve, prí-
padne ďalšie informácie, medzi ktoré môže patriť časové razítko príchodu paketu na sieťový
element, je možné získavať napríklad pomocou technológie NetFlow [11], ktorá je posky-
tovaná spoločnosťou Cisco na ich zariadeniach. Avšak na vyššie popísané ciele je nutná
aj analýza pretekajúceho dátového obsahu. Toto je komplexnejšia metóda monitorovania
prevádzky v sieti, pretože si vyžaduje kompletnú analýzu každého záujmového paketu, prí-
padne, ak sú dáta fragmentované cez viac paketov, je nutné všetky tieto dáta zachytiť
a následne poskladať do pôvodnej podoby. K tomuto cieľu je vhodná technológia Open
Network Environment Platform Kit(OnePK).
OnePK svojou koncepciou poskytuje prostriedky na realizáciu kontrolnej logiky pre soft-
vérovo definované siete (SDN). Tieto prostriedky sú natoľko robustné, že je možné ich
využiť na implementáciu systému využívajúceho princípy softvérovo definovaného moni-
torovania. Platforma Open Network Environment Platform Kit je základným kameňom
systému na monitorovanie prevádzky v sieti, a preto je jej venovaná samostatná kapitola 2.
Táto práca obsahuje návrh, implementáciu a experimentálne otestovanie monitorova-
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cieho prostredia založeného na princípoch softvérovo definovaných sietí. Výsledný systém
je jednoducho rozširovateľný, keďže je postavaný na modulárnom princípe, čo znamená, že
jednotlivé analyzátori sieťovej prevádzky je možné v danom systéme meniť a zároveň aj
vytvárať nové analyzátory, ktoré je možné do systému zaviesť. Pomocou týchto princípov
je možné realizovať vyššie popísané ciele. Výsledný systém navyše umožňuje nielen pasívne
monitorovať sledovanú sieť, ale aj aktívne zasahovať do sledovaných tokov, a to buď obme-
dzením daného toku, zahadzovaním paketov, alebo vytváraním úplne nových paketov a ich
zaradením do sieťových tokov. Systém je rozdelený na serverovú časť, ktorá sa zaoberá kon-
figuráciou, zbieraním dát, ich analýzou a perzistenciou výsledkov a klientsku časť, ktorá je
tvorená užívateľským rozhraním vo forme webovej aplikácie.
Realizovaný systém vo výsledku umožňuje napojenie sa na sledované sieťové elementy -
smerovače - filtrovanie, identifikáciu a zber záujmových dát pretekajúcich cez dané elementy
a realizáciu ľubovoľnej logiky nad týmito dátami. Ako predstavenie tejto fukcionality ob-
sahuje výsledný systém tri analyzátory s odlišnými charakteristikami monitorovania, ktoré
komplexne predstavujú možnosti tohoto systému - pasívne monitorovanie, obmedzovanie
sieťovej prevádzky a generovanie nových dát na základe prevádzky na sieti. Zároveň je sú-
časťou systému aj webová aplikácia prezentujúca výsledky v podobe dashboardov.
Výsledný systém umožňuje identifikovať aj možné slabé miesta softvérovo definovaného
monitorovania. Patrí sem náročnosť filtrovania a zberu iba sledovaných dát, náročnosť par-
sovania a analýz, ktoré musia byť vykonané nad zozbieranými dátami, aktuálne obmedzenie
platformy OnePK na implementačný jazyk a v neposlednej rade netriviálnosť nasadenia,
použitia a hlavne implementácie novej logiky na analýzu dát prechádzajúcich počítačovou
sieťou.
1.1 Štruktúra
V jednotlivých kapitolách bude predstavený koncept softvérovo definovaných sietí, uplat-
nenie ich myšlienok na tvorbu monitorovacích sond, popis platformy, ktorá bola zvolená
na realizáciu aplikácií, možnosti jej využitia pri monitorovaní služieb a súborov v sieti.
V druhej časti práce sa nachádza popis architektúry a implemetácie monitorovacieho sys-
tému, ktorá je zakončená kapitolou zachytávajúcou testovanie implemetovaného systému.
Záver práce tvorí pohľad na možnosti budúceho vývoja.
Kapitola 2 obsahuje úvod do technológie softvérovo definovaných sietí a možnosti jej vy-
užitia pre monitorovanie a predstavuje technológiu, ktorá bola zvolená na realizáciu vyššie
uvedených cielov. Ide o technológiu Open Network Environment Platform Kit [13], OnePK,
ktorá je vyvýjaná korporáciou Cisco [12]. Druhá polovica tejto kapitoly hlbšie popisuje
architektúru a aplikačné rozhranie technológie OnePK a zameriava sa na jej praktické vy-
užitie pre potreby monitorovania. Záver kapitoly vymedzuje hranice tejto technológie a jej
budúcnosť.
Kapitola 3 teoreticky popisuje cieľovú množinou sieťových služieb a protokolov, pre ktoré
bude navrhnutá monitorovacia sonda. Jedná sa o protokol pre preklad doménových mien,
DNS, protokol pre dynamickú distribúciu sieťovej konfigurácie, DHCP, protokol pre prenos
hypertextových médií, HTTP. Súčasťou tejto kapitoly bude aj teoretický pohľad na protokol
pre prenos súborov po sieti, konkrétne pôjde o protokol CIFS, ktorého implementácia je
súčasťou softvérového nástroja Samba [32].
Kapitola 4 obsahuje prvú časť jadra práce, ktorou je návrh architektúry a jednotlivých
detailných častí monitorovacej aplikácie. V prvej časti je zachytená predpokladaná štruktúra
sieťovej topológie, v ktorej je nasadená monitorovacia sonda. Nasleduje popis predpokladov,
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ktoré sú kladené na jednotlivé sieťové prvky, aby mohlo byť monitorovanie úspešne reali-
zované. V druhej časti kapitoly je predstavený modulárny prístup k návrhu sondy, ktorý
umožňuje je budúce rozširovanie o podporu ďalších sieťových protokolov a logiky spracova-
nia dát. Súčasťou je taktiež priblíženie možnosti ovplyvňovať prevádzku v sieti v reálnom
čase. Nasleduje bližší popis jednotlivých častí architektúry.
V kapitole 5 sa nachádza detailný náhľad na implemetáciu výsledného monitorovacieho
systému, OMS. Kapitola postupne prechádza cez vstupné predpoklady kladené na software
a nástroje, ktoré sa využívaju k podpore behu OMS, a následne aj jednotlivé konštrukčné
celky systému, ktorými sú subsystémy Backend, Middlend a Frontend.
V kapitolách 6, 7, 8 sú predstavené implemetované analyzátory sieťovej prevádzky, a to
analyzátor DNS, analyzátor hypertextového protokolu a analyzátor DHCP, konkrétne pri-
deľovania IP adries jednotlivým klientom.
Kapitola 9 obsahuje popis testovacích prostredí a testovanie jednotlivých analyzátorov,
a teda aj celého systému. Z hľadiska testovacích prostredí sa jedná o reálne testovacie
prostredie s fyzickými zariadeniami a virtuálne testovacie prostredie obsahujúce virtuálnu
sieť a virtuálne počítače.
Záver práce tvorí kapitola 10, ktorá popisuje možný budúci vývoj a rozširovateľnosť
OMS, ktorý je navrhnutý práve s ohľadom na tieto faktory.
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Kapitola 2
SDN a One Platform Kit
Keďže monitorovací systém, ktorého návrh je súčasťou tejto práce, je založený na princípoch
softvérovo definovaných sietí, je vhodné si bližšie priblížiť architektúru a základné koncepty
SDN na jednom z najrozšírenejších štandardov a aplikačnom rozhraní pre programovanie
sieťových elementov - OpenFlow [26] [7].
2.1 OpenFlow
Metóda využívajúca NetFlow, alebo inú podobnú technológiu, vyžaduje príslušnú konfigurá-
ciu jednotlivých sieťových zariadení, ktoré následne vysielajú zachytené metadáta na jeden
alebo viac prvkov, často označovaných ako kolektory. Tento scenár môže vyžadovať vlože-
nie fyzických zariadení do topológie siete, ktoré môžu byť potrebné pre správnu funkciu
monitorovania. Typ monitorovaných dát a aj charakteristika ich štruktúry sú definované
v príslušnom protokole pre danú technológiu a tieto obmedzenia nie je možné porušiť.
Východisko z týchto obmedzení poskytujú technológie, ktoré sú založené na myšlienkach
softvérovo definovaných sietí (SDN). Myšlienka SDN je založená na separácií kontrolnej lo-
giky siete od samotných sieťových zariadení, prepínačov a smerovačov, a centralizácií tejto
kontrolnej logiky [3].
Hlavnou myšlienkou OpenFlow je vytvoriť otvorenú programovateľnú virtualizovanú
platformu na prepínačoch a smerovačoch [5]. OpenFlow poskytuje otvorený protokol, ktorý
sprostredkováva programovanie tabuliek tokov na prepínačoch a smerovačoch. To umožňuje
programovo prevziať kontrolu nad tokmi v sieti tak, že je možné určiť smerovače, cez ktoré
budú pakety patriace do daného toku prúdiť.
Každé zariadenie, ktoré podporuje OpenFlow, sa skladá z troch základných častí [5]:
∙ Flow Table - tabuľka tokov, ktorá obsahuje záznamy o tokoch a akcie, ktoré sú pri-
radené jednotlivým tokom.
∙ Secure Channel - bezpečný kanál, ktorý zabezpečuje prepojenie sieťového elementu
s procesom vzdialenej kontroly, ktorý za nazýva kontrolér. Tento kanál zabezpečuje
prenos príkazov a paketov medzi elementom a kontrolérom.
∙ OpenFlow Protocol - protokol, ktorý poskytuje otvorený štandard pre komunikáciu
medzi kontrolérom a prepínačom, smerovačom.
Súčasťou takto usporiadanej siete je aj spomínaný kontrolér, ktorého primárnou úlo-
hou je pridávanie, modifikovanie a odoberanie záznamov o tokoch a príslušných akciách
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v tabuľkách tokov jednotlivých zariadení. Tento kontrolér môže byť statický, ktorý staticky
ustanový toky, ktorými prepojí jednotlivé zariadenia. Alebo sa môže jednať a kontrolér dy-
namický, ktorý dynamicky pridáva a odoberá záznamy z tabuliek tokov podľa toho, ako sa
mení situácia v sieti.
Základná koncepcia vyššie uvedených princípov je zachytená na topológií v obrázku 2.1 [5].
Obr. 2.1: Základná architektúra siete využívajúcej OpenFlow
2.2 OnePK
Na rovnakých princípoch, ktoré stoja za technológiami SDN, je založená aj platforma
OnePK, ktorá umožňuje oddeliť logiku monitorovania zo sieťových elementov na samos-
tatný prvok v rámci sieťovej topológie, ktorý bude záujmové dáta nielen sledovať, ale aj
automaticky softvérovo konfigurovať sieťové prvky a prípadne aj zasahovať v reálnom čase
do tokov, ktoré priebiehajú v sieti.
One Platform Kit (OnePK) je súčasťou technológie Open Network Environment (ONE),
ktorá je vyvýjaná spoločnosťou Cisco. OnePK je jedným z elementov, ktoré sa podieľajú
na SDN stratégií, na ktorú sa spoločnosť Cisco zameriava [13].
Z hľadiska softvéru ponúka OnePK aplikačné rozhranie, ktoré umožňuje vývojárom
monitorovať a ovplyvňovať jednotlivé sieťové prvky, ktoré túto platformu podporujú.
Aplikácie využívajúce OnePK sú založené na myšlienke, ktorej základ tvorí princíp,
že jednotlivé sieťové prvky, prepínače a smerovače, spracovávajú príchodzie dátové jednotky,
pakety, a v prípade, že paket spĺňa požiadavky aplikácie, tak je táto aplikácia o tom notifiko-
vaná. Samotná aplikácia zbiera a analyzuje pakety, ktoré jej boli zaslané sieťovými prvkami
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a na základe týchto analýz môže zároveň reagovať na aktuálnu situáciu tým, že zmení
konfiguráciu jedného alebo viac sieťových prvkov [9].
OnePK umožňuje precíznejšie riešenie problémov, ktoré aktuálne nie je možné, prípadne
je obtiažne realizovateľné. Medzi problémy riešiteľné pomocou One platform kit patria [1]:
∙ Získavanie informácií zo sieťových prvkov
∙ Dynamická kontrola tokov
∙ Dynamická rekonfigurácia sieťových prvkov
∙ Centrálne monitorovanie štatistík a dát prechádzajúcich sieťovými prvkami
∙ Extrakcia, modifikácia a znovuvloženie paketov v toku
∙ Riadenie prevádzky na základe politík
∙ Dynamická, prípadne dočasná, zmena smerovania
2.3 Architektúra
Aplikácia využívajúca služby OnePK môže byť z hľadiska sieťovej topológie umiestnená
na troch miestach [9]:
∙ Priamo na sieťovom prvku - smerovači alebo prepínači
∙ Ako serverový modul sieťového prvku - v prípade, že sieťový prvok takéto rozšírenie
podporuje
∙ Ako samostatný server mimo sieťového prvku
Softvérová architektúra je založená na oddelení aplikácie a aplikačného rozhrania od sa-
motnej platformy sieťového prvku, ako je zo znázornené na 2.2 [24] [2].
Architektúra pozostáva z piatich základných častí. Prvou je vývojové prostredie, ktoré
dáva na výber implementačný jazyk, v ktorom bude samotná logika realizovaná. V aktu-
álnej verzii OnePK 1.3, sú to jazyky C, Java a Python. Bližšie obmedzenia sú zahrnuté
v podkapitole 2.4.
Druhou časťou je prezentačná vrstva, ktorá obsahuje niekoľko množín služieb, ktoré sú
popísané v 2.4. Na základe výberu množiny služieb sa definujú hranice a možnosti funkci-
onality aplikácie.
Treťou komponentou je komunikačná vrstva, ktorá zaisťuje jednotný komunikačný pro-
tokol medzi aplikáciu a sieťovým prvkom. Obsah vymieňaných správ nie je závislý na zvo-
lenom implementačnom jazyku v prvej vrstve. Komunikačná vrstva má taktiež na starosti
zaistenie bezpečnosti pri komunikácií. Pred samotnou komunikáciou musí prebehnúť au-
tentizácia aplikácie voči sieťovému elementu [24].
Štvrtou vrstvou je OnePK API infraštruktúra, ktorá implementuje podporu jednotli-
vých množín služieb priamo na sieťovom prvku a umožňuje volanie týchto služieb z aplikácie.
Posledná komponenta predstavuje samotný sieťový prvok, smerovač alebo prepínač,
na ktorom je nainštalovaný a aktívny jeden z operačných systémov, ktorý podporuje OnePK.
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Obr. 2.2: Architektúra OnePK
2.4 Software development kit
Software development kit (SDK) pre platformu OnePK poskytuje aplikačné rozhranie (API)
pre každý z troch aktuálne podporovaných jazykov - C, Java, Python. Voľba jazyka pre tvorbu
aplikácie je však podmienená využitím služieb z prezentačnej vrstvy API. V prípade, že ap-
likácia pre implementáciu svojej logiky vyžaduje využitie množiny služieb s názvom Data
Path, je možné využiť iba jazyk C. Toto obmedzenie existuje kvôli nárokom na priepustnosť
a výkonnosť aplikácie, pretože jazyk C umožňuje v porovnaní s ostatnými podporovanými
jazykmi tvorbu výkonnejších aplikácií s ohľadom na čas vykonávania algoritmu.
Nasleduje výčet najhlavnejších množín služieb, ktoré sú poskytované druhou vrstvou
platformy OnePK s bližším popisom ich funkcionality [6]:
∙ Data Path - umožňuje doručenie paketov do aplikácie, pričom je možné zvoliť z dvoch
režimov
– Copy: do aplikácie je doručená kópia paketu a pôvodný paket pokračuje bez
prerušenia na svojej ceste v sieti
– Punt: pôvodný paket je preposlaný na spracovanie aplikácií, ktorá ho môže spra-
covať, upraviť a preposlať späť do sieťového prvku, prípadne zahodiť.
∙ Policy - obsahuje podporu pre tvorbu a aplikáciu filtrovacích pravidiel na základe
Access control list, klasifikáciu pomocou Policy map, Class map a ich aktiváciu na jed-
notlivých sieťových elementoch.
10
∙ Element - množina služieb, ktoré sprístupňujú informácie o sieťovom prvku, ako jeho
hardvérové a softvérové vlastnosti a štatistiky, zoznam a stav rozhraní.
∙ Routing - umožňuje získavať informácie o smerovaní z Routing information base (RIB)
a úpravu týchto záznamov.
∙ Discovery - podporuje sprístupnenie informácií o topológií siete na druhej vrstve mo-
delu ISO/OSI.
∙ Utility - implementuje preberanie notifikácií o udalostiach zo systému Syslog, umož-
ňuje zber informácií o vstupných a výstupných rozhraniach, path tracing, next-hop.
∙ Developer - podpora pre debugovanie aplikácie a príkazový riadok
2.5 Aplikácia v monitorovaní sietí
Vyššie zmiené vlastnosti a funkcionalita platformy OnePK vytvárajú vhodné základy na tvorbu
systému, ktorý sa zameriava na dynamické monitorovanie a prípadné zasahovanie do aktu-
álnej prevádzky v sieti.
Na základe voľby množín služieb, ktoré bude tento systém využívať, je možné dosiahnuť
rôznych cieľov a výslednej funkcionality. Medzi perspektívne možnosti využitia patria:
∙ Dynamické routovanie - služby Routing a Policy
∙ Vyvažovanie záťaže - služby Element a Routing
∙ Extrakcia štatistík a tvorba záznamov - služba Data Path
∙ Získavanie kompletných súborov prenesených v sieti, medzi ktoré môžu patriť súbory
zo súborových systémov, elektronická pošta, webové stránky, hovory, videokonferencia
a VoIP - služba Data Path
∙ Dynamická zmena konfigurácie sieťových prvkov - množina služieb implementujúca
virtuálny terminál, ktorá je podporovaná niektorými sieťovými prvkami
Ako bolo uvedené v podkapitole 2.3, systém môže bežať obecne na troch rôznym mies-
tach z hľadiska sieťovej topológie. Z pohľadu centrálneho monitorovania je najvhodnejšou
variantou nasadenie tohoto systému ako samostatného prvku v sieti v podobe servera.
Z predchádzajúceho vyplýva, že systém je možné nasadiť na sledovanie viacerých sie-
ťových prvkov, a tým vytvoriť jeden centrálny prvok, ktorého zodpovednosťou bude mo-
nitorovanie predom vymedzenej časti siete, prípadne určenej množiny sieťových prvkov.
Táto situácia je koncepčne zachytená na obrázku 2.3. Vhodným predpokladom je, že súčas-
ťou takéhoto centrálneho prvku je aj databáza, ktorá uchováva zozbierané štatistiky, stav
vykonávania a prípadne aj zachytené dáta.
Pri určovaní veľkosti sledovanej časti siete je nutné brať ohľad na objem dát, ktorý touto
sieťou prechádza, aby monitorovací systém dokázal tieto dáta spracovávať v reálnom čase
a nedošlo k jeho zahlteniu a tým aj k strate dát. Rýchlosť spracovania dát systémom závisí
aj na zvolenej množine služieb platformy OnePK, ktoré systém využíva.
Návrh z obrázka 2.3 sa dá zobecniť podľa obrázka 2.4, na ktorom sú buď všetky, alebo
iba dôležitá časť dát z jednotlivých lokálnych prvkov monitorujúcich vymedzené časti siete,
zasielané na centrálny zberný prvok, ktorý môže tieto dáta ukladať a sprístupňovať uží-
vateľovi v rôznych podobách. Jednou z nich môže byť využitie grafického užívateľského
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Obr. 2.3: Centrálny monitoring podsiete
rozhrania prepojeného s databázou, ktorý zobrazuje zozbierané dáta buď v reálnom čase -
online, alebo na vyžiadanie z databázy - offline.
Výhodou tohoto typu monitorovania sú nízke náklady na nový hardvér, pretože všetky
sieťové prvky zostávajú nezmenené a v najjednoduchšom prípade pribúda jeden nový kon-
cový uzol do siete, ktorým je server. Z hľadiska sieťových elementov, smerovačov a prepí-
načov, je nutné realizovať počiatočnú konfiguráciu, bližšie popísanú v 2.6. Po tomto kroku
už nie je potrebný žiaden ďalší zásah do týchto elementov, a to ani v prípade, že sa zmení
logika monitorovacieho systému alebo využívaná množina služieb platformy OnePK.
2.6 Konfigurácia sieťového prvku
Pred prým nasadením monitorovacieho systému je nutné realizovať konfiguráciu vybraných
prepínačov a smerovačov tak, aby na nich mohli byť využívané služby OnePK. Táto konfi-
gurácia zahŕňa nasledujúce kroky.
1. Vloženie certifikátu do sieťového prvku, ktorý umožní nadviazanie zabezpečeného
spojenia medzi týmto prvkom a aplikáciou
2. Povolenie služieb technológie OnePK a povolenie množiny služieb Data Path
3. Povolenie a prípadná konfigurácia ďalších prídavných služieb, ktoré môžu byť využí-
vané pomocou API infraštruktúry. Takouto službou môže byť technológia Network
Based Application Recognition.
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Obr. 2.4: Centrálny monitoring podsiete
2.7 Obmedzenia
Prvé obmedzenie vyplýva z podstaty utajenia informácií pomocou šifrovania. V prípade, že
skúmame dátový obsah jednotlivých vymieňaných správ a zachytené dáta sú šifrované, je
jedinou možnosťou využiť niektorú z metód kryptoanalýzy. Podobné obmedzenie platí aj
pri využití zabezpečených tunelových spojení v rámci počítačových sietí.
Ďalšie obmedzenie sa vzťahuje na sieťové elementy, na ktorých chceme aplikovat monito-
rovanie a prípadne, ktoré chceme softvérovo rekonfigurovať s využitím technológie OnePK.
Každý takýto prvok musí mať nainštalovaný operačný systém od firmy Cisco, ktorý má
podporu pre technológiu OnePK. V ideálnom stave by malo ísť o operačný systém, ktorý
obsahuje aktuálne kompletnú implementáciu OnePK API infraštruktúry.
Vlastnosť, na ktorú sa musí taktiež brať ohľad je výkon monitorovacieho prvku, ser-
vera, ktorý spracováva všetky vybrané toky a pakety. Server musí byť škálovaný tak, aby
nedochádzalo k stratám dát a jeho zahlteniu. Toto je obzvlášť dôležité pri využívaní mno-
žiny služieb Data Path, kedy sú na server smerované celé pakety a úlohou servera je ich
spracovanie a analýza, prípadne úprava a znovuzaslanie na sieťový element.
Platform OnePK je v neustálom vývoji a prechádza mnohými zmenami medzi jednotli-
vými vydanými verziami, či sa jedná o rozširovanie, prípadne zlučovanie jednotlivých množín
služieb, alebo pridávanie novej funkcionality, ktorá sprístupňuje ďalšie možnosti sledovania
a modifikácie sieťovej prevádzky.
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2.8 Budúcnosť
Technológia OnePK ako relatívne mladá technológia prechádza pri každej aktualizácií mno-
hými zmenami. Jednou z výrazných zmien v poslednej verzii (1.3) bola implementácia pod-
pory pre technológiu Network Based Application Recognition (NBAR), ktorá umožňuje
klasifikáciu typu aplikačného protokolu paketu v toku priamo na smerovači. Aktuálne je
vo vývoji ďalšia aktualizácia, ktorej podrobnosti nie sú zatiaľ verejne dostupné. Keďže stra-
tégia softvérovo definovaných sietí sa stáva jednou z priorít výskumu a vývoja v modernom
chápaní počítačových sietí, je technológia OnePK, prípadne jej následníci, perspektívna z
hľadiska budúcnosti.
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Kapitola 3
Služby a súbory v sieti
Obsahom tejto kapitoly je priblíženie sady aplikačných protokolov, ktoré reprezentujú
služby v sieti relevantné z hľadiska tejto práce. U každej služby je zachytená štruktúra
aplikačného protokolu, ktorá je dôležitá z hľadiska monitorovania, spracovania a analýzy
výsledným systémov. Druhá časť textu každej sekcie sa zameriava na priblíženie apliká-
cie monotorovania danej služby a možnosti, ktoré ako systém OnePK, tak aj navrhovaný
systém poskytujú.
Ako vyplýva z podstaty monitorovania prevádzky na sieťových zariadeniach, na to, aby
mohli byť dáta zachytené, je nutné monitorovovať prevádzku na tých prvkov, cez ktoré
dáta prechádzajú, ako je znázornené na obrázku 3.1. V tomto prípade sa klient, prípadne
aj server, môžu nachádzať v rámci monitorovanej podsiete, podmienkou však je, že všetka
komunikácia musí prechádzať prvkom, ktorý sa podieľa na monitorovaní. Vhodným scená-
rom, ktorý spĺňa toto kritérium je monitorovanie prevádzky a využívania služieb podnikovej
siete voči vonkajšej sieti, internetu, kedy je aktívne monitorovaným sieťovým prvkom hra-
ničný smerovač, ktorý je na rozhraní týchto dvoch sietí.
3.1 Domain name system
Základnou úlohou systému DNS je preklad doménových mien na IP adresy v rámci siete
internet. Štruktúra hlavičky aplikačného protokolu DNS je zachytená na schéme 3.2 [28].
DNS pracuje na princípe otázka/odpoveď, pričom obecný formát paketu ostáva pri oboch
typoch správ rovnaký. Rozlíšenie, či sa jedná o otázku na preklad alebo odpoveď s prekladom
je rozlíšený políčkom QR. Hodnota 0 znamená otázku, hodnota 1 odpoveď. RCODE v sebe
nesie stav vykonania operácie, ktorý môže v sebe definovať jej úspešné vykonanie alebo
typ chyby, ktorý nastal. Nasledujú príznaky určujúce počet záznamov na preklad a počet
preložených záznamov v prípade, že ide o odpoveď od servera.
Telo paketu obsahuje samotné dáta. Skladá sa z dvoch sekcií. Prvou sekciou je sekcia
otázky. Táto sekcia sa skladá najmenej z jedného bloku. V odpovedi od DNS servera je
táto časť ponechaná. Druhou sekciu je sekcia odpovede, ktorá obsahuje samotný preklad
a bližšie informácie o ňom.
Z hľadiska monitorovania poskytuje systém DNS vhodný prostiedok na monitorovanie
prevádzky, ktorá smeruje z, prípadne cez monitorovanú sieť na služby nachádzajúce sa
v sieti internet. Je možné analyzovať najčastejšie využívané služby, ako aj vytvárať zoznamy
služieb na internete, na ktoré sa budú aplikovať rôzne politiky, medzi ktoré môže patriť ich
blokovanie.
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Obr. 3.1: Schéma monitorovania služieb v sieti
3.2 Dynamic Host Configuration Protocol
Ďalšou základnou službou v sieti, ktorá je vhodná na využitie v navrhovanom systéme je
služba DHCP [30], ktorá sa stará o automatické dynamické prideľovanie IP adries jednot-
livým klientom v určenej sieti.
Štruktúra DHCP správy je znázornená na schéme 3.3. Prideľovanie IP adresy klientovi
je realizované v štyroch krokoch, ktorými sú: Discover, Offer, Request a Acknowledgement,
pričom formát správy ostáva v jednotlivých krokoch rovnaký, mení sa iba obsah jednotlivých
polí. Niektoré polia správy, ktoré sú zaujímavé z hľadiska monitorovania sú:
∙ OP - definuje, či sa jedná o DHCP požiadavku alebo odpoveď.
∙ XID - identifikátor transakcie, ktorý umožňuje asiciáciu požiadavky a odpovede ako
u klienta, tak aj na serveri.
∙ YIADDR - ponúknuta IP adresa od daného servera klientovi. Vo fázy Request klient
požaduje pridelenie práve tejto adresy z adresoveho priestoru, ktorý spravuje daný
DHCP server. Pole je vyplnené vo fázy Offer.
∙ SIADDR - IP adresa servera. Toto pole je vyplnené vo fázy Offer.
∙ CHADDR - hardvérová (L2) adresa klienta.
∙ OPTIONS - umožňuje okrem iného aj pridelenie predvoleného DNS servera a výcho-
dzej brány
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+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| ID |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
|QR| Opcode |AA|TC|RD|RA| Z | RCODE |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| QDCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| ANCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| NSCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| ARCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
Obr. 3.2: Štruktúra hlavičky protokolu DNS
Z hľadiska systému, monitorovanie DHCP umožňuje sledovanie prideľovania IP adries
jednotlivým klientom v prípade, že je monitorovaná broadcastová doména, napríklad v
rámci podnikovej siete. V tomto prípade je možné realizovať asociáciu na základe MAC
adries klientov a im prideľovaných adries pomocou DHCP, pričom je možné dynamicky
zasahovať do tohoto prideľovania a prípadne ovplyvňovať niektoré nastavenia, ako je nasta-
venie predvolených DNS serverov, prípadne východzej brány u vybraných klientov. Taktiež
je možné tvoriť štatistiky z hľadiska času tvorby požiadaviek jednotlivými klientami.
Systém taktiež môže služiť ako náhrada DHCP servera, keďže platforma OnePK umož-
ňuje vyňatie paketu zo smerovača, jeho modifikáciu a vrátenie späť do smerovača, ktorý
zaistí jeho smerovanie, prípadne broadcast, na základe pozmenených informácií. Takýto sys-
tém plnohodnotne nahradí DHCP server v podsieti, prípadne využitie DHCP Relay 3.2.1
pre smerovanie DHCP správ do odlišnej podsiete, v akej sa nachádza klient.
3.2.1 DHCP Relay
Metóda DHCP Relay [15] umožňuje smerovanie broadcastových DHCP správ mimo pod-
sieť, v ktorej sa nachádza klient žiadajúci o IP adresu. O toto smerovanie sa stará DHCP
Relay Agent, ktorý upraví obsah DHCP správy podľa nastavení realizovaných sieťovým
administrátorom, prípadne nastavení, ktoré iniciuje monitorovací systém. Základom tejto
úpravy je zmena zdrojových aj cieľových IP a MAC adries tak, aby DHCP správa mohla
byť smerovaná mimo zdrojovú broadcastovú doménu a spätná úprava odpovede od DHCP
servera ku klientovi.
Z hľadiska monitorovania je nutné odlíšiť, či sa jedná o priamo broadcast správu od klienta,
alebo o DHCP Relay správu, ktorá môže byť smerovaná cez viac smerovačov. V tomto prí-
pade je zdrojová IP adresa adresou smerovača, ktorý sa stará a DHCP Relay v zdrojovej
broadcastovej doméne.
3.3 Hypertext Transfer Protocol
Významnú úlohu v rámci sieťovej komunikácie hraje aplikačný protokol Hypertext Transfer
Protocol (HTTP), ktorý umožňuje prístup k hypermédiám v sieti internet.
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Obr. 3.3: Štruktúra DHCP správy
Protokol HTTP rozlišuje dva typy správ, ktoré tvoria komunikáciu. Nasleduje popis
jednotlivých spáv spolu s ich najdôležitejšími komponentami z hľadiska monitorovania [31].
V prípade, ak je niektoré pole spoločné pre oba typy správ, je toto pole bližšie popísané iba
v jeho prvom výskyte.
1. HTTP Request
∙ Request Line - obsahuje identifikátor metódy, ktorý definuje požadovanú akciu
(GET, HEAD, PUT a iné) a URI identifikujúce zdroj, na ktorý sa má metóda
aplikovať.
∙ General Headers - okrem iných obsahuje polia udávajúce dátum a čas vytvorenia
paketu.
∙ Request Headers - umožňujú vkladanie parametrov požiadavky, alebo informácií
o klientovi.
∙ Entity Header - popis entity, ktorá sa nachádza v tele správy, ak v tele správy
nejaká entita existuje. Toto sa zpravidla nachádza častejšie v odpovedi ako v po-
žiadavke. Popisuje jej typ, kódovanie, dĺžku a prípadne iné potrebné parametre
na spracovanie.
∙ Message Body - v prípade, že je v správe toto pole obsiahnuté, tak v sebe nesie
entitu, ktorá je definovaná v predchádzajúcich poliach a viaže sa buď s požia-
davkou, alebo s odpoveďou na požiadavku
2. HTTP Response
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∙ Status Line - jeho súčasťou je číselný Status Code, ktorý vyjadruje stav vykona-
nia požadovanej operácie. Medzi najčastejšie vyskytujúce sa číselné kódy patria:
– 200 - OK
– 301 - Moved Permanently
– 400 - Bad Request
– 404 - Not Found
– 500 - Internal Server Error
∙ General Headers
∙ Response Header - obsahuje dodatočné informácie o odpovedi, akými môžu byť
informácie o serveri, informácie o dodatočnej lokácií na dokončenie požiadavky,
autentifikácií.
∙ Entity Header
∙ Message Body
Z hľadiska monitorovania komunikácie využívajúcej protokol HTTP je možné automa-
tizovane zbierať štatistiky o návštevnosti vybraných web stránok, vyťaženosti jednotlivých
serverov, najčastejšie prenášaných dátach a možnosti analýzy, ktorá by následne mohla byť
využitá pri vyvažovaní záťaže.
Z hľadiska podnikovej siete je možné sledovať pracovnú aktivitu s ohľadom na využívanie
protokolu HTTP, kedy by sa sledovala aktivita jednotlivých užívateľov siete z hľadiska
relevantnosti stránok, ktoré počas svojej pracovnej doby navštevujú.
Technológia OnePK umožňuje zachytávanie kompletného dátového obsahu paketov,
takže je možné zachytiť a následne zostaviť kompletné prenesené stránky a ich multime-
diálny obsah, ktoré boli užívateľovi doručené. V tomto prípade platia samozrejme obme-
dzenia spomenuté v podkapitole 2.6 o šifrovanom spojení.
3.4 Samba
V tejto sekcii je priblížený predstaviteľ protokolu, ktorý sa zaoberá prenosom súborov
po sieti. Samba je nástroj, ktorý umožňuje transparenté zdieľanie dát medzi systémami
Windows a Unix v sieti tak, že sa vzdialené systémy javia pre lokálneho užívateľa ako lo-
kálne. Zmyslom implementácie Samby je zprístupnenie súborového systému, tlačiarní a ďal-
ších prostriedkov zo systémov Unix systémom Windows a to tak, že sa suborový systém
v Unix javí užívateľovi vo Windows ako sieťový disk [4].
Samba je voľne dostupný nástroj, ktorý poskytuje implementáciu SMB/CIFS protoko-
lov [32]. CIFS (Common Internet File System) je jedným z dialektov protokolu SMB (Server
Message Block) [22]. Iné zdroje uvádzaju, že CIFS je novým názvom pre SMB [8].
Nástroj Samba sa skladá z niekoľkých samostatných aplikácií, ktoré umožňujú vzájomnú
komunikáciu a realizáciu vyššie popísaných cieľov. Hlavnými nástrojmi, ktoré tvoria túto
sadu sú [33]:
∙ samba - démon, ktorý poskytuje služby Active Directory, súborové služby a tlačiarne
pre SMB klientov
∙ smbd - démon poskytujúci súborové služby a tlačiarne pre SMB klientov
∙ nmbd - démon, ktorý poskytuje preklad mien NetBIOS a prehľadávanie
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∙ smbclient - klient, ktorý poskytuje prístup k SMB/CIFS zdrojom
∙ smbstatus - sprístupňuje informácie o konkrétnych aktuálnych spojeniach k smbd
∙ nmblookup - umožňuje realizovať požiadavky na preklad mien NetBIOS z UNIX sys-
témov
∙ rpcclient - klient, ktorý umožňuje realizovať RPC volania na vzdialené CIFS servre
∙ swat - webové rozhranie na konfiguráciu
3.4.1 SMB/CIFS
Protokol SMB bol navrhnutý ako protokol pracujúci na architektúre klient - server. Komu-
nikácia pracuje na princípe požiadavka - odpoveď.
Zakladná štruktúra SMB protokolu zahŕňa tri časti, pričom jedinou časťou s pevnou dĺž-
kou je prvá časť správy SMB. Ostatné dve časti majú premenlivé dĺžky a ako ich dĺžka, tak
aj ich obsah sa možu meniť v závislosti na type správy, ktorá sa prenáša. Obecná štruktúra
spolu s najdôležitejšími poliami, ktoré je nutné brať do úvahy z hľadiska monitorovania, je
nasledujúca [34]:
1. SMB Header
∙ Protocol - identifikátor protokolu.
∙ Command - definícia SMB príkazu. Môže sa jednať o vytvorenie adresára -
(SMB_COM_CREATE_DIRECTORY), otvorenie súboru (SMB_COM_OPEN),
prípadne mnohé ďalšie.
∙ Status - slúži ako odozva od servera ku klientovi v prípade chyby
∙ Flags, Flags2 - definícia dodatočných parametrov správy
2. Parameter Block - môže obsahovať parametre príkazu definovaného v hlavičke
3. Data Block
∙ Byte Count - počet bytov dát
∙ Bytes - samotné prenášané dáta
3.5 Klasifikácia služieb pomocou Network Based Application
Recognition
Táto práca sa zameriava na tvorbu systému, ktorý je založený na technológiach vyvýjaných
spoločnosťou Cisco Systems, Inc. Jednou z týchto technológií je taktiež Network Based
Application Recognition (NBAR) [29]. NBAR poskytuje klasifikáciu príchodzích paketov
na základe aplikačného protokolu, ktorý v sebe nesú. Zameriava sa na klasifikáciu web
aplikácií a taktiež client/server aplikácií, ktoré využívaju ako TCP, tak aj UDP protokoly
na štvrtej vrstve modelu ISO/OSI [23].
Služby NBAR poskytujú pre systém, ktorého návrh je popísaný v nasledujúcej kapi-
tole 4, vhodný základ pre klasifikáciu aplikačných protokolov. Týmto spôsobom sa časť
spracovania prenesie na sieťové prvky, čím sa znížia výpočetné nároky na monitorovací
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systém. Implementácia NBAR je na sieťových prvkoch realizovaná s ohľadom na ich prie-
pustnosť dát. Preto typický scenár klasifikácie pozostáva z klasifikácie prvého paketu v toku
pomocou systému NBAR a následne sa všetky pakety v danom toku klasifikujú do rovnakej
triedy ako prvý paket.
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Kapitola 4
Návrh architektúry
Obsahom tejto kapitoly je detailný popis návrhu architektúry monitorovacieho systému za-
loženého na platforme OnePK. Jedná sa o softvérovo definované monitorovanie siete, ktoré
na konfiguráciu jednotlivých sieťových prvkov a prípadne aj na zmenu spôsobu toku dát
v sieti využíva princípy SDN. Jednotlivé podkapitoly predstavujú tento minotorovací sys-
tém, ďalej nazývaný aj ako One Monitoring System (OMS), od vyšších stupňov abstrakcie
k nižším.
Keďže významnú úlohu pri monitorovaní pomocou OnePK má množina služieb Data
Path, tak ako implementačný jazyk, ktorý je vo výsledku zvolený na tvorbu tohoto systému
je jazyk C, a to na základe obmedzení definovaných v sekcii 2.4.
Samotný návrh architektúry je volený tak, aby bola v budúcnosti možná jeho jedno-
duhá rozširovateľnosť a to bez ohľadu na zvolenú sadu služieb OnePK. Takýto návrh je
rozhodujúci, pretože platforma OnePK umožňuje riešenie širokej škály problémov, ako bolo
uvedené v 2.5, a zároveň nad rovnakými dátami je možné realizovať nespočetné množstvo
rôznych analýz a teda systém môže podporovať a implementovať rôznu logiku v závislosti
na požiadavkách užívateľa.
Obrázok 4.1 zachytáva základnú koncepciu architektúry OMS. V nasledujúcich podka-
pitolách sú detailnejšie priblížené jeho jednotlivé časti, medzi ktoré patrí prepojenie systému
a prvkov v monitorovanej sieti, možnosť definovania chovania pri obdržaní dát od niekto-
rého zo sieťových elementov, modulárny návrh pri implementácií logiky, funkcia databázy
v systéme a možnosť realizácie grafikého užívateľkého rozhrania ako prvku pre interakciu
s užívateľom.
4.1 Sieťová topológia
Obrázok 4.2 zachytáva významnú časť podsiete, ktorá je v záujme monitorovania systé-
mom OMS. Táto podsieť pozostáva z viacerých sieťových elementov, pričom pre potreby
monitorovania bola zvolená podmnožina týchto prvkov, ktoré budú aktívne monitorované.
Samotný priebeh monitorovania, a teda aj životný cyklus systému, sa skladá z nasledu-
júcich štyroch krokov:
∙ Výber logiky - v prvom kroku sa identifikujú algoritmy, ktoré majú zabezpečovať
spracovanie paketov. Zároveň sa definujú informácie, ktoré sú potrebné pre korektné
prevedenie nasledujúceho kroku, medzi ktoré patrí
– definícia IP adries zvolených sieťových prvkov
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Obr. 4.1: Návrh architektúry OMS
– určenie rozhraní na zvolených sieťových prvkoch, na ktorých sa bude realizovať
monitorovnie
– identifikácia rozhrania, cez ktoré sa budú zasielať relevantné dáta do systému
OMS
∙ Konfigurácia - medzi každým sieťovým prvkom a OMS sa vytvorí zabezpečené spo-
jenie a následne sa realizuje konfigurácia týchto prvkov podľa potrieb a nastavení
aplikácie, ktoré prebehli v predchádzajúcom kroku.
∙ Monitorovanie - po dokončení konfigurácie sú všetky informácie pre zber a analýzu
dát nastavené a začína fáza samotného monitorovania, ktorá by pri typickom použití
OMS mala zaberať majoritný časový úsek v životnom cykle. Počas monitorovania
je aktívna logika aplikácie, ktorá analyzuje zachytené dáta a prípadne mení stav
sieťových prvkov.
∙ Ukončenie - poslednou fázou je ukončenie monitorovania a úprava konfigurácie sieťo-
vých prvkov do pôvodného stavu.
4.2 Sieťové prvky
Počiatočná konfigurácia jednotlivých sieťových prvkov pred samotným spustením systému
OMS sa riadi podľa 2.4.
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Obr. 4.2: Sieťová topológia
Po spustení aplikácie sa pomocou OnePK každý prvok automaticky nakonfiguruje, ako
bolo popísané v predchádzajúcej sekcii. To znamená, že sa rozšíria nastavenia každého
sieťového prvku o rovnaké chovanie v závislosti na tom, s akými hodnotami bol spustený
systém OMS.
Následne každý sieťový prvok spracováva vstupné pakety a v prípade, že niektorý
z týchto paketov spĺňa požiadavky OMS, je o tom tento systém uvedomený a je mu prípadne
zaslaný aj daný paket.
4.3 Dekompozícia systému
Na obrázku 4.3 sa nachádza dokompozícia obrázku 4.1 na tri základné stavebné bloky.
Každý blok má odlišné zodpovednosti a z hľadiska architektúry predstavuje samostatnú
časť návrhu. Týmito blokmi sú:
∙ Backend - komunikácia so sieťovými prvkami a preberanie dátových jednotiek. Back-
end číta z databázy konfiguráciu na pripojenie sa k smerovačom, ich nastavenie na
preposielanie paketov a prípadne nastavenie filtrovacích pravidiel, ktoré majú byť na
jednotlivé pakety aplikované. Po prebraní paketu zo smerovača je tento paket uložený
do fronty paketov čakajúcich na spracovanie komponentou Middlend.
∙ Middlend - implementácia logiky spracovania dát. Pakety sú preberané zo vstupnej
fronty a následne spracované. Výsledky tohoto spracovania sú uložené do databázy.
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∙ Frontend - interakcia s užívateľom cez grafické rozhranie. Frontend číta z databázy
výsledky spracovania paketov prechádzajúcich cez OMS a zobrazuje ich užívateľovi.
Taktiež umožňuje užívateľovi realizovať nastavenia systému OMS.
Obr. 4.3: Dekompozícia návrhu architektúry
Element, ktorý sa podieľa na funkčnosti všetkých troch subsystémov je databáza. Z hľa-
diska realizácie môže byť na tomto mieste zvolená ľubovolná technológia na uskladnenie
dát - SQL, NoSQL, prípadne súborový systém. Vo výslednej implementácií sa taktiež ne-
musí jednať o jednu databázu, ale o dve samostatné databázy, jednu samostatnú databázu
pre Backend a jednu pre Middlend. Subsystém s názvom Frontend majoritne realizuje zá-
pis užívateľskej konfigurácie do databázy pre Backend a čítanie zachytených dát a štatistík
z databázy, s ktorou komunikuje Middlend.
Takáto dekompozícia systému má taktiež dopad na výkonnosť systému, ktorá môže
byť zvýšená pri použití viacprocesového, prípadne viacvláknového vykonávania. Je vhodné,
aby ako Backend, tak aj Middlend bežali v oddelených procesoch, prípadne vláknach, čím
sa môže zaistiť vyššia priepustnosť OMS. V takomto prípade by proces obsluhujúci Back-
end vykonával iba prijímanie dát a ich radenie do fronty na spracovanie a nemusel by čakať
po prijatí paketu na jeho analýzu v časti Middlend, takže by nedochádzalo k jeho blokova-
niu. Logika v subsystéme Middlend by spracovávala dáta z uvedenej fronty. Problematikou
realizácie front sa zaoberá nasledujúca sekcia.
Frontend nemusí byť realizovaný v rovnakom programovacom jazyku ako ostatné dva
subsystémi, pretože ich jediným prepojením je samotná databáza, takže ich prepojenie
je veľmi voľné. Nadruhú stranu je prepojenie medzi subsystémami Backend a Middlend
veľmi úzke, pretože Middlend využíva API, ktoré implementuje Backend, takže je vhodné
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realizovať ich v rovnakom programovacom jazyku, ktorým je jazyk C z dôvodov uvedených
v 2.4.
Bližší popis a návrh jednotlivých subsystémom je obsahom nasledujúcich sekcií.
4.4 Základný koncept
Pred hlbším predstavením architektúry je vhodné predstaviť si fungovanie OMS na kon-
cepčnej úrovni, teda vytvoriť si komplexný obraz o princípe spracovávania dát systémom
OMS. Definujme preto ukážkovú situáciu, v ktorej správca siete, ďalej označovaný ako uží-
vateľ, požaduje informácie o chovaní entít v určitej počítačovej sieti. Akcie, ktoré je nutné
realizovať, a správanie OMS je možné definovať pomocou niekoľkých krokov.
V prvok kroku užívateľ pomocou subsytému Frontend definuje, ktorú časť siete chce
monitorovať. Toto vymedzenie určí definíciou sieťových smerovačom, nad ktorými sa má
monitorovanie uskutočniť. Taktiež môže definovať obmedzenia na sledované sieťové adresy,
typy protokolov na sieťovej a aplikačnej vrstve, prípadne obmedzenia na porty. Zároveň
identifikuje analyzátor v rámci OMS, ktorý sa má postarať o analýzu sieťových dát. Ná-
sledne spustí OMS.
V druhom kroku, teda po nakonfigurovaní a spustení OMS, sa subsystém Backend
pomocou platformy OnePK pripojí k jednotlivým definovaným smerovačom a naviaže s nimi
spojenie. Na základe nakonfigurovaných pravidiel nastaví na týchto smerovačom pravidlá,
pomocou ktorých budú smerovače schopné identifikovať pakety, ktoré budú následne zaslané
naspäť do subsystému Backend. Toto nastavenie sa realizuje pomocou API OnePK v jazyku
C.
Ďalší krok spočíva v klasickom toku dát sieťou a v prípade, že niektorý zo sledovaných
smerovačov identifikuje na základe svojho nastavenia záujmový paket, tak ho zašle do pri-
pojeného subsystému Backend. Po prijatí paketu vloží Backend tento paket do vstupnej
fronty subsystému Middlend.
Middlend preberá zo svojej vstupnej fronty jednotlivé pakety a realizuje nad nimi vy-
brané analýzy. Každá analýza začína parsovaním dát obsiahnutých vo vstupnom pakete.
Analýzou je chápaná ľubovoľná logika realizovaná nad prijatými dátami. Môže ísť o detek-
ciu hladaných dát, výpočet množstva dát v pakete, sledovanie časových značiek a podobne.
Zároveň má na starosti perzistenciu výsledkov analýz, čo znamená, že tieto výsledky ukladá
do databázy, odkiaľ si ich môže užívateľ vizualizovať pomocou subsystému Frontend.
Frontend je webová aplikácia, ktorá pomocou dashboardov vizualizuje dáta vo forme
vhodnej pre užívateľa a zároveň umožňuje ďalšiu konfiguráciu OMS.
4.5 Backend
Hlavnou funkcionalitou a zodpovednosťou tohoto subsystému je implementácia aplikačného
rozhrania, ktoré sprístupňuje funkcie na počiatočnú konfiguráciu sieťových elementov, kon-
figuráciu monitorovania a príjem príchodzích dát. Backend na tieto účely využíva platformu
OnePK, nad ktorou má vystavané svoje verejné API. Hlavnou rolou Backendu je vytvorenie
spojenia medzi ním a sieťovým prvkom a konfigurácia sieťového prvku tak, aby do Back-
endu zasielal iba dáta, ktoré sú záujmové, teda dáta, nad ktorými budú neskôr realizované
analýzy.
Medzi hlavné skupiny služieb, ktoré Backend poskytuje, patrí:
∙ Pripojenie k elementu na základe jeho IP adresy.
26
∙ Nastavenie rozhraní pre zachytávanie a preposielanie dát do OMS.
∙ Tvorba Access control list (ACL) na sieťovom prvku. ACL umožňujú definovať pra-
vidlá nad L3 adresami, L3 protokolom a portami nad L4.
∙ Tvorba Class map na sieťovom prvku. Class map umožňuje klasifikáciu sieťovej pre-
vádzky na základe ACLs, ktoré sú do nej priradené a na základe pravidiel nad vrstvou
L7, ktoré sú v nej definované.
∙ Tvorba Policy map na sieťovom prvku. Policy map definuje sériu akcií, ktoré budú
aplikované na sieťovú prevádzku. V tomto prípade združuje množinu Class map, z čoho
vyplýva, že ako akcia je chápaná klasifikácia dát.
∙ Nastavenie NBAR pre definíciu cieľových aplikačných protokolov. Toto nastavenie je
vo výsledku zahrnuté do Class map.
∙ Registrácia funkcií subsystému Middlend na spracovanie dát.
∙ Registrácia funkcií subsystému Middlend na perzistenciu dát.
Pri vstupe paketu do OMS sa paket zaradí do programových štruktúr implementovaných
priamo v aplikácií, pričom ak Backend a Middlend pracujú v odlišných procesoch, tak je
nutné zabezpečiť korektnú prácu s týmito štruktúrami, keďže sa jedná o zdieľané zdroje.
Zároveň je nutné zaistiť, aby nedošlo k preplneniu týchto front, ktoré môže byť spôsobené
nízkou priepustnosťou subsystém Middlend pri ich spracovaní.
Backend pri svojej práci komunikuje s databázou, v ktorej sú uložené užívateľské nas-
tavenia, pričom tieto nastavenia môžu byť do databázy uložené manuálne, alebo pomocou
subsystému Frontend.
Neoddeliteľnou súčaťou subsystému je aj zabezpečenie správneho ukončenia monitoro-
vania pri ukončení behu systému OMS a návrat všetkých zúčastnených sieťových prvkov
do pôvodného stavu, teda do stavu akoby sa žiadne predchádzajúce monitorovanie neusku-
točnilo. Tento návrat nesmie porušiť žiadne nastavenia, ktoré sa vykonali počas monitoro-
vania na sieťovom prvku mimo systému OMS.
4.6 Middlend
Subsystém zaisťuje implementáciu logiky na spracovanie vstupných dát v podobe paketov.
Návrch je realizovaný tak, aby do tejto časti OMS bolo možné jednoducho zaintegrovať
novú logiku na analýzu paketov, tiež označovanú ako modul OMS.
Základným prvkom subsystému Middlend je Kolektor, znázornený na obrázku 4.3. Ko-
lektor zaisťuje komunikáciu, na ktorej sa podieľa modul a Backend.
Každý modul musí implementovať pevne dané rozhranie Kolektora, aby mohol byť za-
členený do systému a začat odoberať zachytené dáta. Základným prvkom tohoto rozhrania
je procedúra:
∙ ZaregistrujModul - vytvorí väzbu medzi frontou a vstupným bodom algoritmu, ktorý
spracováva dáta vo fronte. Pri každom obdržanom pakete je tento paket predaný
zaregistrovanému vstupnému bodu, funkcii.
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Po nastavení a registrácií na odber dát sa zaháji životný cyklus modulu, ktorý pozostáva
z dvoch stavov - čakanie na dáta a spracovanie dát. Počas svojho behu má k dispozícií
databázu, do ktorej môže ukladať štatistiky, netflow záznamy, prípadne zachytené súbory
alebo iný dátový obsah.
4.7 Frontend
Subsystém Frontend predstavuje grafické užívateľské rozhranie systému OMS. Jeho funkci-
onalita sa dá rozdeliť do nasledujúcich štyroch hlavných oblastí.
∙ Dialógy na nastavenie konfigurácie systému OMS a definovanie adries a rozhraní sie-
ťových prvkov, na ktorých sa má realizovať monitorovanie.
∙ Dialógy na definíciu pravidiel na klasifikáciu a filtrovanie dát, podľa ktorých sa bude
rozhodovať, či bude paket preposlaný do minitorovacieho systému.
∙ Dashboard pre online zobrazovanie aktuálne spracovaných dát
∙ Rozhranie pre grafiké zobrazenie a bližšiu inšpekciu zachytených dát - súbory, hlas,
video, webové stránky, elektronická pošta a iné.
Frontend môže byť realizovaný ako samostatne spustiteľná aplikácia, ktorá ma prístup
k databázam OMS, alebo ako webová stránka, ktorá môže byť prevádzkovaná na rovnakom
serveri ako ostatné dva subsystémy.
28
Kapitola 5
Implementácia
Obsahom tejto kapitoly je popis realizácie systému OMS na nižšej úrovni abstrakcie. Jed-
notlivé sekcie predstavujú algoritmy a prístup k implementácií všetkých častí systému a zá-
roveň predstavujú možnosť jeho rozšíriteľnosti o daľšiu logiku spracovania dátových tokov
prechádzajúcich monitorovanou sieťou.
5.1 Programovacie jazyky
Na implementáciu subsystémov Backend a Middlend bol zvolený jazyk C a to z dôvodov,
ktoré boli spomenuté v predchádzajúcich kapitolách (2.4). Ako prekladač programovacieho
jazyka C bol používaný prekladač GCC.
Sybsystém Frontend bol realizovaný v programovacom jazyku C# pomocou frameworku
ASP.NET.
5.2 Tok dát systémom a workflow
Pre jednoduchšie pochopenie práce OMS, toku dát a zodpovednosti jednotlivých modulov,
je vhodné bližie si priblížiť prechod sledovaných paketov celým systémom na konkrétnom
príklade. Ako príklad bol zvolený prechod HTTP paketu monitorovanou sieťou 5.1 a systé-
mom OMS 5.2.
Pred samotným spustením systému je však nutné systém nakonfigurovať, teda defino-
vať potrebné informácie na vrstvách L7, L4 a L3 a taktiež určiť, ktorá analýza má byť
nad dátami vykonaná. Na tieto účely bol vytvorený subsystém Frontend, ktorý užívateľovi
umožňuje konfiguráciu týchto parametrov pomocou grafického rozhrania. Po následnom
spustení systému sa prechádza k samotnému monitorovaniu.
Komentár k obrázku 5.1:
1. Klient vyšle HTTP požiadavku na príslušnú IP adresu.
2. Router, ktorý bol nakonfigurovaný systémom OMS zistí pomocou technológie NBAR,
že príslušný paket je typu HTTP. Zároveň sa realizujú kontroly ďalších nakonfigu-
rovaných pravidiel na monitorovanie, medzi ktoré môže patriť kontrola zdrojových
a cieľových IP adries, MAC adries, portov, atď. Tieto nastavenia sú na smerovači
uložené v podobe ACL pravidiel. Ak sú všetky tieto parametre splnené, je automa-
ticky daný HTTP paket duplikovaný a preposlaný na OMS. Systém realizuje analýzu
paketu, ktorej popis sa nachádza nižšie. V tomto konkrétnom prípade sú výsledok
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Obr. 5.1: Prechod paketu sledovanou sieťou
analýzy štatistiké dáta o HTTP prevádzke. Konkrétnym detailom sa venuje kapitola
7.
3. Po realizácií kópie paketu sa pokračuje v pôvodnej ceste paketu sieťou. Nečaká sa
na výsledky analýzy paketu, pretože tie sú realizované nad jeho kópiou.
Komentár k obrázku 5.2:
1. Backend na svojom vstupe obdrží HTTP paket.
2. Paket je zaradení do fronty paketov čakajúcich na analýzu. Bližší popis fronty sa
nachádza v 5.4.3.
3. Po naplnení fronty predom definovaným počtom paketov je notifikovaný Middlend
o možnosti spustenia analýzy.
4. Analytická sekcia komponenty Middlend postupne žiada frontu o pakety, nad ktorými
následne realizuje analýzu.
5. Výsledky analýz zapisuje do fronty výsledkov čakajúcich na uloženie. Bližší popis
fronty sa nachádza v 5.5.4.
6. Dátabázová sekcia komponenty Middlend si preberá tieto výsledky a ukladá ich do
databázy.
7. Frontend následne prezentuje tieto výsledky užívateľovi.
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Obr. 5.2: Prechod paketu systémom OMS
5.3 DPSS
Data Path Service Set (DPSS) je súčasťou platformy Cisco OnePK. Jeho základnou úlo-
hou je preberanie paketov od sledovaných sieťových zariadení na základe jeho konfigurácie.
DPSS je možné nakonfigurovať na zber paketov od jedného alebo viacerých sieťových za-
riadení. Medzi hlavné prvky konfigurácie patria:
∙ IP adresa, na ktorej sa DPSS nachádza
∙ Port, na ktorom DPSS počúva
∙ Maximálny počet klientov, ktorý sa môžu k DPSS pripojiť na príjem paketov
∙ Veľkosť fronty v počte paketov medzi klientom a DPSS
∙ ID odosielateľa. Jedná sa o identifikáciu sieťovéhe zariadenia, ktoré zasiela pakety
na DPSS. Každé sieťové zariadenie, ktoré je nakonfigurované na zasielanie paketov
na DPSS musí mať nastavené unikátne ID, ktoré ho jednoznačne odlišuje od ostatných
zariadení, ktoré taktiež zasielajú dáta na dané DPSS.
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5.4 Backend
5.4.1 Štruktúra rozhraní
Pri implementácií bola zvolená viacvrstvová štruktúra volania rozhraní. Na najnižšej vrstve
sa nachádza platforma Cisco OnePK, nad ktorou sú v rámci platformy vystavané rozhrania
pre prácu s jednotlivými množinami služieb. V rámci našeho systému boli využívané služby
DataPath, Element a Policy.
Nad týmito službami, ktoré sú súčasťou SDK boli vystavané dve vrstvy API, pričom
každá z vrstiev poskytovala možnosť práce s platformou OnePK na vyššej úrovni abstrakcie.
Takáto štruktúra bola špecifiky zvolená pre potreby aplikácie OMS. Ako príklad je možné
uviesť API pre nastavenie ACL na IP adresy na sieťovom elemente:
∙ AL2 (API Layer 2)
– TApiStatus AddIPv4ToFilter (
TFilterData* filter,
TIPAddressType addr_type,
char* ip_addr, int mask )
∙ AL1 (API Layer 1)
– void acl_begin (
onep_network_element_t *elem,
onep_acl_t **acl );
– void ace_init (
int sequence,
onep_ace_t **ace );
– void ace_add_ip (
onep_ace_t *ace,
char *src_prefix,
uint16_t src_length,
char *dst_prefix,
uint16_t dst_length );
– void acl_finish (
onep_acl_t *acl,
onep_ace_t *ace );
Hlavný modul volá rozhrania na úrovni AL2, ktoré nasledne volajú rozhrania na úrovni
AL1. Tieto už majú na starosti prácu so samotným SDK Cisco OnePK, ktoré sú implemen-
tované ešte modulárnejšie a na nižšej úrovni abstrakcie. Takéto rozčlenenie práce je možné
vďaka statoveným pravidlám pre konfiguráciu sieťových zariadení systémom OMS a taktiež
tento spôsob práce uľahčuje vývoj na vyšších úrovniach.
5.4.2 Konfigurácia sieťových zariadení
Okrem bežnej konfigurácie smerovača, ktorá zahŕňa nastavenie aktívnych rozhraní a sme-
rovania, je taktiež nutné nastaviť sieťové rozhranie, cez ktoré bude smerovač komunikovať
so sytémom OMS.
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Aby bolo možné komunikovať medzi OMS a smerovačom, je nutné pre daný smerovač
vygenerovať digitálny certifikát. Súčasťou All-in-One virtuálneho stroja, ktorý je dostupný
spolu s Cisco OnePK SDK je aj skript, ktorý umožňuje generovanie príslušného certifikátu.
Certifikát je viazaný na IP adresu a Hostname smerovača a je chránený heslom.
5.4.3 Vstupná fronta
Po tom, čo nakonfigurovaný smerovač odošle paket, prípadne kópiu paketu na bežiaci sys-
tém OMS, je tento paket prijatý procesom DPSS a následne presmerovaný na subsystém
Backend. V tomto okamihu sa spustí volanie rutiny spracovávajúcej príchodzie dáta. Jej
hlavnou úlohou je uloženie paketu do vstupnej fronty paketov, odkiaľ si ho ďalšia logika
OMS môže vyzdvyhnúť. Základná štruktúra vstupnej fronty je znázornená na obrázku 5.3.
Ide o zdieľaný zdroj medzi vláknom Backend a spracovávajúcou logikou Middlend. Vo vý-
chodzom stave obsahuje fronta jediný prvok a to zarážku - Backstop a na jej inicializáciu je
nutné poskytnúť konfiguráciu v podobe kladného celého čísla určujúceho počet paketov, po
ktorých bude informovaný Middlend o tom, že vo vstupnej fronte je dostatok pripravených
dát na spracovanie. Takáto štruktúra fronty umožňuje zhlukové spracovávanie paketov po-
mocou komponenty Middlend. Keďže ide o zdielaný zdroj bolo by nutné pri každom zápise
aj čítaní volať synchronizačné mechanizmi, akými sú napríklad mutexy, ktoré sú využité
aj pri implemetácií vstupnej fronty. Na to, aby bolo možné vyhnúť sa zamykaniu pri kaž-
dej operácií nad frontou slúži práve vyššie spomínaná zarážka, ktorá oddeľuje časť fronty,
nad ktorou môže bezpečne operovať Backend, teda vkladať pakety, a časť fronty, nad kto-
rou môže bezpečne operovať Middlend, teda odoberať pakety. Synchronizačné mechanizmy
sa využívajú iba pre operácie nad zarážkou. Touto operáciou je posun zarážky dozadu
vo fronte, čím sa zvýši počet paketov, ktoré je možné spracovávať v subsystéme Middlend.
Obr. 5.3: Vstupná fronta
Nad frontou sú definované nasledujúce štyri operácie:
∙ Vloženie paketu - operáciu realizuje Backend a paket sa vkladá na koniec fronty
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∙ Prečítanie paketu - operáciu realizuje Middlend a číta sa paket zo začiatku fronty
∙ Dealokácia paketu - operáciu realizuje Middlend a dealokuje sa paket nad ktorým
bola operácia zavolaná, najčastejšie ide o paket zo začiatku fronty
∙ Posun zarážky - ide o automatickú operáciu nad frontou, ktorá za realizuje na základe
počiatočnej konfigurácie. Po jej dokončení je informovaný Middlend o dostupnosti
ďalších paketov na spracovanie. V prípade, ak Middlend nemá žiadne pakety na spra-
covanie, tak je jeho vlákno uspané a čaká na signalizáciu od fronty o dostupnosti
paketov.
Nad vstupnou frontou pracujú dve vlákna. Jedno vlákno obsahujúce Backend a jedno
vlákno obsahujúce Middlend. Ako budúce rožírenie je možne upraviť frontu tak, aby z fronty
mohlo čítať viac analyzátorov. V tomto prípade je nutné zaistiť, aby nebol paket dealoko-
vaný skôr, ako ho mohol spracovať každý jeden aktívny analyzátor. Pre tieto účely je možné
rozšíriť každú jednu položku fronty o čítač počtu rôznych pokusov o dealokáciu a v prípade,
že čítač dosiahne počtu bežiacich analyzátorov, tak až v tomto okamihu realizovať skutočnú
dealokáciu.
5.4.4 Registrácia volaní funkcií
Pri každom spustení OMS je z konfiguračnej databázy prečítaná informácia o analyzátore,
ktorý sa má za jeho behu spustiť. V databázy je každý analyzátor reprezentovaný jedi-
nečným reťazcovým identifikátorom a v systéme OMS sú na základe tohoto identifikátoru
vybrané funkcie, ktoré sú zavedené do systému. Každá z týchto funkcií musí implemento-
vať pevne dané rozhranie. Spolu sa registruje päť funkcií implementovaných v subsystéme
Middlend, ktoré je možné rozdeliť do dvoch logických celkov:
∙ Funkcionalita analýzy prijatých dát - popis v sekcii 5.5.1
∙ Funkcionalita zápisu výsledných dát do databázy výsledkov - popis v sekcii 5.5.2
5.5 Middlend
Medzi základné požiadavky kladené na túto časť implementácie patrila môžnosť zaviesť
rôzne moduly do OMS, na základe jeho konfigurácie. To znamená, že Middlend musí de-
finovať rozhranie, pomocou ktorého sa do tohoto systému môže napojiť ľubovolná logika
implementovaná v jazyku C, ktorá toto rozhranie dodrží.
5.5.1 Modul na spracovanie dát
Modul na spracovanie dát je jadrom systému OMS. Všetky ostatné časti systému slúžia
na konfiguráciu, získavanie dát a zápis výsledkov, s ktorými pracuje tento modul. Jeho
implementácia obsahuje logiku, ktorá realizuje analýzu zachytených paketov, ktoré prechá-
dzajú sieťou.
Keďže logika spracovávajúca pakety môže mať rôznu časovú zložitosť, a teda čas jeho
vykonávania môže byť nezanedbateľný, je nutné, aby aby táto logika bežala v samostatnom
vlákne, čím nedôjde k blokovaniu kódu, ktorý pakety preberá a ukladá do vstupnej fronty.
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5.5.2 Modul na zápis výsledkov
Samotná analýza by strácala na svojom zmysle, keby jej výsledky neboli uložené. Práve
k tomuto účelu slúži modul na zápis výsledkov. Primárne sa očakáva, že výsledky budú
zapísané do nejakého typu databázy, ajkeď je možné realizovať zápis na ľubovoľné miesto,
napríklad súborový systém.
V tomto subsystéme by mohol vznikať taktiež problém, že pri zápise výsledkov by mohlo
dôjsť k blokovaniu modulu analýzy pri čakaní na dokončenie zápisu. Práve z tohoto dôvodu
aj tento modul beží vo vlastnom vlákne.
5.5.3 Registrácia modulov
Rozhranie, ktoré musí implementovať modul na spracovanie dát má názov TQueueCallback.
Skladá sa z troch parametrov, pričom prvé dva osahujú ukazatele na dve miesta vo vstupnej
fronte. Tieto reprezentujú výsek vstupnej fronty, ktorý je pripravený na spracovanie. Tretí
parameter umožňuje predanie doplnkových informácií do funkcie.
typedef void (*TQueueCallback)(
TQueueItem* start,
TQueueItem* stop,
TQueueCallbackArgs args );
Nasledujúce tri rozhrania umožňujú modulu definovať podmienky a pravidlá, pri kto-
rých sú pripravené dáta na to, aby ich vlákno realizujúce zápis výsledkov uložilo. Posledné
z nich, TStorePrepareDataCallback, umožňuje realizáciu transformácie štruktúry dát pred
ich zápisom.
typedef void (*TStoreConditionCallback)();
typedef bool (*TStoreDataReadyCallback)();
typedef void (*TStorePrepareDataCallback)();
Posledné rozhranie slúži na volanie funkcií realizujúcich samotný zápis do databázy.
Prístup do databázy je implementovaný taktiež spôsobom, ktorý umožňuje jednoduchú
výmenu typu výsledného cieľa, teda typu databáze (MySQL, MSSQL, NoSQL, atď.).
typedef void (*TStoreCallback)();
5.5.4 Fronta výsledkov analýzy
Podobným spôsobom ako fronta vstupných paketov 5.4.3 pracuje aj fronta výsledkov ana-
lýzy. V tomto prípade do fronty výsledkov zapisuje analytická sekcia subsystému Middlend
dáta, ktoré sú výstupom logiky realizovanej nad prijatými paketmi. Po tom, čo je vo fronte
dostatočný počet paketov, ktorý je zadaným jeho počiatočnou konfiguráciou, je spustená
databázová sekcia systému Middlend, ktorá postupne preberá dáta z fronty a zapisuje ich
do príslušnej databáze. Týmto nie je analyzátor paketov nijak blokovaný čakaním na zápis
dát do databáze, ktorý môže trvať rôzne dlhú dobu v závyslosti na objeme dát, rýchlosti
pripojenia k databázy, ktorá môže byť vzdialená, a podobne.
Je vhodné spomenúť, že v prípade, ak sa ako počiatočná veľkosť zhluku dát, po ktorej
je informovaný systém spracovávajúci dáta z fronty, zvolí na veľkosť 1, tak ide o bežný
zdieľaný zdroj typu producent - konzument, pri ktorom sa pri každej operácií vkladania
a odoberania realizuje zamykanie, teda synchronizácia, nad týmto zdrojom.
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5.6 Frontend
5.6.1 Implementačné prostredie
Frontend bol implementovaný pomocou technológie .NET v klient-server prostredí ASP.
ASP využíva návrhového vzoru MVC (Model - View - Controller), pričom Model a Con-
troller je implementovaný v jazyku C# a View je realizovaný v HTML, CSS a Javascript.
Zároveň pre zvýšenie výrazovej sily HTML ho prostredie ASP rozširuje o značkovací ja-
zyk s názvom Razor, ktorý dovoluje zahrnúť na serverovej strane do HTML kódu aj kód
v jazyku C#.
Keďze ako konfigurácie subsystému Backend, tak aj výsledky analýz sú ukladané do da-
tabázy, je pre prístup k SQL databázam využitý Entity Framework (EF). Pomocou EF
je jednoduchým spôsobom možné previazať Model priamo s pod ním ležiacou databázou
a taktiež definovať vzťahy, aj s rôznymi kardinalitami, medzi jednotlivými Modelmi.
Pre zjednodušenie prácie so štýlmi CSS bol zvojený Bootstrap framework, ktorého zá-
kladnou vlastnosťou je grid systém uľahčujúci rozloženie elementov na stránke.
5.6.2 Konfigurácia OMS
Logicky sa dá Frontend rozdeliť na dva samostatné celky, pričom prvým z nich je celok
zaoberajúci sa konfiguráciou celého OMS. Táto konfigurácia umožňuje definíciu sieťových
elementov, certifikátov, ACL pravidiel a NBAR pravidiel pre filtrovanie paketov. Ďalej
je možné nakonfigurovať analyzátory dát a prípadne ich parametre. Príklad obrazovky
na konfiguráciu sledovaných IP adries a portov sa nachádza na obrázku 5.4.
Obr. 5.4: Vytvorenie nového pravidla na sledovanie paketov
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5.6.3 Dashboard
Druhým logickým celkom je množina dashboardov, ktoré poskytujú grafický náhľad na výs-
ledky analýzy paketov. Každý dashboard sa môže skladať z viacerých sekcií. Každá sekcia
môže obsahovať rôzny pohľad na dáta, od tabuliek, reťazcových dát, statických, alebo real-
time grafov.
5.7 Databáza
OMS predpokladá dve základné množiny dát pre svoju prácu, pričom ich rozdelenie zod-
povedá základnému rozdeleniu aplikácie do subsystémov.
5.7.1 Nastavenia OMS
Pre spustenie aplikácie je nutné poznať množinu argumentov, ktoré definujú sieťové ele-
menty a prístup k nim, pravidlá pre detekciu paketov na analýzu a analyzátor, ktorý sa má
využiť. Ich vzťahy a prepojenie je možné definovať pomocou nasledujúceho zjednodušeného
diagramu 5.5. Jeho plná verzia ER diagramu sa nachádza v dodatku A. Jeho základom
je entita definujúca aplikáciu v systéme OMS. Každá aplikácia má priradený analyzátor,
ktorý spracováva príchodzie pakety, a taktiež je k tejto aplikácii naviazaná neprázdna mno-
žina smerovačov, nad ktorými bude realizované monitorovanie. Aplikácia môže mať ďalej
nadefinované filtrovacie pravidlá, ktoré filtrujú prevádzku priamo na smerovači, čím sa ob-
medzí množstvo dát prúdiacich na OMS iba na dáta záujmové. Každý filter môže obsahovať
pravidlá pre NBAR, teda filtrovanie nad protokolmi vrstvy L7, a množinu ACL pravidiel,
ktoré realizujú filtrovanie nad vrstvami L3 a L4. Pravidlá definované v rámci jedného filtra
sú navzájom zviazané logickým súčinom a jednotlivé filtre definované pre danú aplikáciu sú
navzájom prepojené logickým súčtom.
5.7.2 Ukladanie výsledkov
Keďže každý samostatný modul definuje vlastné funkcie na zápis dát do databázy, nie je
možné dopredu definovať jednotnú štruktúru výstupných dát. Práve z tohoto dôvodu exis-
tuje pre každý analyzátor vlastná tabuľka, prípadne databáza, do ktorej sa výsledky zapi-
sujú. Jedinou pevnou tabuľkou je tabuľka obsahujúca zoznam Dashboardov, ktoré umožňuje
Frontend zobraziť.
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Obr. 5.5: Zjednodušený diagram konfigurácie OMS
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Kapitola 6
Analyzátor DNS
Analyzátor DNS poskytuje dve funkcionality nad protokolom pre preklad doménových mien.
Prvá sa zaoberá monitorovaním žiadostí o preklad a s nimi spojenými odpoveďami od DNS
serverov a druhá funkcionalita je zameraná na zamedzenie žiadostí o preklad vybraných
domenénových mien na príslušné IP adresy a tým aj zamedzenie prístupu na predom zvolené
služby.
6.1 Softvérové monitorovanie DNS
Z hľadiska monitorovania prekladu pomocou DNS, analyzátor DNS poskytuje možnosť sle-
dovania žiadostí a príslušných odpovedí o preklad. Každá takáto dvojica, žiadosť - odpoveď,
je identifikovaná pomocou zdrojovej a cieľovej IP adresy a identifikátoru uloženého v DNS
pakete.
Po zachytení žiadosti o preklad je v systéme OMS vytvorený záznam obsahujúci iden-
tifikáciu zdroja žiadosti, identifikáciu paketu a názov domény, ktorá je cieľom prekladu.
Takto sa vytvára zoznam žiadostí čakajúcich na preklad. Po tom, čo je zachytená odpoveď
s prekladom, je tento zoznam prehladaný a v prípade, že sa nájde zodpovedajúca položka
je táto položka doplnená o identifikáciu DNS servera a samozrejme o IP adresy, ktoré sú
výsledkom prekladu. Takto doplnená položka zoznamu je označená za úplnú a je predaná
do subsystému, ktorý realizuje jej uloženie do databázy.
6.2 Softvérové zamedzenie prekladu DNS
Keďže na úrovni OnePK SDK sa používa metóda Punt na presmerovanie paketov zo sme-
rovača do systému OMS je možné realizovať zahadzovanie paketov v OMS. Samozrejme
z pohľadu analyzátora nechceme, aby sa zahadzovali všetky pakety, ale iba tie, ktoré vyho-
vujú nami stanoveným pravidlám.
Analyzátor DNS obsahuje zoznam domén, nad ktorými sa má správať ako filter a tieto
pakety cez systém OMS neprepustiť. To znamená, že v prípade, ak paket so žiadosťou
o preklad obsahuje doménu, ktorá sa nachádza v tomto zozname, tak takáto žiadosť nie
je cez OMS prepustená, teda tento paket je na OMS zahodený. Ostatné žiadosti cez OMS
prechádzajú a nie sú nijako obmedzené.
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6.2.1 Reakcia na bezpečnostný incident
To, že je paket identifikovaný pomocou zoznamu sledovaných domén, môžeme označiť
za bezpečnostný incident, pretože nejaký klient v sledovanej posieti realizoval žiadosť o pre-
klad takejto domény. Môže ísť o violáciu interných pravidiel, ktoré musia užívatelia siete
dodržiavať, alebo môže ísť o aktivitu škodlivého software, ktorý realizuje dotazy na domény
vo vonkajšej sieti.
Nech sa už jedná o ľubovoľný scenár jeho výsledkom je neprepustenie paketu so žiadosťou
do vonkajčie siete, pretože tomu systém OMS zabráni. Samozrejme je možné si predstaviť
rozšírenia takýchto scenárov o odoslanie správy administrátorovi siete, vytvorenie záznamu
v systéme bezpečnostných incidentov a podobne. Zároveň by analyzátor mohol pomocou
služby OnePK VTY nastaviť blokovanie klienta, ktorý realizoval žiadosť, prípadne úpravu
paketu, ktorý žiadosť realizoval, prípadne presmerovanie odpovedi. Zároveň by mohlo pri-
chádzať do úvahy zapojenie podsiete so systémom Honeypot.
6.3 Listina sledovaných domén
Z hľadiska monitorovania poskytuje implementovaný analyzátor zobrazovanie žiadostí o pre-
klad s príslušným prekladom v susbsytéme Frontend. Táto vizualizácia zobrazuje všetky ta-
kéto dvojice, pričom užívatel môže pomocou nižšie popísaného výrazu špecifikovať preklad
do štyroch kategórií, ktoré budú pri vizualizácii farebne odlíšené. Ide o kategórie Success
(zelená farba), Info (modrá farba), Warning (oranžová farba) a Error (červená farba).
Každý preklad je zobrazený jedným riadkom v tabuľke, ktorá obsahuje všetky preklady
realizované počas doby behu analyzátora. Odlíšenie do jednotlivých kategórí je možné za-
dať pomocou výrazu, ktorý je možné popísať nasledejúcim regulárnym výrazom v notácií
používanej v jazyku C#:
((\*|[a-Z]+)\.)+(\*|[a-Z]+)
Ako príklad takéhoto zadania môže byť images.*.vutbr.*.Obrazovka subsystému Front-
end obsahujúca zoznam filtrovaných výrazov spolu s obrazovkou zobrazujúcou výsledky
filtrovania sa nachádzajú na obrázkoch 6.1 a 6.2.
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Obr. 6.1: Frontend - Výsledky sledovania
Obr. 6.2: Frontend - Sledované domény
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Kapitola 7
Analyzátor HTTP
Analyzátor HTTP bol vytvorený za účelom predvedenia základnej funkcionality monitoro-
vaice systému, a to zbieranie štatistík o prevádzke. Tento analyzátor je zameraný na zbie-
ranie štatistík o prevádzke nad protokolom HTTP a konkrétne zaznamenáva množstvo dát
prenesených medzi dvoma bodmi v sieti, pričom každý bod je identifikovaný pomocou jeho
IP adresy a portu, na ktorom komunikuje. Okrem tejto identifikácie sa dáta agregujú ešte
na základe HTTP metódy, ktorá sa pri komunikácií využíva.
7.1 Štatistiky
Dáta získané analýzou HTTP paketu sa ukladajú do nasledujúcej štruktúty, ktorá predsta-
vuje jeden prvok abstraktného dátového typu zoznam.
typedef struct HttpStats {
uint32_t hash;
uint8_t source_ip[4];
uint8_t destination_ip[4];
uint16_t source_port;
uint16_t destination_port;
THttpMethod method;
uint32_t quantity;
struct HttpStats* next;
} THttpStats;
Je možné si všimnúť, že prvým prvkom štruktúry je štvorbytové slovo, ktoré identifikuje
daný záznam v dynamickom zozname, ktorý vzniká počas behu programu. Toto slovo sa
vypočíta ako hash [18] konkatenácie zdrojovej IP adresy, cieľovej IP adresy, zdrojového
a cieľového portu a HTTP metódy. Dôvod na takúto identifikáciu je zníženie náročnosti
prehľadávania zoznamu, ktoré je nutné realizovať pri každom príchode paketu. Táto situácia
je predstavená na nasledujúcom príklade.
1. Klient K prvýkrát pristupuje na zdroj Z pomocou protokolu HTTP.
2. HTTP paket je spracovaný. Je vypočítaný potencionálny identifikátor nového pri-
jatého paketu a pomocou neho je prehľadaný zoznam L. Prvok s takýmto identifi-
kátorom sa v zozname L nenachádza, a preto je vytvorený prvok zoznamu P spolu
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s jeho identifikátorom a je zaradený do L, ktorý udržuje štatistiky o HTTP prevádzke
na sledovanej sieti.
3. K znova pristúpi na Z.
4. HTTP paket je spracovaný. Je vypočítaný potencionálny identifikátor nového prija-
tého paketu a pomocou neho je prehľadaný zoznam L. Je nájdený prvok P s týmto
identifikátorom. Nový prvok sa nevytvára, iba je aktualizovaný prvok P a množstvo
dát, ktoré sa prenášali v novom pakete.
7.2 Databáza výsledkov
Získané štatistiky sa radia do zoznamu, odkiaľ sú zapisované do databázy. V prípade, že je
prvok v zozname vytvorený, alebo upravený, je aj záznam do databázy buď vložený, alebo
v prípade, že sa jedná o aktualizáciu dát, je záznam v databázy iba upravený. Tabuľka
v databázy kopíruje štruktúru prvku zoznamu.
7.3 Dashboard
Na strane systému Frontend sa zobrazovanie dát skladá z dvoch sekcií. Prvou je klasické
tabuľkové zobrazenie zachytávajúce komunikujúce IP adresy a príslušné HTTP metódy a
druhým zobrazením je graf vizualizujúci klientov 7.1 a ich množstvo prenesených dát v
rámci protokolu HTTP, čím je samozrejme možné identifikovať najaktívnejších klientov.
Obr. 7.1: Frontend - HTTP graf
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Kapitola 8
Analyzátor DHCP
Tretí a zároveň posledný z implementovaných analyzátorov je analyzátor paketov nesúcich
DHCP správy. Tento analyzátor je odlišný v tom, že sa jedná o Proof of Concept (POC)
implementáciu možného správania analyzátora, ktorý realizuje nielen monitorovanie a prí-
padné filtrovanie paketov, ale aj aktívne zasahuje do sieťovej komunikácie.
8.1 Aktívne monitorovanie
Aktívnym zásahom do sieťovej komunikácie je myslená schopnosť analyzátora vytvárať
pakety na základe paketov prijatých, prípadne v daných časových okamihoch vytvorené
pakety zasielať. V prípade opisovaného DHCP analyzátora ide o schopnosť vytvárať pakety
typu DHCP Offer ako odpoveď na pakety typu DHCP Discover, ktoré zachytí na sieti.
Realizácia tohoto modulu spôsobom POC bola zvolená, pretože na to, aby mohla pre-
behnúť kompletná dohoda o pridelení adresy klienotvi, ktorý o toto pridelenie žiada, by
bolo nutné implementovať značnú časť funkcianality DHCP servera na strane analyzátora.
Predmetom tohoto modulu je predvedenie pokročilej schopnosti interakcie so sieťovou pre-
vádzkou.
8.2 Prideľovanie IP adries
Kedže analyzátor je realizovaný v jazyku C, je možné k prideľovaniu adries dodať ľubovoľnú
logiku. Týmto je možné nielen konfigurovať prideľovanie adries, ale v prípade budúceho
vývoja aj prepojiť logiku prideľovania adries jednotlivým zariadeniam, prípadne identitám
s monitorovaním týchto identít.
8.3 DHCP Offer
Scenár, pri ktorom dôjde k ativácií analyzátora, je znázornený na obrázku 8.1 a jeho popis
je nasledujúci:
1. Klient vyšle DHCP Discover na adresu 255.255.255.255.
2. Router pomocou NBAR rozpozná, že sa jedná o paket typu DHCP a pomocou OnePK
metódy Punt, ktorá zaisťuje presmerovanie paketu na OMS a nielen predanie jeho
kópie, prenesie pôvodný paket do systému OMS.
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3. OMS paket prijme, realizuje jeho parsovanie a následne paket zahodí.
4. Prijde k vytvoreniu nového paketu na základe paketu pôvodného, ktorý obsahuje in-
formácie a ponúkanej adrese, sieťovej maske, identifikácií DHCP servera a príslušných
odpovedí na žiadané informácie, ktoré sa nachádzali v sekcii Options.
5. Takto vytvorený paket je zaslaný na adresu 255.255.255.255, čím dôjde aj k jeho
prijatiu klientom, ktorý požiadavku zasielal.
6. Klient skontroluje, či sa jedná o odpoveď na jeho požiadavku na základe transakčného
čísla DHCP paketu, ktoré sa musí zhodovať s paketom, ktorý vyslal v kroku Discover.
Obr. 8.1: Scenár aktivácie DHCP analyzátora
Keďže formát správ ostáva v jednotlivých krokoch prideľovania adresy rovnaký je ako
na parsovanie DHCP Discover, tak aj na vytvorenie DHCP Offer použitý rovnaký dátový
typ, ktorý je reprezentovaný nasledujúcou štruktúrou.
typedef struct {
bool valid; // Označuje validitu dát DHCP správy
uint8_t op;
uint8_t htype;
uint8_t hlen;
uint8_t hops;
uint32_t xid;
uint16_t secs;
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uint8_t flags[2];
uint8_t ciaddr[4];
uint8_t yiaddr[4];
uint8_t siaddr[4];
uint8_t giaddr[4];
uint8_t chaddr[16];
uint8_t sname[64];
uint8_t magic_cookie[4];
dhcp_options options; // Pole premenlivej dĺžky obsahujúce všetky
// voliteľné prvky správy
} dhcp_message;
Kedže DHCP analyzátor ako jediný vkladá nové pakety do komunikácie, je vhodné si
predstaviť metódu platformy Cisco OnePK, ktorá je schopná toto vloženie realizovať. Je
tvar je nasledujúci:
onep_status_t onep_dpss_inject_raw_packet (
onep_network_element_t * ne, // Sieťový element
uint8_t * buffer, // Pole bytov reprezentujúcich paket
uint16_t buffer_len, // Dĺžka paketu v bytoch
vrf_id_t vrf_id, // VRF identifikátor,
// v analyzátore sa nepoužíva
onep_network_interface_t * intf, // Rozhranie elementu
onep_target_location_e location_id // Lokácia ciela,
// v analyzátore je využitý ONEP_TARGET_LOCATION_HARDWARE_DEFINED_OUTPUT
)
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Kapitola 9
Testovanie
Testovanie systému navrhnutého a implementovaného v rámci tejto práce je chápané ako
demonštrácia konceptov a myšlienok stojacich za realizáciou softvérovo definovaného mo-
nitorovania realizovaného pomocou systému OMS. Jednotlivé podkapitoly predstavia vy-
hodnotenie systému na základe experimentov realizovaných nad implementovanými analy-
zátormi. Vybrané scenáre predstavujú požadovanú funkcionalitu subsystémov definovanú
v predchádzajúcich kapitolách.
Pre účely demonštrácií bolo nutné vytvoriť sieťovú topológiu, ktorá zahŕňala prinajmen-
šom jeden Cisco router, jedného klienta, ktorý bol realizovaný pomocou stroja s operačným
systémom typu Linux alebo Windows, jeden server, na ktorom bežala aplikácia OMS. Pos-
ledným prvkom, ktorý nie je potrebný, ale umožňuje priblíženie sa k reálnemu prostrediu
je buď pripojenie k sieti internet, čím môže klient pristupovať k reálnym zdrojom a dá-
tam, alebo vytvorenie vlastného servera, ktorý tieto zdroje a dáta bude poskytovať, alebo
prinajmenšom simulovať.
Takto popísaná topológia môže byť realizovaná buď na reálnych zariadeniach, teda
na skutočnom smerovači a klientoch, alebo môže byť táto topológia vytvorená vo virtu-
alizačnom prostedí, ktoré umožňuje ako vytvorenie virtualizovaného smerovača, tak aj vy-
tvorenie virtualizovaných klientov a realizovať prepojenie medzi nimi a konfigurácie týchto
prepojení. Pre testovanie OMS boli použité všetky vyššie popísané varianty. V nasledu-
júcich podkapitolách bude predstavené virtualizačné prostredie a následne aj testovanie
jednotlivých analyzátorov, ktoré boli vytvorené spolu s implementáciou OMS.
9.1 Virtualizované prostredie
9.1.1 GNS3
Graphical Network Simulator 3 (GNS3) [17] je softvérový emulátor sietí. Na emuláciu
CISCO IOS používa emulátor Dynamips [16]. Na virtualizáciu operačných systémov do-
káže spolupracovať so softvérom Virtualbox [27].
9.1.2 Topológia
Vo virtualizovanom prostredí prebiehalo testovanie v dvoch hlavných scenároch. Prvým sce-
nárom bol základný typ topológie obsahujúci smerovač, klienta, server a OMS. Obrazovka
GNS3 zobrazujúca túto situáciu sa nachádza na obrázku 9.1. V tomto prípade boli zachy-
távané príslušné pakety, ktoré prechádzali smerovačom cez všetky jeho rozhrania, okrem
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rozhrania smerujúceho k OMS.
Obr. 9.1: Virtuálna topológia s jedným smerovačom
Druhý scénar predstavuje schopnosť systému OMS zbierať dáta od viacerých smerova-
čov zároveň. 9.2 zachytáva obrazovku GNS3, ktorá bola použitá na virtulizáciu topológie
obsahujúceho dva smerovače, dvoch klientov, server a OMS.
9.1.3 Virtuálne stroje
Ako klient bol využívaní virtálny stroj, na ktorom bežal Lubuntu Linux [21] vo verzii 12.10.
Systém OMS bežal na systéme Linux Mint [20] vo verzii 17. Servre obsahujúce zdroje,
ku ktorým klienti prestupovali, bežali taktiež na systéme Lubuntu Linux vo verzii 12.10.
9.2 Reálne prostredie
Pre testovanie v reálnom prostredí bol využitý Cisco 2911 s operačným systémom IOS vo
verzii 15.4. Topológia obsahovala spomínaný router, dvoch klientov, server OMS a pripojenie
k sieti internet cez tento router. Topológia je schematicky zachytená na obrázku 9.3.
9.3 DNS
V prípade testovania analyzátora DNS sa sieť skladala z virtuálneho stroja obsahujúceho
BIND9 [10] DNS server a klienta, ktorý realizoval požiadavky na preklad pomocou konzo-
lového nástroja HOST [19].
Na obázku 9.4 sa nachádza výsledok šiestich prekladov doménových mien s tým, že
doména github.com bola kategorizovaná ako Succes, doména stackoverflow.com ako Info,
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Obr. 9.2: Virtuálna topológia s dvoma smerovačmi
twitter.com ako Warning a facebook.com ako Error, zároveň bola doména 9gag.com zara-
dená do zoznamu domén, pri ktorých má byť žiadosť o preklad zahodená. Doména 9gag.com
sa vo výpise neachádza, pretože niekdy nedošlo k jej prekladu. Vo výpise je taktiež vidieť
preklad domény microsoft.com, ktorá nebola kategorizovaná, pretože systém neobsahuje
žiadne pravidlo, ktoré by sa s ňou zhodovalo.
9.4 HTTP
Testovanie HTTP analyzátora prebiehalo spôsobom zaslielania žiadostí od klienta, na kto-
rom bežal internetový prehliadač, k serveru, na ktorom bežal Apache server s podporou
pre PHP a funkčnou internetovou stránkou.
Zároveň realizoval klient aj rôzne typy HTTP požiadavkov cez konzolu na otestovanie
správnej fukncionality detekcie HTTP metód. Jeden z takýchto testovacích behov je možné
vidieť na obrázku 9.5.
9.5 DHCP
Ako bolo popísané v kapitole 8, DHCP analyzátor realizoval aktívne monitorovanie, ktoré
zahŕňalo vytváranie nových paketov na OMS a ich odosielanie do monitorovaniej siete. Sce-
nár testovania obsahoval v topológií smerovač, systém OMS a klienta, ktorý žiadal o pride-
lenie IP adresy.
V prvom kroku zažiadal klient o pridelenie IP adresy tým, že vyslal DHCP Discover
na IP adresu 255.255.255.255. Jedna z takýchto žiadosti je zachytená na obrázku 9.6, ktorý
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Obr. 9.3: Schéma fyzického testovacieho prostredia
Obr. 9.4: Výsledky jedného behu DNS analyzátora
zobrazuje obrazovku nástroja Wireshark [35]. Môžeme vidieť, že ide o DHCP správu číslo
53, teda Discover.
Na obrázku 9.7 je zobrazená odpoveď na túto správu od OMS. Je vidieť, že typ správy
je DHCP Offer a sú vyplnené niektoré polia, medzi ktoré patrí ponúkaná IP adresa, ktorou
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Obr. 9.5: Výsledky jedného behu HTTP analyzátora
Obr. 9.6: Wireshark - DHCP Discover
je adresa 10.120.10.2, maska podsiete, všesmerová adresa, doménové meno, prípadne doba
platnosti adresy pre daného klienta. Taktiež je možné si všimnúť, že OMS sa tváril ako
pôvodný linuxový server, ktorý sa v topológií taktiež nachádzal, pretože ako identifikáciu
servera použil jeho IP adresu.
Scenár, pre ktorý bol DHCP analyzátor vytvorený a aj jeho testovanie ukazujú, že ako
OMS, tak aj Cisco OnePK, nad ktorým je OMS postavené umožňujú vytvárať riešenia
s oveľa širšou zodpovednosťou ako je pasívne monitorovanie, prípadne filtrovanie paketov,
ktoré prechádzajú sieťou.
9.6 Priepustnosť
Na záver je vhodné realizovať experiment zameraný na porovnanie priepustnosti smerovača
a zároveň aj systému OMS v závislosti na jeho nastavení. Pre testovací scenár bol vybraný
analyzátor DNS prevádzky, ktorý umožňuje testovanie oboch módov preposielania paketov
do OMS (Copy, Punt) 2.4. DNS pakety boli generované jednoduchým skriptom v jazyku
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Obr. 9.7: Wireshark - DHCP Offer
Python, ktorého zdrojový kód sa nachádza v dodatku B.
Tabuľka 9.8 obsahuje výsledky meraní tohoto testovacieho scenára na virtuálnej topo-
lógií realizovanej pomocou GNS3.
Nastavenie Priepustnosť Nárast pamäte OMS Pomer
Bez OMS (východzie) 110 paketov/s - 1
OMS - Copy 78 paketov/s 0,4 MB/s 0.71
OMS - Punt 11 paketov/s 0,4 MB/s 0.10
Obr. 9.8: Výsledky experimentu zameraného na priepustnosť OMS
Je možné vidieť, že nasadenie OnePK, a teda aj OMS, má negatívny dopad na prie-
pustnosť smerovača, cez ktorý tečie sledovaná prevádzka. V prípade metódy Copy, kedy
sú na OMS preposielané iba kópie paketov, je negatívny dopad daný nutnosťou realizovať
filtrovanie pomocou pravidiel ACL a NBAR, ktoré sa uskutočňuje priamo na smerovači.
V prípade metódy Punt, pri ktorej je paket priamo presmerovaný na OMS a až ten určí
jeho ďalšiu cestu, sa priepustnosť významne zníži. V experimente bol tento pokles až o 90%.
V oboch prípadoch dochádzalo k zahlteniu systému OMS, čo je možno detekovať nárastom
potrebnej operačnej pamäte. Tento nárast je tvorený paketmi, ktoré sa sa radia vo vstupnej
fronte rýchlejšie ako ich OMS dokáže spracovať. Optimálny počet paketov pri metóde Punt
v rámci testovacieho prostredia bol 10 DNS paketov za sekundu v jednom smere, čo tvorí
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priepustnosť približne 42Kbps. Je však zrejmé, že hodnota priepustnosti je silno závislá na
priepustnosti smerovača, jeho výkonu vzhľadom k realizácií filtrovania, negatívnym dopa-
dom aktivácie systému NBAR na smerovači a v neposlednej rade na výkone servera, na
ktorom OMS beží.
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Kapitola 10
Budúci vývoj
Ako už bolo spomínané v predchádzajúcich kapitolách OnePK je relatívne nová platforma,
ktorá priniesla do vývoja sieťových aplikácií mnoho nových konceptov a myšlienok. Toto
umožnilo nielen vývojárom mimo spoločnosti Cisco vytvárať sieťové aplikácie jednoduch-
ším spôsobom, ale aj samotným vývojárom platformy OnePK vytvoriť základ a nadobudnúť
skúsenosti v oblasti tvorby platformy, ktorá kombinuje klasický prístup k počítačovým sie-
ťam s prístupom stojacim za SDN. Možno práve s ohľadom na túto skutočnosť v záverečných
fázach tvorby tejto práce vydala spoločnosť Cisco prehlásenie [14], v ktorom oznámila ukon-
čenie vývoja platformy OnePK a predstavila novú platformu stojacu na princípoch SDN
a skúsenostiach získaných z OnePK. Konkrétne ide o NETCONF protokol a RESTCONF
platformu [25].
Z hľadiska systému OMS sa jeho budúci vývoj opiera presne o vyššie spomínané vlast-
nosti SDN a taktiež o jeho modulárny návrh, ktorý od začiatku bral do úvahy jeho roz-
širovateľnosť. Nasledúce podkapitoly ponúkajú pohľad na možnosť budúceho vývoja jeho
jednotlivých podsystémov.
10.1 Backend
Ako bolo spomenuté vyššie, spoločnosť Cisco ukončila podporu pre OnePK, a preto budúci
vývoj, ktorý by sa opieral hlavne o rozšírenie podporovaných funkcií OnePK API z po-
hľadu OMS a možnú tvorbu frameworku, prestal byť vhodným. Namiesto toho by bolo
vhodné premigrovať aktuálnu funkcionalitu, ktorá je implementovaná v subsystéme Back-
end, do technológií druhej generácie, ktorými spoločnosť Cisco nahradila platformu OnePK.
Ajkeď sa tento krok zdá ako majoritný zásah do OMS, tak práve jeho návrh, ktorý počítal
so zmenami, umožňuje tento zásah vykonať. Keďže Backend zavádza abstrakciu nad OnePK
API, je možné zmenou tejto vrstvy vymeniť platformu, ktorá leží pod ňou bez toho, aby sa
táto zmena dotkla vrstiev vyšších.
V tejto sekcii je taktiež vhodné spomenúť možnosť zvoliť si iný typ databázového servera.
Vhodným rošírením s ohľadom na výkon by mohlo byť zapojenie in-memory databázového
servera, ktorý by umožňoval rýchlejšie operácie nad často používanými množinami dát.
10.2 Middlend
Najširšie možnosti budúceho vývoja poskytuje Middlend. Je to práve preto, že jeho ob-
sahom sú jednotlivé moduly pracujúce nad zachytenými dátami. Hlavná rozširovateľnosť
54
spočíva v implementácií ďalších pasívnych, prípadne aktívnych analyzátorov nad niekto-
rými z množstva sieťových protokolov.
Ďalšie vylepšenia je možné dodať do samotnej architektúry a spôsobu behu tohoto
podsystému. Patrí sem možnosť spustiť dva, prípadne viac analyzátorov naraz a to buď
nad rovnakou množinou zachytených dát, alebo nad rôznymi množinami dát, ktoré budú
doručované každému analyzátoru samostatne na základe jeho zvolenej konfigurácie. Tým
by sa jednalo o paralelný beh viacerých analyzátorov.
Zároveň by bolo možné implementovať sériový beh viacerých analyzátorov v pevne
definovam poradí, ktoré by si zvolil užívateľ. Základným predpokladom by bolo pevne defi-
nované vstupné a výstupne rozhranie každého analyzátora z hladiska štruktúry dát, ktoré
prijíma a ktoré produkuje, aby mohol každý analyzátor prijať dáta od iného ľubovoľného
analyzátora a zároveň, aby mohol po svojich analýzach predať dáta ďalej.
10.3 Frontend
Fronted poskytuje taktiež množstvo scenárov pre jeho budúci vývoj. Jedným z nich je
implementácia nových dashboardov pre novo vytvorené analyzátory. Taktiež by mohlo ísť
o vytvorenie intuitívnejšieho rozhrania pre konfiguráciu OMS a jednotlivých analyzátorov,
ktoré by mohlo obsahovať grafický pohľad na sledovanú sieť, možnosť pridávania nových
uzlov a definovania ich prepojení.
Ďalším rozšíreným, ktoré by bolo zaujímavé hlavne pre sieťových a systémových admi-
nistrátorov by bolo prenesenie webovej aplikácie Frontend do natívnej mobilne aplikácie,
ktorá by umožňovala prijímať push notifikácie a tým upozornovať na aktuálnu situáciu a
možné incidenty v sieti.
10.4 Cloud
Na záver je vhodné spomenúť, že nie všetky analýzy musia byť realizované v reálnom čase.
Častokrát môže byť viac žiaduce realizovať iba niektoré analýzy v reálnom čase a zvyšok
analýz odložiť pre ich vysokú časovú, prípadne pamäťovú náročnosť. V týchto scenároch
prichádza do úvahy spúšťať takéto analýzy na dedikovaných serveroch, prípadne v dnešnej
dobe veľmi sa rozvýjajúcom cloude. Kedže každý analyzátor je tvoreným klasickým kódom v
jazyku C, ktorý dodržuje pevne stanovené rozhranie, bolo by takto možné vytvoriť množinu
strojov realizujúcich náročné analýzy nad zachytenými dátami.
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Kapitola 11
Záver
Cieľom tejto práce bol návrh a implementácia systému, ktorý umožní monitorovanie a ana-
lýzu využívania služieb a súborov v sieti. Tento systém je vystavaný na princípoch softvérovo
definovaných sietí, ktoré oddeľujú logiku od samotných sieťových zariadení a umiestňujú ju
na centralizované zariadenie, server, ktorý poskytuje dohľad nad celou vymedzenou podsie-
ťou.
Práca obsahuje popis myšlienok, ktoré stoja za softvérovo definovanými sieťami, na ktoré
nadväzuje platforma OnePK od spoločnosti Cisco, Inc. Samotnej platforme OnePK je ve-
novaná vlastná kapitola, ktorá uvádza jej základné princípy fungovania spolu s náhľadom
do štruktúry a funkcionality jej aplikačného rozhrania, ktoré umožňuje vytvárať centralizo-
vané zariadenia spravujúce definovanú časť siete.
Práve tieto vlastnosti predurčovali OnePK ako vhodnú technológiu na realizáciu ciele-
ného monitorovacieho systému, ktorý bude slúžiť ako centrálny prvok v sieti, ktorý zbiera
a analyzuje dáta, ktoré sa v sieti nachádzajú a je aj prípadne pripravený aktívne zasiahnuť
do prevádzky v tejto sieti v reálnom čase.
Samotný monitorovací systém je na najvyššej úrovni abstrakcie zložený z troch kom-
ponent, pričom každá z nich je nezávislá, čo predurčuje tento systém k ďalšiemu rozširo-
vaniu jeho funkcionality, ktorej jadro je v rôznych metódach analýzy dát v sieti. Medzi
základné protokoly a služby, ktoré je možné analyzovať patria služby na preklad doméno-
vých mien a prenos hypermédií, rovnako ako služba poskytujúca dynamickú konfiguráciu
klientov v sieti.
Práca obsahovala popis architektúry na viacerýh úrovniach abstrakcie a implementácie
jednotlivých týchto častí spolu s detailným popisom ich komunikácie a spôsobu predávania
dát medzi nimi. Dva z popisovaných systémov, Backend a Middlend, boli implemetované
v jazyku C, ktorý umožňuje vysokú optimalizáciu vzhľadom na výpočetné nároky. Posledný
zo systémov, a to systém graficky zobrazujúci konfiguráciu a výsledky analýz - Frontend,
bol postavený na platforme ASP.NET. Nasledoval popis testovania systému a aj implemen-
tovaných analyzátorov, na reálnej a virtuálnej topológií.
Implemetované analyzátory predstavili métody nielen na pasívne monitorovanie pre-
vádzky v sieti, ale aj metódy na aktívne zasahovanie do tejto prevádzky, a to ako schopnosť
modifikovať, prípadne zahadzovať niektoré dáta prechádzajúce sieťou, tak aj vytvárať nové
dáta.
Posledná časť jadra práce bola zameraná na možnosti budúceho vývoja software s využi-
tím technológií softvérovo definovaných sietí a zároveň aj nad implemetovaným systémom
OMS.
Princíp softvérovo definovaných sietí je aktívne sa rozvýjajúcou oblasťou v rámci počí-
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tačových sietí. Preto aj monitorovací systém, ktorý je vystavaný nad týmito technológiami
musí byť dostatočne flexibilný na to, aby mohol rýchlo reagovať nielen na zmeny v týchto
technológiách, ale aj na robustnosť ich využitia v praxi.
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Príloha A
Schéma databáze s konfiguráciou
OMS
Obr. A.1: Schéma databáze s konfiguráciou OMS
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Príloha B
Skript generujúci DNS pakety
#!/usr /bin /python3
import dns . r e s o l v e r
import random , time
dns . r e s o l v e r . nameservers = [ ’ 1 0 . 1 2 0 . 1 0 . 1 ’ ]
domain = ’www. facebook . com ’
type = ’A’
# Uncomment f o r ra t e c on t r o l
# packetRate = 1
whi l e True :
t ry :
dns . r e s o l v e r . query ( domain , type )
except dns . r e s o l v e r .NXDOMAIN:
pass
except dns . r e s o l v e r . NoAnswer :
pass
except dns . r e s o l v e r . Timeout :
pass
except dns . r e s o l v e r .YXDOMAIN:
pass
except dns . r e s o l v e r . NoNameservers :
pass
# Uncomment f o r ra t e c on t r o l
# time . s l e e p ( packetRate )
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Príloha C
Obsah CD/DVD
∙ src/ - zdrojové kódy OMS
– nevada/tahoe - zdrojové kódy subsystémov Backend a Middlend
– nevada/colorado - zdrojové kódy subsystému Frontend
∙ db/ - schémy databáz
– tahoe.sql - schéma pre Nevada/Tahoe
– colorado.sql - schéma pre Nevada/Colorado
– data/ - schémy databáz s ukážkovými dátami
* tahoe.sql - schéma s dátami pre Nevada/Tahoe
* colorado.sql - schéma s dátami pre Nevada/Colorado
∙ guide/ - návody na inštaláciu
– Installation.md
– Readme.txt
∙ lib/ - doplnkové súbory k OMS
– Cert/ - skripty generujúce certifikáty
– Cisco/ - OnePK SDK, certifikát a príklad konfigurácie smerovača
– GNS3/ - príklad virtuálnej topológie v GNS3 prostredí
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