The benefits of combining experimental and computational methods have been demonstrated by a study of the dynamics and solid-state structure of -benzophenone. Dispersion-corrected and -uncorrected density functional theory molecular dynamics simulations were used to obtain displacement parameters, with the dispersion-corrected simulations showing good agreement with the experimental neutron and X-ray diffraction values. At 70 K, quantum-nuclear effects resulted in poor values for the hydrogen atoms, but the heavy-atom values still show excellent agreement, suggesting that molecular dynamics simulations can be a useful tool for determining displacement parameters where experimental data are poor or limited.
Introduction
In the past 20 years there have been many advances in the tools and techniques used to study condensed-phase systems. The continued development of neutron sources and synchrotron X-ray facilities, in tandem with the phenomenal growth in the application of density functional theory (DFT), has greatly improved our understanding of the structure and function of numerous materials and systems. However, there remain many challenges at the frontiers of crystallography, which in turn hinder our ability to study and understand new and complex materials. Studies at high pressure and temperature or of macromolecular systems often have a limited range of data, which greatly complicates the refinement process. The modelling of thermal motion via the Debye-Waller factor is important to the quality of a fit but it also increases the number of parameters to be fitted and thus requires more data. The refinement of displacement parameters for light atoms in single-crystal X-ray diffraction experiments, where more than enough data can easily be collected, can also be difficult because of the lack of scattering from these atoms.
Theoretical methods offer a way of supplementing the information obtained from diffraction experiments. It is common in gas electron diffraction studies to use theoretically determined vibrational and structural information as restraints (Blake et al., 1996; Brain et al., 1996; Mitzel & Rankin, 2003) and corrections (McCaffrey et al., 2007; Sipachev, 1985 Sipachev, , 2001 Sipachev, , 2000 Wann et al., 2009) to counter the limited nature of the data. Our recent work on vibrations in crystals has focused on using molecular dynamics (MD) simulations to probe the nature of anharmonic thermal motion, providing corrections that convert time-averaged experimental structures to equilibrium ones (Reilly et al., 2007 (Reilly et al., , 2010b , as well as model data sets for assessing new anharmonic Debye-Waller factors Reilly, Morrison, Rankin & McLean, 2011) . However, MD simulations also offer a route to information on the harmonic parameters that define the standard anisotropic (displacement ellipsoid) model. The harmonic model used to describe thermal motion in many refinements requires six anisotropic displacement parameters (ADPs), U ij , which are elements of the co-variance matrix, U, of a three-dimensional probability density function (PDF) that describes an atom's thermal motion, P:
where u is an atomic displacement and T denotes the transpose of the matrix. The co-variance matrix can be calculated numerically from an MD trajectory. Alternatively, a onedimensional isotropic PDF can be used, based on a single variance parameter U eq that describes the extent of thermal motion averaged over the three directions. Glykos (2007) has used empirical-potential MD simulations of a small protein crystal structure to calculate ADPs, which were of some use in parameterizing refinements. A variety of methods have been devised to estimate lightatom ADPs from heavy-atom values. This is important for charge-density studies, where the convolution of the electron density and vibrational PDF means that meaningful interpretation of the refined electron-density maps requires a good description of thermal motion. The TLS method (Schomaker & Trueblood, 1968) , which assumes motion of rigid molecules, can be used to extrapolate heavy-atom ADPs to H atoms by determining the librational (L) and translational (T) motion tensors of a molecule. More sophisticated schemes, including the TLS+ONIOM method (Whitten & Spackman, 2006) , combine the rigid TLS model with ab initio computed estimates of the contribution from internal degrees of freedom. The SHADE web server can perform the requisite TLS analysis of an experimental refinement and provides empirical estimates of the contribution of non-rigid motions (Madsen, 2006) .
For systems where there are no heavy-atom ADPs, prediction of displacement parameters can only be achieved readily using lattice dynamics (LD) or MD simulations. LD calculations (Dove, 2005; Baroni et al., 2001 ) can be performed in a variety of ways but the method in essence uses a series of static calculations of a perturbed system to determine its normal-mode eigenvectors and eigenvalues. LD has been used a number of times to compute ADPs for a number of different types of systems (Criado et al., 1984; Pilati et al., 1998) . One of the main benefits of LD is the direct inclusion of zero-point energy contributions and the ability to model phonon dispersion using calculations at different parts of the Brillouin zone, without having to resort to the use of supercells as in an MD simulation. However, the principal disadvantage of LD calculations is that they are nearly always performed in the harmonic limit. At high temperatures, attempting to fit an anharmonic potential with a harmonic one may lead to spurious results, as we have seen for an equivalent situation in the gas phase (Wann et al., 2008 (Wann et al., , 2009 .
As LD calculations are liable to be best suited to lowtemperature nearly harmonic systems, MD simulations should be complementary, as they are best suited to high-temperature systems (for classical MD simulations, which omit quantum nuclear effects) and can deal with any degree of anharmonicity. In this present work, we explore the possibility of using MD to derive both ADPs and equilibrium corrections by studying the crystal structure of benzophenone using a combination of DFT-MD simulations and neutron diffraction data.
The solid-state structure of benzophenone (C 13 H 10 O) has been studied a number of times using X-ray diffraction, and two phases or polymorphs (one stable, one metastable) are known in the literature (Fleischer et al., 1968; Moncol & Coppens, 2004; Kutzke et al., 2000) . Indeed, benzophenone was the first organic compound reported to exhibit polymorphism (Gossner, 1904) . This present study focuses on the stable phase, which crystallizes in the orthorhombic P2 1 2 1 2 1 space group. No neutron diffraction structure of either phase has been reported before now. Owing to its numerous bonds, the solid-state interactions between benzophenone molecules will be dominated by dispersion forces, which standard DFT models quite poorly. Therefore, this study allows us to investigate how serious a deficiency this is for DFT simulations of ADPs and whether or not pairwise dispersion corrections (Grimme, 2004; Elstner et al., 2001) to DFT can improve its modelling of thermal motion in organic crystals.
The following section outlines the experimental and computational approach. Thereafter is a discussion of the experimental refinements and comparison with the MD simulation results. Finally, we discuss the effect of the thermal motion on the structural parameters of the molecule.
Methods

Experimental
Single-crystal neutron diffraction data were collected on the SXD instrument at the ISIS spallation neutron source, Rutherford Appleton Laboratories, Oxfordshire, England (Keen et al., 2006) . The SXD instrument uses the time-of-flight Laue diffraction method and is capable of capturing large amounts of reciprocal space with a stationary crystal, making use of the large area of the detectors used in the instrument.
Undeuterated crystals of benzophenone were grown by cooling from 323 to 293 K over a period of 48 h. From this batch, a crystal of approximately 6 Â 7 Â 2 mm was selected for use in the diffraction experiment. Data were collected at temperatures of 70 and 300 K. To maximize the number of observed reflections, eight crystal orientations were used at each temperature. The SXD2001 program (Gutmann, 2005) was used to index the unit cells and to reduce the raw data to a format suitable for refinement. Refinements were carried out using the SHELX97 program (Sheldrick, 2008) , starting from coordinates from a previous X-ray structure of benzophenone (Moncol & Coppens, 2004) . Extinction was modelled as part of the structure refinement using the SHELX97 extinction model and the wavelength for each reflection.
To complement the high-temperature neutron diffraction data set, X-ray diffraction data were collected at 295 K using an Oxford Diffraction Gemini S diffractometer equipped with a Sapphire CCD detector using Mo K radiation with a wavelength of 0.71073 Å . Refinement was also carried out using SHELX97, with the C-and O-atom positions being refined using anisotropic displacement parameters, while the H atoms were fixed and treated isotropically.
MD simulations
All of the DFT simulations of the crystal structure of benzophenone were carried out using the Gaussian and planewave formalism (Lippert et al., 1997) , as incorporated in the CP2K code (VandeVondele et al., 2005) . The generalized gradient-corrected PBE functional (Perdew et al., 1996) was used, together with the PBE-optimized double-basis set provided with the code. The analytical pseudopotentials of Goedecker and co-workers (Goedecker et al., 1996; Hartwigsen et al., 1998; Krack, 2005) were used, together with a plane-wave density cutoff energy of 4250 eV. This value ensured convergence of the atomic forces and the total energy to within 2 meV Å À1 and 1 meV atom À1 , respectively. For research papers some simulations an empirical correction for van der Waals dispersion was added. The van der Waals-corrected DFT calculations will be referred to as DFT+D calculations. The correction used the functional form of Elstner et al. (2001) , together with the PBE-optimized C 6 and R 0 parameters of Williams & Malhotra (2006) . We note that there are more recent and potentially more suitable C 6 parameters available (Grimme et al., 2010; Tkatchenko & Scheffler, 2009 ). However, different parameters are unlikely to affect the qualitative insights of applying the benzene-optimized parameters used here. Equilibrium geometries were determined for both the DFT and DFT+D levels of theory. As the CP2K program does not currently support symmetry constraints, a 2 Â 2 Â 2 supercell was optimized with P1 symmetry and the equilibrium geometry determined by averaging coordinates of the optimized geometry using the P2 1 2 1 2 1 set of symmetry operations. The deviations between the average symmetry-related positions were of the order of 1 fm, which is well within the error of an experimental structure.
MD simulations were performed using a 2 Â 2 Â 2 supercell both with and without the van der Waals correction term. A chain of five Nosé -Hoover thermostats (Nosé, 1984; Hoover, 1985) was used to maintain the temperature. In total, three production simulations were performed. Initial problems with the experimental data collected as part of this study led to two simulations being performed at 300 K using the previously reported 90 K cell vectors of Moncol & Coppens (2004) . The DFT simulation was run for 9 ps, while the DFT+D simulation was run for 14 ps. Finally, a 13 ps DFT+D simulation was performed at a temperature of 70 K using lattice constants of a = 7.7307, b = 10.2535 and c = 12.0542 Å . These values were obtained from a preliminary refinement of the 70 K neutron diffraction data set. Using the different lattice parameters at 70 and 300 K will give rise to minor deviations from atmospheric pressure in the MD simulations. We do not anticipate this effect to be significant for a molecular solid over the pressure range expected.
The trajectories were analysed numerically to determine the mean atomic position and ADPs using the method described previously (Reilly et al., 2007 (Reilly et al., , 2010a . The first few picoseconds of the trajectory were removed to allow for thermal equilibration of the simulation. The central limit theorem (Allen & Tildesley, 1989 ) and the blocking method (Flyvbjerg & Petersen, 1989) were used to estimate the sampling uncertainties of the quantities determined from the trajectory.
3. Results and discussion 3.1. Crystallographic structures and displacement parameters 3.1.1. Details of neutron and X-ray refinements. Anisotropic neutron diffraction refinements were carried out using the 70 and 300 K data sets, while a mixed anisotropic/isotropic refinement was performed on the 295 K X-ray diffraction data set, with the H-atom positions fixed relative to those of the C atoms. The crystallographic data and refinement parameters determined are given in Table 1 .
1 A statistical weighting scheme of w = 1=½ 2 ðF 2 o Þ þ ðw r1 PÞ 2 þ w r2 P, where P = ðF 2 o þ 2F 2 c Þ=3, was used for all of the refinements discussed here. The parameters w r1 and w r2 are different for the three refinements and are reported in Table 1 .
The refinements are satisfactory for all three sets of data, although we note that the R factor for the 70 K neutron data set is somewhat high for a low-temperature data set, but this likely stems from the time-of-flight nature of the diffraction apparatus, which can introduce additional sources of uncertainty and often gives larger R factors than fixed wavelength methods. The X-ray diffraction results, obtained using the same batch of crystals, show that the crystals are of suitable quality for diffraction.
3.1.2. Comparison of experimental structures. The molecular structure of benzophenone is shown in Fig. 1 , together with the 70 K displacement ellipsoids. In Table 2 0.0000 0.0000 1.9468
Figure 1
The 70 K experimental structure of benzophenone, with displacement ellipsoids plotted at the 50% probability level.
took no account of the nonspherical nature of the electronic distribution, the C-H bond lengths are nonphysical, with values of less than 1 Å , which is common in X-ray crystallography studies. The heavy-atom bond lengths agree reasonably between all three refinements, with the highertemperature data set yielding mainly shorter bonds, as would be expected owing to librational thermal motion. However, the uncertainties mean that, in some cases, the bond lengths cannot be differentiated between the different refinements and temperatures. While there are only small differences between the bond lengths at 70 and 300 K, the isotropic displacement parameters at 295 and 300 K are significantly larger than those at 70 K, being on average three to six times the size at the higher temperature. We do not expect the H-atom values to agree well between the X-ray and neutron diffraction data sets, but the good agreement of the C and O displacement parameters is a further indication of the quality and reliability of the neutron diffraction data.
Molecular dynamics simulations results
3.2.1. Displacement parameters. Table 3 gives some representative U eq values calculated from the MD simulations at 70 and 300 K, together with the experimentally refined neutron diffraction values. At 300 K, all of the DFT and DFT+D U eq values are smaller than the corresponding experimental values. However, the DFT+D values are significantly larger than the uncorrected DFT ones, the mean absolute error (MAE) for DFT+D being 0.0099 Å 2 , while that for DFT is 0.0275 Å 2 . These amount to mean (absolute) relative errors (MARE) of about 12 and 34%, respectively. When comparing the DFT+D values with those from the X-ray diffraction data set, not all of the experimental values are underestimated and the MAE is smaller than that of the neutron diffraction data at 0.0086 Å 2 . However, this is primarily due to some of the H-atom values being much smaller in the X-ray refinement than in the neutron refinement, most likely because of the constrained nature of the refinement. Fig. 2 shows the experimental and DFT+D molecular structures at 300 K, with displacement ellipsoids plotted. Visual inspection confirms that the physical extent of the MD ADPs (i.e. the U eq values) agree well with the experimental data. However, it is apparent that the orientations of some of the ellipsoids differ noticeably in some instances. The orientations of the ellipsoids are dictated by the U ij , i 6 ¼ j, values, which are typically much smaller than the U ii values. For example, from the 300 K neutron diffraction data, the values for C1 are U 11 = 0.066 (2) Å 2 and U 12 = À0.0009 (15) Å
2
. The large uncertainty reflects the difficulty in determining these parameters at high temperature. From the DFT+D simulation, these values are U 11 = 0.0655 Å 2 and U 12 = À0.0015 Å 2 . Generally, the DFT+D and neutron diffraction values agree qualitatively, with the differences between the neutron diffraction data and the heavy-atom X-ray values being of comparable magnitude to those between the neutron diffraction data and the DFT+D MD simulation. It is also clear from Fig. 2 that the DFT+D simulation correctly captures the overall rigid-body motion that dominates the experimental ADPs.
At 70 K the DFT+D MD U eq values are again generally smaller than the experimental values. The overall MARE is larger, at 19%. However, there is a noticeable difference between the values for the heavy atoms and those for the H atoms, as can be seen in Table 2 Selected bond distances and isotropic displacement parameters from the 70, 295 and 300 K crystallographic refinements.
Note that the constrained nature of the X-ray refinement prevents the determination of uncertainties for the H-atom displacement parameter. The atomic numbering is as defined in Fig. 1 Table 3 Selected simulated (DFT and DFT+D) and neutron diffraction U eq values (Å 2 ) for benzophenone at 70 and 300 K.
Note that at 70 K only a dispersion-correction DFT simulation was performed.
The DFT values are calculated from the numerical ADPs as U eq = 1/3(U 11 + U 22 + U 33 ). (See Fig. 1 (4) smaller difference is seen between the two sets of atoms at 300 K. The poor agreement for the H atoms is most likely a result of the classical nature of the MD simulation, which ignores the zero-point energy contributions that are particularly important for the lighter H atoms. Path-integral MD simulations are capable of capturing these effects (Reilly et al., 2010a) , even at very low temperatures (Reilly et al., 2010b) . However, the computational cost of such simulations is still generally prohibitive for DFT-MD simulations at 70 K. The good agreement for the C atoms likely stems from the fact that their motion is dominated by the low-frequency lattice vibrations, which are much better approximated by classical nuclear dynamics. The total energy of the equilibrium DFT geometry is À3065.38 eV. The dispersion correction adds a further À2.60 eV. This is only 0.08% of the total energy of the DFT+D equilibrium structure but it makes a substantial difference to the dynamic behaviour of the system, which is governed by energy differences. While the dispersion correction clearly improves on the standard DFT picture of the thermal motion, there remain significant differences between the theoretical and experimental values. More robust DFT+D schemes, such as that of Tkatchenko & Scheffler (2009) , might give better results, but a full treatment would require accounting for screening effects and many-body van der Waals interactions (Tkatchenko et al., 2012) , which is presently not possible in MD simulations.
Equilibrium crystal structure
Finally, we discuss the differences between the thermally and time-averaged structure of benzophenone in the DFT+D MD simulations at 300 K and the hypothetical vibration-free 0 K equilibrium DFT+D structure, and their relevance to the experimental structure. Benzophenone is, in principle, relatively rigid and the theoretical intramolecular distance corrections (Ár = r e,MD À r a,MD , where e and a denote the equilibrium and time-averaged structures, respectively) are likely to be reasonably small. It should therefore represent a system where the traditional TLS rigid-body approach should give good estimates for the corrections to bond lengths to account for thermal motion. Table 4 lists some of the corrections determined by the DFT and DFT+D simulations, as well as TLS distance corrections calculated using the theoretical DFT+D ADPs and mean positions. All three approaches show that thermal motion should shorten the bond length. The DFT+D corrections are typically larger than the DFT values, which makes sense in terms of the larger vibrational amplitudes observed in the DFT+D simulation. The TLS values are smaller in many cases than the values obtained directly from the DFT+D MD simulation and do not have the same relative trends as the DFT+D values.
How significant these corrections are depends on the final uncertainties in the experimental time-averaged distances. The MD results suggest that a structure at a lower temperature should have longer bond lengths than one at a higher temperature. Table 2 shows that, while in many cases the bond lengths are shorter at 300 K than at 70 K, there are some that are lengthened. This is not surprising, as the corrections are of the same order of magnitude as the uncertainties in the bond lengths. More accurate studies are of course possible and it is useful to have an idea of the magnitude of the effect of thermal motion on structures similar to benzophenone at room temperature, with the results here suggesting that bonded distances in rigid ring systems are barely affected by thermal motion.
The intramolecular distance corrections are small, in part because the motions of atoms relative to one another within a molecule are correlated. Significant changes in the positions of the atoms lead to only small corrections to bonded distances because the whole molecule shifts. Unlike rigid-body approaches, the MD simulations are capable of probing the Table 4 Theoretical distance corrections (Å ) for a selection of bond lengths in benzophenone.
Ár MD = r e,MD À r a,MD . Ár TLS has been calculated using the program PLATON and the DFT+D ADPs (Spek, 2009) . (See Fig. 1 
Figure 2
ADPs of benzophenone (50% probability level) determined at 300 K from (a) DFT+D MD simulations and (b) neutron diffraction. The orientation is the same as that in Fig. 1 .
differences between mean and equilibrium positions and not just distances. In the DFT+D simulation at 300 K, the magnitude of the positional correction vectors (Ár MD ) ranges between 0.02 and 0.21 Å , with the O atom, for example, shifting by 0.14 Å . This correction is much larger than the uncertainty in the position of the atom, leading to appreciable corrections to the intermolecular distances. As an example, OÁ Á ÁH2*, where H2* is related to H2 by the symmetry operation ð 1 2 À x; 1 À y; À 1 2 þ zÞ, is 2.410 Å in the DFT equilibrium structure but 2.558 Å in the DFT+D MD timeaveraged structure. The resulting difference of 0.148 Å is very large and significant, and highlights the ever-present difficulties in comparing time-averaged diffraction data with equilibrium structures from theory. In many cases, the standard practice for obtaining force fields involves matching static equilibrium geometries from theory with the time-averaged results of diffraction experiments. Fitting a force field in such a manner for benzophenone will not give a physically realistic or consistent model of the potential-energy surface of the crystal.
Conclusion
The structure of the stable phase of benzophenone has been studied using DFT-MD simulations, and single-crystal neutron and X-ray diffraction at 70, 295 and 300 K. The DFT simulations were performed with and without an empirical correction for van der Waals forces. These forces represent long-range correlations of the electron density, which are poorly modelled by most mainstream DFT functionals. The dispersion correction significantly improves the agreement between the MD-derived displacement parameters and those from an anisotropic refinement of the experimental data at 300 K. Equilibrium corrections to positions and interatomic distances were derived from the MD simulations. The bondeddistance corrections are relatively small and comparable in size to rigid-body corrections, and are not significant in terms of the experimental uncertainties. However, the positional and intermolecular distance corrections are large and statistically significant. At 70 K, quantum mechanical effects, primarily zero-point energy, limit the usefulness of classical nuclear dynamics, but the heavy-atom U eq values agree well with experiment and could be used with rigid-body methods to give representative H-atom ADPs.
It is clear from the present study that DFT has potential in predicting ADPs for comparison with, or even aiding the refinement of, experimental crystal structures. In the present work, the use of a van der Waals correction to the DFT functional has been essential. With the application of more sophisticated dispersion corrections for van der Waals interactions (Tkatchenko et al., 2012) , dispersion-corrected DFT should become a reliable tool for the prediction of hightemperature ADPs of molecular crystals.
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