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Abstrat
Ground-breaking evolutions have been brought to traditional eletrial distribution grids
by the onept of smart grids. The smart meter system, as one of the most impor-
tant infrastrutures in the smart grids, gives us detailed information on eletriity
onsumption of an individual ustomer. In this ontext, we aim at designing foreast-
ing models and estimation models based on these information for needs in distribution
network operation and network planning. The ontributions, a quik overview of the
sope, and the organization of this dissertation are also presented in this hapter.
2 1. General introdution: the new problemati of load models in the smart grid ontext
1.1 Bakground: smart grid and smart meters for load mod-
eling
The smart-grid onept ombines advaned ommuniation tehnologies with traditional
eletrial distribution grids in order to improve the transpareny and the ontrollability
of distribution grids. Faing several ground-breaking evolutions in the eletriity systems,
suh as the large penetrations of the renewable power generation, the rapid load growth
due to plug-in eletri vehiles, to name a ouple, numerous advaned algorithms appear
in this irumstane to enhane the stability and the eieny of the system. These Ad-
vaned Distribution Automation (ADA) funtions inlude Volt VAR Control (VVC) [1℄,
self healing, and diret load ontrol [2℄ (to name a few). The ADA funtions are alu-
lated in real-time or in ahead of time in order to help making deisions. Generally, the
monitoring and the ontrol proess of distribution networks are performed at the Medium
Voltage (MV) level.
One of the smart-grid goals is to make distribution systems eonomially eient with
reliable energy supplies and less osts. Distribution network planning involves developing a
shedule of future additions that ensure the quality of energy delivery as well as the lowest
possible ost. On the one hand, the eletriity infrastruture must meet the needs of peak
loads. On the other hand, over-dimensioned systems an be very expensive. Thus, reli-
able load estimation models are required to tighten distribution margins and optimize the
planning investment by performing distribution network alulations, i.e., arrying out the
power ow alulation in ritial situations so as to identify poor eletriity supply zones.
Nevertheless, the omplexity in the problem is related to the unertainty and randomness
in the lients' eletriity onsumptions.
In the urrent state, the sarity of measurements on the distribution system introdues
bottleneks in arrying out the ADA funtions as well as the network optimization alu-
lations. The available measurements in distribution networks are mainly on the seondary
of soure substations. It is eonomially non-feasible to implement eletri meters in all
738000 Medium Voltage/ Low Voltage (MV/LV) substations. Today, for the operation
need, applying very approximate probabilisti models with 50% of preision seriously af-
fets the eieny of the ADA funtions, resulting dubious analysis results. In order to
omply with the planning need, the atual model applied by the Frenh eletriity om-
pany, termed BAGHEERA, depends mainly on the lient's individual information, whih
beomes less and less available. Thus, a new model must be designed at the request of
replaing the BAGHEERA model.
Starting from 2010, the Eletriité Réseau Distribution Frane (ERDF) (Frenh Dis-
tribution System Operator (DSO)) launhed the Linky (baptized name for the smart
meter in Frane) projet, whih aims at installing 35000000 smart meters in Frane. On
the one hand, end users will pay eletriity bills based on their real onsumptions rather
than on the estimated ones as in the today's ase in Frane. On the other hand, thanks
to these measurements, distribution network operators an have a better vision of the
urrent situation on networks. Atually, there are no available measurements on MV/LV
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substations on the Frenh distribution networks. In the experimental phase of the Linky
projet, the onsumption information of eah individual is sampled on a 30-minute basis
and transferred one a day to the orrespondent data enter. However, as data are gathered
in pakages and sent with a ertain frequeny [3℄, some delay is found in the measurements.
Therefore, using the aurate information provided by the smart meters to develop load
models is the silver bullet that makes key smart-grid appliations feasible.
1.2 Motivation and objetives
The supervision of the power and voltage dispathing of the networks is a ritial task
in distribution exploitation. It guarantees an eonomial optimum and a dynami sta-
bility of the networks. Unlike transmission networks, on whih abundant measurements
exist, distribution networks have muh less measurements. As a matter of fat, beause of
the omplex struture and a great number of nodes (MV/LV substations) in distribution
networks, it is eonomially impossible to install meters in a great quantity on these sub-
stations in distribution networks. Thus, the distribution system is onsidered as blind or
non observable. One solution to improve the  observability  of distribution networks is
to introdue load models in order to replae the measurements.
In terms of loads in distribution networks, we distinguish two types:
 MV lients diretly onneted to MV networks
 Numerous Low Voltage (LV) lients onneted to MV networks through the publi
MV/LV substations
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Figure 1.1: Available measurements (marked in red) [4℄ in the Frenh distribution networks.
∣ ⋅ ∣ represents the norm notation, equivalent to the magnitude.
Currently, the measurements in the Frenh distribution networks are (gure 1.1):
 The ative and the reative power on the seondary High Voltage/Medium Voltage
(HV/MV) substations
 The mean voltage value on head of every MV feeder sampled every 10 minutes
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 The magnitude of the urrent on head of every MV feeder
 The ative and the reative power of some MV lients
On the LV lients' side, the only available data are limited to the subsribed power in
the supply ontrat and billing information of the lients onneted to the publi MV/LV
substations.
With the new available individual onsumption data olleted by smart meters, the
objetive of the researh program presented in this thesis is to build new load models
for the need in operation and in planning in distribution networks. This ontext makes
possible the design of aurate models for the distribution network planning, monitoring
and ontrol, in absene of the ostly measuring equipments in distribution networks.
1.2.a For network operation need
For the sake of ontrol and onguration in distribution systems, the evolution of the
MV/LV substation load needs to be known. Mainly, we an point out three dierent
reasons desribed as follows:
 During a failure: in order to eiently restore eletriity in regions where a fault
ours, loads in the aeted regions should be known in the following three minutes.
 During network maintenane: the variation of the onsumption needs to be known
to restore the power supply. Generally, a two-day period is onsidered by the Frenh
eletriity distributor ERDF as a normal repairing time. In this ase, a two-day load
foreast with its standard error is needed.
 As inputs for the SE: the SE [5℄ is the ore funtion of any energy management
system. It aims at estimating the network variables, suh as the voltage magnitudes
and angles. Figure 1.2 shows the shemati of the relationship among foreasting
models, SE, and ADA funtions. The foreasting models as well as the network data
are onsidered as inputs for the SE. The network data [5℄ inludes the information
about the network topology, line resistane, reatane, tap setting, and line harging,
et. The output of the SE will lead the Distribution Management System (DMS)
ontrol sheduling blok to perform onerned ADA funtions for operational dei-
sions. These deisions enable the monitoring and ontrol of various devies in the
networks suh as apaitor banks, Distributed Generators (DG), on-load tap hang-
ing transformers, and swithes/breakers, et.
The idea is then to design foreasting models for MV/LV substations relying on the
aggregated smart metering data for the next two days.
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Figure 1.2: Relationship among foreasting models, SE, and ADA funtions
1.2.b For network planning need
Designing a reliable distribution network is hallenging sine it needs to guarantee a sta-
ble and ontinuous power supply to the ustomers. As a matter of fat: a utility must
maintain the voltage delivered to eah ustomer within a narrow range entered within the
voltages that the eletri equipment is designed to tolerate [6℄. In the European eletriity
regulation, for the LV networks, a 10% out-of-range voltage is aeptable. Beyond this
range, the ustomer is dened as a poorly supplied ustomer.
For the sake of planning, network alulations are performed under extreme situa-
tions in order to handle worst ase senarios [7, 8℄. More speially, these alulations
are arried out when either of these two ases ours: maximum demand with minimum
generation, and maximum generation with minimum demand [9℄. With the arrival of a
onsiderable portion of DGs into the networks, the later ase an be expeted. Beause
of the ustomers' various behaviors, in a same geographi zone, peak demands of dierent
ustomers seldom happen at the same moment. Therefore, estimation of ustomer daily
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load pattern at every hour is required. Unertainty of the load estimation also needs to be
onsidered [10℄. Generally, for the voltage-drop alulation, the exess probability, whih
denes the threshold power bounds, is xed to 10% [11℄. Consequently, in the network
planning, a lient's total supply demand inludes the lient's daily load pattern and his
10% exess probability unertainty.
Moreover, in the distribution network planning proess, a list of standards and riteria
for equipments, suh as distribution lines and MV/LV transformers, to name a ouple, is
also dened. Reliable load models are also required in the following ases in order to arry
out distribution network alulations:
 Distribution line losses
 Currents in line segments
 Network voltage-drops
 MV/LV transformers: two-hour equivalent power
1
, voltage-drops, and eletrial losses
Therefore, the objetive is to dene an individual ustomer's maximum and minimum
load limits of a year with 10% exess probability.
1.3 Contributions of the thesis
The major purposes of this dissertation are twofold: designing new load foreasting models
for the network operation and load estimation models for the network planning in distri-
bution networks. The ontributions of the thesis an be summarized as follows:
 Load foreast is an extensively investigated subjet on the transmission level [12,
13, 14, 15, 16, 17, 18, 17, 19, 20℄. However on the distribution level, with the same
harateristi onsumption data (several dozen kW), to the best of our knowledge,
few works have been done.
We an think of three plausible reasons explaining this fat: rst, more attention
has been paid to the transmission level, as the transmission grid extents on longer
distanes and overs larger territories. The transmission grid, involving huge osts,
is the bakbone of the power systems. Seond, the higher voltage level onsumption
has a more regular load urve pattern, whih makes it easier to foreast. Third,
there were no available measurements on the MV/LV substations relying on whih
the foreasting models an be designed and validated.
In this researh projet, two models based on time series and neural networks have
been proposed, for the network operation need.
 The dierent load types (residential, ommerial, and industrial) are examined in
this researh, and their dierent properties are pointed out.
1
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The two methods are designed and evaluated on real measurements olleted from
the Frenh distribution grids in the framework of the Linky projet. Referene ase
is established in order to be ompared to the two proposed models. Advantages and
drawbaks of the two methods are drawn through the omparison. The two methods
are alternative and, at the same time, ompliment to eah other to set the preision
limit due to the intrinsi harateristis of the substation load data.
 Time series method presented in this dissertation is an original work, where numerous
statistial tools are integrated in for the pursuing of preision. Residual of the model
is looked through in details to ensure the model's well being.
 Neural network method, on the other hand, is inspired by the seletion proedure
proposed by Gérard Dreyfus [21℄, a renowned expert in the neural network modeling.
We fous on the Neuronal Network (NN) model design, whih has been fully exploited
for the rst time in the short-term load foreast.
 Until the implementation of the smart meters, usually there were no available histor-
ial load data besides the demand survey data on a limited number of lients. In the
load modeling eld, most of the works onerning the distribution network planning
aim at estimating the peak demand for a group of ustomers during the peak demand
of the system, namely the oinident peak demand [6℄. For this purpose, some re-
searhes based on end-use method [9, 22℄ deompose the load model of the residential
ustomer into appliane elementary units. Others fous on the lassiation method,
sorting ustomers into dierent ategories, and on the representation eah ategory
with a Typial Load Prole (TLP). In the smart metering ontext, we are the rst
to propose the onept of individual data-driven load model for ustomers, for the
network planning need.
 To build an individual estimation model, the relationship between the eletriity on-
sumption and the temperature is dedued by nonparametri estimators. The method
is applied to real onsumption data of individual ustomers in Frane. Performane is
ompared to the urrent load model (termed BAGHEERA) of the eletriity ompany
EDF through dierent validation studies.
1.4 Sope and organization of the dissertation
The dissertation is organized as follows:
 Chapter 1 states that the smart grid and the smart meters are in rapid development
to improve the eieny and the ontrollability of distribution networks. The revo-
lutionary hanges in distribution network systems urge the aurate load foreasting
models. Reording individual onsumption information, the smart meters enable the
building of these models. The thesis is enouraged by the Linky projet launhed by
the Frenh eletriity distributor ERDF, aiming at installing 35000000 smart meters
in Frane. Two main objetives are evoked in the smart metering ontext: short-term
load foreasting models for the network operation and the estimation models for the
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network planning. Reasons for the development of these two objetives are delared.
Contributions of the thesis are highlighted.
The rest of the dissertation is divided into two parts, dealing with two distint ob-
jetives. Part A takles the foreasting load models for the operation need, and inludes
hapters 2,3 and 4.
 Chapter 2 gives a review of the load foreasting methods in literatures and set up
basi framework for the performane evaluation. Load foreasts are stratied into
dierent objetives aording to their lead time sale. Dierent objetives are devoted
to dierent appliations. More input information is needed for a longer lead time
foreast. Foreasting methods are divided into two ategories: the lassial approah
and the artiial intelligent approah. Hybrid models that possess the advantages
of both ategories gain more and more popularity in the appliations. Data used
in our study are thoroughly analyzed, suggesting inuene fators to our short-term
load foreasting models. We argue for our hoies of time series and neural network
methods. Performane riteria and a referene model (termed naive model) are also
established in this hapter, building a solid framework base for the presentation of
the applied methods in the next two hapters.
 Chapter 3 presents the short-term load foreasting model based on the time series
method. The foreasting proedure is detailed. The additive time series model
ontains three omponents: a trend, a yli and a random error. The rst two
omponents are deterministi, and are designed into models respetively. The trend
model is temperature-dependent, linear, and dummy variables integrated, indiating
day types. Cyli model is omposed by the Fourier omponents, whose frequen-
ies are found by a smoothed periodogram. Numerous statistial tools are applied
pursuing a better preision: sliding window strategy is adopted so that the model is
updated during eah foreasting period; ANalyse Of VAriane (ANOVA) nullity test
is applied to estimate the signiane of variables. Available data are divided into a
learning set and a test set. Important parameters of the model are dened thanks
to the learning set. Whereas the test set is reserved for the performane evaluation.
Residual is examined, making sure the well t of the models. Weather unertainty
impat on the preision of the foreasting model is disussed in the end of the hap-
ter. We onluded that even with the weather unertainty, our proposed time series
model still outperforms the naive model.
 Chapter 4 introdues the neural network model from the artiial intelligent ap-
proah family. In our study, we fous on the design of the neural network model,
hoosing the optimal model that has the best ahievable preditive ability. A general
onept of the mahine learning tehnique is stated, and diulties suh as nding
the relevant variables and the bias-variane dilemma, are explained. The orthogonal
forward regression and the Virtual Leave-One-Out (VLOO) tehnique are proposed
as solutions to these diulties. Experiments on the same data show that the pro-
posed methodology behaves better than the time series model in term of auray.
A omparison in divers properties is made between the two models in the end of this
hapter.
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Part B introdues the load estimation problem for the planning need, and proposes
solutions. It ontains hapters 5 and 6.
 Chapter 5 fouses on the load researh projets in distribution networks. Load re-
searh projets aim at providing hourly load estimation models for individual lient.
Three steps, i.e., tehnial analysis, eonomial analysis, and nal deision, for the
deision makings in distribution network planning are presented. The outputs of
the load researh projets ontribute to the tehnial analysis, devoting to nding
solutions in network planning. The mehanism of the aggregation of loads, the o-
inident load, is explained. Common methods of nding TLP, whih represents the
daily load pattern of a ertain group of lients, are presented. Load models used by
eletrial unities in Finland, Denmark, Norway, and Taiwan are desribed. Finally,
the omponents of the BAGHEERA model applied by the Frenh DSO are detailed
and the method is demonstrated with real measurements.
 Chapter 6 proposes a novel approah for the individual load estimation in the ontext
of smart meters. With the abundant individual onsumption information, in our
opinion, the load model is ready to be individualized rather than estimated through
the TLPs. Thus, in this hapter, the individual load estimation model based on the
nonparametri estimators is put forward. Numerous statistial tools, suh as binary
hypothesis tests, kernel density estimation, CUmulative SUM (CUSUM) algorithm,
and Cross-Validation (CV) tehnique, are integrated in the proposed method. Three
kernel regressors, i.e., Nadaraya-Watson (NW), Loal Linear (LL), and Adapted
Loal Linear (LL2) are applied to dedue the relationship between the load and
the temperature variations. Dierent appliation ases aording to the quality and
quantity of the data are suggested. The method is illustrated with real measurements
and ompared with the BAGHEERA model. The validity of the method is examined
with extensive examples. In the end of the hapter, a disussion on the denition of
the unertainty bound of the estimation model is arried out.
 Chapter 7 onludes the dissertation and proposes perspetives for the future researh
interests.

Part A
Short-term load foreasting models
for monitoring and state estimator

Chapter 2
Load foreasting tehniques and short-term model
framework
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Abstrat
Load foreast plays an important role in deision makings in power systems. This
hapter begins with the review of load foreasting models in literatures. The seond
part of the hapter ontributes to a framework onsisting of data desription, method
seletion, performane riteria, and referene ase introdutions. In the reviewing part,
we lassify a wide range of approahes of load foreast into two ategories: lassial
approah, and artiial intelligent approah. Methodologies in eah ategory are briey
presented. Their advantages, disadvantages, appliations and pertinent researh works
are also developed. Popular hybrid models ombining two or more dierent approahes
are also involved. In the framework part, data used for the design and the evaluation
of our methodologies are analyzed. Certain behavioral omponents in the data are
pointed out. The hoies of the methodologies based on the time series and the neural
networks are argued. These two methodologies are going to be detailed in the following
two hapters. Performane riteria and referene ase are stated so as to lay a good
foundation for the presentation of the models in the next two hapters.
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2.1 Literature review
The quality of the deision making in eletri power systems strongly depends on the
auray of the power load preditions. Various deisions require reliable and aurate
load foreasting models with dierent time-sales as well as on dierent hierarhial levels
in network systems [23℄.
A wide range of approahes have been proposed to the load foreasting problems. In
this setion, we aim at presenting briey the dierent approahes found in literatures, their
speiities, appliations and tehniques applied to load foreast.
The organization of the setion is as follows: rst, we start by introduing denitions,
appliations and inuene fators of dierent lead time load foreasts. Then, a two di-
mensional digest in lead time and in voltage hierarhy sales summarizes load foreasting
methods, followed by the desriptive presentation of every method. Related works are also
depited. Finally, we onlude the literature review in a table.
Note that for the sake of larity and ease of understanding, mathematial notations in
the referened works and internal reports have been adapted in order to keep oherene
through the entire dissertation.
2.1.a Foreasting lead times and inuene fators
Dierent foreasting lead times result into dierent foreasting models as well as their
input variables. Numerous fators, suh as weather onditions, seasonal eets, and soial,
eonomi, demographi fators explain the variations in the load [23℄. Table 2.1 summarizes
the appliations and inuene fators for dierent time horizon foreasting models [23, 24,
18℄.
Notie that more input variables are inluded when the time horizon beomes longer.
For a VSTLF, univariate (only the historial power samples are onsidered as inputs) mod-
els an oer satisfatory results. These VSTLFs often partiipate to improve the eieny
and reliability of the real-time eletrial systems. For longer lead time foreast, multivari-
ate models with exogenous variables are favored. The STLF needs mainly three ategories
of inputs: weather, alendar, and historial variables [25℄. Due to some measurement de-
lays, or the omputational time for the exeution of the ADA funtions, the STLFs often
replae VSTLFs to fulll needs in network operations. STLF foreasts also help reduing
equipment failures and system blakouts by indiating the operational margins in power
systems. The MTLF models help making nanial deisions, suh as evaluation of the prie
of energy produts and investment interests. In suh ases, the foreasting models need
additional inputs as soial and eonomial fators. The LTLF, onerning energy system
apital expenditures and more important eonomi investments, needs to take into aount
more soio-eonomi fators, and sometimes even their future evolutions.
The herein desription is in a general way, as in setion 2.2.a, we will talk about an
industrial MV/LV substation load that is independent to weather onditions. Thus, what-
ever the foreasting lead time is, for this load example, weather variable is not onsidered
as an inuene fator.
As desribed in the table 2.1, for our appliation in network operations, espeially to
ooperate with the ADA funtions, we fous on the STLF. Weather, alendar and historial
data inputs are the most onerned inuene fators.
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Table 2.1: Dierent time horizon load foreasts
Time horizon Appliations Inuene fators
Very Short-Term Load
Foreast (VSTLF)
(1Min ∼ 1h)
ADA funtions in DMS, Load
Frequeny Control (LFC) in
Energy Management System
(EMS)
Historial onsumptions
Short-Term Load Fore-
ast (STLF) (1h ∼ 1
week)
Operation (ADA funtions),
estimation of load ows, rep-
resentation of saving potential
for eonomi and seure oper-
ation of power systems
Historial onsumptions, al-
endar fators (day type and
hour of the day), weather on-
ditions (∗)
Medium-Term Load
Foreast (MTLF) (1
week ∼ 1 year)
Negotiation of eletriity on-
trats, sheduling of fuel sup-
plies and maintenane opera-
tion
(∗) + population, eonomi
fators, et (◇)
Long-Term Load Fore-
ast (LTLF) (1 year ∼
several years)
Capital expenditures and
planning operations
(◇) + more information suh
as: population growth, Gross
Domesti Produt (GDP)
(∗) and (◇) represent respetively inuene fators for short-term and medium-term fore-
asts.
For a weather sensitive load, inluding the redible foreasting weather information as
input is reommended as it an improve the performane of the foreasting model. Tem-
perature and humidity are the most frequently used load preditors. Composite weather
variables suh as Temperature-Humidity Index (THI), Wind Chill Index (WCI) [24℄, and
smoothed weather variables [26℄ are often adopted. THI and WCI indiate respetively
the disomfort aused by summer heat and winter wind hill. The smoothed weather vari-
able represents the eets of hanges in weather aumulated over the time. In pratie,
regarding STLF, weather foreasting data are applied to alulate the performane of the
model [27℄. However, for the most of the time, in the onstrution phase of the model,
the predited weather foreast is not available. In this ase, most authors in the load fore-
asting eld run simulations with the realized weather data [28℄. One should bear in mind
that using foreasting weather information will surely derease the model's overall preision
[26, 29℄. Therefore, some authors [30℄ proposed omitting impreise weather information as
a onservative solution, sine it would bring large variane to the model. A promising way
to handle the unertainty in weather variables is the weather ensemble preditions that
generate the load foreasts in a probabilisti form [29℄. In hapter 3, we will re-disuss and
show empirial evidene addressing to this issue.
The alendar inputs inlude the time of the year, the day of the week, the hour of
the day as well as day types (working days, weekends or national holidays). There are
important dierenes in load between weekdays and weekends. Weekends and holidays are
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often more diult to foreast than working days due to their relative infrequent ourrene
and the lients' irregular behaviors. Some authors work on the lassiation methods [19℄
in order to nd or even reate similar days [31℄ for these anomalous day foreasts.
Historial data inputs are also very important to the STLF, from whih the seasonality
information an be extrated [14℄.
2.1.b Foreasting methods
This subsetion gives an overview of various approahes for load foreasts. Many of them
are developed for STLF on the High Voltage (HV) level, although MV and LV levels began
to attrat more attention with the expansion of the smart grids during the past years.
Figure 2.1 gives a two dimensional digest on the methods and the models in the load
foreasting eld both in the lead time and the voltage hierarhial sales.
Mainly, two lasses of approahes an be distinguished [14, 23℄: lassial approah and
Artiial Intelligene (AI) approah. Classial approah requires an expliit mathematial
model whih interprets the relationship between load and its inuene fators. This family
inludes regression model, time series method, similar day approah, end-use method and
eonometri approah. AI approah, on the other hand, extrating non linear relation-
ships between input fators and load has beome very popular nowadays. This family of
algorithms inludes Artiial Neuronal Network (ANN), fuzzy logi, and expert systems.
In the sequel, we introdue these dierent approahes.
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Figure 2.1: Summary of load foreasting methods in two dimensions: time horizon and
voltage hierarhy. HV: High Voltage, MV: Medium Voltage and LV: Low Voltage. Numbers
appear in the gure orrespond to the related works.
a
a
(1):[13, 14℄ (2):[13, 15, 14℄ (3):[16℄ (4):[17, 18, 17℄ (5):[24℄ (6):[19, 20℄ (7):[32, 33, 34℄ (8):[35, 36℄ (9):[31℄
(10):[37, 38℄ (11):[39℄ (12):[22℄ (13):[40℄ (14):[41℄
b
Univariate time series model refers to the model with only one observation series, i.e., load data.
c
Multivariate time series model orresponds to the model ontaining both the exogenous variables and the
historial load data.
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2.1.b-i Classial approah
Regression model. Regression is one of the most widely used statistial tehniques.
Eletri load foreasting regression methods are usually used to express the relationship
between load onsumption and external fators [24, 42℄:
yi = aixi + ei (2.1)
where yi is the i-th load sample, xi is the inuene variable vetor orrespondent to the
i-th load sample, ai is the transposed regression oeient vetor, and ei is a Gaussian
error.
The advantages of regression methods are relatively easy implementation and inter-
pretation for the relationship between input and output variables. Another advantage of
the method is that it is easy to ompute the predition interval through estimation error
of the model. The disadvantage of regression methods is the need to identify a orret
form inluding eetive inputs and output. This is hard due to the omplex non-linear
relationship [23℄.
C.L. Hor et al. [43℄ developed several multiple regression models inorporating weather-
related and soio-eonomi variables on the load demand for England and Wales. Monthly
data from 1989 to 1995 are used for the oeient estimation of the model and monthly
data from 1996 to 2003 are used to evaluate the auray of the foreasting model. The
non-linear relationship between weather-related fators (mean monthly temperature value)
and load suggests introduing other weather omposite variables, suh as Heating Degree
Days (HDD), Cooling Degree Days (CDD), and Enthalpy Latent Days (ELD). The soio-
eonomi variable GDP has evidently an impat on the trend. One of their regression
model is set up as: Eˆ1 = (EˆA + α7GDP)Fadj(y), where Eˆ1 is the predited eletriity de-
mand, EˆA = α0 + α1CDD +α2HDD + α3ELD +α4Vw + α5Ms + α6Mr, whih represents the
weather-related model. Vw stands for the mean monthly wind speed, Ms stands for the
mean monthly sunshine hours, and Mr stands for the monthly rainfall. αn, n = 0,⋯,7 are
onstant oeients. Fadj(y) is the adjustment fator for eah year. The Mean Abso-
lute Perentage Error (MAPE) of the model, whih represents the average portion of the
absolute foreasting errors to the real foreasting values, was around 2%.
A. Bruhns et al. [17℄ designed a non-linear regression model for MTLF. This hourly
load predition model termed Eventail has been applied by the Frenh eletriity ompany
EDF sine 2001. They deomposite the load Pi into three omponents: Pi = Phci +
Pci + ei, where Pci and Phci are respetively the weather-dependent and the weather-
independent parts, ei is a Gaussian error. The weather-dependent part is tted by a non-
linear model of the observed temperature, the exponential smoothing temperature, and
the loud over. Two thresholds for heating and ooling temperatures are also adopted in
order to ope with the non-linearity. The exponential smoothing on temperature reets the
inertia of temperature inside buildings to the outside temperature variation. The weather-
independent part integrates trends, day, week, year periods, and day type information. The
dummy variables are used to indiate day types and four terms of Fourier series are used
to model the seasonality pattern. Despite of the omputational diulty in estimation
due to the temperature smoothing parameters, thresholds, and strong non-linearities, they
delared that with the known weather data, a MAPE of around 2% for one-year-ahead
foreast and a MAPE of 1.5% for one-day-ahead foreast have been ahieved.
2.1. Literature review 19
W. Charytoniuk et al. [26℄ introdued a nonparametri regression model for STLF.
They onsidered load as a weighted average of past loads. The spei weights are de-
ned by a multivariate kernel and its smoothing parameters. The optimal values of these
smoothing parameters are alulated using CV tehnique. A onditional expetation of
the load is built based on the loal neighborhood loads Pi: Pˆ (x) =
∑ni=1{Pi∏rj=1K(
xj−xji
hj
)}
∑ni=1{∏rj=1K(
xj−xji
hj
)}
,
where h1,⋯, hr are smoothing parameters and K(µ) is a normal kernel. j denotes the j-th
inuene variable in the exogenous variable vetor x and i denotes the i-th observation
sample. They have obtained with aurate temperature values, up to one-week-ahead, a
MAPE of 2.78% ompared to an ANN model of 2.64%. They argued that even the errors
are slightly higher than the ANN, the errors obtained by the regression model have better
properties ompared to those of the ANN model.
Time series method. Time series method is a linear model based on the assumption
that there exists an internal struture within data. This struture onsists of autoorre-
lation, trend and periodi variations. Time series methods detet and explore these rela-
tionships between the urrent load value, historial data and sometimes exogenous fators.
A distintive property of time series models is to onsider time as one of the explanatory
variables. As a linear model, time series method is suitable for VSTLF and STLF and
it is able to provide the predition interval. Whereas for MTLF and LTLF, these inter-
nal relationships are no longer linear and the model beomes ompliated. Thus, it is no
longer eient to use a linear time series model for the MTLF or the LTLF appliation.
In partiular, Box-Jenkins models and exponential smoothing models are the most widely
used time series methods.
1. Box-Jenkins models [44℄ inlude AutoRegressive (AR), Moving Average (MA), Au-
toRegressive Moving Average (ARMA), AutoRegressive Integrated Moving Aver-
age (ARIMA), Periodi AutoRegressive Moving Average (PARMA), and AutoRe-
gressive Moving Average with eXogenous inputs (ARMAX). They are adapted for
STLF, sine they allow for the expliit modeling of time dependene. The basi el-
ement of these models are AR and MA models. AR model aims at estimating the
urrent load by the moving average of historial load. MA model, on the other hand,
explains the urrent load with the past errors ommitted by the model.
In some ases, where the stationary ondition
1
is not met, the trend and the periodi
eets an be removed by arrying out transformations as follows:
Let yt be a stohasti proess. With a rst dierene, the linear trend is removed:
Zt = yt − yt−1 (2.2)
With a seond dierene, quadrati trend is removed:
Zt = (yt − yt−1) − (yt−1 − yt−2) (2.3)
For periodi series, it is possible to adjust observation seasonal eet by arrying out
1
Mean and variane values stay the same over the time
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the transformation:
Zt = yt − yt
σt
(2.4)
where yt is the mean value, and σt is the standard deviation of yt.
Being a rather omplete model, ARIMA(p,d,q) is hosen herein to represent the Box-
Jenkins family. It denotes the relationship between the load yt at the time t, and
its historial data yt−i, i = 1,⋯, p, historial errors et−j , j = 1,⋯, q ommitted by the
model and the error et at time t, [45℄ :
∆yt =
p
∑
i=1
φi∆yt−i +
q
∑
j=1
θjet−j + et (2.5)
The above model is deomposed of the following parts: AR(p)I(d)MA(q)
 AR(p): p is the order of autoorrelation (indiate using weighed moving average
over the p latest observations).
 I(d): d is the order of integration (dierening) (indiate a linear trend or d
order polynomial trend).
 MA(q): q is the order of moving averaging(indiate using weighted moving
average over the p latest errors of the model).
 ∆ refers to the transformations (equations 2.2 and 2.3) in order to ahieve
stationary.
Thus, an ARmodel equals to ARIMA(p,0,0) and a MAmodel equals to ARIMA(0,0,q).
When the introdution of some expliative variables is neessary, transfer fun-
tion beomes AutoRegressive Integrated Moving Average with eXogenous inputs
(ARIMAX). X signies the integration of exogenous variables.
A pratial way of estimating the orders of an ARMA model is to alulate its
AutoCorrelation Funtion (ACF) and Partial AutoCorrelation Funtion (PACF) [44℄.
Applying on the load data, the ACF expresses the linear preditability of the load
data yt at time t, by using only the value τ instants before yt−τ [44℄:
ρy(t, t − τ) = γy(t, t − τ)√
γy(t, t)γy(t − τ, t − τ)
(2.6)
where γy(t, t − τ)= E[(yt − E(yt))(yt−τ − E(yt−τ ))] is the autoovariane funtion,
γy(t, t) and γy(t−τ, t−τ) are respetively the variane funtion of y at time t and t−τ .
E(⋅) refers to the expeted value. If the yt proess is stationary, ρy(t, t − τ) = ρy(τ)
,γy(t, t − τ) = γy(τ) and γy(t, t) = γy(t − τ, t − τ) = γy(0). Equation 2.6 beomes:
ρy(τ) = γy(τ)
γy(0) (2.7)
The PACF, on the other hand, measures the additional orrelation between yt and
yt−τ after adjustments being made to exlude the dependene between the interme-
diate observations yt−1,⋯, yt−τ−1. Let yt be a stationary proess, the PACF is [44℄:
ψy(τ) = ρy′(t, t − τ)
where y′t = yt −E(yt ∣ yt−1,⋯, yt−τ−1)
y′t−τ = yt−τ −E(yt−τ ∣ yt−1,⋯, yt−τ−1) (2.8)
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Both ACF and PACF are within {−1,1}. The PACF of the AR(p) proess is near
zero from the p-th lagged value. The ACF of the MA(q) proess is near zero from
the q-th lagged value. A good tness of model demands a Gaussian noise. Let et
be a Gaussian noise, the oeients of the ARMA model are alulated relying on
Maximum Likelihood Estimation (MLE) [44℄.
J. Nowika-Zagrajek et al. [14℄ applied a two-step proedure to address the load
modeling and foreasting issue. First, weekly and annual seasonalities are removed
by the moving average tehnique. Then, the deseasonalized data are tted with an
ARMA model. The performed residual analysis suggests that the residual follows a
hyperboli distribution. By omparing to a 1.7% error ommitted by the oial fore-
ast of the CAlifornia Independent System Operator (CAISO), the proposed model
yields a 1.2 − 1.25% error. However, this ARMA model annot apture the holiday
struture.
M. Zhou et al. [46℄ proposed an ARIMA approah to eletriity prie foreast with
auray improvement by prediting errors. Besides a onventional ARIMAmodel for
the eletriity prie foreast, several ARIMAmodels are also established for the resid-
ual error foreast. Results show that the method requires some easy-implemented
low-order models instead of one omplex model and the auray of the foreast is
improved signiantly. They argued that hoosing the same or dierent kinds of ap-
proahes for the model foreast and the error foreast does not potentially inuene
the foreasting auray but the time of modeling.
2. Exponential smoothing [47, 12℄ is a univariate time series method that assigns expo-
nentially dereasing weights to the historial loads. With a forgetting parameter, it
orrets the previous smoothed load value by the new load measurement. Aording
to the number of smoothing omponents, three models are the mostly used: simple,
double, and triple exponential smoothing models.
Simple smoothing model assumes that load data vary around a stable mean with
no trend [48℄: rt = αyt + (1 − α)rt−1, where the smoothed value rt is the weighted
average of the urrent load yt and the previous smoothed value rt−1. The forgetting
parameter α ∈ [0,1] ontrols the exponentially dereasing weights. The greater this
parameter is, the greater inuene the urrent load measurement has on the urrent
smoothing value. The initial smoothing value r1 is often hosen as y1 or the average
of the rst four or ve load values.
Double exponential smoothing works with the load data with trend. The smoothing
is done on the level and trend omponents of the time series data [48℄:
Level: rt = αyt + (1 −α)(rt−1 + bt−1)
Trend: bt = β(rt − rt−1) + (1 − β)bt−1 (2.9)
where the forgetting parameters {α,β ∈ [0,1]} respetively ontrol the level and the
trend omponents' dereasing weights. The initial values for these two omponents
are: r1 = y1 and b1 = y2 − y1 (or b1 = yn−y1n−1 ).
Triple exponential smoothing (also known as Holt-Winters (HW) method) works with
trend, seasonal, and level omponents of the data set. Mainly, two kinds of mod-
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els exist: multipliative seasonal model and additive seasonal model. Multipliative
seasonal model assumes that the original data value in the data set is the produt of
the seasonal pattern and the average level. While additive seasonal model suggests
that the seasonal pattern is independent to the average level of the data set and their
sum equals to the original data set.
The multiple model an be expressed as follows [48℄:
yt = (rt + btt)lt + ǫt
Level: rt = α yt
lt−L
+ (1 −α)(rt−1 + bt−1)
Trend: bt = β(rt − rt−1) + (1 − β)bt−1
Seasonal: lt = γ yt
rt
+ (1 − γ)lt−L (2.10)
where {α,β, γ ∈ [0,1]} are three forgetting parameters and L is the length of a period.
Dividing the new load measurement yt by the estimated seasonal omponent value of
the last period lt−L gives us the deseasonalized level, whih partiipates of updating
its old value estimated in the last round rt−1 + bt−1. The trend variable is orreted
by the dierene of the level and its old value. The seasonal fator is updated by
the most reently observed seasonal omponent given by yt divided by the smoothed
level estimate. For the initialization of these three omponents, a minimum of two
full seasons data (2L-period data) are required.
The multiple-step-ahead load foreast for T periods is given by:
yˆt+T = (rt + Tbt)lt+T−L (2.11)
The additive model an be expressed as follows:
yt = rt + btt + lt + ǫt
Level: rt = α(yt − lt−L) + (1 −α)(rt−1 + bt−1)
Trend: bt = β(rt − rt−1) + (1 − β)bt−1
Seasonal: lt = γ(yt − rt) + (1 − γ)lt−L (2.12)
Compared to the multipliative model, the additive model simply hanges the sea-
sonal omponent multiple relationship by the additional relationship. The multiple-
step-ahead load foreast for T periods is given by:
yˆt+T = rt + Tbt + lt+T−L (2.13)
Aording to the dierent ways of assigning values to its parameters {α,β, γ}, there
exist two tehniques: non-adaptive and adaptive. Non-adaptive tehnique xes the
parameter values, one they are initialized. The advantages of the non-adaptive
tehnique are twofold:
 one, it is eonomi in terms of omputational time. One the parameters have
been established, the foreast an proeed without any delay in re-omputation
of the parameters.
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 Two, that no historial data needs to be reorded saves the storage spae.
On the other hand, the adaptive tehnique keeps adapting the parameters to the
hanges in the undergoing proess. The newly omputed parameters may be om-
puted using: all available data till that time or only k most reent data values. Thus,
a ertain amount of data need to be memorized.
J.W. Taylor [13℄ proposed a new triple seasonal exponential smoothing approah that
aptures intraday, intraweek, and intrayear seasonal yles for a 24-hour-ahead load
foreast. Single, double, triple seasonal ARMA, single, double, triple seasonal HW
exponential smoothing and double, triple Intraday Cyle (IC) exponential smoothing
methods were ompared. The IC exponential smoothing method omits the ourrene
of the intraweek seasonal yle, but introdues some dummy variables in order to
distint dierent intraday yles during a week (Monday, Saturday, and Sunday, et.).
The approahes were tested on the British and the Frenh national data. He showed
that for predition up to a day-ahead, the triple seasonal methods outperform the
single and double seasonal methods, and also a univariate ANN approah. Moreover,
he onluded that there was little dierene among the same seasonal versions of
ARMA, HW, and IC exponential smoothing. He onluded that a simple average
ombination of these methods led to a better auray than any of the single method.
Similar day approah (also referred as K-Nearest Neighbor(s) (KNN) method).
This is a data-based nonparametri approah that simply onsists in searhing past obser-
vations of the proess for k events, whih are most likely to be similar to the foreasting
situation on some harateristis, suh as the weather, the day of the week, and the day
type [24℄. A foreast is onsidered as a linear ombination or a regression proedure of
these k events with unequal weights. These spei weights are dened by the distane in
harateristis between the similar days and the foreasting day. The task of alibrating
these spei weights is deliate but ruial to the preision of the method. It mainly
relies on the hoies of the omparison harateristis and the distane metris. In order to
get a satisfatory result, this approah requires a large database and a stationary proess.
However, the required omputational time, to alibrate and to get the output foreasts,
inreases rapidly with the size of the database [42℄.
T. Senjyu et al. [49℄ designed a Reurrent Neural Network (RNN) model for the next
day load urve foreast by orreting the output of the similar day approah. Eulidean
norm D with weighted fators is applied to evaluate the similarity of similar days:
D =√wˆ1(∆Lt)2 + wˆ2(∆Lt−1)2 + wˆ3(∆Lt−2)2
∆Lt−k = Lt−k − L̃pt−k (2.14)
where ∆Lt−k is the deviation between the load on the foreasting day Lt−k and the load
on a similar day L̃
p
t−k, and wˆi, i = 1,⋯,3 are the weighted fators. The weighted fators are
estimated in a regression model of historial temperature and load data by the least-square
method.
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A load orretion method by orreting the data of historial days with the load orre-
tion rates was proposed to generate new similar days in ase of the shortage in the training
data. The load orretion rate Lˆrt is determined by the following least-square method based
on the regression model.
Lrt = Lslt /Lstt
T rt = T slt /T stt
Lˆrt = wˆ0 + wˆ1WtHt + wˆ2T rt + wˆ3Day
L
pnew
t = Lpoldt Lˆrt (2.15)
where Lslt and T
sl
t are respetively the load and temperature data of similar days seleted
by using equation 2.14, Lstt and T
st
t are respetively load and temperature data of past days
seleted by using a foreasting maximum temperature, Lrt is the deviation rate between
Lslt and L
st
t , and T
r
t is the deviation rate between T
sl
t and T
st
t . Ht, t = 1,⋯,24 is time,
Day indiates the day of the week. L
pnew
t and L
pold
t are respetively orreted load data
and original load data of past days. wˆi, i = 0,⋯,3 is the weighted fator and Wt is the
weighted fator on eah hour. These new load data L
pnew
t were then used to train the
neural network.
This method gained an improvement on foreasting auray for speial days suh as
weekends and national holidays. A MAPE of 2.78% was reported being obtained during a
year.
End-use method. The assumptions underlying end-use methods onsider that every
eletrial housing devie (light, ooling, heating, refrigeration, ooking, and so on) has a
spei eletrial signature. Suh signature onsists of a unique temporal and spetral
pattern that an be separated, lassied and deteted. Every time a given eletrial devie
is swithed on, spei sensor an detet its ativity. Prior knowledge of the expeted
energy onsumption of the housing eletrial devie enables an easy estimation of the user's
eletrial onsumption [24℄. Finally, a spei prole for every end-user, onsisting of his
age, inome, the size of the house as well as the usage frequeny of the dierent onsidered
devies, is designed. It would be possible to aurately foreast the power onsumption of
the whole network.
Gathering all these neessary information is usually a umbersome yet neessary step
to build end-use models. Several steps in the proess an be identied: rst, relying on the
historial data, energy onsumption of every devie needs to be identied (i.e., nd out its
power onsumption as well as its expeted usage time for every house). Ideally speaking,
the foreaster estimates the number of houses having these devies in the region of interest
as well as the probability of the usage of the devies at a spei time. Finally, summing
up all the estimated energy onsumption for all the onsidered houses, the estimation of
the eletriity in the region an be made. If all these above inuene fators are projeted
into the future, the foreaster an provide an estimation for the future energy onsumption.
Of ourse, suh approah is generalizable to residential, ommerial and industrial setors
with no restritions [50℄.
Designing suh foreasting methods an be time onsuming however the benets of
suh auray ould be worth the eort. As a matter of fat, the bottom-up method an
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provide means to optimize the grid's energy demand, suh as improving ertain appliane
eienies, and improving insulation levels of some apartments. Thus, energy an be
saved, installations an be preserved and developed depending on the aurate knowledge
regarding the loal demand, and so on.
Due to the amount of data and prior information on the end-user as well as on all
eletrial devie usages in the onsidered setors, these methods are proved to be diult
to implement. The shortage of suh information usually disards end-use methods from
the set of possible hoies. As a matter of fat, the reliability of the foreast highly depends
on the amount of data olleted as well as their quality.
Eonometri approah. Eonometri approah usually refers to a mathematial
formulation that inorporates statistial tools in order to expliit the omplex relationships
that exist between eletriity demand with eonomi, demographi and other inuene
fators mentioned previously [24, 51℄. For instane, eonometri tools an provide a piee
of explanation regarding the eletriity onsumption behavior of a target population on
the eletriity prie utuations.
Besides the eonomi theories, an eonometri foreasting model is established relying
on statistial assumptions about the joint distribution of explanatory variables and a set
of unobservable variables [51℄. The eonomi theory is used to speify the explanatory
variables and the dependent variable, and to larify how institutional and eonomi ondi-
tions an aet their relationships. Joint distribution density of the load and explanatory
variables an then be estimated by the funtional forms, suh as parametri, nonparamet-
ri or semiparametri statistial models. The estimation of the models largely depends
on the assumptions made about the unobservable, whih impats the onsisteny of the
estimation riterion [51℄.
The main advantage of suh approahes is expliative, suh that they an explain how
the evolution of the inuene fators working on the load demand [50℄. Namely, they t
the behavior of targeted populations relying on past observations, and thus an adapt to
various populations. In our ase, it an help designing a load foreasting model that adapts
to dierent setors, e.g., residential, ommerial, and industrial setors.
Unfortunately, what represents its strength, i.e., relying solely on past observations, an
also be seen as its weakness. As a matter of fat, usually, eonometri based foreasters
assume that the relationship between the eletriity load and inuene fators is stationary
and thus remains the same during the foreasting proess [50℄. Suh assumption is usu-
ally justied for short periods, not for a long-term foreasting proesses. Similarly, suh
designed models are not eient when the real observations follow a highly utuating dy-
namism suh as in small regions. It behaves better on a national sale where eletriity load
utuations are steadier. Consequently, the eonometri model needs to be reevaluated on
regular bases in order to maintain its reliability.
2.1.b-ii Artiial intelligent approah
ANN (also known as NN and RNN). Over the past two deades, the ANN in the AI
tehnique group has been applied in various elds, e.g., pattern reognition, robotis, and
load foreast, to name a few. Thanks to its non-linearity and great learning ability, ANN
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quikly gained its popularity in load foreast. It is widely used in all foreasting lead times
and all eletrial voltage hierarhies. Compared to the lassial approahes, it is often
onsidered as a benhmark of performane [13, 39℄, or more often as a omplimentary to
enhane their abilities faing dynami varying environments.
The nonlinear model an interpret omplex relationships between multiple inputs and
outputs. Its ease of implementation, automati mapping ability, and generalization ability
are often ommented as prinipal advantages. Generalization ability allows the network to
provide satisfatory responses to new inputs after its learning phase [52℄. The use of the
ANN is often divided into two phases: a learning phase and a predition phase. In the
learning phase (also known as training phase), ANN adapts its parameters, namely the
synapti weights and biases, to learn the knowledge within inputs and outputs ontaining
in the historial data set (also known as learning data). In the predition phase, the
parametered ANN is used as a transfer funtion to produe the output(s). ANN is very
exible as when the operating environment hanges, with the same struture, it is apable
of rapidly adapting its interonnetion weights to respond to the hanging situation after
the training proess. ANN is also said to have great skills oping with the noisy data set
[39℄.
The disadvantages are related to its large-sale hoies, suh as for the arhiteture
(feedforward or reurrent, et.), for the struture (number of hidden layers and number of
hidden neurons on eah layer), for the learning set, and the number of iterations for the
training (to avoid overow). The justiation of the hoies is not systematially argued
or ommented in a laried way [39℄.
The ANN is onsidered as a lass of algorithms apable of approximating any transfer
funtion, provided that the ativation funtions of neurons in the intermediate layer are
not polynomials, are bounded and pieewise ontinuous [53℄.
There are a great variety of ANNs found in the literature. Here, we present some
frequently enountered strutures: Multi Layer Pereptron (MLP), RNN, Wavelet Neu-
ronal Network (WNN), Radial Basis Funtion Networks (RBFN) and Self-Organizing
Maps (SOM).
1. As a universal approximator and having the simplest struture, the Multi Layer
Pereptron (MLP) is the most widely used ANN model. It has one input layer,
where the inuene fators are introdued and one output layer for the estimated
value, the load data. Between the input and the output layers situate the hidden
layers with neurons represented by nonlinear ativation funtions. Figure 2.2 shows
a single layer pereptron's struture, whih is the simplest of the feedforward layered
strutures.
Single Layer Pereptron (SLP) onsists a layer of input neurons {pj , j = 1,⋯,R},
assoiated weights {ω1,j, j = 1,⋯,R}, a weight ω10 related to a onstant p0 termed
bias, whih equals to 1, an ativation funtion g, and an output c1. The single
pereptron ompares the weighted sum of the inputs with the weighted bias, and
the omparison result n goes through one ativation funtion g in order to get the
output. Lots of ativation funtions exist, suh as step funtions, linear funtions,
and sigmoid funtions. For the approximation of a non linear model, the sigmoid
funtion g(n) = 1
1+e−n is the most ommonly used for the hidden neurons. The
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Figure 2.2: Single pereptron struture [54℄
weights Ω1,{ω1,j , j = 0,⋯,R} of the neuron represent the eieny of the synapti
onnetion. A negative weight inhibits its orrespondent input, while a positive
weight aentuates its orrespondent input. The bigger the absolute value of the
synapti weight is, the more important the input is to the result. The extension to
the SLP is the MLP (gure 2.3).
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Figure 2.3: One-hidden-layer network struture, where P is the vetor of variables {pj , j =
0,⋯,R}, and Ω is the vetor of parameters {ωi,j andωi, i = 1,⋯,M, j = 0,⋯,R}. Therefore,
the total number of variables is (R + 1)M + (M + 1).
The most popular artiial neural network arhiteture for eletri load foreast is
the bak propagation [55, 24℄. Bak propagation neural networks use ontinuously
valued funtions and supervised learning. Under the supervised learning, the atual
numerial weights and bias assigned to element inputs are determined by mathing N
historial data inputs/outputs pairs {Pi, yi} (regarded as learning set or training
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set) in the training proess.
The objetive of the learning is to math the output of the MLP to the desired out-
put, given the same inputs. This objetive is reahed by tuning the parameters Ω
of the neural network, i.e., interonnetion weights and bias. The learning proe-
dures are grouped into three dierent ategories: supervised learning, unsupervised
learning, and hybrid learning. The essential element that diers supervised learning
from other ategories of learning is the presene of a teaher. In the supervised
proedure (gure 2.4), the teaher has some prior knowledge about the environment.
Thus, when an input Pi in the learning set is presented, the teaher is apable of pro-
viding the perfet output yi. The supervised neural network presents the student
who tries to learn from the teaher by providing a lose answer to the same input.
The knowledge of the student is gained by the adjustment of his parameters under
the inuene of the deviation from the teaher's answer, ei. The learning proess
stops when the dierene between two responses is under a ertain threshold, or the
maximum number of iteration reahed.
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Figure 2.4: Supervised learning proedure [54℄
When to our load foreasting issue, let a set ofN past historial data {Pi, i = t−1,⋯, t−
N}, suh as time and weather, be the training set inputs, historial onsumption
samples {yi, i = t − 1,⋯, t − N} that are olleted with a regular time step be the
desired outputs, and Ω be the set of ANN's parameters. Predition is solved by
minimizing errors in the training proedure presented in gure 2.4:
min
Ω
{1
2
t−1
∑
i=t−N
(yi − f(Pi,Ω))2} (2.16)
A. Kusiak et al. [40℄ have developed a building steam load prediting model based
on MLP. This load is used to represent heating and ooling loads of buildings. First,
boosting tree algorithm and orrelation oeients between input variables are used
to dedue the most important input variables. Then, among several data-mining
algorithms [56℄, namely, CART, CHAID, exhaustive CHAID, boosting tree, MAR-
Splines, random forest, Support Vetor Mahine (SVM), MLP, MLP Ensemble and
KNN, that map input variables to output steam load, MLP Ensemble performs the
best. This latter involves ve MLPs. Five dierent ativation funtions are seleted,
namely, logisti, identity, hyperboli tangent, exponential, and sine funtions. The
number of hidden units is set between 5 and 18, and the bias for both the hidden
and output layers varies from 0.0001 to 0.001. Many ANN has been applied to the
load foreasting eld, this example is hosen to state here sine it is one of the rare
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researh working on the individual load foreast. It reveals the great ability of ANN
oping with all kinds of foreasting issues.
2. Reurrent Neural Network (RNN) are equivalent to Nonlinear AutoRegressive Mov-
ing Average (NARMA) models. There are a variety of dierent RNN strutures. We
present here the most ommonly used struture in the RNN family: omplete RNN
[57℄. In this struture, the intermediate outputs or the nal outputs are introdued
as inputs for the model. This brings in unity delay fators to the model.
T. Senjyu et al. [49℄ employed the RNN oordinating with similar day's data for the
next day 24-hourly load foreasts. Figure 2.5 shows the given struture. The inputs
of the RNN inlude the deviation of load ∆L, deviation of temperature ∆T between
foreasting day and similar day, and previous output of the RNN values ∆C. The
output of the RNN is the orretion value ∆Ct+1 applying to orret the similar days'
value. Eah blok represents one unit disrete delay. They are used to memorize the
previous ativations and re-injeted as the inputs for the RNN.
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Figure 2.5: Reurrent neural network struture [49℄
3. Wavelet transformation is frequently used in the signal preproessing by deomposing
the original signal into a set of better-behaved onstitutive series. This transformation
an isolate the outliers, and onvert series into stationary, et. The Disrete Wavelet
Transform (DWT) an apture high and low frequeny information by produing ne
and broad sale oeients [58℄. For a given signal y(t), a DWT an be expressed
as [59℄:
y(t) = ∑
k
cj0,kΦj0,k(t) + ∑
j>j0
∑
k
ωj,k2
j
2ψ(2jt − k) (2.17)
where ψ is a mother wavelet funtion, j is the dilation or level index, k is the transla-
tion or saling index, Φj0,k is a saling funtion of broad sale oeients, cj0,k, ωj,k
are the saling funtion of ne sale oeients, and all funtions of ψ(2jt − k) are
orthonormal.
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Wavelet based signal proessing relies on a deomposition step and a reonstrution
step. On the one hand, the deomposition step lters the data through a high
pass/low pass lter. This operation is usually performed by omputing a onvolution
between the data and the designed lter. On the other hand, the onstrution step
performs the inverse of the deomposition step [58℄.
Wavelet proessing serves as an eient lter that an be integrated with any other
method suh as Box-Jenkins [60℄, ANN [58, 61, 62℄, and Kalman ltering [63℄. ANN
based on wavelets inherits this advantage.
Ajay Shekhar Pandey et al. [59℄ applied the wavelet deomposition to, and ompared
with, lassial and artiial intelligent approahes. Dierent from other works, whih
have used the wavelet oeients of the data set as input data, the proposed approah
used the wavelet pre-proessed data set after removing the highest frequenies (fast
hanging) omponents. They showed the superiority of the proposed wavelet based
approah over the non-wavelet methods for the same set of data.
Wavelet Neuronal Network (WNN) ombines the wavelet theory and NN into one. A
WNN generally onsists of a feedforward NN, with one hidden layer, whose ativation
funtions are drawn from an orthonormal wavelet family. The outputs of WNN an
be expressed as [64℄:
y(u) = M∑
i=1
ωiψλi,ti(u) + y (2.18)
where y value is to deal with funtions whose mean is nonzero. The y value is a sub-
stitution for the saling funtion φ(u) at the largest sale. Parameters {ωi, λi, ti, y}
are adjustable by learning proedure.
The WNN is believed to behave better than the MLP in nonlinear systems and
variant environment suh as eletriity load foreasting.
4. Radial Basis Funtion Networks (RBFN) strutures often have one radial hidden layer
and one linear output layer. The hidden neurons ompute the similarity between any
input pattern and the neurons assigned point by means of a distane measure. The
underlying idea is to make eah hidden neuron represents a given region of the input
spae. When a new input signal is reeived, the neuron representing the losest region
of input spae ativates a deisional path inside the network leading to the nal result.
Radial funtions are applied as ativation funtions on the hidden layer. There are
several radial funtions, among whih the most frequently used is the multi-variant
Gaussian type funtion [54℄:
g(x) = exp(−(x − µi)TΣ−1i (x − µi)
2
) (2.19)
where µi and Σi are respetively the entre and the ovariane matrix of the radial
neuron. These two parameters are dened before the training proess.
Arhiteture of the RBFN an be found in [65℄. The RBFN owns the same universal
approximation apaity as the MLP and the alibration of its parameters is less time
onsuming [65℄. The RBFNs are exible, simple in struture and tolerant to Gaussian
noise of the inputs.
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Despite of its simple struture, RBFN suers several drawbaks related to the learning
proess. On the one hand, sine the learning step deals with two dierent ativation
funtions (radial and linear), the onvergene rates of the dierent layers are dierent.
More speially, the onvergene on the parameters of the radial funtions is muh
slower than that on the parameters of the linear funtions. Moreover, the number
of hidden neurons depends exponentially on the input spae. For large input spaes,
the struture of the neural network might beome intratable.
5. Self-Organizing Maps (SOM) is an unsupervised ANN [66℄. The learning proess
aims at exhibiting neighborhood relationships among vetors of an unlabeled data
set. The neurons in the SOM are organized in one, two or three dimensional arrays.
Eah neuron i has a weight vetor ωi with the same dimension as the input vetor
x. Moreover, this weight vetor stores the information about the inputs and outputs
of the mapping being studied. The network weights are trained aording to a om-
petitive ooperative sheme, in whih the weight vetors of a wining neuron i∗ and
its neighbors in the output array are updated after the presentation of a new input
vetor. The learning proedure of the SOM onsists of a set of training steps. During
the learning stage, the wining neuron i∗ at step n is determined based on the input
of the training sample x [66℄:
i∗(n) = arg(min
i∈A
{∥x − ωi(n)∥}) (2.20)
The learning rules update the weights of the wining neuron i∗ that has the minimal
distane among all neurons on the output layer A between the weight vetor ωi and
the input vetor x:
ωi(n + 1) = ωi(n) + α(n)kii∗(n)(x − ωi(n)) (2.21)
where α(n) is the learning rate, and kii∗(⋅) is a kernel funtion that spreads the
updates to the neighborhood region. The neighborhood kernel denes the inuene
region that the input sample has on the SOM. Finally, the neurons on the grid
beome ordered: neighboring neurons have similar weight vetors [67℄.
Thus, SOM is a lassiation method that is able to deompose the input training
data into several subsets with spei harateristis in an unsupervised manner [66℄.
Support Vetor Mahine (SVM). Introdued in 1995 [68℄, SVM (or Support Ve-
tor Regression (SVR)) is a nonlinear kernel based mahine learning algorithm applied to
data lassiation and regression. Its underlying mathematial onept is based on the
transformation of the input data into a muh higher dimensional feature spae. In this
new feature spae, the original problem appears as a linear optimization problem with
onstraints:
f(x) = ωm(x) + b (2.22)
where ω is the weight vetor, b is the threshold value, m(⋅) is the mapping funtion. The
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SVM solves an optimization problem [23, 30, 66℄:
min
ω,b,ξ,ξ∗
1
2
ωTω +C
N
∑
i=1
(ξi + ξ∗i )
subjet to
yi − (ωTm(xi) + b) ≤ ǫ + ξ∗i(ωTm(xi) + b) − yi ≤ ǫ + ξi
ξi, ξ
∗
i ≥ 0, i = 1,⋯,N (2.23)
The optimization equation is omposed of two terms: a regularization term
1
2
ωTω and a
term added to ontrol the error margin of the algorithm C∑Ni=1(ξi + ξ∗i ) in order to avoid
over-tting or under-tting phenomena, where all input data xi are mapped to a feature
spae with a muh higher dimension than the original one. ξ∗i and ξi are optimization
variables introdued to take into aount the optimization onstraints on the error margin.
Suh margin is further modeled through the variable ǫ, suh that ∥(ωTm(xi)+ b)−yi∥ ≤ ǫ .
Finally, the ost of the lassiation or regression errors are quantied through the variable
C > 0. Note that the overall auray of the training is ontrolled by m(⋅), ǫ and C.
Hene, relying on Lagrange multipliers, the problem is transformed into an unon-
strained Lagrange equation [69℄:
R =1
2
ωTω +C
N
∑
i=1
(ξi + ξ∗i ) − N∑
i=1
ai(ǫ + ξ∗i − yi + (ωTm(xi) + b))
−
N
∑
i=1
a∗i (ǫ + ξi + yi − (ωTm(xi) + b)) − N∑
i=1
(ηiξi + η∗i ξ∗i ) (2.24)
where {ai, a∗i , ηi, η∗i } are Lagrange oeients.
By assigning the partial dierential equation of eah parameter {b,ω, ξi, ξ∗i } zero, we
obtain:
∂R
∂b
=
N
∑
i=1
(a∗i − ai) = 0
∂R
∂ω
=ω −
N
∑
i=1
(a∗i − ai)xi = 0
∂R
∂ξi
=C − a∗i − ηi = 0
∂R
∂ξ∗i
=C − ai − η∗i = 0 (2.25)
Bring the above equations into equation 2.24, this later is equivalent to maximize [69℄:
1
2
ωTω − ǫ
N
∑
i=1
(a∗i + ai) + N∑
i=1
yi(ai − a∗i ) (2.26)
where ai and a
∗
i are Lagrange multipliers with 0 ≤ ai, a∗i ≤ C and ∑Ni=1(ai) = ∑Ni=1(a∗i ).
Substitute ω = ∑Ni=1(a∗i − ai)xi into equation 2.22, the regression funtion beomes:
f(x) = N∑
i=1
(ai − a∗i )k(xi, x) + b (2.27)
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where k(xi, x) =m(xi)m(x) is a kernel funtion, whih is the inner produt of two vetors
in feature spae m(xi) and m(x).
One kernel funtion should respet that after the transformation, the funtion must
have the same result than the produt of the projetion. Common kernels inlude linear
kernels m(xi)Tm(xj) = xTi xj , polynomial kernels m(xi)Tm(xj) = (γxTi xj +b)d, and Radial
Basis Funtion (RBF) kernels m(xi)Tm(xj) = exp(−∥xi−xj∥2/2σ2). In the load foreasting
ontext, the RBF kernels are the most ommonly used.
In addition to its strong and reliable mathematial foundations, the SVM is found to
behave well in pratie. The ANN struture minimizes the deviation between every output
of the ANN and the desired value in the learning data, whereas the SVM searhes to
minimize the upper error bound of the generalization error [70℄. Moreover, the SVM is
ommented having the ability reahing the global optimum. Therefore, it is indeed able
to avoid over-tting and thus oers interesting lassiation or regression generalization
properties [66℄. Compared to the numerous hoies to be made before applying the ANN
struture, the hoies for the SVM restrain to the kernel funtion seletion and its assoiated
parameters [71℄. These later are often solved by CV tehnique applying to the learning
data set.
In 2001, Bo-Juen Chen et al. [30℄ obtained the rst prie at load foreasting ompetition
organized by EUNITE
2
relying on a SVM based foreaster. The partiipants aim at
prediting daily maximum load demand of the next month. Bo-Juen Chen et al. [30℄ hose
the alendar dates as well as historial load data as inputs of the SVM optimizer. The
model was implemented with the software LIBSVM, a library for SVM.
Fuzzy Logi (FL). Fuzzy logi based systems rely on approximated or fuzzy infor-
mation rather than preise values or desriptions [32℄. Figure 2.6 depits the dierent
steps of a fuzzy logi based system. Mainly, we observe ve steps: rst, the model begins
with dening the set of input(s)/output(s), the parameters as well as their relationships.
Then, the input values are mapped to a set of fuzzy variables that represent a qualitative
range rather than a quantitative data. For instane, a lassi example when dealing with
temperature data is to assoiate their values to a set of fuzzy variables: Low, Medium
and High. Eah measurement is equivalent to a degree of truth (also alled degree of
membership) ranging from 0 to 1. The degree of truth represents the perentage that the
measurement belongs to eah fuzzy variable, i.e., a given temperature an be 0.2 High and
0.8 Medium. This step is usually alled fuzziation. The next step onsists of building a
set of rules, depending on whih the fuzzy variables are aeted to the fuzzy outputs. The
number and omplexity of these rules mainly rely on the number of input parameters as
well as the number of fuzzy variables assoiated to eah input parameter. This is followed
by an inferene step that aims at evaluating the degree of fulllment (ring strength) of the
dierent rules. Finally, the defuzziation step transforms the fuzzy output of a ontrol
order or foreasting proess into a risp value.
FL based foreasters have many advantages. There is no need for a mathematial
model to expliit input/output funtional relationship [24℄ and it an extrat similarity
information from a large set of data as long as suh data exist. Thus, K.Liu and al. [32℄
2
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Figure 2.6: Fuzzy Logi proess [72℄
identied the similarities present in their data relying on two desriptions of the dierenes
dened as rst-order dierene (Vk) and seond-order dierene (Ak):
Vt = yt − yt−1
T
, At = Vt − Vt−1
T
(2.28)
where yt is the load sample at time t and T is the size of a period. (m−1) former samples
before t-th sample and n samples after t-th sample are respetively used as fuzzy inputs
and outputs.
FL has also been used to design load orretion models (along with a RNN orretion
model) [31℄. T. Senjyu et al. [31℄ hose, in their study, speial day, preipitation and
disomfort index values as fuzzy data. The input and output membership funtions are
further depited in gures 2.7 and 2.8. The membership funtion parameters (ai, i = 1,⋯,7
and bj , j = 1,⋯,8) of the fuzzy sets are also dened. Fuzzy rules are formulated based on
the gained experiene [31℄. The ring strength is alulated base on the Mamdani method
[72℄. The output of the FL is the orretion rate that applies to orret the seleted similar
days' data, whih have already been orreted by the RNN orretion model. This method
by adding the FL orretion is reported having an improvement from 1.63% to 1.43% on
a whole year data.
Fuzzy linear regression [42℄ an be seen as an alternative approah to the statisti
regression, when this latter fails due to unfullled requirements. The general model assumes
a linear model suh that:
Y = A0 +
n
∑
i=1
Ai(xi − xi) (2.29)
where A0 andAi, i = 1,⋯, n are the fuzzy oeients and xi, i = 1,⋯, n is a vetor in the
spae hosen at rst that we onsider as the most aurate sample. The main advantage
of the fuzzy regression model resides in its less restritive appliation ondition ompared
to the lassi linear regression model. However, it suers many disadvantages: it is very
sensitive to extreme values and the estimation of the oeients is usually a omplex task.
As a matter of fat, 2n inequalities need to be solved with 2(n + 1) unknown oeients
and 2N onstraints where N is the number of samples.
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Figure 2.8: Fuzzy logi: output variables
membership fun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Negative, V: Very, B: Big, S: Small, ZE:
Zero [31℄
Expert systems. An expert system is a omputer program that has the ability to
reason, explain and has its knowledge base expanded as new information beomes available
[73℄. Building suh systems relies on extensive knowledge gathered by human experts and
transformed into simple IF-THEN rules. Its basi form does not allow the evolution of
the rules while aquiring new knowledge. Sine suh systems show poor performanes
when dealing with new environments, new rules need to be oded into the systems in
order to keep a good reliability on their deision making. Expert systems an handle
thousands of rules [24℄ in order to take into aount a large set of possible input senarios.
Foreasters based on suh methods an be as reliable as the human experts designing
them. Consequently, they perform very well when an extensive knowledge is available
about the funtional relationship between input and outputs. However, when dealing with
very omplex problems with insuient knowledge about the model to be built, it appears
as a poor hoie.
2.1.b-iii Hybrid models
Hybrid models aim at taking advantage of the assets of various tools by ombining them.
Thus, they an avoid some of the drawbaks of the original methods. We an lassify the
hybrid models into three lasses:
 Classial methods ombined with lassial methods: James W. Taylor mentioned in
his work [13℄ that ombining has partiular appeal in ases when the methods are
based on dierent information. He ombined a weather-based method with those
univariate methods [15℄ for one-hour-ahead load foreasts, and a simple average of
the foreasts from the triple season ARMA and the Holt-winter methods [13℄ for
a-day-ahead load foreasts.
 Artiial methods ombined with artiial methods: [19℄ proposed ombining the
SOM and the ANN models for the STLF during the anomalous situations (holidays
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and long weekends). S. Fan et al. have suessfully applied a two-stage hybrid
network of the SOM and the SVM for the next day's eletriity prie [74℄ and the
eletriity load foreasts [66℄. In their works, the SOM lusters the input data set
into several subsets and then a group of SVMs is used to t the training data of
eah subset. I.Drezga et al. [75℄ have presented a new ANN based STLF. The
ensemble of loal ANN preditors was used to produe the nal foreast, whereby
the iterative foreasting proedure used a simple average of ensemble ANNs. A.A.
Kusiak et al. [40℄ also suggested a ve MLP ensemble model for the steam load
foreast of buildings. I.Drezga et al. argued that by averaging individual foreasts
that are generated by the idential modules over one and the same set of input data,
the generalization of an ANN preditor an be improved [75℄.
 Classial methods ombined with artiial methods: [76℄ desribed an approah to
identify the best similar day parameters for ANN based eletriity prie foreast.
T. Senjyu et al. presented several works by ombing the RNN with the similar days
approah. The foreasting load is obtained by adding a orretion generated by RNN
to the seleted mean similar days' data (f. gure 2.5). The load orretion method
was proposed to generate new similar days. The main purpose is, on the one hand,
to train the neural network, and on the other hand, to deal with ases of shortage of
similar day's data. They have suessfully applied the method for one- [77℄, six-hour-
ahead [78℄ and one-day-ahead [49℄ eletriity load foreasts. In one of their studies,
besides the RNN orretion on the similar day's base, authors have added the FL
approah that integrates other input parameters suh as speial days, preipitation
and disomfort index values in order to rene the foreasting preision [31℄.
Apart from these methods, there exist also several artiial intelligene optimization
methods that determine model's oeients, suh as gradient desent, Geneti Algo-
rithm (GA), Partile Swarm Optimization (PSO) (also known as swarm-based optimization
method), Artiial Fish Swarm Algorithm (AFSA), and Immune Algorithm (IA). The rst
one is a deterministi method, while the others are stohasti ones. Aording to the litera-
tures, these stohasti methods adapt to extreme nonlinear situations and are partiularly
eient in the dynami environment, whih the gradient desent annot follow.
These stohasti algorithms begin with a random population and a tness funtion,
with whih the eieny of eah solution an be evaluated and after eah generation, the
ttest survive. Their random, yet strutured, searh and parallel evaluation of the points
are their main advantages. Therefore, they are apable of exploring and exploiting a given
operating omplex searh spae. Their operation on an enoded parameter string, but
not diretly on the parameters, enables the user to treat any optimization problem [79℄,
suh as regression models [80, 79℄, time series models [16, 81℄, and SVM [35℄. Xuejun
Chen et al. [82℄ have pointed out that GA methods have several disadvantages suh as:
slow onvergene speed, sensitive to initial values, easily trapping into loal optimum,
premature onvergene, and parameter seletion problems. With the inreasing length
of number of individual parameters in the GA algorithm, the speed for optimal solution
beomes unaeptable.
Compared to the similar optimization method GA, PSO is appreiated by its advantage,
whih is the rapid onvergene to the global optimum, without being trapped in loal
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optima. However, the disadvantages of PSO are about its low preision, slow onvergene
in the later stage of the evolution, and parameter seletion problems. They proposed AFSA
for the SVM parameter estimation. Aording to them, AFSA an eiently avoid loal
optimal operating points and thus an reah global optimality.
The usage of AFSA is exible and shows a rather quik onvergene rate. Nevertheless,
none of them guarantees a onvergene to the optimal solution at the end of the proedure.
For further information we invite the reader to refer to paper [83℄, where the basi priniples
of GA and [36℄ of IA are desribed at length.
To onlude this subsetion, it is worth mentioning that a omparison of some of these
approahes is proposed in the literature. Indeed, paper [36℄ argues that SVR models
ombined with IA outperforms the SVR models with GA (proposed in [35℄).
2.1. Literature review onlusions and perspetives
The onlusions of this survey are threefold: rstly, researhes seem to fous their energy
towards tehniques borrowed from the Artiial Intelligene ommunity. As a matter of
fat, we notied during this last deade, the rise of new tehniques in the eld of power
systems suh as FL, SVR as well as variant forms of ANN models. Seondly, some authors
still try to improve the traditional lassial methods, although some of them seem to lose
some interests beause of their limited suess [23℄, e.g., state spae and Kalman lter
modeling [27℄, and ubi splines [84, 85℄. These latter gave hope to possible improvements,
whih ould lead to promising results apable of ompeting with Artiial Intelligene
based algorithms. Last but not least, hybrid methods beome more and more popular
as they ombine the strength of several tehniques (e.g., dierent models are ooperated
in order to model the linear/non-linear parts, the rapidly utuating/slow utuating; to
remove outliers, and to adapt oeients of the models). These approahes lead to very
interesting and promising results that may be onrmed in the next years.
In this hapter, we mainly disussed the lassial approahes and artiial approahes
applied to the load foreasting eld. For the sake of larity, we summarized the models
and their features in table 2.2.
The literature review provides some interesting lues that ould possibly improve the
load foreasting result:
 Deomposing the original load data into a set of better-behaved onstitutive series,
the wavelet transformation an be used as a pre-treatment to lter noise data or
outliers in the learning set for whatever load foreasting method.
 The lustering method, suh as SOM, K-Means, and hierarhial lustering (the last
two tehniques haven't been disussed here, as they do not belong to load foreasting
methods. They are very popular approahes for luster analysis) an be applied
to historial data to divide them into dierent ategories, relying on whih spei
model to eah ategory an be built.
 Fuzzy logi is based on the fuzziation and the defuzziation. The fuzziation on-
verts the aurate information into fuzzy information and the defuzziation quan-
ties the fuzzy result into risp values. This tehnique an be applied to unertain
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intrinsi variables suh as the weather variables, whih then an be used as inputs
for various methods (for example, times series or neural networks, et.).
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Table 2.2: Summary of load foreasting approahes and their features. 
√
 signies that
the property of the model orresponds to the attribute. × signies that the property of
the model does not orrespond to the attribute.
Method very
STLF
STLF MTLF LTLF Linearity Long
histori-
al
Features
Regression
model
× √ √ √ × √ Simple, expliit re-
lationship with ex-
ogenous variables
Time series
√ √ √ × √ × Extrat periodo-
ities, historial
data and er-
rors, inluding:
Box-Jenkins, expo-
nential smoothing,
et
Similar day
approah
× √ × × √ √ Nonparametri,
deliate oeient
adjustment, pro-
vide learning set
for AI methods
End-use
method
× × √ √ × × Bottom-up, eah
housing devie, re-
quire for extensive
information
Eonometri
approah
× × √ √ × √ Inluding soial
and eonomial
variables, omplex
equations
ANN
√ √ √ × × √ Universal approxi-
mator, great learn-
ing ability, map-
ping omplex rela-
tionship, deliate in
struture seletion,
heavy omputation
SVM
√ √ √ × × √ Non-linear fun-
tion mapping
input(s) to a higher
dimensional spae
FL
√ √ × × × × Fuzziation,
defuzziation,
absene of math-
ematial model,
similarity, fuzzy
linear regression,
ompliated pa-
rameter estimation
Expert sys-
tem
√ √ × × × √ Computer based,
IF-THEN rules,
require frequent
update
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2.2 Data desription
For the sake of building short-term load foreasting models on the MV level, we have in
possession the measurements on seven MV/LV substations and on four MV feeders. Before
seleting the foreasting approah, we start by observing these data. The purpose of the
observing is to give some evidene on the nature of the data: what ertain behavioral om-
ponents present in the data, what inuening fators an possibly explain the variation
of the data, et. These speiations in the data an help us in seleting the models with
potentials to produe the best foreasts.
2.2.a MV/LV substation
The data used to validate our methodology are the real measurements olleted from the
Frenh distribution network in the experimental phase of the Linky projet. Mainly,
there are seven load urves, and eah one represents the onsumption of a spei MV/LV
substation, sampled every thirty minutes, in a same region, during the same period from
September 9, 2009 to Otober 27, 2010. As an important fator aeting the onsumption
level, the temperature of the region is also provided on an hourly basis during the orre-
sponding period (gure 2.9). Hourly temperature data are linearly interpolated to obtain
the thirty minute temperature data. Eah substation load urve represents the sum of all
onneted lients' onsumption.
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Figure 2.9: Daily average load and temperature data through 414 days (from Sept. 9, 2009
to Ot. 27, 2010) of substation CE_MOU (mainly residential)
Figures 2.9 , 2.10 and 2.11 are examples of daily average substation loads and the
temperature variation through 414 days. We an observe that the load variation an
signiantly dier from substations. We aim, in this subsetion at explaining these dierent
behaviors in order to identify the impat fators for the foreasting model design. The
mainly residential substation CE_MOU (gure 2.9), inluding 61% domesti , 23% servie
setor, and 16% industrial lients, where the perentage refers to the total power supply
provided for the lients in eah ategory, follows the variation of the temperature. The
substation VI_LOG (gure 2.10), omposing of one third servie setor lients and two
thirds industrial lients, follows a weekly yle and varies with the temperature. The
substation CE_FRO (gure 2.11) suppling eletriity to a partiular industrial lient stays
stable all year long and follows an evident weekly yle.
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Figure 2.10: Daily average load through 414 days (from Sept. 9, 2009 to Ot. 27, 2010) of
substation VI_LOG (mixed servie setor and industrial)
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Figure 2.11: Daily average load through 414 days (from Sept. 9, 2009 to Ot. 27, 2010) of
substation CE_FRO (an industrial lient)
2.2.a-i Temperature inuene
A orrelation oeient is omputed to illustrate the substation's sensitivity regarding the
temperature:
ρX,Y = corr(X,Y ) = cov(X,Y )
σXσY
= E(X −E(X))E(Y −E(Y ))
σXσY
(2.30)
Where E(⋅) is the expeted value operator, cov(⋅, ⋅) represents the mean ovariane, E(X)
and E(Y ) are the expeted values of the random variables X and Y , σX and σY are the
orrespondent standard deviations. The value of the orrelation oeient is between -1
and 1, and it indiates the linear dependene between the two variables X and Y . The
loser is to the values -1 or 1, the stronger the orrelation is.
Thus, relying on equation 2.30, the orrelation oeient omputed between the CE_MOU's
load urve and the temperature equals −0.78, where the minus sign indiates that the en-
ergy onsumption and the temperature evolves in an opposite diretion. Indeed, when the
temperature drops, it beomes older and people tend to turn on their eletri heaters,
whih inreases eletriity onsumption.
The lients' ompositions as well as the orrelation oeients with temperatures of
the seven substations are summarized in table 2.3.
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Table 2.3: Seven substation lients' ompositions and orrelation oeients with temper-
atures
Substation
Correlation
oeient
Residential Servie setor Industrial
Number of lients/ Total power (Perentage)
CE_MOU -0.78 40/351 KVA (93.6%) 2/24 KVA (6.4%) 0/0 KVA (0%)
CE_CHA -0.78 26/229 KVA (97.5%) 1/6 KVA (2.5%) 0/0 KVA (0%)
CE_FRO 0.07 0/0 KVA (0%) 0/0 KVA (0%) 1/1600 KVA (100%)
CE_CER -0.78 73/629 KVA (88.6%) 6/81 KVA (11.4%) 0/0 KVA (0%)
VI_LOG -0.24 1/3 KVA (1%) 5/108 KVA (36.4%) 3/186 KVA (62.6%)
VI_PRI -0.81 35/285 KVA (69.3%) 2/18 KVA (4.4%) 1/108 KVA (26.3%)
VI_PAU -0.83 62/545 KVA (61.2%) 16/201 KVA (22.6%) 3/ 144 KVA (16.2%)
We an see from the table 2.3 that aording to the orrelation oeient's magnitude,
three ategories an be divided: one, the industrial substation CE_FRO is independent to
the temperature variations. Two, the mixed substation VI_LOG is relatively inuened by
the temperature. Three, all other mainly residential substations are sensitive to the tem-
perature variations. This preliminary analysis suggests that we should establish dierent
foreasting models (with or without taking into aount the temperature variations) for
these three ategories of substations. We will explain in hapter 3 that time series method
has a limit on the weather non-sensitive substations.
2.2.a-ii Day type inuene
Another type of information that an be exploited is the alendar information. As a matter
of fat, dierent patterns depending on the type of day, e.g., a working day or a publi
holiday, an be easily distinguished in the industrial substation's ase.
Notie (gure 2.12) that the level of power onsumption during a publi holiday is
more similar to weekends than normal working days. However, for the weather sensitive
substations, it is hard to draw a onlusion by a simple observation on the load urves,
sine the load level varies with the temperature.
2.2.a-iii Time inuene
The last impat fator that we intend to examine is the time. In order to nd out whether
day of the week has some impat on the load urve, a similarity index is designed. This
later indiates a similarity degree between the urrent day with the previous days. Here,
we aim at guring out the yli patterns in the load data. Therefore, the temperature
inuene is exempt by removing the daily average from the data. The similarity index is
based on the Eulidean distane between two zero-entered days.
Let x = (x1, x2,⋯, xn), y = (y1, y2,⋯, yn) be two vetors. Their Eulidean distane is
dened as:
d(x, y) =
¿ÁÁÀ n∑
i=1
(yi − xi)2 (2.31)
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Figure 2.12: Normal week ompared to the Armistie week (from Nov. 9, 2009 to Nov.
15, 2009) of Substation CE_FRO (an industrial lient). Eah pair of dotted lines separates
a day.
In our ase, x and y represent the vetors of 30-minute-step measurements olleted
in the days to ompare. Thus, the size of the vetor is n = 48, whih is the number of
eletriity onsumption samples reorded during a day. The smaller the Eulidean distane
is, the more similar the two vetors (days) are. The similarity index is alulated as follows:
1. Remove the daily average from eah day samples: x′i = xi − xA,{i ∈ A}, where xA is
the orrespondent daily average of day A.
2. Calulate an Eulidean distane matrix with all the zero-entered sample days. e.g.,
N is the total number of days, the Eulidean matrix is of N×N dimension.
3. For eah row in the Eulidean distane matrix, hoose the 5 smallest Eulidean
distanes, whih represent the 5 most similar days to the hosen day, and reord
their lagged-day numbers relative to this day.
4. The similarity index equals the number of lagged day divided by its total possible
number. e.g., for the number of lagged day equal to 5, the similarity index is the
number of seleted similar pairs divided by its total number N-5.
Sine the daily average power is removed from the data, the distanes in the Eulidean
matrix only reet the similarity in the intraday variation of the load pattern, independent
to their onsumption levels.
Figure 2.13 shows the similarity index for all lagged days. Furthermore, we withdraw
the inuene of the day type from the data as well. Figure 2.14 shows the similarity index
for lagged days without weekends and holidays. The high similarity indexes in both gures
on the one lagged day and on the multipliative weekly lagged days indiate daily and
weekly yli patterns. The yli patterns an also be observed in the frequeny domain
by plotting a sample analog of spetral density, i.e., the periodogram [14℄. We onsider
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Figure 2.13: Similarity index alulated based on all days of substation CE_MOU. The
dashed lines represent the multipliative values of 7 lagged days. They stand for the
similarity degrees with the same day of the previous week, the same day of the previous
two weeks, et.
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Figure 2.14: Similarity index without weekends and publi holidays of substation
CE_MOU. The dashed lines represent the multipliative value of 5 lagged days.
that as the rst step, examining periodiities in the time domain is more omprehensive
than in the frequeny domain. More details onerning the periodogram will be presented
in the setion 3.2..
We an onlude that the load pattern of a substation depends largely on the ompo-
sition of the lients onneted. The residential, servie setor and industrial lients have
their own spei load urve pattern:
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 Residential load urve varies with the temperature: the eletriity onsumption level
inreases as the temperature drops beause the use of the eletrial heating devie.
 The industrial lient is not inuened by the hange of seasons or the temperature
variation, but has an evident weekly period and is sensible to the national holidays.
 The servie setor lient is between the two types: being inuened by the tempera-
ture as well as having a weekly pattern.
Thus, being the sum of a mixed ategories of lients, the substation's eletriity load
mainly depends on the temperature, the day type ,and the time.
2.2.b MV feeder
A more aggregated level, load urves of MV feeders are also used for the validation of
our methods. Four MV feeders' loads are onsidered in the study. Figure 2.15 shows
the omposition of two MV feeders as examples. Eah represents the eletriity demand
of several MV/LV substations presented in setion 2.2.a. The observations are olleted
on a half-hourly basis from September 9, 2009 to September 22, 2010. The other two MV
feeders not inluded in the gure are also in the same region. Being a mixture of residential,
servie setor and industrial lients, patterns of these MV feeders' loads are more similar
to the VI_LOG substation's ase (gure 2.10), namely, having weekly patterns and being
inuened by the temperature.
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Figure 2.15: MV feeders and position of onneted MV/LV substations
2.3 Choies of Time series and NN methods
Most foreasting models and methods presented previously have already been tried out on
load foreast, with varying degrees of suess. Aording to our objetives, our fous is on
the short-term MV level. We an see in gure 2.1 that most of the models exist on the
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HV level. The idea is to borrow algorithms on the HV level and adapt to the MV data.
Compared to the HV level data, MV level data have more irregular patterns.
The hoie of the model depends mainly on the nature of the data [86℄. From the setion
2.2, we onluded that our load examples are inuened by the nature of the ustomers
onneted, the temperature, the time (of the day and of the week), as well as the alendar
information. Thus, from the presented two ategories of methods, we have seleted the time
series method and the ANN model to address to our issue. Dierent from the Box-Jenkins
method, we formulate our time series model in a regressional way, in whih the physial
interpretation an be attahed to the omponents and explanation an be easily reahed.
Advaned signal proessing tools are integrated in the time series method in order to get
the best auray. Another method hosen from the artiial intelligent method family is
the ANN method, more preisely, the Multi Layer Pereptron (MLP) struture ANN. It is
the feed-forward ANN, the simplest to implement and the less omputationally expensive
to run. Moreover, A. Khotanzad et al. have delared in [20℄ that aording to their
investigation of the use of dierent strutures of ANNs, no major advantage over the MLP
of adopting a more ompliated struture has been disovered. Dierent from most of the
implementations in the literatures, the eorts are onentrated on the optimal struture
seletion. As explained, ANNs are often aused for its large arhiteture possibility and
lak validity of its model [87℄. Furthermore, both seleted methods have sound basis for
the ondential interval omputation. This later gives indiation to the unertainty of the
foreasting model.
2.4 Performane riteria and referene ase
2.4.a Performane riteria: MAPE and MAE
The omparison of the model's performane relies on the omputation of two quantities:
MAPE and Mean Absolute Error (MAE). They are presented throughout this paper as
performane indexes.
On the one hand, MAPE represents the average ratio between the absolute errors and
real observations. The result is given in perentage:
MAPE(%) = 1
N
N
∑
t=1
∣yt − yˆt
yt
∣ ∗ 100 = 1
N
N
∑
t=1
∣et
yt
∣ ∗ 100 (2.32)
where N is the total number of foreasting samples, yˆt is the foreasting value, yt is the real
measured value and et is the error of the model whih is the dierene between foreasting
values and real values.
MAPE represents the auray of the foreasting models in the perentage of the real
observations. Thus, the value of the MAPE is dependent to the real observations. More
speially, ommitting the same magnitude of errors, during the winter, when the eletri-
ity onsumption level is high, the MAPE is low; during the summer, when the eletriity
onsumption level is low, the MAPE would have an important value. In order to avoid
this drawbak mainly aused by the foreasting magnitude, another performane indiator
is introdued.
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The MAE indiates the average absolute error result. The result given in our example
is in Watt:
MAE(W ) = 1
N
N
∑
t=1
∣yt − yˆt∣ = 1
N
N
∑
t=1
∣et∣ (2.33)
The MAPE and MAE are the most widely used performane quantities in the load
foreasting eld.
2.4.b Referene ase: the naive model
In order to realize a rst benhmark, a naive model [12, 60℄ is designed to do the load
foreast. The naive model does not exploit explanatory information suh as weather,
neither does it rely on sophistiated statistial or mahine learning tehniques.
The naive model replaes the foreasting result (for day D) by its most similar historial
onsumption pattern (day D-ℓ), where ℓ is the general delay between the most similar
days whih are dened by omputing the eulidean distanes among all days.
The naive model behaves in two dierent ways depending on the lients' omposition.
For the substation prinipally onneted to domesti lients, as the onsumption's level is
mainly due to the variation of the temperature, its load pattern is most similar to the day
before. As a result, in this ase ℓ = 1. While for an industrial substation, beause of its
weekly pattern, the most similar day is more likely to be the same day of a week before.
Therefore, ℓ = 7.
2.5 Conlusion
This hapter is served as an introdution to our short-term load foreasting objetive.
Firstly, the various approahes in the literatures are presented. Their appliations in the
related works are briey introdued. Next, the data of the MV/LV substations and the MV
feeders that are used in our study are examined. We pointed out that the main inuene
fators for the variations in those load urves are the temperature, the day type, and the
time. Consequently, the hoies of load foreasting methods being the time series and the
NN methods are argued. Performane riteria, based on whih the auray of dierent
methods is ompared, and the referene ase are also set up.
In the next two hapters, the hosen methodologies are thoroughly stated.
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Abstrat
After a thorough srutiny into the dierent load foreasting methods, we have hosen
the time series and the neural network methods to answer the request of the short-
term load foreast. We takle in this hapter an additive time series method, dividing
our analysis into three parts; namely, a trend omponent, a yli omponent, and
a random error omponent. The rst two parts are deterministi and are estimated
separately with dummy variable regression models. The random error part is looked
through in detail to ensure the well being of the designed model. Advaned signal
proessing tools are integrated in the proposed method suh as ANOVA nullity test and
smoothed periodogram. The result of the suggested method is enouraging, ompared
with the naive model. Weather unertainty as an important aspet to the load foreast
is also disussed at the end of the hapter.
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In this hapter, we address the short-term load foreasting issue with an additive time
series method. Being a linear model, the additive time series model is widely used for
modeling for its ease of implementation, understanding, high preision and omputational
eieny. In setion 3.1, we introdue the additive time series model and the overall
proedure of our designed methodology. Next, two setions are developed respetively
desribing theories and tehniques inluding in the proposed proedure, and showing every
step in the appliation of the model on a substation load example. In setion 3.4, we onrm
the onlusion obtained in some works that the weather unertainty dereases the model's
foreast preision and argue that our proposed methodology still largely outperforms the
naive model.
3.1 Additive time series model and proedure overview
Time series [88℄ represents the evolution of a set of observations sampled at a regular
interval along time. The speiity of time series models, ompared with other statisti
methods, is the introdution of time as one of its expliative variables.
The onsidered time series model ontains three parts: a trend omponent, a yli
omponent and a random error. Let yt denote the measured load at time t, the additive
model then an be written as:
yt = ft + St + ǫt (3.1)
where ft denotes the trend omponent at time t, St denotes the yli omponent at time
t and ǫt denotes the random error at time t. The rst two omponents are deterministi
parts, while the random error part an be examined after the model estimation to guarantee
its good performane. We aim at building two parametri models representing the two
deterministi parts, whih are termed respetively the trend and the yli models.
Figure 3.1 desribes the proess to build the time series foreaster. The historial
onsumption loads, the orrespondent historial temperatures, and the historial day types
are used for the oneption and parameter estimation of the models. The foreasting
temperature data and the foreasting day types are applied as inputs for the parameterized
model in order to get the foreasting results. The ategorial variables, i.e., the dummy
variables, are integrated to distinguish the dierent day types in the trend model. The
yli model is omposed of Fourier omponents, whose main frequenies are found by the
smoothed periodogram. Additive time series model onsiders the sum of the foreasting
results of the two models as the nal load foreast (equation 3.1). At the end of the
foreasting step, the estimation window, indiating the length of the historial data, with
whih the parameters are estimated, is shifted to the next period, ready to get the next
foreasting proess started.
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Figure 3.1: Steps of the designed time series foreasting method
3.2 Statistial tools
3.2.a Dummy Variable Regression
We have onluded in the hapter 2 that one of the most important inuene fators that
explain the variations in the load urves is the day type. Here, in our spei example,
the load urves an be lassied into three day-type ategories: the working days, the Sat-
urdays, and the Sundays and national holidays. The explanation of this ategory division
is later arried on in subsetion 3.3.a. Categorial variables are often employed for the
injetion of ategorial information to models.
Dummy variable regression is a method for inorporating ategorial variables into
a regression model. Dummy variable takes the value of either 0 or 1, and indiates the
presene of its oeient in the equation. Let Γ(⋅) denote a regression equation, the dummy
variable regression an be written as:
yt = Γ(xt) + κ−1∑
α=1
DαΓα (xt) (3.2)
whereDα, α = 1,⋯, κ − 1 are dummy variables, Γα(⋅) denotes the regression equation assoi-
ated to the dummy variable Dα, κ is the number of dierent ategories and xt, yt represent
respetively the independent variable vetor and the studied variable. The number of the
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dummy variables in the equation is κ − 1, as the ategory that all dummy variables equal
to zero is onsidered as the other ategories' referene. For a given ategory, at most one
dummy variable is equal to 1.
The dummy variable regression is applied both for the trend omponent and for the
yli omponent.
3.2.b Trend Component Estimation
The trend funtion ft usually represents a slow variation of the analyzed quantity yt. It is
usually modeled by a linear funtion, a polynomial funtion or an exponential funtion. In
setion 2.2.a-i, the load variation (exept the industrial substations) is mainly proved to be
very linearly dependent to the temperature data. As a rst approah, the simplest form,
the linear trend model is oneived. Thus, here we suggest both a time and temperature
orrelated linear trend funtion.
ft = at + b + cTt +
κ−1
∑
α=1
Dαγα (3.3)
where t refers to the time index whose value is from 1 to the estimation window size, Tt
refers to the temperature of the region where the measurements took plae, and ∑κ−1α=1Dαγα
represents the dummy regression part. The parameters a, b, c and γα, α = 1,⋯, κ − 1, are
the oeients of the regression model.
Thus, in this setion, we aim at evaluating the κ + 2 regression oeients {a, b, c, γα}
relying on the Ordinary Least Square (OLS) approah. To that purpose as a rst approx-
imation, the sum of the yli part during one period is assumed to be zero. In order to
adapt to our short-term foreasting problem, a sliding window is performed, within whih
we estimate the oeients. With the omputed oeients, the day type of the foreast
day as well as its temperature prevision, the trend omponent an be predited. Then the
sliding window is shifted for one day to the next period, within whih the oeients are
realulated. This proedure is repeated until the end of the data. Sine we do not pos-
sess the temperature foreasts, we use the real temperature measurements instead. This
is a ommon pratie [26, 27, 28℄. We analyze the impat of the weather unertainty on
foreasting model's auray later in setion 3.4.
3.2. Cyli Component Estimation
Here, we omplete our foreasting model by taking into aount the periodiity of the
observations. The yli part aptures the yli behaviors of the load yt. Namely, let p
denote the periodiity of the funtion without trend, then we an write for all samples t:
St+p = St, where St represents the yli omponent at t. The sum of the yli omponents
over an entire period equals zero: ∑pt=1 St = 0.
One the trend model has been determined, it an be removed from the raw data yt.
Let Wt denote the detrended series:
Wt = yt − ft = St + ǫt (3.4)
Sum of the sine and osine funtions, the Fourrier series an fully desribe the dynamism
of the stationary periodi signals. Thus, we suggest performing the yli estimation using
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a Fourier omponent regression. To do so, four steps are needed (gure 3.1). First, we test
the detrended seriesWt to see whether they are stationary. Then, a smoothed periodogram
is performed in order to nd out the harmoni frequenies that explain the variations inWt.
Next, with these harmoni frequenies, a regression model of the Fourier omponents an
be onstruted. Last, an ANOVA nullity test [89℄ integrated OLS approah is applied to
the oeient estimation in the sliding window for the ylial part. The ANOVA nullity
test is used for the disrimination of the signiant regression oeients. This tehnique
will be presented in subsetion 3.2.g.
3.2.d Tests of Stationarity
The purpose of performing tests of stationarity is to nd out whether the detrended series
Wt is stationary in order to ensure the primary ondition of arrying out the smoothed
periodogram presented in the next subsetion. Several approahes exist, among whih we
hose two: the Kwiatkowski-Phillips-Shmidt-Shin tests (KPSS) test [90℄ and the Aug-
mented Dikey-Fuller test (ADF) test [91℄. The KPSS tests the null hypothesis of station-
ary time series against non-stationarity, while the ADF tests in the time series samples the
existene of a unit root, whih signies the non-stationarity against stationarity. These
two tests are jointly used to ensure a reliable result. For more information, readers an
refer to appendix B.
Both tests onrm that the analyzed load data set is well detrended and is stationary
with any size of the sliding window.
3.2.e Smoothed Periodogram
The purpose of using the smoothed periodogram is to nd the main harmoni frequenies
of the yli omponent in order to onstitute the yli regression model. For a stationary
data set, its periodogram an be dened as [88℄:
In(νj) = 1
n
∣ n∑
t=1
Wte
−2iπνjt∣2 = d2c(νj) + d2s(νj) (3.5)
where n is the sample size, νj = jn , j = {0,1,⋯, n−1} are the fundamental frequenies of the
Disrete Fourier Transform (DFT) of the data set Wt. dc(νj) and ds(νj) are respetively
the normalized real and imaginary omponent of the performed DFT.
dc(νj) = 1√
n
n
∑
t=1
Wt cos(2πtνj)
ds(νj) = 1√
n
n
∑
t=1
Wt sin(2πtνj) (3.6)
We have:
n
∑
t=1
(Wt −W )2 = 2 m∑
j=1
[d2c(νj) + d2s(νj)] = 2 m∑
j=1
I(νj) (3.7)
where m = n−1
2
, and W stands for the average of the data set Wt. Equation 3.7 indiates
that the sum of squares an be partitioned into harmoni omponents represented by
the periodogram's amplitude at frequeny νj . In other words, if there exist peaks in the
periodogram, these frequenies explain the variation of the data.
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However, the raw periodogram usually has a large variane at a given frequeny. Con-
sequently, its raw form is not diretly used as an estimator of the spetral density funtion.
One solution to redue the estimator's variane is to use the smoothed periodogram.
It is assumed that the spetral density is fairly onstant in the onsidered frequeny
band, and the adjaent frequenies have asymptotially independent values. We an set
up a symmetri smoothing lter B of size 2l+1 << n, whih is entered around a frequeny
νj suh that:
B = {ν ∶ νj − l
n
≤ ν ≤ νj + l
n
} (3.8)
The Daniell kernel [92℄ is a set of symmetri positive weights that enter in the estimated
frequenies. The sum of all weights is 1 :
hk = h−k > 0 and
l
∑
k=−l
hk = 1 (3.9)
Thus, the smoothed periodogram beomes
Ĩ(νj) = l∑
k=−l
hkIn(νj + k/n) (3.10)
Through the smoothed periodogram plot, frequenies F with the most signiant am-
plitudes an be identied.
3.2.f Regression Model with Fourier Components
We build the yli omponent based on the set of frequenies F = {ν1, ν2, . . . , νNf } suh
that:
St =
Nf
∑
i=1
ci cos(2πνit) + Nf∑
i=1
si sin(2πνit)+
κ−1
∑
α=1
Dα
⎛⎝
Nf
∑
i=1
ci,α cos (2πνit) + Nf∑
i=1
si,α sin (2πνit)⎞⎠ (3.11)
where Nf is the total number of frequenies in F , and ∑κ−1α=1Dα ×(⋅) stands for the dummy
variable regression part. As desribed in Equation 3.11, every frequeny of the set F
provides two ontributions: a sine omponent and a osine omponent. The 2κNf un-
known oeients in the equation are to be determined in a sliding window using the OLS
approah.
3.2.g ANOVA Nullity Test
In order to determine the relevany of the oeients, and improve the eieny of oef-
ient estimation, an ANOVA nullity test is performed.
Mainly the ANOVA test aims at partitioning the observed variane into several vari-
anes due to eah expliative variable and the residual. The signiane of every oeient
is identied by its ratio of within-group variane to the global variane. As the value of
the ratio is larger, the oeient is more signiant (f. appendix C).
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Pratially speaking, we start with an ANOVA nullity test with all parts of the regres-
sion model. Then, after the removal of non signiant parts aording to the test's result,
the rest of the oeients are re-estimated.
3.2.h Complete Foreasting Model
As desribed in the beginning of the setion, the foreasting result of the time series model
is the sum of the trend part foreast and the yli part foreast.
Thus, the omplete foreaster an be expressed as:
yˆt = ft + St
= at + b + cTt +
Nf
∑
i=1
ci cos(2πνit) + Nf∑
i=1
si sin(2πνit)+
κ−1
∑
α=1
Dα
⎛⎝γα +
Nf
∑
i=1
ci,α cos (2πνit)Nf∑
i=1
si,α sin (2πνit)⎞⎠ (3.12)
The error part: ǫt = yt − ft − St is examined in Setion 3.3..
3.3 Appliation example results
The results has been realized with the open soure software R [93℄, whih is dediated
to statistial omputing and graphis. We hose R, sine it has a variety of up-to-date
pakages [94℄ that support all our funtional statisti tehniques. The sample period of
onsumption and temperature data is from September 9, 2009 to Otober 27, 2010. The
available data is divided into two parts: a training set and a test set (gure 3.2). A training
set is used to dene the value of some important variables suh as number of ategories, the
length of the sliding window, and the important frequenies. A test set is the data based
on whih the performane of method is evaluated and ompared with the naive model.
The hoie of the size of these two sets is arbitrary: about one third of data (117 days) for
the training set and two thirds (297 days) for the test set.
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Figure 3.2: Training set and test set periods of the available data.
3.3.a Training set
Figure 3.3 shows the load variation from Otober 5, 2009 to Otober 11, 2009 (a whole week
from Monday to Sunday) as an example and suggests three apparent ategories: weekdays,
Saturdays, and Sundays. Notie that in Frane, ativities related to servie setors are
losed on both Sundays and holidays, whereas usually, most of them are open on Saturdays.
Consequently, national holidays are inluded in the same ategory as Sundays.
As presented in the setion 3.2.b, a sliding window is performed to estimate oeients
of both the trend and yli parts. The size of the sliding window obviously has an impat
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Figure 3.3: A weekly onsumption pattern (Otober 5, 2009 to Otober 11, 2009) of a
mixed industrial and servie setor substation VI_LOG. Eah pair of dotted lines denes
one day.
on the foreast preision. With a larger window size, the trend model takes into aount
the slow variation of the time and temperature, whih leads to a higher auray.
The sliding window size is seleted by the MAE riteria omputed on the intermediate
performane of the trend foreasts with dierent window sizes. The smallest unit of the
sliding window length is a week within whih at least one day of eah ategory an be
found. In this hapter, the mixed industrial and servie setor Substation VI_LOG is used
as an illustrative example. Figure 3.4 presents the MAE riteria for the dierent sliding
window size results.
2 4 6 8 101
76
00
18
20
0
18
80
0
Sliding window size  (x 1 week)
M 
A E
  ( W
 )
Figure 3.4: Substation VI_LOG, MAE riteria alulated on the training set (117 days)
for dierent sliding window sizes (weeks)
Based on the above results, the sliding window length is xed up to ve weeks.
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The estimation of the trend omponent is removed one determined. The detrended
series Wt is proved to be stationary by both KPSS test and ADF test.
A smoothed periodogram is performed on the detrended series, with a Daniell kernel
(7,7) lter [95, 96℄, whih is a Daniell lter of size 7 (length 15) applied twie. The length
of the lter is seleted by trial and error.
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Figure 3.5: Periodogram of the detrended training data set smoothed by the Daniell kernel
(7,7). The dotted lines indiate the onsidered harmoni frequenies, whih are {1/48 =
0.021,1/24 = 0.042,1/16 = 0.063,1/12 = 0.083,1/9.6 = 0.104,1/8 = 0.125,1/6.85 = 0.146,⋯}.
Based on equation 3.10, the smoothed periodogram of the detrended training data set
is shown in gure 3.5. The dotted lines point out the set of the most signiant frequeniesF = {ν1 = 1/48, ν2 = 1/24, ν3 = 1/16, ν4 = 1/12, ν5 = 1/9.6, ν6 = 1/8, ν7 = 1/6.85, ν8 = 1/6, ν9 =
1/5.35, ν10 = 1/4.8, ν11 = 1/4.35}. They represent the periodiities of one day, half day,
8 hours, and 6 hours, et. These frequenies are then assigned to build the yli part
aording to the equation 3.11.
3.3.b Test set
With the parameters dened by the training data set, in this subsetion, we present the
performane of the designed foreasting model ompared with the naive model on the test
data set. The trend estimation model and the yli estimation model are independently set
up aording to the equations 3.3, 3.4 and 3.11. The oeients are estimated with the past
ve weeks sliding window for the dierent three day type ategories. The ANOVA nullity
test is integrated into both the trend and the yli models to remove the irrelevant parts.
Combining the trend and the yli foreasts, the nal foreasting results are omputed
with the orrespondent oeients depending on the foreasting day type.
Figure 3.6 shows the overall results of the average daily foreasting results ompared
with the real measurements. Figures 3.7 and 3.8 show some more detailed results on a
30-minute basis of the foreasting model on the weekdays and weekends ompared with
the real measurements.
Composing of one third servie setor lients and two thirds industrial lients, the
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Figure 3.6: Substation VI_LOG, omparison of the foreasting results with the real mea-
surements on the test set period (297 days).
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Figure 3.7: Substation VI_LOG, two-day-ahead load foreasting results on weekdays (Tues-
day and Wednesday: Jan. 12, 2010- Jan. 13, 2010). The vertial dotted line separates two
days.
illustration example substation VI_LOG is more strongly inuened by the weekly pattern
than the temperature variation. Thus, the loads of the same day of a week before are used
to replae the foreasts in the naive model. In this ase, as shown in table 3.1, the one-day-
ahead and two-day-ahead foreasting performanes of the naive model are the same. Table
3.1 demonstrates that the presented method based on time series improves load foreast on
a MV/LV substation level. Similar results have been found with the other mixed substation
examples with an improvement of 2−3% ompared with the naive model (Complete results
in Appendix A). Considering the 738000 MV/LV substations in Frane [97℄, a marginal
improvement on one MV/LV substation in preision an have a signiant gain in both
eieny and eonomy of the whole eletrial system. The method is also suessfully
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Figure 3.8: Substation VI_LOG, two-day-ahead load foreasting results on weekends (Sat-
urday and Sunday: Jan. 30, 2010- Jan. 31, 2010). The vertial dotted line separates two
days.
applied to a more aggregated level, speially to four Medium Voltage (MV) feeders' load
foreast. For one-day-ahead foreast, the results have an improvement of 2− 5% ompared
with the naive model (Complete restults in appendix A). Moreover, bigger improvement of
3 − 11% is found on the two-day-ahead foreasting senarios (table 3.2, omplete restults
in appendix A). Representing a mix of all types of lients, the load urve of a MV feeder
is inuened by both day type and temperature variation. In other words, neither last
day's load (D-1) nor the same day of the last week's load (D-7) an properly replae
the foreasting results. It is the reason that with the foreasting period beoming longer,
the naive model deteriorates more or less rapidly on the feeders depending on the lients'
omposition. The designed time series model on the other hand, taking these inuening
fators into aount, is more robust ompared with the naive model for a longer period
load foreast.
Table 3.1: Foreasting results: omparison between the naive model and the omplete time
series model on the test set period (297 days) of Substation VI_LOG.
Naive model Time series
model
One-day-ahead
MAPE (%) 18.9 16.4
MAE (kW) 8.82 7.13
Two-day-ahead
MAPE (%) 18.9 16.6
MAE (kW) 8.82 7.23
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Table 3.2: Foreasting results: omparison between the naive model and the omplete time
series model during the period: Mar. 9, 2010∼ Sept. 21, 2010 (197 days) of MV feeder CL
Naive model Time series
model
One-day-ahead
MAPE (%) 16.7 12.2
MAE (kW) 166.48 117.60
Two-day-ahead
MAPE (%) 25.8 14.2
MAE (kW) 248.50 135.51
3.3. Residual Analysis
Residual ontains the variation that has not been explained by the tted model. It is
mainly due to the random irregularities of the sampled observations.
In this setion, we examine the residual in two aspets:
 Normality is examined by the Probability Density Funtion (PDF) and the Cumu-
lated Distribution Funtion (CDF) plot. A normal distributed error guarantees the
goodness t of the model.
 Independene is examined by the ACF. An independent residual argues that there
remains no useful information in the historial data for the foreasting model.
3.3.-i Normality
We usually expet the residual to follow a normal distribution. When the errors are nor-
mally distributed, OLS regression is known to be optimal for oeient estimations [93℄.
Moreover, if the residual does not follow a normal distribution, wrong intervals ould be
set up; for example, the predition interval.
The PDF of the residual p(ǫ) at a spei value is the probability that the residual ǫ
will have that value.
The CDF Fǫ(x) represents the probability that the residual variable takes a value less
than or equal to x, suh that:
Fǫ(x) = x∫
−∞
p(ǫ)dǫ (3.13)
The PDF plot as well as the CDF plot is used to ompare the residual distribution with
other known distribution funtions. In our ase, we ompared the residual distribution with
the standard normal distribution. These plots are built by plotting the spei values of the
residuals versus the orrespondent theoretial values from the standard normal distribution.
This standard normal distribution is built by a large number of random samples with same
mean and standard deviation as the residual. If the residual is normally distributed, its
urves must be lose to the normal distribution urve. Instead, if the residual density
funtion has some signiant deviations from the standard normal distribution urve, it
suggests that the residual series are probably not normally distributed.
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Both, the probability density funtion plot and the empirial umulative distribution
funtion plot of the residual (gure 3.9) indiate that it is reasonable to believe the residual
of the regression proess to be approximately a normal distribution.
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Figure 3.9: Substation VI_LOG, density funtion plot and umulative density funtion
plot of the residual.
3.3.-ii Independene
The independene of the data set is measured by the AutoCorrelation Funtion (ACF)
[88℄. ACF of the residual measures the linear preditability of ǫt, the value of the residual
at time t, by using the previous residual values. The omputed ACF takes values between
−1 and 1. The loser the value is to one of the two limits (−1 and 1), the greater linear
preditability we an get. If the residual set is random, its autoorrelation should be near
zero for all time-lags. If there are signiant non-zero values, the residual set probably has
no randomness.
Our plots of residual autoorrelation funtion in gure 3.10 show the independene
evolution through the designed proess. At the top, the ACF plot of the original data
indiates that the raw data should be dierened at least one. In the middle, the ACF
plot of the detrended data shows the strong evidene of periodiities. At the bottom, the
ACF plot of residual is muh loser to an independent data ompared with the former ones.
It indiates that the residual of the omplete model is not random, and there still exists
some moderate degrees of autoorrelation between residual at time t and the residuals at
time (t− 1), (t− 2),⋯, (t− 18). However, sine the load onsumption data is available one
per day, when foreast at time t is omputed, the real values at time (t−1), (t−2),⋯, (t−48)
62 3. Time series model
0 50 100 150 200−
1.
0
0.5
Lag
AC
F
Original data autocorrelations
0 50 100 150 200−
1.
0
0.5
Lag
AC
F
Detrended data autocorrelations
0 50 100 150 200−
1.
0
0.5
Lag
AC
F
Residual autocorrelations
Figure 3.10: Substation VI_LOG, evolution of autoorrelation funtions of eah step. Re-
garding equation 2.6, lag is the variable τ .
are unknown. As a result, it is diult to obtain any improvement from these remaining
orrelations.
3.4 Weather unertainty
Sine the foreasting temperature data are not in our possession, the above results are
alulated based on the atual realized temperature data. W. Charytoniuk et al. [26℄ have
learly pointed out that their results are also obtained by using the atual temperature
values instead of foreasting ones. At the same time, they explained that using tempera-
ture foreasts would derease the foreasting preision. Henrique Steinherz Hippert et al.
[28℄ have explained in their short-term load foreasting review that using observed weather
values instead of foreasting values whih we don't usually have for the researh use, is a
ommon pratie. They also onluded that in the real industrial use, when using foreast-
ing weather values, the foreasting result is less aurate. V. Dordonnat et al. [27℄ have
made experiments both with the atual and one-day-ahead foreasting temperature data.
They found that temperature unertainty inuenes results in respet to the methods and
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to the seasons. Some methods are more resistant to the temperature errors than others
during ertain periods of the year. In the atual Frenh eletriity system, temperature
foreasting errors have smaller impats on summer than other seasons due to the rarely
air-onditioners' use [27℄.
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Figure 3.11: Histogram of the Gaussian distributed temperature unertainty adding to the
atual temperature. Frequeny: ourrene during two days (96 points in total)
In this setion, we aim at analyzing the temperature errors' impat on the proposed
time series method. Aording to the Frenh weather foreast bureau, the one-day-ahead
temperature foreasts have a preision of 1.5oC on an hourly basis [98℄. Therefore, in order
to reate the unertainty eet, a Gaussian noise zero entered with standard deviation of
1.5oC is added to the atual temperature values. The same proedure of the model design
(gure 3.1) has been arried out. For the oherene, the example borrowed here is still
based on substation VI_LOG. Figure 3.11 illustrates the histogram of the one day's (48
points) temperature unertainty. Figure 3.12 demonstrates the foreasting temperatures
and atual temperatures on three suessive days. Table 3.3 shows the overall performane
omparison among time series model with foreasting temperatures, time series model with
atual temperatures and the naive model.
The results in table 3.3 shows that with the foreasting temperature, the time se-
ries model still largely outperforms the naive model. The obtained results also onrm
the onlusion drawn by other researhers [26, 28, 27℄ that the preision suers from the
impreision in the weather data.
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Figure 3.12: Three-day foreasting temperatures ompared to the atual temperatures.
The 1 represents the real temperature, while the red irle represents the foreasting
temperature.
Table 3.3: Performane omparison among Time Series (TS) models with foreasting tem-
perature, atual temperature, and naive model.
MAPE (%) MAE (kW)
TS model with foreasting temperature 16.9 7.32
TS model with atual temperature 16.4 7.13
Naive model 18.9 8.82
3.5 Conlusion
This hapter proposes a short-term foreasting model based on time series method for the
MV/LV substations. The time series model divides the load urve into 3 separate parts:
trend, yli and random errors. The rst two deterministi parts are built with dummy
variable regression models. The sliding window and ANOVA nullity test are ombined with
the regression models to give a better auray to the oeient estimation. The model
an be used to all types of mixed substations as it takes into aount both the day type
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and temperature information. The time series model is also suessfully applied to the MV
feeders' load foreasts.
Residual is examined by its independene in order to ensure the model with a reliable
behavior. The results show that the residual is greatly unorrelated ompared with the
original data despite of the small remained orrelation. The residual analysis shows that
there is hardly any possible amelioration on the foreasting results with statistial tools.
The weather unertainty is also examined in this hapter. A Gaussian noise is at-
tahed to the atual measured temperature with an oial published standard deviation
to simulate the foreasting weather data. Experiments show that even with the foreasting
weather data, our time series method still largely outperforms the naive model.
The proposed time series model has taken into aount numerous explanatory variables,
suh as day type, temperature and periods. It is simple to implement, and easy to interpret.
It shows great eieny in omputation that with little omputational eort, the obtained
foreasting results are satisfatory. Supplying eletriity to a single industrial lient, sub-
station CE_FRO (gure 2.11) is independent to the temperature variation. Moreover,
exept the week periodiity, whih has been taken into aount by the naive model, its
periodiities are not evident, relying on the produtivity plan of the lient. Therefore, the
time series model, whih exploit these information, annot deal with this single industrial
lient's ase. In the next hapter, we present the model based on neural networks in the ar-
tiial intelligent family. It is a promising andidate to answer the load foreasting request,
sine it gives better results than lassial approah aording to literatures [99℄ and it is
apable of dealing with all types of load foreasts. Our work onentrates on the neural
network model's struture seletion strategies.

Chapter 4
Neural network model
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Abstrat
The hapter desribes the design of a lass of mahine learning models, namely neural
networks, for the load foreasts of eletrial substations. Real measurements olleted
in Frenh distribution systems are used to validate our study. We fous on the method-
ology of model design, in order to obtain a model that has the best ahievable preditive
ability given the available data. Prinipled methods are applied for variable seletion
and model seletion. The results show that the neural network based models are more
aurate than the time series models for load foreast, based on the same data. Com-
parison between the neural network and the time series models in various aspets is
made in the end of the hapter.
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4.1 Mahine learning tehnique
We address the load foreasting problem with neural networks, a popular lass of mahine
learning methods. One of the purposes of mahine learning is the design of preditive
models from data whenever prior knowledge on the proess to be modeled is unavailable,
or not aurate enough. Suh situations being very frequent, mahine learning pervaded
essentially all sienti and tehnial elds during the past few years. In partiular, neural
networks have beome very popular as nonlinear regression methods, for reasons that will
be developed in setion 4.2. Naturally enough, they have been frequently advoated as
load foreasting tools [28, 99℄.
The simplest mahine learning models for load foreast are AR models, whereby the
future load is modeled as a parameterized funtion of seleted past values, either linearly
as a linear ombination of its past values (usually termed AR model), or nonlinearly. More
elaborate models make use, in addition, of past values of exogenous variables suh as
ARX and NARX models (f. subsetion 2.1.b-i). In the linear ase, the estimation of the
parameters of the linear models is performed by least squares tting or variants thereof.
In the nonlinear ase, a family of parameterized nonlinear funtions must be postulated,
and the estimation of the parameters requires more elaborate optimization proedures than
standard least squares tting.
In the present work, we postulate that the family of funtions known as neural networks
an be used appropriately for power onsumption predition on the basis of both past
onsumptions and exogenous variables. In other words, we expet neural networks to
provide nonlinear funtions that an map past onsumption values and exogenous variables
at a given time to a future value of the onsumption. The mapping is expeted not only
to explain the data from whih the model is designed (termed training set), but also
to generalize to fresh data (termed test set), i.e., to data that have not been used for
designing the model. Therefore, in order to build an eient model by mahine learning,
one must address two problems:
 Find the endogenous and exogenous variables that are relevant for prediting the
power onsumption. This is known as the variable seletion problem.
 Find the appropriate model omplexity given the available data. This is known as
the model seletion problem.
Note that the variable seletion problem is not spei to nonlinear models, and must
be addressed similarly for traditional linear models. By ontrast, the model seletion
problem is ubiquitous for nonlinear models, be they simple (suh as polynomial models),
or more elaborate (suh as neural networks [21℄, SVM [100℄, hidden markov models [101℄).
The following universal property is observed experimentally and explained theoretially: a
model that is not omplex enough is unable to explain the available data and to generalize
to previously unseen data; onversely, a model that is too omplex ts the available data
very well, but is unable to generalize beause it is speialized on the training data and fails
to apture the deterministi behavior of the proess. This is known as the bias-variane
dilemma. Complexity seletion aims at solving the dilemma, i.e., nding the optimal model
omplexity, given the available data, in order to build an optimal preditive model. The
omplexity of a model is dened rigorously by its Vapnik-Cervonenkis dimension [68℄; for
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pratial purposes, it an be roughly desribed by the number of parameters of the model:
the more parsimonious the model (i.e., less number of parameters of the model), the lower
its omplexity. The ratio of the omplexity to the number of training examples is also
ruial: it must be kept as low as possible.
Aording to the literatures and the number of devoted researhes, the NN is the most
popular model in the load foreasting appliations [39℄. Other methods suh as SVM and
hidden markov models ould also aommodate to the load foreasting issue. However, as
a rst approah, they go beyond the sope of this dissertation. In the present work, we
address the problems of variable seletion and model seletion by statistially prinipled
methods that proved suessful in the past for many appliations in a wide variety of elds
[21℄. Variable seletion is performed by the random probe method, whih will be outlined
in setion 4.2. Model seletion is based on the Virtual Leave-One-Out (VLOO) sore,
an empirial estimator of the generalization error and the state of the neural network's
Jaobian matrix. The VLOO sore requires the omputation of the leverages of the training
data. The leverage reets the inuene of eah training example on the model. The
Jaobian matrix examines the eetiveness of the omplexity of models. These methods
will be desribed in setion 4.3.
In addition to making use of a full model design methodology, the main ontributions
of our work are the following :
 The load urve is deomposed into the daily average power and the intraday power
variation parts, eah part being separately foreast by a dediated model.
 The proedure is validated with real data olleted from the Frenh distribution
network. Results are ompared to the time series models [102℄ on the same data sets.
The rest of the hapter is organized as follows: setion 4.2 presents briey neural
networks. Setion 4.3 details the statistial tools of the design proedure. Setion 4.4
presents the appliations of the designed models on the predition of the load data of
Frenh MV/LV substations. Setion 4.5 ompares the time series and the neural network
models in various aspets. Researh perspetives in the appliation of neural networks are
proposed. Setion 4.6 onludes the hapter.
Note that this work is in lose ollaboration with G. Dreyfus, author of the book [21℄
where the prinipled methods of neural network are thoroughly presented. Thanks are
also due to dotor engineer G. Foggia and researh engineer C. Benoit for their great
ontributions respetively in the development of theoretial and appliation results.
4.2 Multi Layer Pereptrons and training proess
The purpose of the present study is to perform a 24 hour-ahead load predition in a
blak-box fashion, i.e., without inorporating prior knowledge into the model. Therefore,
one must postulate a family of parameterized funtions that have suient exibility for
implementing the unknown mapping between variables and the load to be predited. One-
hidden layer Multi Layer Pereptron (MLP)s in the neural network family are nonlinear
funtions that were proved to be universal approximators, i.e., to be able to approximate a
suiently regular funtion to an arbitrary degree of auray [103℄; in addition, they were
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proved to be parsimonious. Therefore, MLPs are good andidates for solving our problem.
In this setion, we rst reall the denition of these funtions.
A one-hidden layer MLP with M hidden neurons is a linear ombination of M pa-
rameterized nonlinear funtions alled neurons. A neuron is a nonlinear, bounded funtion
of a linear ombination of its variables, usually an s-shaped (sigmoid) funtion suh as
the hyperboli tangent (tanh). Therefore, the i-th hidden neuron of an MLP an be
onveniently written as:
ci(P,Ωi) = tanh( R∑
j=0
ωi,jpj) = tanh(ΩTi P ) (4.1)
where P denotes the (R + 1) vetor of the variables {pj , j = 0,⋯,R} of the model, and
Ωi denotes the vetor of the parameters (or weights) {ωi,j, j = 0,⋯,R} of hidden neuron
i, i = 1,⋯,M . Note that variable p0 is a onstant equal to 1, termed bias of the hidden
neurons.
Thus, the MLP funtion an be written as:
f(P,Ω) = M∑
i=1
ωici(P,Ωi) = ωTC (4.2)
where Ω denotes the set of the (R + 1)M + (M + 1) parameters (f. gure 2.3) of the
model, ω denotes the (M + 1) vetor of weights of the linear ombination, and C denotes
the vetor of the outputs of hidden neurons {ci(P,Ωi), i = 1,⋯,M} with an additional
omponent c0 = 1, named the output bias.
Note that f(P,Ω) is a linear funtion of the parameters of vetor ω and a nonlinear
funtion ci(⋅) of the parameters of vetors {Ωi, i = 1,⋯,M}. The nonlinearity with respet
to some of the parameters is the origin of the parsimony of the models, the prie to be
paid being an inreased omplexity of training algorithms.
In the present work, f(P,Ω) is the 24-hour ahead load predition, P is the set of
endogenous and exogenous variables, seleted as desribed in subsetion 4.3.a, and Ω is the
set of parameters of the model, whih are estimated by training the neural network from a
set of past measurements, the training set. No attempt is made at designing a model that
provides simultaneously preditions of all 24 hours of the next day, i.e., a neural model
with 24 outputs [104℄. It is a very diult task that annot oneivably be performed by
a parsimonious model, leading to an overparameterized model with dubious generalization
apability.
The training set onsists of N pairs {Pi, yi}, where Pi denotes the set of variables
related to example i, and yi is the orresponding load measurement. The training proess
onsists of estimating the parameters of the model Ω by minimizing the distane between
the output of the neural networks f(Pi,Ω) and load values yi (gure 2.4). For nonlinear
regression problems suh as investigated here, the usual distane is the least squares ost
funtion:
J(Ω) = N∑
i=1
(yi − f(Pi,Ω))2 (4.3)
Sine the MLP funtion is nonlinear with respet to its parameters, the ost funtion is
not quadrati with respet to the parameters of the model, so that the usual least squares
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tting algorithm annot be applied: one has to resort to nonlinear, iterative optimization
algorithms, based on the omputation of the gradient of the ost funtion. At eah iter-
ation, the gradient of the ost funtion is omputed, and a parameter-update proedure
that makes use of the value of the gradient of the ost funtion is applied, until onver-
gene to a minimum of the ost funtion. This proedure an be aomplished eiently
by the so-alled bakpropagation algorithm. In the present study, the gradient of the
ost funtion was omputed by bakpropagation, and the parameter update proedure
was the Levenberg-Marquardt algorithm, a well-doumented [105℄ seond-order nonlinear
optimization algorithm
1
.
4.3 Model design
A model design proedure aims at providing the model that has the best generalization
apability, given the available data. As outlined in setion 4.1, this requires a searh for
the optimal model omplexity. Sine the number of parameters is linear with respet to
the number of model variables and to the number of hidden neurons, the design proedure
requires disarding all andidate variables that are not relevant for the predition task at
hand, and nding the appropriate number of hidden neurons.
Several related works exist: V.H. Ferreira et al. developed method based on Bayesian
approah that has solved the problems of Neural Network (NN) omplexity and variable
seletion in a oupled way [99℄. N. Amjady et al. proposed a feature seletion tehnique
based on mutual information and a asaded neuro-evolutionary algorithm (CNEA) [104℄.
The number of variables and the number of hidden neurons of the 24 NNs are determined
by an iterative searh proedure. I. Drezga et al. set up the pilot simulation, where the
nearest neighbor target days are used instead of the original target days, to determine the
number of hidden neurons [75℄. In their works, the input variable seletion for NN is based
on the phase-spae embedding method (Integral Loal Deformation (ILD)) and the nal
foreast is the average of the foreasts provided by two identially strutured networks
[106℄.
In this setion, we desribe the statistial tools used for variable seletion and model
seletion in the present study.
4.3.a Variable seletion
There are two ategories of variable seletion methods: lters and wrappers. Filters aim at
nding relevant variables irrespetive of the model. By ontrast, wrappers take into aount
the model, so that variable seletion is wrapped around the model training proedure.
In this manner, variable seletion and model seletion are performed simultaneously. An
in-depth disussion of variable seletion proedures an be found in [107℄. Wrappers tend
to be more omputationally ostly than lters, but they are of more general appliability.
In the present study, as a rst approah, a lter was implemented.
The priniple of the method is the following [108℄ : in order to disriminate between
irrelevant and relevant variables, a set of realizations of a random, hene irrelevant, vari-
1
Unfortunately, the term bakpropagation is frequently used for the omputation of the gradient of the
ost funtion followed by simple gradient desent, a training method that is less eient.
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able, alled probe variable, are generated by randomly shuing the omponents of the
vetors of andidate variables. The probe variables, together with the andidate variables,
are ranked in order of dereasing relevane by orthogonal forward regression [109℄. The
umulative probability distribution of the rank of the probe variable is estimated, and the
threshold rank r0 is determined suh that the probability for an irrelevant variable to be
seleted is smaller than a threshold δ hosen by the model designer:
p(rprobe < r0) < δ (4.4)
where rprobe is the rank of a realization of the probe variable. Therefore, δ is the risk
of seleting a variable although it is irrelevant. Sine the ratio of the omplexity to the
number of examples is a ruial gure, a low value of δ must be hosen if data are sparse
in order to maintain a low omplexity, while one may aord to hoose a higher value of δ
if data are abundant.
We denote by ξi the vetor whose omponents are the N measured values of the i-th
andidate variable (i = 1,⋯, n), and by y the vetor whose omponents are the N measured
values of the quantity to be predited. If the variables have zero mean, the square of the
orrelation oeient between the i-th andidate variable and the quantity of interest is
given by [21℄
cos2ϕi = (ξTi y)2(ξTi ξi)(yT y) (4.5)
where ϕi is the angle between vetors ξi and y in the observation spae. The smaller ϕi,
the larger the orrelation between the andidate variable and the quantity to be predited.
Ranking is performed by orthogonal forward regression, based on Gram-Shmidt or-
thogonalization [110, 21℄: as illustrated in gure 4.1, the andidate variable whose vetor
ξ has the smallest angle with vetor y is rst seleted; the vetors of all other andidate
variables, and the output vetor y are projeted onto the null spae 2 of the variable ranked
rst, thereby eliminating the ontribution of the rst variable. The same omputation is
then arried out in that spae, providing the seond variable in the ranking. The proess
is iterated until all variables are ranked, or until another stopping riterion is satised as
desribed below. In order to take nonlinearities into aount, the andidate variables are
the primary variables (i.e., the variables that are onsidered by the proess experts to be
probably relevant) and their pairwise ross-produts.
The next step is the denition of the threshold rank suh that all variables that are
ranked below the threshold are disarded. To that end, np vetors of random variable
(realizations of the probe variable) are generated by randomly shuing the omponents
of eah vetor of andidate variables, so that they have the same probability distributions as
the original andidate variables. Those np realizations of the probe variables are appended
to the set of andidate variables and ranked with the latter. The umulative distribution
funtion of the rank of the probe is estimated as follows: the estimated probability that
the probe rank is smaller than or equal to a given rank r is the ratio nrp/np, where nrp
is the number of realizations of the random probe whose rank is smaller than or equal to
r. During the ranking proess, when a rank r is reahed suh that nrp/np > δ (where δ is
2
Orthogonal subspae
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Figure 4.1: Orthogonal forward ranking proess
the risk hosen by the designer as desribed above), the proedure is terminated and the
threshold rank r0 is set equal to r − 1.
A general presentation of the above method, put into the perspetive of alternative
variable seletion methods, is provided in [111℄.
4.3.b Model seletion
As mentioned in subsetion 4.3.a, variable seletion by lter methods separates variable
seletion from model seletion. In this setion, we desribe the model seletion method
that was used in the present study.
4.3.b-i Model seletion methodology
Sine the ost funtion used for training neural networks is not quadrati with respet
to the parameters of the model, it has loal minima. The optimization algorithms being
iterative, initial values of the parameters are required: they are generally drawn randomly
from a probability distribution with zero mean and variane 1/R [21℄. The minimum
reahed by the optimization algorithm depends on the initial value of the parameters.
Therefore, for a given number of hidden neurons, a variety of models an be obtained,
eah of these orresponding to a minimum of the ost funtion. Due to the bias-variane
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dilemma mentioned in setion 4.1, there is no reason why the model orresponding to the
global minimum of the ost funtion should generalize better than a model pertaining to a
loal minimum. Therefore, a spei methodology must be used, as illustrated graphially
in gure 4.2: the number of hidden neurons is inreased from zero (linear model) to a
maximum value (typially smaller than 10 in real appliations); for eah number of hidden
neurons, many models are trained with dierent initial parameter values, and the model
with the best generalization ability is seleted as desribed below; if, at the end of step i (i.e.,
when models with i hidden neurons have been trained), it is found that the generalization
ability of the best model with i hidden neurons is signiantly worse than that of the
best model with i-1 hidden neurons, the proedure is stopped, and i-1 hidden neurons is
onsidered to be the optimum omplexity given the available data.
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Figure 4.2: Neural network seletion proedure({a,b}:{min, max} number of hidden neu-
rons; : max number of initializations)
4.3.b-ii Assessment of the generalization ability of the models
The methodology desribed in the previous setion relies on the assessment of the general-
ization ability of the models. The present setion desribes the assessment methods used
in the present study.
Leave-One-Out (LOO) (also termed Jakknife) is a proedure that provides an unbiased
estimation of the generalization error of a model [68℄. It onsists of withdrawing an example
from the available dataset, training a model from the N − 1 remaining examples, and
omputing the predition error on the left-out example. The proedure is iterated by
withdrawing eah example in turn from the training set. The leave-one-out sore is dened
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as :
ELOO =
¿ÁÁÀ 1
N
N
∑
i=1
(yi − f−i(Pi,Ω))2 (4.6)
f−i(Pi,Ω) is the model obtained when example i is withdrawn from the training set. If
the number of examples N is large, this is a omputationally expensive proedure, sine
the number of models is equal to the number of examples. However, if the model is linear
with respet to its parameters, the exat value of the leave-one-out sore is obtained by
training a model from all training examples (withdrawing none) and using the Predited
REsidual Sum of Squares (PRESS) statistis [112℄ dened as:
Ep =
¿ÁÁÀ 1
N
N
∑
i=1
(yi − f(Pi,Ω)
1 − hii )2 (4.7)
where f(Pi,Ω) is the model trained from all examples and hii is the i-th diagonal element
of the hat matrix H =X(XTX)−1XT , where X is the observation matrix, i.e., the (N,p)
matrix whose general element xi,j is the measured value of variable j in example i and p
is the number of set of parameters, whih equals (R+ 1)M + (M + 1) (f. gure 2.3). hii is
termed the leverage of example i. If matrix X has full rank, H is the orthogonal projetion
matrix onto the subspae dened by the olumns of matrix X. As a result, the leverages
have the following properties: 0 ≤ hii ≤ 1 ;∀i ∑Ni=1 hii = p.
Therefore, the leverage of example i an be viewed as the proportion of the parameters
of the model that is devoted to tting the model to example i.
VLOO [113, 114℄ is a generalization of the PRESS statisti. It diers from the PRESS
statisti in two respets:
 Ep is an approximation of the leave-one-out sore ELOO
 The leverages are the diagonal elements of H = Z(ZTZ)−1ZT , where Z is the Jao-
bian matrix of the model.
Therefore, the model seletion proedure is the following (gure 4.2): starting from a
linear model (zero hidden neuron), the number of hidden neurons is gradually inreased.
For eah number of hidden neurons, dierent models are trained with dierent initial values
of the parameters; the VLOO sore of eah model is omputed, and the model with the
smallest VLOO sore is seleted. When, upon addition of a number of hidden neurons,
the VLOO sore starts inreasing signiantly, the proedure is stopped and the number
of hidden neurons giving the minimum value of VLOO is retained.
It may happen, however, that the VLOO does not vary signiantly around the min-
imum value, in a ertain range of number of hidden neurons. If suh is the ase, an
additional seletion riterion is taken into aount. As mentioned above, the leverage of
example i represents the proportion of the parameters of the model that is devoted to
tting the model to example i. Therefore, a model that has one or more examples with
leverages lose to 1 is ertainly very dependent on the spei measurement errors on these
examples; thus, it will generalize poorly. On the ontrary, a model whose leverages are
lose to their mean value p/N will be inuened equally by all the examples, hene will
have a good generalization apaity. Therefore, as a nal seletion riterion, the quantity
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µ = 1
N ∑Ni=1
√
N
p
hii is omputed. µ is always smaller than 1, and it is equal to 1 if and only
if all leverages are equal to p/N . Among the models with similar VLOO sores, if any, the
model with the highest value of µ is favored.
4.4 Numerial illustration
4.4.a Framework
In this setion, we illustrate the design proedure of setion 4.3 by appliations to power
onsumption predition on the MV/LV substations. We ompare in the end of the setion
the performane of the NN based model to the time series method presented in hapter 3.
We also explain the limitations of the time series method on the industrial ase, whih NN
based model an properly handle.
The data set used to test and validate our methodology is the measurements olleted
from the Frenh distribution network. Eah measurement represents an MV/LV substation
load sampled every 30 minutes during the period from 09 Sept., 2009 to 02 Marh, 2011
(540 days). This period is longer than the period used in hapter 3 for the time series
method study, sine new data are olleted as time goes by
3
. The period is divided into
two parts: a training set and a test set. All reliable statistial preditions are made on
the basis of a data set that samples appropriately the spae of variables of the model;
therefore, the training set must ontain at least one whole period in order to guarantee a
good performane on the test set. We assume that the onsumption senario has a one-year
yle: therefore, at least one year of data is assigned to the training set. The rest of the
data set is the test set, on whih the MAE and the MAPE are omputed as performane
indiators in the same way that for time series in the previous hapter. Sine temperature
is known to be an inuential variable, temperature data and normal temperature data
(i.e., average temperature of the same moment during the past 30 years) are also provided
on a one-hour basis. The objetive is to foreast the loads 24h ahead (sampled every 30
minutes).
Two MV/LV substation load urves are hosen as the study examples. Substation
CE_MOU is a mixed substation with 61% domesti, 23% servie setor and 16% in-
dustrial ustomers. The perentage indiates the total subsribed power supply in eah
ustomer ategory. Substation CE_FRO is a substation dediated to an industrial us-
tomer. As a result, the eletriity onsumption of substation CE_MOU varies with the
temperature while the onsumption of substation CE_FRO stays stable all along the year
[102℄.
For substation load modeling, we propose to split the power onsumption into two
parts: the daily average power and the intraday power variation (gure 4.3). These two
parts are modeled independently for two reasons:
 We separate the temperature-dependent part (daily average power) from the part
mainly inuened by alendar information, thereby reduing the input omplexity of
the neural networks.
3
Between the design of the time series model and the design of the neural network model, new data are
olleted and provided for the study.
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 For the intraday variation part, the same number of samples is observed in a smaller
sale, thereby providing a better auray.
The prie to pay is the fat that the design proedure must be applied twie. In
addition, for the daily average power part, the amount of training data dereases to 1/48
(2%) of the original data size. This limits the aeptable model omplexity.
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Figure 4.3: Separation of the load urve into the daily average power and the intraday
power variation
During training, the ost funtion is optimized by the Levenberg-Marquardt algorithm,
the gradient of the ost funtion being omputed by bakpropagation. These algorithms
are implemented in the Matlab neural network toolbox.
4.4.b Model design: an illustrative example
In this subsetion the various steps of the model design proedure, desribed in setion 4.3
are illustrated on the substation CE_MOU example.
4.4.b-i Variable seletion example
As desribed in subsetion 4.3.a, the set of andidate variables is the set of the primary
variables and of their pairwise ross-produts. Let Xi, (i = 1,⋯, l) be the primary variables:
the seondary variables are {XiXj}, (i ≠ j, i, j = 1,⋯, l). Figure 4.4 illustrates the proess
of generating the seondary and the probe variables.
In our ase, three types of primary andidate variables are proposed: load variables,
temperature variables and alendar variables. The rst two types are numerial variables,
while the alendar variables are ategorial, but are transformed to numerial variables.
Aording to the yli behavior of the data desribed in subsetion 2.2.a-iii, we have
hosen six load variables as the primary andidate variables: load at time t − 1day, t −
1day − 30Min, t − 1week, maximum load of the previous day, mean load of the previous
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Figure 4.4: Generation of seondary variables and probe variables. Random vetor{x1ij,⋯, xNij }, i = 1,⋯, l, j = 1,⋯, np is generated by randomly shuing the andidate vari-
able {x1i ,⋯, xNi }.
day, and power onsumption measured on the previous day at 11 ∶ 30pm (last sample
olleted before the foreast, assuming that the predition for the next 24h is arried out
at 0am).
Temperatures as well as normal temperatures are inluded in the set of primary an-
didate variables. In fat, beause of the thermal inertia of the buildings, the response of
the load demand to a temperature hange may have a time onstant that is muh larger
than the sampling period. Therefore, the average temperature over a sliding window of m
hours was onsidered as an additional primary andidate variable [26℄:
Tm(t) = 1
m
m−1
∑
j=0
T (t − j) (4.8)
As stated above, the temperature is sampled every hour; therefore, in order to provide
data every 30 minutes, both onstant and linear interpolations were used. As a result,
fourteen temperature variables are inluded: temperature at time t, t− 1day, past 3,6,24-
hour average temperatures (Tm, m = 3,6,24), normal temperature at time t, maximum
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and minimum temperatures of the previous day. Sequenes of the rst six variables are
provided both with onstant and linear interpolations, thereby yielding fourteen andidate
variables.
As usual, the variables are entered and normalized, in order to avoid the problems due
to the fat that dierent variables may have very dierent magnitudes:
x′ = x − x
σx
(4.9)
where x and σx are the mean and the standard deviation of x.
The alendar variables ontain yli variables and day type variables. The yli
variables are designed in order to failitate apturing yles [106, 115℄. The dominant
frequenies of the load data have been determined with spetrum analysis [102℄. Half-day,
day, week, and year have been identied to be the dominant periods. A pair of variables
is represented for every frequeny [106℄:
c1(t) = sin (2πt/T )
c2(t) = cos (2πt/T ) (4.10)
where t is the time index of the measurement sampled every 30 min: it ranges from 1 to
17 520 for one year; T is the yle period (17 520 for a year yle, 336 for a week yle, 48
for a day yle, and 24 for a half-day yle).
Working days and non-working days (weekends and national holidays) are also disrim-
inated and represented by 1 and 0 in the day type variable.
As the daily average power model has one sample per day and the intraday power
variation model has forty eight samples per day, their primary andidate variables are
dierent. We suggested dierent andidate variables for the average power and the intraday
power variation NNs: for the daily average power model, all the load variables and the
temperature variables are averaged over 24 hours (
1
48 ∑48t=1 x′(t)). By ontrast, for the
intraday power variation model, we have taken the previously presented andidate variables
x′(t), and the daily average removed andidate variables suh that: x′(t) − 1
48 ∑48t=1 x′(t).
For the variable seletion, ten realizations of the probe variable are generated from
eah primary and seondary andidate variable (f. gure 4.4). In our ase, for the average
power model, 24 primary variables are designed. In onsequenes, 276 (24×23/2) seondary
varaibles and 3300 ((24 + 276) × 10) realizations of the probe variable are built. For the
intraday power variation model, 43 primary variables, 903 (43 × 42/2) seondary variables
and 9460 ((43+903)×10) realizations of the probe variable are generated. Figure 4.5 shows
the umulative probability for a probe variable to have a better rank than a andidate
variable for the daily average power model. We observe in the zoom window that from the
10th rank onward, the risk of retaining a variable although it is not relevant is larger than
1/np. More speially, it signies that in the orthogonal forward ranking, a probe variable
is lassed on the 10th position. In this example, 5 primary variables and 4 seondary
variables are seleted as the result of the ranking proess. As explained, only the primary
variables are used as the variables in the NN model. Therefore, the set of seleted variables
is the set of primary variables seleted as suh, and the set of primary variables that appear
in the seondary variables, without dupliation. Table 4.1 shows the seleted variables with
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Figure 4.5: Cumulative probability for a probe variable to have a better rank than a
andidate variable.
Table 4.1: 9 variables for the average power model. mean indiates that the andidate
variables are averaged over 24 hours (48 values). i indiates that the temperature vari-
able has been onstantly interpolated and li indiates the linear interpolation operation.
hist_T stands for historial temperature variables.
Category Variable
Load variables
1. Pmean(t-1day)
2. Pmean(t-1day-30Min)
3. Pmean(23:30pm)
Temperature variables
4. histmean_T
ci
(t)
5. T
li
mean6h(t)
6. Tmean(max)
7. Tmean(min)
Cyle variables
8. sin(2πt/7)
9. cos(2πt/365)
a risk smaller than ρaverage = 1/3300 for the daily average model. In the later of the hapter,
we'll see that beause of the random shuing eet in reating the probe variables, the
outome of the ranking result ould be dierent (i.e., dierent numbers of variables are
seleted, taken a same risk). For the intraday power variation model, over 30 variables are
seleted with a risk smaller than ρintraday = 1/9460. Here, for larity, we only show the top
nineteen variables in the ranked list in table 4.2. In subsetion 4.4., foreast performanes
with dierent risks in both models are shown and disussed.
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Table 4.2: 19 variables for intraday power variation model. Pvariation and Tvariation are
daily average removed load and temperature variables.
Category Variable
Load variables
1. P(t-1day)
2. P(t-1day-30Min)
3. Pmax(t-1day)
4. Pmean(t-1day)
5. Pvariation(t-1day)
6. Pvariation(t-1day-30min)
7. Pvariation(t-1week)
Temperature variables
8. hist_T
ci
(t)
9. T
li
6h(t)
10. T
li
(t-1day)
11. hist_T
li
variation(t)
12. hist_T
ci
variation(t)
13. T
li
3h_variation(t)
14. T
ci
3h_variation(t)
Cyle variables
15. cos(2πt/336)
16. sin(2πt/48)
17. sin(2πt/24)
18. cos(2πt/24)
19. sin(2πt/17520)
4.4.b-ii Seleting the best model for a given omplexity
As explained in subsetion 4.3.b-i, model seletion requires nding the optimal model for
a given omplexity. For a given number of hidden neurons, ten models are trained, the
models with rank-deient Jaobian matrix are disarded, and the models with the smallest
VLOO sore are stored in memory.
Figure 4.6 illustrates the model seletion result on the intraday variation power model.
The MAE is omputed on the test set. For a given number of hidden neurons, all trained
models are applied to the test data, and their MAE is omputed. Figure 4.6 shows the
maximum, minimum and average values of the MAE, together with the MAE obtained by
the model seleted by model seletion. With the proposed model seletion strategy, the
performane of the seleted model follows well that of the minimum error model for all
numbers of hidden neurons. Thus, the VLOO sore and the rank of the Jaobian matrix
are good riteria for assessing the generalization ability of models of a given omplexity.
4.4.b-iii Complexity seletion example
In subsetion 4.4.b-ii, we showed how model seletion was performed among models having
the same omplexity (orresponding to loal minima of the ost funtion). In the present
subsetion, we show how to selet the model that generalizes best, among the models
seleted in the previous setion. As explained in subsetion 4.3.b-ii, for models whose
VLOO sores are roughly equal, models with the most peaked leverage distribution (values
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tion for the intraday power variation model
of µ losest to 1) should be favored. We desribe the heuristi that was used to that end.
Two dierent strategies are applied to the daily average power model and to the intraday
power variation model.
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Figure 4.7: Neural network omplexity seletion strategies with VLOO sore and leverage
distribution
The daily average power model has a limited number of examples in the training set
and very relevant input variables as temperatures, et. Therefore, low omplexity models
must be favored. The following heuristi is used. Assume that a model with r hidden
neurons has the smallest VLOO sore Ep0 with a leverage distribution of parameter µ0.
The most parsimonious model that satises the three onditions:
 Number of hidden neurons ≤ r
 Ep0 ≤ Ep ≤ Ep0 + 0.6(Max(Ep) −Ep0)
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 µ ≥ µ0, is seleted
In the example shown in gure 4.7, a neural network with 10 hidden neurons had the
smallest VLOO sore; a model with 6 hidden neurons had µ > µ0 and its VLOO sore was
in the presribed range. Therefore, it was onsidered that a network with 6 hidden neurons
had the appropriate omplexity for the predition of the daily average power, given the
available data.
By ontrast, intraday power variation model, has a large training set so that one an
aord a larger omplexity. In this heuristi, the optimal model satises three onditions:
 Number of hidden neurons ≤ r
 Ep0 ≤ Ep ≤ Ep0 + 0.2(Max(Ep) −Ep0)
 The model that has the maximum µ is seleted
In the example shown in gure 4.7, the model with 7 hidden neurons had the maximum
µ in the presribed range. Therefore, it was onsidered that a network with 7 hidden
neurons had the appropriate omplexity for the predition of the intraday power variation
(gure 4.6), given the available data. That the neural network with 7 hidden neurons gives
one of the best performanes among all the strutures onrms the heuristi hoie of the
0.2 threshold.
4.4. Results
In this subsetion, the nal results, obtained by adding the predition results of the daily
average power model and the intraday power variation model, are presented and disussed.
The MAPE and the MAE are hosen as the performane indiators. The results are
ompared with the naive model [102℄ as well as the time series model presented in hapter
3 [102℄. The naive model replaes the daily predition results by the most similar historial
day's real onsumption data. The similar historial day is often seleted as the last day or
the same day of the last week. Time series model is a regression model that ombines a
dummy variable integrated indiating day types, temperature-time dependent trend model
and a Fourier omponent periodi model. The test period is from September 16, 2010 to
Marh 01, 2011 (167 days). Table 4.3 shows the results.
The number of variables is varied both for the daily average power model and for the
intraday power variation model. It is unneessary to use too many hidden neurons for
simple struture (low number of variables). As in suh onditions, for most of the time,
a model with a rank deient Jaobian matrix is obtained. The seleted omplexity for
every applied model is indiated after olon (table 4.3). In fat, sine the daily average
power model has a muh larger mean value than the intraday power variation model, its
performane has a muh more important impat on the nal result. Therefore, we foused
mainly on the daily average power model.
In table 4.3, 5 dierent ases are presented. For the rst ase, with a risk smaller than
ρ = 1/np, 6 variables are seleted for the daily average power model, and 40 variables for the
intraday power variation model. Allowing a 5% and a 10% risks of keeping an irrelevant
variable, 10 variables are seleted for the daily average power model in both the seond and
third ases. While with a risk smaller than ρintraday for the intraday variation model, for
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Table 4.3: Substation CE_MOU, foreasting results: omparison among the naive model,
time series model and NN models. Hn: Hidden neuron(s). NNa: Neural Network for
average power, and NNi: Neural Network for power variation. Var: Variable(s).
Naive
model
Time
series
model
NNa: 6
Var, 1
Hn +
NNi: 40
Var 6
Hn
NNa:
10 Var,
1 Hn +
NNi: 37
Var 4
Hn
NNa:
10 Var,
1 Hn +
NNi: 37
Var 5
Hn
NNa:
24 Var,
2 Hn +
NNi: 32
Var 7
Hn
NNa: 6
Var, 1
Hn +
NNi: 19
Var 9
Hn
MAE
(kW)
4.80 4.16 3.62 3.58 3.53 3.68 3.68
MAPE
(%)
12.9 11.0 10.2 10.2 10.1 10.3 10.5
both trials, 37 variables are seleted. In the fourth ase, a 50% risk is taken for the daily
average power model and a risk smaller than ρintraday for the intraday variation model.
In the fth ase, we keep a risk smaller than ρaverage for the daily average power model
but a limited number of variables for the intraday variation model, less than the number
allowed with a risk smaller than ρintraday taking. Two onlusions an be drawn: rst, in
all ases, our model design methodology yields more aurate preditions than the time
series model and the naive model. Seond, our proposed neural network model design is a
robust methodology. With the various risks taken, the preisions stay steady.
We have explained in hapter 3 that the time series method annot be applied eiently
to the single industrial lient's ase. In order to show the great apaity of neural networks
in dealing with all types of substations, we also hose the industrial substation CE_FRO as
an illustrative example. Table 4.4 shows the result on substation CE_FRO. The number
of variables for the daily average power model and the intraday power variation model
are both dened by a risk smaller than ρ. For suh an industrial substation, the time
series method [102℄ is unable to extrat further information other than the day type and
the main periods. More information is needed by the time series method to provide a
better result than the naive model. By ontrast, the neural network models providing a
non linear input-output mapping yields 4.7% improvement ompared to the naive model.
We are planning to adapt this neural network model design approah on reative power
foreasts as well.
Table 4.4: Substation CE_FRO, foreasting results: omparison between the naive model
and the neural network model. Hn stands for Hidden neuron(s).
Naive model 14 variables average
model(1Hn)+28 variables
variation model (10Hn)
MAE (kW) 99.49 75.07
MAPE (%) 20.2 15.5
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4.5 Overall omparison with the time series model
In this setion, we aim at omparing the neural network method with the time series method
for the short-term load foreast. Six aspets are ompared and results are summarized in
table 4.5.
Table 4.5: Summary of omparison aspets between neural network models and time series
models for the short-term load foreasting appliation., indiates the model that has the
better attribute.
Neural network model Time series model
Preision ,
Ease of interpretation ,
Computational omplexity ,
Learning data quantity ,
Update frequeny ,
Adaptability ,
 Preision
Results on CE_MOU and CE_FRO substations are detailed in appendix D. In
general, the neural network models have a better preision ompared to the time
series models and to the naive models.
 Ease of interpretation
Both the neural network models and the time series models are divided into two
parts. One part representing the slow variations due to the exogenous fators, suh
as the temperature, often indiates the onsumption level. The other part, on the
other hand, involving the rapid variations, renes the nal results.
Being a parametri model, the time series method is easy to interpret. The relation-
ship between power and other inuene fators an be easily dedued. Following a
blak-box fashion, the neural network model, on the other hand, is diult to draw
an expliit equation between power and other inuene fators [99℄.
 Computational omplexity
Both methods have two periods to output the foreasting results: the learning period
and the test period. The learning period for the time series method aims at dening
the values of several important variables, suh as, the main periods, and the width of
the sliding window. While during the test period, with the sliding window strategy,
the time series model adapts the values of its parameters iteratively.
Whereas, the neural network model, during the learning period, alibrates its param-
eters and, at the same time, selets the optimal model and the variables regarding
the learning set. It's a very long proess [99℄. Independently, for the daily average
and the intraday variation power models, the proess is performed twie.
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 Learning data quantity
For the time series model, the learning data quantity is determined during the learn-
ing period. It is often of the size of one week to some weeks. The neural network,
requiring an entire period as the learning set, needs to have one year as the learning
set to perform orretly.
 Update frequeny
Update leads to the hanges in the model's struture or parameters. For the time
series model, the struture is xed, but the parameters are re-estimated during eah
foreasting period, i.e., eah day.
One-year data are set to train the neural networks. Compared to the time series model
results, the preision of the neural network foreasting results begins to derease from
May, 8 months after the model training. An appropriate update frequeny needs to
be hosen for the neural network models. Tables in appendix D show the detailed
results of two substations on eah month of the foreasting period.
 Adaptability
Having a great adaptability refers to that the model is apable of being easily applied
to other similar situations. Time series models, due to their invariant struture,
an only extrat the simple day type, the temperature, and the prinipal periods.
The model annot deal with the industrial substations beause these substations are
independent to the temperature variations and the most important period, the week
pattern, has already been exploited by the naive model. Thus, the performane of
the time series model an hardly ompete with that of the naive model.
Known for its great learning ability, the neural network model an handle all kinds
of load foreasts. It an adapt its struture to the learning set by the variable
and the struture seletions. Therefore, it behaves better than the naive model in
the industrial substation's ase (appendix D). It is also a promising solution to the
reative power foreasts.
4.6 Conlusion and perspetive
We present a new approah to the foreast of MV/LV substation loads by neural networks.
By using separate preditive models for the daily average power and the intraday power
variation, and by fousing on the methodology of model design, with prinipled statistial
methods for variable and model seletion, we improved the predition auray with respet
to those of the naive model and the time series model presented in hapter 3 [102℄, for an
extensive database of atual measurements. In the end of the hapter, a omparison in
various aspets is made between the time series and neural network methods.
The future work will fous on the update frequeny of the neural network models. An
adaptation of the method to the predition of the reative power an be envisaged.
In Part A, we have takled the STLF for operation need in distribution networks
respetively with two models based on the time series and the neural networks. Next,
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in Part B, we are presenting the seond objetive of the dissertation, namely the design of
load estimation models for the planning need in distribution networks.

Part B
Load estimation models for
distribution network planning

Chapter 5
Load researh projets in distribution networks:
state of the art
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Abstrat
Network planning plays an important role in eletriity distribution systems in both
of eonomial and tehnial terms. It impats the most important deisions in the in-
vestment as well as the quality of the eletriity supply. The aurate load estimation
model is the main key to redue the network planning unertainty so as to make the
best strategy among various design alternatives. With the development of smart me-
ters, in part B, we aim to build aurate power estimation models in order to improve
the eieny of the network planning. This hapter serves as a brief introdution in
the part B. The hapter rst talks about the deision making proedure and problems
of measurement sarity. Solutions adopted by most of DSOs, suh as integrating TLP
reognition and aggregation method using oinidene fator, are introdued. Seondly,
the hapter presents the load researh projets in four ountries: Finland, Denmark,
Norway and Taiwan. At the end, Frenh load researh projet is presented in de-
tails. The load estimation model BAGHEERA is arefully srutinized. For the sake
of demonstration, survey lient's data are borrowed as the illustrative examples to the
method. Advantages and drawbaks of the model are also ommented.
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The design of an eletrial network is a vital but a hard task presented in front of
the planners. On the one hand, it denes where the most important investment in the
energy setor goes, as well as the quality of the eletriity supply to the end-users in
the following future years. On the other hand, there are so many unertain fators in the
urrent distribution system, whih makes it a dynami hanging system hard to take under
ontrol. These fators mainly inlude power onsumptions, and distributed generations.
Therefore, the essential ore of the task is to redue the unertain fators and provide
aurate information so as to make the best strategy among various design alternatives.
With the development of smart grid and the widely opening eletriity market, great
hanges are taking plae in the eletrial networks. This brings new produers, servies,
thus introduing new exible relationships among onsumers, regulators, and operators.
The smart meter enables olleting aurate real time information about individual
lient's power onsumption. These information an draw a detailed energy behavior pro-
le that interests both ustomers and planners. For ustomers, the prole an help them
to redue eletriity bills by adjusting their behaviors and by hoosing the best supply
agreement. For planners, they an postpone the expansion of their network by minimizing
the margin between the peak demands and the network's apaity and invest money more
wisely. The arrival of the smart meter enables building reliable load estimation models,
whih solve the above problems.
In this hapter, we argue the importane of load estimation models for deision making
in distribution network planning and show the state of the art for some models applied
in dierent ountries. Setion 5.1 rstly presents the dilemma enountered in the deision
making: on the one hand, the load information is in need for the tehnial analysis in order
to work out solutions for network reinforement. On the other hand, till ourrene of the
smart meter, that only a limited number of survey lients' onsumption data are olleted
raises diulties in the design of the load models. A ommon way to solve the problem
is also introdued in setion 5.1 by onstrution TLPs, whih represent the homogeneous
lients' load patterns and aggregate the TLPs with oinident fators in an upper lever.
The oinident fators reet the fat that not all the individual peak our at the same
time. Load researh projets are stated in setion 5.2 and speiities of every model are
ommented. At last, Frenh load researh projet is thoroughly presented in setion 5.3.
The BAGHEERA model in onsisteny with the general solution idea is detailed and shown
with illustrative examples.
5.1 Deision making in distribution network planning
The distribution network planning is applied to give a vision of the optimal network in
the future so as to help deision makers making investment deisions suh as the feeder's
and transformer's apaity, size, and loation of substations. The deisions are mainly
based on the tehnial and eonomial analysis. Figure 5.1 desribes the three steps of
the deision making proedure in the network planning. In the tehnial analysis, the load
estimations, the topology of the existing network as well as the network data (transformers,
transmission lines) are taken into onsideration. Next, the eonomi analysis integrating
the omponent's pries, the line losses and the maintenane osts evaluates the ost of
eah solution proposed by the former step. At last, based on these results and the network
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yearly budgets, the plans for investment are made.
	ABB
CDDE	ABB
	ABA
FD
DDDA
D	
DEDB	B
F	DBBB
	DBB
DDB
DB	D	BDDB
CDB A	 
Figure 5.1: Network deision making proedure
As a matter of fat, the tehnial analysis an be onsidered as an optimization problem
of the losses in the network in maintaining the voltage at eah node of the network in an
authorized range. In Frane, the aessible voltage is dened as ±10% of the nominal
voltage value. The lient, whose onnetion node is outside this sale, is regarded as poorly
supplied lient. To dene the voltage at the onnetion node, the losses and the voltage
alulation need to be arried out. A part from the formerly mentioned information,
these alulations require other fators, i.e., the unbalane oeient, the apability of
new produers and onsumers, to name a few. In this hapter, we fous on the tehniques
providing load estimation models to these tehnial alulations for network planning.
Till the ourrene of the smart meters, the only available measurements in the dis-
tribution systems are ative and reative power, voltage and urrent level of the HV/MV
substations as well as several energy onsumption readings per year of eah ustomer for
billing's use. The onsumption of a MV/LV substation is estimated by the proportion
of the maximum values between MV/LV substation and its head HV/MV substation. In
order to estimate load models on a lower hierarhy for the planning's sake, most of the
eletriity ompanies also ollet some survey data on a regular basis, i.e., 10 minute, 15
minute, half hourly or hourly, on a limited number of lients.
A ommon pratie applied by most of the eletriity ompanies is to form TLP that rep-
resents approximately an individual lient's onsumption and then aggregate these roughly
estimated onsumptions to an upper voltage level. For the ease of presentation, the plan-
ning method is organized into two steps and presented in an up-down aggregation diretion.
Firstly, we talk about the oinidene eet of lients so as to dedue the MV/LV sub-
station's apaity. Seondly, attention is foused on the various lassiation methods in
nding TLPs that represent the homogeneous lients' groups.
5.1.a Coinident load
The oinident load reveals the variety in the lients' load behaviors. It desribes the
fat that the peak demand of eah lient does not our simultaneously. As a matter
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of fat, beause of their dierent housing applianes, as well as their dierent life styles,
household load patterns are rarely the same. Moreover, industrial, ommerial lients' load
urves are dierent from that of residential lients. The industrial load depends mainly
on the prodution shedule, and their load urve is often at during a day beause of the
ontinuous manufaturing ativity. The ommerial lients are more inuened by the hour
and the peak demand usually appears during business hours. The residential peak demand
often happens in the evening time [116℄. Therefore, if a substation provides energy supply
to dierent ategories and large number of lients, there is a oinident eet that the
peak demand of the substation's load is inferior to the sum of all peak demands of lients
onneted.
In terms of equation, the oinident eet is expressed by a proportion named as oin-
ident fator (also known as redution fator). It divides the observed maximum power
of the HV/MV substation by the sum of all the estimated maximum power of MV/LV sub-
stations onneted. The apaity of every onneted substation is adjusted by the produt
of the oinident fator and the estimated maximum power. Thus, in example of gure
5.2, the oinidene fator= 4000
300+1500+1000+200+2000 = 0.8. The adjusted estimated value for
the peak demand of MV/LVs are: 300 ⋅ 0.8 = 240 kW, 1500 ⋅ 0.8 = 1200 kW, et.
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Figure 5.2: Example of oinidene fator alulation
In [9℄, J. Dikert et al. have summarized several variants of the oinident fators
that exist in the literature by taking inuene of variety of ustomers as well as degree of
aggregation (number of ustomers) into aount.
The estimated power of the MV/LV substations are alulated by aggregating individ-
ual load patterns. If there's no orrelation among lients' onsumptions, the mean power
of the substation Pag(t) equals to the sum of all lients' load urves Pi(t), i = 1,⋯, n and
its standard deviation σag equals to the sum square of all lients' standard deviations
σi, i = 1,⋯, n [117, 11, 118℄:
Pag(t) = P1(t) + P2(t) +⋯+ Pn(t)
σag(t) =√σ1(t)2 + σ2(t)2 +⋯+ σn(t)2 (5.1)
An exess probability [117℄ representing the probability of the dened limit being exeeded
is integrated into the estimation of maximum power [117, 11, 118℄:
Pp(t) = Pag(t) + zpσag(t) (5.2)
where zp is the standard normal deviate orresponding to the exess probability p.
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Otherwise, the mean and standard deviation of substation's load are diretly modeled.
V. Neimane presented a probabilisti load modeling on the substation level in her Ph.D
dissertation [117℄ whih separates the three year's 110 kV and 33 kV substations data into
three seasonal modes (winter, spring and autumn, and summer) and two day type modes
(working day and weekend), resulting in six modes. The entral moments are alulated
in order to aet eah mode into an appropriate distribution aording to Pearson's hart.
5.1.b Typial Load Prole (TLP)
Typial Load Prole (TLP) refers to a daily load urve pattern that represents the load
behavior of a group of oherent lients. As a matter of fat, all lients are not metered
on a regular time interval basis due to the expenses, and load measurements are only
olleted on a limited number of lients as survey data. Beause of the sarity of the
individual regular sampling load measurements, the only way that eah ustomer an have
a representative daily load pattern is to use lassiation methods. These lassiation
methods assign every non survey lient to a TLP group predetermined by the survey data
at an early stage. Aording to the TLP of his group, a lient's annual energy onsumption
an be disaggregated into time interval segments, i.e., hourly, half-hourly, quarter hourly
and into day types, i.e., working day, weekend, publi holiday. These individualized proles
will then partiipate to the network alulations.
The lassiation must follow the pratial riteria suh as [119℄: eah ustomer is
aeted to one unique lass. In ondition that the number of the lasses is reasonable (not
too muh), the variane within eah lass must be as small as possible. Eah lass should
be representative.
[120℄ explains the proess from load survey data to the TLP (also alled Class Repre-
sentative Load Pattern (CRLP) in this artile). The survey load data is rst normalized
with respet to a referene value in order to form the Representative Load Pattern (RLP).
This later represents the pattern of the survey lient and assumes the maximum power
as the referene value. Thus, the RLP ranges in the [0,1] sale. The eetiveness of the
lassiation methods suh as hierarhial lustering, K-means, Fuzzy C-Means (FCM),
modied follow-the-leader and SOMs are ompared while assigning the RLP into dierent
lient's lasses. As a result, the modied follow-the-leader and the hierarhial lustering
outperform other lustering tehniques. Then, the CRLP is omputed as a weighted aver-
age of the original survey data of the lients aeted in the group. The weights are dened
by the referene values (the maximum power values of the survey lient).
G. Chio et al. [121℄ summarized the proedure of obtaining TLPs (referred as lass
representative load diagrams in the artile) for eletriity tari struture. The proedure
begins by olleting the sampling data, through bad data detetion, and ends with luster-
ing feature seletion and lustering tehniques. The lustering tehniques are grouped into
two systems: time domain approahes and frequeny domain approahes. The lustering
performane is indiated by the adequay indiators.
Various lassiation methods exist. Aording to D. Gerbe et al. [122℄, methods of
estimating TLP are derived into two systems: one is by predening onsumer's groups from
the load survey information. The other one is by using the pattern reognition of the load
urves. The rst ategory is mainly based on the qualitative information to stratify lients,
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whereas the seond ategory depends mainly on the sampled data for the lassiation and
the adjustment automatially aording to the new data are often allowed. It is worth
mentioning that end-use method an also be served for the TLP haraterizing [123, 9℄.
Nevertheless, the end-use method requires extensive information about end-use applianes
and end-users. Considering the great diulty getting these information, this method is
beyond sope in this hapter. For further information, readers an referene to subsetion
2.1.b-i.
In the rst system, ustomers are lassed in dierent groups aording to their spei
harateristis, suh as the subsribed power in the supply agreement, the eletriity usage
(ustomer's ativity) [118℄, monthly onsumption [118℄, to name a few. Eah lass has
its TLP presented by dierent statistially alulated oeients. Load urves are often
onsidered following the Gaussian distribution that is simply represented by its mean and
variane [118℄. A given lient's daily load prole an be obtained by saling the average
unit pattern of the group to its annual energy onsumption. The results showed that the
aggregated mean and standard deviation estimation of the power on the transformer level
are lose to the atual measurements [118℄. Later in this setion, we will present in details
the atual load estimation method BAGHERRA applied by the Frenh eletriity ompany
EDF, whih belongs to this ategory of methods.
In the seond system, numerous algorithms of lustering appear in reent years with
the development of smart meters. These later provide detailed indexed onsumption of
individual lient and enable the pattern reognition methods for lustering.
D. Gerbe et al. [122℄ proposed a lustering method integrating wavelet method for
denoising, FCM method for reating the lusters from the lient's survey data and Prob-
ability Neural Network (PNN) for attributing business ode to the lusters dedued by
the former FCM method. Finally, the luster formed by PNN onduted the sub-TLPs
representing several business odes attributing to the same luster.
T. Zhang et al. [124℄ have proposed a stability index and priority index for hoosing
the most suitable lustering algorithms as well as the optimal number of lusters among
K-means, fuzzy -means and the SOM.
A. Mutanen et al. [11℄ proposed a ustomer pattern reognition lassiation method
named Iterative Self-Organizing DATA-analysis tehnique algorithm (ISODATA). With
at least 80% of the Automati Meter Reading (AMR) overing by the end of 2013 in
Finland, they suggested an iterative proess to relassify and update the ustomer lasses.
The lustering is based on the weighted Eulidean distane on temperature dependeny
parameters and three-month atual load data. The algorithm inludes a variant of the
K-mean proedure, a splitting and a merging proedure. The eieny of the proposed
lustering algorithm and adopting pattern vetor instead of diret measurements are argued
in the end of [11℄.
5.2 Load researh projets in dierent ountries
The load researh onverts ustomer's annual energy onsumption into hourly load values
through load models or patterns. In this setion, we present the load researh in four
dierent ountries: Finland, Denmark, Norway, and Taiwan. In Sandinavian ountries,
for example, the most usual method to estimate the annual peak of a lient's load is the
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Velander's formula. The method is based on the orrelation between the yearly energy
onsumption (kWh) Eyr and the maximum power (kW) Pmax, suh as [117, 9℄:
Pmax =K1Eyr +K2
√
Eyr (5.3)
where K1 and K2 are two oeients depending on the ategory of the lient.
The Velander's formula (equation 5.3) is a very approximative estimation model that
transforms energy onsumption to maximum power with orrespondent oeients. It
assumes that the onneted lients are homogeneous, more speially, have the similar
behavior. Next, it simply sums up the maximum power of eah lient as the maximum
power for the substation. Thus, the more the lients' behaviors are homogeneous, the more
auray this method will get. As a result, it is only appliable to big sale systems (at
least medium voltage network) and this method often overestimates the maximum power.
The TLPs are often obtained on a national wide range, whih signies that they may
not adapt to the loal irumstanes. Thus, loal DSO sometimes reate new load models
based on TLPs in a Distribution Load Estimation (DLE) proess.
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Figure 5.3: Distribution Load Estimation (DLE) proess. Regular time step refers to
hourly, half-hourly or quarter-hourly load power.
The load measurements in the DLE proess are often referred to the urrent and ative
power metering at the primary substations [119℄. Weighted Least Squares Estimation
(WLSE) method is widely applied for the new ustomer lass load estimations [119℄ in
the DLE proess. Errors are shared among models and measurements depending on their
varianes.
5.2.a Finland DSO model
The load researh program in Finland started in 1983 [119℄. The load power of over 1000
ustomers is hourly reorded as survey data. The annual energy onsumption is used as
riteria to lass non survey ustomers into 46 groups. The output of the model an give
the load power of any lient at any hour of the year. In the atually used model by Finnish
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DSOs, the individual lient's hourly load P (t) and the standard deviation σ(t) are modeled
as a linear funtion of the annual energy onsumption Eyr in two ways: topography and
index series, suh that [11℄:
Topography ∶ P (t) = Ltopo(t)Eyr/Ebase
σ(t) = stopo(t)Eyr/Ebase (5.4)
where Ltopo(t),{t = 1,⋯,8760} and stopo(t),{t = 1,⋯,8760} are respetively the oe-
ients of the expetation value and the standard deviation, depending on the geographi
information for a base energy onsumption Ebase of 10 MWh/yr.
Index series ∶ P (t) = Eyr
8760
Q(t)
100
q(t)
100
σ(t) = P (t)s%(t)
100
(5.5)
where Q(t) is a two-week index of seasonal variation, q(t) is an hourly power variation for
three day types (working day, Saturday, and Sunday). Thus the overall power expetation
of a year is modeled by 26 Q(t) values and 1872 (= 26 × 3 × 24) q(t) values. The standard
variation of a lient's load is proportional to the average load by the perentage index
s%(t).
Both forms give the power expetation values and standard deviations for eah hour of
the year. They take speial holidays into aount, but in dierent manners. For topography
model, they're independently dened, whereas in the index series, the eves and speial
holidays are respetively mixed with Saturday and Sunday indexes.
The temperature dependent part is the produt of the individual lient's hourly load
P (t), the dierene between the average temperature of the previous day Tave and normal
temperature hist_T (t) (long-term historial temperature at a given time on a given day
of the year), and a seasonal temperature-dependeny parameter α:
∆P (t) = α(Tave − hist_T (t))P (t) (5.6)
In Finland, with the widespread of the smart meter implementation, the anient us-
tomer lassiation based on their qualitative information beomes out of date. Methods of
lassiation based on the aurate measurements olleted by AMR systems are popular
[11℄.
5.2.b Denmark Dong Energy
In 2008, Dong Energy, the Denmark leading ompany teamed with IBM and proposed a
SmartPIT solution for distribution network planning [125℄. Two stages are inluded in
the solution. First, the energy sale of eah ategory is onverted to peak loads. Number
of ategories is inreased to 27 from the traditional 6 ategories. Velander's formula is
adopted but the K1 and K2 parameters are independently alulated for eah ategory
and updated regularly. Seond, the peak load is modeled by 22 dierent season patterns
aording to the ategory into hourly onsumption estimations. The estimated load values
on a MV feeder ompared to the real measurement on 5 weeks from 7th Deember 2007 to
14th January 2008 gave an MAPE of 9%. It is reported that the business unit estimated
to have a redution in the network reinforement of 80% with SmartPIT.
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5.2. Norway SINTEF Energy Researh
SINTEF Energy Researh has developed a program named USELOAD based on sta-
tistial analysis. Eah end user i is modeled with a normal distribution, whose PDF is
[126℄:
p(Pi(t)) = 1
σi,t
√
2π
e
− 1
2
(Pi(t)−µi,t
σi,t
)
(5.7)
where Pi(t) is the load of lient i at time t. µi,t and σi,t are independently the mean value
and the standard deviation of lient i's load at time t. Thus, the peak demand of lient i,
Pi,max with a given exess probability is [126℄:
Pi,max = µi,τ + kσi,τ (5.8)
where k orresponds to the standard normal umulative funtion value for a given exess
probability. τ is the expeted moment when the peak demand ours.
Let µ1,i,τ ′ and µ2,i,τ ′ be the expeted loads at time τ
′
for ategory 1 and ategory 2,
n1 ategory 1 lients' and n2 ategory 2 lients' aggregated load PΣ(τ ′) follows a normal
distribution suh that: N(µΣ,τ ′ , σΣ,τ ′) (5.9)
where the expeted value µΣ,τ ′ = ∑n1i=1 µ1,i,τ ′+∑n2j=1µ2,j,τ ′ and the standard deviation σΣ,τ ′ =√∑ni=1∑nj=1 ρi,j,τ ′σi,τ ′σj,τ ′. The total number of aggregated lients is n = n1 + n2. ρi,j,τ ′ ∈[−1,1] is the orrelation oeient between load of lient i and j at time τ ′.
The peak demand of n1 ategory 1 lients and n2 ategory 2 lients is then obtained
by equation 5.8 by hanging µi,τ and σi,τ with the orrespondent expeted value µΣ,τ ′ and
standard deviation σΣ,τ ′ .
The advantage of this program is ommented to have a great apaity dealing with a
mixed of great variety of ustomer's loads. Apart from estimating the oinident demand
of a given number of lients desribed above, the program an also segment metered energy
onsumptions olleted in a large sale into small saled end uses or dierent ustomers
[127℄.
5.2.d Taipower system
Sine 1993, Taipower system has built up TLPs by surveying 1500 ustomers on a quarter-
hourly basis using smart meters. The ative and reative power of survey ustomers are
reorded in the loal meter's memory and transferred to the DSO's data enter every
three months [128℄. The total period of survey is of four years. These survey data enable
multiple funtions suh as system planning, operation, maintenane, marketing, rate tari
struture and load management [128℄. An iterative stratied algorithm is adopted in order
to determine the number and loation of the survey lients. The stop riterion is dened
as mathing the system's power prole with the real time Supervisory Control And Data
Aquisition (SCADA) system data. In this way, the derived TLPs represent eetively
the atual ustomer's onsumption [128℄. In eah lass, a multiple regression analysis
between load and temperature variation is arried out to design the load model, i.e., Pn(t) =
a0(t)+a1(t)Tn(t)+a2(t)Tn(t)2, where {a0(t), a1(t), a2(t)} are oeients at time t, Pn(t)
and Tn(t) are respetively the normalized power and temperature data at time t [129, 116℄.
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In [116℄, C.S. Chen et al. have analyzed the eet of the temperature on dierent ustomer's
lass. The temperature sensitivity of eah lass is found by rst order derivative of the
multiple regression equation of the orrespondent lass. The power loss on load buses under
the temperature variation is solved by the temperature sensitivity of eah lient's lass as
well.
5.3 Frenh load researh projet
The Frenh load researh program was set up for the tehnial analysis, whih is an im-
portant step for the investment deision making. The good eletriity supply is dened
by the voltage sale. In the MV network, all nodes must be within ±5% of the nominal
voltage value and in the LV network, the sale is dened as ±10% of the nominal value
[130, 131℄. With more and more lients onneted to the networks and rising of the on-
sumption, the voltage drops, espeially for the lients at the end of the distribution line.
Their voltage is most likely to drop o the admissible sale. As explained before, these
lients that are outside the permitted sale are alled poorly supplied lients. In this
irumstane, two devies run to resue: HV/MV transformer's on-load tap hanger (also
known as under-load tap hangers) and MV/LV transformer's no-load tap hanger (also
known as de-energized tap hangers) [130℄. Let U0 denote the nominal value i.e., 20 kV
(oasionally 15 kV) for the MV network, and 400V for the LV network. The HV/MV
transformer's on-load tap hanger varies U0+2% ∼ U0+4% [97℄. The MV/LV transformer's
no-load tap hanger has ve step swith values: ±5%, 0 and ±2.5% (new generations have 3
step values: +5%, 0 and +2.5%). The referene value for the HV/MV transformer's on-load
tap hanger is normally U0 + 4%. When a great number of produtions onnet to the MV
network, the referene value varies and an redue till to U0 + 2%.
For the reason of oherene and ease of omputation, the voltage alulations in Frenh
DSO systems are arried out in terms of perentage to the nominal values. Figure 5.4
[97℄ shows two ritial voltage-drop situations: no MV prodution and maximum MV
prodution. In the rst situation, the HV/MV transformer's tap hanger is at the maximum
value +4% in order to provide the maximum apaity to onnet lients. The voltage-drop
on the MV level is limited to −5%. Thus, in the most unfavorable situation, where we have
the maximum voltage-drop on the MV level, the primary voltage of the MV/LV transformer
is of −1%. The MV/LV's no-load tap hanger is often set up at +2.5% in order to onnet
most lient's load possible and at the same time guarantees a ertain LV prodution's
onnetion [97℄. With a margin of 1.5% kept for the voltage-drop due to the lient's
in-house onnetion, the maximum voltage-drop on the LV level (inluding transformer's
voltage-drop) is 10% (4% − 5% + 2.5% + 8.5%) [97℄. In the seond situation, where there
is a massive prodution penetrating into the MV network, the HV/MV transformer's tap
hanger is redued to +2% to avoid the over voltage situation in the MV network [97℄. In
the mean time, the MV network is heavy loaded with a voltage-drop of 5%. The MV/LV
transformer's tap hanger is plaed at +2.5% [97℄. Therefore, the total voltage-drop is 8%
(2% − 5% + 2.5% + 8.5%).
Eah regional DSO omputes the perentage of the poorly supplied lients onneted
to his network. This perentage should not exeed 5% in any department [131℄. If this
standard is not respeted, the regional DSO needs to reinfore his loal network.
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Figure 5.4: Voltage-drop and tap hanger adjustment.
From 1997, EDF adopted an estimation model named BAGHEERA for lients on-
neted to publi MV/LV substations. Like most of the load researh models, it lusters
the lients into groups aording to their billing information, suh as lient's soial ativity
(residential, agriulture, ommerial, industrial, et.), and tari option (base, o-peak/on-
peak, Tempo
1
). It aims at estimating the peak demand and provides 48 hourly power
estimations for working days and weekends of an individual LV lient. The advantages of
BAGHEERA model an be summarized as [132℄:
 A universal model that adapts to all ategories of lients
 The on-peak/o-peak period information of every lient is taken into onsideration
 The output of the model evolves 48 power values. Thus when arrying out the
eletrial omputation, the oinident eet is already inluded.
As a matter of fat, in the voltage-drop alulation, the onsumption MV lient is often
diretly measured while LV lient's measurements are replaed by the 48 hourly estimations
of BAGHEERA model. Information suh as network data (the ondutor's standard,
network topology), loation of the lients, and onnetion mode (single, bi- or three phases)
is provided by a data base alled GDO (network infrastruture management). The output
of the alulation gives 48 images of the voltage map of the network. In the absene of the
information on whih phase eah lient is onneted, an imbalane oeient is applied in
the voltage-drop alulation. The imbalane oeient is independently omputed for eah
LV feeder. The line losses are alulated aording to the voltage dispathing situation of
the network.
1
Three day taris ombining with o-peak/on-peak periods, i.e. six dierent tari rates
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5.3.a Data desription
Mainly, there are three ontrat types in Frane: basi option, o-peak/on-peak option, and
Tempo option. Eah of them assoiates with a standing harge and a partiular tari rate.
The standing harge is a xed part paid by lients to onnet to the eletriity network.
While the tari rate is the prie paid for one unit energy (1 kWh) onsumed. Clients are
free to hoose any kind of ontrat with the usage of their house applianes. Samples from
the rst two types are used for the analysis sake. The basi option is the simplest type
with the heapest standing harge and a uniform tari rate for all the times of the year. It
is more suitable for housings without eletri heater or holiday homes with only oasional
usage. The o-peak/on-peak option has a higher standing harge than basi option but
oers an eight-hours-heaper tari rate during a day. This option is suitable for families
having hot water tank whih turns on automatially when swith to the o-peak rate.
Generally the o peak hours are in the night and in the middle afternoon. The Tempo
option is the most ompliated harging system among all. The system has six rates of
eletriity priing depending on EDF's load foreast on that day. This option is mainly for
large households with eletri heating and full time oupation.
In Frane, over 2000 lients' load onsumptions are regularly olleted as the survey
data. These onsumptions are sampled on a 10-minute basis. Other lients have three
meter reordings a year for billing's use. For our analysis sake, 70 load urves from the
survey data are olleted from dierent regions in Frane during 2 years from July 01,
2004 to June 30, 2006. These load urves represent the power onsumption of 35 basi
option lients and 35 o-peak/ on-peak option lients. Clients are numbered from 1 to
35 in eah group in the database. These numbers are simply to identify the lients in
the group. The numbers have no spei meaning in terms of load onsumption. Thanks
to these identiation numbers, eah lient is related to some useful information, suh as
geographial loation, subsribed power, and ativity ategory, to name a few. As a ritial
fator, the temperatures of the orrespondent region are provided during the same period.
Figures 5.5 and 5.6 illustrate representatively the daily average loads of lients subsribing
to the two types of ontrat. We an easily notie the inrease in the power onsumption of
lient no.5 (gure 5.5) during winters due to the use of eletrial heating devies. On the
other hand, beause alternative heating devies powered by gas, oil, or wood are used, for
instane, instead of eletrial heating devies onneted to the distribution grid, the energy
onsumption pattern of lient no.18 (gure 5.6) appears stable during the year. For the
ease of the demonstration, hereinafter lient no.5 from the o-peak/on-peak option and
lient no.18 from the basi option are the main examples for demonstration and omparison
of the methods.
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Figure 5.5: Two-year (July 01, 2004 ∼ June 30, 2006) daily average loads of o-peak/
on-peak option lient no.5. The vertial line separates the two-year period.
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Figure 5.6: Two-year (July 01, 2004 ∼ June 30, 2006) daily average loads of basi option
lient no.18. The vertial line separates the two-year period.
5.3.b EDF BAGHEERA model
BAGHEERA model is an estimation model ollaborate with temperature. Like the most
of the models presented previously, it works with the lustering groups and TLPs. There
are four steps to build the model [133℄. Firstly, luster the lients into oherent groups by
their qualitative information. Seondly, estimate 48 ouples of values (mean and variane
for weekdays and weekends) for every individual survey lient. A model desribing the load
at hour h required by a single lient in respet of the temperature and the hronologial
pattern is built. Thirdly, estimate the TLP of the group based on the mean and variane
values of the survey lient in the group. In the end, the mean and variane of eah lient's
load pattern is saled with his spei oeients i.e. daily energy, temperature sensibility
and yearly energy.
In this setion, we aim at presenting the BAGHEERA model in details. The results are
demonstrated with data examples introdued in the setion 5.3.a. Firstly the Minimum
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Temperature Base (TMB) temperature
2
and basi form of the model are revealed. As
a matter of fat, the estimation values at TMB temperature are applied for the deision
makings in network planning. The BAGHERRAmodel is omposed by two parts: the mean
power and the margin. Next, the ommon oeient estimation based on whih the TLP
of the group is dened is explained. Then, the estimation of spei parameters of eah
lient is depited in distintive situations: with suient histori data, with insuient
histori data and with no histori data. In the end, the output of the model is shown
through demonstrative examples.
5.3.b-i TMB temperature and basi model
Cooperating with eletrial alulation in a worst-ase situation, the BAGHEERA model
estimates an individual lient's load at TMB temperature. The Frenh eletriity ompany
EDF denes TMB as the temperature threshold for every region. This latter is dened suh
that there exists only one day per year with an equal or lower temperature
3
. Consequently,
the probability of observing a day with a temperature equal to or lower than TMB is, in
general, 1/365, i.e., 0.3%. The model provides hourly estimations of weekday and weekend
load prole (48 points) for every individual lient. There are two omponents in the basi
model: the mean power P (t, Td) at temperature Td and the margin ν(t). For eah hour,
we have:
P (t, Td) = a(t)E0 + b(t)s(Td − TNh)∣Td<TNh (5.10)
ν(t) = σ(t)2En (5.11)
where {a(t), b(t), σ(t)} are oeients statistially alulated and shared with lients in
the same lass. The parameters {E
0
, s,En} are spei to eah lient and respetively stand
for daily non-heating energy use, gradient, and annual energy use adjusted to the normal
limati ondition. Td is the daily average temperature. Equation 5.10 assumes that above
the non-heating temperature TNh, whih diers from region to region, the onsumed
power (a(t)E
0
) is independent of the temperature and that below this temperature, the
relationship between onsumed power and temperature variation is linear. The linear
relationship is indiated by the gradient s (s< 0).
The mean power represents the expeted hourly load estimation at temperature Td,
while the margin represents the unertainty of the estimation. The ondene bound xed
for the distribution network planning study is 10%, whih signies that the upper bound
has a 10% hane of being exeeded. The 10% upper bound is dened as:
P10%(t, Td) = P (t, Td) + c10%ν(t) (5.12)
where c10% is alled the risk oeient at 10%. Therefore, theoretially, the planning
ondene bound at TMB temperature is exeeded during 8760h/year∗(10%∗0.3%) ≈ 2.5
hours per year.
2
In Frenh: Temperature Minimum de Base
3
In pratie, EDF denes the TMB based on a 30-year historial period. The probability of one day
per year is an average value: in reality, during a warm year, we would probably nd no daily temperature
below this TMB value, while during a old year, several daily temperatures would be found below this
value.
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5.3.b-ii Common oeient estimation
The power measurement yt an be divided into two independent parts: the thermosensitive
power ϕ(Tt), whih is a power funtion depending on the temperature at the same moment
Tt and the non thermosensitive power Pt,0, suh that [133℄:
yt = Pt,0 + ϕ(Tt) (5.13)
Thus, the orrespondent energy onsumption is
Ed = E0 + f(Td) = E0 + s(Td − TNh)∣Td<TNh (5.14)
where Ed is the daily energy onsumption and f(⋅) is the funtion of the daily heating
energy onsumption inuened by daily temperature.
Bring equation 5.13 and 5.14 into equation 5.10, we have [133℄:
a(t) = Pt,0
E0
b(t) = ϕ(Tt)
f(Td) (5.15)
where a(t) and b(t) an be respetively onsidered as the oeient that onverts non-
heating daily energy and heating daily energy to the orrespondent hourly power. In fat,
oeients a(t) and b(t) depit the redued sale pattern of the heating and non-heating
power pattern.
σ(t) stands for the standard deviation of the error term. This later is the dierene
between the observed power yt and estimated power P (t, Td).
5.3.b-iii Spei parameter estimation
The spei parameters inlude the temperature sensibility s, non-heating daily energy
onsumption E
0
and yearly energy onsumption En. For lients that do not belong to the
survey group, there are three ategories aording to their data's availability. Here, we
present how these spei oeients are estimated for dierent ategories of lients.
1. Client with suient historial data
This ategory represents the situation where at least six meter reordings during two
years (three reordings per year) of an individual lient are available. These reord-
ings must be regularly taken and represents the heating and non-heating periods'
onsumption of the lient. E
0
and s are dened based on the six onsumption loads
of every four months.
Integrate equation 5.14 on ni days (a four-month period, in this ase) [133℄:
ni
∑
d=1
Ed = niE0 + s
ni
∑
d=1
(Td − TNh)∣Td<TNh (5.16)
Divide equation 5.16 by ni, we get:
Ei
ni
= E0 + sDdi
ni
(5.17)
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where Ei= ∑nid=1Ed is the meter reording for the given period, and the degree days
Ddi, whih is the sum of the temperature degrees inferior to the non-heating tem-
perature TNh during the given period: Ddi = ∑nid=1(Td − TNh)∣Td<TNh . As a matter of
fat, a tter orrelation is found with the exponentially smoothed temperature data
than with the atually measured data regarding to the power [133℄. In onsequene,
the exponentially smoothed temperature is used for the Ddi alulation. E0 and s
are estimated by the ordinary least square on the six-ouple data (
Ei
ni
, Ddi
ni
).
The annual energy onsumption adjusted to the normal limati ondition En an
be estimated by integrating equation 5.14 on a year period [134℄:
En = 365E0 + sDd365 (5.18)
where Dd
365
is the degree days of a year period on the normal limati ondition.
Sine o-peak and on-peak periods' onsumptions are measured with two eletriity
meters seperately, the o-peak/on-peak option lients often have twelve reordings
instead of six. Therefore, with the equation 5.17, we obtain two ouples of spei
oeients: {sHP ,E0HP }4 for the on-peak period, and {sHC ,E0HC}5 for the o-
peak period. In this way, dierenes in temperature sensibility due to the heating
devie modes as well as due to the day/night modes an be gured out [133℄. The
o-peak/on-peak lients have also two sets of ommon oeients {a(t), b(t), σ(t)}.
They're respetively alulated following equations 5.13 ,5.14 and 5.15. When re-
onstrut the group's TLP, the o-peak period variation replaes the on-peak period
variation on the o-peak periods. The lients that subsribe the o-peak/on-peak
tari option have an overall eight-hour o-peak period a day. The eight hours an
be alloated to one, two or even three distint periods in the afternoon and at night,
when the network is not heavily loaded. The o-peak ommon oeients are applied
eah time the o-peak periods our.
2. Client with insuient historial data
Sometimes, the six meter reordings are not omplete due to the inorret readings or
data absene. In this ase, the lients are onsidered not having suient historial
data [135℄. For this ategory of lients, equations (5.10, 5.11) estimating the power
and the variane depend on the spei variable En, suh that [135℄:
P (t, Td) = a(t)′En + b(t)′En(Ts − Td)
ν(t) = σ(t)′2En (5.19)
where the lient's annual energy onsumption adjusted to the normal limati ondi-
tion En is expressed as a funtion of the mean daily non-heating energy onsumption
values of the lients in the same ategory E0 and the heating period in proportion to
estimated temperature sensibility of the lient (Ea − (naE0))/Dda, suh that [135℄:
En = 365E0 + (Ei − (niE0))(Dd365/Ddi) (5.20)
4
The index HP means in Frenh Heure Pleine (on-peak).
5
The index HC means in Frenh Heure Creuse (o-peak).
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Ei is the meter reording during the given period. ni is the orrespondent number
of days during the period and Ddi is the number of degree days during this period.
{a(t)', b(t)', σ(t)'} are orrespondent ommon oeients. Ts is the temperature
threshold where the lient's annual degree days equal to 50. More detailed informa-
tion is desribed in [133℄.
3. Client with no historial data
For this ategory of lients, the only possible estimated parameter En is alulated
based on the subsribed power Ps, suh that:
En = c + dPs (5.21)
where {c, d} are parameters depending on the lient's ativity and tari option [135℄.
Their mean power values and margins are also omputed following the equations
5.19.
5.3.b-iv Illustrative example and model's output
The survey load data of the lients are reorded on a 10-minute basis. The temperature
data are reorded on an hourly basis. These two data are onverted to a daily basis in
order to estimate the spei parameters. As previously stated, the spei parameters
{E
0
,s} are obtained by urve tting the daily energy measurements with the temperature
variations (equation 5.14). Given an equation with parameters and samples to be tted,
the urve tting tools an alulate the values of the parameters by minimization of the
Sum of Square Residuals (SSR). Being an open soure Matlab toolbox, whih is simple,
quik and diret for the urve tting, the ezyt toolbox [136℄ is applied in our study. The
above TNh part data are tted with a onstant E0 funtion and the below TNh part data
are tted with a linear funtion (s(Td − TNh) +E) using least square error riteria. En is
alulated aording to equation 5.18, whih equals the integration of the onsumed energy
on the normal ondition basis.
As explained, the o-peak/on-peak option lient has two eletriity meters, whih
reord separately the energy onsumed during on-peak hours and that onsumed during
o-peak hours. Figures 5.7 and 5.8 show the urve ttings to daily energy measurements
of o-peak hours and on-peak hours. The onsumed energy is observed to vary with the
temperature. In other words, the o-peak/on-peak option lient often has an important
gradient value. We an see from the gures that the o-peak/on-peak option lient no.5
is more sensitive to the temperature during the on-peak periods than the o-peak periods.
In fat, as the TNh reets the region's mean non-heating temperature, this fator would
vary among dierent lients in the same region. We an see in gure 5.7 that the average
energy value during non-heating days (those whose temperature is superior to TNh) E0HC
is dierent from the regression non-heating energy value EHC . The same situation is found
in gure 5.8, i.e., E0HP ≠ EHP for the on-peak period. Basi option lient, using other
means of heating rather than eletriity stays stable with the temperature variation (gure
5.9). Thus a small s value is often found in this ategory of lients. For the same reason,
the average non-heating energy E0 is dierent from the regression non-heating energy value
E.
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Figure 5.7: O-peak/on-peak option lient no.5 : urve tting on o-peak daily energy use
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Figure 5.8: O-peak/on-peak option lient no.5 : urve tting on on-peak daily energy use
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Figure 5.9: Basi option lient no.18 : urve tting on daily energy use.
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The ommon oeients {a(t), b(t), σ(t)}, on the other hand, are known based on the
ategory the lient belongs to. Equations 5.10, 5.11, and 5.12 are arried out to alulate
the 48 estimation values and their upper bounds. Notie that dierent groups of {a(t),
b(t), σ(t)} values exist for weekdays and weekends, and for on-peak and o-peak hours.
To alulate the o-peak/on-peak option lients' load estimations, the on-peak estimations
are replaed with the o-peak estimations during the o-peak periods. If there is more
than one o-peak period, the estimated power is the same at the beginning of eah period.
For example, the lient no.5 has two o-peak periods: 01:00 to 07:00 and 12:00 to 14:00.
We an see in gure 5.10 that two peaks at the beginning of eah o-peak period have the
same magnitude. The method also limits the 10% upper bound by the subsribed apaity
of the lient. In gure 5.10, the bound estimations higher than 9 kW are replaed by 9 kW,
the subsribed apaity of the lient no.5. Figure 5.11 shows the dierenes in the shape
of mean powers between weekday and weekend day type. These dierenes are depited
by their dierent ommon oeients of the day type.
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Figure 5.10: O-peak/on-peak option lient no.5 : outputs of the BAGHEERA model,
TMB load estimations on weekdays
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Figure 5.11: O-peak/ on-peak option lient no.5 : omparison of TMB weekend's and
weekday's load estimation
5.4 Conlusion
In this hapter, we briey desribed the deision making proess and explained that the
load estimation model is vital to the rst step of the proess: the tehnial analysis. We
disussed the solutions to the measurement sarity in the atual distribution network.
Coinident loads are used to estimate the MV/LV substation's apaity and TLPs are
used to replae the individual measurements.
Load researh projets in dierent ountries were introdued. Widely used Velander's
formula for the individual's maximum power estimation is depited. DLE proess is often
applied to adapt national TLPs to loal TLPs aording to the SCADA measurements.
Finland DSO models the mean load power and the standard deviation in both topography
and index means. Temperature dependene is also assoiated to the model. Denmark Dong
Energy ompany proposed a SmartPIT solution that updated the Velander's formula
and modeled the peak loads by 22 dierent season patterns. They relaimed to have a
redution of 80% in the network reinforement. The Norway SINTEF energy researh
modeled the end user's load with a normal distribution. The Taipower system built up the
power as a regression funtion of the temperature, so that the temperature sensitivity an
be easily analyzed.
The Frenh load researh projet is arefully srutinized. The poorly supplied lients
are dened and the voltage-drop plan with the tap hangers' adjustment is explained. The
BAGHEERA model atually applied by the EDF is thoroughly presented, inluding the
estimation model as well as the oeients' estimations. The model's outputs are shown
through illustrative examples.
In fat, the BAGHEERA model assumes that the inuene of the onsumption by the
temperature is linear. However, this is not realisti due to the limited maximum power
of heating devies. Moreover, the smart grid onept leads to a great dynamism in the
lient's behavioral onsumption as well as exible relationships among eletriity produer,
distributor and lient. Thus, it is no longer reasonable to prex a lient to a ertain group.
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Furthermore, with the air-onditioner gaining its popularity, load onsumption will grow
when the weather gets hot. The assumption made in BAGHEERA that the load stays
unhanged above a ertain non-heating temperature is no longer real. Hene, our idea is
to build an individual model for eah ustomer without lustering step. This model must
be ompletely data-driven and independent to the qualitative information of the lient
whose quality is dereasing. Espeially with the development of smart meters, providing
detailed individual onsumption information, we are onvined that the lustering step
is no longer neessary. As a result, in the next hapter, we propose a non parametri
individual estimation model.
Chapter 6
Nonparametri model
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Abstrat
In this hapter, we takle lient load estimation in a smart grid network. For that
purpose, we propose an individual model based on nonparametri estimators. The
model is designed for voltage-drop alulations for use in network planning. Com-
pletely data-driven, the proposed methodology an be applied to both thermosensitive
and non-thermosensitive lients. Real measurements olleted in Frenh distribution
systems are used to validate our methodology. The proposed approah produes more
reliable estimation results than the urrent model BAGHEERA of the Frenh eletriity
ompany EDF does on the same data. A disussion on the denition of the threshold
power estimations is arried out in the end of the hapter.
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Distribution network planning involves developing a shedule of future additions that
ensure the quality of energy delivery as well as the lowest possible ost. On the one hand,
the eletriity infrastruture must meet the needs of peak loads. On the other hand,
over-dimensioned systems an be very expensive. Thus, reliable load models are required
to perform distribution network alulations, suh as power ow alulations in ritial
situations so as to identify poor eletriity supply zones for investment planning.
Individual load is mostly inuened by two main fators: day types and weather on-
ditions. The daily load pattern an be very dierent from weekdays to weekends. Tem-
perature is a primary weather fator that aets load variation. The ustomer model is
designed for worst-ase alulations [7, 8℄, namely, the time of maximum demand and min-
imum supply as well as the time of minimum demand and maximum supply ontrawise [9℄.
As the peak loads of several ustomers rarely our at the same time, estimation of the us-
tomer onsumption load at every hour is required. Unertainty regarding load estimations
also needs to be taken into aount [10℄. Generally, for the voltage-drop alulation the
exess probability is xed at 10% [11℄. Therefore, the objetive is to dene an individual
ustomer's maximum and minimum load limits at dierent day types of a year with 10%
exess probability.
As stated in setion 5.3, the BAGHEERA model [137℄ is atually applied by the Frenh
eletriity ompany EDF for its distribution network planning. Over 2000 demand survey
load urves sampled every 10 minutes all over Frane are olleted to predene 66 lasses.
Aording to some qualitative information, suh as supply agreement and lient ativity
ategory, to name a ouple, every lient in the Frenh territory is assoiated with a prede-
ned lass. Clients in the same lass share some statistially alulated oeients dening
a daily prole pattern for weekdays and for weekends. The load estimations of a spei
lient are omputed by saling the average shape of his partiular group to his annual unit
onsumption. The output of the model is the one hour interval power onsumption (48
points: 24 for weekdays and 24 for weekends) of eah lient at minimum temperature of
the region, i.e., Minimum Temperature Base (TMB).
However, the smart grid paradigm introdues three ground-breaking hanges to ur-
rent eletriity networks. Firstly, it enables new produts, servies, and markets, and
thus establishes a more exible relationship among operators, lients and regulators [138℄.
Consequently, the qualitative information of eah lient is less and less preise. Seondly,
ustomers are enouraged to modify their behavior to interat with the real-time eletriity
market [139℄. Therefore, it is diult to assign a lient to a predened lass. Thirdly, in
2009 the ERDF (Frenh eletriity distributor) launhed the Linky projet to install 35
million smart meters in Frane. These smart meters ollet the power onsumed by indi-
vidual lients on a 30-minute basis and automatially transfer the eletriity onsumption
information to the data enter of the ERDF at the end of every day. The data arhive
system is designed to keep the two-year historial onsumption data of every lient [3℄. The
extensive onsumption information olleted by smart meters enables us to build more a-
urate individual estimation models. Within this ontext, this hapter aims to design a
universal individual load estimation model for the interests of distribution network plan-
ning.
Before the implementation of the smart meter, historial load data were not usually
available, apart from the demand survey data of a limited number of lients. Most of
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the works onerning distribution network planning aimed to estimate the peak demand
for a group of ustomers during periods of peak system demand, namely, oinident peak
demand [6℄. For this purpose, three ategories an be identied. Some methods provide
a relationship between the maximum demand of a group of lients and individual lients
by some orretion fators [9℄ , suh as oinidene fator, Velander's formula, et. Others
onentrate on lassiation methods [11, 122, 140℄ to sort lients into TLPs. Still others
apply the end-use method [9, 22℄ by omposing the residential ustomer model into appli-
ane elementary units. The drawbak of the end-use method is the extensive demand for
input data. Our work, inspired by [141℄, proposes the building of nonparametri regressors
to express the relationship between load demand and temperature and the appliation of
nonparametri probability density funtion to model the random nature of demand of a
ustomer.
The main ontributions of our work are threefold. First, the method an be adapted
to any lient's load, regardless of his load thermosensibility, and is entirely data driven.
Seond, nonparametri methods are applied so that the model is independent from the
lient's qualitative information as well as from assumptions made on load funtions. Third,
the outputs of the method inlude both maximum and minimum daily power onsumption
patterns.
The rest of the hapter is organized as follows. Setion 6.1 details the nonparametri
model proedure as well as the oordinate statistial tools. A omputational example is
presented and the performane of dierent models is disussed in setion 6.2. Validation
study in setion 6.3 ompares the preision of the models on the extensive examples. In
setion 6.4, we arried out a disussion on the denition of the threshold power estimations.
Setion 6.5 onludes the hapter.
6.1 Nonparametri model
Figure 6.1 illustrates the proedure of the nonparametri model. First, the load urve of a
given lient is assoiated with the loal temperature. Seond, statistial tests are performed
to examine whether the lient is thermosensitive. If the lient's power onsumption is
not inuened by temperature, there will be no dierene between minimum power and
power at TMB temperature. Thus a Kernel Density Estimation (KDE) method is applied
to determine the median values as well as the 10% upper boundary and the 10% lower
boundary. If the lient is thermosensitive, the CUSUM hart algorithm is employed to
separate the heating season from the non heating season. Next, the non-heating season
data are used to ompute the minimum power, and the heating season data are used to
ompute the power at TMB temperature. Notie that the TMB temperature is the oldest
temperature that happens on average one day per year; basi knowledge of eletriity
demand in this extreme weather ondition is often insuient. This lak of knowledge
may ause a problem for the TMB load estimation. Our strategy is to inlude past years'
onsumption information if the ompatibility of the data is proven by statistial tests. At
the end of the tests, ompatible data are brought in and the relationship between the
temperature and the load onsumption is dened with a nonparametri kernel regression
method. The smoothing parameter required by the kernel regression method is omputed by
the Cross-Validation (CV) tehnique. One the relationship between temperature and load
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onsumption is established, all the heating season data are brought to the TMB ondition
in maintaining their unertainties. In the end, the median power and the exess probability
boundaries an be omputed at TMB temperature. These statistial tools applied in the
proedure are thoroughly presented in the following subsetions.
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Figure 6.1: Overview of the nonparametri model
6.1.a Statistial tests
Statistial tests are often used for deision making by examining basi sample information.
We aim to test if there is any signiant dierene between the mean of two dierent
groups. In suh a situation, Student's t-test for dierene of means is applied. However,
one assumption in arrying out Student's t-test is that the variane of the two populations
is equal; if not, then Welh's t-test is used. An F-test an be used to test the hypothesis
that the population varianes are equal. Figure 6.2 states the relationships between the
above statistial tests.
Pratially speaking, at the beginning of these tests, two omplementary hypotheses
are set up, namely, the null hypothesis and the alternative hypothesis. The null hypothesis
often indiates that no signiant dierene is found between two examined groups. The
deision is made by omparing a p-value indiating the probability to aept the null
hypothesis with a type I error perentage referring to the risk of wrongly rejeting the
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Figure 6.2: Statistial tests proedure
null hypothesis. This type I error is often set at 0.05. In other words, if the p-value of
a statistial test is greater than 0.05, one may aept the null hypothesis. Otherwise, the
alternative hypothesis is aepted.
6.1.b Kernel density estimation
KDE is a nonparametri method that estimates the density diretly from the data without
making any parametri assumption about the underlying distribution. In our appliations,
KDE is used to dene the γ, (0 < γ < 1) upper and lower bounds of the data set. Let
Xi,i = 1,⋯, n be independent samples drawn from a distribution g(x), the kernel density
estimator gˆh(x) is dened as:
gˆh(x) = 1
nh
n
∑
i=1
K(x −Xi
h
) (6.1)
where K(µ) = 1√
2π
e−
1
2
µ2
is a normal kernel funtion. The smoothing parameter is h.
The adaptive KDE method [142℄ is applied, where the smoothing parameter is hosen
automatially. The reliable kernel estimator based on the smoothing properties of linear
diusion proesses deals well with multimodal densities. Readers who want to have more
details on the adaptive KDE method an refer to [142℄.
Thus, the bound limits {xmin, xmax} of 100(1 − γ)% probability are dened as:
xmin
∫
−∞
gˆh(x)dx = γ and xmax∫
−∞
gˆh(x)dx = 1 − γ (6.2)
6.1. CUSUM algorithm
The idea of the CUmulative SUM (CUSUM) algorithm is to automatially detet the
breaking points in the data set that separate the heating season and the non-heating
season. Afterwards, the non heating season data are used to estimate the minimum power,
and the heating season data are used to estimate the power in TMB ondition.
As the name suggests, CUSUM alulates the aumulated deviations of the sampled
values yi,i = 1,⋯,N from the mean value y [143℄:
Sm =
N
∑
i=1
(yi − y) (6.3)
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The CUSUM plot is entered on zero. During the heating period, onsumption is
supposed to be superior to the mean value of the year and the CUSUM points drift upwards;
during the non-heating period, the onsumption is likely to be inferior to the mean value
of the year and the CUSUM points drift downwards. Thus, the breaking points of the two
periods orrespond to the maximum and the minimum values of the CUSUM plot.
6.1.d Kernel regression
Kernel regression is a nonparametri approah using historial data to dene the relation-
ship between load y {yi, i = 1,⋯,N} and temperature variation X {Xi, i = 1,⋯,N}. Three
kernel-type regressors are introdued in this subsetion: the NW, the LL, and the LL2
estimators. Being the zero- and the rst-order nonparametri estimators, the NW and
the LL estimators have gained large popularity in funtion estimations [144℄. The LL2
estimator is an adapted estimator originating from the LL estimator in order to adapt the
speial situation, whih will be presented later in this subsetion.
Unlike the parametri estimation, the nonparametri approah imposes no assumption
on the funtional form, and thus, is muh more exible than parametri regressions. The
method requires the smoothing parameter h, whih an be alulated by applying the CV
tehnique [26℄. Estimating the onditional expetation of the random variable x, the kernel
regression an be dened as:
E(y∣X = x) = fˆ(x) (6.4)
where the E(⋅∣⋅) is the onditional expetation operator.
By using loal onstant approximations, namely a loal polynomial regression of degree
0, the estimator fˆ(x) = β0(x) minimizes the kernel weighted least-squares:
N
∑
i=1
{yi − β0(x)}2K(x −Xi
h
) (6.5)
We have the Nadaraya-Watson (NW) estimator:
fˆNW (x) = β0(x) = ∑Ni=1K(x−Xih )yi∑Ni=1K(x−Xih ) (6.6)
Equation 6.6 shows that the load estimation fˆNW (x) at temperature x is a loal
weighted average of the historial neighborhood samples. The size of the loal neigh-
borhood and spei weights are dened by its smoothing parameter h.
However, the NW estimator applied to dene the relationship between load variation
and temperature has ertain drawbaks. It may have a large bias in the boundary region
due to the non positive sample distribution funtion and in the interior points due to
unequal spaing of the samples [145℄. Therefore, we propose another kernel-type estimator,
the LL estimator of degree 1. The idea is to t the load temperature relationship with
loal model fˆ(x) = α(x) + β(x)(x −Xi) to minimize
N
∑
i=1
{yi − β(x)(x −Xi) − α(x)}2K(x −Xi
h
) (6.7)
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We have the expliit expressions:
α(x) = S2∑Ni=1 yiK(x−Xih ) − S1∑Ni=1 yiK(x−Xih )(x −Xi)
N(S2S0 − S21)
β(x) = S0∑Ni=1 yiK(x−Xih )(x −Xi) − S1∑Ni=1 yiK(x−Xih )
N(S2S0 − S21) (6.8)
where Sj = ∑
N
i=1(x−Xi)jK(
x−Xi
h
)
N
, j = 0,1,2.
Thus, the Loal Linear (LL) estimator an be written as
fˆLL(x) = ∑Ni=1K(x−Xih )(S2 − S1(x −Xi))yi
N(S0S2 − S21) (6.9)
The LL estimator preserves the linear trend and stays invariant to the rst derivative to
fˆLL(x). Aording to the literatures [146, 147, 144℄, the LL estimator also has muh better
properties at the boundary than the NW estimator has. High-order estimation funtions
have better performane on steeper and urvier regression funtions. However, when the
regression funtion is quite at, the NW estimator behaves better.
The nonparametri estimators depend mainly on samples. If there is a delining trend
shown by the data, the nonparametri estimators will follow this trend. Even though in
the reality, it has no atual physial meaning. Lak of samples in the old onditions,
every sample under suh ondition has a big inuene on the nonparametri regression.
Due to the impreision in measurements or speial family oasions, the few samples an
sometimes ause an unreasonable trend: i.e, when the temperature dereases, the load
trend dereases. However, it is known that when the temperature drops, the eletriity
onsumption rises beause of the use of eletrial heaters. Thus, we propose the LL2
estimator to orret the aw in the trend aused by these misleading sare samples.
Two steps are followed to establish this LL2 estimator. First, we identify the uto point
that separates uprising trends and delining trends of the LL estimator. Seond, we lter
the points on the left side of the uto point and onserve the loal trend of the points on
its right side.
Sine the estimation is made by loal averaging of historial load data in a orrespondent
neighborhood, it is obvious that its ability of extrapolation beyond the available historial
data domain is rather limited. Hene, the estimations on the boundary are rather sensitive
to the boundary samples. In our appliation, as TMB load needs to be estimated, but very
few load samples are olleted under this very old weather ondition, we propose to add
previous years' data with old weather onditions to the estimation samples if the data
harateristis are similar to those of the urrent year, having the same mean and variane.
6.1.e Smoothing parameter seletion: ross-validation tehnique
It is well known that the result of kernel regression depends ruially on the bandwidth
h seletion. A large h would give an oversmoothed estimation with a large bias, whereas
a too small h would give an undersmoothed estimation with a large variane. The CV
tehnique aims at nding the parameter hcv that minimizes the CV funtion dened as
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follows [144℄:
CV (h) = 1
G
G
∑
i=1
1
gi
gi
∑
j=1
(yj − fˆh(xj))2 (6.10)
where fˆh(xj) is the kernel-type estimator, G is the number of parts and gi is the number
of elements in the i-th part.
The idea is to randomly divide the data into T equal or quasi-equal parts and to
estimate the regression funtion by using G− 1 parts while alulating the square error on
the left part alled validation data. The proedure is repeated G times till every part has
been used one for the validation. The CV funtion is a mean square error estimator.
6.2 Computational example
For ease of demonstration and in oherene with the previous setions, the o-peak/on-peak
option lient no.5 is seleted to illustrate a more omplex example. We aim to estimate
the maximum and minimum loads of lient no.5 during the rst year. In this setion, we
rst present the proess in subsetion 6.2.a. Subsetion 6.2.b illustrates and omments on
the results as ompared with the BAGHEERA model. All the presented results are run in
the Matlab environment.
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Figure 6.3: Data diagram: historial data, 1st-year data, and 2nd-year data.
As mentioned previously, the Frenh legislation permits a period of maximum two-year
onsumption data being reorded [3℄. The reording data used in our study are from July
1, 2004 to June 30, 2006. The overall two-year data are used both for the estimation and
the validation of the model. Data diagram indiating the utilization of the available data
is shown in gure 6.3. The 1st-year data are used for the model estimation. The 2nd-year
data have two pratial appliations: as the historial year data and as the test data. In
the proposed methodology, beause of the sare samples in old onditions (temperature
< 0oC), we suggested joining oherent historial year data in suh ondition to the urrent
year data for a more aurate estimation (f. gure 6.1). We assume that the onsumption
data have a one-year period and that there is no dierene if the year data are taken before
or afterwards. Thus, the 2nd-year data are borrowed as the historial year data for the
model estimation. In the future pratie, we suggest the utilities to reord historial data,
so that this problem won't exist. In the validation phase, the 2nd data are used as the test
data. Sine the test data annot be used during the learning proess, the 2nd data are not
joined to the 1st data to ompute the kernel regression in the validation phase. Therefore,
hereafter, when we mention historial (also termed past) year data and test data, they
atually mean the 2nd-year data.
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6.2.a Illustrative example results
As previously desribed, after the loal temperature is assoiated with the lient's load
urve, the statistial tests are arried out to hek whether the examined lient is ther-
mosensitive. The statistial tests are performed by omparing the mean values between
the load samples inferior to 0
o
C and those superior to 20
o
C. The hoie of these two tem-
perature degrees is arbitrary. We assign 0.05 to the type I error in the statistial test. As
desribed in subsetion 5.3.a, the o-peak/on-peak option lient no.5 has probably some
eletrial heating devie at home. Figure 6.4 shows the tests result. The p-value of Welh's
t-test rejets the equal mean hypothesis and onrms that this lient is thermosensitive.
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Figure 6.4: O-peak/on-peak option lient no.5 : statistial tests result of thermosensitive
hek
Then, the thermosensitive lient's load data (one entire year) are divided hronologially
by the CUSUM algorithm. The pair of dotted lines indiates the maximum and minimum
values in the CUSUM plot (Fig. 6.5). They are interpreted as the breaking points of the
heating season and the non-heating season (Fig. 6.6).
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Figure 6.5: O-peak/on-peak option lient no.5 : CUSUM hart of daily average power
On the one hand, the minimum power load pattern an be estimated one the heating
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Figure 6.6: O-peak/on-peak option lient no.5 : separation result of one year's power data
by CUSUM algorithm
season and the non-heating season are separated. As the onsumption during this period
is onsidered independent of temperature, all days' loads are overlapped and the median
1
value of a spei hour and its 10% exess probability upper and lower bounds are estimated
by KDE [142℄. The median value rather than the mean value is alulated beause of the
former's statistial robustness to the large dispersion samples. Similar to the BAGHEERA
model, three ategories of dierent day types are made, namely, weekday, Saturday, and
Sunday and holiday. Moreover, Linky in the future will ollet load samples averaged
every 30 minutes [3℄, and the estimation will also be made in 30-minute intervals. Figure
6.7 shows the result of the minimum power estimation on weekdays.
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Figure 6.7: O-peak/on-peak option lient no.5 : weekday minimum power estimations.
The points represent the real measurements.
1
Sorting data into inreasing order, median is the middle entry or the mean of the two middle entries.
6.2. Computational example 123
On the other hand, the estimation for TMB power or rather maximum power of the
year involves three steps. First, statistial tests are performed between the group of load
samples inferior to 0
o
C of the examined year and those of the past years to hek whether
the onsumption behavior of the lient under old weather onditions stays unhanged. In
other words, whether the information olleted during extreme onditions in past years
an be used for the estimation of the urrent year. Figure 6.8 shows the statistial test
results and suggests that the data of past year have the similar harateristis (mean and
variane values) to those of the urrent year. As a result, the past year's inferior 0
o
C data
are joined.
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Figure 6.8: O-peak/on-peak option lient no.5 : statistial tests result for the data oher-
ene hek
Seond, the kernel regression method is applied in order to dene the nonparamet-
ri relationship between power onsumption and temperature. Before this is done, the
smoothing parameter has to be seleted. The CV funtion in equation 6.10 is applied with
10 parts. Figure 6.9 illustrates the Mean Square Error (MSE) variation of the dierent
smoothing parameters. We hoose hcv = 0.9, whih orresponds to the minimum MSE.
We propose herein three kernel-type estimators, referred to as: NW, LL, and LL2.
These estimators are omputed to dedue the relationship shown in gure 6.10.
Notie that the NW and the LL urves are rather lose to eah other exept near
the boundary zone. The boundary zone is dened as the region where a very limited
number of samples are taken. In fat, the nonparametri estimators are very sensitive to
these samples.
Third, all the heating season data yi at temperature Xi are brought to the TMB
ondition with their unertainty level maintained. The estimated power at TMB ondition
yTMB_i an be dened as
yTMB_i = fˆh′(TMB) − fˆh′(Xi) + yi (6.11)
where fˆh′(⋅) is the kernel-type estimator with its optimal smoothing parameter h′.
Figure 6.11 explains the unertainty level, whih represents the dierene between the
estimated power and the real measurement, given a NW estimator as an example. Figure
6.12 shows the maximum power in the TMB ondition estimated by the kernel density
method.
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lient no.5 : ross-validation result on the smoothing
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tion of the kernel estimation
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Figure 6.10: NW, LL, and LL2 regressors, indiating the relationship between the variation
of temperature and the lient's daily power onsumption
6.2.b Comparison with the BAGHEERA model
In this subsetion, we ompare the proposed nonparametri models with the BAGHEERA
model. Sine the objetive is to estimate the power onsumed in the TMB ondition, where
in our example there is no measurement, the performane riteria are hard to establish.
However, the auray of the model an be omputed in old weather onditions instead
of the TMB ondition. We believe that if the power is more aurately estimated in
the neighborhood of the TMB temperature by one model, this model ould possibly also
provide a more redible estimation in the TMB ondition.
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Figure 6.11: O-peak/on-peak option lient no.5 : presentation of unertainty of the red
irled sample. The dotted red urve represents the kernel estimation result of the rela-
tionship between power 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Figure 6.12: O-peak/on-peak option lient no.5 : maximum power estimation of weekday
loads. The points represent the heating season data brought to the TMB ondition.
More speially, the rst-year data are used to establish the models respetively. The
data of the seond year, when the temperature is inferior to 0
o
C, serve as the test data.
This latter orrespond to seventeen days, situated on the right side of the uto line as
illustrated in gure 6.10. As previously explained, the seond-year data are used as the
test data but not as the past year data, thus they do not partiipate to ompute the kernel
regression.
The results of the Sum Square Error (SSE) shown in the gure 6.13 are alulated on
a one-hour data base.
The results indiate that the three nonparametri estimators (NW, LL and LL2) give
a better estimation than BAGHEERA does on the test data. There are three plausible
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Figure 6.13: SSEs of the BAGHEERA estimator, NW, LL, and LL2 estimators on the test
data
explanations:
 one, the hypothesis on whih BAGHEERA is based, that the relationship between
temperature and power onsumption during old weather is linear, is not veried. Our
analysis aording to gure 6.11 argues that below a ertain temperature, the power
onsumption saturates, whih is loser to the reality. Sine very old temperatures
urge users to exploit their heating devies at maximum, assuming a linear relationship
between the power and temperature variation does not seem very appropriate.
 Two, the BAGHEERA model alulates its oeients with a group of lients. Hene,
its estimation on one individual lient may possibly be less aurate than a data-
driven individual estimation model.
 Three, through our 70 examples, we nd several lients misplaed in the groups
with the qualitative information: the observations in the data base show that the
qualitative information is not a satisfatory riterion for group disrimination. As a
matter of fat, relying on qualitative information to assign lients to dierent groups
an lead to assignment errors that impat the validity of the BAGHEERA model.
The dierene in SSE between the NW and the LL estimators is fairly small with this
example, as only one-year old-temperature data were used as the test data. In other
words, the LL estimator presents many advantages with respet to the NW estimator.
Nevertheless, the improvements with LL t do not neessarily produe a better tness load
funtion in our ase. We believe that sine near the TMB temperature the power funtion
is rather at, there is no neessity to try loal polynomial regressions of higher degree.
An adapted estimator, LL2, is also proposed. It isolates the area where sare samples
are olleted. As it ontinues the loal trend drawn by the redible data, in our example it
gives a slightly higher estimation than the other two nonparametri estimators. We believe
that with enough data, espeially with the arrival of smart meters, the NW and the LL
estimators an give aurate estimations in the TMB ondition. On the other hand, if we
do not have suient data, partiularly near the TMB region, it is better to adapt the LL2
estimator, whih gives more reliable estimation values for distribution network planning.
Sine our model is individualized and ompletely data-driven, ompared with the
BAGHEERAmodel and most of the pre-dened group methodologies, the proposed method-
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ology is more exible in faing new types of onsumption patterns. As a matter of fat,
pre-proessing steps suh as disrimination of lients in groups are omitted, leading to a
redued omputational omplexity. Sine the omputational time is short, the model an
be frequently updated. Thus, ompared with the BAGHEERA model, whose oeients
are updated every one or two years, the auray of the proposed estimation model is
guaranteed.
6.3 Validation study
In this setion, we validate our methodology by exploiting all the lients' data. Two study
ases are set up in order to hek the auray of the nonparametri estimators for the
median models. As explained, we have two-year reording load data of 35 o-peak/on
peak lients, in these studies, the rst-year data of the lient are used to build up models,
while the seond-year data are used as the test data.
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Figure 6.14: Study ases and senarios in the validation study
As explained in the subsetion 6.2.b, we aim at validating the models in the neigh-
borhood onditions of the TMB temperature, for the reason of sare samples olleted
in the TMB ondition. Figure 6.14 summarizes the designed study ases and senarios
in the validation study. The rst study ase is an extension of the example introdued
in subsetion 6.2.b, i.e., the test data being the seond-year data when the temperature
is inferior to zero degree. Two senarios are ompared: during the whole test period and
during the o-peak test period. The o-peak period is interesting for the validation study,
sine the peak loads mostly happen during this period.
Figures 6.15 and 6.16 show the omparison results of the two senarios. Only the
lients who have the oherent data during the two years are inluded in the study, i.e., the
rst year inferior to zero degree data and that of the seond year having the same mean
and standard deviation values proved by the statistial tests. In both senarios, most of
ases, the nonparametri estimators have a better preision than the BAGHEERA model,
ommitting less SSE.
As a matter of fat, regarding the rst study ase, the number of days in the test set
depends on the temperature variation of the test year. For instane, sometimes, only two
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Figure 6.15: Study ase no.1, senario 1: o-peak/on-peak option lients, omparison of
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Figure 6.16: Study ase no.1, senario 2: o-peak/on-peak option lients, omparison of
SSEs of BAGHEERA, NW, LL and LL2 estimators on the o-peak hours of the days below
0 degree during the seond year
days in the seond year are inferior to zero degree. As a result, in suh ases, we ompared
the estimators based on very few data, and the ompare results are far to be pertinent.
Therefore, in the seond study ase, we ompare the estimators on a 30 day database,
where the oldest temperatures ourred. Same as the rst study ase, only the lients
having the oherent data during the 30 oldest days are inluded. Figures 6.17 and 6.18
show the results on the whole test period and o-peak test period senarios. The results
indiate that the nonparametri estimators have a better preision.
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Figure 6.17: Study ase no.2, senario 1: o-peak/on-peak option lients, omparison of
SSEs of BAGHEERA, NW, LL and LL2 estimators on the 30 oldest days of the se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year data
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ase no.2, senario 2: o-peak/on-peak option lients, omparison of
SSEs of BAGHEERA, NW, LL and LL2 estimators on the o-peak hours of the 30 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days of the se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6.4 Disussion
In this setion, we open a disussion on the denition of the upper bound for planning
needs in distribution networks. First, we present some itations from the internal memo
reports of the Frenh eletriity ompany EDF. Next, we fous on the alulation of the
upper bound in our proposed method. In the end, we give some lues for the validation
study for both our proposed methods and the BAGHEERA model. The rst trial results
are shown. We hope that this disussion an help readers getting a better understanding
on the denition and the utilization of the upper-bound estimations. At the same time,
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we hope to attrat the attention of the load estimation model designers and the network
planners to the validity of the models.
6.4.a Citations of the upper-bound denitions in EDF reports
We have found the following itations in the internal memo reports of the Frenh eletriity
ompany EDF:
 [133℄: the new (BAGHEERA) model will provide the 10-minute maximum power
having a risk of γ being exeeded, for a given temperature. Furthermore, it will give,
for eah network setion and for a given temperature, one mean value estimation
and one variane estimation of the 24 powers averaged from 10-minute data for every
hour for the onerned group of lients.
2
 [132℄: thus, the network planer aepts to take a ertain risk γ, an arbitrary hoie.
The model results a power level Pγ , whih has the γ probability being exeeded.
The load model produes 48 powers required by eah load point, that the eletri
alulation takes into aount for the alulation of 48 voltage-drops and dedue
the maximum value. Thus, the assumption of the power synhronization an be
aneled.
3
 In [148℄, the risk (also alled margin) alulation in the BAGHEERA model is stated
in details.
The objetive of the BAGHEERA model indiated in [148℄ is to estimate the risk
of the atual power required by a group of lients exeeding the maximum power.
The quality of the network planning is measured by the maximum voltage-drop on
the MV feeder among 48 voltage-drops. The idea is to dene a planning power or
a power for a group of lients, whih must not be exeeded with a risk inferior to or
equal to 10%. 4
[148℄ shows the mathematial demonstration of the risk γ, and argues that:
∀T ≥ TMB, γ = p(P > Pthreshold) ≤ {α+(1−α)p(P > Pthreshold∣T = TMB)} (6.12)
where α = p(T < TMB) = 0.003. Sine α ≪ 1, we have γ= p(P > Pthreshold) ≈ p(P >
Pthreshold∣T = TMB), whih signies that the probability of the powers P exess the
2
Original sentenes in Frenh: Le nouveau modèle fournira, pour une température donnée, la puissane
10 minutes maximale ayant un risque γ d'être dépassée. En outre, il donnera pour haque tronçon de réseau
et pour une température donnée, une estimation de la moyenne et de la variane des 24 puissanes moyennes
10 minutes appelées heure par heure par l'ensemble des lients onernés.
3
Original sentenes in Frenh: Le planiateur aeptant don de prendre un ertain risque γ, résultat
de son arbitrage, le modèle lui donne un niveau de puissane Pγ qui a ette probabilité γ d'être dépassée.
Le modèle de harge produit 48 puissanes appelées par point de harge, que le alul életrique prend en
ompte pour aluler 48 hutes de tension et en déduire la valeur maximale. Il n'y a plus d'hypothèses sur
le synhronisme des puissanes.
4
Original sentenes in Frenh: Contexte: estimer le rique de dépassement de la puissane maximale
appelée par un groupe de lients. la qualité est appréiée par la hute de tension maximale sur le
départ, maximum des 48 hutes de tension horaires L'arbitrage se fait en dénissant ≪ une puissane de
planiation ≫ ou puissane d'un groupe de lients qui ne peut être dépassée qu'ave un risque inférieur
ou égal à 10%.
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power threshold Pthreshold equals to the probability of the powers exess the power
threshold under the TMB temperature, as long as attaining the TMB temperature
being a rare ourrene. In other words, the probability of going beyond a ertain
threshold power in all temperature onditions is equivalent to the probability of
going beyond the same threshold power in the TMB ondition, as the probability of
ourrene below the TMB temperature is near zero.
Next, in this report [148℄, the hourly model is built, they assume that for a given
temperature, a given day type and a same tari period (o-peak or on-peak period),
the average 10-minute power require by the lient in a same ategory follows a same
distribution.
Sine the distribution followed by one partiular lient's power is hard to be identied
as a known distribution, a group of lients' power in a given ategory is written as a
linear model:
Pc(t) =mc(t) + kγc σc(t) (6.13)
where mc(t) is the mean value of the power of the group of lients at time t, σc(t)
is the standard deviation of the power. k
γ
c is the oeient dierent from ategory
to ategory. Its value is estimated by bootstrapping method.
As a matter of fat, from the above itations, we an onlude that the required upper
bound is atually omposed by hourly values and the assumption that the power at the
same hour of the lients in the same ategory, at the same temperature, and for the same
day type, follows a same distribution is made in the BAGHEERA model. Thus, a 10% risk
is atually taken for every time step. In order to omply with the voltage-drop alulation
presented in the setion 5.3, detailed estimated power thresholds at every time step are
required, taking oinident eet into onsideration (subsetion 5.1.a). The denition of
the upper bound in the reports of EDF, in our opinion, should highlight that the 10% (γ)
risk is taken for every time step.
6.4.b Upper bound in the nonparametri models
The upper-bound estimation of our method is inspired by the BAGHEERA model. The
10% threshold power is alulated for every time step. After bring all the heating period
samples to the TMB ondition (gure 6.11), we assume that the hourly power onsumption
of a lient on a given day type follows a same distribution. Figure 6.19 shows the samples,
whih are extrapolated to the TMB ondition, being overlapped. The kernel density es-
timation (subsetion 6.1.d) is applied in order to alulate the 10% border for eah time
step
5
. In gure 6.19, P
(m)
median
,m = 1,⋯,48 stands for the estimated median value urve,
and P
(m)
threshold
,m = 1,⋯,48 stands for the estimated 10% upper-bound urve.
5
In order to be oherent with the Linky's sampling time, the time step herein is equal to 30 minutes,
whereas the output of the BAGHEERA model is on an hourly basis.
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Figure 6.19: 10% hourly power exess probability threshold and median value for every time
step (30 min/step) (e.g.: the O-peak/on-peak option lient no.5 ). Asterisks: estimated
powers under TMB ondition. Solid urve: estimated threshold powers, dotted urve:
estimated median powers.
6.4. Validation trial on the upper-bound estimation
Same to the median models (setion 6.3), we try to analyze the validity of the upper-
bound models by omparing some ritial values in the measurements, with the upper
bounds estimated by the BAGHEERA model and the nonparametri models. The rst-
year data is used as the learning data, building models, and the seond-year data is used
as the test set. The ritial values we hoose are the 2.5h data and the 0.03% data.
As explained in subsetion 5.3.b-i, theoretially, the power threshold that we dene is
in average exeeded during 2.5 hours, or 0.03% of a year's data. The test data, seond-
year 30-minute data are arranged in dereasing order, and the 5th largest is assigned as
the 2.5h data. The 0.03% data is orrespondent to the value alulated by the kernel
density estimation on the seond-year data. In gure 6.20, the BAGHEERA, the NW, the
LL, and the LL2, respetively orrespond to the most important values in the upper-bound
estimations with the rst-year data.
The ideal ase is that the four estimated upper bounds (obtained by the BAGHEERA,
the NW, the LL, and the LL2) are lose to the ritial measurement values. This means
that the estimations of the upper bound based on the rst-year data are ompatible with
the seond-year data. However, in gure 6.20, it is not often the ase. We an nd some
plausible explanations in their plots of power data.
Figure 6.21 plots the average daily power onsumption of lient no.22 during two years.
We an see from gure 6.20 that for lient no.22, the measurement ritial values of the
seond-year data are higher than output of any estimation model based on the rst-year
data. As stated in the rst two subsetions, the daily upper-bound estimation is omposed
by 24 (or 48 in models with 30-minute step time) mean average estimations and 24 (or
48 in models with 30-minute step time) risk (margin) estimations. The mean average
estimations are mainly dependent on the daily average, and the risk (margin) estimations
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Figure 6.21: Power onsumption of lient no.22 during two years (July 01, 2004 ∼ June
30, 2006). The vertial line separates the two-year period.
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are in lose relationship with the dispersion (unertainty) on every time-step. Thus, it is
easy to understand that beause of the inompatibility in the data, more speially, the
onsumption level of the rst year being muh lower than the seond year, the estimation
of the upper bound based on the rst-year data annot over the measurement ritial
values olleted in the seond year.
Let the lient no.17 be another example. We an see in gure 6.20 that the measurement
ritial values olleted in the seond year are smaller than the upper-bound estimations
provided by the 4 estimators. Figure 6.22 shows daily average power plot of lient no.17
during two suessive years. The rst-year onsumption level is slightly higher than the
seond year. Figure 6.23 illustrates the standard deviation values on every 30-minute. The
standard deviation value Sdm on time step m is dened suh that:
Sdm =
¿ÁÁÀ 1
K
K
∑
i=1
(Xi,m −X i)2 (6.14)
where Xi,m is a measurement olleted on the i-th day, m-th time step, K is the total
number of days partiipating to the alulation, and X i is the i-th daily average.
We an see in the gure 6.23 that the rst-year standard deviations are also slightly
higher than those of the seond year. Thus, both the higher daily average values and the
higher standard deviations result higher estimated values than the measurement ritial
values taken in the seond year.
Of ourse, here we presented the simplied explanations for the examples. A more
preise explanation takes into aount numerous fators applied in the onstitution of the
upper-bound estimation, suh as the orrelation between the daily average power and the
daily temperature, and the distribution followed by samples on eah time step, et. In
this subsetion, we aim at giving an idea for the validation of the upper-bound estimation.
Even though that the BAGHEERA model has been put into servie for more than 20
years, and that we an nearly say that the validity of the model is approved in pratie,
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Figure 6.22: Power onsumption of lient no.17 during two years (July 01, 2004 ∼ June
30, 2006). The vertial line separates the two-year period.
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Figure 6.23: 30-minute time step standard deviation(sd) of lient No.17
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we believe that for the optimal balane of the network seurity and the eonomi benee,
the question of the validation of the estimation model output should be raised.
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6.5 Conlusion and perspetive
This hapter presents a novel individual load estimation model based on nonparamet-
ri methods for power distribution network planning. Making no hypothesis on the load
funtion and being ompletely data-driven, the method is more objetive in providing
aurate maximum and minimum individual load estimations. Three dierent nonpara-
metri estimators are proposed, and the hoie of estimator under dierent data onditions
is disussed. The nonparametri models are ompared with the urrent industrial model
BAGHEERA on the test data. Validation study ases are designed and arried out for
the omparison of preisions of dierent estimators. We argue that our method is more
adapted and gives more reliable estimations. Disussion dediated to the upper-bound
estimations is brought up.
As presented in the subsetion 5.3.b-i, the threshold power has a 0.03% (0.3% attaining
TMB temperature and taking a 10% exess probability at TMB temperature) probability
being exeeded by the measurements. Therefore, without extrapolating data to the TMB
temperature, the problem an be onverted into the alulation of an extremal event, whih
inludes nding extreme values whose probability of ourrene is more extreme than any
sampled observation. Extreme value distribution an be determined based on sound math-
ematial prinipals, suh as the Generalized Extreme Value (GEV) distribution [149, 150℄,
Generalized Pareto Distribution (GPD) [151℄ and Quantile based methods (Hill's estimator
[152℄, Pikands estimator [153℄, Moment estimator [154℄, to name a few). Comparison then
is to be made among threshold powers obtained by dierent methods.
For further industrial implementation, however, more onsiderations need to be taken
into aount, suh as the feasibility of 35 million individual models on Frenh territory and
the frequeny to update these models, among others.

Chapter 7
General onlusion and perspetive
7.1 Conlusion
In this report, we takled two distint load model problems in distribution networks for
operation need and planning need. Reording detailed individual loads, the smart meters
in smart-grid ontext enable the design of the aurate foreast models on the LV level,
and the individual load estimation models.
Thus, after a rst general introdution in hapter 1, we divided the report into two
parts to answer respetively the two needs: hapters 2, 3, and 4 ontribute to the short-
term load foreasting issue in the need of network operation; hapters 5 and 6 deal with
the load estimation model in the need of network planning. Three models are developed,
and the validity of the models is tested with real measurements olleted in the Frenh
distribution networks.
In the rst part, we seleted the time series method from the lassial approah family
and the neural network method from the AI approah family after a thorough review of
the load foreasting literatures in hapter 2. These two methods are respetively depited
in hapters 3 and 4.
 The time series method divides the data into three parts: the trend, the yli om-
ponents, and the random errors. The rst two deterministi parts are designed into
parametri models. The trend model takes into aount the temperature, the time,
and the day types. The yli model is omposed of Fourrier omponents, whose
frequenies are found by the smoothed periodogram tehnique. The residual analysis
shows that there is hardly any possible amelioration on the foreasting results with
other lassial approah.
The weather unertainty results a derease in preision in the load foreasting model.
We showed that despite of the weather unertainty, our proposed time series model
still largely outperforms the referene model: the naive model.
 Having a universal approximation apaity and a great mapping apaity in dealing
with omplex nonlinear relationship, neural network an provide superior foreasting
performane to lassial methods [99℄. In most of works dediating in applying neural
networks to the short-term load foreast, it is delared that there is no onsistent
methodology for variable seletion for neural network model [106℄ and it is often
observed that hoies of the model are not systematially justied and the results are
not well ommented or not presented in a laried way [39, 28℄.
We fous on the methodology of model design, i.e., variable and model seletions,
for the neural network model. The variable seletion is based on the orthogonal
forward regression, ranking the variable andidates in the order of the pertinene
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to the predited load. The model seletion is based on the VLOO proess, whih
estimates the generalization apaity of the model. The load urve is deomposed
into the daily average power and the intraday power variation parts, in order to
redue the omplexity of the load model. The eieny of the seletion strategy is
proven with the real MV/LV substation loads.
In the seond part, we takled the individual load estimation model. After a review
of the load models applied in some ountries, and a detailed presentation of the load
estimation model of the Frenh DSO in hapter 5. We introdued the idea of building the
individualized load estimation model.
 A ompletely data-driven nonparametri model, making no prior hypothesis to the
relationship between load and variation of the temperature, is proposed in hapter
6. Three dierent nonparametri regressors are designed, for the dierent data on-
ditions. Validation study by omparing the estimation preision of the BAGHEERA
and the nonparametri models on the same data shows that the nonparametri es-
timators have a better preision than the BAGHEERA model. A disussion of the
denition of the unertainty threshold for the voltage-drop alulation is developed.
These three load models answer the total requests of the objetives desribed in hapter
1.
7.2 Perspetive
 The proposed short-term load foreasting models have a better preision than the
naive model. However, in terms of eieny and benet brought to the ADA fun-
tions, they are not yet quantied. Thus, further study of integrating the designed
load foreasting models to the ADA funtions an be oneived.
 The proposed neural network design methodology seems a very promising way for the
short-term load foreast, providing a more aurate load foreast than the time series
method. It an be extended to all types of load foreast, for instane, the reative
power. This rst study is quite satisfatory. However, some researh eorts are still
required for the following reasons:
In the dissertation, we have presented using the orthogonal forward regression for
the variable seletion of neural network model. I. Drezga and S. Rahman ommented
in their paper [106℄ that there is no onsistent methodology for determining relevant
variables for ANN based STLF. They explained that the neural network models
are designed for modeling nonlinear omplex funtions, whereas the input variables
are for most of the time seleted based on the linear or the loal-linear orrelation
oeients.
In our methodology, the seondary andidate variables are oneived in order to
take into aount the nonlinearity of the model. The seondary andidate variable
represents only the produt eet between two primary variables. Nevertheless, other
nonlinear ombination forms are ignored.
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Moreover, the risk of seleting one non eetive variable is estimated by the generation
of the probe variables. Due to the randomly shuing eet, the number of retained
variables with the same risk is varied in dierent trials.
Other input variable design methodologies, suh as the entropy analysis [115℄ and
phase-spae embedding tehnique [106℄ ould open some possible ways to improve
the eieny of the model.
Wrapper presented in the subsetion 4.3.a, on the other hand, being very omputa-
tional ostly, does not seem to perform well in our rst trials.
We have observed a delining preision in the foreasting results in Appendix D
over time. As a non-stationary proess, the foreasting model is suered from slow
hanges, beause of the gradual load growths [20℄, et. Therefore, the update fre-
queny for the model needs to be gured out in order to get the optimal performane.
 In subsetion 6.3, we have shown that the nonparametri model has a better preision
ompared to the BAGHEERA model on the mean value estimations. A disussion
was held, aiming to larify the denition of the upper bound, whose value(s) diretly
partiipate in the voltage-drop alulation. This disussion should be ontinued with
engineers in the DSO. The validation of the methodology for the upper bound
estimation is also a diult task. Sine few samples are reorded under the TMB
ondition during the two-year period [3℄, the 10% exess probability is hard to validate
with the real measurements. The proposed methodology needs to gain the validation
from the industrial implementation.
Today, large amount of renewable energy integrate to the eletrial network. Their
ourrenes hange the transits of the eletrial lines. They an be onsidered as negative
eletriity onsumptions to the network.
Dierent from the traditional power generations (nulear, fuel, and hydrogenation, et.),
these distributed renewable energies (mainly from wind, photovoltai, and biomass) so far
onneted to the eletriity distribution systems are intermittent, very dependent to the
weather onditions and an hange instantly [155℄. The auray of the foreast for these
power generations depend more on the quality of the foreasted inuene fators than on
the eieny of the preditive algorithm.
The inuene fators for the photovoltai energy for instane depend diretly on the
loud overing, the solar radiation, and the temperature [156℄. Other parameters suh
as the wind, the rain and the snow indiretly impat the photovoltai energy generation
[155℄. The great hallenge is the aurate predition on the loud overing based on some
omplex physial proess, sine it is muh more diult to predit than the mean daily
temperature. The wind power generation on the other hand, depend mainly the wind fore,
the diretion, geography situation and the type of the wind turbine. The predition of the
inuene parameters is beyond sope of this dissertation.
In order to orretly arry out the voltage-drop alulation for the operation need and
for the planning need, the renewable power generations need to be predited. Two ways
are possible:
 a preditive model dediated to the power generation
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 a model that predits the aggregated value of the generation and onsumption
Most of researhes onentrate on the rst trak. There are mainly three ategories
of models for the power generation preditive model: based on a physial model, on a
statistial model or on a hybrid model that ombines the advantages of the two previous
ones [155℄. The methods are similar to that of the load foreasting [155, 157, 158℄.
We suggest two models developed in this dissertation, the neural network model and
the nonparametri model to reply the demand in the seond way. Beause of the good
learning ability of the neural network model, if the inuene fators are properly handled,
it is apable to map the omplex nonlinear relationship between inputs and outputs. In
this ase, the output of the model would be the foreast of the dierene between power
prodution and eletriity onsumption. The variable and the model seletion strategies
(setions 4.3.a and 4.3.b) an be easily implemented. Regarding the nonparametri model,
making no priori hypothesis on the load funtion and being ompletely data driven, an
be easily applied to the situation with the integration of the renewable power generations.
For future work, real onsumption and power generation data should be tested on these
two models.
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Appendix A
Time series model's result summary
The foreasting results of the time series method on the dierent MV/LV substations are
shown (table A.1, A.2) during the period from September 16, 2009 to Otober 27, 2010.
Table A.1: MV/LV substations, foreasting results: omparison between the naive model
and the omplete Time Series (TS) model of one-day-ahead foreasts.
Substation
Naive model TS model
MAPE(%)/MAE (kW) MAPE(%)/MAE (kW)
VI_PAU(to June 29, 2010) 13.8/10.92 11.5/8.91
CE_MOU 17.1/4.12 15.1/3.65
CE_CHA 16.0/3.77 14.5/3.34
CE_CER 12.7/8.28 11.7/ 7.29
VI_PRI 13.3/8.66 11.5/7.18
VI_LOG (January 3, 2010 to Oto-
ber 26, 2010)
18.9/8.82 16.4/7.12
Table A.2: MV/LV substations, foreasting results: omparison between the naive model
and the omplete Time Series (TS) model of two-day-ahead foreasts.
Substation
Naive model TS model
MAPE(%)/MAE (kW) MAPE(%)/MAE (kW)
VI_PAU(to June 30, 2010) 16.2/13.17 12.8/10.25
CE_MOU 18.9/4.70 17.09/4.29
CE_CHA 18.7/4.57 16.3/3.86
CE_CER 14.9/10.05 13.2/8.53
VI_PRI 15.8/10.82 12.9/8.48
VI_LOG (January 4, 2010 to Oto-
ber 27, 2010)
18.9/8.82 16.6/7.23
The foreasting results of the time series method on the dierent MV feeders are shown
(table A.3, A.4) during the period from September 16, 2009 to September 22, 2010. Due to
the data missing in the MV feeder's data set, the results are given in disontinued periods.
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Table A.3: MV feeders, foreasting results: omparison between the naive model and the
omplete Time Series (TS) model of one-day-ahead foreasts.
Feeder
period Naive model TS model
MAPE(%)/MAE (kW) MAPE(%)/MAE (kW)
AL Sept.16, 2009∼ Sept.21, 2010 9.7/157.26 9.3/145.84
VI
Sept.16, 2009∼ Feb. 26, 2010 10.8/164.97 7.8/124.14
Apr.1, 2010∼ Jun.30, 2010 12.2/125.98 10.7/101.93
Jul.14, 2010∼ Sept.21, 2010 10.5/88.70 8.5/70.70
CL
Sept.16, 2009∼ Feb. 23, 2010 13.4/179.39 10.8/145.38
Mar.9, 2010∼ Sept.21, 2010 16.7/166.48 12.3/119.94
CE
Sept.16, 2009∼ Feb. 26, 2010 13.2/386.80 9.9/299.83
Apr.1, 2010∼ Jun.30, 2010 15.3/312.88 13.6/265.56
Jul.24, 2010∼ Sept.21, 2010 15.4/270.57 11.6/197.94
Table A.4: MV feeders, foreasting results: omparison between the naive model and the
omplete Time Series (TS) model of two-day-ahead foreasts.
Feeder
period Naive model TS model
MAPE(%)/MAE (kW) MAPE(%)/MAE (kW)
AL Sept.17, 2009∼ Sept.22, 2010 13.3/214.61 10.7/171.48
VI
Sept.17, 2009∼ Feb. 27, 2010 16.0/243.88 9.2/149.25
Apr.2, 2010∼ Jul.1, 2010 18.8/188.02 12.3/116.14
Jul.14, 2010∼ Sept.22, 2010 15.0/125.80 9.7/79.90
CL
Sept.17, 2009∼ Feb. 24, 2010 20.0/264.68 12.7/173.69
Mar.10, 2010∼ Sept.22, 2010 25.8/248.50 14.6/140.92
CE
Sept.17, 2009∼ Feb. 27, 2010 19.9/570.99 12.0/365.20
Apr.2, 2010∼ Jul.1, 2010 24.6/490.67 15.0/289.31
Jul.25, 2010∼ Sept.22, 2010 23.9/419.01 13.5/225.45
Appendix B
Binary hypothesis test
Hypothesis test is one of the most important tools in the statisti appliations. Deisions
are often required to make after arrying out binary hypothesis tests on the sample based
information.
In a general ase, people formulate two omplementary hypothesis on the studied pop-
ulation: null hypothesis and alternative hypothesis. Null hypothesis denoted by H0 often
states that there's no dierene between the proedures. The alternative hypothesis de-
noted by HA on the other hand, supposes that there are dierenes between the examined
proedures.
 KPSS test
In the KPSS tests, the null hypothesis states that an observable time series is sta-
tionary around a deterministi trend. Let Xt, t = 1,2,⋯,N be the observed series,
it is deomposed into the sum of a deterministi trend βt, a random walk γt and a
stationary error ǫt, suh that:
Xt = γt + βt + ǫt
The random walk γt = γt−1+µt, where µt is an independent and identially distributed
(i.i.d.) Gaussian distribution N(0, σ2µ). To test the stationarity of Xt around the
deterministi trend βt, the null hypothesis H0 is set as σ
2
µ = 0. It means that the
random walk γt is stationary against the alternative hypothesis HA: σ
2
µ > 0.
The deision of whether or not we aept H0 is made by omparing a alulated
p-value with a predened type I error. The bigger the p-value is, the greater hane
that we aept H0. The onsisteny is measured by alulating the probability of
getting the test statisti value greater than the observed value from our sample data,
assuming the H0 is true [159℄. The type I error symbolizes the false rejetion of the
null hypothesis H0. Conventionally, 5% is hosen as the type I error (also known
as the signiane level), whih orresponds to 1 in 20 hanes being wrong. Based
upon the sample distribution of the estimator for the parameter, the ritial value
is obtained by using the probability tables. The aeptane region and the rejetion
region are dened by the ritial value. Results of the KPSS test on the trend removal
series is presented as follows:
KPSS Test for Level Stationarity data: trend removal onsumption data
KPSS Level = 0.147, Trunation lag parameter = 32, p-value = 0.1
Message d'avis :
In kpss.test (Wt) : p-value greater than printed p-value
p-value greater than printed p-value, whih ertiates the stationary of the series.
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 ADF test
ADF test is a test for a unit root in a time series sample. The tests are based on the
following three regression forms:
1. Without onstant and trend ∆Xt = δXt−1 +∑pi=1αi∆Xt−i + ǫt
2. With onstant ∆Xt = α + δXt−1 +∑pi=1 αi∆Xt−i + ǫt
3. With onstant and trend ∆Xt = α + βt + δXt−1 + ǫt
where Xt is the studied series, and ∆ represents the dierene operator. The number
of maximum lags p is determined by minimizing the Bayesian information riterion
(BIC) [160℄ or Akaike information riterion (AIC) [161℄. Parameters {α,β, δ,αi} are
omputed with OLS. ǫt orresponds to the random error.
The null hypothesis of the ADF test is δ = 0 (The data needs to be dierened to
be stationary) versus the alternative hypothesis δ < 0 (The data is stationary). An
example of ADF test is given below:
Augmented Dikey-Fuller Test
data: trend removal onsumption data
Dikey-Fuller = -22.1512, Lag order = 26, p-value = 0.01
alternative hypothesis: stationary
Message d'avis :
In adf.test (Wt) : p-value smaller than printed p-value
p-value smaller than printed p-value, whih onrms that the data is stationary.
Appendix C
Example of ANOVA nullity test
Suppose that we have the following equation:
Wt = c1 cos(2πω1t) + s1 sin(2πω1t) + c2 cos(2πω2t) + s2 sin(2πω2t)
+ c3 cos(2πω3t) + s3 sin(2πω3t) + c4 cos(2πω4t) + s4 sin(2πω4t) (C.1)
The ANOVA nullity test an be applied on the estimated parameters ci, si(i = 1,⋯,4) to
hek if eah regression part is signiant for the response variable. The following shows
the output of the test in R environment:
Analysis of Variane Table
Response: Trend removal data
Df Sum Sq Mean Sq F value Pr(>F)
1 1 4.8271e+10 4.8271e+10 392.9564 <2.2e-16 ∗ ∗ ∗
s1 1 3.1526e+07 3.1526e+07 0.2566 0.612450
2 1 1.3067e+10 1.3067e+10 106.3697 <2.2e-16 ∗ ∗ ∗
s2 1 1.1836e+09 1.1836e+09 9.6355 0.001913 ∗∗
3 1 1.8030e+11 1.8030e+11 1467.7810 <2.2e-16 ∗ ∗ ∗
s3 1 8.7868e+09 8.7868e+09 71.5296 <2.2e-16 ∗ ∗ ∗
4 1 1.1978e+11 1.1978e+11 975.0600 <2.2e-16 ∗ ∗ ∗
s4 1 6.6406e+09 6.6406e+09 54.0584 2.072e-13 ∗ ∗ ∗
Residuals 12087 1.4848e+12 1.2284e+08
− − −
Signif.odes: 0 `∗ ∗ ∗' 0.001`∗∗' 0.01`∗' 0.05`.' 0.1`' 1
The analysis of variane table is organized in lines, eah of whih denotes the variation
assigned to every regression part. In our example, there are 8 regression parts and one
residual part. The Df in the table stands for degree of freedom. Every independent
input/output vetor that partiipates for the model estimation is ounted as one Df. In the
regression model, eah regression part oupies one degree of freedom, and the residuals
keep all the rest of the Df of the data set. In this example, we have 12087 Df on the
residuals, plus 8 Df, and we must also ount 1 for the interept part. Thus the number of
input/output examples for the estimation use is 12096 (12087+8+1). Sum Sq denotes
the sum of square, whih represents the sum of squared deviations. Mean Sq denotes
the mean of square, whih is an estimator of average squared error between the estimated
value and the real value. These two terms indiate how where the orrespondent regression
part explain the variability of the nal observations. The greater value they are, the bigger
variability the orrespondent regression part explains.
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The F value is the ratio between Mean sq of regression part and Mean sq of the residual.
As a matter of fat, for eah line, we ompare the variability explained by the regression
part with the one explained by the residuals. H0 is set up as: There's no dierene between
Mean sq of regression part and that of the residuals. The alternative hypothesis HA on the
other hand denes that there are dierenes in means, so the regression part is signiant
to the response variable. The ritial value an be found in the F distribution table with
a give α level, the Df of the regression part and the residuals'. In our example, the ritial
value is F0.05;8,12087 = 1.94.
The p-value represents the probability that we aept H0. In a word, the greater the F
value is, the smaller the p-value will be. This later signies that H0 has a greater possibility
to be rejeted. In the software R, the signiane is both expressed by the p-value and
asterisks. The result is agged with∗, when p-value is less than 0.05, with ∗∗, when
p-value is less than 0.01, and with three ∗ ∗ ∗, when p-value is less than 0.001.
The ANOVA table in our example indiates that the s1 regression part is not signif-
iant for the variability of the studied variable. As a result, the regression equation C.1 to
the ANOVA nullity test is adjusted as:
Wt = c1 cos(2πω1t) + c2 cos(2πω2t) + s2 sin(2πω2t)
+ c3 cos(2πω3t) + s3 sin(2πω3t) + c4 cos(2πω4t) + s4 sin(2πω4t) (C.2)
Appendix D
Comparison results of naive model, time series
model and neural network model
In this appendix, we ompare the detailed results of three models. Results on CE_MOU
and CE_FRO substations are shown. The rst one is a substation onstituted mainly by
residential lients. The other one is a substation that only supplies to an industrial lient.
Lak of information, time series model is not suitable for the industrial substation short-
term foreast. Therefore, for substation CE_FRO, the omparison is made only between
naive model and neural network model. The entire available data for this study is from
September 9, 2009 to April 5, 2012 (940 days). We applied the maximum data in this study
sine that we wanted to show the performane of the models over time and to support the
disussion on the update frequeny of the neural network model in hapter 4. The testing
period an only begin one year after the beginning of the available data for onsidering
that the neural network model takes one-year period as the learning data. The testing
period is from September 16, 2010 to April 5, 2012 (568 days).
As explained in hapter IV that with dierent risks taken in seleting one non eetive
variable an lead to dierent number of variables to both the daily average power model
and the intraday power variation model. We have also explained in hapter 4 that even
with the same risk taken, beause of the random shuing eet in reating the probe
variables, the variable numbers of dierent trials an be varying. We present the result on
the substation CE_MOU in the following:
1. 0% risk for the average power model and the 20 top ranking variables for the power
variation model
Table D.1: 6 variables for the daily average power model and 19 variables for the
intraday power variation model. NM, TS, and NN respetively stand for Naive
model, Time Series model, and Neural Network model. PH stands for Publi Holi-
day(s).
MAE (kW) MAPE (%)
NM TS NN NM TS NN
Sept. 2010 (15 days) 3.33 2.73 2.89 22.9 18.0 21.2
Ot. 2010 4.09 3.41 3.16 18.0 15.2 14.7
Nov. 2010 5.13 4.79 3.77 13.3 12.3 10.1
Nov. 2010 (without PH) 5.14 4.64 3.61 13.2 11.7 9.7
De. 2010 5.27 4.48 4.09 8.3 7.1 6.6
De. 2010 (without PH) 5.19 4.44 4.13 8.3 7.1 6.7
Jan. 2011 5.12 4.57 3.97 9.1 8.1 7.2
Jan. 2011 (without PH) 5.10 4.55 3.99 9.1 8.1 7.2
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MAE (kW) MAPE (%)
NM TS NN NM TS NN
Feb. 2011 5.17 4.27 3.79 10.9 8.8 8.2
Mar. 2011 4.79 4.13 3.73 13.3 11.3 10.3
Apr. 2011 3.38 3.19 2.92 18.7 17.5 17.5
Apr. 2011 (without PH) 3.39 3.23 2.94 18.4 17.4 17.3
May 2011 2.66 2.25 2.66 19.8 16.7 22.1
May 2011 (without PH) 2.57 2.23 2.60 19.1 16.3 21.6
June 2011 3.02 2.69 2.61 22.8 20.3 19.8
June 2011 (without PH) 2.98 2.68 2.64 22.5 20.4 20.1
July 2011 2.52 2.20 2.02 20.0 17.6 16.0
July 2011 (without PH) 2.38 2.19 2.15 19.4 17.8 17.4
Aug. 2011 3.06 2.72 2.46 25.4 23.1 20.5
Aug. 2011 (without PH) 3.05 2.72 2.48 25.1 22.9 20.6
Sept. 2011 2.75 2.36 2.28 21.7 18.8 18.6
Ot. 2011 3.61 2.93 3.17 19.2 16.5 19.0
Nov. 2011 4.40 3.53 3.81 15.8 12.9 14.2
Nov. 2011 (without PH) 4.40 3.49 3.82 15.7 12.7 14.2
De. 2011 4.59 3.76 4.27 10.7 8.7 10.4
De. 2011 (without PH) 4.71 3.79 4.21 11.0 8.8 10.3
Jan. 2012 4.84 4.05 4.29 10.2 8.6 9.6
Jan. 2012 (without PH) 4.85 4.04 4.32 10.2 8.6 9.6
Feb. 2012 4.73 4.89 4.44 9.2 9.7 9.1
Mar. 2012 4.80 4.29 3.80 15.1 13.8 12.4
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
4.80 4.16 3.68 12.9 11.0 10.5
Sept. 16, 2010 ∼Apr. 05, 2012
(Total 568 days)
4.09 3.56 3.55 15.9 13.8 13.9
2. 0% risk for the average power model and the 30 top ranking variables for the power
variation model
Table D.2: 6 variables for the daily average power model and 23 variables for the
intraday power variation model
MAE (kW) MAPE (%)
NM TS NN NM TS NN
Sept. 2010 (15 days) 3.33 2.73 2.93 22.9 18.0 21.5
Ot. 2010 4.09 3.41 3.15 18.0 15.2 14.7
Nov. 2010 5.13 4.79 3.77 13.3 12.3 10.1
Nov. 2010 (without PH) 5.14 4.64 3.63 13.2 11.7 9.6
De. 2010 5.27 4.48 4.06 8.3 7.1 6.6
De. 2010 (without PH) 5.19 4.44 4.10 8.3 7.1 6.7
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MAE (kW) MAPE (%)
NM TS NN NM TS NN
Jan. 2011 5.12 4.57 3.95 9.1 8.1 7.2
Jan. 2011 (without PH) 5.10 4.55 3.96 9.1 8.1 7.2
Feb. 2011 5.17 4.27 3.72 10.9 8.8 8.5
Mar. 2011 4.79 4.13 3.79 13.3 11.3 10.5
Apr. 2011 3.38 3.19 2.79 18.7 17.5 16.5
Apr. 2011 (without PH) 3.39 3.23 2.81 18.4 17.4 16.4
May 2011 2.66 2.25 2.60 19.8 16.7 21.6
May 2011 (without PH) 2.57 2.23 2.54 19.1 16.3 21.1
June 2011 3.02 2.69 2.70 22.8 20.3 20.7
June 2011 (without PH) 2.98 2.68 2.73 22.5 20.4 21.0
July 2011 2.52 2.20 2.09 20.0 17.6 16.8
July 2011 (without PH) 2.38 2.19 2.22 19.4 17.8 18.2
Aug. 2011 3.06 2.72 2.52 25.4 23.1 20.9
Aug. 2011 (without PH) 3.05 2.72 2.53 25.1 22.9 20.8
Sept. 2011 2.75 2.36 2.23 21.7 18.8 18.0
Ot. 2011 3.61 2.93 3.12 19.2 16.5 18.7
Nov. 2011 4.40 3.53 3.83 15.8 12.9 14.2
Nov. 2011 (without PH) 4.40 3.49 3.85 15.7 12.7 14.3
De. 2011 4.59 3.76 4.32 10.7 8.7 10.5
De. 2011 (without PH) 4.71 3.79 4.27 11.0 8.8 10.5
Jan. 2012 4.84 4.05 4.53 10.2 8.6 10.2
Jan. 2012 (without PH) 4.85 4.04 4.56 10.2 8.6 10.3
Feb. 2012 4.73 4.89 4.32 9.2 9.7 9.0
Mar. 2012 4.80 4.29 3.86 15.1 13.8 12.6
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
4.80 4.16 3.69 12.9 11.0 10.5
Sept. 16, 2010 ∼Apr. 05, 2012
(Total 568 days)
4.09 3.56 3.41 15.9 13.8 14.0
3. 0% risk both for the average power model and for the power variation model
Table D.3: 6 variables for the daily average power model and 40 variables for the
intraday power variation model
MAE (kW) MAPE (%)
NM TS NN NM TS NN
Sept. 2010 (15 days) 3.33 2.73 2.84 22.9 18.0 20.9
Ot. 2010 4.09 3.41 2.99 18.0 15.2 13.8
Nov. 2010 5.13 4.79 3.56 13.3 12.3 9.5
Nov. 2010 (without PH) 5.14 4.64 3.43 13.2 11.7 9.1
De. 2010 5.27 4.48 3.92 8.3 7.1 6.3
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MAE (kW) MAPE (%)
NM TS NN NM TS NN
De. 2010 (without PH) 5.19 4.44 3.98 8.3 7.1 6.4
Jan. 2011 5.12 4.57 3.88 9.1 8.1 7.1
Jan. 2011 (without PH) 5.10 4.55 3.89 9.1 8.1 7.1
Feb., 2011 5.17 4.27 4.15 10.9 8.8 9.0
Mar. 2011 4.79 4.13 3.98 13.3 11.3 11.2
Apr. 2011 3.38 3.19 2.91 18.7 17.5 17.4
Apr. 2011 (without PH) 3.39 3.23 2.91 18.4 17.4 17.1
May 2011 2.66 2.25 2.70 19.8 16.7 22.5
May 2011 (without PH) 2.57 2.23 2.60 19.1 16.3 21.7
June 2011 3.02 2.69 2.72 22.8 20.3 20.7
June 2011 (without PH) 2.98 2.68 2.74 22.5 20.4 21.0
July 2011 2.52 2.20 2.06 20.0 17.6 16.4
July 2011 (without PH) 2.38 2.19 2.25 19.4 17.8 18.2
Aug. 2011 3.06 2.72 2.58 25.4 23.1 21.2
Aug. 2011 (without PH) 3.05 2.72 2.60 25.1 22.9 21.3
Sept. 2011 2.75 2.36 2.15 21.7 18.8 17.7
Ot. 2011 3.61 2.93 3.09 19.2 16.5 18.9
Nov. 2011 4.40 3.53 3.84 15.8 12.9 14.3
Nov. 2011 (without PH) 4.40 3.49 3.87 15.7 12.7 14.4
De. 2011 4.59 3.76 4.55 10.7 8.7 11.1
De. 2011 (without PH) 4.71 3.79 4.52 11.0 8.8 11.1
Jan. 2012 4.84 4.05 4.83 10.2 8.6 10.8
Jan. 2012 (without PH) 4.85 4.04 4.84 10.2 8.6 10.9
Feb. 2012 4.73 4.89 4.32 9.2 9.7 9.0
Mar. 2012 4.80 4.29 4.07 15.1 13.8 13.3
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
4.80 4.16 3.62 12.9 11.0 10.2
Sept. 16, 2010∼ Apr. 05, 2012
(Total 568 days)
4.09 3.56 3.45 15.9 13.8 14.2
4. 5% risk for the average power model and 0% risk for the power variation model
Table D.4: 10 variables for the daily average power model and 37 variables for the
intraday power variation model
MAE (kW) MAPE (%)
NM TS NN NM TS NN
Sept. 2010 (15 days) 3.33 2.73 2.81 22.9 18.0 20.7
Ot. 2010 4.09 3.41 3.23 18.0 15.2 14.7
Nov. 2010 5.13 4.79 3.56 13.3 12.3 9.6
Nov. 2010 (without PH) 5.14 4.64 3.42 13.2 11.7 9.1
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MAE (kW) MAPE (%)
NM TS NN NM TS NN
De. 2010 5.27 4.48 3.88 8.3 7.1 6.2
De. 2010 (without PH) 5.19 4.44 3.90 8.3 7.1 6.3
Jan. 2011 5.12 4.57 3.88 9.1 8.1 7.1
Jan. 2011 (without PH) 5.10 4.55 3.91 9.1 8.1 7.1
Feb. 2011 5.17 4.27 3.72 10.9 8.8 8.0
Mar. 2011 4.79 4.13 3.83 13.3 11.3 10.8
Apr. 2011 3.38 3.19 2.98 18.7 17.5 17.8
Apr. 2011 (without PH) 3.39 3.23 2.98 18.4 17.4 17.5
May 2011 2.66 2.25 2.64 19.8 16.7 21.9
May 2011 (without PH) 2.57 2.23 2.55 19.1 16.3 21.1
June 2011 3.02 2.69 2.62 22.8 20.3 20.2
June 2011 (without PH) 2.98 2.68 2.63 22.5 20.4 20.3
July 2011 2.52 2.20 2.11 20.0 17.6 17.0
July 2011 (without PH) 2.38 2.19 2.19 19.4 17.8 18.0
Aug. 2011 3.06 2.72 2.60 25.4 23.1 22.3
Aug. 2011 (without PH) 3.05 2.72 2.60 25.1 22.9 22.2
Sept. 2011 2.75 2.36 2.33 21.7 18.8 19.6
Ot. 2011 3.61 2.93 3.25 19.2 16.5 20.3
Nov. 2011 4.40 3.53 4.11 15.8 12.9 15.6
Nov. 2011 (without PH) 4.40 3.49 4.17 15.7 12.7 15.7
De. 2011 4.59 3.76 4.73 10.7 8.7 11.7
De. 2011 (without PH) 4.71 3.79 4.68 11.0 8.8 11.6
Jan. 2012 4.84 4.05 5.33 10.2 8.6 12.1
Jan. 2012 (without PH) 4.85 4.04 5.35 10.2 8.6 12.2
Feb. 2012 4.73 4.89 4.43 9.2 9.7 9.4
Mar. 2012 4.80 4.29 4.20 15.1 13.8 14.1
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
4.80 4.16 3.58 12.9 11.0 10.2
Sept. 16, 2010 ∼Apr. 05, 2012
(Total 568 days)
4.09 3.56 3.50 15.9 13.8 14.6
5. 10% risk for the average power model and 0% risk for the power variation model
Table D.5: 10 variables for the daily average power model and 37 variables for the
intraday power variation model
MAE (kW) MAPE (%)
NM TS NN NM TS NN
Sept. 2010 (15 days) 3.33 2.73 2.78 22.9 18.0 20.6
Ot. 2010 4.09 3.41 3.20 18.0 15.2 14.8
Nov. 2010 5.13 4.79 3.53 13.3 12.3 9.5
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MAE (kW) MAPE (%)
NM TS NN NM TS NN
Nov. 2010 (without PH) 5.14 4.64 3.37 13.2 11.7 8.9
De. 2010 5.27 4.48 3.81 8.3 7.1 6.2
De. 2010 (without PH) 5.19 4.44 3.85 8.3 7.1 6.2
Jan. 2011 5.12 4.57 3.81 9.1 8.1 6.9
Jan. 2011 (without PH) 5.10 4.55 3.82 9.1 8.1 7.0
Feb. 2011 5.17 4.27 3.70 10.9 8.8 8.0
Mar. 2011 4.79 4.13 3.83 13.3 11.3 10.7
Apr. 2011 3.38 3.19 2.94 18.7 17.5 17.6
Apr. 2011 (without PH) 3.39 3.23 2.93 18.4 17.4 17.2
May 2011 2.66 2.25 2.62 19.8 16.7 21.5
May 2011 (without PH) 2.57 2.23 2.52 19.1 16.3 20.6
June 2011 3.02 2.69 2.67 22.8 20.3 20.6
June 2011 (without PH) 2.98 2.68 2.69 22.5 20.4 20.9
July 2011 2.52 2.20 2.14 20.0 17.6 16.8
July 2011 (without PH) 2.38 2.19 2.25 19.4 17.8 18.3
Aug. 2011 3.06 2.72 2.52 25.4 23.1 21.1
Aug. 2011 (without PH) 3.05 2.72 2.53 25.1 22.9 21.1
Sept. 2011 2.75 2.36 2.32 21.7 18.8 19.3
Ot. 2011 3.61 2.93 3.14 19.2 16.5 29.5
Nov. 2011 4.40 3.53 3.94 15.8 12.9 14.8
Nov. 2011 (without PH) 4.40 3.49 4.01 15.7 12.7 14.8
De. 2011 4.59 3.76 4.56 10.7 8.7 11.1
De. 2011 (without PH) 4.71 3.79 4.48 11.0 8.8 11.0
Jan. 2012 4.84 4.05 5.13 10.2 8.6 11.7
Jan. 2012 (without PH) 4.85 4.04 5.14 10.2 8.6 11.7
Feb. 2012 4.73 4.89 4.56 9.2 9.7 9.7
Mar. 2012 4.80 4.29 4.19 15.1 13.8 14.1
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
4.80 4.16 3.53 12.9 11.0 10.1
Sept. 16, 2010 ∼Apr. 05, 2012
(Total 568 days)
4.09 3.56 3.46 15.9 13.8 14.3
6. 50% risk for the average power model and 0% risk for the power variation model
Table D.6: 24 variables for the daily average power model and 32 variables for the
intraday power variation model.
MAE (kW) MAPE (%)
NM TS NN NM TS NN
Sept. 2010 (15 days) 3.33 2.73 2.80 22.9 18.0 20.3
Ot. 2010 4.09 3.41 3.01 18.0 15.2 13.8
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MAE (kW) MAPE (%)
NM TS NN NM TS NN
Nov. 2010 5.13 4.79 3.31 13.3 12.3 9.1
Nov. 2010 (without PH) 5.14 4.64 3.21 13.2 11.7 8.7
De. 2010 5.27 4.48 3.81 8.3 7.1 6.0
De. 2010 (without PH) 5.19 4.44 3.86 8.3 7.1 6.1
Jan. 2011 5.12 4.57 4.16 9.1 8.1 7.7
Jan. 2011 (without PH) 5.10 4.55 4.15 9.1 8.1 7.7
Feb. 2011 5.17 4.27 4.63 10.9 8.8 10.2
Mar. 2011 4.79 4.13 3.97 13.3 11.3 11.5
Apr. 2011 3.38 3.19 2.61 18.7 17.5 15.1
Apr. 2011 (without PH) 3.39 3.23 2.60 18.4 17.4 14.8
May 2011 2.66 2.25 2.35 19.8 16.7 18.4
May 2011 (without PH) 2.57 2.23 2.24 19.1 16.3 17.4
June 2011 3.02 2.69 2.55 22.8 20.3 19.5
June 2011 (without PH) 2.98 2.68 2.56 22.5 20.4 19.8
July 2011 2.52 2.20 2.05 20.0 17.6 16.6
July 2011 (without PH) 2.38 2.19 2.21 19.4 17.8 18.3
Aug. 2011 3.06 2.72 2.50 25.4 23.1 20.6
Aug. 2011 (without PH) 3.05 2.72 2.51 25.1 22.9 20.7
Sept. 2011 2.75 2.36 2.21 21.7 18.8 17.8
Ot. 2011 3.61 2.93 3.02 19.2 16.5 18.1
Nov. 2011 4.40 3.53 4.61 15.8 12.9 17.5
Nov. 2011 (without PH) 4.40 3.49 4.67 15.7 12.7 17.7
De. 2011 4.59 3.76 5.56 10.7 8.7 13.7
De. 2011 (without PH) 4.71 3.79 4.48 11.0 8.8 13.6
Jan. 2012 4.84 4.05 6.84 10.2 8.6 15.5
Jan. 2012 (without PH) 4.85 4.04 6.87 10.2 8.6 15.6
Feb. 2012 4.73 4.89 5.89 9.2 9.7 12.3
Mar. 2012 4.80 4.29 5.13 15.1 13.8 17.0
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
4.80 4.16 3.68 12.9 11.0 10.3
Sept. 16, 2010 ∼Apr. 05, 2012
(Total 568 days)
4.09 3.56 3.75 15.9 13.8 14.7
Table D.7 shows the omparison results in months of the industrial substation CE_FRO
during the testing period. Notie that the NN model has a muh better preision than the
naive model.
168 D. Comparison results of naive model, time series model and neural network model
Table D.7: Substation CE_FRO : 14 variables for the daily average power model and 28
variables for the intraday power variation model.
MAE (kW) MAPE (%)
NM NN NM NN
Sept. 2010 (15 days) 88.57 74.81 18.3 15.8
Ot. 2010 100.38 74.31 20.2 15.5
Nov. 2010 104.30 70.39 21.8 15.1
Nov. 2010 (without PH) 94.40 70.10 18.6 14.7
De. 2010 112.23 85.90 23.1 17.3
De.2010 (without PH) 113.81 88.01 22.1 17.3
Jan. 2011 93.31 72.81 18.2 14.4
Jan. 2011 (without PH) 94.85 72.82 18.3 14.2
Feb. 2011 91.92 71.58 18.4 14.9
Mar. 2011 63.28 68.47 12.2 13.2
Apr. 2011 106.71 83.88 24.9 21.0
Apr. 2011 (without PH) 103.21 82.31 22.2 19.2
May 2011 116.65 87.78 23.7 18.8
May 2011 (without PH) 118.36 89.14 23.5 18.6
June 2011 143.22 94.54 36.5 25.6
June 2011 (without PH) 129.98 89.26 28.0 21.5
July 2011 129.87 93.34 31.2 23.3
July 2011 (without PH) 108.85 84.79 21.7 19.0
Aug. 2011 131.44 95.40 28.8 21.7
Aug. 2011 (without PH) 123.39 93.20 24.7 20.2
Sept. 2011 90.44 78.83 19.1 18.4
Ot. 2011 99.07 82.08 23.0 21.1
Nov. 2011 138.16 84.07 32.3 21.2
Nov. 2011 (without PH) 123.05 77.91 23.2 17.1
De. 2011 94.41 80.97 22.5 19.91
De. 2011 (without PH) 98.48 83.97 22.5 19.8
Jan. 2012 89.35 78.22 94.3 18.5
Jan. 2012 (without PH) 91.01 78.17 19.4 17.9
Feb. 2012 94.63 72.73 19.8 15.7
Mar. 2012 104.21 94.83 21.3 21.0
Sept. 16, 2010 ∼ Mar. 01,
2011 (Total 167 days)
99.49 75.07 20.2 15.5
Sept. 16, 2010 ∼ Apr. 05, 2012
(Total 568 days)
105.20 81.79 23.0 18.6
Appendix E
Résumé français
E.1 Introdution générale: la nouvelle problématique du mod-
èle de harge dans le ontexte du réseau intelligent
E.1.a Réseau intelligent et ompteurs intelligents pour les modèles de
harge
La oneption du réseau intelligent (smart grid en anglais) ombine les nouvelles tehnolo-
gies de ommuniation et l'anien réseau életrique de distribution. Le but du développe-
ment de e réseau intelligent est d'améliorer l'observabilité et le moyen de ontrle dans le
réseau életrique de distribution. Fae aux évolutions révolutionnaires dans les systèmes
életriques, telles que la quantité importante d'énergie renouvelable onnetée au réseau,
l'augmentation de la demande d'énergie due aux véhiules életriques, et., de nombreux
algorithmes avanés sont apparus pour renforer la stabilité et l'eaité du système. Ces
Fontions Avanées du Réseau (FAR) inluent notamment le réglage de tension [1℄, l'auto-
iatrisation, et le ontrle direte de la onsommation életrique [2℄. Les FARs peuvent
être alulées en temps réel ou à l'avane pour aider la prise des déisions. Généralement,
le ontrle et la onduite des réseaux de distribution sont eetués sur le réseau moyenne
tension.
Un des objetifs du réseau intelligent est de rendre les réseaux de distribution e-
aes du point de vue éonomique, et d'obtenir une alimentation d'énergie à faible oût.
La planiation du réseau de distribution onsiste en le développement d'un programme
des investissements futurs qui garantissent la distribution de l'énergie ainsi que les oûts
les plus faibles possibles. D'un té, les infrastrutures életriques doivent répondre aux
exigenes du réseau pendant les pointes de onsommation. D'autre part, un réseau surdi-
mensionné oûte très her. Par onséquent, des modèles d'estimation de harge les plus
ables possibles sont néessaires pour minimiser la marge et optimiser les investissements
dans le réseau de distribution en mettant en plae des aluls életriques. L'exéution du
alul de alul de répartition de harge sous des onditions ritiques an d'identier des
zones mal-alimentées est un exemple onret. La omplexité de e problème est aussi liée
aux inertitudes sur la onsommation életrique des lients.
Dans l'état atuel, un nombre très limité de mesures dans le réseau de distribution
introduit des diultés pour la mise en plae des FARs ainsi que des aluls d'optimisation
du réseau. Les mesures disponibles dans les réseaux de distribution sont généralement dans
les postes soures. Il est éonomiquement infaisable d'installer des apteurs de mesure sur
les 738000 postes HTA/BT. Aujourd'hui, dans la onduite, on remplae es mesures par
des modèles probabilistes ave 50% de préision. Cet ate inuene l'eaité des FARs
et génère des analyses peu rédibles. Pour répondre aux besoins de la planiation, un
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modèle intitulé BAGHEERA est atuellement appliqué par l'Eletriité de Frane (EDF).
Ce modèle dépend prinipalement des informations qualitatives du lient individuel, qui
deviennent de moins en moins disponibles et préises. En onséquene, un nouveau modèle
pour remplaer le modèle BAGHEERA est demandé.
En 2010, ERDF a démarré un projet nommé  Linky , qui envisage d'installer 35000000
ompteurs intelligents en Frane. D'un té, les lients vont payer leurs fatures d'életriité
selon leurs onsommations réelles au lieu des onsommations estimées omme ela est le as
atuellement. D'autre part, grâe à es mesures, les opérateurs de réseau de distribution
peuvent surveiller de près la situation en temps réel des réseaux. Aujourd'hui, il n'y a
pas de mesures disponibles dans les postes HTA/BT en Frane. Dans la phase expérimen-
tale du projet  Linky , les onsommations individuelles des lients sont éhantillonnées
toutes les 30 minutes et transférées une fois par jour aux onentrateurs orrespondants.
Néanmoins, puisque les données sont assemblées en paquets et transférées à une ertaine
fréquene [3℄, il y a des retards dans es données de mesure.
E.1.b Objetifs et plan du résumé français
Ave l'arrivée des données détaillées de la onsommation individuelle du lient fournies par
les ompteurs intelligents, l'objetif des travaux de reherhe présentés ii est la oneption
de nouveaux modèles de harge pour la onduite et la planiation des réseaux de distri-
bution. Ce ontexte permet d'envisager des modèles plus préis pour la planiation, le
ontrle et la onduite du réseau, en l'absene de apteurs des mesures outeux pour le
réseau de distribution.
Pour la onduite, nous avons besoin de la prévision de harge sur une ou deux journées
( J+1  et  J+2 ) pour les postes HTA/BT, basée sur les données agrégées des ompteurs
intelligents. Nous onsidérons trois raisons pour et objetif:
 En as de défaut: pour la réalimentation, le département de onduite aimerait avoir
le total de harge à reprendre pour les 3 minutes suivantes.
 En as de travaux sur le réseau: l'objetif est similaire à la prévision en as de défaut,
il faut réaliser une estimation de la ourbe de harge à reprendre durant les travaux.
Le programme de reprise s'établit en général à  J+2  ( sur le lendemain). Don il
faut faire une prévision ave dispersion d'erreur pour  J+2 .
 Pour le réglage de la tension de onsigne (étant une entrée pour l'estimateur d'état
[5℄ ): l'estimateur d'état est une fontion lé pour tous les systèmes de gestion de
l'énergie. Il estime les grandeurs du réseau, telles que l'amplitude et l'angle de la
tension. La Figure E.1 montre la relation entre les modèles de harge, l'estimateur
d'état et les fontions avanées du réseau. Les modèles de harge préditifs et les
données du réseau sont onsidérés omme des entrées pour l'estimateur du réseau.
Les données du réseau [5℄ inluent les informations sur la topologie du réseau, les im-
pédanes (résistanes et réatanes) des lignes, les réglages des prises, et les harges
des lignes, et. La sortie de l'estimateur d'état ative le module de ontrle de la ges-
tion avanée des systèmes de distribution an de pouvoir prendre des déisions pour
la onduite. Ces déisions onernent les ontrles ommandes des dispositifs dans le
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Figure E.1: Relation entre les modèles de harge préditifs, l'estimateur d'état, et les
fontions avanées du réseau
réseau, tels que les batteries de ondensateurs, les Générateurs Eletriques Déentral-
isés (GEDs), les réglages en harge des transformateurs, les interrupteurs/séleteurs,
et.
La planiation d'un réseau able est un dé puisque ela signie que ses lients ali-
mentés doivent avoir une bonne fourniture d'életriité stable et ontinue. Les opérateurs
des réseaux doivent garantir la tension de haque lient dans une éhelle admissible. En
Europe, pour les réseaux Basse Tension (BT), la tension admissible est dénie à ±10%
de la tension nominale. En dehors de es limites, les lients sont onsidérés omme des 
Clients Mals Alimentés  (CMAs).
Pour la planiation, les aluls életriques sont eetués dans les onditions les plus
ritiques [7, 8℄. Plus préisément, es aluls sont réalisés pour deux situations : une
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demande maximale de onsommation életrique ave une prodution minimale et une pro-
dution maximale ave une onsommation minimale [9℄. Ave une grande pénétration de
GEDs, on peut envisager le deuxième as. Etant donné les omportements variés des
lients, dans une même zone géographique, les pis de demande ont rarement lieu au même
moment. En tenant ompte de e fait, l'estimation de la harge du lient heure par heure
est néessaire. Il faut aussi tenir ompte de l'inertitude de l'estimation de harge [10℄.
Généralement, pour le alul de la hute de tension, il faut prendre un risque de 10%
[11℄. C'est e risque qui dénit les seuils des puissanes. Ces seuils sont utilisés ensuite
pour identier les CMAs. En onséquene, pour la planiation du réseau, la puissane
demandée par un lient est équivalente à la somme de la journée type moyenne de e lient
et de 10% de son risque de puissane.
Pour onlure, l'objetif est de dénir les puissanes limites maximales et minimales de
l'année ave 10% de risque de dépassement.
Ce résumé est déoupé en quatre parties. Tout d'abord, le ontexte du réseau intelligent
et des ompteurs intelligents est mis en avant omme une opportunité pour développer des
modèles de harge plus performants. Les objetifs ainsi que les ontributions de la thèse
sont soulignés. Ensuite, deux setions sont onsarées pour répondre aux deux objetifs
de la thèse : la oneption des modèles de harge pour la onduite et pour la planiation
du réseau de distribution. Les théories de haque méthodologie sont détaillées et les résul-
tats omparatifs sont ommentés. A la n, e résumé est terminé par des onlusions et
perspetives générales.
E.1. Contribution de thèse
Les ontributions de la thèse peuvent être résumées i-dessous :
1. La prévision de harge est un sujet très étudié au niveau des réseaux de transport
[12, 13, 14, 15, 16, 17, 18, 17, 19, 20℄. Cependant, dans les réseaux de distribution et
ave les aratéristiques de données onsidérées dans notre étude (quelques dizaines kW),
à notre onnaissane, il existe peu de travaux.
De notre point de vue, trois raisons peuvent être utilisées pour expliquer e fait :
Premièrement, une attention partiulière a été apportée au réseau de transport, puisque
elui-i s'étend sur une distane plus grande, et ouvre un territoire plus large. Le réseau
de transport est la  olonne vertébrale  du système életrique. Deuxièmement, le volume
de harge onsidéré dans le transport rend la forme de la ourbe régulière, par un eet
de foisonnement très important. Cette aratéristique de la ourbe de harge la rend plus
faile à prévoir à e niveau. Troisièmement, il n'y a enore aujourd'hui pas ou peu de
mesures disponibles sur les postes HTA/BT, sur lesquels les modèles de harge pour la
distribution peuvent être onçus.
Dans e projet de reherhe, deux modèles sont proposés pour la prévision de harge
des postes HTA/BT. L'un est basé sur les séries hronologiques et l'autre est basé sur les
réseaux de neurones.
2. Les diérents types de harge (résidentielle, ommeriale, et industrielle) sont étudiés
dans le adre de la thèse et leurs diérentes propriétés sont illustrées.
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Les deux méthodes sont onçues et évaluées grâe aux données provenant du réseau de
distribution français dans le adre du projet  Linky . Un modèle référentiel est établi
pour la omparaison des modèles. Les avantages et les inonvénients des deux modèles sont
soulignés dans la omparaison. Les deux méthodes sont alternatives et en même temps,
omplémentaires. Elles permettent de dénir ave une préision limitée les aratéristiques
intrinsèques des données de harge du poste.
3. La méthode basée sur la série hronologique est un travail original. Elle intègre de
nombreux outils statistiques pour atteindre une meilleure préision. Le résidu du modèle
série hronologique est examiné en détail pour assurer un bon omportement du modèle.
4. La méthode basée sur le réseau de neurones est inspirée par la proédure de séletion
proposée par le Professeur Gérard Dreyfus, un spéialiste reonnu dans le domaine des
réseaux de neurones. Nous nous foalisons sur la méthodologie de oneption du modèle,
qui est pour la première fois exploitée entièrement dans la prévision de harge à ourt
terme.
5. Avant la mise en ÷uvre des ompteurs intelligents, il n'avait pas de données his-
toriques à part pour un nombre limité de lients. Dans le domaine de la prévision de
harge, la plupart des travaux se onentre sur l'estimation de la demande de pointe pour
un groupe de lients pendant la pointe du système, i.e., la demande oïnidente. Quelques
travaux ont aussi été eetués sur la tehnique  end-use , méthode déomposant la ourbe
de harge d'un lient résidentiel en unité d'appareil életrique. Les autres se onentrent
sur la méthode de lassiation pour diviser les lients en diérents groupes, et sur la
présentation de haque groupe ave un prol de harge typique. Dans le ontexte des
ompteurs intelligents, nous sommes les premiers à proposer la oneption du modèle de
harge individuel dirigé par les données pour le besoin de la planiation.
6. La relation entre la onsommation életrique et la température est dénie par les
estimateurs non-paramétriques dans notre modèle d'estimation de harge individuel. La
méthode est appliquée aux vraies ourbes de harge individuelle en Frane. La performane
omparée ave le modèle atuel d'életriité de Frane (EDF) s'intitule BAGHEERA dans
diérents as d'étude.
E.2 Modèle de harge préditif ourt terme pour la onduite
et l'estimateur d'état
La prévision de harge joue un rle important dans la prise de déision dans le système
életrique. Cette partie est onsarée au modèle de harge préditif. Dans un premier
temps, nous présentons rapidement des méthodes appliquées à la prévision de harge, leurs
spéiités ainsi que leurs appliations. Ensuite, les données utilisées pour la oneption
et l'évaluation de nos méthodologies sont étudiées. Certains omposants importants dans
la ourbe de harge pour sa modélisation sont préisés. Nos hoix de méthodes pour la
série hronologique et le réseau de neurones sont argumentés. Les ritères de performane
et un modèle de référene sont aussi établis. Puis, les deux modèles de harge préditifs
sont détaillés. Les appliations sur les vraies données de harge sont illustrées, et une
omparaison de es deux méthodes est faite à la n de ette partie.
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E.2.a Méthodes de la prévision de harge dans la littérature
Diérentes tehniques et diérentes entrées sont appliquées à la prévision de harge ave un
horizon de temps varié. De nombreux fateurs tels que les onditions météo, les variables
saisonnières, et les fateurs soiaux, éonomiques et démographiques font partis des entrées
pour les tehniques de prévision de harge [23℄. Tableau E.1 résumé des appliations et des
fateurs d'inuene pour les modèles ave diérents horizons de temps [23, 24, 18℄.
Table E.1: Diérents horizons de temps pour la prévision de harge
Horizon de temps Appliations Fateurs d'inuene
Très ourt terme (1 Min
∼ 1h)
Fontions avanées du réseau,
le réglage fréquene-puissane
Charges historiques
Court terme (1h ∼ 1 se-
maine)
Conduite (fontions avanées
du réseau), aluls de ré-
partition de harge pour
l'estimation, de l'estimation
d'épargne pour l'éonomie et
la séurité opérationnelle du
système életrique
Charges historiques, infor-
mations alendaires (journée
type et heure), onditions
météo (∗)
Moyen terme (1 semaine
∼ 1 an)
Négoiation des ontrats,
planiation de la fourniture
de d'énergie primaire et
travaux de maintenane
(∗) + population, fateurs
éonomiques, et. (◇)
Long terme (1 an ∼
plusieurs ans)
Dépenses en apital et plani-
ation des investissements
(◇) + plus d'informations tels
que : augmentation de la pop-
ulation, produit intérieur brut
(∗) et (◇) représentent respetivement les fateurs d'inuene pour la prévision à ourt
terme et à moyen terme.
Pour notre appliation de la onduite du réseau, surtout pour oopérer ave les fontions
avanées du réseau, nous nous foalisons sur la prévision à ourt terme. Selon le tableau E.1,
les onditions météo, le alendrier et les harges historiques sont des entrées essentielles.
La gure E.2 donne une vue globale en deux dimensions (horizon de temps et hiérarhie
de la tension) sur les méthodes appliquées pour la prévision de harge. La plupart d'entre
elles est développée pour le ourt terme et la haute tension. Cependant, es dernières
années, l'expansion des réseaux intelligents attire de plus en plus l'attention sur les réseaux
moyenne tension et basse tension.
Généralement, les méthodes préditives peuvent être lassées en deux atégories : les
approhes lassiques et les approhes  intelligene artiielle . La première atégorie
exige un modèle ave des équations mathématiques qui interprètent la relation entre la
harge et les autres fateurs d'inuene. Cette famille inlue le modèle de régression, la
série temporelle, les jours similaires, la méthode end-use et l'approhe éonométrique. Alors
que la famille des méthodes d'intelligene artiielle exploite la relation non linaire entre
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la harge et les entrées. Cette atégorie omprend les réseaux de neurones (RN), la logique
oue et les systèmes experts.
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Figure E.2: Résumé des méthodes de harge préditives en deux dimensions: horizon de
temps et hiérarhie de la tension. HTB: haute tension et très haute tension, HTA: moyenne
tension et BT: basse tension. Les numéros qui apparaissent dans la gure orrespondent
aux travaux liés.
a
a
(1):[13, 14℄ (2):[13, 15, 14℄ (3):[16℄ (4):[17, 18, 17℄ (5):[24℄ (6):[19, 20℄ (7):[32, 33, 34℄ (8):[35, 36℄ (9):[31℄
(10):[37, 38℄ (11):[39℄ (12):[22℄ (13):[40℄ (14):[41℄
b
Le modèle série temporelle univariable n'exploite que les informations de la ourbe de harge historique.
c
Le modèle série temporelle multivariable exploite non seulement les informations de la ourbe de harge
historique, mais aussi les variables exogènes telles que la température, et.
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Nous résumons trois points sur l'état de l'art des modèles de harge préditifs:
1. Les méthodes d'intelligene artiielle deviennent de plus en plus populaires.
2. Des herheurs essayent d'améliorer les méthodes lassiques, telles que l'espae d'état
et le ltre de Kalman, et l'algorithme de spline ubique, malgré les suès limités de
es méthodes. Ces méthodes améliorées peuvent parfois atteindre la même préision
que les méthodes d'intelligene artiielle.
3. Les méthodes hybrides deviennent de plus en plus populaires également puisqu'elles
ombinent les avantages de plusieurs tehniques. Par exemple, appliquer diérents
modèles pour modéliser séparément des parties linéaires et non linéaires, des utu-
ations rapides et lentes; supprimer les données aberrantes ; et aluler les oeients
des modèles.
Les aratéristiques des modèles sont résumées dans le tableau E.2.
Table E.2: Résumé des modèles de harge préditifs et leurs aratéristiques. 
√
 signie
que la propriété orrespond à l'attribut;  ×  signie que la propriété ne orrespond pas
à l'attribut.
Méthode Très
ourt
terme
Court
terme
Moyen
terme
Long
terme
Linéaire Historiques
impor-
tantes
Caratéristiques
Modèle de ré-
gression
× √ √ √ × √ Simple, relation ex-
pliite ave vari-
ables exogènes
Série tem-
porelle
√ √ √ × √ × Extraire périod-
iités, données
historiques et
erreurs, inlure
: Box-Jenkins,
lissage exponentiel,
et.
Similar day
approah
× √ × × √ √ Non paramétrique,
ajustement diile
des oeients,
fournir données
d'apprentissage
pour les méth-
odes d'intelligene
artiielle
Méthode end-
use
× × √ √ × × De bas en haut,
haque équipement
életrique, exige des
informations exten-
sives
Suite à la page suivante
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Table E.2  Suite du tableau présenté page préédente
Méthode Très
ourt
terme
Court
terme
Moyen
terme
Long
terme
Linéaire Historiques
impor-
tantes
Caratéristiques
Approhe
éonométrique
× × √ √ × √ inlut les vari-
ables soiales et
éonomiques, équa-
tions omplexes
RN
√ √ √ × × √ Approximateur
universel, bonne a-
paité d'apprendre,
établit des relations
omplexes, nom-
breux hoix pour la
struture, temps de
alul important
SVM
√ √ √ × × √ Fontion non
linaire transforme
les entrées en un
espae d'une plus
grande dimension
Logi Floue
(LF)
√ √ × × × × Fuzziation,
défuzziation,
dispensé du modèle
mathématique,
similarité, ré-
gression linéaire
oue, estimation
ompliquée des
paramètres
Système
expert
√ √ × × × √ Ordinateur assisté,
règle Si-Alors,
mises à jour
fréquentes
E.2.b Desription de données
Dans ette sous-setion, nous examinons les ourbes de harge des postes HTA/BT, et
dérivons les aratéristiques de es données. Ces spéiités vont nous aider à faire des
hoix parmi les nombreuses méthodes de prévision présentées préédemment.
Les données utilisées pour nos études sont des mesures des postes HTA/BT dans le
réseau de distribution français. Plus onrètement, il s'agit de 7 ourbes de harge de
postes HTA/BT d'une même zone géographique éhantillonnées par points 30 minutes. La
période de mesure est du 9/9/2009 au 27/10/2010. Etant un des fateurs d'inuene, les
données de température sont aussi fournies heure par heure. Ces données de températures
sont interpolées linéairement pour être sur la même fréquene que les données de la harge
(points 30 minutes). Figure E.3 montre la variation journalière de la harge et de la
température pendant la période de mesure. Chaque ourbe de harge d'un poste HTA/BT
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représente la somme des onsommations des lients onnetés en aval.
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Figure E.3: Courbe de harge et température journalière pendant 414 jours (du 9/9/2009
au 27/10/2010) du poste HTA/BT CE_MOU (onneté prinipalement à des lients rési-
dentiels)
Les gures E.4 et E.5 montrent deux autres exemples de ourbes de harge journalières
de postes HTA/BT. Le poste CE_MOU (gure E.3) alimente 61% de lients résidentiels,
23% de lients tertiaires, et 16% de lients industriels. Le pourentage représente la puis-
sane sousrite totale des lients dans ette atégorie par rapport à la puissane totale
sousrite en aval de e poste HTA/BT. La ourbe de harge du poste CE_MOU suit
l'évolution de la température. Le poste VI_LOG (gure E.4) ontient un tiers de lients
tertiaires et deux tiers de lients industriels. Sa ourbe a une périodiité hebdomadaire
et suit également la variation de la température. La ourbe de harge du poste CE_FRO
(gure E.5), qui n'alimente qu'un lient industriel, reste stable toute année et possède une
périodiité hebdomadaire.
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Figure E.4: Courbe de harge journalière pendant 414 jours (du 9/9/2009 au 27/10/2010)
du poste HTA/BT VI_LOG (onneté aux lients mixtes tertiaires et industriels)
En analysant es données, nous onluons que la ourbe de harge d'un poste HTA/BT
dépend prinipalement de la omposition des lients onnetés. Les ourbes de harge des
lients résidentiels, tertiaires, et industriels ont leurs propres spéiités:
 Une ourbe de harge de type résidentiel varie ave la température : le niveau de
onsommation d'életriité augmente quand la température hute. Cela est dû à
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Figure E.5: Courbe de harge journalière pendant 414 jours (du 9/9/2009 au 27/10/2010)
du poste HTA/BT CE_FRO (onneté à un seul lient industriel)
l'utilisation du hauage életrique.
 Une ourbe de harege de type industriel ne dépend pas de la saison ni de la tem-
pérature. Cependant, elle a une périodiité hebdomadaire laire et est sensible aux
jours fériés.
 Une ourbe de harge de type tertiaire se situe entre les deux premiers types : sa
ourbe de harge varie ave la température et elle a une périodiité hebdomadaire.
Un poste HTA/BT est souvent onneté à un mix de atégories de lients. Il dépend
don la plupart du temps de fateurs tels que la température, le alendrier (le type de jour),
et le temps (les périodiités, l'heure, et.).
An de pouvoir tester la pertinene des modèles de harge préditifs, 4 ourbes de
harge mesurées en tête de départs HTA (un niveau d'agrégation plus élevé, au niveau du
poste soure HTB/HTA) sont aussi utilisées pour l'étude des méthodes développées. La
période de mesure est du 9/9/2009 au 22/9/2010.
E.2. Choix des méthodes: série hronologique et réseau de neurones
Les méthodes présentées dans la sous-setion E.2.a ont été appliquées aux diérents as de
prévision de harge ave plus ou moins de suès. Selon l'objetif, notre intérêt se trouve
dans la prévision de harge à ourt terme au niveau du poste HTA/BT. Nous perevons
dans la gure E.2 que la plupart des modèles peuvent être appliqués au niveau HTB.
L'objetif est d'emprunter es méthodes appliquées au niveau HTB et de les adapter aux
niveaux HTA et BT. Comparées aux données HTB, les données HTA et BT sont plus
irrégulières ar l'eet de foisonnement est moindre.
Le hoix des méthodes est issu du résultat des analyses de la nature des données [86℄.
Dans la setion E.2.b, nous avons onlu que la ourbe de harge d'un poste HTA/BT
dépend de la nature des lients onnetés, de la température, de la météo et du alendrier.
Ainsi, des deux atégories présentées, nous avons hoisi la série hronologique et le réseau
de neurones pour modéliser nos harges. Nous formulons le modèle série hronologique
(diérent de la méthode Box-Jenkins) ave une régression, dans laquelle on trouve une
interprétation physique et une expliation attahée à haque omposant. Les outils avanés
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du traitement du signal sont intégrés dans ette méthode pour avoir la meilleure préision
possible. L'autre méthode hoisie, venant de la famille  intelligene artiielle  est le
réseau de neurones, plus onrètement, la struture Pereptron MultiCouhe (PMC) [21℄.
C'est un réseau type  feed forward , le plus simple à mettre en ÷uvre et dont le alul
est le moins outeux. De plus, A. Khotanzad et al. arrivent à la onlusion [20℄ que
selon leurs investigations sur les diérentes strutures des réseaux de neurones, il y n'a pas
d'avantage évident dans l'utilisation d'une struture plus ompliquée. Contrairement aux
appliations trouvées dans la littérature, nos eorts se sont onentrés sur la séletion de
la struture optimale d'un PMC, puisque le réseau de neurones est souvent ritiqué pour
sa omplexité et le manque de la validité de son modèle [87℄. De plus, les deux méthodes
hoisies peuvent failement estimer l'intervalle de la prévision. Cette dernière donne une
indiation sur l'inertitude du résultat.
E.2.d Critères de performane et modèle de référene
MAPE et MAE sont hoisis omme les ritères de performane, puisqu'ils sont les plus
utilisés dans le domaine de la prévision de harge. Ils sont les bases de omparaison pour
les modèles onçus.
MAPE représente l'erreur prévisionnelle absolue relative à la grandeur mesurée. Le
résultat est donné en pourentage :
MAPE(%) = 1
N
N
∑
t=1
∣yt − yˆt
yt
∣ ∗ 100 = 1
N
N
∑
t=1
∣et
yt
∣ ∗ 100 (E.1)
Où N est le nombre totale des éhantillons de la prévision, yˆt est la puissane prévisionnelle,
yt est la mesure, et et est l'erreur du modèle, qui représente la diérene entre la puissane
prévisionnelle et la mesure.
MAPE représente une erreur relative, e qui signie que sa valeur dépend de la grandeur
de la mesure. Autrement dit, ayant les mêmes valeurs d'erreur, pendant l'hiver, quand la
onsommation életrique est élevée, l'indie MAPE est petit ; et pendant l'été, quand la
onsommation életrique est basse, le MAPE est grand. Pour orriger e biais, nous avons
introduit un autre indie, MAE.
MAE orrespond à une erreur absolue en unité Watt :
MAE(W ) = 1
N
N
∑
t=1
∣yt − yˆt∣ = 1
N
N
∑
t=1
∣et∣ (E.2)
Pour avoir un premier repère de performane, nous avons établi un modèle de référene
intitulé modèle naïf [12, 60℄. Ce modèle n'exploite pas les informations exogènes telles
que la température et le type de jour, Il n'utilise pas non plus d'outils mathématiques
omplexes. Il remplae simplement le résultat de la prévision (Jour J) par son historique
(Jour J- ℓ) le plus similaire du jour de la prévision, où ℓ est le déalage général entre les
jours les plus similaires.
D'après nos exemples, le modèle naïf d'un poste HTA/BT se omporte de deux manières
diérentes selon la omposition des lients. Pour un poste prinipalement onstitué de
lients résidentiels, sa ourbe de harge varie ave la température, et son modèle naïf se
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base don sur la veille pour la prévision (ℓ=1). Etant donné qu'un poste industriel a une
évidente yliité hebdomadaire, le même jour de la semaine dernière (ℓ=7) est utilisé
omme prévision dans le modèle naïf.
Dans ette première partie, nous avons hoisi les méthodes, les ritères de performane
ainsi que le modèle de référene. Dans les prohaines deux sous-setions, nous allons dé-
tailler es modèles de prévision de harge basés indépendamment sur la série hronologique
et sur le réseau de neurones. Diérents aspets des modèles sont aussi omparés et dévelop-
pés dans les sous-setions.
E.2.e Modèle série hronologique
La série hronologique représente l'évolution d'un set d'observations éhantillonnées dans
un intervalle régulier de temps. La spéiité de la série hronologique par rapport aux
autres méthodes statistiques est qu'elle introduit le temps omme une de ses variables
expliatives.
Nous avons hoisi la série hronologique additive qui ontient trois parties : une ten-
dane, une périodiité et une erreur aléatoire. Supposons que la mesure de la puissane à
temps t est yt, le modèle est :
yt = ft + St + ǫt (E.3)
Où ft représente la omposante de tendane, St représente la omposante ylique et ǫ
représente l'erreur aléatoire au temps t. Les deux premières parties sont déterministes et
à partir d'elles, deux modèles paramétriques sont onçus.
Figure E.6 donne un aperçu de la proédure de la prévision de harge ave le modèle
série hronologique. Nous allons ensuite dérire les outils mathématiques qui ont servis
dans ette proédure.
1. Régression des variables atégoriques
Nous avons onlu dans la setion E.2.b que l'un des fateurs d'inuene les plus
importants qui expliquent la variation dans la ourbe de harge est le type du jour.
Dans nos ourbes exemples, nous avons distingué trois types :  jour ouvrable , 
samedi , et  dimanhe et jour férié . Des variables atégorielles sont utilisées pour
intégrer e type d'information dans le modèle. Ces variables prennent des valeurs
0 ou 1, et indiquent la présene de la partie orrespondante dans l'équation. La
régression des variables atégorielles s'érit :
yt = Γ(xt) + κ−1∑
α=1
DαΓα (xt) (E.4)
Où Dα, α = 1,⋯, κ − 1 sont les variables atégorielles, Γ(⋅) est une régression, Γα(⋅)
est la régression assoiée aux variables atégorielles Dα, κ est le nombre de atégories
et xt, yt représentent indépendamment le veteur des variables indépendantes et la
variable dépendante.
Le nombre de variables atégorielles dans l'équation est κ−1, puisque la atégorie où
toutes les variables atégorielles sont égales à zéro est onsidérée omme la référene
des autres atégories. Pour une atégorie donnée, il y a au maximum une variable
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Figure E.6: Etapes pour onstruire le modèle série hronologique pour la prévision de
harge
atégorielle égale à 1. La régression des variables atégorielles est appliquée à la
omposante de tendane ainsi qu'à la omposante ylique.
2. Estimation de la omposante de tendane
La fontion de tendane ft représente une variation lente de la variable étudiée yt. Elle
est souvent représentée par une fontion linéaire, polynomiale ou exponentielle. Dans
nos exemples, la ourbe de harge est linéairement dépendante de la température
(tableau 2.3). En tant que première approhe, nous avons don pris une fontion
de tendane linéaire. Nous suggérons une fontion linéaire orrélée au temps et à la
température :
ft = at + b + cTt +
κ−1
∑
α=1
Dαγα (E.5)
Où t orrespond au temps, dont la valeur est de 1 à la taille de la fenêtre d'estimation.
Tt orrespond à la température de la région où les mesures sont faites. ∑κ−1α=1Dαγα
orrespond à la partie de la régression atégorielle.
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Les κ+2 oeients de la régression {a, b, c, γα} sont estimés ave le ritère des moin-
dres arrés. La somme de la partie ylique pendant une période est supposée être
0. Nous avons adopté la stratégie de la fenêtre glissante pour notre problématique
de prévision ourt terme. Les données dans la fenêtre glissante sont utilisées pour
estimer les oeients. Etant donné que les oeients sont estimés, et qu'on on-
nait la journée type du jour prévisionnel, ainsi que la température prévisionnelle,
nous pouvons aluler la prévision de la partie tendane. Ensuite, la fenêtre va être
glissée d'une journée pour prévoir en  J+1 , et les oeients vont être realulés
dans ette fenêtre. Puisque nous n'avons pas les températures prévisionnelles des
postes HTA/BT, nous appliquons les températures réalisées pour ette étude. Cette
approximation est souvent utilisé [26, 27, 28℄. La setion 3.4 est onsarée à l'analyse
de l'impat de ette inertitude sur la température prévisionnelle pour la préision
de la prévision.
3. Estimation de la omposante ylique
Dans ette setion, nous omplétons le modèle de prévision en ajoutant la partie
ylique. La partie ylique dérit les omportements yliques de la harge yt.
Supposons que p est la période des données sans tendane, pour haque observation,
nous avons St+p = St, où St représente la omposante ylique à t. La somme des
omposantes yliques pendant une période omplète est 0 : ∑pt=1 St = 0.
Après avoir déterminé le modèle de tendane, nous le retirons des données originales
yt :
Wt = yt − ft = St + ǫt (E.6)
Où Wt représente la série après avoir retiré la tendane.
La somme des fontions sinus et osinus peut très bien dérire le dynamisme des sig-
naux périodiques stationnaires. Nous suggérons de modéliser la partie ylique ave
une régression des omposantes de Fourier. Quatre étapes sont néessaires pour on-
struire le modèle ylique (gure E.6). Premièrement, nous testons la stationnarité
de la série après avoir retiré la tendane Wt. Ensuite, un périodogramme est eetué
pour identier les fréquenes harmoniques qui expliquent les variations dans la série
Wt. Puis, ave es fréquenes, nous établissons une régression ave les omposantes
de Fourier. Enn, Nous intégrons le test de nullité ANOVA dans l'estimation des
oeients de la partie ylique ave le ritère des moindres arrés. Le test de nullité
ANOVA permet de disriminer des oeients de régression signiatifs.
4. Tests de stationnarité
Le but d'eetuer les tests de stationnarité est de vérier si la série, après avoir retiré
la tendane Wt, est vraiment stationnaire puis d'appliquer un périodogramme lissé.
Parmi les approhes existantes, nous en avons hoisi deux : le test KPSS [90℄ et le test
ADF [91℄. Le KPSS teste une hypothèse nulle de la stationnarité de la série ontre
la non stationnarité. D'un autre té, le ADF teste la présene d'une raine unitaire,
e qui signie la non stationnarité. Ces deux tests sont utilisés onjointement pour
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assurer un résultat able. Plus de détails sur ette méthode sont fournis dans annexe
B.
Les résultats des deux tests montrent que notre série (après avoir retiré la tendane
Wt) est stationnaire ave n'importe quelle taille de fenêtre d'estimation.
5. Périodogramme lissé
Le périodogramme lissé est appliqué pour identier les fréquenes harmoniques prin-
ipales dans la omposante ylique. Ces fréquenes sont ensuite utilisées pour on-
struire la régression de la omposante ylique. Pour une série stationnaire, son
périodogramme est déni [88℄:
In(νj) = 1
n
∣ n∑
t=1
Wte
−2iπνjt∣2 = d2c(νj) + d2s(νj) (E.7)
Où n est la taille d'éhantillons, νj = jn , j = {0,1,⋯, n − 1} sont des fréquenes
harmoniques de Transformée de Fourier Disrète (TFD) de la série Wt . dc(νj) et
ds(νj) sont des omposantes normalisées réelles et imaginaires de la transformée :
dc(νj) = 1√
n
n
∑
t=1
Wt cos(2πtνj)
ds(νj) = 1√
n
n
∑
t=1
Wt sin(2πtνj) (E.8)
Nous avons :
n
∑
t=1
(Wt −W )2 = 2 m∑
j=1
[d2c(νj) + d2s(νj)] = 2 m∑
j=1
I(νj) (E.9)
Où m = n−1
2
, et W orrespond à la valeur moyenne de la série Wt. Equation E.9
indique que la somme des arrés peut être partitionnée en omposants harmoniques
représentés par l'amplitude du périodogramme à fréquene νj . Autrement dit, s'il
existe des pis dans le périodogramme, es fréquenes expliquent la variation des
données.
Néanmoins, le périodogramme brut a souvent une grande variane à une fréquene
donnée. Cette forme est rarement utilisée diretement omme un estimateur dans la
fontion de la densité spetrale. La solution pour réduire la variane de l'estimateur
est d'employer un périodogramme lissé.
La densité spetrale est supposée être onstante dans une bande de fréquene, et les
fréquenes adjaentes sont indépendantes asymptotiquement. Nous établissons un
ltre glissant symétrique B de taille 2l+1 << n, qui est entré autour d'une fréquene
νj :
B = {ν ∶ νj − l
n
≤ ν ≤ νj + l
n
} (E.10)
Le noyau Daniell [92℄ est un jeu de poids positifs symétriques entrés autour des
fréquenes estimées. La somme des poids est 1 :
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hk = h−k > 0 et
l
∑
k=−l
hk = 1 (E.11)
En onséquene, le périodogramme lissé devient :
Ĩ(νj) = l∑
k=−l
hkIn(νj + k/n) (E.12)
Au travers de la présentation graphique du périodogramme lissé, les fréquenes F
ave les amplitudes les plus signiatives sont identiées.
6. Modèle de régression ave omposantes de Fourier
Nous onstruisons la omposante ylique basée sur le jeu de fréquenes F = {ν1, ν2, . . . , νNf }
tel que:
St =
Nf
∑
i=1
ci cos(2πνit) + Nf∑
i=1
si sin(2πνit)+
κ−1
∑
α=1
Dα
⎛⎝
Nf
∑
i=1
ci,α cos (2πνit) + Nf∑
i=1
si,α sin (2πνit)⎞⎠ (E.13)
Où Nf est le nombre total de fréquenes dans le jeu F , et ∑κ−1α=1Dα × (⋅) orrespond
à la partie régression des variables atégorielles.
Comme dérit dans l'équation E.13, haque fréquene dans le jeu F a deux ontri-
butions : une omposante sinus et une omposante osinus. Les 2κNf oeients
inonnus dans l'équation sont déterminés dans une fenêtre glissante ave les ritères
des moindres arrés.
7. Test de nullité ANOVA
Le test de nullité ANOVA est eetué pour déterminer la pertinene des oeients,
et améliorer l'eaité de l'estimation des oeients.
Le test ANOVA partitionne la variane observée en plusieurs varianes des variables
expliatives et elle du résidu. L'importane de haque oeient est identiée par
son rapport entre l'intra-groupe variane et la variane globale. Plus e rapport est
grand, plus le oeient onerné est important. Pour plus de détails, les leteurs
peuvent onsulter l'annexe C.
En pratique, nous ommençons le test de nullité ANOVA ave toutes les parties du
modèle de régression. Ensuite, selon le résultat du test, nous retirons de l'équation
des parties non signiatives, les oeients restants sont réestimés.
8. Modèle de prévision omplet Le résultat de la prévision nale est la somme des
prévisions de la partie tendane et de la partie ylique. Le modèle omplet est
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exprimé de la façon suivante :
yˆt = ft + St
= at + b + cTt +
Nf
∑
i=1
ci cos(2πνit) + Nf∑
i=1
si sin(2πνit)+
κ−1
∑
α=1
Dα
⎛⎝γα +
Nf
∑
i=1
ci,α cos (2πνit)Nf∑
i=1
si,α sin (2πνit)⎞⎠ (E.14)
La partie erreur est: ǫt = yt − ft − St.
Pour les résultats des appliations, les leteurs sont invités à lire les hapitres orre-
spondants en anglais.
E.2.f Modèle réseau de neurones
Nous proposons dans ette partie de résoudre le problème de la prévision de harge ave
les réseaux de neurones. Un avantage d'utiliser et outil est qu'il est eae même si les
onnaissanes à priori sur le proessus ne sont pas requises ou pas préisées.
Dans es travaux, nous proposons d'exploiter nos onnaissanes dans les onsomma-
tions historiques et les variables exogènes pour prévoir la onsommation. Autrement-dit,
nous utilisons les réseaux de neurones pour onstruire une relation non-linéaire entre les
valeurs de la onsommation historique, les variables exogènes et la future valeur de la on-
sommation. Cette relation doit être vraie non seulement pour les données ave lesquelles
elle est onstruite, mais aussi peut être généralisée pour les données fraihes ( données
de test , qui ne sont jamais utilisées pour onstruire la relation). Ce problème peut être
déoupé en deux parties :
1. Trouver les variables endogènes et exogènes qui sont pertinentes pour la prévision de
la onsommation. C'est e qu'on appelle la séletion des variables.
2. Trouver la omplexité appropriée pour le modèle ompte tenu des données disponibles.
C'est e qu'on appelle la séletion du modèle.
Dans nos travaux, la séletion des variables est eetuée par la méthode de la variable
sonde et la séletion du modèle est basée sur le sore de Leave-One-Out Virtuel (LOOV),
un estimateur empirique de la généralisation d'erreur et l'état de la matrie jaobienne
du réseau [21℄. Le sore LOOV exige le alul du levier des données d'apprentissage. Le
levier représente l'inuene de haque exemple d'apprentissage pour le modèle. La matrie
jaobienne examine l'eaité des modèles de diérentes omplexités. Ces méthodes vont
être détaillées dans la partie suivante.
Ii, nous n'allons pas présenter la struture d'un Pereptron MultiCouhe (PMC) et
son proessus d'apprentissage. Pour plus d'information, nous inviterons les leteurs à se
référener à la setion 4.2.
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E.2.f-i Coneption du modèle
L'objetif de la oneption est de onevoir un modèle qui a une meilleur apaité de
généralisation. Cette tâhe ontient une reherhe de la omplexité optimale du modèle,
puisque le nombre de paramètres est linéaire par rapport au nombre de variables du modèle
et au nombre de neurones ahés. La proédure de la oneption doit rejeter les variables
andidates non pertinentes à la prévision et dénir le nombre de neurones sur la ouhe
ahée. Cette proédure est présentée en deux étapes dans la partie qui suit: la séletion
des variables et la séletion du modèle.
(1) Séletion des variables
La méthode pour la séletion des variables est la suivante : an de distinguer les vari-
ables pertinentes et non pertinentes, une série de variables aléatoires nommées  variables
sondes  sont réées à partir du veteur des variables andidates. Elles sont générées en
mélangeant aléatoirement des omposantes dans le veteur de la variable andidate. Les
variables sondes vont être lassées ave les variables andidates dans un ordre déroissant
de pertinene par une régression orthogonale. La probabilité umulative du rang des vari-
ables sondes est estimée et un seuil de rang r0 est déterminé de façon à e que la probabilité
pour une variable non pertinente séletionnée soit plus petite que le seuil r0 hoisit par le
onepteur :
p(rprobe < r0) < δ (E.15)
Où rprobe est le rang d'une variable sonde. En onséquene, δ est le risque de hoisir une
variable même si elle est non pertinente.
Notons ξi le veteur dont les omposants sont N valeurs mesurées du ième variable
(i = 1,⋯, n), et y le veteur dont les omposants sont N valeurs mesurées de la variable
à prévoir. Si les variables ont une moyenne égale à zéro, le arré du oeient de la
orrélation entre la ième variable andidate et la variable à prévoir est [21℄:
cos2ϕi = (ξTi y)2(ξTi ξi)(yT y) (E.16)
Où ϕi est l'angle entre veteurs ξi et y dans l'espae d'observation. Plus ϕi est petit, plus
grande est la orrélation entre la variable andidate et la variable à prévoir.
La proédure de lassement basée sur la projetion orthogonale de Gram-Shmidt est
dérite dans la gure E.7. La variable andidate dont le veteur ξ a le plus petit angle
ave le veteur y est lassée en premier. Les veteurs des autres variables andidates et
le veteur étudié y sont projetés sur l'espae nulle de la variable lassée pour éliminer sa
ontribution. Le même alul ontinue dans et espae. Cette proédure est répétée jusqu'à
e que toutes les variables andidates soient lassées ou qu'un ritère d'arrêt soit atteint.
An de tenir ompte de la non linéarité, les variables andidates ontiennent les variables
primaires et leurs produits vetoriels.
La prohaine étape est la dénition du seuil du rang tel que toutes les variables lassées
derrière soient rejetées. np veteurs des variables sondes sont générés et la distribution
umulative du rang est estimée de la manière suivante : la probabilité estimée que le rang
de la variable sonde soit supérieur ou égal au rang r est le rapport nrp/np, où nrp est le
nombre de variables sondes dont le rang est inférieur ou égal à r. Pendant la proédure de
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Figure E.7: Proédure du lassement par la projetion orthogonale de Gram-Shmidt
lassement, quand le rang r est atteint tel que nrp/np > δ, la proédure s'arrête et le rang
r0 est xé à r − 1.
(2) Séletion du modèle
Puisque la fontion objetif appliquée pour l'apprentissage des réseaux de neurones
n'est pas quadratique par rapport aux paramètres du modèle, elle a des minimums lo-
aux. Les algorithmes d'optimisation sont itératifs et les initialisations de leurs paramètres
sont néessaires. Ces valeurs sont souvent aléatoirement générées par une distribution de
probabilité ave une moyenne nulle et une variane 1/R [21℄. La valeur minimale des al-
gorithmes d'optimisation dépend de la valeur initiale des paramètres. En onséquene,
pour un nombre xe de neurones ahés, nous pouvons obtenir diérents modèles. Chaque
modèle orrespond à un minimum loal de la fontion objetif. Il n'y a pas de théorie
qui montre que le modèle obtenu par le minimum global de la fontion objetif généralise
mieux que les modèles obtenus par des minimums loaux. Par onséquent, nous proposons
la stratégie dérite dans la gure E.8 : le nombre de neurones ahés augmente à par-
tir de zéro (modèle linéaire) jusqu'à un nombre maximal (typiquement plus petit que 10
dans la plupart des appliations); pour haque omplexité donnée, plusieurs modèles sont
entrainés ave des initialisations des paramètres diérentes. Le modèle ave la meilleure
apaité de généralisation est séletionné. En augmentant le nombre de neurones ahés,
si la apaité de généralisation du meilleur modèle ave i neurones ahés se dégrade de
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façon importante, la proédure s'arrête. La omplexité ave i-1 neurones ahés est don
onsidérée optimale ave les données disponibles.
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Figure E.8: Proédure de séletion du réseau de neurones ({a,b}:{min, max} nombre de
neurones ahés; : nombre d'initialisations maximal)
Leave-One-Out (LOO) (onnu aussi sous le nom  Jakknife ) est un estimateur non
biaisé de l'erreur de la généralisation du modèle [68℄. Le onept onsiste à retirer un
exemple des données disponibles, faire l'apprentissage sur le reste des N − 1 exemples, et
ensuite aluler l'erreur de la prévision sur l'exemple retenu. Cette proédure est répétée
jusqu'à e que tous les exemples aient été retirés une fois des données d'apprentissage. Le
sore de LOO est :
ELOO =
¿ÁÁÀ 1
N
N
∑
i=1
(yi − f−i(Pi,Ω))2 (E.17)
f−i(Pi,Ω) est le modèle obtenu quand l'exemple i est retiré des données d'apprentissage.
Si le nombre d'exemple N est grand, ette proédure devient très lourde, puisque le nombre
de modèles est égal au nombre d'exemples. Néanmoins, si le modèle est linéaire par rapport
à ses paramètres, le sore de LOO est obtenu par l'apprentissage d'un modèle de toutes les
données d'apprentissage et estimé par PRESS [112℄ :
Ep =
¿ÁÁÀ 1
N
N
∑
i=1
(yi − f(Pi,Ω)
1 − hii )2 (E.18)
où f(Pi,Ω) est le modèle obtenu ave tous les exemples et hii est le i-ième élément de la
matrie H = X(XTX)−1XT , où X est la matrie d'observation, i.e., la matrie de taille
(N,p), dont les éléments xi,j sont les valeurs mesurées de la variable j dans l'exemple i et
p est le nombre des paramètres, p = (R + 1)M + (M + 1) (f. gure 2.3). hii est le levier
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de l'exemple i. Si la matrie X est de rang plein, H est la projetion orthogonale sur le
sous espae déni par les olonnes de la matrie X. En onséquene, les leviers ont les
propriétés suivantes : 0 ≤ hii ≤ 1 ;∀i ∑Ni=1 hii = p.
Le levier d'exemple i peut être onsidéré omme la proportion des paramètres du modèle
qui est dédiée pour alibrer le modèle ave l'exemple i.
Virtual Leave-One-Out (VLOO) [113, 114℄ est une généralisation du PRESS. Il est
diérent de PRESS en deux aspets :
 Ep est une approximation de sore LOO ELOO
 les leviers sont des éléments diagonaux de la matrie H = Z(ZTZ)−1ZT , où Z est la
matrie jaobienne du modèle
La proédure de séletion du modèle est dérite dans gure E.8 : on ommene par
un modèle linéaire (ave zéro neurone ahé), le nombre de neurones ahés augmente un
par un. Pour haque omplexité (nombre de neurones ahés) donnée, diérents modèles
sont alulés ave diérentes valeurs initiales des paramètres ; le sore de VLOO de haque
modèle est évalué et le modèle ave le plus petit sore VLOO est hoisi. Quand on atteint
un ertain nombre de neurones ahés, le sore VLOO ommene à s'aroître onsidérable-
ment, la proédure s'arrête et la omplexité du modèle qui donne la plus petite valeur du
sore VLOO est retenue.
Il peut arriver que le sore de VLOO ne varie pas onsidérablement autour d'une valeur
minimum, dans une ertaine plage de nombres de neurones ahés. Si 'est le as, un ritère
supplémentaire est pris en ompte. Comme dérit auparavant, le levier de l'exemple i
représente la proportion des paramètres du modèle qui ontribue à aler le modèle ave
l'exemple i. Le modèle qui a un ou plusieurs exemples ave levier prohe de 1 dépend des
erreurs de mesures de es exemples, et doit don être éliminé. Au ontraire, le modèle dont
les leviers sont prohes de leurs valeurs moyennes p/N est dépendant également de tous
es exemples, il a don une bonne apaité de généralisation. En onséquene, la quantité
µ = 1
N ∑Ni=1
√
N
p
hii est alulée, où µ est toujours plus petit que 1, et il est égal à 1 si et
seulement si tous les leviers sont égaux à p/N . Parmi tous les modèles ave un petit sore
de VLOO, le modèle ave la plus grande valeur de µ est préféré.
Les détails des exemples numériques et les performanes des modèles ne sont pas donnés
dans e résumé. Pour les leteurs intéressés, veuillez-vous référener à la setion 4.4.
E.2.f-ii Comparaison globale ave le modèle de série hronologique
A l'issu de la présentation des deux modèles pour la prévision de harge à ourt terme,
nous allons omparer les performanes de la série hronologique et du réseau de neurones
selon les six ritères dérits dans le tableau E.3.
 Préision de la prévision
Les résultats de la prévision sur les postes CE_MOU et CE_FRO sont listés dans
annexe D. Dans le as général, les réseaux de neurones ont une meilleure préision
de la prévision que les modèles de série hronologique et les modèles naïfs.
 Failité d'interprétation
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Table E.3: Résumé de la omparaison entre le modèle du réseau de neurones et le modèle
de la série hronologique pour la prévision de harge ourt terme., signie que le modèle
a une meilleure propriété.
Réseau de neurones Modèle série hronologique
Préision de la prévision ,
Failité d'interprétation ,
Complexité du alul ,
Quantité des données d'apprentissage ,
Fréquene de mise à jour ,
Adaptabilité ,
Les modèles basés sur le réseau de neurones et la série hronologiques sont déoupés
en deux parties. Une partie représente les variations lentes de la onsommation issue
des fateurs exogènes, tels que, la température, la journée type, et. et indique le
niveau de la onsommation. L'autre partie onerne les variations rapides et rane
les résultats naux.
Etant paramétrique, le modèle série hronologique est faile à interpréter. La relation
entre la puissane et les autres fateurs d'inuene peut être déduite sans eort. Etant
une boîte noire et non linéaire, le modèle réseau de neurones a des diultés pour
formuler une équation expliite entre la puissane et les autres fateurs d'inuene
[99℄.
 Complexité du alul
Les méthodes ont toutes deux périodes : la période d'apprentissage et la période de
test. La période d'apprentissage pour la méthode série hronologique est onsarée
à dénir les valeurs de plusieurs variables importantes pour le modèle, telles que,
les fréquenes prinipales, la largeur de la fenêtre glissante, et. Ensuite, pendant la
période de test, le modèle ajuste les valeurs de ses paramètres itérativement grâe à
la tehnique de la fenêtre glissante.
De l'autre té, pour le modèle réseau de neurones, les données d'apprentissage sont
en même temps utilisées pour aluler les valeurs de ses paramètres, pour séletionner
le modèle optimal, et pour hoisir les variables d'inuene. Néanmoins, 'est un long
proessus. Il faut entrainer deux réseaux indépendamment : un pour prévoir la
moyenne journalière, et l'autre pour prévoir la variation intra-journalière.
 Quantité de données d'apprentissage
Ii, la quantité de données orrespond au nombre de données onsarées aux al-
uls des paramètres dans un modèle. Pour le modèle hronologique, ette quan-
tité est dénie pendant la période d'apprentissage. Celle-i peut durer d'une à
plusieurs semaines. Le modèle de réseau de neurones a besoin d'une période om-
plète pour apprendre orretement. Une année de données historiques est utilisée
pour l'apprentissage de e modèle.
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 Fréquene de mise à jour
La mise à jour d'un modèle hange sa struture ou ses paramètres. Pour le modèle
série hronologique, la struture est gée, mais les paramètres sont réestimés pendant
haque période de la prévision, i.e., haque jour.
Une année de données est utilisée pour l'apprentissage des modèles du réseau de
neurones. Comparé au modèle de série hronologique, la préision de la prévision du
modèle de réseau de neurones se dégrade à partir du mois de Mai, 'est-à-dire 8 mois
après l'apprentissage. La fréquene optimale de mise à jour doit don être hoisie
pour les modèles de réseau de neurones. Le tableau en annexe D montre les résultats
détaillés de deux postes pour haque mois de la période de prévision.
 Adaptabilité
Avoir une bonne adaptabilité signie que le modèle a la apaité d'être failement
appliqué à d'autres situations similaires. Le modèle de série hronologique, lié à la
struture xée, peut seulement extraire des informations simples telles que la journée
type, la température, et les périodes prinipales. Le modèle ne peut pas prévoir la
harge des postes industriels puisque es postes ne dépendent pas de la température,
et la période prinipale, hebdomadaire, a déjà été exploitée par le modèle naïf. La
performane d'un modèle de série hronologique est don un peu meilleure que elle
du modèle naïf.
Reonnu pour sa bonne apaité d'apprentissage, le modèle du réseau de neurones
peut traiter toutes les sortes de prévision de harge. Le modèle adapte sa struture
aux données d'apprentissage par la séletion de ses variables et de sa struture. Ce
modèle est don mieux adapté dans le as industriel (annexe D). C'est aussi une
solution prometteuse pour la prévision de la puissane réative.
La setion E.2 a présenté deux méthodes appliquées à la prévision de harge ourt
terme pour la onduite et l'estimateur d'état. Diérentes appliations et diérentes méth-
odes de la prévision de harge dans la littérature sont brièvement introduites au début
de ette setion. Ensuite, les diérents types de ourbe de harge sont illustrés, et leurs
aratéristiques sont ommentées an de hoisir des méthodes adaptées à notre besoin de
la prévision ourt terme. Deux méthodes ont été hoisies parmi de nombreux hoix : série
hronologique et réseau de neurones. A l'issue de la présentation théorique détaillée de es
deux méthodes, une omparaison sur diérents aspets est eetuée. Dans la prohaine
setion, nous allons traiter le deuxième objetif de la thèse, la oneption des modèles
d'estimation pour la planiation dans le réseau de distribution.
E.3 Modèle d'estimation de harge pour la planiation du
réseau de distribution
La planiation joue un rle important dans les réseaux de distribution en termes éonomique
et tehnique. Elle impate les déisions d'nvestissements ainsi que la qualité de la fourni-
ture d'életriité. La préision du modèle d'estimation de harge est essentielle pour ré-
duire l'inertitude an de hoisir la meilleure stratégie parmi toutes les alternatives. Dans
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ette setion, nous argumentons l'importane des modèles d'estimation de harge dans la
proédure de prise de déision pour la planiation des réseaux de distribution. Le modèle
nommé BAGHEERA appliqué atuellement par le distributeur d'életriité français ERDF
est détaillé. A partir de elui-i, notre modèle est proposé, ommenté et omparé.
Les déisions pour la planiation des réseaux de distribution sont basées sur les analy-
ses tehnique et éonomique. La Figure E.9 dérit des trois étapes de la proédure de prise
déision dans la planiation des réseaux. Dans l'analyse tehnique, les estimations de la
harge, la topologie du réseau existant et des données du réseau (des transformateurs, des
lignes et des âbles, et.) sont prises en ompte. Ensuite, l'analyse éonomique intègre les
prix des omposants, les pertes des lignes, le oût de maintenane et estime le oût pour
haque solution issue de la dernière étape. Celle-i ombine es résultats ave le budget
annuel pour faire des plans d'investissement.
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Figure E.9: La prise des déisions dans le réseau de distribution
Les modèles d'estimation de harge sont appliqués dans l'étape d'analyse tehnique.
Celle-i est onsidérée omme un problème d'optimisation des pertes életriques dans les
réseaux de façon à e que la tension sur haque nud des réseaux reste dans une bande
normalisée. Les lients dont la tension du point de raordement est en dehors de ette
bande sont onsidérés omme des CMAs (Client Mal Alimenté). Pour dénir la tension du
point de raordement, les aluls des pertes et du plan de tension doivent être eetués.
Avant l'apparition des ompteurs intelligents, les seules mesures disponibles dans les réseaux
de distribution étaient les puissanes atives et réatives, la tension et le transit dans les
postes soures et quelques relevés par an et par lient pour la faturation. La onsommation
d'un poste HTA/BT est estimée par la proportion des valeurs maximales entre les postes
HTA/BT et le poste soure en amont. An d'estimer des modèles de harge sur un plus bas
niveau de tension pour la planiation des réseaux, la plupart des entreprises d'életriité
olletent aussi des données de sondage sur une base régulière, i.e., 10 minutes, 15 minute,
une demi-heure ou une heure, pour un nombre limité de lients.
La plupart des entreprises d'életriité établissent les prols de harge typiques qui
représentent à peu près la onsommation d'un lient individuel. Ces prols sont ensuite
agrégés à un niveau de tension plus élevée. Pour plus d'informations, les leteurs peuvent
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se référener aux sous-setions 5.1.a et 5.1.b.
E.3.a Modèle BAGHEERA
Depuis 1997, Eletriité de Frane (EDF) emploie un modèle nommé BAGHEERA pour
ses lients onnetés aux postes publiques HTA/BT. Il lassie les lients dans des groupes
selon leurs informations qualitatives, telles que son ode d'ativité (résidentiel, agriulture,
ommerial, industriel, et.) et son option tarifaire (base, heure reuse/pleine, Tempo).
Ce modèle est utilisé pour l'estimation des pis de onsommation et fournit 48 estimations
de puissane (deux par heure) pour les jours ouvrables et les weekends pour haque lient
individuellement. Ses avantages peuvent être résumés omme :
 Un modèle universel qui adapte aux lients de toutes atégories
 L'information de la période heure reuse/pleine de haque lient est prise en ompte
 La sortie du modèle inlut 48 puissanes. Quand nous faisons le alul életrique,
l'eet oïnidene (sous-setion 5.1.a), ou eet de foisonnement, est pris en ompte.
En ollaboration ave le alul életrique dans les as les plus défavorables, le modèle
BAGHEERA estime la harge d'un lient individuel sous la ondition TMB
1
. Il y a deux
omposants dans e modèle : la puissane moyenne P (t, Td) sous la température Td et la
marge ν(t). Pour haque heure, nous avons :
P (t, Td) = a(t)E0 + b(t)s(Td − TNh)∣Td<TNh (E.19)
ν(t) = σ(t)2En (E.20)
Où {a(t), b(t), σ(t)} sont les oeients alulés statistiquement et partagés pour tous les
lients dans le même groupe. Les paramètres {E
0
, s,En} sont spéiques à haque lient et
orrespondent respetivement à l'énergie journalière onsommée hors hauage, le gradient,
l'énergie annuelle ajustée à la ondition limatique normale. Td est la température moyenne
journalière. Equation E.19 assume que au-delà de la température de non hauage TNh,
qui est diérente d'une région à l'autre, la puissane onsommée (a(t)E
0
) est indépendante
de la température et au-dessous de ette température de non hauage, la relation entre
la puissane onsommée et la variation de température est linéaire. Cette relation linéaire
est indiquée par le gradient s (s< 0).
La puissane moyenne représente l'espérane de la puissane de haque heure sous la
température Td, et la marge représente l'inertitude de l'estimation. Le risque xé pour la
planiation des réseaux de distribution est de 10%, e qui signie que la borne supérieure
a 10% de hane d'être dépassée. La borne  10% supérieure  est don dénie omme :
P10%(t, Td) = P (t, Td) + c10%ν(t) (E.21)
1
Température Minimum de Base : en pratique, EDF dénie le TMB à partir de 30 ans de données
historiques. La probabilité d'un jour par an est une valeur moyenne : en réalité, pendant une année
haude, nous pouvons probablement trouver auun jour dont la température journalière est inférieure à
ette TMB valeur, alors que pendant une année froide, plusieurs jours peuvent être inférieurs à ette TMB
valeur.
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Où c10% est le oeient du risque à 10%. En théorie, la borne supérieure de la température
TMB est dépassée pendant 8760h/an ∗ (10% ∗ 0.3%) ≈ 2.5 heures par an.
Les détails du alul des oeients {a(t), b(t), σ(t)} sont présentés dans sous-setion
5.3.b-ii et elui des oeients {s,E
0
,En} sont développés dans sous-setion 5.3.b-iii.
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Figure E.10: Client no.5 option heure reuse/pleine: ajustement de ourbe sur l'énergie
journalière pendant les heures pleines. L'indie  HP  signie Heure Pleine et l'indie 
HC  signie Heure Creuse.
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Figure E.11: Client no.18 option de base: ajustement de ourbe sur l'énergie journalière.
L'intervalle d'éhantillon des lients sondés est de 10 minutes. Les données de la tem-
pérature sont éhantillonnées par heure. Ces deux données sont moyennées sur une base
journalière an d'estimer les paramètres {s,E
0
,En} par l'ajustement de ourbe. Les don-
nées au-dessus de la température TNh sont ajustées ave une onstante E0 et les données
au-dessous de la température TNh sont ajustées ave une fontion linéaire (s(Td−TNh)+E)
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Figure E.12: Client no.5 option heure reuse/pleine: TMB estimations de la harge pen-
dant les jours ouvrables
qui minimise les moindres arrés.
Les lients heure reuse/pleine ont deux ompteurs életriques, qui enregistrent séparé-
ment les énergies onsommées pendant les heures pleines et les heures reuses. La gure
E.10 illustre l'ajustement de ourbe pendant les heures pleines. Une gure similaire peut
être traée pour les heures reuses. L'énergie journalière varie ave la température. De
ette façon, les lients heure reuse/pleine ont souvent un grand gradient. En fait, TNh est
une grandeur qui indique la température moyenne de non hauage pour une région. Ce
fateur peut varier d'un lient à l'autre de la région. Dans la gure E.10, nous voyons que
l'énergie moyenne pendant les périodes de non hauage (E0HC ) est diérente de l'énergie
journalière hors hauage déduite par la régression (EHC). Les lients d'option de base
utilisent d'autre moyens de hauage, notamment des moyens non életriques. Leur on-
sommation életrique reste stable par rapport à la variation de température (gure E.11).
Ils ont don un petit s. Pour la même raison, l'énergie journalière hors hauage E0 est
diérente de elle de la régression E.
Les oeients ommuns {a(t), b(t), σ(t)} dépendent de la atégorie des lients. 48
estimations de la valeur moyenne ainsi que des bornes supérieures sont alulées ave les
équations E.19, E.20 et E.21. Notons que diérents ensembles de valeurs {a(t), b(t),
σ(t)} existent pour les jours ouvrables et les week-ends, ainsi que pour les périodes heures
reuses et heures pleines. S'il existe plus d'une période d'heures reuses pendant la journée,
la puissane estimée est onsidérée omme identique pour haque début de période. Dans
la gure E.11, le lient no.5 il y a deux périodes d'heures disjointes : 01 :00 à 07 :00 et
12 :00 à 14 :00. Nous onstatons que deux pis pendant le début de haque période ont la
même valeur. Les valeurs des bornes supérieures sont érêtées par la puissane sousrite.
Dans la gure E.11, les estimations des bornes supérieures dépassant 9kW sont remplaées
par 9kW, la puissane sousrite du lient no.5.
Le modèle BAGHEERA suppose que l'inuene de la température sur la onsommation
est linéaire. Néanmoins, ette hypothèse n'est pas réaliste. Cela est dû à la limite des
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puissanes maximales des hauages. De plus, le onept du réseau intelligent onduit
à une dynamique importante et des relations exibles entre le produteur d'életriité,
le distributeur et les lients. Il n'est don plus raisonnable d'attribuer un lient à un
groupe xe. Ave la limatisation, de plus en plus répandue en Frane, la onsommation
va aussi augmenter pendant les périodes haudes. L'hypothèse du modèle BAGHEERA
selon laquelle la harge reste stable quand la température dépasse une température de non
hauage n'est plus vraie. Notre idée est de onstruire un modèle individuel pour haque
lient sans faire la lassiation. Ce modèle doit être omplètement dirigé par les données
et indépendant par rapport aux informations qualitatives des lients dont la qualité se
dégrade. En tenant ompte du développement des ompteurs intelligents, qui fournissent
des onsommations détaillées de haque individu, nous proposons un modèle d'estimation
de harge non paramétrique individualisé pour haque lient.
E.3.b Modèle non paramétrique
Dans ette sous-setion, nous abordons le modèle d'estimation de harge non paramétrique.
Les avantages du modèle peuvent être résumés en trois points :
 La méthode est omplétement dirigée par les données et peut être adaptée à tous
les types de harge, pour les lients thermosensibles ainsi que pour les lients non
thermosensibles.
 Les méthodes non paramétriques sont appliquées de sorte que le modèle est indépen-
dant des informations qualitatives d'un lient ainsi que de l'hypothèse faite sur les
fontions de harge.
 La sortie du modèle inlus les estimations de harge maximales et minimales.
La gure E.13 présente la proédure du modèle non paramétrique. Dans un premier
temps, la ourbe de harge d'un lient est assoiée à la température de la région où les
mesures sont prises. Ensuite, les tests statistiques sont eetués pour examiner si e lient
est thermosensible. Si e lient n'est pas sensible par rapport à la température, il n'y
aura pas de diérene entre la ourbe de la puissane maximale et elle de la température
TMB. L'estimation de la densité de la probabilité par noyau est utilisée pour déterminer
les valeurs médianes, ainsi que la borne supérieure à 10% et la borne inférieure à 10%.
Si e lient est thermosensible, l'algorithme CUSUM (somme umulée) est appliqué pour
séparer la période de hauage de la période de non hauage. Ensuite, les données de
la période de non hauage sont utilisées pour aluler les puissanes minimales et les
données de la période de hauage sont utilisées pour estimer les puissanes sous tem-
pérature TMB. Notons que la température TMB est une de plus basses températures de
l'année, qui a lieu en moyenne une fois par an. Les onnaissanes de la onsommation
életrique sous ette température sont souvent insusantes. Ce manque de onnaissanes
peut engendrer des diultés pour l'estimation des puissanes à température TMB. Nous
proposons don d'inlure les mesures de la harge des années préédentes si es données
sont ompatibles ave les données de l'année estimée. Cette ompatibilité est vériée par
des tests statistiques. Don, éprouvées par les tests, les données des années préédentes
ompatibles ave les données de la période de hauage de l'année estimée sont utilisées
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pour estimer la relation entre la température et la harge par une méthode de régression
par noyau. Le paramètre de lissage demandé par la méthode de régression par noyau est
alulé par la tehnique de validation roisée. Une fois la relation entre la température et
la harge établie, les données de la période de hauage sont ramenées à la ondition TMB
selon ette relation en maintenant leurs inertitudes d'observation. Finalement, les puis-
sanes médianes et les bornes sont alulées à la température TMB. Les outils statistiques
montrés dans la gure E.13 ne sont pas présentés ii. Pour plus de détails, nous invitons
les leteurs à se reporter à la setion 6.1.
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Figure E.13: La proédure du modèle non paramétrique
Les modèles non paramétriques sont omparés ave le modèle industriel BAGHEERA
ave des données réelles (sous-setion 6.2.a). Nous soulignons que les estimateurs proposés
sont plus adaptés et donnent des résultats plus ables (sous-setion 6.2.b).
E.4 Conlusions et perspetives générales
Dans e mémoire, nous traitons deux problèmes distints sur la harge életrique dans les
réseaux de distribution, respetivement pour la onduite et la planiation. L'apparition
des ompteurs életriques intelligents dans un ontexte de réseaux intelligents donne la
possibilité de onstruire les modèles préditifs de harge plus préis sur la basse tension,
ainsi que des modèles d'estimation de harge individualisés.
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Trois modèles ont été traités, les deux premiers pour l'estimation de harge en J+1 et
J+2, le troisième pour l'estimation de harge à l'éhelle de la planiation :
 Le modèle de série hronologique déoupe la ourbe de harge en trois parties :
la tendane, la yliité et les erreurs aléatoires. Les deux premières parties sont
déterministes et sont présentées séparément par deux modèles paramétriques. Le
modèle de tendane prend en ompte la température, le temps et les journées types.
Le modèle ylique est omposé des omposantes de Fourrier, dont les fréquenes
prinipales sont identiées par le périodogramme lissé. L'analyse du résidu montre
qu'il n'y a plus de possibilité d'améliorer les résultats de la prévision ave les autres
approhes lassiques.
Nous avons aussi étudié l'inuene de l'inertitude dans la prévision de la tempéra-
ture vis-à-vis de la préision pour la prévision de harge. Nous avons montré que
même ave l'inertitude dans la prévision de la température, notre modèle de série
hronologique est beauoup plus préis par rapport au modèle de référene : le modèle
naïf.
 Le réseau de neurones a une apaité d'approximation universelle et une bonne apa-
ité à traiter les relations non linéaires et omplexes. Le réseau de neurone est souvent
onsidéré omme ayant une prévision plus préise que les méthodes lassiques [99℄.
Dans la plupart des travaux qui traitent de la problématique de la prévision de harge
à ourt terme, le hoix des variables ainsi que elui de la struture pour le réseau de
neurones n'étaient pas systématiquement justiés. Les résultats naux n'étaient pas
bien ommentés ou présentés lairement [39, 28℄.
Nous foalisons sur la méthodologie de la oneption du modèle, i.e., les séletions des
variables et du modèle. La séletion des variables est basée sur la régression orthog-
onale, qui range les variables andidates dans un ordre de pertinene déroissante.
La séletion du modèle est basée sur le proessus VLOO, qui estime la apaité de la
généralisation pour le modèle. La ourbe de harge est déomposée en la puissane
moyenne journalière et les variations de la puissane intra journalière. Cette déom-
position réduit la omplexité du modèle. L'eaité de la stratégie de séletion est
prouvée en utilisant de vraies mesures de postes HTA/BT.
 Pour l'objetif du modèle d'estimation de harge, nous introduisons le onept onsis-
tant à onstruire le modèle individualisé pour haque lient sans faire de lassiation.
Ce modèle non paramétrique est omplètement dirigé par les données. Il ne possède
pas d'hypothèses à priori sur la relation entre la harge et la variation de la tem-
pérature. Dans e rapport, nous avons proposé trois estimateurs pour diérents as
de disponibilités des données. Les études de validation omparent la préision des
estimations du modèle BAGHEERA et les modèles non paramétriques sur la base
des mêmes données. Ces études montrent que les estimateurs non paramétriques ont
une meilleure préision que elui du modèle BAGHEERA. Une disussion pour la
dénition du seuil de l'inertitude pour le alul de la hute de tension est dévelop-
pée.
Les objetifs de la thèse sont atteints.
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Les modèles préditifs de harge ont une préision meilleure que le modèle naïf. Néan-
moins, en termes d'eaité ainsi que de bénée éonomique sur les fontions avanées
du réseau, le rapport n'a pas pu être quantié. Les prohains travaux devraient se foaliser
sur l'intégration de es modèles dans les fontions avanées du réseau.
La méthodologie de la oneption du modèle réseau de neurones est très prometteuse
pour la prévision de harge. Elle fournit une prévision plus préise que la méthode série
hronologique. Cette solution peut être étendue à tous les types de la prévision de harge,
y ompris la puissane réative. Les résultats de es premières études sont enourageants.
Néanmoins, des études plus poussées devraient être eetuées pour les raisons suivantes :
 Dans notre méthodologie, les variables andidates seondaires sont onçues pour
prendre en ompte la non linéarité du modèle. Cependant, une variable andidate
seondaire représente seulement le produit de deux variables primaires. Il y a peut-
être d'autres formes de ombinaison à explorer.
 Le risque de séletionner une variable non pertinente est estimé par les variables
sondes. A ause d'un eet de mélange aléatoire, le nombre de variables retenues
malgré le même risque peut être diérent. D'autres méthodologies de séletion de
variables peuvent être envisagées, tels que l'analyse d'entropie [115℄, l'espae des
phases assoiées [106℄.
 La performane se dégrade quand le temps de prévision augmente. Voir Annexe 4.3.a.
Puisque les modèles de harge suivent un proessus non linéaire, dû à l'augmentation
progressive, ils doivent don être mis à jours régulièrement. En onséquene, la
fréquene de mise à jour du modèle doit être déduite pour atteindre une performane
optimale.
Nous avons montré que le modèle non paramétrique a une meilleure préision que le
modèle BAGHEERA sur l'estimation des valeurs moyennes. Une disussion est onsarée
pour larier la dénition de la borne supérieure, dont les valeurs partiipent diretement
dans le alul de hute de tension. Cette disussion doit être prolongée ave les distribu-
teurs. La validation de la méthodologie pour ette estimation est aussi une tâhe diile.
Puisque peu d'éhantillons sont pris à température TMB pendant une période de deux ans
[3℄, la probabilité d'être dépassée pendant 10% de temps est don diile à vérier. Nous
proposons de tester ette méthodologie dans l'implémentation industrielle.
Aujourd'hui, un grand nombre des énergies renouvelables sont intégrés dans les sys-
tèmes életriques. Leurs ourrenes hangent les transits dans les lignes életriques. Elles
peuvent être onsidérées omme des onsommations életriques négatives.
Diérentes des moyens de produtions lassiques (nuléaire, oul, et hydraulique, et.),
es générations d'énergies distribuées renouvelables (éolien, photovoltaïque, et biomasse)
onnetées aux réseaux de distributions sont intermittentes, et très dépendantes des on-
ditions météo. La qualité de la prévision de es produtions dépend plus de la qualité des
prévisions des fateurs d'inuene que de l'eaité de l'algorithme de la prévision.
Par exemple, pour le photovoltaïque, les fateurs d'inuene direts sont la nébulosité,
la radiation solaire, et la température [156℄. Les autres paramètres omme le vent, la
pluie et la neige sont des fateurs indirets [155℄. La diulté est d'obtenir une prévision
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préise sur la nébulosité, puisque ela est basé sur un phénomène physique très omplexe
et ela représente plus de diulté que la prévision de la température moyenne journalière.
L'éolien, d'un autre té, dépend de la fore et de la diretion du vent, de la géographie de
la ferme, et du type de générateur. La prédition des fateurs d'inuene ne fait pas partie
du périmètre de ette thèse.
An de aluler orretement la hute de tension pour la onduite et la planiation
du réseau de distribution, nous devons tenir ompte de es produtions. Deux façons sont
envisageables :
 un modèle préditif pour la prodution
 un modèle qui prévoit la valeur agrégée de la génération et la onsommation
La plupart des travaux de reherhe se onentrent sur la première voie. Il y a trois
atégories de modèles pour prévoir es produtions : basé sur un modèle physique, sur un
modèle statistique ou sur un modèle hybride qui ombine les avantages des deux premiers
[155℄. Les méthodes sont similaires à elles de la prévision de harge [155, 157, 158℄.
Nous proposons de déployer les deux modèles présentés dans e rapport, le modèle
du réseau de neurones et le modèle non paramétrique pour résoudre le problème dans la
seonde voie. Grâe à la bonne apaité d'apprentissage du réseau de neurones, si les
prévisions des fateurs d'inuene sont assez préises, le modèle est apable de déduire la
relation non linéaire omplexe entre entrées et sorties. Dans e as, la sortie du modèle
est la prévision de l'éart entre la prodution et la onsommation. Les stratégies pour
les séletions des variables et du modèle (parties Séletion des variables et Séletion du
modèle) peuvent être aisément appliquées. En e qui onerne le modèle non paramétrique,
sans hypothèse à priori, et omplétement dirigé par les données, il peut être failement mis
en ÷uvre pour la situation où es énergies renouvelables sont présents.
Pour les futurs travaux, il faudrait tester es deux modèles ave les vraies données des
onsommations életriques et des produtions des énergies renouvelables.
