In this article, we give more generalized results than in Anwar et al. (2010) and Latif and Pečarić (2010) in new direction by using second-order divided difference. We investigate the exponential convexity and logarithmic convexity for majorization type results by using class of continuous functions in linear functionals. We also construct positive semi-definite matrices for majorization type results. We will vary on choice of a family of functions in order to construct different examples of exponentially convex functions and construct some means. We also prove the monotonic property. Mathematics Subject Classification (2000): 26A51; 39B62; 26D15; 26D20; 26D99.
Introduction and preliminaries
Although inequalities play a fundamental role in nearly all branches of mathematics, inequalities are usually obtained by ad hoc methods rather than as consequences of some underlying "Theory of Inequalities". For certain kinds of inequalities, the notion of majorization leads to such a theory that is sometimes extremely useful and powerful for deriving inequalities. Moreover, the derivation of an inequality by methods of majorization is often very helpful both for providing a deeper understanding and for suggesting natural generalizations [1] . Now we define the notion of majorization as follows: For fixed n ≥ 2, let x = (x 1 , . . . , x n ) , y = y 1 , . . . , y n denote two n-tuples and
x [1] ≥ x [2] ≥ · · · ≥ x [n] , y [1] ≥ y [2] ≥ · · · ≥ y [n] , be their ordered components. Definition 1.1.
[ [1] , p. 8] For x, y ℝ n ,
y [i] , k = 1, ..., n − 1;
y [i] , when x ≺ y , x is said to be majorized by y (y majorizes x).
The following theorem is well-known in literature as the majorization theorem and a convenient reference for its proof is Marshall et Here J be any interval in ℝ. Theorem 1.2. Let x and y be two n-tuples such that x i , y i J, i = 1, . . . , n; then
holds for all continuous convex functions f : ℝ ℝ iff x ≺ y.
If f(x) is a strictly convex function then equality in (A1) is valid iff x [i] = y [i] , i = 1, . . . , n.
In 1947, Fuchs gave a weighted generalization of the well-known majorization theorem for convex functions and two sequences monotonic in the same sense [5] , (see also [[3] . Let x and y be two decreasing real n-tuples, let p = (p 1 , . . . , p n ) be a real n-tuple such that
then, for every continuous convex function f : J ℝ, we have
A number of important inequalities arise from the logarithmic convexity of some functions as one can see in [1] . Logarithmic convexity plays an important role in fields of application such as reliability and survival analysis, and in economics. We also find its applications in applied mathematics as well.
Here, we give an important result from Anwar et al. [6] which is given in recent book of Marshall et al. [1] . Proposition 1.4. If p ℝ n and x, y are decreasing n-tuples such that (1) and (2) hold and s : (0, ∞) ℝ defined as,
then, Λ 2 ( s ) is log-convex as a function of s ℝ, with x, y, and p fixed.
The following theorem is consequence of Theorem 1 in [7] (see also 
hold. Then for every continuous convex function f, we have
Here we give another important result from Anwar et. al. [6] which is also given in [1] . 
is log-convex in s. We can find variety of applications of the Propositions 1.4 and 1.6 in article [8] but we quote here an application in Statistics which is given in the book of Marshall et al. [1] . Corollary 1.7. If W is positive random variable for which expectation exist and a ≥ b, then the function
is log convex. The Propositions 1.4 and 1.6 give us log-convexity but we can find more generalized results proved by Anwar et al. [6] which give us positive semi-definite matrices and exponential convexity for positive n-tuples × and y. Also in [8] we find similar results for non-negative and for real n-tuples. But, in this article, we give much more general results than results of [6, 8] in new direction by using second-order divided difference.
Let F(z) and G(z) be two real, continuous and increasing functions for z ≥ 0 such that F(0) = G(0) = 0 and define
The following result was obtained by Boland and Proschan [9] (see also [[3] , p. 331]):
holds for all convex functions f, provided the integrals are finite.
The following useful definitions are extracted from [10] . Definition 1.10. A positive function ψ is log-convex in the J-sense on I, if for each x, y I,
Remark 1.11. A positive function ψ is log-convex in the J-sense on I iff the relation
holds ∀u, v ℝ; x, y I. Definition 1.12. A function ψ : I (0, ∞) is said to be a log-convex function if for every x, y I and every l [0, 1], we have
The following definition is originally given by Bernstein [11] (see also [6, [12] [13] [14] [15] 
∀n N and all choices ξ i R; i = 1, . . . , n such that x i + x j I; 1 ≤ i, j ≤ n. (i) ψ is exponentially convex on I.
(ii) ψ is continuous and
∀ξ i ℝ and every x i I; 1 ≤ i ≤ n.
Corollary 1.16. If ψ is exponentially convex function on I, then the matrix
is a positive semi-definite matrix. Particularly
This article has been divided into three sections. In Section 1, we have given introduction and preliminaries. In Section 2, we investigate the log-convexity and exponential convexity for majorization type results for discrete as well as continuous cases by using classes of continuous functions in linear functionals defined in (A1), . . . , (A4). We also construct positive semi-definite matrices for majorization type results. In Section 3, we will vary on choice of a family of functions in order to construct different examples of exponentially convex functions and construct some means. We also prove the monotonic property.
Main results
and
The value [z 0 , z 1 , z 2 ; f] is independent of the order of the points z 0 , z 1 , and z 2 . By taking limits this definition may be extended to include the cases in which any two or all three points coincide as follows:
given that f' exists on [a, b] and
Let us define some classes to be used in the following theorem as follows (a) The function t ↦ Λ k (f t ) is log-convex in J-sense on I. (b) If the function t ↦ Λ k (f t ) is continuous on I, then the function t ↦ Λ k (f t ) is logconvex on I. Also, the following inequality holds for r < s < t; r, s, t I
which is called Lyapunov's inequality.
(c) If the function t ↦ Λ k (f t ) is derivable on I, then ∀s ≤ u and t ≤ v; s, t, u, v I; we have
where
Proof. (a) Since, the function t ↦ [z 0 , z 1 , z 2 ; f t ] is log-convex in J-sense on I which implies that [z 0 , z 1 , z 2 ; f t ] >0. So, f t is strictly convex and x [i] ≠ y [i] for i = 1, . . . , n; which shows that by using Theorem 1.2, Λ 1 (f t ) is positive and also by our assumptions that Λ k (f t ) for k = 2, 3, 4 are positive. Now for any fixed p, q ℝ and s, t I, we define the following function
by using Remark 1.11, the log-convexity in J-sense of the function t ↦ [z 0 , z 1 , z 2 ; f t ] gives us the positive definiteness of the quadratic form
which implies g is convex function and clearly g is continuous therefore g K 2 [a, b] and we have Λ k (g) ≥ 0 for k = 1, . . . , 4. Hence we have
so, the function t ↦ Λ k (f t ) is log-convex in J-sense on I for k = 1, . . . , 4. (b) If the function t ↦ Λ k (f t ) is in addition continuous, then from (a) we conclude that the function is log-convex on I.
As the function t ↦ Λ k (f t ) is log-convex, i.e., ln Λ k (f t ) is convex, so by using Definition 1.18, we have
. . , 4; which gives us (4). (c) By definition of convex function j, we have the following inequality [3, p. 2] φ(s) − φ(t)
∀s, t, u, v I with s ≤ u, t ≤ v, s ≠ t, u ≠ v.
Since by (b), Λ k (f t ) is log-convex for k = 1, . . . , 4 so in (6) we set j(x) = ln Λ k (f x ), to get
which gives us
If s = t ≤ u we apply the limit lim t→s to (7) concluding
Other possible cases can be treated in the same way. □ Now, we give two important remarks and one useful corollary from [10] , which we will use in some examples in third section.
Remark 2.2. For μ s,t (Λ k , D) defined with (5) we will refer as mean if
for s, t I and k = 1, . . . , 4. We can find mean value theorems of Cauchy's type for Λ k (f t ) for k = 1, . . . , 4 as in [6, 8] . We can also apply second mean value theorem of Cauchy's type for Λ k (f t ), k = 1, . . . , 4 in order to get criteria for recognition of means as in [10] (a) For every n N and t 1 , . . . , t n I, the matrix
is a positive semi-definite. Particularly
(b) If the function t ↦ Λ k (f t ) is continuous on I, then it is exponentially convex on I.
(c) If Λ k (f t ) be positive for k = 2, 3, 4 and for Λ 1 (f t ) we assume that f t is strictly convex with condition x [i] ≠ y [i] for i = 1, . . . , n and the function t ↦ Λ k (f t ) is derivable on I then∀s ≤ u and t ≤ v, we have
where μ s,t ( k ,D j ) is as defined in (5).
Proof. (a) We consider the function
for l = 1, . . . , n and f t ∈D 1 , where z [a, b], u i ℝ and t i I.
] is exponentially convex function for z 0 ,
which shows that h l is a convex function for l = 1, . . . , n and z 0 , z 1 , z 2 [a, b]. Now by using Theorem 1.2,
which shows that the matrix
is a positive semi-definite, and by using Sylvester criteria we get (8) .
(b) By our assumption Λ k (f t ) is continuous for t I and k = 1, . . . , 4; then by using Proposition 1.15, we get exponential convexity of the function t ↦ Λ k (f t ) on I for k = 1, . . . , 4.
(c) As Λ k (f t ) is positive and the function t ↦ Λ k (f t ) is derivable for k = 1, . . . , 4 by our assumption, hence the result follows directly by using (c) part of Theorem 2.1. □
Examples
In this section, we will vary on choice of a family D = {f t : t I} for any open I ⊂ ℝ in order to construct different examples of exponentially convex functions and construct some means.
Let us consider some examples: every positive exponentially convex function is log-convex. So, if we choose class of functions given in (3) in Theorem 2.5 then for Λ 1 we get Theorems 2.4 and 2.5 of [6] and similarly for Λ k , k = 2, 3; the Theorems 2.6, 2.7, 4.4, 4.5, 4.11, and 4.12 of [6] all become special cases of Theorem 2.5 of this article. We can also obtain similar results for Λ 4 as in [6] .
Further, in this choice of family D we have
So, using Remark 2.4 we have an important conclusion that μ s,t (Λ k , D) is in fact mean for k = 1, . . . , 4. We can extend these means in other cases as given in [6] .
Example 3.2. Let
be a family of functions defined as
here, we use the convention 0 ln 0 = 0.
Since, d
2 dx 2φs (x) = x s−2 = e (s−2)lnx for x >0 so by same argument given in previous example we conclude that k (φ s ) , k = 1, . . . , 4 are exponentially convex functions with respect to s. So, if we choose class of functions given in (9) in Theorem 2.5 then we get Theorems 18 and 19 of [8] for Λ 1 and similarly for Λ k , k = 2, 3, 4; Theorems 20, 26, 27, 28, and 29 of [8] become special cases of Theorem 2.5 of this article.
Further, in this choice of familyD we have
So, using Remark 2.4 we have an important conclusion that μ s,t ( k ,D) is in fact mean for k = 1, . . . , 4. We can extend these means in other cases as given in [8] . All the means μ s,t ( k ,D) are calculated for two parameters s and t, now we move towards three parameters namely s, t, r. For r >0 by substituting
, we get similar results as given in [8] . 
2 dx 2 ψ s (x) = e sx for x ℝ so by same argument given in Example 3.1 we conclude that Λ k (ψ s ), k = 1, . . . , 4 are exponentially convex functions with respect to s.
So, if we choose this class of function in Theorem 2.5 then for Λ 1 we get Theorem 32 of [8] and similarly for Λ k , k = 2, 3, 4; the Theorems 34, 40, 41, and 42 of [8] all become special cases of Theorem 2.5 of this article. Monotonicity: if s, t, u, v ℝ such that s ≤ u, t ≤ v, then by using Theorem 2.5 we have
We observe here that We also note that after the substitution (x i , y i ) (ln x i , ln y i ); i = 1, . . . , n in Λ k , k = 1, 2 in Theorem 2.5 we will get the Corollaries 36 and 38 of [8] . We can also obtain similar results for Λ 3 and Λ 4 by this substitution in Theorem 2.5. Monotonicity: if s, t, u, v (0, ℝ) such that s ≤ u, t ≤ v, then by using Theorem 2.5 we have
