We give upper and lower bounds for the Kazhdan-Lusztig polynomials of any Coxeter group W. If W is nite we prove that, for any k 0, the k-th coe cient of the Kazhdan-Lusztig polynomial of two elements u, v of W is bounded from above and below by a polynomial (which depends only on k) in l(v)?l(u). In particular, this implies the validity of Lascoux-Schutzenberger's conjecture for all su ciently long intervals, and gives supporting evidence in favor of the Dyer-Lusztig conjecture.
Introduction
In their fundamental paper 14] Kazhdan and Lusztig de ned, for every Coxeter group W, a family of polynomials, indexed by pairs of elements of W, which have become known as the Kazhdan-Lusztig polynomials of W (see, e.g., 13], Chap. 7). These polynomials are intimately related to the Bruhat order of W and to the algebraic geometry of Schubert varieties, and are of fundamental importance in representation theory.
Our aim in this paper is to give upper and lower bounds for the coe cients of any Kazhdan-Lusztig (and inverse Kazhdan-Lusztig) polynomial of any Coxeter group and to study some consequences of these bounds. Our motivation for doing this comes from two conjectures of Kazhdan-Lusztig and Lascoux-Schutzenberger which assert, respectively, that these coe cients are always nonnegative (see, e.g., 14], p. 166) and that, if the polynomials have the maximum possible degree, then they are bounded from above by appropriate Eulerian numbers (see, 17], p. 249, or x2 for the precise statement of this conjecture). Our main result is that, if l(u)) (see Theorem 3.9). As a consequence of this result, we prove that LascouxSchutzenberger's conjecture holds for all su ciently long intervals (see Corollary 3.10), and we give supporting evidence in favor of the Dyer-Lusztig conjecture (see Corollary 3.11 and the comments following it, and x2 for the precise statement of this conjecture).
The organization of the paper is as follows. In the next section we recall some basic de nitions, notation, and results, both of an algebraic and combinatorial nature, that will be used in the sequel. In section 3 we prove our main results. In particular, we verify the conjecture of Lascoux-Schutzenberger for all su ciently long intervals. In section 4 we brie y sketch how it is possible to obtain analogues of the results in section 3 for the inverse Kazhdan-Lusztig polynomials. Finally, in section 5, we discuss some conjectures and open problems that arise naturally from the present work.
Notation and Preliminaries
In this section we collect some de nitions, notation and results that will be used in the rest of this paper. We let P def = f1; 2; 3; : : :g , N def =P f0g, Z be the ring of integers, and Q be the eld of rational numbers; for a 2N we let a] def = f1; 2; : : : ; ag ( where 0] def = ;). Given n; m 2 P, n m, we let n; m] def = m] n n ? 1]. We write S = fa 1 ; : : : ; a r g < to mean that S = fa 1 ; : : : ; a r g and a 1 < : : : < a r . The cardinality of a set A will be denoted by jAj, for r 2 N we let A r def = fS A : jSj = rg, and P(A) be the power set of A. For S P and j 2 P we let S j be the j-th largest element of S, and S j def = 0 if j > jSj, (so S = fS jSj ; : : : ; S 1 g < ). Given a polynomial P(q), and i 2 Z, we will denote by q i ](P (q)) the coe cient of q i in P(q). For a 2 Q we let bac (respectively, dae) denote the largest integer a (respectively, smallest integer a).
Given a set T we let S(T) be the set of all bijections : T ! T, and S n def = S( n]).
If 2 S n then we write = 1 : : : n to mean that (i) = i , for i = 1; : : : ; n. We will also write in disjoint cycle form (see, e.g., 19], p.17) and we will usually omit to write the 1-cycles of . For example, if = 365492187 then we also write = (9; 7; 1; 3; 5)(2; 6). Given ; 2 S n we let def = (composition of functions) for all x; y 2 P, x y. 6 2 D(u) . (2) Note that the preceding theorem can be used to inductively compute the R-polynomials since l(vs) < l(v). Therefore, one could take Theorem 2.2 as the de nition of the Rpolynomials, together with the initial conditions that R u;u (q) = 1 and R u;v (q) = 0, for all u; v 2 W, u 6 v. 
There is one other property of the R-polynomials that we will use quite often in this work (and, sometimes, without explicit mention). We recall it here for the reader's convenience. 
if u v.
The polynomials P u;v (q) de ned by the preceding theorem are called the KazhdanLusztig polynomials of W. Note that parts iii) and iv) of Theorem 2.5 actually yield an inductive procedure to compute the polynomials P u;v (q) for all u; v 2 W, taking parts i) and ii) as initial conditions. There is a non-recursive way to express the Kazhdan-Lusztig polynomials in terms of the R-polynomials which is the fundamental tool that we will use in this paper. The following result rst appeared in 6] (see Theorem 5.2) and we refer the reader to 6] for its proof. Our aim in this work is to obtain upper and lower bounds for the coe cients of the Kazhdan-Lusztig polynomials of a Coxeter system. As mentioned in the Introduction, the motivation for doing this comes from the following two conjectures.
Conjecture 2.9 Let (W; S) be a Coxeter system and u; v 2 W. Then q k ](P u;v ) 0 for all k 2 N. Conjecture 2.10 Let n 2 P and u; v 2 S n be such that deg (P u;v 
Here A(n; k) (n; k 2 N) denotes an Eulerian number (i.e., A(n; k) def = jf 2 S n : jD( )j = kgj, for 0 k n?1 and n 2 P, see, e.g, 7], x6.5, for further information about Eulerian numbers). However, it turns out that our main result also has applications to the following (apparently unrelated) conjecture. Our results give supporting evidence in favor of Conjecture 2.11 and of the fact that Conjecture 2.10 may actually hold for any nite Coxeter system, and suggest that Conjecture 2.9 is the hardest of the three.
Throughout this work (W; S) denotes a Coxeter system.
3 The main results
In this section we prove our main results. Namely, we give upper and lower bounds for the coe cients of Kazhdan-Lusztig polynomials. Since the notation involved in the derivation of these bounds is rather complicated, we treat in detail only the upper and lower bounds for the coe cients of q and q 2 . This will make the main ideas of the argument stand out more clearly, and enable the interested reader to easily derive the corresponding bounds for the higher powers of q.
Our rst step, by Corollaries 2.7 and 2.8, is to obtain bounds for the coe cients of q and q 2 in the R-polynomials. However, in this case, it turns out to be no extra work to obtain bounds for the other coe cients as well.
To this end we de ne two functions F; G : N N ! Z inductively as follows.
We let F(k; n) def = F(k; n ? 1) + F(k ? 1; n ? 1) ? min f0; G(k ? 1; n ? 2)g ; (7) G(k; n) def = G(k; n ? 1) + G(k ? 1; n ? 1) ? max f0; F(k ? 1; n ? 2)g ; (8) 
Proposition 3.1 Let (W; S) be a Coxeter system. Then
for all k 2 N, and all u; v 2 W such that u v. Proof. We proceed by induction on l(v), (10) for all k 2 N, and the thesis follows from (2). If s 6 2 D(u) then it follows again from our induction hypotheses that, by (7) and (8) G (11) and
Proof. It is easily veri ed from the de nitions (7), (8), and (9), by induction on k + n 2 N, that G(1; n) = 1, F(1; n) = n, G(2; n) ? n 2 , and F(2; n) = n 2 for all n 1, so the result follows from Proposition 3.1. 2
It is easy to see that both bounds on the RHS of (11) and (12) are best possible (take, e.g., W = S n , u = e, and v = (1; 2; : : : ; n), for n 2, or use Theorem 6.3 of 6]).
The preceding result, together with Corollaries 2.7 and 2.8 (and the observation (13) is best possible. However, we have been unable to nd similar examples for the other bounds.
One problem with the preceding result is that the bounds that we have obtained can sometimes be hard to evaluate. In particular, it is di cult to compare these bounds with the conjectured ones. In order to do this it is necessary to obtain more explicit bounds. We have been able to do this only for nite Coxeter systems, thanks to the following result. 
where T is the set of re ections of (W; S). But it follows immediately from the de nition of Bruhat order that c(u; v) jTj ; (17) and hence (15) follows from (17) and (16 , then c(e; v n ) = 3n, for all n 1. We should mention that we believe that the bound given in Proposition 3.4 can be improved. For example, if one could somehow verify, or compute, that maxfc(u; v) : u; v 2 Wg 9; 16; 49; 64 when W is of type H 3 , F 4 , E 7 , and E 8 , respectively, then the proof that we have given would imply a bound of jSj 2 on the RHS of (15) in Proposition 3.4. However, (15) is enough to allow us to verify that Lascoux-Schutzenberger's conjectured bounds hold, for the coe cients of q and q 2 , (for any nite Coxeter group) except possibly in a few special cases. Before we can do this we need the following technical consequence of the preceding result. Given n; i 2 N we let (n) i Proof. Both inequalities in (19) and ( .7)). Now, it is well known (see, e.g., 7], Theorem C, x6.5), and easy to see, that A(n; 1) = 2 n ? n ? 1, and A(n; 2) = 3 n ? 2 n (n + 1) + n+1 2 , for all n 2 P, and the other two statements follow. 2 Note that the inequality on the RHS of (19) It is clear that the same method that we have used so far extends to higher powers of q. However, the bounds that one obtains get more and more complicated as the powers get higher, and for this reason, as noted at the beginning of this section, we have decided to treat in detail only the cases of q and q 2 . Nonetheless, it is easy to obtain qualitative results for the higher powers of q which are still good enough to imply the validity of Lascoux-Schutzenberger's conjecture for all su ciently long intervals, as we now show. 
for all u; v 2 W, u v, and k 2 N. Proof. It is easily veri ed by induction on k + n 2 N, using the de nitions (7), (8), (22), and (23), that ?R k (n) G(k; n) F(k; n) R k (n) for all k; n 2 N, and the thesis follows from Proposition 3. We can now prove that Lascoux-Schutzenberger's conjecture holds (for any nite Coxeter system) for all su ciently long intervals. is a polynomial function of l(v) ? l(u). 2
Note that the above corollary is always \non-empty" since the constant c k appearing in its statement depends only on k and not on the Coxeter system (W; S).
Hence, for any given k 2 N, there are in nitely many intervals that satisfy the hypotheses of Corollary 3.10.
We close this section by noting the following immediate consequence of Theorem 3.9 and part iii) of Theorem 2.5. 
Open Problems
In this section we discuss some open problems that arise naturally from the present work. The approach that we have used in this paper is to obtain upper and lower bounds for the R-polynomials and then to use Theorems 2.6 and 4.1 to \transfer" these bounds to the Kazhdan-Lusztig polynomials and their inverses. This naturally raises the question of obtaining sharp upper and lower bounds for the R-polynomials. Despite the fact that these polynomials satisfy simple recursions (see (2) ) and that several combinatorial descriptions are known for them (see, e.g., 8], 10], and, for the case of symmetric groups, 5]), this does not seem to be an easy goal to attain. In particular, we have been unable to decide the following problems, which we believe to be of some interest and rather natural. To prove that the bound is sharp let (W; fa; bg) be a \universal" Coxeter system is not theR-polynomial of any Bruhat interval, as it is easy to verify. In this respect, we feel that the following holds. Recall that a polynomial P(q) 
