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The main computational procedures developed to date for solving this problem are the primal-dual type algorithms of Ford and Fulkerson [7] , Busacker and Gowen (described in [3] ), and Jewell [12] . These are dual methods in which feasible flows (those satisfying (1.1) and (1.2)) become available when the computations terminate. A similar method for convex cost flow problems has been given by Hu [9] . Fulkerson's "Out-of-Kilter" algorithm (described in [7] ) is essentially a primal method in that it can be started with a feasible flow or one becomes available at an early stage. Another primal approach for problems with convex costs has also been suggested recently by Menon [14] .
The assignment and transportation problems can be thought of as special minimal cost flow problems in the sense that their networks have a particular bipartite form. Kuhn's "Hungarian Method" [13] , a primal-dual type algorithm, and two variants: ( [15] and one given in [7] ) provide the most popular methods for solving these problems. Other methods are described by Flood [5] and Hoffman and Markowitz [8] . Primal methods are also available: Dantzig's adaptation of the simplex method (described in [4] ), the methods given by Beale [2] , Flood [6], and, most recently, by Balinski and Gomory [1] .
The purpose of this paper is to suggest that one more primal method can be added to the above arsenal for both minimal cost flow and assignment-transportation problems. With slight modification it can also be used for problems involving convex costs. It shares, with other primal methods, the property that it can be started with a "good" solution and a better one is always available in case early termination of computations is required.
A Minimal Cost Flow Algorithm
In this section we give a procedure for solving the minimal cost flow problem. We assume a familiarity with the maximal flow and shortest route problems together with the Ford-Fulkerson [7] methods for solving them.
The method suggested here is to first find a flow satisfying (1.1) and (1.2) by, say, the Ford and Fulkerson maximum flow routine [7] (pp. 17-18). Given such a flow X, we then construct an associated network G(X) which has the same vertices as the original network and directed edges, as follows: Step 2. G(X) is then as shown in Fig. 3 , where negative cost edges are indicated by dashed lines.
Step 3. The matrix multiplication routine starts with D(X) as given below. Step 4. After application of the cycle tracing routine G(X) has vertex labels as indicated in Figure 4 . C is found bytracingback from vertex 5 to 2, from 2 to 3, from 3 to 4, and from 4 to 5. That is, C = {(5, 4) (4, 3) (3, 2) (2, 5)}.
Step 5. If all dii > 0, the algorithm terminates and the trial solution is optimal. Otherwise, let drr be the first negative element encountered and use r as the initial point for the cycle tracing routine next.
3. Because of the special bipartite form of the network interpretation of the problem (the source and sink can be dropped since their associated edges have zero costs) it is convenient to do the cycle tracing routine using the matrix A'(X). This is done by means of a series of alternate row and column labelings on A' with each successive row (column) label giving the cost associated with following a traceable route from the initial point to the column (row) from which the current cost is measured.
Let (Mi, di) be a label assigned to column j of A'. Then the implication is that there is a directed route from the initial point to Mi and a directed edge to (job) column j such that the total cost is di . The row labels (Jj, dj) are defined similarly.
A convenient notational device is to write ax; if aj' < 0 and xi; > 0.
Let Jr be the initial point.' Label column r (-, 0). Since all elements on the main diagonal are non-negative, X' is an optimal solution.
Label each row (Jr ar I )a 2. Label each columnj # r, (Mi, di + a-).

Label each row ({
An Algorithm for the Transportation Problem
The method given here for the transportation problem is, with slight alteration, the sameQ.as that suggested for the assignment problem. The reason for this computational similarity is, of course, the well-known relationship between the two problems: each is a special case of the other.
We suppose that the transportation problem involves shipments of a single commodity from n plants P1, * * *, Pn I with capacities cl, * * *, c, to m warehouses Wol, . * *, Wn+m with requirements r7n+l 2 * * * . If acj represents the cost of shipping a unit from Pi to Wj, and xij the quantity shipped from Pi to Wj, the problem is to minimize the total cost where we assume that the ci's and r/'s are positive integers, and E ci = E r1. We omit the network formulation of the problem and go directly to the computational procedure. The terminology is the same as that used for the assignment problem except that we speak of plants and warehouses instead of men and jobs.
1. Trial Solutions: Although the computational procedure can be written so that one can work with any trial solution satisfying (4.2), it is convenient to restrict ourselves to the "basic feasible solutions", possibly degenerate, which are used in Dantzig's adaptation of the simplex method for transportation problems. These solutions contain, at most, m + n -1 positive entries. They also have the property that no cycles can be formed by their positive entries. These two properties may also be justified by simple combinatorial arguments [6] .
Suppose X is a trial solution (i.e., it satisfies (4.2) and the above). We again define the associated matrix A'(X) by Since no main diagonal elements are negative, the trial solution X' is optimal.
Convex Cost Flows
As indicated by Hu [9] , the primal-dual type algorithms for minimal (linear) cost flow problems can be adapted to handle cases in which the edge cost functions are piece-wise linear convex. The basic notion, used here also, is to use the (changing) marginal costs associated with possible unit flow alterations in the associated graph. In our case, this means that cyclical flow changes will involve only one unit of flow (i.e., 6 = 1) and the edge costs for the associated graph will depend somewhat more on the current flow values on each edge than they did in the linear cost problem.
If we represent each edge cost function by bij, the problem is to find the minimum of 1) and (1.2) .
All we need to do is to note that the network G(X) associated with a feasible flow X, is defined as before, except that the revised (marginal) edge costs blj are given by b= 
