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Abstract
In this paper, we study the Lp-boundedness of the spherical max-
imal function associated to the Dunkl operators.
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1 Introduction and backgrounds
In [13], E. Stein introduced the spherical maximal function by
M(f)(x) = sup
r>0
∫
Sd−1
f(x− ry)dσ(y),
where dσ is the surface measure on Sd−1 and showed that M is bounded
from Lp(Rd) to Lp(Rd) for the optimal range p > d
d−1
with d ≥ 3. The case
d = 2 was proved by Bourgain in [1]. The aim of this work is to extend these
results to the Dunkl setting.
To begin, we recall some results in Dunkl theory (see [3, 4, 6, 7, 9, 15])
and we refer for more details to the survey [8].
Let G ⊂ O(Rd) be a finite reflection group associated to a reduced root
system R. For α ∈ R, we denote by Hα the hyperplane orthogonal to α.
We denote by k a nonnegative multiplicity function defined on R with the
property that k is G-invariant. For a given β ∈ Rd\
⋃
α∈RHα, we fix a
1
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positive subsystem R+ = {α ∈ R : 〈α, β〉 > 0}. We associate with k the
index γ =
∑
ξ∈R+
k(ξ) and a weighted measure νk given by
dνk(x) := wk(x)dx where wk(x) =
∏
ξ∈R+
|〈ξ, x〉|2k(ξ), x ∈ Rd.
Further, we introduce the Mehta-type constant ck by
ck =
(∫
Rd
e−
‖x‖2
2 wk(x)dx
)−1
.
For every 1 ≤ p ≤ +∞, we denote by Lpk(R
d), the spaces Lp(Rd, dνk(x)), and
we use ‖ ‖p,k as a shorthand for ‖ ‖Lp
k
(Rd).
By using the homogeneity of degree 2γ of wk, for a radial function f in
L1k(R
d), there exists a function F on [0,+∞) such that f(x) = F (‖x‖),
for all x ∈ Rd. The function F is integrable with respect to the measure
r2γ+d−1dr on [0,+∞) and we have∫
Rd
f(x) dνk(x) =
∫ +∞
0
(∫
Sd−1
f(ry)wk(ry)dσ(y)
)
rd−1dr
=
∫ +∞
0
(∫
Sd−1
wk(ry)dσ(y)
)
F (r)rd−1dr
= dk
∫ +∞
0
F (r)r2γ+d−1dr,
where Sd−1 is the unit sphere on Rd with the normalized surface measure dσ
and
dk =
∫
Sd−1
wk(x)dσ(x) =
c−1k
2γ+
d
2
−1Γ(γ + d
2
)
.
The Dunkl operators Tj , 1 ≤ j ≤ d are the following k-deformations of
directional derivatives ∂
xj
given by:
Tjf(x) =
∂f
∂xj
(x) +
∑
α∈R+
k(α)αj
f(x)− f(ρα(x))
〈α, x〉
, f ∈ E(Rd) , x ∈ Rd ,
where ρα is the reflection on the hyperplane Hα and αj = 〈α, ej〉, (e1, . . . , ed)
being the canonical basis of Rd.
3Notice that in the case k ≡ 0, the weighted function wk ≡ 1, the measure
νk coincide with the Lebesgue measure and the operator Tξ reduced to the
corresponding partial derivatives ∂
xj
. Therefore Dunkl analysis can be viewed
as a generalization of classical Fourier analysis.
For y ∈ Cd, the system

Tju(x, y) = yj u(x, y), 1 ≤ j ≤ d ,
u(0, y) = 1 .
admits a unique analytic solution on Rd, denoted by Ek(x, y) and called the
Dunkl kernel. This kernel has a unique holomorphic extension to Cd × Cd.
We have for all λ ∈ C and z, z′ ∈ Cd, Ek(z, z
′) = Ek(z
′, z), Ek(λz, z
′) =
Ek(z, λz
′) and for x, y ∈ Rd, |Ek(x, iy)| ≤ 1.
The Dunkl transform Fk is defined for f ∈ D(R
d) by
Fk(f)(x) = ck
∫
Rd
f(y)Ek(−ix, y)dνk(y), x ∈ R
d.
We list some known properties of this transform:
i) The Dunkl transform of a function f ∈ L1k(R
d) has the following basic
property
‖Fk(f)‖∞,k ≤ ‖f‖1,k .
ii) The Dunkl transform is an automorphism on the Schwartz space S(Rd).
iii) When both f and Fk(f) are in L
1
k(R
d), we have the inversion formula
f(x) =
∫
Rd
Fk(f)(y)Ek(ix, y)dνk(y), x ∈ R
d.
iv) (Plancherel’s theorem) The Dunkl transform on S(Rd) extends uniquely
to an isometric automorphism on L2k(R
d).
The Dunkl translation operators τx, x ∈ R
d is defined on L2k(R
d) by
Fk(τx(f))(y) = Ek(ix, y)Fk(f)(y) y ∈ R
d.
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As an operator on L2k(R
d), τx is bounded. According to ([15], Theo-
rem 3.7), the operator τx can be extended to the space of radial functions
L
p
k(R
d)rad, 1 ≤ p ≤ 2 and we have for a function f in Lpk(R
d)
rad
,
‖τx(f)‖p,k ≤ ‖f‖p,k.
It was shown in [10] that if f is a radial function in S(Rd) with f(y) = f˜(‖y‖),
then
τx(f)(y) =
∫
Rd
f˜(A(x, y, η))dµx(η) (1.1)
where A(x, y, η) =
√
‖x‖2 + ‖y‖2 − 2 < y, η > and µx is a probability mea-
sure supported in the convex hull co(G.x) of the G-orbit of x in Rd. We
observe that,
η ∈ co(G.x) =⇒ min
g∈G
‖g.x− y‖ ≤ A(x, y, η) ≤ max
g∈G
‖g.x− y‖. (1.2)
We collect below some useful facts:
i) For all x, y ∈ Rd, τx(f)(y) = τy(f)(x).
ii) For f ∈ L2k(R
d) ∩ L1k(R
d)∫
Rd
τx(f)(y)dνk(y) =
∫
Rd
f(y)dνk(y). (1.3)
iii) For all x ∈ Rd and f, g ∈ L2k(R
d)∫
Rd
τx(f)(y)g(y)dνk(y) =
∫
Rd
f(y)τx(g)(y)dνk(y). (1.4)
The Dunkl convolution product ∗k of two functions f and g in L
2
k(R
d) is
given by
(f ∗k g)(x) =
∫
Rd
τx(f)(−y)g(y)dνk(y), x ∈ R
d.
The Dunkl convolution product is commutative and for f, g ∈ D(Rd), we
have
Fk(f ∗k g) = Fk(f)Fk(g). (1.5)
5It was proved in ([15], Theorem 4.1) that when g is a bounded radial function
in L1k(R
d), then the application f −→ f ∗k g initially defined on the inter-
section of L1k(R
d) and L2k(R
d) extends to Lpk(R
d), 1 ≤ p ≤ +∞ as a bounded
operator. In particular,
‖f ∗k g‖p,k ≤ ‖f‖p,k‖g‖1,k.
(see [10, 11] ) The Dunkl transform of σ is given by
Fk(σ)(x) =
1
ck
∫
Sd−1
Ek(−ix, y)ωk(y)dσ(y) = cγj 2γ+d
2
−1(‖x‖), (1.6)
where j 2γ+d
2
−1 is the Bessel function of the first type and cγ =
1
2γ+
d
2−1Γ(γ+ d
2
)
.
In particular (see [14]), the function
Fk(σ)(rξ) = O(r
− 2γ+d−1
2 ), r → +∞. (1.7)
1
r
∂
∂r
Fk(σ)(rξ) = O(r
− 2γ+d+1
2 ), r → +∞. (1.8)
Along this paper we use C to denote a suitable positive constant which is
not necessarily the same in each occurrence and we write for x ∈ Rd, ‖x‖ =√
〈x, x〉. Furthermore, we denote by
• E(Rd) the space of infinitely differentiable functions on Rd.
• S(Rd) the Schwartz space of functions in E(Rd) which are rapidly
decreasing as well as their derivatives.
• D(Rd) the subspace of E(Rd) of compactly supported functions.
2 Dunkl-spherical maximal function
For f ∈ L2k(R
d), we define the maximal function Mkf by
Mk(f)(x) = sup
r>0
1
νk(B(0, r))
∣∣∣∣
∫
B(0,r)
τxf(y)dνk(y)
∣∣∣∣ , (2.1)
where B(0, r) is the ball of radius r centered at 0 and x ∈ Rd.
It was proved in [15] that the maximal function is bounded on f ∈ Lpk(R
d)
for 1 < p ≤ ∞, and of weak type (1, 1), for f ∈ L1k(R
d) that is a > 0,∫
E(a)
dνk(x) ≤
C
a
‖f‖1,k (2.2)
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where E(a) = {x : Mkf(x) > a} and C is a constant independent of a and
f .
As in [5], we define the spherical mean operator on
Ak(R
d) = {f ∈ L1k(R
d) : Fk(f) ∈ L
1
k(R
d)}, for x ∈ Rd and r > 0 by
Sr(f)(x) =
1
dk
∫
Sd−1
τx(f(−ry))ωk(y)dσ(y)
=
1
dk
∫
rSd−1
τx(f(−y))ωk(
y
r
)dσr(y).
Now, the Dunkl-spherical maximal function M(f) is given by
M(f)(x) = sup
r>0
|Sr(f)(x)|, x ∈ R
d.
Theorem 2.1 Let 2γ + d ≥ 2 and 2γ+d
2γ+d−1
< p < 2γ + d. Then there exists
a constant C > 0 such that for all f ∈ Lpk(R
d),
‖M(f)‖p,k ≤ C ‖f‖p,k. (2.3)
Before proving the theorem, we need to establish some useful results. In
fact, fix a function ψ0 ∈ S(R
d) which is the Dunkl transform of a C∞-radial
function with compact support such that:
ψ0(0) = 1,
( ∂i
∂ri
ψ0
)
(0) = 0, (2.4)
for 1 ≤ i < 2γ+d
2
and where ∂
∂r
denotes the derivation in the radial direction.
To obtain a such function, taking ψ ∈ S(Rd) with Fk(ψ) is a C
∞- radial
function with compact support and
ψ(0) 6= 0 and ψ0(rξ) =
( [ 2γ+d2 ]∑
j=0
ajr
j
)
ψ(rξ),
for ξ ∈ Sd−1. The coefficients aj are solutions of triangular system given by
the conditions (2.4) and [2γ+d
2
] is the least integer not less than 2γ+d
2
.
Now set the functions ψj with
ψ1(y) = ψ0(
y
2
)− ψ0(y) and ψj(y) = ψ1(2
−(j−1)y), j ≥ 1. (2.5)
7Thus, ψj is radial and Fk(ψj) is a compact supported functions. It follows
that for some constants t, C > 0 we have
|ψ1(y)| ≤ C‖y‖
2γ+d
2 , if ‖y‖ ≤ t, (2.6)
and
+∞∑
j=0
ψj(y) = 1, y ∈ R
d. (2.7)
Let mj = Fk(σ)ψj and let ϕj the function in S(R
d) such that Fk(ϕj) = mj .
It follows that for f ∈ S(Rd),
Sr(f)(x) =
+∞∑
j=0
f ∗k ϕj.
In fact, this can be done because from (2.7), we have
Fk(σ)(y) =
+∞∑
j=0
Fk(σ)(y)ψj(y) =
+∞∑
j=0
Fk(ϕj)(y)
and we can write
Fk(Sr(f))(y) =
+∞∑
j=0
Fk(f ∗k ϕj)(y),
which implies with the inversion formula that
Sr(f)(y) = F
−1
k
( +∞∑
j=0
Fk(f ∗k ϕj)
)
(y) =
∫
Rd
+∞∑
j=0
Fk(f ∗k ϕj)(z)Ek(iy, z)dνk(z).
To interchange the sum and the integral, we proceed as follows:
From (1.5), we have
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+∞∑
j=1
(∫
Rd
∣∣∣Fk(f ∗k ϕj)(z)Ek(iy, z)∣∣∣dνk(z))
≤
+∞∑
j=1
(∫
Rd
|Fk(ϕj)(z)||Fk(f)(z)|dνk(z)
)
≤
+∞∑
j=1
(∫
Rd
|ψj(z)||Fk(f)(z)|dνk(z)
)
≤
+∞∑
j=1
(∫
‖z‖≤2j−1t
|ψj(z)||Fk(f)(z)|dνk(z) +
∫
‖z‖≥2j−1t
|ψj(z)||Fk(f)(z)|dνk(z)
)
.
By using (2.5) and (2.6), we obtain∫
‖y‖≤2j−1t
|ψj(z)||Fk(f)(z)|dνk(z) ≤ c2
−(j−1) 2γ+d
2
∫
‖y‖≤2j−1t
‖z‖
2γ+d
2 |Fk(f)(z)|dνk(z)
≤ c2−(j−1)
2γ+d
2
∫
Rd
‖z‖
2γ+d
2 |Fk(f)(z)|dνk(z),
and∫
‖z‖≥2j−1t
|ψj(z)||Fk(f)(z)|dνk(z) =
∫
‖z‖
2j−1t
≥1
|ψj(z)||Fk(f)(z)|dνk(z)
≤ 2−(j−1)t
∫
Rd
‖z‖|ψj(z)||Fk(f)(z)|dνk(z)
≤ 2−(j−1)t
∫
Rd
‖z‖|Fk(f)(z)|dνk(z),
therefore
+∞∑
j=1
( ∫
Rd
∣∣∣Fk(f ∗k ϕj)(z)Ek(iy, z)∣∣∣dνk(z)) converge.
For all j ≥ 0 and r > 0, we define the function ϕj,r(x) = r
−2γ−dϕj(
x
r
). Then
we can write,
Sr(f)(x) =
+∞∑
j=0
f ∗k ϕj,r.
Hence for f ∈ S(Rd), we obtain
M(f) ≤
+∞∑
j=0
Mϕj (f), (2.8)
9where Mϕj (f)(x) = sup
r>0
|f ∗k ϕj,r(x)| = sup
r>0
∣∣∣∣
∫
Rd
τx(f)(y)ϕj,r(y)dνk(y)
∣∣∣∣ .
To prove the theorem, it suffices to establish an inequality of the form
‖Mϕj (f)‖p,k ≤ Cj,p‖f‖p,k,
with
+∞∑
j=0
Cj,p < +∞.
Lemma 2.1 There exists a constant C > 0 such that, for any x ∈ Rd and
j ≥ 0,
|ϕj(x)| ≤ C
2j
(1 + ‖x‖)2γ+d+1
. (2.9)
Proof. 2.1 Remember that ϕj = Sr(F
−1
k (ψj)) for j ≥ 1. We have,
F−1k (ψj)(x) = 2
(j−1)(2γ+d)F−1k (ψ1)(2
j−1x).
Since F−1k (ψ0) and F
−1
k (ψ1) are in S(R
d), then
|F−1k (ψ0)(x)| and |F
−1
k (ψ1)(x)| are bounded by
C
(1 + ‖x‖)2γ+d+1
. (2.10)
Taking φj(x, y, ξ) = F
−1
k (ψ1)(2
j−1
√
‖x‖2 + ‖y‖2 − 2 < y, ξ >) for j ≥ 1 and
using (1.1), we get
|ϕj(x)| =
∣∣∣ ∫
Sd−1
τx(F
−1
k (ψj))(−y)ωk(y)dσ(y)
∣∣∣
≤ 2(j−1)(2γ+d)
∫
Sd−1
(∫
Rd
∣∣∣φj(x, y, ξ)∣∣∣dµx(ξ))ωk(y)dσ(y).
(2.11)
For j = 0, we have by (1.1)
|ϕ0(x)| =
∣∣∣ ∫
Sd−1
τx(F
−1
k (ψ0))(−y)ωk(y)dσ(y)
∣∣∣
≤
∫
Sd−1
(∫
Rd
∣∣∣F−1k (ψ0)(√‖x‖2 + ‖y‖2 − 2 < y, ξ >)∣∣∣dµx(ξ))ωk(y)dσ(y).
(2.12)
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From (1.2), (2.10), (2.11) and (2.12), we get for j ≥ 0
|ϕj(x)|
≤ C2j(2γ+d)
∫
Sd−1
(∫
Rd
1
(1 + 2j min
g∈G
‖gx− y‖)2γ+d+1
dµx(ξ)
)
ωk(y)dσ(y)
≤ C2j(2γ+d)
∫
Sd−1
1
(1 + 2j min
g∈G
‖gx− y‖)2γ+d+1
ωk(y)dσ(y).
If ‖x‖ > 2, then ‖gx− y‖ ≥ ‖x‖ − 1 ≥ ‖x‖
2
and we have
|ϕj(x)| ≤
C2j(2γ+d)
(1 + 2j−1‖x‖)2γ+d+1
≤
C2−j
‖x‖2γ+d+1
≤ C
2j
(1 + ‖x‖)2γ+d+1
. (2.13)
If ‖x‖ ≤ 2 then,
|ϕj(x)| ≤
∫
Sd−1
2j(2γ+d)
(1 + 2j min
g∈G
‖gx− y‖)2γ+d+1
ωk(y)dσ(y)
≤ 2j(2γ+d)
∫
{y ∈ Sd−1; min
g∈G
‖gx− y‖ ≤ 2−j}
ωk(y)dσ(y)
+ 2j(2γ+d)
+∞∑
i=0
2−(2γ+d+1)i
∫
{y ∈ Sd−1; min
g∈G
‖gx− y‖ ≤ 2i+1−j}
ωk(y)dσ(y)
≤ C
(
2j + 2j
+∞∑
i=0
2−2i
)
≤ C
2j
(1 + ‖x‖)2γ+d+1
. (2.14)
From (2.13) and (2.14), we obtain
|ϕj(x)| ≤ C
2j
(1 + ‖x‖)2γ+d+1
.
Lemma 2.2 There exists a constant C > 0 such that, for any f ∈ S(Rd),
j ≥ 0 and α > 0, ∫
E˜(α)
dνk(x) ≤
C2j
α
‖f‖1,k.
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where E˜(α) = {x ∈ Rd;Mϕj (f)(x) > α} and C is a constant depending only
on d.
Proof. 2.2 Let first prove that, for f ∈ S(Rd) and x ∈ Rd,∫
Rd
τx(|ϕj,r|)(y)|f(y)|dνk(y) ≤ C2
jMk(|f |)(x) j ≥ 0, (2.15)
where Mk(f) is given by (2.1).
We denote by Ai = {y ∈ R
d, r2i ≤ ‖y‖ < r2i+1}, then
τx(|ϕj,r|)(y) = τx(
+∞∑
i=−∞
|ϕj,r|.χAi)(y) =
+∞∑
i=−∞
τx(|ϕj,r|.χAi)(y).
From (2.9), one has
(|ϕj,r|.χAi)(y) ≤ C2
j r
−(2γ+d)
(1 + ‖y‖
r
)2γ+d+1
χAi(y)
≤ C2j
r−(2γ+d)
(1 + 2i)2γ+d+1
χAi(y),
and since |ϕj,r|.χAi is a radial function, this implies that
τx(|ϕj,r|.χAi)(y) ≤ C2
j r
−(2γ+d)
(1 + 2i)2γ+d+1
τx(χAi)(y).
Using (1.4), we obtain∫
Rd
τx(|ϕj,r|)(y)|f(y)|dνk(y)
≤ C2j
∫
Rd
+∞∑
i=−∞
r−(2γ+d)
(1 + 2i)2γ+d+1
τx(χAi)(y)|f(y)|dνk(y)
≤ C2j
+∞∑
i=−∞
r−(2γ+d)
(1 + 2i)2γ+d+1
∫
Rd
χAi(y)τx(|f |)(y)dνk(y)
≤ C2j
+∞∑
i=−∞
r−(2γ+d)
(1 + 2i)2γ+d+1
∫
B(0,r2i+1)
τx(|f |)(y)dνk(y)
≤ C2j
+∞∑
i=−∞
r−(2γ+d)
(1 + 2i)2γ+d+1
(r2i+1)2γ+dMk(|f |)(x)
≤ C2jMk(|f |)(x).
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By the fact that,∣∣∣∣
∫
Rd
τx(ϕj,r)(y)f(y)dνk(y)
∣∣∣∣ ≤
∫
Rd
|τx(ϕj,r)(y)||f(y)|dνk(y)
≤
∫
Rd
τx(|ϕj,r|)(y)|f(y)|dνk(y),
we deduce
Mϕj (f)(x) ≤ C2
jMk(|f |)(x).
From (2.2), we conclude the proof of the lemma.
Lemma 2.3 There exists a constant C > 0 such that, for any f ∈ S(Rd),
j ≥ 1,
‖Mϕj (f)‖2,k ≤ C2
−j 2γ+d−2
2 ‖f‖2,k.
Proof. 2.3 (See [13], [16]) For f ∈ S(Rd), we have from (1.5)
Fk(f ∗k ϕj,r)(x) = Fk(f)(x)Fk(ϕj,r)(x) = Fk(f)(x)mj(rx).
Put
gj(f)(x) =
(∫ +∞
0
|f ∗k ϕj,r(x)|
2dr
r
) 1
2
,
the Littlewood-Paley function associated to the function ϕj,r.
Using the Plancherel theorem and by (1.5), we obtain
‖gj(f)‖
2
2,k =
∫
Rd
|gj(f)(x)|
2dνk(x)
=
∫
Rd
( ∫ +∞
0
|f ∗k ϕj,r(x)|
2dr
r
)
dνk(x)
=
∫ +∞
0
(∫
Rd
|Fk(f ∗k ϕj,r)(x)|
2dνk(x)
)dr
r
=
∫ +∞
0
(∫
Rd
|Fk(f)(x)|
2|mj(rx)|
2dνk(x)
)dr
r
≤ ‖f‖22,k sup
x 6=0
∫ +∞
0
|mj(rx)|
2dr
r
.
13
Since the function mj is radial, the integral is independent of x.
By using the definition of mj, we have that∫ +∞
0
|mj(rx)|
2dr
r
=
∫ +∞
0
|Fk(σ)(rx)|
2|ψj(rx)|
2dr
r
=
∫ +∞
0
|Fk(σ)(rx)|
2|ψ1(2
−jrx)|2
dr
r
=
∫ +∞
0
|Fk(σ)(2
jrx)|2|ψ1(rx)|
2dr
r
.
From (1.6), (1.7) and (2.6), we obtain∫ +∞
0
|mj(rx)|
2dr
r
≤ C2−j(2γ+d−1)
∫ +∞
0
|ψ1(rx)|
2
r2γ+d−1
dr
r
≤ C2−j(2γ+d−1),
this gives
‖gj(f)‖2,k ≤ C2
−
j(2γ+d−1)
2 ‖f‖2. (2.16)
Put now ϕ˜j,r(x) = r
d
dr
ϕj,r(x) and g˜j(f) the Littlewood-Paley function associ-
ated to ϕ˜j,r, then
g˜j(f)(x) =
(∫ +∞
0
|f ∗k ϕ˜j,r(x)|
2dr
r
) 1
2
=
(∫ +∞
0
r|
d
dr
ϕj,r ∗k f(x)|
2dr
)1
2
.
Similarly, with the use of (1.6) and (1.8), we have
‖g˜j(f)‖2,k =
∫
Rd
(∫ +∞
0
r|
d
dr
ϕj,r ∗k f(x)|
2dr
)
dνk(x)
= C2−j
(2γ+d−1)
2 ‖f‖2,k. (2.17)
Since lim
r→+∞
f ∗k ϕj,r(x) = 0, we have
|f ∗k ϕj,r(x)|
2 = −2Re
( ∫ +∞
r
ϕj,s ∗k f(x)
d
ds
ϕj,s ∗k f(x)ds
)
= −2Re
( ∫ +∞
r
ϕj,s ∗k f(x)ϕ˜j,s ∗k f(x)
ds
s
)
≤ 2
∫ +∞
r
|ϕj,s ∗k f(x)||ϕ˜j,s ∗k f(x)|
ds
s
.
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Using Cauchy-Schwartz’s inequality, we deduce that
sup
r>0
|f ∗k ϕj,r(x)|
2 ≤ 2gj(f)(x)g˜j(f)(x).
Integrating over Rd and using again the Cauchy-Schwartz inequality, we ob-
tain from (2.16) and (2.17)
‖Mϕj (f)‖2,k ≤ C2
−j 2γ+d−2
2 ‖f‖2,k.
Lemma 2.4 There exists a constant C > 0 such that, for f ∈ S(Rd)
‖Mϕj (f)‖∞,k ≤ C2
j‖f‖∞,k j ≥ 0.
Proof. 2.4 From (1.3) and (2.9), one has for f ∈ S(Rd) and x ∈ Rd,
|f ∗k ϕj,r(x)| ≤
∫
Rd
|f(y)||τxϕj,r(y)|dνk(y)
≤ ‖f‖∞,k
∫
Rd
|ϕj,r(y)|dνk(y)
≤ C2j‖f‖∞,k
∫
Rd
1
(1 + ‖x‖)2γ+d+1
dνk(y)
≤ C2j‖f‖∞,k,
which gives the result.
Remark 2.1 We observe that for j = 0 and from Lemmas 2.2, 2.4, we
obtain by interpolation (see [14]) that Mϕj (f) is of strong-type (p,p) with
1 < p ≤ +∞.
Proof of theorem 2.1. According to Remark 2.1, we deduce by interpola-
tion from Lemmas 2.2, 2.3 that
‖Mϕj (f)‖p,k ≤ C2
−j(2γ+d− 2γ+d
p
−1)‖f‖p,k,
for 1 < p ≤ 2 and j ≥ 0.
Similarly, according to Remark 2.1, we get by interpolation from Lemmas
2.3, 2.4 that
‖Mϕj (f)‖p,k ≤ C2
−j( 2γ+d
p
−1)‖f‖p,k,
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for 2 ≤ p ≤ +∞ and j ≥ 0.
Since for 2γ+d
2γ+d−1
< p < 2γ + d, we have
+∞∑
j≥0
2−j(2γ+d−
2γ+d
p
−1)
< +∞ and
+∞∑
j≥0
2−j(
2γ+d
p
−1)
< +∞.
This yields using (2.8)
‖M(f)‖p,k ≤ C ‖f‖p,k,
which completes the proof.
Remark 2.2 The case 2γ + d = 2 implies that k ≡ 0 and was proved by
Bourgain in [1].
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