Abstract
Introduction
As real-time systems get more and more complex, traditional deterministic real-time analysis both becomes increasingly difficult and produces overly pessimistic results. This is due to the usage of worst-case approaches for both analysis methods and parameters used. Several embedded systems found environments related to factory automation, such as process monitoring, human-machine interface, etc. have soft real-time constraints not mandating a worst-case analysis. Hence, there is an evident need for stochastic analysis methods, able to provide the system designers with less pessimistic analysis results. These stochastic analysis methods should be based on task execution time distributions instead of the traditionally used worst-case values. In addition, stochastic task interference-patterns should be accounted for schedulability analysis. One such stochastic approach is taken by the stochastic analysis framework proposed in [9, 16] . This framework, which will be henceforward called SAF, was developed for priority-driven soft real-time systems, but is limited to periodic-only task sets. However, many real-time systems are hybrid, i.e., they include not only periodic, but also sporadic and aperiodic tasks.
The aim of this paper is to allow for hybrid task sets in the context of stochastic real-time analysis. Instead of simply representing a task with a fixed activation period and a Worst-Case Execution Time (WCET), a more generic task model than the one used by SAF is adopted. In the paper, a task is characterised by an Arrival Profile (AP) and an Execution Time Profile (ETP). The AP represents the task's stochastic activation pattern, specifically the number of task activations during a fixed time interval. The ETP represents the stochastic execution time of the task. Both the AP and the ETP are given by random variables with known distributions.
As there is no minimum time interval between two aperiodic task activations, allowing for the presence of aperiodic tasks can introduce unbounded interference in the system. To cope with this problem, sporadic and aperiodic tasks can be encapsulated using server-based techniques [6] . This paper presents the calculus for obtaining the ETP of servers used to handle hybrid task sets. The results are then applied to SAF, broadening its scope to a more general domain where hybrid task sets are found.
The contributions of this paper can be summarized as follows. Previous work on exact stochastic analysis of realtime systems is extended by allowing for the presence of aperiodic tasks in the system. A novel, general task model, where a task is characterised by an AP and an ETP, is proposed. A methodology able to deal with any number of aperiodic tasks, with arbitrary arrival and execution time profiles, is given. A calculus for obtaining ETPs for servers used to encapsulate hybrid task sets is developed and presented. The way to use the server approach to augment SAF application scope is also shown.
Through an example, the paper both highlights the advantage of using a fully stochastic approach (i.e., one based on APs, ETPs and stochastic response-time analysis) for a system with hybrid task sets and shows the correctness of the proposed calculus, confirmed by the match between analytical results and simulative ones.
The paper is organized as follows. Section 2 describes related work on stochastic real-time analysis and stochastic execution time analysis, while Section 3 gives an overview of server-based scheduling techniques. Then, Section 4 briefly introduces SAF, followed by Section 5 presenting the system model. Section 6 shows how servers can be used to handle hybrid task sets in order to extend SAF. Section 7 applies the results of the paper to an example system and gives figures. Finally, Section 8 summarises and concludes the paper.
Stochastic real-time analysis
Research on stochastic real-time analysis includes two main approaches: Firstly, the analysis itself can be stochastic. Secondly, the parameters used in the analysis can be stochastic. This section outlines related work on stochastic analysis techniques followed by related work on extracting stochastic execution times (that in this paper are used as ETPs).
Stochastic schedulability analysis
Several stochastic analysis methods have been presented in the real-time research community over the years. These stochastic schedulability analysis methods can be divided into two major groups, where the first group of stochastic analysis methods is based on simplifying assumptions, and the second group is using special schedulers that simplify the analysis.
To be able to cope with the mathematical complexity of stochastic analysis, virtually all presented research results are based on some restrictive assumptions. One of the more common assumptions is the critical instant, where all tasks or messages are released at the same time, causing the highest load as well as the worst-case response times. Tia et al. [30] present Probabilistic Time Demand Analysis (PTDA) as an extension of the Time Demand Analysis by Lehoczky et al. [19] . PTDA is restricted to systems that are using fixed priorities. Also, another requirement is that deadlines have to be less or equal to their corresponding task period. Gardner et al. [13] present Stochastic Time Demand Analysis (STDA) as an extension of General Time Demand Analysis by Lehoczky [17] . STDA is better than PTDA in the sense that it can cope with general deadlines. Both PTDA and STDA can use arbitrary execution time distributions.
Other stochastic analysis methods are, e.g., the one presented by Manolache [24] for uniprocessor systems and the one presented by Leulseged et al. [21] for multiprocessor systems. However, both of these methods assume that the deadlines of the tasks are smaller than or equal to their corresponding task periods. Furthermore, they assume that jobs (instances of a task) are dropped if their deadlines are to be violated, which can be undesirable for many real systems.
The work by Cucu and Tovar [7] allows for stochastic task inter-arrival times. However, task execution times are described by their worst-case value.
Another stochastic analysis method is the Real-Time Queuing theory by Lehoczky [18] , which can provide stochastic guarantees. However, it requires high traffic load (or system utilisation), thus not suitable for a general system configuration.
Finally, several results have been presented requiring specific real-time schedulers. By using a special scheduling algorithm, tasks can be analysed independently of other tasks in the system, thus simplifying the analysis. Examples of these analysis methods are the one by Abeni [2] for reservation-based systems, and the Statistical Rate Monotonic Scheduling by Atlas et al. [3] .
Recent work tries to remove most of the limitations of the methods described above. In order to remove the simplifying assumption of critical instant, Diaz et al. [9, 16] have presented an extension to PTDA. Their framework (which in this paper is denoted SAF) is based on Markov processes, and provides exact response-time distributions for any given priority driven scheduler. However, their work is limited to periodic tasks. The work in this paper extends SAF with a more general task model. A more detailed presentation of SAF is given in Section 4.
Stochastic execution time analysis
In order to derive the ETP of a task, stochastic executiontime analysis can be used. Traditional real-time analysis is based on several, sometimes pessimistic, worst-case assumptions. For example, the original schedulability analysis [22] and response-time analysis methods [14] typically assume the existence of WCET together with worst-case task interference. Over the years, a big effort has been made to calculate the WCET of real-time tasks [12, 25] . However, this is a non-trivial problem, as program timing is difficult to analyse both due to complex program and data flows and non-deterministic execution times of program instructions.
A problem with the stochastic response-time analysis methods outlined above is to find representative ETPs to use in the analysis. Three ways are distinguished here: (1) Either the task ETP is assumed to be equal to some 2 known mathematical distribution, or (2) an ETP is obtained by analysing the task source code (more or less automatically), or (3) the actual execution time of the task is measured while it is enforced to execute on the target platform and in various scenarios (controlled by the task inputs).
Several researchers have presented methods for stochastic estimation of task execution times. One method is proposed by Edgar et al. [11] : They show that extreme-value statistical analysis on end-to-end measurements of a tasks can be used in order to reason about the probability of a violation of the worst case response time observed during testing. Another work presented by Bernat et al. [5] is based on the usage of Execution Profiles (EPs) to represent execution times of sections of a task. The EPs can then be combined to what is called Joint Execution Profiles (JEPs), which represents the execution time of a whole task. Hence, the JEP represents what in this paper is called the ETP.
In the remainder of this paper it is assumed that the ETP is known at task level. The ETP can be derived using some of the abovementioned methods.
Server-based schedulers
In the real-time scheduling literature many types of server-based schedulers have been presented, which are characterised partly by the mechanism for assigning deadlines, and partly by a set of parameters used to configure the servers. Examples of such parameters are bandwidth, period and capacity. In this section a number of serverbased schedulers are presented, categorised into fixed priority schedulers and dynamic priority schedulers.
Fixed priority schedulers
Among schedulers that can be used in a Fixed Priority System (FPS), one of the simplest is the Polling Server (PS) [20, 26] . A PS allocates a share of the CPU to the tasks using the server. This share is defined by the server's period and capacity. The PS is scheduled according to, e.g., Rate Monotonic (RM), together with the normal tasks (if existing) in the system. However, a server never executes by itself. A server will only mediate the right to execute for its tasks, if some of them have requested to use the server's capacity. Otherwise the server's capacity will be left unused for that server period. Hence, the PS serves its tasks by providing its capacity to the tasks each server period. However, if the PS is activated and no task is ready to execute, the server capacity is lost for that server period. Hence, the worst-case service a task can experience occurs if it requests capacity right after the server is activated, as in this case the task has to wait until the next time the server is activated. The behaviour of a PS is in the worst-case equal to a periodic task having the same period of the server and a worst-case execution time equal to the server capacity.
Another server-based scheduler for FPS systems, that is more responsive compared to the PS, is the Deferrable Server (DS) [20, 29] . Here, the server is also implemented as a periodic task scheduled according to RM together with any other periodic task. The difference is that the DS preserves its capacity throughout the server period allowing its tasks to use the capacity at any time during the period. In general, the DS gives better response times than the PS, but it has a lower schedulability bound, as it violates the RM assumption that the highest priority ready task must always execute first.
By changing the way capacity is replenished, the Sporadic Server (SS) [26] is a server-based scheduler for FPS systems that allows high schedulability without compromising too much the responsiveness. Instead of replenishing capacity at the beginning of the server period, SS replenishes its capacity once it has been consumed by its tasks.
Dynamic priority schedulers
Looking at Dynamic Priority Systems (DPS), a number of server-based schedulers have been developed over the years. Also, most of the server-based schedulers for FPS systems have been extended to Earliest Deadline First (EDF) based DPS systems. For example, the PS can be seamlessly used as it is and the Dynamic Sporadic Server (DSS) [27, 28] is an extension of the SS. A very simple (implementation wise) server-based scheduler that provides faster response-times compared with SS is the Total Bandwidth Server (TBS) [27, 28] . TBS makes sure that the server never uses more bandwidth than allocated to it, yet providing a fast response time to its tasks (under the assumption that the tasks do not consume more capacity than specified by their WCETs). When the WCETs are unknown, the Constant Bandwidth Server (CBS) [1] can be used, guaranteeing that the servers' tasks will never use more than the servers' capacity.
The stochastic analysis framework (SAF)
As explained in Section 2.1, among existent approaches for stochastic analysis of real-time systems, SAF [9, 16] appears to be the most suitable for the objective of this paper. In the following the main characteristics of SAF are outlined.
SAF scheduling model
The scheduling model assumed by SAF is a general, preemptive, priority-driven scheduling model that covers both FPS based systems, such as RM and Deadline Monotonic (DM), and DPS based systems, such as EDF. The only limitation is that, once a priority is assigned to a job, it never changes, which is called a job-level fixed-priority model [23] . The priority of job J k is denoted as p k . A higher priority value means a lower priority. At any time, the job with the highest priority is always served first. If two or more jobs with the same priority are ready at the same time, they are scheduled according to the First Come First Served (FCFS) rule.
SAF system model
SAF assumes a uniprocessor system consisting of a set of n independent periodic tasks. Hence, the system consists of a set of tasks S = {τ 1 , ..., τ n }, where each periodic task τ i , i ∈ {1, ..., n} is modelled by the tuple
where T i is the period of the task, Φ i is the task's initial phase, C i is the ETP of the task, and D i is its relative deadline. Without loss of generality, the phase Φ i of each task τ i is assumed to be nonnegative although smaller than T i , i.e., Φ i ∈ [0, T i ). The relative deadline D i can be arbitrary but positive.
SAF response-time calculations
For periodic tasks, it is possible to calculate the Response Time Profile (RTP), given by the Probability Mass Function (PMF) representing the response time of an arbitrary job J k . Here, the response time of a job J k is given by
where
is the backlog of priority p k at time λ k , which represents the workload of jobs with priority p k or higher that have not yet been processed just before the release time λ k of J k . C k is the ETP of job J k . I k is the interference on job J k of all the jobs with a higher priority, released after job J k . Note that all the terms in the equation are random variables given by PMFs. This is the stochastic counterpart of the well-known deterministic equation that provides the response time of a job under a preemptive priority-driven scheduling policy [4] . None of the jobs with a priority less than p k released before λ k has any influence on the response time of job J k . In addition, none of the jobs with priority p k or less released after λ k has any influence on the response time of job J k .
SAF limitations
As aperiodic tasks are activated according to an eventtriggered model, it is difficult to predict exactly when they will be activated, at which rate, and when they will be scheduled according to the priority-based scheduling policy that the system uses. SAF is limited to a periodic task model, hence analysing a real-time system running hybrid task sets is not possible.
System model
In this section, the system model used in this paper is presented. The task model characterises a task with an Arrival Profile (AP) and an Execution Time Profile (ETP), both given by random variables with known distributions. Also, the notion of a task stochastic response-time is presented together with the notation of system utilisation.
Task model
The definitions of aperiodic, sporadic and periodic tasks used in this paper are the common ones found in [6] . Each task τ i consists of an infinite sequence of jobs, whose release times are deterministic. The kth job, k ∈ {1, ..., ∞}, of task τ i is denoted J i,k . 
Assumption 5.1 (Task independence

Task/job activations
In this paper the task model used is based on the existence of an AP, which is a PMF representing the number of task activations in a period of time t ∆ .
Definition 5.3 (Task AP)
. During a given time interval t ∆ , the probability of having a specific number of jobs n i , originating from a single task τ i , is given by the AP, which is a PMF denoted f Ni where f Ni (n i ) = P(N i = n i )
1 .
Looking at the number of task activations n i from a single task τ i during a given time interval t ∆ , four cases are distinguished:
1. if the number is unknown, the task is an aperiodic task, as there exists no known minimum inter-arrival time.
2. if the number is known, given by a PMF but not upper bounded, the task is also an aperiodic task as there exists no known minimum inter-arrival time. Still, a more accurate behaviour is given here compared to case 1, as, e.g., the average utilisation required by the task can be derived from the PMFs.
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4. if the number is known and exact, the task is a periodic task, which is the most predictable task among the three task models.
Execution times
The paper relies on stochastic execution times rather than the sole existence of a WCET. The execution times of all tasks are specified by ETPs given by PMFs. These ETPs typically include a task's WCET and can be obtained using some of the approaches outlined in Section 2.2. This ETP represents the execution time of one task instance, i.e., for one job.
Definition 5.5 (Job ETP). The PMF representing the ETP of an arbitrary job
Every invocation k of a task τ i activates a job J i,k with an ETP given by the PMF of the task as
6 Using a server for hybrid task sets
As SAF (presented in Section 4) is developed for, and suitable for, periodic tasks only, the adoption of a periodic server to cope with hybrid task sets is appropriate. This section investigates how SAF can be extended to also allow for hybrid task sets. Such an extension is possible using, e.g., the Polling Server (PS). The PS is a periodic server, simple, yet shown to be very efficient in terms of task schedulability [8] , outperforming several more advanced servers mentioned in Section 3, e.g., the SS and the DS. To efficiently embed a PS in SAF, this section develops a calculus for obtaining the ETP of a PS serving hybrid task sets.
Configuring the PS
The PS is defined by a pair (Q, T ), where Q is the server capacity and T is the server period. Together, Q and T forms the server utilisation U PS = Q T . At the beginning of the server period, the PS will get its capacity replenished to Q. If there exists pending tasks waiting at the server, these tasks can utilise the Q time units of capacity available at the server for execution. If there are no pending tasks at the beginning of the server period, the server capacity is lost for that server period. When using the PS, Q and T must be configured such that the average utilisation of the hybrid task set is less or equal to the utilisation provided by the server. How the PS parameters Q and T should be configured depends on the tasks it is serving.
PS execution time
The execution time of a PS (PS ETP) is, as for a SAF task, given by an ETP represented as a PMF. However, the highest possible execution time existing in the PS ETP is equal to Q i . The PS ETP is obtained by analysis of the individual ETPs of the tasks served by the PS under (all) various scenarios.
Definition 6.1 (PS ETP). The ETP of an arbitrary PS i is given by its PMF, denoted f Si , where f Si (c) = P(S i = c) being c the exact value of a specific execution time.
This ETP is valid for one server instance (i.e., for the invocation of the PS once), and the characteristics of f Si depend on what kind of tasks the PS is serving. In the following, the calculation of f Si is derived.
Calculating the PS ETP
The PS is used to encapsulate a number of aperiodic tasks. In the following it is shown how to calculate the PS ETP using the APs and ETPs of the tasks that it is serving. Some basic mathematical operations are recalled and some new formulae are defined.
As a PS i can serve one or more tasks, at the start of the server period, for each of these tasks, a number n j of jobs (originating from the task τ j and activated during the past server period T i ) may be waiting to execute. The probability of a specific number of task activations n j is given by f Nj , i.e., the AP of τ j (according to Definition 5.3).
As shown in [9] , using discrete convolution, it is possible to calculate the total execution time given two arbitrary and independent execution time distributions.
Definition 6.2 (Discrete convolution). Given two mutually independent discrete random variables X and Y , the PMF representing the sum of their associated PMFs f X and f Y is obtained using discrete convolution and is defined as follows
Definition 6.3. f O is defined as the PMF having probability 1 for value 0, i.e., P(O = 0) = 1.
Definition 6.4 (Self convolution)
. f X n is defined as the discrete convolution of an arbitrary PMF f X with itself n − 1 times given n > 0, with a special case for n = 0.
As multiple jobs may be ready for execution at the start of the period of an arbitrary PS, where the probability of n j jobs is given by f Nj , Equation 4 defines the ETP f J n j j representing the total execution time of these n j jobs, all originating from a single task τ j , as
where, if there are no jobs (n j = 0), the PS simply discharge all capacity and no execution will take place. If there is one job (n j = 1) the ETP is given directly by f Jj . If the number of jobs is greater than 1 (n j > 1) the ETP is given by discrete convolution, as defined in Definition 3. From Definitions 5.3 and 6.4, it follows that the PMF f Ti representing the ETP of executing all jobs invoked by one task τ i is given by
where f Ni (j) is the probability of j arrived jobs, and f J j i is the ETP of running all these j jobs.
The PMF representing the ETP of executing k tasks is calculated by the convolution of the ETP obtained from Equation 5 , for all k tasks As an arbitrary PS i, with a given capacity Q i , is only allowed to execute up to Q i time units every server period, it is possible that the capacity of Q i is not always enough to execute all pending jobs to completion. Therefore, some jobs might have to wait until the next server period to be executed. Hence, taking an arbitrary ETP f and a PS server capacity Q i , there is a probability of having a backlog of unfinished jobs, defined as f BACKLOG(f,Qi) , given by
where c is the exact value of a specific execution time in the ETP. The probability of a negative execution time (c < 0) is 0. The probability of an execution time of 0 (c = 0), which means no backlog, is the same as the summation of probabilities of all execution times in f that are less than or equal to the capacity Q i . The remaining execution times (c > 0) are found simply by adding an offset of Q i in the original PMF f . Definition 6.6 (PS ETP calculation). are distributions, they might never be exactly equal. Hence the recurrence equation should be terminated when the difference between the two becomes negligible. However, if nothing is known about the characteristics of the APs of one or more of the k tasks served by a PS i (i.e., if f Ni is unknown), the recurrence Equation 8 will never terminate. If nothing is known about the minimum inter-arrival time for one or more of the tasks served by the PS, an arbitrary number of jobs may be invoked during the time interval of one server period T i , resulting in a workload for the PS consisting of an unbounded number of jobs. Then, no matter how many jobs that are served by the PS during one server period, the PS ETP must be assumed to be the worst-case execution-time of the server, i.e., it must be assumed as a Dirac distribution with its peak at Q i . As it is not possible to know the number of jobs that can be waiting at the beginning of the server period when there exists an unknown f Ni , the recurrence Equation 8 might never terminate. Conversely, the recurrence Equation 8 will terminate if f BACKLOG(f,Qi) is stationary. Using arguments similar to the ones given in [10] and used in [16] , it can be proven that if the average utilisation of the PS is less than 100%, there exists a stationary distribution for the PS backlog PMF. Qi) , where f = f Si given by Equation 8 .
Definition 6.7 (PS ETP). The ETP of an arbitrary PS i is denoted by f PS(f,
In order to produce the PS ETP, the ETP given by Equation 8 has to be truncated, as the longest possible execution for an arbitrary PS i is Q i . Hence, based on f Si , the ETP for PS i is given by
6 where c is the exact value of a specific execution time in the ETP, and f = f Si . The probability of a positive execution time less than the maximum possible within a server (0 ≤ c < Q i ) is taken directly from f . However, the probability of the execution time c = Q i is obtained by the summation of all execution times in f larger than or equal to Q i . The probability of all other execution times (c < 0 or c > Q i ) is 0.
An example of application
The main purpose of this section is to provide an example of application of the proposed calculus in order to highlight the potential of the methodology presented in this paper. Although the following refers to an abstract multimedia scenario, the aim of this section is not to focus on a real application, but to simply describe how to exploit the methodology presented in this paper. For this reason, the hybrid task set is to be taken as a figurative example only.
System overview
Consider a system consisting of a number of users streaming multimedia content from a server named multimedia server. The multimedia content can be either video (music videos) or audio (music). The video content can be of different quality. However, in the example the quality is limited to two levels: high (HD video) and low (LD video) video quality. The music quality is, for clarity of the example, only high quality. Hence, there are three different types of media streams in the system, which are pushed to the users through periodic tasks. Each user has a periodic task running at the multimedia server transmitting the subscribed media content. In the example system used in this section, there are a total of 8 users: 1 streaming HD video, 3 streaming LD video and 4 streaming music. The corresponding periodic tasks running at the multimedia server are outlined with period T and relative deadline D in Table 1 . All temporal parameters (periods, deadlines, execution times and response times) are given in milliseconds. Table 1 . Parameters of the periodic task set.
Task index i Task type Ti Di
As the users are receiving the media content, they can also control the media and perform some interactive services. Control related services provided to the users are, e.g., the ability to skip, pause, and fast forward the media, take a still picture etc. Interactive related services are, e.g., the ability to buy the media content, to participate in polls etc. All these control and interactive services are handled by two aperiodic tasks, named Control and Interactive. In order for these aperiodic tasks not to cause unbounded interference on the periodic tasks, they are contained in Polling Servers (PS). At the multimedia server one PS, named PS Control, is set up to handle the control related services and another PS, named PS Interactive, is set up to handle interactive services. 
Task execution times and arrival profiles
The execution times of the periodic tasks in Table 1 are characterised by their ETPs. The HD video streaming task features an execution time of 5, 6 and 7 with probability of 0.2, 0.7 and 0.1, respectively. The LD video task has an execution time of 3, 4 and 5 with corresponding probability of 0.1, 0.6 and 0.3, and the music task has an execution time of 1, 2 and 3 with probability of 0.1, 0.8 and 0.1, respectively.
Looking at the two aperiodic tasks (Control and Interactive) served by the PSs, their APs and ETPs are as follows. The Control task, during a time span of T ctrl , i.e., the period of the corresponding PS, is invoked 0, 1 or 2 times, with probability 0.7, 0.2 and 0.1. The Interactive task is invoked 0 or 1 times with probability 0.9 and 0.1 during a time span of T int . The execution times of Control is 2, 3 and 5 with a probability of 0.6, 0.1 and 0.3, respectively. The execution time of Interactive is 1, 2, and 3 with a probability of 0.1, 0.6 and 0.3, respectively.
PS dimensioning
Based on the APs and ETPs of the aperiodic tasks, the two PSs can be dimensioned. Two scenarios are considered: the traditional worst-case approach and the fully stochastic approach presented in this paper.
Worst-case approach
In order to dimension the PSs for the worst-case, the worstcase capacity needed to serve the aperiodic tasks must be derived from the APs and ETPs for the corresponding tasks.
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The AP of the Control task has a worst-case number of task arrivals equal to 2, while the Interactive task has a worstcase number of task arrivals equal to 1. The ETPs for the Control and Interactive tasks have worst-case execution times of 5 and 3, respectively.
Looking at the Control PS, the worst-case capacity requirement occurs when the aperiodic task is invoked 2 times, for which each job requires an execution time of 5. Hence, the capacity of the Control PS must be set to 2 × 5 = 10. The same calculus gives a worst-case capacity requirement of 3 for the Interactive PS. Table 3 shows the capacity Q derived using the worst-case approach for both Control PS and Interactive PS. Table 3 . Worst-case dimensioned PSs.
Task index i Server type
Q ctrl Control Qctrl = 10 int Interactive Qint = 3
Stochastic approach
In order to calculate the PS capacities using a stochastic approach, the calculus outlined in Section 6 is applied. gives the PS ETPs as illustrated in Table 4 . In the table, both analytical and values obtained by using simulation (sim.) are shown. What can be seen is that the simulated and analytical values are virtually the same, hence, a validation of the correctness of the analytical approach. The simulator used is an inhouse simulator capable of simulating real-time systems with stochastic variables.
Experiments under varying load
A number of experiments have been performed using simulation, investigating the resulting effect of varying the load within a server. Looking at the control server (Control PS), by varying its arrival profile (AP Control) in three steps (configurations) outlined in Table 5 , the Control PS is subjected to three levels of workload, ranging from low to high (configuration 1 to 3). In the following, three parameters are investigated under varying load: (1) the RTP of the server, (2) the RTP of the task served within the server, and (3) the server's interference on the system. Table 5 . Server load configurations (1-3).
Exec. ETP C-PS ETP C-PS ETP I-PS ETP I-PS
The RTP of the server is shown for all three configurations in Figure 1 . The figure shows that as the load increases, so does the RTP's shift to the left, i.e., the responsetimes increase. However, this shift is only modest even though the probability of an arrived job increases from 10% to 50%. The RTP of the individual tasks served within the server is shown in Figure 2 . As the load increases, the likelihood of a task being served in a later instance of the PS increases. Specifically, in configuration 1 all tasks are guaranteed to be finished within two server periods relative to the corre- sponding task arrival. However, a small portion of the tasks in configuration 2 and 3 will not finish until the third server period. Finally, the interference that the server has on the rest of the system is best observed by investigating the RTP of the system's lowest priority task. This task is a good indicator as it suffers from the interference caused by the varying load of the server. The RTP of the music 4 task for all the three configurations is shown in Figure 3 . An observation here is the lack of a big deviation among the RTPs for all three cases. To summarise, an increasing load within a server does not necessary interfere much with the rest of the system. However, the increased load will have affect on the tasks served within the server (as can be seen in Figure 2) . Here, the stochastic analysis approach has the potential to yield much more accurate response-times than the worst-case approach.
Running SAF
In order to demonstrate the benefits of using the accurate calculus of Section 6, SAF is used in two different scenarios, both set up with the example system outlined above. Firstly, SAF is run using PSs dimensioned based on the traditional approach in Section 7.3.1. Secondly, using the stochastic approach in Section 7.3.2, SAF is run using the PS ETPs derived using the stochastic calculus.
For each scenario, the PMFs representing the Response Time Profiles (RTPs) for Control PS and Interactive PS are obtained. Looking at this data, it is clearly shown that the accurate PS dimensioning provided by the calculus presented in this paper significantly improves the response times for tasks served by the PS. The Worst-Case Response Time (WCRT) for the two different scenarios together with the fully worst-case (derived using classical worst-case response time analysis [14] ) is given in Table 6 . Control  22  15  9  Interactive  22  18  11   Table 6 . Worst-case response times.
PS Fully WC Traditional Stochastic
Looking at the periodic tasks in the system, i.e. the HD video, LD video and music tasks, the PSs cause interference on their response times. However, the more accurate the task ETP used for the PSs, the less interference is included in the analysis. Hence, the analytical interference is improved using the stochastic approach.
Summary and on-going work
This paper addressed stochastic analysis of hybrid task sets in priority-driven soft real-time systems. For the sake of allowing the system to be analysable, several steps were carried out. First, a task model was introduced, where a task is characterised by an Arrival Profile (AP) and an Execution Time Profile (ETP), both given by random variables with known distributions. Then, to bound the interference introduced by aperiodic tasks in the system, an approach to encapsulate sporadic and aperiodic tasks using server-based 9 techniques was proposed. Finally, a calculus for obtaining server ETPs was given. Server ETPs were then used to derive the response time distributions of periodic tasks, thus broadening the scope of a previous stochastic analysis framework. The results indicate the significant benefit of using an accurate stochastic analysis when deriving task response times in a system with hybrid task sets. Simulation results confirmed the correctness of the proposed calculus.
On-going work addresses deriving the exact (analytical) RTP of individual aperiodic task within the server. Preliminary results are presented in [15] . Also, the presented work is to be evaluated in comparison with other non-SAF approaches.
