Abstract. In this paper we study the relationship between bilevel optimization and multicriteria optimization. Given a bilevel optimization problem, we introduce an order relation such that the optimal solutions of the bilevel problem are the nondominated points with respect to the order relation. In the case where the lower level problem of the bilevel optimization problem is convex and continuously differentiable in the lower level variables, this order relation is equivalent to a second, more tractable order relation.
Introduction
In a bilevel optimization problem (see formulation (5) are the cost vectors of the upper level variables for upper and lower level objective functions, respectively) but a counter-example by Marcotte and Savard (Ref. 8) showed that that was also false.
An attempt to address this issue was reported by Fülöp (Ref. 9) and described in a section about the relationships between bilevel and multicriteria optimization included in the recent book by Dempe (Ref. 10) . It is shown that the feasible set (sometimes called induced region) of a linear bilevel program can be written as the set of nondominated points of a multicriteria problem with the standard ordering cone with criteria, where is the rank of a given matrix plus ¡ . In our work, not only we consider nonlinear bilevel optimization problems, but we also characterize solutions of the bilevel problem (not just feasible points) as solutions of a multicriteria problem. Fülöp (Ref. 9) was, however, the first who observe that more than just two criteria are needed to establish the link between bilevel optimization and multicriteria optimization.
It should not be seen as a surprise that the optimal solution of a bilevel problem can be dominated in terms of upper and lower level functions. The hierarchical nature of the two levels is, in the authors' view, a natural justification for this occurrence. Our approach differs from the ones mentioned above in the sense that we build the multicriteria optimization problem not directly from the upper and lower level objective functions but by using information from the whole bilevel optimization problem. In particular, we use the optimality of the lower level problem with respect to the lower level variables. This paper is divided as follows. We provide the necessary background about multicriteria and bilevel optimization in Sections 2 and 3, respectively. Our multicriteria (more precisely, four-criteria) optimization approach to bilevel optimization is explained in Section 4 for unconstrained bilevel optimization. Section 5 covers the practical implications of this approach and considers extensions to constrained bilevel optimization and three-level optimization. In the last section of this paper we summarize our contribution and discuss its potential in applications of bilevel optimization with expensive function evaluations.
We use 
Multicriteria optimization
In this section we provide a brief introduction of the concepts in multicriteria optimization that are used later in this paper. Readers familiar with multicriteria optimization may wish to proceed directly to the next section. In multicriteria optimization, several functions, say, but, as pointed out before, we can not have all of these at the same time.
Usually, is just the positive orthant without the origin,
, which gives exactly the standard definition of order in multicriteria optimization. The set of solutions (i.e., the set of efficient or Pareto points) of the problem (1) is the preimage of all nondominated points of the set ¡ with respect to the orderR . The standard strategy to compute nondominated elements w.r.t.` is now as follows. First, we need a technical definition, generalizing the concept of monotonicity. 
Some boundary points (more precisely, a subset of measure zero) are left out in the convex case, but this is a detail rarely of importance in applications.
It is also possible to use quadratic functions to generate nondominated points. Indeed, -monotone quadratic functions have recently attracted some attention, mainly due to their favorable numerical properties. We start by giving a characterization of -monotonically increasing quadratic functions. We will make use of the notation 
A multicriteria approach to bilevel optimization
Now let us consider a bilevel problem with no upper or lower level constraints:
specified by two functions
. Our goal is to define a (nonreflexive) order that captures exactly the optimality properties of the bilevel problem, and then proceed by looking at what set might induce this order. We want to define an order in such a way that all solutions to the bilevel problem (6) are nondominated elements of ¢£ ¥ 9 2 ¢£ " 9 with respect to . And, of course, it would be desirable if all nondominated elements of are solutions to (6) . The following corollaries are simple consequences of Theorems 6 and 7 and implication (7). 
Corollary 2. If¨P

¡ S ¢£
is nondominated with respect to` , for some
is an optimal solution of the bilevel problem (6).
Practical aspects and extensions
Unfortunately, the cone is not convex (but rather the union of two convex cones) and due to convP follow immediately. As a consequence, the standard scalarization approach outlined in Section 2 can not be directly used here.
Scalarizations
An alternative strategy is to define the convex cones ). So, for this instance problem, by choosing "sensible" parameter values we were able to solve the bilevel problem by solving parameterized (one-level) optimization problems.
In general we would have to choose a finite set of parameters to get a finite number of (one-level) optimization problems. A natural question is what type of scalarization to use (linear, quadratic, or other) and how to choose the set of parameters. These questions are hard to answer and seem to be highly problem dependent. The parameters could be chosen a priori based on some information about the problem or corrected a posteriori after analyzing information gained during the solution of a first set of parameterized (one-level) optimization problems.
The constrained bilevel case
We consider here briefly constrained bilevel problems of the form given in ( and it is clear that the strategy outlined above for the unconstrained case would also work for the constrained case.
The three-level case
Let us now consider three-level optimization problems of the form
fixed, the feasibility for the problem above is controlled by the bilevel problem 
Concluding remarks and future work
Bilevel optimization problems appear in a wide range of applications (Ref. 19; 10; 20) and, in particular, in engineering applications related with optimal design (Ref. 23 ). Many of these latter problems are defined by black-box simulation codes related with different engineering disciplines, where derivatives frequently are unavailable. The use of derivative-free methods in bilevel optimization was part of the motivation for the theoretical investigations reported in this paper. Given that there exist already several sophisticated algorithms and implementations for derivative-free (one-level) optimization, a natural approach to derivative-free bilevel optimization would be to reformulate the bilevel problem into a one-level optimization problem, to allow the application of such derivative-free techniques. Such approach is also supported from the fact that one encounters frequently (onelevel) optimization problems where derivatives are unavailable and that resulted from the linear combination of functions appearing in an multicriteria optimization problem. Our approach has the same flavor. However, since there is a hierarchical structure involved, it would be wrong to address the derivative-free bilevel optimization problem as a derivative-free bicriteria optimization problem. We have therefore investigated how to repose bilevel optimization problems as appropriate multicriteria (more precisely, four-criteria) optimization problems and how to choose the corresponding appropriate scalarizations.
We would certainly like to improve our current knowledge in many directions. As discussed in Section 5.1, the choice of type of scalarization and of scalarization parameters is quite important in practice. We hope to learn more about this opening issue by looking at particular classes of bilevel optimization problems.
