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. $G=(N, T, P, S)$ , N: , T: , P:
, S: , $T$ ,
,
Chomsky . , $T_{A}$ $SF(T_{A})=\{\alpha_{A,1}, \alpha_{A,2}, \ldots, \alpha_{A,N_{A}}\}$
( $N_{A}$ $SF(T_{A})$ ). , 1 1
( , ) $IF(TA)=\{\alpha_{A_{7}1}^{1}, \alpha_{A,2}^{1}, \ldots, \alpha_{A,N_{A}^{1}}^{1}\}$ ( $N_{A}^{1}$
IF(TA) ).
3
, $G_{1}=\{N_{1}, T_{1}, P_{1}, S\},$ $N_{1}=\{S, A, B\},$ $T_{1}=\{a\},$ $P_{1}=\{Sarrow AA,$ $\mathit{8}arrow AB,$ $Aarrow$
$AA,$ $Barrow AA,$ $Barrow BA,$ $Aarrow a\}$ , 3 TA, $TB,$ $TC$ ( 1). ,
$T_{A},$ $T_{B},$ $Tc$ , $N_{A}=14,$ $N_{B}=6,$ $N_{C}=9$ ( 3, 4 ). ,









( 2). , .
2: $T_{A}$ $T_{B}$
, $SF(T_{A}),$ $SF(T_{B})$ $\alpha k\in SF(T_{A})$ ,
$\beta_{l}\in SF(T_{B})$ . .




, $T_{A},$ $T_{B}$ . ,
2 $SF(T_{A})$ , $SF(TB)$ , 3,4 9
$\mathrm{A}\mathrm{A}/^{\mathrm{S}}\backslash$ $\mathrm{A}\mathrm{A}/^{\mathrm{A}}\backslash$
$\mathrm{A}\mathrm{A}\wedge^{\mathrm{A}}/\mathrm{K}_{\mathrm{A}}$ $\mathrm{A}\mathrm{A}/^{\mathrm{g}}\backslash \mathrm{A}\mathrm{A}\infty \mathrm{A}\mathrm{r}_{\mathrm{A}}^{\mathrm{A}}/^{A}\backslash _{\mathrm{A}}\mathrm{A}/^{\mathrm{A}}\backslash \mathrm{A}\mathrm{r}_{\mathrm{A}}^{\mathrm{A}}$


















$T_{A}$ $T_{B}$ , $sim_{1}$ (TA, $TB$ ) $= \frac{2}{14+6}\cdot 4=0.4000$ . , $T_{A}$







. $T_{A}$ , $i$
( , ) $CF(T_{A},Tc,$ $i\rangle$ $=\{\beta c,1, \beta c,2, \ldots , \beta_{C,n}:\}$
, $CF(T_{A},Tc, 0)=\{Tc\}$ .
51
$CF(T_{A}, Tc, i)$ 1 $\beta c\in CF(T_{A}, Tc, i)$ ,
, $\beta c,n+1,\beta c,n+2$ .
$CF(TA, TC, i+1)=CF(TA, Tc, i)\cup\{\beta_{A,n+1}, \beta_{A,n+2}\}-\{\beta_{A,1}\}$




. 2 , 1




$CF(T_{A},$ $Tc$ , 1 $\beta c\in CF(TA, TC, i)$ ,
$T_{A}$ 1 IF(TA) $\alpha_{A}^{1}\in IF(T_{A})$
.
2 $\beta c$ $\alpha_{A}^{1}$ , $\alpha’$ $\alpha_{A}^{1}$ , $\alpha_{A}’$ ,
$\alpha’$ $\alpha_{A}^{1}$ , $\alpha_{A}’’$ , $CF(T_{A}, Tc, i+1)$
. , , .
, $\alpha’,$ $\alpha’’$ $SF(T_{A})$ , .
$CF(T_{A}, Tc, i+1)=CF(T_{A}, Tc, i)\cup\{\alpha_{A}’, \alpha_{A}’’\}$ ,
$\alpha_{A}’=\alpha_{A}^{1}(\beta_{C}, \phi),$ $\alpha_{A}’’=\alpha_{A}^{1}(\phi, \beta_{C})$ ,
$\alpha_{A}\in IF(T_{A}),$ $\beta c\in CF(T_{A}, Tc, i)$
, $\alpha(\beta, \gamma)$ , $\alpha$ , $\beta$ , $\gamma$ ,





$CF(T_{A)}Tc, i)$ $\beta c\in CF(TA, Tc, i)$ ,
$T_{A}$ $SF(T_{A})$ $\alpha_{A}\in SF(T_{A}),$ $T_{A}$ 1
$IF(T_{A})$ $\alpha_{A}^{1}\in IF(TA)$ . 3 $\alpha_{A},$ $\alpha_{A}^{1},\beta c$ , $\alpha_{A}^{1}$ , $\alpha_{A}$
$\beta_{C}$
$\alpha_{A}’$ $\alpha_{A}’’$ , . , 521 ,
$\alpha_{A}’$ $\alpha_{A}’’$ . $\alpha’$ $\alpha’’$ $SF(T_{A})$
$T_{A}$ , .
$CF(T_{A}, Tc, i+1)=CF(T_{A}, Tc, i)\cup\{\alpha_{A}’, \alpha_{A}’’\}$
$\alpha_{A}’=\alpha_{A}^{1}(\beta_{C}, \alpha_{A}),$ $\alpha_{A}’’=\alpha_{A}^{1}(\alpha_{A}, \beta_{C})$ ,




521 522 , $CF(T_{A}, Tc, i)=\{Tc\},$ $i=0$ .
, $i$ 1
. , $T_{A}$
, $\mathrm{c}om_{2}(T_{A}, T_{C})=i$ .
524
$com_{2}(T_{A}, Tc)$ $sim_{2}$ ($T_{A}$ , ) .
$sim_{2}(T_{A},T_{C})= \frac{(N_{A}-com_{2}(T_{A},T_{C}))+(N_{C}-com_{2}(T_{A},T_{C}))}{N_{A}+N_{C}}$
31
8 $Tc$ $T_{A}$ . 3 , 3
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