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Abstract. We demonstrate the use of automatic Bayesian inference for the analysis of LISA data
sets. In particular we describe a new automatic Reversible Jump Markov Chain Monte Carlo method
to evaluate the posterior probability density functions of the a priori unknown number of parameters
that describe the gravitational wave signals present in the data. We apply the algorithm to a simulated
LISA data set containing overlapping signals from white dwarf binary systems and to a separate data
set containing a signal from an extreme mass ratio inspiral. We demonstrate that the approach works
well in both cases and can be regarded as a viable approach to tackle LISA data analysis challenges.
INTRODUCTION
The Laser Interferometer Space Antenna (LISA) is a proposed all-sky gravitational wave
observatory with an expected launch date of 2015 [1]. It will consist of a 3-arm laser
interferometer in heliocentric orbit trailing the Earth by 20 degrees and counter-rotating
with a period of 1 yr in a plane inclined by 60 degrees with respect to the ecliptic. The
instrument will be sensitive to gravitational waves (GWs) in the frequency band 0.1
mHz - 0.1 Hz and is expected to observe a great variety of sources, ranging from known
galactic binary systems to high redshift binaries harbouring a massive black hole [2].
One of the challenges prior to the launch of the mission is to develop data analy-
sis strategies able to provide accurate estimates of the parameters of the sources that
generate the gravitational waves present in the data stream. In fact the LISA data set
will contain a large (a priori unknown) number of partially overlapping signals. Here
we consider an approach to the analysis within the framework of Bayes’ inference [3].
We use techniques known as Reversible Jump Markov Chain Monte Carlo (RJMCMC)
methods [4] to evaluate the posterior probability density function (PDF) of the source
parameters when the date set contains an unknown number of signals drawn from a large
parameter space. Markov Chain Monte Carlo Methods have already been considered in
several LISA data analysis case studies, e.g. [5, 6, 7]. In these proceedings we report the
development and application of an “automatic” RJMCMC sampler (e.g. [4, 8]), in which
the user just provides a model for the signal(s) expected in the data set and the algorithm
automatically returns the relevant posterior PDFs.
“Automatism” is a challenge for the theory behind RJMCMC sampling. We im-
plement Metropolis-Hastings sampling, with the underlying proposal density for the
Markov Chain state transition as the object of an automatic optimisation according to
the Adaptive Acceptance Probability (AAP) technique. AAP tries to find the optimal
proposal density to achieve a target acceptance rate of 0.25 for Markov Chain state tran-
sitions: in this way a quarter of all proposed transitions should be accepted for a new
Markov Chain state. AAP suggests bolder transitions if the estimated acceptance rate is
larger than 0.25 or stricter proposals if it is smaller than 0.25. This method has proven to
be simple in its implementation and computationally effective in a number of applica-
tions. In the case of LISA, the number of signals in the data set (and therefore the number
of parameters, i.e., dimensions, that characterise the problem at hand) is unknown. We
implement AAP for fixed dimension updates (jumps within a proposed model) [9], but
also for trans-dimensional updates (jumps between proposed models) [8]. In addition we
support AAP optimisation by finite mixture fits to the joint posterior density function.
In order to increase efficiency, the sampler is implemented in parallel on loosely con-
nected CPUs (such as Beowulf-type clusters). This is achieved by running independent
Markov chain samples in parallel, which are then combined after the run, as discussed
in [10]. A more detailed discussion of the implementations and techniques, including
some expanded examples, will be reported elsewhere.
Here we describe the application of this analysis approach to two case studies: (i) the
analysis of a data set containing two highly overlapping monochromatic DWD signals
(actual number of signals and noise level in the data set unknown prior to the analysis);
(ii) the analysis of a data set containing a signal from an extreme mass ratio inspiral
(EMRI) (number of signals known but noise level unknown in the data set prior to
the analysis). We demonstrate that the sampler is able to process these two data sets
automatically to return posterior density functions that are consistent with the actual
parameter values. We discuss the performance of this approach and future work that is
necessary to apply this strategy to a realistic LISA data stream.
OVERLAPPING SIGNALS FROM DOUBLE WHITE DWARF
BINARIES
The data D recorded by the LISA observatory will consist of a superposition H(K) of K
signals h(k) (with k = 1, . . . ,K) plus noise n, discretely sampled in time (D j =H(K)j +n j).
The signals h(k) in our first case study are generated by double white dwarfs (DWD)
(see e.g. [11]). For simplicity we assume that the GWs are exactly monochromatic in the
source reference frame; each of the h(k) is described by the 7-dimension parameter vector
~θ = {Ac,Φ0, f ,ϑN,ϕN,ϑL,ϕL}, consisting of the amplitude, the phase at the beginning
of the observation, the frequency of the incoming GW and the four angles that describe
the source position and orientation in polar coordinates. For simplicity, we model the
LISA detector output using the 2 Michelson observables (hI, hII) described by Cutler
[12]. We model the noise as Gaussian, stationary and white, described by the parameter
σn, the standard deviation of the random process (the mean is set to zero).
In this analysis, the number of signals, K, is unknown as well as the noise level
σn. The target of RJMCMC sampling is to evaluate the joint posterior p(K,~θ (k){k =
1, . . . ,K},σn|D), see [4] for details, and any relevant marginalised posterior density
function (PDF) that one wishes to compute. The marginalised PDFs are the ones that
we quote in the results. We created a data set for an observation time of half a year,
with a sampling time of 100 seconds. We injected two DWD signals in the data streams,
and searched for up to three DWD signals (Kmax = 3). The maximum dimension for
the parameter space is therefore 22 (= 3× 7+ 1). The first signal was chosen to have
parameters similar to the verification binary “ES Cet” [13]; the second signal was chosen
to overlap with a match of 0.77 to mimic a “confusion source”. The frequency of the
signals differed by only half a frequency resolution bin and the two binaries had the same
location and orientation in the sky. The signal-to-noise ratio (SNR) for the confusion
source was a factor of three smaller than the other source. We sampled 107 Markov
chain states with a sampler designed to distribute these states according to the a priori
unknown joint posterior density p(K,~θ (k){k = 1, . . . ,K},σn|D).
Our automatic RJMCMC sampler was able to disentangle the two signals in the data
set with 68% probability; it estimated the presence of three signals and just one signal
in the data stream with 32% and 0% probability, respectively. The marginalised distri-
butions for K = 2 are shown in Fig. 1, from which it is clear that we were also able to
determine the correct noise level. The 14 parameters of the two signals were recovered
in general to within one-to-two sampled standard deviations of the marginalised poste-
rior PDFs, a value found by comparing the global mode of the distribution to the actual
value of the parameter – hereafter we will call this difference the “bias” or “offset” of
the run. This offset was always present in our results and did not change significantly
when we introduced, for example, longer chains and/or different initial starting values
for the Markov chains. In order to obtain other quantitative indications for the perfor-
mance of the sampler, we also computed the variance-covariance matrix for each source
(under the assumption that the data stream contains a single signal). It is well known
that the diagonal elements of the variance-covariance matrix provide a lower bound (the
so-called Cramer-Rao bound) to the uncertainties characterising the parameter extrac-
tion; such bound becomes tight only in the case of high SNR, although the exact value
at which this occurs depends on the signal properties [14]. Since we worked with over-
lapping sources with moderate SNR, the theoretical, single-source, high signal-to-noise
ratio PDFs should be considered only as a broad guideline to evaluate the output from
the actual analysis. In fact, Fig. 1 shows some noticeable deviation from the theoretical
predictions, such as the long tails in the PDFs for ϑN ,ϕN and f , and the multi-modal/flat
PDFs in A, Φ0, ϑL and ϕL. These features are due to the high degree of overlap of the
two sources and strong correlations between these parameters.
EMRI’S AND LISA DATA ANALYSIS STRATEGIES
Extreme mass ratio inspirals (EMRIs) are one of the most exciting potential sources
of GWs for LISA. The source orbits are typically eccentric and inclined to the orbital
plane of the central black hole and the gravitational waveforms they generate are richly
coloured by precession of the perihelion, precession of the orbital plane and inspiral. The
complexity of the waveforms encodes a huge amount of information about the source
spacetime and orbit, but makes the detection of these sources very challenging. A typical
FIGURE 1. Here we show the marginalised posterior distributions for the RJMCMC states in the
simulation of two overlapping DWDs (black histogram). The plots on the left refer to the ES Cet-like
source, and the plots on the right to the confusion source. Overlayed we show the theoretical Gaussian
PDFs as computed from the variance-covariance matrix (grey continuous line) for a single source. See
text for more details.
event has instantaneous amplitude an order of magnitude below the noise in the LISA
detector, but the 14 dimensional parameter space of possible signals is too large to permit
detection via fully coherent matched filtering [15]. Two alternative detection strategies
have been examined to date with promising results — a semi-coherent matched filtering
search [15] and a time-frequency search algorithm [16, 17]. However, the former is very
computationally demanding and the latter does not provide much information about the
source parameters. Markov Chain Monte Carlo techniques are a quick and efficient way
to explore large dimensional parameter spaces, and so may well be a powerful tool for
EMRI detection. To investigate their effectiveness, we constructed a toy model based
on the prescription described by Barack and Cutler [18], but using only the leading
order terms for the evolution of the frequency, eccentricity etc. and a low eccentricity
expansion of the source orbit. This model will be described in more detail elsewhere,
but these simplifications allowed the waveform to be written explicitly as a function of
time, which made it quicker to evaluate than the full model. For further simplicity, we
fixed the three source parameters that specify the initial phases of the motion, i.e., we
assumed the particle was always in the same place at the start of the observation. The
remaining eleven parameters that described the EMRI system were the mass, M, and
spin, a, of the central black hole, the mass, µ , of the inspiralling object, the initial radial
frequency, ν0, of the orbit, the inclination, ι , of the orbit with respect to the orbital plane
of the central black hole, the initial eccentricity, e0, of the orbit, the distance, d, to the
source, and the position, (ϑN ,ϕN), and orientation, (ϑL,ϕL), of the massive black hole
in the sky in ecliptic coordinates.
We used a time series data set containing one EMRI signal observed over a total
observation time of 2×106 seconds, sampled every 10 seconds. We implemented one
Cutler Michelson observable (hI) in the long wavelength approximation [12] to model
the orbit and response of LISA. Noise was again taken to be stationary, white and
Gaussian. To make the EMRI signal more realistic, we considered a typical EMRI signal
from a source with M = 106M⊙ and µ = 10M⊙, observed at a distance of 1 Gpc for one
year. We then adjusted µ by a factor of the ratio of one year to our observation time
(3.1×107/2×106), and increased the distance to 4 Gpc in order to match the SNR to
that of the “typical” source (ρ = 11.5). Effectively, this procedure “squeezes” a typical
one year EMRI event into the observation time that computation allowed. For this case
study, we set up the RJMCMC assuming that the number of signals in the data set was
known to be one, i.e., there was no search over the number of signals present in the data.
We sampled 3×106 Markov chain states.
Using this setup, we were able to detect the signal in our data set without further
problems. This is clear from the marginalised posterior distributions for the Markov
chain states as shown in Fig. 2. The bias of the parameter extraction is clearly within
one sampled standard deviation in all cases. In order to derive more information about
the performance of the code, we again overlay lower bounds on the uncertainties for pa-
rameter extraction, determined from the single-source Fisher information matrix, with
projection to account for marginalisation over correlated parameters (this is equivalent
to the variance-covariance matrix). This calculation was difficult since, over the integra-
tion time used, the waveform parameters were highly correlated. This made the Fisher
information matrix very degenerate and the subsequent projection/inversion subject to
numerical errors. The shown predictions should therefore be considered just as guide-
lines. It is clear in Fig. 2 that the marginalised posterior distributions generated by the
RJMCMC are in general close to the predetermined Gaussian distributions for most of
the parameters. However, in the case of ν0, M, mu, a, d, ϑL and ϕL the recovered width
of the Markov chain state distribution is narrow compared to the prediction. This might
be explained by the uncertainties in our Fisher information matrix prediction. However,
since the parameters are strongly correlated, we cannot exclude the possibility that these
correlations prevented the chain from exploring the parameter space as freely as would
be necessary to cover the edges of the joint posterior density. The steeper cut-off in the
PDF of the eccentricity and the pedestal-like cut-offs in the PDFs for the masses might
be indicative of this. In the future, we plan to examine the effectiveness of our algorithm
more closely by using larger numbers of Markov chain states to ensure optimal coverage
of the whole of the joint posterior density function. We have also carried out a similar
simulation using the full Barack and Cutler model [18] for the EMRI waveform, but
over a shorter integration time (5×105s). The results in that case were qualitatively sim-
ilar, but the code takes approximately four times as long to complete the Markov Chain
for a given observation time. This is because of the increased computational overhead
associated with evaluating the full Barack and Cutler waveforms.
FIGURE 2. Here we show the marginalised posterior distributions for our RJMCMC states in the
simulation of EMRI signals (black histogram). Overlayed we show the theoretical lower bound on
the uncertainties in parameter extractions derived from the (projected) Fisher information matrix (grey
continuous Gaussian).
DISCUSSION
We have introduced a new technique for computing the posterior probability density
function of the source parameters in the context of LISA data analysis where the number
of signals and the noise level in a data set are unknown. In particular, we have described
the use of a new unsupervised and automatic Reversible Jump Markov Chain Monte
Carlo technique.
We have examined two case studies to demonstrate the use of this sampler: highly
overlapping signals from monochromatic white dwarf binary systems, and one complex
signal from an EMRI. In the first study, we treated the number of sources as an un-
known, but in the latter case we assumed that the number of sources was known to be
one. In both cases we were able to successfully identify the signals in the data set auto-
matically. In the case of the overlapping DWDs the recovered source parameters were
within one or two sampled standard deviations of the true parameters. The marginalised
posterior distributions deviate significantly from the single-source theoretical distribu-
tion predicted by the variance-covariance matrix, but this is to be expected due to the
high degree of correlation in the system. A full quantitative characterisation of these
features will be further investigated in the future. In the case of the EMRI, the sampler
can identify and extract the values of the signal’s source parameters automatically with
high accuracy, with a bias always within one sampled standard deviation of the Markov
chain state distribution. This is a promising result which suggests that MCMC may be a
useful tool for the challenging task of EMRI detection. However, the waveform model
used was too simplified and the observation time too short to allow us to make a generic
statement at this stage.
It is interesting to consider why we see, but also expect, bias in our runs. Metropolis-
Hastings sampling is an approximate method to evaluate the posterior PDF and as
such always introduces bias. This bias can be divided into user-bias and systematical
bias. Metropolis-Hastings creates a sample that approximates the real posterior density
function asymptotically in time (equally to ongoing Markov chain state sampling). Since
we end our program run after 107 (3×106) Markov chain states, we introduce bias since
at this stage the method has only approximated the real posterior density to a limited
degree. Although adaption as performed within AAP speeds up this convergence, this
user-bias is still present. The systematical bias comes from two sources — the noise in
the data and, for our overlapping DWD problem, the high degree of overlap between the
two binaries in the data. This systematic bias indicates how parameter extraction from a
data set may never achieve ideal results, but will be subject to errors that depend on the
signal to noise ratio and the complexity and make up of the data stream.
We plan to extend the current work in several ways. Although a parallel code was
used to generate the results presented here, the numerical implementation is still too
CPU intensive and not suitable for the actual analysis of a realistic LISA data set. In the
future we plan to investigate and implement numerical optimisations of various aspects
of the sampler to reduce the code run-times. For the EMRI study, such optimisation
should allow us to analyse longer data streams, lasting 2 to 5 years. We plan to initially
use the toy model to achieve these longer observation times, before switching to the
more realistic Barack and Cutler model for further studies (and/or other waveforms that
are currently becoming available). For the DWD study, the optimisation will allow us
to explore the scenario in which many sources are present in the data set. We will also
consider the full set of TDI channels [19] and use simulated noise coloured according to
the expected spectral density.
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