Abstract. We prove the L p boundedness of the circular maximal function on the Heisenberg group H 1 for 2 < p ≤ ∞. The proof is based on the square sum estimate associated with the 2 × 2
Let dσ be the surface-carried measure on the unit sphere S 2n−1 ⊂ R 2n , and set [dσ] t = dσ(·/t)/t 2n with t > 0. Furthermore, let δ 2n+1 be the Dirac mass at 0 ∈ R (in the last coordinate). Then, the measure [dσ] t ⊗ δ 2n+1 is supported on the horizontal plane of H n . The convolution of f with this measure is given by
f (x − ty, x 2n+1 − E(x), ty ) dσ(y), (1.2) representing the average of f along the 2n − 1 dimensional sphere embedded in the hyperplane π E (x, x 2n+1 ) := (x, x 2n+1 ) + {(y, E(x), y ) : y ∈ R 2n } contained in R 2n+1
We define the spherical maximal operator M n on the horizontal plane of H n by
In 1997, Nevo and Thangavelu [9] initiated the study of the maximal average M n in (1.3), to prove the maximal and pointwise ergodic theorems associated with the spherical measure in the Heisenberg group H n . They conjectured that the circular maximal average M 1 is bounded in L p (H 1 ) if 2 < p ≤ ∞.
In 2004, Muller and Seeger [8] viewed the average in (1.3) as a Fourier integral operator with fold singularities, and proved the L p boundedness of M n on H n for n ≥ 2. In addition, Narayanan and Thangavelu [10] obtained the same L p range using spectral theorems associated with the sphere measure on the Heisenberg group. Their results [8, 10] state that, for n ≥ 2, In 1976, Stein [14] utilized the decay rate of the Fourier transform of the spherical measure dσ to determine the L p range p > n/(n − 1) for the maximal means over the sphere S n−1 ⊂ R n . In 1986, Let U and V be two subsets of R d . Then, we write U = V + O(ρ) if all u ∈ U and v ∈ V satisfy (1.6).
Accordingly, we denote the sum V + B(0, Cρ) of the two sets as V + O(ρ) = {u + v : u ∈ U and |v| ≤ Cρ} (1. 7) without specifying the constant C. We employ the smooth cutoff functions m ± in the form of (2.5). Because |ξ| −3/2 gives a better bound on the support |ξ| ≥ 1, it suffices to work only with the first term m(ξ) = c|ξ| −1/2 of (2.5) supported |ξ| ≥ 1. So, we set m(ξ) = ξ −1/2 (1 − ψ(ξ)) with ψ defined in (1) above (2.6) and redefine M A f (x, x 3 ) = sup t>0 A S 1 (A) f (x, x 3 , t) in (2.2), where A S 1 (A) f (x, x 3 , t) = e 2πi (x,x3)·(ξ,ξ3)±t|ξ+ξ3A(x)| m t(ξ + ξ 3 A(x)) f (ξ, ξ 3 )dξdξ 3 . (2.7)
In (2.7), we only treat |ξ + ξ 3 A(x)| among ±|ξ + ξ 3 A(x)|, by allowing t < 0. Given A ∈ M 2×2 , we write the wave propagation operator associated with a general symbol σ ∈ C ∞ (R 3 × R × R 3 ) as T σ f (x, x 3 , t) = e 2πi (x,x3)·(ξ,ξ3)+t|ξ+ξ3A(x)| σ(x, x 3 , t, ξ, ξ 3 ) f (ξ, ξ 3 )dξdξ 3 for f ∈ S(R 3 ). (2.8) Then, A S 1 (A) f = T σ f in (2.7) if σ(x, x 3 , t, ξ, ξ 3 ) = m t(ξ + ξ 3 A(x)) with m in (2.6). For j ∈ Z + , let χ t(ξ + ξ 3 A(x)) 2 j = t(ξ + ξ 3 A(x)) 2 j −1/2 χ t(ξ + ξ 3 A(x)) 2 j and set for k ∈ Z, m j,k (x, x 3 , t, ξ, ξ 3 ) = χ t 2 −k χ t(ξ + ξ 3 A(x)) 2 j . (2.9)
We decompose m t(ξ + ξ 3 A(x)) = j∈Z+ k∈Z 2 −j/2 m j,k (x, x 3 , t, ξ, ξ 3 ) in (2.7). We set the symbol supported on the low and middle frequencies of ξ 3 as a j,k (x, x 3 , t, ξ, ξ 3 ) = χ t 2 −k χ t(ξ + ξ 3 A(x)) 2 j ψ ξ 3 2 j(1+ǫ0) 2 2k . (2.10) For the extremely high frequency ξ 3 , we set the symbol b j,k (x, x 3 , t, ξ, ξ 3 ) = χ t 2 −k χ t(ξ + ξ 3 A(x)) 2 j (1 − ψ) ξ 3 2 j(1+ǫ0) 2 2k . (2.11) Then, we can split m j,k (x, x 3 , t, ξ, ξ 3 ) = a j,k (x, x 3 , t, ξ, ξ 3 ) + b j,k (x, x 3 , t, ξ, ξ 3 ) so that T m j,k = T a j,k + T b j,k , in the sense of (2.8). Thus, the maximal averages corresponding to a j,k and b j,k are Then, for M A defined above (2.7), we have
First, we switch the supremum in (2.12) with the following vector-valued norms:
Lemma 2.1. For any 2 ≤ p < ∞, it holds that
(2.14)
and
where a j,k and b j,k are defined in (2.10) and (2.11), respectively.
Proof. Consider T a j,k f in (2.8) and (2.12) , and apply the Sobolev inequality majorizing the
norm by the L p 1/p (dt) norm of T a j,k f (x, x 3 , ·). Then, we lose the amount |ξ + ξ 3 A(x)| 1/p ≈ 2 (j+k)/p owing to (∂/∂t) 1/p of e 2πit|ξ+ξ3A(x)| on the support of χ t 2 −k χ t(ξ+ξ3A(x)) 2 j in (2.10) and (2.11).
Next, we replace sup k T a j,k f by k |T a j,k f | p 1/p , to obtain (2.14). We similarly obtain (2.15) for p = 2.
Statement of Main Estimates
3.1. Littlewood-Paley Decompositions.
Using the non-isotropic dilation
we define the Littlewood-Paley projection P k f as
Lemma 3.1. For p = 4, we have that
Proof. The case of (3.3) with p = 2 follows from the almost orthogonality estimate of P * k1 P k2 op = O(2 −c|k1−k2| ). Interpolating the results for this p = 2 and the trivial p = ∞ yields (3.3) for p = 4.
By the composition of ℓ∈Z P j+k+ℓ = Id for fixed j, k, we have the following in (2.14):
Let a = (a k ) k∈Z with a k ∈ C, and define the ℓ p norm of a = (a k ) with a weight 2 k/p for each k as
For each j ∈ Z + and ℓ ∈ Z, let us define a vector-valued function
is the ℓ th piece of the summation in (3.4), given by
Let A = E and 2 < p ≤ 4. Then, we shall prove that for some c, c(p) ≥ 0 and sufficiently small ǫ > 0, it holds that
Then, by summing the estimates (3.8) over ℓ in (3.4), we obtain that for
Interpolating this and the case p = ∞ yields the desired result of the main theorem 1:
1 for 2 < p < ∞ for A = E. Hence, our aim is to prove (3.8).
3.2. Interpolation. To deal with (3.8), we require the following interpolation lemma. (3.5) . Suppose
Here, we write 
Proof of (3.12) and (3.13) . See Proposition 3.1 of [6] .
Our main estimate in this study is the following
Proof of (3.8) under the assumption of (3.14) . Assume that (3.14) holds, and let 2 < p < 4 and 1/p = (1 − θ)/2 + θ/4. The interpolation of (3.12) and (3.14) via Lemma 3.2 gives
The similar interpolation of (3.13) and (3.14) yields
p ǫj in the exponents of (3.15) and (3.16). Combined with the conditions |ℓ| < Cj and ǫ ≪ 1, this gives the desired estimate (3.8).
Therefore, our goal is to prove (3.14) . To this end, it suffices to show that for each k it holds that
because (3.17) and (3.3) imply that
On the other hand, we have the following useful localization property.
where a j,k is defined in (2.10). Let
Proof. See Proposition 4.1 of Section 4 in [6] .
The Lemma 3.3 tells us that (3.17) for k ∈ Z is equivalent to the case with k = 0. Thus we state our goal in the following theorem.
Then, for a sufficiently small ǫ > 0 we have that for all f ∈ L 4 (R 3 ),
Idea of Proof
We introduce the key idea for adapting the method of [7] 
Given (ξ, ξ ′ ) ∈ V , let E(ξ, ξ ′ ) be the ellipse in R 2 with the two foci 0 and ξ + ξ ′ containing both ξ and ξ ′ . By giving a width ρ to the ellipse E(ξ, ξ ′ ), we define an elliptical ring E(ξ, ξ ′ ) + O(ρ) as in (1.7).
Definition 4.2 (Elliptic Conjugates in µS
Lemma 4.1 (The elliptic conjugate of (ξ, ξ ′ ) is unique). Given a pair (ξ, ξ ′ ) ∈ V , there exists a unique
. Then, N is a one-to-one and onto map, whose value at (ξ, ξ ′ ) is exactly
where E(ξ, ξ ′ ) is an ellipse containing ξ, ξ ′ whose foci are 0 and ξ + ξ ′ , as in Definition 4.1. We shall write this elliptic conjugate of (ξ,
We first show the existence of the elliptic conjugate of (ξ, ξ ′ ) by the construction of (4.2). We observe that the intersections of the ellipse E(ξ, ξ ′ ) in Definition 4.1 with each circle µS 1 and νS 1 are doubletons, which are expressed as E(ξ, ξ ′ ) ∩ µS 1 = {ξ, η} and
We can observe that
which shows the existence of an elliptic conjugate of (ξ, ξ ′ ). Next, we demonstrate the uniqueness of the elliptic conjugate of (ξ, ξ ′ ) by showing that it coincides with This proves the uniqueness of the elliptic conjugate of (ξ, ξ ′ ). The above proof yields that the elliptic conjugate of (ξ, ξ ′ ) is the exact value of N (ξ, ξ ′ ) defined in (4.2). Now, we switch the roles of (ξ, ξ ′ ) and (η, η ′ ) in (4.3). Then, N (η, η) = (ξ, ξ ′ ), and we observe that N is a reflection satisfying
This implies that N is a bijective map on (µS
Remark 4.1. We start with (ξ, ξ ′ ) ∈ V in the above proof, and choose µ = |ξ|, ν = |ξ
This enables us to extend the domain N to the union of (µS
The extended function N is a reflection and bijection on V satisfying (4.2).
Define a circle and an annulus in the sense of (1.7):
We equivalently write
which is written as (η,
Proof. It suffices to work with
, then this satisfies (4.7). Thus, it suffices to show that
We set a width 2 j/2 for the two circles S m , S n and the ellipse E(ξ,
which also contains the pair N (ξ, ξ ′ ) defined in Lemma 4.1. On the other hand, from the comparability of the two radii n2 j/2 and m2 j/2 of S n and S m , where 2 j/2 ≤ m, n ≤ 2 j/2+1 , we observe that each of the two circles S n and S m intersects with the ellipse E(ξ, ξ ′ ) transversally. Hence, there exists C > 0 such that
This implies that (η,
Remark 4.2. In (4.6) and (4.7), we can replace the width 2 j/2 by a slightly larger 2 j/2+ǫj for some small ǫ > 0 whenever both S n and S m still intersect the ellipse E(ξ, ξ ′ ) transversally.
Solutions and Darboux Equation.
Let f ∈ S(R 2 ) and (x, t) ∈ R 2 × R + . Then, the circular average Af (x, t) = y∈S 1 f (x − ty)dσ(y) in the Euclidean space is the solution of the initial value
This equation is a variant of the wave equation called the Darboux equation [3] . Now, we can derive the general version of the Darboux equation for the Heisenberg group H 1 . To state the equation, we take the basis {X 1 , X 2 , X 3 } of the Heisenberg algebra h 1 ,
satisfying the canonical relations of the commutators [X 1 , X 2 ] = 2X 3 with the other Lie brackets vanishing. We can obtain the analogous Darboux equation of (4.9) in the Heisenberg group H 1 as follows:
where f ∈ S(R 3 ). We can then obtain the following lemma.
The circular average u given by u(x,
3) with A = E is the solution of the initial value problem of (4.11).
The proof of Lemma 4.3 is given in the appendix. The vector fields in each equation (4.9) and (4.11) enable us to determine the singularities of the circular averages (their solutions) in R 2 and H 1 , respectively.
• The three vector fields ∂ x1 , ∂ x2 , ∂ t in the equation (4.9) form the critical 2 × 1 cone of [7] of the frequency space associated with its solution Af (x, t). See Section 4.3.
• The four vector fields X 1 , X 2 , tX 3 , ∂ t in the equation (4.11) form the critical 2 × 2 cone in the phase space associated with its solution A S 1 (E) f (x, x 3 , t). See Section 4.4.
4.3.
Brief Review of the Euclidean Proof. Let us examine the core idea of Mokenhaupt, Seeger and Sogge in [7] .
Furthermore, let ψ n,θ be supported on the intersection of a thin radial annulus and thin angular sector:
For (x, t) ∈ R 2 × R + , we decompose wave propagator
Using ∂ x1 , ∂ x2 , and ∂ t from the equation (4.9), we define the vector field D = (∂ t , ∂ x1 , ∂ x2 ) mapping a smooth real-valued function Φ on R 3 to a vector-valued function (∂ t Φ, ∂ x1 Φ, ∂ x2 Φ). We apply this vector field D to the phase function ξ · x + t|ξ| in (4.12), to form the set of all normal vectors of the
We refer to this characteristic cone in the frequency space R 3 as the C 2×1 cone. Then, this C 2×1 cone is split into small patches (
The main estimate in the Euclidean space
is based on the process of switching the sum to the square sum according to the following two steps.
Step 1. The radial square sum estimate for p = 4,
is mainly a result of the L 2 orthogonality arising from the difference of the two radii |ξ| = J(m) + O(2 j/2 ) and |η| = J(n) + O(2 j/2 ) in the frequency sides of the integrals for p = 2 of (4.15), given by
The interpolation of the bound O(1) for p = 2 from (4.16) and the bound O(2 j/2 ) for p = ∞ from the Schwartz inequality yields the bound 2 j/8 in (4.15).
Step 2. The angular square sum estimate   n∈U1 θ∈U0
is obtained from the orthogonality of the two functions with indices (m, θ 1 ), (n, θ 
The above inner product, defined by F, G x,t = F (x, t)G(x, t)dxdt, contains the key part
. This yields that (4.19) 2 −N j away from all possible conjugate pairs 
Therefore, we only take the summation (4.18) over (m, θ 1 ), (n, θ
, representing (4.20) in terms of indices, which implies (4.17).
Step 3. The Littlewood-Paley inequality associated with the intervals of the same size, combined with an appropriate vector-valued inequality, gives 
4.4. Heisenberg Group Analogue. As the analogue of the cone C 2×1 in the frequency space for the Euclidean case (4.13), we find the 2 × 2 cone defined by
Consider the following operator derived from Theorem 3.1:
where A(x) · e 1 = x 2 and A(x) · e 2 = −x 1 for the case of the Heisenberg group with A = E. Then, the corresponding critical region of (4.13) in our phase space of (4.24) is the set of R 2 × R 2 -vectors:
To simplify the notation in (4.26), let
2 , where we note thatξ depends on x as well as (ξ, ξ 3 ).
• U (ξ, tξ 3 ) =ξ + tξ 3 A T (ξ/|ξ|) ∈ R 2 in the second vector in (4.26).
Let A = E be the skew-symmetric matrix. Then, we utilizeξ
These vectors form the cone C 2×2 ⊂ R 2 × R 2 . We use the three parameters (k, ℓ, θ) to decompose the vectors in (4.26) and (4.27),
which follows from (D-1) and (D-2).
Remark 4.3. In (D-3), note that · · is a 2×2 matrix, and J(k, ℓ) is a column vector of (J(k), J(ℓ)).
The condition (4.27), together with (D-2) and (D-3), is expressed as
This only occurs if A is the skew-symmetric matrix cE, which is the case of the Heisenberg group.
Step 1. We prove the radial square sum estimate of (4.15) over n for the decomposition of |J(k, ℓ)| =
. This estimate results from the L 2 orthogonality arising from the difference of the two radii |(|ξ|,
Step 2. We establish the analogue of the angular square sum estimate (4.17). Here, the parameter θ is replaced by (k, ℓ, θ) in (D-1) and (D-2). The cone C 2×2 in (4.27) and (4.28) has the following crucial effect. Once the first vector |ξ|, tξ 3 of the pair in (4.27) is restricted in the circle S m , the full pair (|ξ|,
Then, the corresponding oscillatory integral of (4.19) is
with the amplitudes a = a k,ℓ,θ cutoff functions for (D-1) to (D-3) above. To integrate by parts, the vector field D A in (4.25) and (4.27) is applied to the phase function of the above integral to give
This gives the bound 2 −jN on the integral away from the elliptic conjugate conditions corresponding to (4.21) and (4.22) as:
and circle conditions
As in (4.23) with the application of (4.7) twice now, once the vectors involvingξ, ξ 3 ,ξ ′ , ξ ′ 3 are fixed, we determine the vectors involvingη,
This enables us to obtain the corresponding square sum estimate of (4.17) over the indices (k, ℓ, θ) in
Step 3. We obtain the corresponding vector-valued inequality and the Littlewood-Paley inequality for the same-sized interval on H 1 to complete the proof. For this purpose, we require that
is a one to one correspondence. (4.30) This holds for A = E, which is the Heisenberg group case. It suffices to fix ℓ in (4.30). Indeed, for
are annuli of the radii J(k) 2 + J(ℓ) 2 with width O(2 j/2 ). These are disjoint for those k's. Thus,
is one-to-one. Therefore, (4.30) holds whenever A = E.
Torus According to Four Vector Fields
where supp(f ) ⊂ B(0, 100) such that f = f χ B(0,100) , and the symbol a j,0 is given by
In the support of a j,0 ,
We decompose the symbol a j,0 into the equal-sized pieces, restricting some vectors in (4.26).
5.1. Decompositions of Four Indices. We decompose these four mixed variables of a j,0 in (5.2) as follows:
• t and
|ξ+ξ3A(x)| in the scale of 2 −j/2
• |ξ + ξ 3 A(x)| and tξ 3 in the scale of 2 j/2
Definition 5.1. Recall that e(θ2 −j/2 ) = cos(θ2 −j/2 ), sin(θ2 −j/2 ) for θ ∈ U 0 . Let
By using ψ supported on |u| ≤ 1 in R or R 2 , we decompose t and
and decompose |ξ + ξ 3 A(x)| and tξ 3 in the scale of 2 j/2 as
Here we work with t ∈ [1, 2] and tξ 3 ∈ [0, 2 j(1+ǫ) ]. The other cases can be treated similarly. To simplify the notation in cases with no confusion, we set
where k, q start from 2 j/2 and ℓ, θ from 0. These are used for decomposing each of the four quantities
The support of a q k,ℓ,θ above is restricted within ξ + ξ 3 A(x), tξ 3 in the cube C q k,ℓ,θ of diameter 2 j/2 , and t in the interval of length 2 −j/2 , (5.8)
where C q k,ℓ,θ is shaped like a cube located around 2 j far from the origin, in the following sense:
This gives our main decomposition a j,0 of (5.2):
With each symbol a q k,ℓ,θ we associate an operator
where the phase function is
From (5.7) with the space localization (3.18) of f , we observe that f in (5.9) is replaced by
Now, we can decompose our operator T aj0 in (5.1) as
Proof. In view of (5.9), the integral kernel of T q k,ℓ,θ is given by
with a q k,ℓ,θ (x, x 3 , t, ξ, ξ 3 ) given in (5.7). We use the gradient ∇ ξ,ξ3 of the phase function in (5.14)
and ∇ ξ,ξ3 a q k,ℓ,θ = O(2 −j/2 ) to apply integration by parts. Repeat this N times to obtain (5.13).
5.2.
Vector Field D A and the 2 × 2 Cone. Note that E(x), e 1 = −x 2 and E(x), e 2 = x 1 , and recall that in (4.10),
As in (4.25), we apply the vector field D A defined below to a function F = F (x, x 3 , t):
As in (4.26), by computing the partial derivatives of the phase function Φ in (5.10), we obtain
of a 2 × 2 matrix A and θ ∈ U 0 , we assign a 2 × 2 matrix A θ defined by
Then, in the support of (5.7) the derivative D A Φ(x, x 3 , t, ξ, ξ 3 ) in (5.17) satisfies the size condition
If A = E (which is the case for the Heisenberg group), then for all θ it holds that T > 0 (which holds when A = E), then there exists c > 0 such that
Proof. By the support condition of (5.7) and (5.6), 
In addition, the inequality of (5.22) follows from
because det AE + (AE) T > 0 in our hypothesis.
Square Sum over Radial Decompositions
The first part of this section is the L 2 orthogonality estimates over
, then for a sufficiently large M > 0 it holds that
To prove Proposition 6.1, we require the non-overlapping condition of
T > 0 (which holds when A = E), and let
2ǫj (where 0 < c 1 < 1/10 will be fixed later). For this case, it holds that |θ−θ
in our hypothesis. Hence, it suffices to show that
for the middle part of (6.6), we obtain
On the other hand, by applying the size condition of (5.22), we obtain
The last inequality above follows from 2 2ǫj−1 ≤ |θ − θ ′ | in (6.3) and |J(k, ℓ)| ≥ J(k) ≥ 2 j , owing to the support condition (5.6). Therefore, there exists c > 0 such that
where (6.4) and (6.5) with c 1 such that c 2 /2 ≫ C c 1 yield (6.6).
Proof of Proposition 6.1. Let us compute
where H q (ξ, ξ 3 , η, η 3 ) is given by
Here a q k,ℓ,θ is given in (5.7). As Φ(x, x 3 , t, ξ, ξ 3 ) = x · ξ + x 3 ξ 3 + t|ξ + ξ 3 A(x)|, the phase function above is given by
. Then, we claim that for sufficiently large M > 0 it
Assume that (6.10) holds, and insert (6.10) into (6.7) with the support {|ξ|, |ξ 3 |, |η|, |η| 3 2 j+ǫj } in (5.11):
which yields (6.1). We shall prove (6.10) using integration by parts for H q (ξ, ξ 3 , η, η 3 ) in (6.8). Recall
. In view of (5.20), we apply the differential vector field (5.15) to the phase function Ψ in (6.8) and (6.9):
To apply integration by parts, we require the sizes of the three types of derivatives below:
• The lower bound of the first derivative of the phase function:
2ǫj for the lower bound (6.2) in (6.11).
• The upper bound of the derivative of the amplitude in (5.7) and (6.8): ,θ2 (x, x 3 , t, η, η 3 ) , with the modifications ofã andã. This follows from the repeated new factors |ξ 3 |/2 j/2 generated from the application of the x-derivative:
• The upper bound on the derivatives of the phase functions:
Proof of (6.14). Using (5.20), we compute D A · D A Φ given by
Here,
We apply integration by parts with D A e 2πiΨ · DAΨ |DAΨ| 2 = 2πie 2πiΨ involving the vector field D A :
where a = a q k1,ℓ1,θ1 (x, x 3 , t, ξ, ξ 3 )a q k2,ℓ2,θ2 (x, x 3 , t, η, η 3 ) in (6.8). We define the last term as the differential operator
Then, we apply (6.12) and (6.13) to obtain 2 −(1/2+2ǫ)j with the loss of 2 (1/2+ǫ)j , and (6.14) to obtain 2 −2ǫj . Thus, we have that
Using this, we are able to repeat the above integration by parts procedure N times, to obtain
where (N ǫ) is a sufficiently large number. This proves (6.10). Therefore, we have proved Proposition 6.1.
Radial Rearrangement. The radial decomposition is made for the absolute value
(|ξ|, tξ 3 ) = |J(k, ℓ)| forξ = ξ + ξ 3 A(x) in (5.20) and (5.21).
First, we rearrange the T q k,ℓ,θ terms in q,k,ℓ,θ T q k,ℓ,θ according to those satisfying the radial sizes |ξ|, tξ 3 = J(n) + O(2 j/2 ) that means |ξ|, tξ 3 ∈ S n + O(2 j/2 ). (6.16) In the support of the amplitude a k,ℓ,θ (x, x 3 , t, ξ, ξ 3 ) for the kernel of T q k,ℓ,θ in (5.7), we observe the following: 
j . This enables us define the map
This n indicates the circle S n around which the support of (6.16) associated with T q k,ℓ,θ is restricted.
Definition 6.1 (Radial Decomposition). In view of (6.16) and (6.17), we rearrange T aj0 in (5.12) as
This decomposition of the first two components |ξ|, tξ 3 over the circles S n + O(2 j/2 ) is actually the decomposition of |ξ|, tξ 3 , U (ξ, tξ 3 ) in the cone C 2×2 in (5.18) over the tori S n × S n of width O(2 j/2 ). Indeed, from (6.18) and (6.17) with (5.20) and (5.21), we observe that in the support of the amplitude for T n = (q,k,ℓ,θ); n(k,ℓ)=n T q k,ℓ,θ in (5.9) the following holds:
which forms a torus S n × S n with an error O(2 j/2 ).
The following lemma asserts that (k, ℓ) → n = n(k, ℓ) is essentially a one-to-one correspondence.
Proof. We write
. From this and the definition of n(k, ℓ) in (6.17), it holds that
6.3. L 4 Square Sum over Tori with Loss of 2 j/8 . Now, we can reduce n T n to the square sum of ( |T n | 2 ) 1/2 over the circles S n (hence, the tori S n × S n ).
Theorem 6.1 (Reduction to the Square Sum over Circles S n ). Let A = E. Suppose that T n is defined in (6.18). Then,
Proof of (6.20) . Note that U
. Applying the Schwartz inequality to the summation, we have
On the other hand, by Lemmas 6.1 and 6.2 we obtain for |n 1 
This implies that
The interpolation of (6.23) and (6.21) implies (6.20).
Square Sum over Cubes C k,ℓ,θ
Recall the cubes C k,ℓ,θ in (5.8), where a q k,ℓ,θ (x, x 3 , t, ξ, ξ 3 ) is in (5.7) with J(k) = k2 j/2 , J(ℓ) = ℓ2 j/2 .
We also recall that in (5.9) and (5.10) we have that
where Φ(x, x 3 , t, ξ, ξ 3 ) = x · ξ + x 3 ξ 3 + t|ξ + ξ 3 A(x)| and A = E. In this section, we replace the square sum over the tori S n × S n by that over the cubes C k,ℓ,θ in (5.8): .2) 7.1. Quadruples. To simplify the notations, we set
By writing out the integral dxdx 3 dt = d[x]dt, we express the left-hand side of (7.2) as 
Here, Q mn are the quadruple integrals
Recall the circle S m = {ξ : |ξ| = J(m)} of radius J(m) = m2 j/2 , and observe that
from (6.17) and (6.18). To each S m × S n , we assign a set of pairs of triple indices making T m , T n
where n(k, ℓ) = m and n(k ′ , ℓ ′ ) = n. Hence, the left-hand side of (7.2) is the sum over (m, n) given by
where the sum is over q, and (k 1 , ℓ 1 , θ 1 ), (k
Here, the phase function
3 )] where Φ in (5.10) (7.7) and the amplitude a(
where a q k,ℓ,θ is in (5.7).
7.2. Elliptic Conjugates in Torus × Torus. The symbol in (7.6) is the integral to be evaluated for the proof of (7.2) in Theorem 7.1. In view of (5.20) and (5.21), we recall that
From (5.20),(6.19) and (7.4) combined with
2 ) = (m, n) in (6.17), (7.10) on the support of the integrals in (7.6) we have that
Then, we can expect that the integral in (7.6) is as small as 2 −jM for large M ≫ 1, unless the application of the vector field D A to the phase function F in (7.7) almost vanishes as
In terms of (7.11) and (7.12), this condition is rewritten as
This implies the following proposition.
Proposition 7.1. Recall that N is the mapping the pair (ξ, ξ ′ ) ∈ R 2 × R 2 to its elliptic conjugate pair N (ξ, ξ ′ ) associated with the ellipse E(ξ, ξ ′ ) in the sense of (4.2). On the support of (7.3), (7.6) and (7.8) , suppose that (7.9)-(7.14) hold. Then,
This is manifested in the definite size condition
Proof. In (7.11) and (7.12), we have that
By combining this with (|η|, tη 3 ) + |η ′ |, tη
) in (7.13), we apply Lemma 4.2 and Remark 4.2 to obtain (7.15). Next, in (7.11) and (7.12) we have that
From this and U (η, tη 3 ) + U (η ′ , tη
) in (7.13), we apply Lemma 4.2 and Remark 4.2 to obtain (7.16). Inserting the size condition of (7.11) and (7.12) into (7.15) and (7.16), we obtain (7.17) and (7.18).
Definition 7.1. Proposition 7.1 leads us to define the following relation between two pairings in U 6 mn 
. This implies that (7.17) and (7.18) hold. In view of (4.5) and Remark 4.1, we observe that N is a reflection satisfying
Hence, (7.17) can be switched with
Similarly, (7.18) can be switched with
From (7.20) and (7.21), we have that (
are contained in the set given by
whose cardinality is O(2 16jǫ ), because this is the number of possible quadruples of (k 2 , ℓ 2 , k
Hence, we may assume that (J(k 2 , ℓ 2 ), J(k
) is a fixed pair with at most 2 16ǫj different choices.
We claim that the left-hand side is the number of all possible pairs (θ 2 , θ ′ 2 ) satisfying
which is controlled by C2 4jǫ from (5.22). This is true if det(AE + (AE) T ) > 0, which holds for the case A = E.
The number of all possible choices (
) for the quadruples and pairs in (1) and (2). This proves (7.23).
Proposition 7.2. Recall the relation ∼ in Definition 7.1 and the index set (7.22). At every (x, x 3 , t),
we have
Proof of Proposition 7.2. The left-hand side is bounded by
We invoke (7.23 ) to obtain that the summation in (7.24) is bounded by
Because the summation in (7.25) is taken over a finite set, we can change the order of summation.
Combined with the fact that the relation ∼ is reflexive in Lemma 7.1, we can write (7.25) as
By (7.23) again, (7.27) is less than C2
In view of (7.3) and (7.4), let
, which means that ∼ in (7.19) breaks down. Then, for the integral in (7.4) and (7.5) we have
dt with F in (7.7) and a in (7.8) .
, we observe that either (7.17) or (7.18) fails. Hence, this in the form of (7.15) and (7.16) implies (A) or (B) below:
We have the following three size properties for the integrand of (7.6), which are similar to (6.12)-(6.14):
(1) The (A) and (B) above in (7.13) and (7.14) yield a similar lower bound to (6.12): Applying integration by parts (3) with (1)- (2) yields the same order of gain as in (6.15):
We insert this into (7.5) with the support condition (5.11) to control (7.29) by
One of the four terms in the middle line of (7.30) is 2 −(M+10)j times the product of
The final line of (7.30) follows from the Schwartz inequality.
Proof of Theorem 7.1. We can obtain (7.2) by applying Propositions 7.2 and 7.3 to the cases ∼ and ≁, respectively, in the summation (7.4).
Vector-Valued Estimates
In this section, we shall show that for a certain vector-valued projection map
For this purpose, we first decompose the phase space ((η + η 3 A(x), [q]η 3 ) of f into small cubes of size 2 j/2 × 2 j/2 × 2 j/2 , according to the support of the amplitude for T q k,ℓ,θ in Theorem 7.1.
We define a projection operator to the cube of dimensions 2 j/2 × 2 j/2 × 2 j/2 centered at 2 j/2 (m 1 , m 2 , m 3 ) as
We apply the projections P q m1,m2,m3 to f j in (5.11), where
. Then the composition of T q k,ℓ,θ and P q m1,m2,m3 is expressed as ξ 3 ) of (8.1) into the above integral to rewrite it as
where
2πiΦ(x,x3,t,ξ,ξ3,y,η) a q k,ℓ,θ,m1,m2,m3 (x, x 3 , t, ξ, ξ 3 , y, η)dξdy.
The phase function of this is
and the amplitude is
Here, the frequency variable η 3 is absorbed as η 3 = ξ 3 from e −2πi(ξ3−η3)·y3 dy 3 = δ(ξ 3 − η 3 ).
where N ≫ 1, andã q k,ℓ,θ,m1,m2,m3 is a modification of a q k,ℓ,θ,m1,m2 in (8.4) with the same support.
Proof. We compute the derivatives of the phase function and amplitude in (8.4):
Then, this enables us to apply the integration by parts in (8.3), which yields the desired result.
Estimate of
. On the support of a q k,ℓ,θ,m1,m2,m3 in (8.4), we have that
In (8.5), the main contribution occurs at
This leads us to expect T q k,ℓ,θ P q m1,m2,m3 L 4 →L 4 2 −Mj whenever the support of (8.7) is away from
which also lead us to select these effective points 2 j/2 (m 1 , m 2 , m 3 ) of (8.7) as follows.
Definition 8.2. To each (k, ℓ, θ), we assign a grid-set of Ã θ J(k, ℓ), J(ℓ) + O(2 j/2+2ǫj ).
with an error of O(2 −Mj f L 4 ) on the right-hand side.
Proof of (8.12) . By (8.11) with the cardinality ♯ (
The bottom part in (8. . Thus, to prove (8.13) in the kernel of (8.5) above, it suffices to prove the pointwise estimate
By combining this with |m 3 
we have that
In view of (8.6) and (8.
Together with (8.15) and |ξ 3 | ≤ 2 j+ǫj , this implies that at least one of the following two inequalities holds:
We invoke these in (8.5) with N ≫ M/ǫ to obtain (8.14) whenever A is invertible. 
where (k, ℓ, θ) ∈ U 1 × U ǫ 0 × U 0 in the summation. By Theorem 8.1, we have that
Furthermore, we have the vector-valued inequality
Proof of Theorem 8.2. By the disjointness of the supports of ψ
where we use ψ
again for the second line. Then, by (5.14) and the Schwartz inequality we have that
By (5.13), the integral kernel H q k,ℓ,θ (x, x 3 , t, y, y 3 ) of T q k,ℓ,θ is majorized by H q θ (x, x 3 , t, y, y 3 ), which is given by
where ϕ is a nonnegative Schwartz function and [q] ≈ 1. By inserting (8.19 ) into the right-hand side of (8.18), we obtain 
With the kernel H q θ in (8.20), we set
We insert this in the last line of (8.21) and apply the Schwartz inequality, to obtain 
where C(f ) is given by 
Thus, to prove (8.16 ) it suffices to show that
We switch x and y, to write 
Hence, to obtain (8.25) it suffices to prove that
We express (8.22) as
where by switching x and y for H 
Then, we apply the Minkowski inequality to obtain the following bound C, which is independent of θ, q, and t: sup We insert (8.32) into the second factor of (8.28), and apply (8.31 ) to obtain that
We then obtain (8.28) from (8.33) and (8.34).
Hence, we have proved Theorem 8.2.
9. Littlewood-Paley Inequality Associated with Cubes (8.10) . In this section, we consider (8.24) to show the following.
Let A = E. Then, there exists C > 0 independent of k, ℓ, θ such that
Proof. We observe that Q k,ℓ,θ is contained in the cube with dimensions 2
centered at the fixed point Ã θ J(k, ℓ), J(ℓ) ∈ R 3 , whereÃ θ is defined in (8.8) . This proves (9.2).
Let us now prove (9.3). Recall (8.8) .
Thus, it suffices to consider the case ℓ = ℓ ′ . Fix ℓ (thus fixing the last component of the center of Q k,ℓ,θ ), and consider a map F :
where J(k) = k2 j/2 and e([θ]) = cos 2 −j/2 θ sin 2 −j/2 θ . We claim that F is one-to-one and onto. For this purpose, we regard k, θ as continuous variables, and compute the Jacobian matrix:
) is non-vanishing if and only if A = cE, which is the case of the Heisenberg group case. Under the assumptions that ℓ = ℓ ′ and
This implies (9.3). We note that the one-to-one correspondence of F was already justified in (4.31).
9.2. Littlewood-Paley Inequality. By Proposition 9.1, to prove Theorem 9.1 it suffices to prove the following lemma:
Lemma 9.1. Let P We write P m1,m2,m3 f = P 
In fact, it suffices to show (9.5), because (9.6) is the case of the Euclidean space R 1 . By rescaling (x, x 3 ) → (2 −j/2 x 1 , 2 −j/2 x 2 , 2 −j x 3 ) and (ξ, ξ 3 ) → (2 j/2 ξ 1 , 2 j/2 ξ 2 , 2 j ξ 3 ), to prove (9.5), it suffices to consider P 12 m1m2 = P m1,m2 given by P m1m2 f (x, x 3 ) = e we have that
Take the L p norm of (9.9) and change the order of integrals for L p (R 3 ) and L 2 (dθ), because p ≥ 2.
Then, we apply (9.11) to obtain
which is (9.4). Next, we will prove (9.10). Apply the Fourier inversion in R 1 first, and the Poisson summation formula next. Then we observe that for a Schwartz function f and x, θ ∈ R, we have where * is the Euclidean convolution in R and δ is the Dirac mass at 0. Using (9.7) and (9.8) for θ = (θ 1 , θ 2 ), we obtain W θ f (x, x 3 ) = m∈Z 2 2 ν=1 ψ(ξ ν + ξ 3 A(x) · e ν − m ν ) f (ξ, ξ 3 )e 2πiξ·x dξ e 2πim·θ e 2πiξ3x3 dξ 3 .
Next, we freeze ξ 3 above and apply (9.12) for the integral with respect to dξ 1 and dξ 2 above with c = −ξ 3 A(x) · e ν for ν = 1, 2, to obtain Therefore, we obtain (9.10). We have finished the proof of Lemma 9.1.
9.3. Concluding Remark. If A = E, the critical region of (6.19) neither forms a C 2×2 cone nor a torus S n × S n . However, whenever det((EA) + (EA) f (x)χ [δα,∞) (|f (x)|), each depending on α. We will determine δ later. For each i = 0, 1, we use the definition of L pi,∞ norm with (3.5) and (3.11) to obtain that
|f (x)| p1 dx.
We insert these into the third line below: Proof of Lemma 4.3. For X 1 , X 2 and X 3 in (4.10), we have that Thus, we obtain that ∂ ∂t 2 + 1 t ∂ ∂t A S 1 (A) (f )(x, x 3 , t)
= − e 2πi(ξ·x+ξ3x3) (2π|ξ + ξ 3 A(x)|) 2 J 0 (2πt|ξ + ξ 3 A(x)|) f (ξ, ξ 3 )dξdξ 3 .
Hence, together with (10.5) this yields the desired result.
