A new integral solution of the hypergeometric equation.
Introduction.
The hypergeometric dfferential equation is the following second order linear differential equation :
where α, β, γ are real or complex constants. If γ = 0, −1, −2, −3, ... a solution of this equation is the so-called hypergeometric series, see [1] , [2] , [3] :
(This series converges absolutely for |x| < 1, see [1] , [3] for |x| = 1). All the second order homogeneous linear differential equations having at most three "regular" singularities can be reduced to the hypergeometric equation ( see [1] , [4] ). For particular choices of α, β, γ the hypergeometric series reduces to many elementary functions, like (1 + x) a , cos(ax), sin(ax), cosh(ax), sinh(ax),
,... .Also transcendental functions can be obtained like the complete elliptic integrals E(k) and K(k), Legendre functions, the incomplete beta function. Gegenbauer and Jacobi polynomials are also particular cases. Putting x = z β in the hypergeometric series and letting β → +∞, we get the so-called confluent hypergeometric function Φ(α, γ; z) ( see [1] , p.248). Particular cases of this function are : e x , Bessel functions (J ν (x), I ν (x), K ν (x), Y ν (x), H
ν (x)), exponential and logarithmic integrals, integral sine and cosine, Fresnel integrals, parabolic cylinder functions, Laguerre polynomials, incomplete gamma functions, error functions and related functions ,... .
Many integral representations of the hypergeometric function are also known , see for example [1] , [5] . Euler's well-known formula is F (α, β, γ; x) = Γ(γ) Γ(β)Γ(γ − β)
when Re(γ) > Re(β) > 0. All the known integral representations are definite integrals of this type, with the variable x occuring in the integrand. However, in some cases, "closed form" type solutions of the hypergeometric equation have been found, see [6] . We will relate some of them here : for example, if β = α + 
, C 1 , C 2 being arbitrary integration constants. When γ = α, Forsyth-Jacobsthal, [7] , give the following solution :
All the known "closed form " solutions of this kind are valid only for particular α, β, γ. In this paper we show that one can find such a type of solution of the hypergeometric equation for arbitrary parameters α, β, γ. In section 2 we will derive such a solution. The functions F (α±1, β, γ; x), F (α, β±1, γ; x), F (α, β, γ±1; x) are called contiguous to F (α, β, γ; x). C.F. Gauss ([1] , [3] , [8] ) discovered 15 linear relations between F (α, β, γ; x) and two functions contiguous to it, with coefficients which are linear functions of x. In section 3 we establish new types of relations between F (α, β, γ; x) and its contiguous functions : in these relations, F (α, β, γ; x) is related to only one contiguous function ; the coefficients involved are not linear in x. In section 3 we also discuss immediate consequences of these relations. Similar results for the confluent hypergeometric function are derived in section 4 : a new " closed form " type solution in terms of indefinite integrals is found and a new type of relation between contiguous ( confluent ) functions is derived : Φ(α, γ; ξ) can be related to only one of the functions contiguous to it.
2 The hypergeometric equation.
a) We will first show that the following function verifies a differential equation that will later be reduced to the hypergeometric equation. Consider:
are functions of the variable x. We have, for y(x):
then, differentiating the following equation:
will give:
Now in equation(4), substitute e F (x)dx as given by equation (3) to get:
Thus:
,s are real(or complex) constants. They will be determined in order to obtain the hypergeometric equation in (6). After making the above substitutions in (6), one gets
b) Now, consider the following differential equation :
a 2 , a 3 , A, B, C ′ , D, E are real(or complex) constants. (We will show later in this section that this equation can be reduced to the hypergeometric equation). Perform in (8) the translation : t → x + r, r being a real (or complex ) constant, define g(x + r) = η(x). We obtain
We will determine the constants a,b,C,c,d,s in (7) such that equations (7) and (9) are identical. ⋆ Comparison of the coeff. of (7) and of
, with the choice a 3 = r, gives the equations
⋆ Comparison of the coefficients of dy dx in (7) and of dη dx in (9), gives the equations
⋆ Comparison of the coefficients of y in (7) and η in (9) gives
Equations (11),(13) and (10) imply for a
(r−1)(r−a2) . Equations (15), (16) and (13) imply
Equation (14) then implies
with b given by (12),(10):
The differential equations (7) and (9) are identical if equations (17) and (18) are solved. We will solve this system later [see c)] . We will now show how the differential equation (8) for the function g can be reduced to the hypergeometric equation. Since (7) and (9) are identical, we have
g(x) satisfies (see eq. (8)):
Now perform the transformation x → 1 + (a 2 − 1)pξ ; p is a constant. Define
Then (21) becomes
Equation (23) then becomes
Dividing by (ξ − 1), letting ξ = pu, A 1 = −(α + β + 1), and
, we finally get the hypergeometric equation:
Equations (22), (20) and the fact that ξ = pu, imply the following relation between our solution y(u) and a solution H(u) of the hypergeometric differential equation :
Equation (1) then implies the following representation for H(u) :
In this section we show how the constants r, a 2 (a 3 = r) can be related to α, β, γ. All the other constants are functions of r, a 2 . We have to solve the system of equations (17),(18): (26),(28) gives for V:
From equation (18), we have
with
We now have to solve the equation V =
A1r
2 +Br+C ′ (r−a2)(r−1) . This will be solved using B : substituting the expression for C' in eq. (27) and for r in eq. (33), we will obtain a quadratic equation for B. The equation B1 p = γ, with p given by (24) will give a polynomial equation for B 1 . The solution B 1 could be a real or a complex number.
3 Some equations for Gauss' hypergeometric series.
We suppose in this section that the numbers α, β, γ are real numbers. a) We consider first the case were B 1 and V are real numbers. The solution y(1 + (a 2 − 1)px − r) of the hypergeometric equation can actually represent the hypergeometric function (series) F (α, β, γ; x) :
To do this, we include two arbitrary integration constants C 1 , C 2 in the solution y(x) :
Next we calculate C 1 , C 2 such that
Since the hypergeometric equation has only one solution which is one-valued and regular at x = 0, unless γ = 0, −1, −2, −3, ...( see [1] , p. 64), we can then conclude that y(a 1 +(a 2 −a 1 )px−r) represents Gauss' hypergeometric series. [ Note that the quantity y(x = 0) could be infinite or equal to zero. This implies that our solution y(x) represents another solution of the hypergeometric equation: for example, it is known that ( whenever none of the numbers 1 − γ, β − α, γ − α − β is an integer),
are two linearly independent solutions of the hypergeometric equation ( see [1] , p. 74,75 for solutions of this type in other cases). If γ > 1, then the solution u 2 (x) is singular at x = 0 and if γ < 1 then one has u 2 (x = 0) = 0. To represent the solution u 2 (x) if γ > 1, we can calculate C 1 and C 2 such that for example
In
One can then derive equations for F (a, b, c; x) similar to the equations we will derive in this section .] Now, Gauss' hypergeometric series verifies:
The function y(1 + (a 2 − 1)px + r) verifies equation (2) :
Here f ′ and h ′ are the polynomials of defined in a) with x → 1 + (a 2 − 1)px − r. Since the function y(1 + (a 2 − 1)px + r) represents the hypergeometric series, we thus have :
F (α, β, γ; x)
If l, m, n are integers then F (α, β, γ; x) and F (α + l, β + m, γ + n; x) are called associated series. Using the Gauss-relations between contiguous functions, F (α + l, β + m, γ + n; x) can be expressed as a linear combination of F (α, β, γ; x) and one of it's contiguous functions with coefficients which are rational functions of a, b, c, x. The interest of equation (35) lies in the fact that there is no contiguous function in the right-hand side involved.
One can apply the Gauss-relations between contiguous functions to equation (35): we will obtain relations between F (α±1, β, γ; x) and F (α, β, γ; x), F (α, β±1, γ; x) and F (α, β, γ; x) , F (α, β, γ±1; x) and F (α, β, γ; x). Let us derive the relation between F (α, β + 1, γ; x) and F (α, β, γ; x): write eq. (35) as
We use now the following Gauss-relation (eq. (38) p.103 in [1] ):
Replace in this equation α → α + 1, β → β + 1. Applying equation (35) one gets
Next use the following Gauss-relation ( eq. (33), p.103 in [1] ) to express F (α + 1, β + 1, γ; x) in terms of F (α, β + 1, γ; x) and F (α, β, γ; x) (change therefore β → β + 1 in the eq. below):
We will finally get
Replacing β → β + 1, γ → γ + 1 in the Gauss-relation (33) in [1] ,p. 103, and expressing in this equation F (α, β + 1, γ + 1; x) in terms of F (α, β, γ + 1; x) using equation (36), one finds the following equation relating F (α, β, γ + 1; x) and F (α, β, γ; x):
Replacing α → α + 1 and γ → γ + 1 in the Gauss-relation (42) in [1] , p. 103, and applying eq.(35) one obtains
If we express F (α+1, β, γ +1; x) in terms of F (α+1, β, γ; x) using eq. (37), then equation (38) gives a relation between F (α + 1, β, γ; x) and F (α, β, γ; x). Now, the Gauss-relations (31), (40), (45) in [1] ,p. 103,104, relate respectively F (α + 1, β, γ; x) to F (α − 1, β, γ; x) , F (α, β + 1, γ; x) to F (α, β − 1, γ; x), F (α, β, γ + 1; x) to F (α, β, γ − 1; x).Applying to these relations the equations (36),(37),(38) we will obtain relations between F (α − 1, β, γ; x) and F (α, β, γ; x), F (α, β − 1, γ; x) and F (α, β, γ; x), F (α, β, γ − 1; x) and F (α, β, γ; x). A direct consequence of equation (35) is the fact that it is possible to relate F (α, β, γ; x) to a continued fraction found by Gauss (1812) for quotients of certain associated hypergeometric series (see [1] , p.88). An example is
Now, eq.(35) implies
Using the Gauss-relation (31) in [1] , p. 103, one can relate F (α − 1, β, γ; x) to F (α, β, γ; x) and F (α + 1, β, γ; x). Using eq. (38) one can express in this last relation F (α + 1, β, γ; x) in terms of F (α, β, γ; x): eq.(39) thus gives a relation between F (α, β, γ; x) and Gauss' continued fraction.
Another immediate implication of equations (36), (37), (38) is that they give new recurrence formulas for the Legendre functions P ν µ (x) ( see [1] , p. 122, 160), since these are just particular cases of the hypergeometric series . For example, a recurrence formula can be established of the following form :
where g(x) and j(x) are ( non-linear ) functions of x , depending on µ and ν .
Equations (36), (37), (38) can also provide extensions for the equations giving linear, quadratic, cubic, etc. ... transformations for the hypergeometric series. If the numbers ±(1 − γ),±(α − β),±(α + β − γ) have the property that one of them equals 1 2 or that two of them are equal, then there exists a so-called quadratic transformation; for example, one of the fundamental formulas of Gauss and Kummer is F (α, β, 2β; 4x
Now, applying equations (36),(37),(38) and the appropriate Gauss-relations between contiguous functions, one can relate F (α + l, β + m, 2β + n; 4x (1+x) 2 ) (l, m, n being positive or negative integers) to F (α, β, 2β; 4x (1+x) 2 ) and thus write a quadratic transformation for F (α + l, β + m, 2β + n; 4x (1+x) 2 ). b) In the case where B 1 is a complex number (and V real), then r, a 2 , p, b, d, c are also complex numbers. We can then always split the function y(x) given by eq.(34) in a real and imaginary part. As a consequence both real and imaginary parts y 1 (x), y 2 (x) satisfy the hypergeometric equation:
To obtain this, we must perform a change of variable in the integrals that occur in y(1+(a 2 −1)px−r): in
dy
perform the change of variable :
so that the above integral takes the form
where R(u), I(u) are respectively the real and imaginary parts of
(1−h(u)) . The same type of calculation can be done for
The result for the function y(x) given by eq. (34) will be an expression of the form
where
and where c(x) and d(x) denote respectively the real and imaginary parts of
after the suitable change of variable has been made. Thus
and
Now, it is possible to represent the hypergeometric function by y 1 (x) or y 2 (x) by a method similar to the one discussed in a) ( We suppose in this section that γ = −1, −2, −3, ...). First, equation (2) implies the following relation that will give the first derivative of y 1 and y 2 :
where f ′ (x) and (1 − h ′ (x)) are the polynomials defined in a) with x → 1 + (a 2 − 1)px − r. We will write the real and imaginary parts of
(1−h ′ (x)) and (a 2 − 1)p as
We have to work out the integral in eq. (44):
. Performing the change of variable v → 1 − r r + mx + i(nu + r i ), one will get
Working this out we will find
If we call
then eq.(44) becomes
Now, using eq.(42) one can determine C 2 such that y 1 (0) = F (α, β, γ; x = 0). Next we can determine C 1 in eq. (45) 
Substituting this expression for y 2 (x) in eq. (45), we obtain an equation analoguous to eq. (35).
c) The cases where V is complex and B 1 real or complex can be treated in the same way as in b) : the difference is that a ( see eq. (16)) is also a complex number. Equations analoguous to eq.(45),(35) can be derived.
As a consequence, in the cases b) and c) , all the relations derived in a) can be established in the same way.
The confluent hypergeometric function.
The confluent hypergeometric function can also be represented by our solution y(x) given by equation (1), but with a different choice of f (x), (1 − h), F (x), namely
where a 0 , c, d, A are real constants. Equation (6) becomes
Let:
Now, if one performs the transformtion
λ, µ being real constants, then eq. (52) becomes ( see [1] , p. 249)
If we then have α 0 = 1, β 0 = 0, α 1 = −1, β 1 = C, α 2 = 0, β 2 = −a, then (53) reduces to the confluent hypergeometric equation :
Our solution of this equation then reads : 
Here f ′ (x) = C(a 0 ξ − 1 a0 ) + d and 1 − h ′ (x) = a 0 2 ξ . This equation is analoguous to eq. (35) for the hypergeometric function : Φ(α + 1, γ + 1; ξ) is related to Φ(α, γ; ξ), without a function contiguous to it. Equation (52) will enable us to derive relations between Φ(α, γ; ξ) and its contiguous functions Φ(α ± 1, γ; ξ) and Φ(α, γ ± 1; ξ).
From Gauss' relations between contiguous (hypergeometric) functions, one can derive six formulas giving relations between contiguous ( confluent hypergeometric) functions ( see [1] , p. 254).
For example, the relation (2) Using the appropriate relations between (confluent) contiguous functions in [1] p.254, and eq. (52), one can derive the relations between Φ(α, γ − 1; −ξ) and Φ(α, γ; −ξ) and between Φ(α ± 1, γ; −ξ) and Φ(α, γ; −ξ).
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