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Abstract 
This research examines the effects of single-value response style contamination on measures of model 
fit and model convergence issues.  A simulation study examines the effects resulting from percentage 
of contamination, number of manifest, number of reverse coded items, magnitude of standardized 
factor loadings, response scale granularity, and sample size.  Initial results indicate that sample size, 
scale granularity, factor loadings and number of manifest items had little to no effect on measures of fit.  
Both percent contamination and number of reverse coded items had a large effect on measures of fit.  
Measures of fit were more readily effected by percent contamination in models with higher 
standardized factor loadings.  Model convergence issues were most strongly related to percent 
contamination and factor loadings. 
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1. Objective 
       The purpose of this project is to systematically examine the effects of random contamination of a 
particular response style (single-value responding, SVR) in survey responses.  In particular, the goal is 
to assess the possible impact on model convergence issues and model-fit indices (e.g., CFI & RMSEA) 
in the context of a confirmatory factor analysis (CFA).  This project aims to answer the following 
research questions: 
(1a)  What effects on model-fit are associated with the percentage of SVR contamination given 
different numbers of manifest items and samples sizes? 
(1b)  How do these effects compare to other direct impacting factors (e.g., comparing effect of 
percent contamination to the effect of systematically lower standardized factor loadings)? 
(2a)  What effects on model convergence are associated with the percentage of SVR 
contamination given different numbers of manifest items and samples sizes? 
(2b)  How do these effects compare to other direct impacting factors? 
 
2. Theoretical Background 
       Though the strategy of treating ordinal data (such as Likert-type response data) as interval data 
may not be ideal (Babakus, Ferguson & Jöreskog, 1987; DiStefano, 2002), its frequent use by 
practitioners in many social sciences warrants further investigation into potential issues that might 
affect the analysis of this type of data.  For example, a review of the current literature does not readily 
reveal any research on the impact of SVR contamination on subsequent analyses of survey data. 
       Research on the influence of outliers on Likert-type data (Liu & Zumbo, 2007; Liu, Wu & Zumbo, 
2010; Liu & Zumbo, 2012) can naturally be extended to examine the effect of random contamination of 
survey data or the presence of distinct response styles (e.g., extreme responders who treat Likert-type 
scales as dichotomous, choosing only the extreme options). 
       Of particular interest is the effect of the single-value response style (SVRS) on survey instruments 
with reverse-coded items.  This is because SVRs would not be expected with a mixture of regular and 
reverse coded items.  Thus, the responses will not align well with a CFA congeneric model, and 
consequently may impact the parameter estimation or model convergence. 
 
3. Method 
       A simulation study will be conducted to examine the effect of SVRS contamination.  The 
experimental design will generate data sets via the manipulation of the following key factors:  sample 
size, number of manifest items in the congeneric model, response scale granularity for the Likert-type 
responses, number of reverse coded items, minimum standardized factor loading, and percent 
contamination of SVRs.  It is expected that some of these factors will have little to no substantive effect 
on the model fit measures assessed in this study (e.g., sample size has little effect on RMSEA or TLI), 
whereas other variables will be more impacting (e.g., number of reverse coded items or percent 
contamination). 
       To simulate data that closely models authentic data, values for the manipulated factors were chosen 
from personal experience, current theoretical understanding, and examination of patterns in authentic 
data sets.  A variety of data sets were collected from friends and colleagues (and some were obtained 
via solicitation on ResearchGate).  This data was used to assess a reasonable range for “naturally” 
occurring single-value responses in authentic data sets (be these responses genuine responses or 
examples of a disingenuous RS).  An examination revealed that SV responding is not straightforward to 
detect because there are slight variations of the pattern.  In particular, individuals often change one or 
two of the values (often the first or last response, e.g., 555554 or 132222).  True SV responding 
appears to have occurred 58.6% of the time with a single-value variation occurring 19.0% and a two-
value variation occurring 22.3%.  While it is recognized that individuals may not start responding 
disingenuously, but may start to respond with a single-value because of fatigue or boredom (Barnette, 
1999), this form of RS activation will not be studied here.  Additionally, for this initial exploration, the 
alternative variations of SVRSs will not be modeled in the contaminated data sets.  To model SVRS, it 
is useful to know the relative frequency with which the single value of the SVRS occurs.  To this end, 
the data sets were examined to determine how often the extreme response was chosen (from either end 
of the scale), the penultimate extreme responses, and the center-most value.  The relative frequency is 
provided in Table 1. 
       All analyses and data simulations were run in R (2016), and model parameters were then estimated 
using the sem package (Fox, 2006). 
 
4. Simulation Protocol & Data 
       All of the data used in this experimental study are random simulations.  The simulations were run 
using a multivariate normal-distribution, congeneric factor analytic framework in which interval level 
data was discretized via evenly spaced cut-points.  These cut-points were chosen so that there would be, 
on average, at least 2% of the responses in each of the extreme categories.  It is acknowledged that this 
is a very strict (and overly simplistic) model of Likert-type survey data, however for this initial 
exploration, the use of a standard model for congeneric data did not seem inappropriate. 
       The following factors were manipulated in this experiment.  (1) The number of manifest items in 
congeneric model.  These values were chosen to range from 5 to 12, as this was the range of items for 
the latent factors measured in the data sets initially examined.  Furthermore, this is a reasonable range 
of manifest measures for a single factor.  (2) The granularity of the response scale.  These values were 
chosen to be the odd values from 5 to 11.  The choice for strictly using an odd granularity was 
motivated by efficiency in modeling the SVR contamination data.  In particular, for this initial 
exploration, all of the survey data examined utilized odd granularity, thus making it impossible to 
assess how many of the center-most values might be chosen on an even granulated scale and with what 
frequency they would split above or below the center line.  (3) The sample size was chosen to span a 
reasonable range from relatively small to relatively large.  Consequently, the following sample sizes 
were used: {150, 250, 400, 600, 850, 1150, 1500}.  These values are comparable to real data examples 
as well as those used in other related simulation studies (c.f. Heene et al., 2012).  (4) The number of 
reverse coded items1 could potentially be half of the number of manifest items.  From personal 
experience, the authors have never encountered a survey in which exactly half of the items were 
reverse coded.  Also, our experience suggests that a single reverse coded item in a scale is not common.  
So, the number of reverse coded items was set to range from 2 items to 40% of the number of manifest 
items (e.g., 2-4 items for 10 manifest items).  (5) The minimum standardized factor loading for the 
simulation models were varied in an attempt to capture the variability of latent construct “strength” in 
survey instruments.  Therefore, the minimum standardized factor loadings were set to λ* = 0.36, 0.46, 
0.56 and 0.66 (with the maximum fixed at λ* = 0.86).  The totality of the standardized factor loadings 
for each model were evenly spaced between the minimum and maximum parameters. 
       Finally, the percent contamination was varied between 0 and 20% at 2% steps.  From the data sets 
examined, it was noted that 12.2% of the data demonstrated SV responding.  Based on this initial value, 
the contamination range chosen here was reasonable enough for an initial exploration to assess possible 
effects. 
       A sample of 1000 single-value responses was generated.  Data sets were contaminated by replacing 
the first values of the authentic data sets with random samples from the SV responses.  Data sets were 
then analyzed using a congeneric factor model with latent factor variance set to one.  If this model 
failed, alternate models anchoring the latent variable to one of the manifest items were examined.  If all 
of these models failed to converge or produced unreasonable parameter estimates (e.g., negative 
variances), these data sets were flagged, set aside, and new data sets were generated.  This allowed for 
the examination of the effect of the experimental variables on convergence issues. 
 
5. Results 
       Model simulations resulted in a total of n = 788,480 data sets fitting to a congeneric CFA model, 
and 933 data sets (0.12% of the total simulations) which experienced convergence issues.  To examine 
the effect of the factors (sample size, number of manifest items, response scale granularity, number of 
reverse coded items, minimum standardized factor loading, and percent contamination) on the four 
model fit indices (uncensored CFI, TLI, RMSEA, and SRMR), multivariable regressions were run 
separately for each fit index.  Nested models were examined to assess the amount of impact each factor 
had on the dependent variables.  Factors were chosen to be entered into the model in such a manner that 
those variables likely to have the least effect were entered first, followed by those expected to have a 
stronger effect, followed finally with the key factor of interest, model including percent contamination. 
       Standardized coefficients for each of the final models for each dependent variable are presented in 
Table 2.  The coefficient of determination for each of the nested models for each of the dependent 
variables in presented in Table 3. 
       Plots were used to examine the effect of the degree to which contamination would result in models 
being determined to not fit the data well.  Respecting space limitations, only two of the dependent 
variables are presented (u-CFI & RMSEA).  Additionally, to simplify the presentation, the results for 
models with 6 manifest items are presented.  (Comparable results were obtained for the other measures 
of fit and different manifest items.)  Finally, the two sets of models were analyzed for each pair of 
graphs:  those with the highest and lowest standardized factor loadings. 
       Finally, to assess issues of convergence relating to the experimental variables, multivariable 
logistic regression was run.  Regression coefficients (in logits) and odds-ratios are presented in Table 4. 
 
                                               
1 Reverse-coded items were supplied with error-correlations ranging in λ* = [0.174, 0.222], under the 
rationale that additional measurement error correlation between reverse coded items is possible.  
Consequently, this resulted in reasonable variability in the models so that all of the CFAs did not result 
in perfect/near-perfect fit. 
6. Scholarly Significance 
       The results indicate that all of the factors had some effect on the selected measures of model fit and 
on model convergence.  However, the magnitude of this impact was not equal across factors.  In 
particular, as evidenced by the sizes of the standardized coefficients, percent contamination and 
number of reverse coded items had the largest impact on measures of fit (with a small effect from the 
number of manifest items on RMSEA).  Additionally, percent contamination explained 2-3 times the 
amount of variance in measures of fit compared to the number of reverse coded items (e.g., 14.3% for 
reverse coding for RMSEA vs. 43.2% for percent contamination). 
       The more pressing finding might be the fact that better models (i.e., larger standardized factor 
loadings, ranging form 0.66 to 0.86) are more susceptible to percent contamination than weaker models 
(i.e., standardized factor loadings ranging from 0.36 to 0.86).  The top two graphs in Figure 1 show that 
half of the weaker models still would demonstrate reasonable fit when measured by the CFI for up to 
20% SVRS contamination.  However, at 8% contamination, stronger models would have over 50% 
failing to meet the 0.90 CFI cut-off and over 95% failing to meat the 0.95 cut-off. 
       Single-Value Response Styles are pervasive in survey research using Likert scales, yet their 
potential effects on statistical model convergence, model fit results and parameter estimates have not 
been thoroughly investigated. To our best knowledge, the current study may be the first attempt.  
Although we have not finished running all the simulation conditions, the preliminary results presented 
are sufficient to alert researchers to consider the possible misleading results caused by the SVRS.  
These findings clearly indicate that this issue needs to be (1) examined by researchers, (2) reported in 
published reports, and (3) explored by future methodologists for detection and correction purposes. 
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Table 1 Percentages of types of single-value response. 
 
Single-value response Relative Frequency 
positive extreme, n (e.g., SA) 13.2% 
penulatimate positive, n–1 (e.g., A) 69.4% 
central, 0 (e.g., N) 7.3% 
penultimate negative, –n+1 (e.g., D) 9.0% 
negative extreme, –n (e.g., SD) 1.1% 
Note: the granularity is given by k = 2n+1. 
 
Table 2. Standardized regression coefficients of the factors on the four model fit indices.  
 
uCFI TLI RMSEA SRMR 
Num.manifest 0.384 0.530 -0.527 -0.329 
granularity -0.177 -0.171 0.240 0.239 
min.lambda -0.183 -0.177 0.260 0.192 
num.rev.coded -0.669 -0.595 0.429 0.580 
per.contamination -0.601 -0.578 0.657 0.671 
samp.n 0.009 0.007 -0.003 -0.045 
 
Table 3. R square and R square change of adding factors to predict the four model fit indices.  
 
uCFI 
 
TLI 
 
RMSEA 
 
SRMR 
 
 
R2 ∆R2 R2 ∆R2 R2 ∆R2 R2 ∆R2 
samp.n   0.01% 
 
  0.01% 
 
  0.00% 
 
  0.21% 
 num.manifest   0.45%  0.45%   6.14%  6.14% 10.44% 10.44%   0.50%  0.29% 
granularity   3.59%   3.13%   9.06%   2.92% 16.20%   5.75%   6.22%   5.72% 
num.rev.coded 38.27% 34.68% 36.49% 27.43% 30.49% 14.29% 32.31% 26.09% 
min.lambda 41.62%   3.35% 39.63%   3.15% 37.23%   6.75% 36.00%   3.69% 
per.contamination 77.73% 36.11% 73.02% 33.39% 80.42% 43.19% 81.07% 45.07% 
 
 
Table 4. Logistic regression coefficients (in logit) for predicting model convergence.  
 
log odds odds ratios 
(Intercept) -22.3129 2.04E-10 
num.manifest -0.6522 0.52 
granularity -0.1258 0.88 
min.lambda 12.1359 186448.40 
num.rev.coded 3.1236 22.73 
samp.n -0.0004 1.00 
per.contamination 38.1429 3.68E+16 
 
      
 
      
Figure 1.  Results obtained from 1,120 simulations per analysis (40 sample runs for each of 4 levels of 
granularity × 7 different sample sizes).  Central curve indicates the median and the outer curves 
indicate the 5th and 95th percentiles.  Horizontal lines indicate conventional cut-offs for good and 
excellent model fit. 
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