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I. INTRODUCTION
In digital magnetic and optical storage, binary sequences are used as modulation d e s , and for the standard modulation scheme known as NRZI the "1's" of the recorded codeword determine the positions on the track of storage media where the magnetization is changed from one state to another one. When data bits are directly used as modulation codes, the number of bits per unit of track length (linear density) is equal to n = 1/S, where S is the minimum acceptable distance between two consecutive transitions on the track.
It was noted already in the sixties that the same minimum gap S between transitions can be obtained with modulation codes that have April 22, 1991; revised December 7, 1992 In this correspondence, we describe a simple two step coding scheme for the peak-shift correction in (d, k)-constrained sequences.
It does not use look-up tables or enumeratioddenumeration procedures and, therefore, can be used for large values of d and codelength.
The presented codes, as well as the others known at the moment, are not a "medicine" for all kind of distortions. They are constructed to correct single peak-shifts for t 5 (k -d)/2 positions left or right only. However, the proposed coding scheme is more general and can be extended to correct or detect other types of errors as well. Codes for correction of peak-shifts, deletions, and insertions of zeros are described.
The coding scheme can be outlined in the following way. If a one in the (d, k)-sequence erroneously appears in an adjacent bit cell, we call this event a peak-shift. A peak-shift leads to two adjacent errors. To correct such errors, a message (data) is first encoded into a q-ary code word of fixed length. Transparent block codes are constructed for this purpose. These codes are similar to q-ary Hamming codes and have simple encoding and decoding algorithms. For the transmission through the (d, A)-constrained channel, q-ary codewords are converted to binary sequences satisfying the (d, k)-constraint. This is simply done by replacing q-ary components by binary strings of i , d 5 t 5 k, consecutive zeros followed by a single one. To improve the worst case transmission rate, we control the length of the generated binary sequence. For the transparent codes this can be done without losing the error correction capability, at the cost of approximately one information bit. If necessary, the length of the transmitted binary (d, k)-constrained codewords can be fixed. The maximum length of the binary codewords together with the code redundancy determine the transmission rate. For the given method, the rate approaches (210g2
in PI, [31).
ENCODING
The general approach we use for transmission is based on the scheme shown in Fig. 1 , which includes the following two step encoding procedure.
The first step is necessary to make peak-shift correction possible and is performed by the block encoder. For any given message m E (1, 2 , -. . , M ) the block encoder forms a codeword g = f(m) = (21, z2, e , ZN) of length N with components z, E R, 1 5 i 5 N, where R is the output alphabet of the encoder. Since the encoding will be linear, the alphabet R must have the algebraic structure of a ring. Let R = (0, 1, 2,. . . , q -1) and addition as well as multiplication of the elements of R are performed modulo q. In fact, in Section IV, we assume that R is the field GF ( q ) with
The second step of encoding is a one-to-one mapping cp from R to the set (Od+'l, binary strings Od+'l, the ith of which is a sequence of d + i zeros followed by a single one. It is performed by the q-ary to binary converter called q/2-converter (see Fig. 1 ). For the input sequence g = f ( m ) = (21, z 2 , -* * , Z N ) the q/2converter generates as an output the binary sequence 4(g) = (~( z I ) ,
which is a concatenation of strings cp( 
LetR-= (0, l,.+.,(q-2)/2}, R+ = {q/2,...,q-l}forqeven, andR-= { O , l,...,(q-3)/2},R+ ={(q+l)/2,...,q-l)forq odd. Later we will use the following two properties of the mapping F.
F ( F ( c ) )
We define the mapping cp as
From the definitions of the mappings cp and F, it follows that for
Let C be a q-ary linear code over R of length N with K information symbols. The code is supposed to contain the all 1's word I =
(1, 1, a , 1). Such codes are called transparent. It is easy to see that if a: = ( 2 1 , ZZ,--.,ZN) E C and C is transparent then the word
-. . , F ( z N ) ) also belongs to C. It follows from (5) and (6) 
that 1) F ( F ( g ) ) = and 2) F ( g ) # a: for all a:
if q is even, and for a: # (q -1/2) I if q is odd. Therefore, the transparent code C can be partitioned into M pairs of codewords Remark: The encoder will create only code vectors g by operating on those K-element information blocks that have lead elements in R -, and the code vector F ( g ) is sent only when L(g) >
The number of possible messages M will be equal to qK/2 for q even and q K -l ( q -1)/2 for q odd. However, for large K the rate of transmission will be asymptotically the same.
The decoder can easily determhe from the first component which word a: or F ( g ) was used for transmission.
Iv. PEAK-SHIFTS AND q-ary ERRORS
After transmission of the binary' sequence +(a:) through the channel (storing on some media), some of its symbols might be received erroneously, deleted, inserted or shifted. We consider the distortion, known as peak-shift, defined for channels with input restrictions such that if at time i the channel input is 1, then at the time moments i + I , where -d 5 I 5 d and 1 # 0, the channel inputs are 0's (d 2 1). A peak-shift of value t converts the symbol 1 at time i into a 0 and changes the symbol 0 at time i + t into a symbol 1.
If t is negative (positive), we speak about a left (right) shift. Hence, if before transmission the channel input looks like . q010. -e, then after transmission a peak-shift on the one position gives at the output either 100. -. or -001 -.
Since the received binary sequence 2 has a variable length, for error correction it is convenient to convert 2 to the word g = In fact, the value of t depends on the position j and is not greater than a3+1 for t 2 0, and is not less than -a, for t 5 0. Hence, 0, 2 0 for all 1 5 i 5 N. 
3) e3 = t, e , = 0,
Therefore, we have related the problem of peak-shift correction to the construction of block codes over the ring of integers modulo q correcting double errors of the type (13) and a single error in the last component of the codeword. In fact, such double errors are special bursts of length 2. We shodd note that the deviation t of the shifted jth bit in the (d, k)-sequence determines the absolute value ) e 3 ( = le,+ll of the burst, but not its length, which is always equal to 2 for j 5 N -1, and 1 for j = N . A class of codes for the correction of a single peak-shift of length t 5 (k -d)/2 is presented in Section V.
VI LINEAR CODES FOR --SHIFT
CORRECTION
Let N = qr, where q = k -d + l > 3 is apnme, andr 2 1 is an arbitrary integer. For peak-shift correction we use a q-ary linear code C of length N defined by the parity check matrix R = IlhijII with two rows of following elements h l , and h2,j E GF(q'): 
,=1
Since E: ; ' wz = 0, where 0 is the transposed all-zeros r-tuple (0, 0, * . . , 0), we can see from (16) that the last element h2, N in the second row of H is equal to the first element h2,1 = T.
Transparency: As was pointed out earlier in Section 111, for the maximum length control the code C must be transparent, that is, the all-ones word I = (1, 1, . , 1) of length N must belong to the code C. In order to satisfy this condition, the elements w, are chosen in such a way that
:=1 ,=1
where iw2 represents the summation of i r-tuples ws. Using CzT' i2 = Omodq for any q, and E:;;' i2 = Omodq for any prime q > 3, it is a simple matter to verify that Wet* = 0 for the matrix W defined by (18). If q = 3 and r 2 2, then the product x str = qa(12 -+-2' ) = Omod3, a = r -1 2 1.
Examples:
The parity check matrices Hs for N = 9 (q = 3, T = 2) and H7 for N = 7 (q = 7, r = 1) constructed according to the described procedure are given below. Table 11 , which is very simple, and in fact is already sufficient for correction of all errors created by a single peak-shift. We may distinguish the following decoding steps. If S1 # 0 and S 2 # 0, then first let t = -SI And find the position j of the first error according to its q-ary representation w3 = (-Sz)t-'. M e r that let e3 = t, e3+1 = -t and ei = 0 for all other i.
2) Make corrections in 4 by forming the word q' = g -e.
3) If the first information symbol of 4' (used to distinguish between 2 and F ( 2 ) ) belongs to R-then send the information symbols of 4' to the output of the decoder. If it belongs to R+ then first modify them by the mapping F. Table III .
We close this Section by summarizing the main properties of the proposed codes in the following proposition. 
W. LINEAR CODES CORRECTING SINGLE PEAK-SHIFB, DELETIONS, AND INSERTIONS OF ZEROS
The proposed method can be used for the correction of other types of errors. In this section, we present codes that can correct in the In fact, errors of type (12) are particular cases of (19), and for this reason we later consider only three types ( l l ) , (13) and (19), Proposition 2 modified in this way will be referred to as Proposition
4.
Let N = qr, where q = k -d + 1 2 3 is a prime, T 2 2 is an arbitrary integer, and let y be a primitive element of GF(q') such that the element 7q-3(l -7) is not an integer in GF (q.') The code defined by this parity check matrix is transparent. This follows from the definitions and the fact that the summation of all elements in GF (qr) gives 0 for any T 2 1. As an example for q = 3 and T = 2, the parity check matrix is shown next ( Finally, we summarize the properties of the described codes.
Propition 5: For any prime q 2 3 and any integer T 2 2 the linear code C of the length N = q.' with the parity check matrix IZ defined by (21) is ttansparent, has not less than K = qr -T -2 q-ary information symbols, and corrects all error vectors of the type 
w. COMFARISONS AND CONCLUSION
After the formal description of our approach to peak-shift correction in (d, k)-constrained sequences has been completed, we outline its following main features that are important for comparisons and discussiohs.
1) Tht proposed method separates encoding of data for error correction and the fulfilment of the (d, k)-constraint into two independent steps performed by the block encoder and q/2anverter, respectively. From this point of view, it may be compared with the conventional scheme using an RS-encoder followed by the (d, k) modulator that converts the q-ary output sequence of the RScode to a binary (d, A)-sequence according to some modulation code [12] .
2) The proposed method does not U& modulation codes. The This straightforward procedure gives relatively good average binary length. However, for some data it can lead to codewords that have a length twice as long as the average length. To overcome such a negative phenomena, we use it in combination with the so called maximum length control, and make the maximum codeword length equal to the average length. The idea of the length control can be used in other situations as well.
3) The concatenation of phrases 0'1 can be implemented simpler than encoding based on modulation codes. For some values of d and A it gives good rates R(d, k) (for example, R ( l , 3) = 0.5283, compared with 0.5 for MFM); sometimes the rates are comparable, as in the case d = 3, k = 7 (see Table V The described codes have reasonable efficiency when k -d + 1 is < 6. For larger values of k -d + 1, the efficiency of the code is determined by the length control mechanism. The "conventional" length 255 symbol, GF (2*) Reed Solomon ECC followed by a rate U3 (1, 7) RLL modulation code has a coding rate of R = 0.6614.
The efficiency of our scheme is bounded by the length control, and R(d, k) = log, (7)/5 = 0.5614, see (3).
6) In [ll]
, a scheme is presented that utilizes conventional ECC's having multiple error correcting capability of q-ary symbols. The scheme in 1111 also relates q-ary symbols to runs of the (d, k)-constrained sequences, so that peak-shifts effectively transform into additive errors. However, the main difference is that the coding scheme as presented in [ll] has no length control and gives codewords of variable length. Considered as "fixed-to-variable" it has good average rate for modulation codes that give "entropic (35) and (36)]. The main feature of our scheme is that we designed codes that can be used to bound the maximum binary codeword length. Therefore, with regard to efficiency both schemes are hard to compare. In the proposed scheme, we used fixed-to-variable encoding with maximum length control. In a concatenation of codewords, a shift of the last bit of a codeword also shifts the boundary between codewords. These shifts are corrected and, consequently, the beginning of a codeword is defined correctly. 8) If due to uncorrectable errors, a decoding failure gives rise to a decoding error in the last symbol, the beginning of the next code word is determined erroneously. The error is equivalent to an insertion or a deletion of zeros at the beginning of the word. For the code correcting peak-shifts, such t 2 0 insertions (deletions) give a syndrome with SI = t ( -t ) , S 2 = t i (-ti). In the absence of other errors in the codeword, this particular syndrome equals that of a peak-shift in one of the first (q -2) positions and thus does not lead again to a decoding error in the last symbol. Error propagation is limited to one codeword. We may also expect that good codes can be constructed for the correction of deleted, inserted, or inverted digits of the binary (d, k)-sequences.
11) As we already mentioned in the Introduction, the presented codes, as well as the others known at the moment, are not a "medicine" for all kind of distortions. They are constructed to correa mainly single peak-shifts for (k -d)/2 or less positions left or right only. However, the proposed ooding scheme is more general and can be extended to correct other types of errors as well. Codes for correction of peak-shifts, deletions, and insertions of zeros were presented as well. We avoided generalizations in order to c l w the basic ideas and to make the correspondence as simple as possible.
