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Abstract
This work is a continuation of our previous paper arXiv:1812.06473 where we have
constructed N = 2 supersymmetric Yang-Mills theory on 4D manifolds with a Killing
vector field with isolated fixed points. In this work we expand on the mathematical as-
pects of the theory, with a particular focus on its nature as a cohomological field theory.
The well-known Donaldson-Witten theory is a twisted version of N = 2 SYM and can
also be constructed using the Atiyah-Jeffrey construction [1]. This theory is concerned
with the moduli space of anti-self-dual gauge connections, with a deformation theory
controlled by an elliptic complex. More generally, supersymmetry requires considering
configurations that look like either instantons or anti-isntantons around fixed points,
which we call flipping instantons. The flipping instantons of our 4D N = 2 theory are
derived from the 5D contact instantons. The novelty is that their deformation the-
ory is controlled by a transversally elliptic complex, which we demonstrate here. We
repeat the Atiyah-Jeffrey construction in the equivariant setting and arrive at the La-
grangian (an equivariant Euler class in the relevant field space) that was also obtained
from our previous work arXiv:1812.06473. We show that the transversal ellipticity of
the deformation complex is crucial for the non-degeneracy of the Lagrangian and the
calculability of the theory. Our construction is valid on a large class of quasi toric
4 manifolds.
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1 Introduction
This work is the sequel to our previous paper [2] where we have constructed a N = 2
supersymmetric gauge theory on any 4D manifold with a Killing vector field with isolated
fixed points. In this work we expand on mathematical aspects of this theory and approach
the framework in [2] from its relation with 5D susy gauge theories. Indeed many aspects of
the 4D construction can be encoded and understood very naturally through a 5D theory.
In [2] we have constructed a theory for the N = 2 vector multiplet, and reformulated it as
a cohomological field theory. This cohomological theory is a generalization and unification of
the equivariant Donaldson-Witten theory and Pestun’s construction [3] on S4. Let us sketch
below some general ideas behind this construction.
3
1.1 Donaldson-Witten theory
Donaldson-Witten (DW) theory [4] was constructed as a cohomological field theory and can
be interpreted as a topological twist ofN = 2 supersymmetric Yang-Mills theory. The theory
localizes to the moduli space M of instantons which are anti-self-dual (ASD) connections
of the gauge bundle E → X. The deformations of instantons are controlled by an elliptic
complex and thus M is finite dimensional.
The theory computes intersections of some cohomological classes on the moduli spaceM
of anti-self-dual connections of some vector bundle E → X. The said cohomological classes
are constructed out of the 1st Pontryagin class of the universal bundle over X×M. It is the
trace of the square of the universal curvature. From the physics point of view, the universal
curvature has the expression
F = F +Ψ+ φ , (1.1)
where F is the usual curvature of E, Ψ is an odd 1-form coming from twisting the fermions
of N = 2 susy gauge theories, and finally φ is one of the scalars. There are subtleties in the
scalar sector that we gloss over in this introduction.
One can think of the above expression of F as saying that it can have 0,1 or 2 ’legs’
along X and the remaining legs onM, corresponding to φ,Ψ, F respectively. The role of the
slant product is also important: from a homology class of X, one may construct from the
Pontryagin class some descendant cohomology classes onM as was explained in the physics
context already in sec.3 of [5] (recently these descendants have also been shown to lead to
higher operations in susy theories [6]). One can think of the slant product as follows: pick
Ωp a closed form Poincare dual to a cycle Σ4−p ⊂ X, take the wedge and integrate over X:
∫
X
Tr[F2] ∧ Ω ∈ H•(M) . (1.2)
The whole process is equivalent to slanting Tr[F2] with Σ4−p. For example, the traditional
θ-term corresponds to picking Ω = θ = const, while picking the volume form as Ω gives
Tr[φ2], interpreted as the Pontryagin class on M.
The instanton moduli spaceM is a submanifold of the gauge equivalence class of connec-
tions A/G, so integrating a cohomology class along M can be done by first wedging it with
the Poincare dual of M and integrate over all of A/G. Note that, to convey the main idea
here, we are being callous about possible reducible connections which are a source of singu-
larities. The Poincare dual mentioned here can be written using the Mathai-Quillen (MQ)
formalism [7]. This formalism replaces cohomology of compact support with exponentially
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decaying support, e.g. the MQ representative of the Poincare dual of M inside of A has
leading term exp(−||F+||2), which peaks precisely at F+ = 0, i.e. at M. The Yang-Mills
kinetic term can be rewritten as
Tr
[ ∫
X
−F ∧ F + 2|F+|2
]
= Tr
[ ∫
X
|F |2
]
(1.3)
linking the calculation of characteristic classes to the more standard gauge theory partition
function. Indeed Atiyah and Jeffrey [1] showed a detailed match of this construction with
the Lagrangian of Witten’s topologically twisted N = 2 SYM [4].
1.2 Adding Equivariance and the Omega Background
If X has some isometry, then M may also inherit these isometries. It makes sense then to
study the equivariant cohomology ring of M, constructed as∫
X
Tr[F2eq] ∧ Ωeq ∈ H
•
eq(M) , (1.4)
where Feq still has the decomposition (1.1) but, due to the change of susy algebra, it has
now the meaning of an equivariant class. This is how the equivariant DW theory was first
presented [8–11], i.e. at the level of the instanton moduli space.
One can also try to incorporate directly the equivariance at the level of N = 2 SYM, this
goes under the name of the omega-background [12,13] (also see earlier works [8–11]) and for
more general toric manifolds see [14–22] (for related work in 5D see [23, 24]).
Equivariant DW theory was defined as a cohomological field theory [12, 13], here we
treat it within the equivariant Atiyah-Jeffrey (AJ) framework. We also take a detour via
5D, which allows us to package many formulae in a cleaner way, especially in the case of
compact manifolds for which complications that are not present in [13] arise. We find that
the instanton equations are deformed by certain scalars, in agreement with [13] (see the
equations (2.11) there and we shall comment more on this in sec.4.3). They read
0 =
1
2
(1 + ∗)(F + Ω), 0 = D†(ιvF −Dϕ),
where Ω is a 2-form built from ϕ and v, as dictated by susy. The deformation problem of
this system of pde’s is still controlled by en elliptic complex.
1.3 More general N = 2 SYM on curved manifolds
Our previous construction of N = 2 SYM theory on curved manifolds was inspired from
the reduction [25] from 5D. The corresponding rigid supergravity background is presented
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in [2]. The construction requires a Killing vector field with isolated fixed points, and unifies
equivariant DW theory and Pestun’s construction on S4. The main feature is a generalization
of the notion of (anti)-self-duality on X. Using the Killing vector field v we can build a
projector P acting on the space of 2-forms such that P approaches 1/2(1± ∗) at the fixed
points of v. Then PΩ2 ⊂ Ω2 is a sub-bundle 1 of rank 3.
Instantons for which the gauge field solves PF = 0 are in fact well-motivated from 5D
YM (this is the subject of sec.4, in particular sec.4.4), where smooth solutions do exist
[26]. Another piece of evidence that the space of solutions to PF = 0 is non-empty is the
following: since P approaches the ASD or SD at fixed points, one can image placing usual
(anti-)instantons of very small size, centred round the fixed points, producing approximate
solutions. This is the usual philosophy of "gluing" small instantons and small anti-instantons
distributed over fixed points.
The subbundle PΩ2 is of rank 3 and PF = 0 involves three constraints, which, plus the
gauge fixing, is the right number of constraints for a gauge field. However this does not
lead to an elliptic system of PDEs on the gauge field, which is needed to make sure that the
instanton moduli space is finite dimensional. Thus in contrast to DW theory, the space of
solutions PF = 0 is infinite dimensional and intractable.
We can improve upon the moduli problem by adding equivariance. We will show that
imposing equivariance, and then adding scalar fields and appropriately deforming the in-
stanton equation to P (F + Ω) = 0 gives a system of PDEs which are transversally elliptic
(i.e., elliptic transverse to the action of the isometry). One can then compute the equivariant
index, which gives us the tangent space of the moduli space. The equivariant index has the
feature that, at each given weight (grading), its dimension is finite, thanks to transversal
ellipticity.
In view of this, let us boldly assume that the moduli spaceMnew of equivariant solutions
to P (F + Ω) = 0 exists in some shape or form (most likely infinite dimensional), and point
out certain features that make it more approachable.
The toric symmetry gives the tangent space of Mnew a graded vector space structure.
From the index calculation dim TMnew < ∞ at each grading, making its infinite dimen-
sionality more amenable. Hence we expect that the entire moduli space Mnew is a graded
manifold away from reducible connections. The zero grading part (Mnew)0 corresponds to
the zero modes in our cohomological theory, studied in the text, while the nonzero grading
parts are fibred over (Mnew)0.
1By the lower-semi-continuity of the rank of the image of a linear map, both rk img(P ) and rk img(1−P )
can only suddenly jump up. As the sum P +(1−P ) = id, we conclude that both ranks are locally constant,
constant if the space is connected.
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1.4 Proposal of a new moduli problem
It is important to remark that differently from DW theory, where one can zoom onto the
moduli space of (1 + ∗)F = 0 first and add equivariance later, in our construction, equivari-
ance is an integral part of the moduli problem: it cannot be turned off. Aside from the main
results of the localisation calculation presented in this paper, we propose the new moduli
problem as a mathematical theory to be studied.
Apart from the possible graded manifold structure already pointed out earlier, it has
another nice feature: a topological bound similar to (1.3). The bound (1.3) says that the
YM term is bounded by the second Chern number, which is a topological invariant. This
bound is saturated when F is ASD and thanks to topological invariance, the instanton
moduli spaceM is a robust object to study. As equivariance is indispensable for our moduli
problem, let us restrict ourselves to the domain of equivariant bundles (w.r.t the isometry
group of X). We let v be a fixed Killing vector and Feq = F +ϕ be closed under equivariant
differential Deq = D − ιv, then we can write∫
X
h(|F + ϕdβ|2 + h−2|Dϕ|2) =
∫
X
−ωeqFeq ∧ Feq + h(1 + f
2)
∣∣∣B∣∣∣2 , (1.5)
B = P
(
F + ϕdβ + h−1 ∗
(
(gv) ∧Dϕ
))
,
we will explain the various terms above in the main text. For now we need only know that h >
0, f ∈ [−1, 1] and P is our projector. The action is bounded by an invariant −
∫
ωeq Tr[F
2
eq],
and this bound is saturated when P (F + Ω) = 0 with Ω = ϕdβ + h−1 ∗ ((gv) ∧Dϕ).
Expanding ωeqF
2
eq one gets a term
−Tr
∫
X
f [F ∧ F ],
which resembles the usual θ term with a sort of varying θ-angle f . Indeed, our new instanton
swings from being ASD where f = −1 to being SD where f = +1. Our new theory is
expected to compute the classes
∫
X
Tr[F2eq] ∧ ωeq ∈ H
•
eq(Mnew) (1.6)
with Mnew being the new equivariant instanton moduli space.
A potential use of this new theory is the construction of equivariant smooth invariants
of quasi-toric 4-manifolds. It is known that the equivariant cohomology ring considered as
an algebra over H•eq(pt) actually classifies quasi toric 4+manifolds up to homeomorphism.
As our exotic instanton moduli space does not have a non-equivariant counterpart, it is
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interesting to ask if such moduli space brings us anything new about the toric geometry
of these manifolds? Already at the zero-instanton level, as we shall see in the main text,
the partition function is a special function called Υ (very similar to the triple sine, but in
one dimension lower). This special function has complicated analytic and ’wall-crossing’
behaviour. This is already richer than the usual equivariant DW theory, where the zero
instanton part gives no more than the Euler number and signature of X.
1.5 Summary of the results
Let us give a schematic summary of our results. The localization computation requires a
non-trivial mix of supersymmetry and BRST-transformations. Hence we include the latter
in our discussion here. Taking into account the gauge fixing sector, all transformations can
be organised as follows:
δ ↑
ð →
c a χ⊕ c¯
φ Ψ H ⊕ b
. (1.7)
where we presented the fields in 5D terms. The detailed definition of each field will be
given in sec.4.2. The 4D version follows from dimensional reduction: the 1-forms a,Ψ reduce
straightforwardly a→ (a, ϕ) and Ψ→ (Ψ, η)), while that of H,χ will be presented in sec.4.4.
Here δ and ð are two odd anti-commuting symmetries which satisfy ð2 = 0 while δ squares
to a v action. The full supersymmetry with BRST-symmetry is given by the sum δ + ð.
Once the cohomological theory is constructed, one can proceed with localisation. The
equivariant AJ construction then gives that the action is minimised at the configuration
where the gauge bundle is equivariant with curvature satisfying P (F +Ω) = 0. The standard
procedure tells us that we need only compute a Gaussian integral over the fluctuations round
such a background.
For the Gaussian integral, we truncate all fields to linear order around a chosen back-
ground and the susy algebra is likewise truncated to be linear in the fluctuating fields. We
denote the linearized transformations by the same letters: δ and ð satisfying the same alge-
bra.
All fields organise into a chain complex with differential ð causing massive cancellations
in the Gaussian integral: pairs of fermion and boson modes related by ð cancel. What is left
after the cancellation are of course modes in the cohomology of ð. In fact the chain complex
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with ð is the one controlling the deformation of the exotic instantons, and the cohomology
of ð gives the super dimension of the tangent space TMnew. We mentioned that ð is not
elliptic, but only so transverse to the isometries of X. This has the fortuitous consequence
that the cohomology, albeit infinite dimensional, is of finite dimension at each grading (we
restrict to X with U(1)2 isometry and so we have Z2 grading coming from the U(1) weights).
This procedure resembles virtual localisation2 in the sense that we do not actually have a
description of Mnew apart from its tangent complex. In this paper we will proceed along
this same idea without delving into the algebraic details of the technique.
The analysis of ð-cohomology at an instanton background is in fact not new. In the study
of 4D monopoles (our 5D instantons are more appropriately called solitons), one studies the
semi-classical quantisation round a monopole or dyon background and in particular the
super-multiplet formed by the zero modes. For example, in [28] it was shown that in the 4D
N = 4 theory the zero modes form a short massive multiplet with 1 spin 1, 4 spin 1/2 and 5
spin zero states, as was expected from the Montonen&Olive duality [29]. What we are doing
here is a twisted version of the same analysis.
The supersymmetry action truncated to the quadratic order around a chosen background
has the schematic expression
S2 = field(−L
2
v
+ {ð†, ð})field .
The Gaussian integral then gives sdet1/2(−L2
v
+ð†ð). We see again that pairs of fields related
by ð give no contribution and so the super-determinant collapses to sdet
1/2
Hð
(−L2
v
). This is
the central theme we would like to promote in our paper:
A choice of supersymmetry dictates that one can decompose the kinetic energy operator as
∆ = −L2
v
+ {ð, ð†} with ð2 = 0. One can then compute the Gaussian integral as sdet∆,
which in turn is the equivariant Euler character of a (possibly transversally) elliptic
operator ð. Moreover, supersymmetric localisation says that this computation is exact.
Here the ellipticity of the second order operator ∆ is ultimately related to transverse ellip-
ticity of ð.
Next we discuss the backgrounds around which one computes the above superdetermi-
nant. These correspond to the torus fixed points ofMnew. Here in order that the torus fixed
point set of Mnew be nonempty, one may be forced to consider toric equivariant sheaves in
addition to the toric equivariant vector bundles. On top of that, if one performs the compu-
tation on the Coulomb branch, i.e. one has a scalar field σ with Dσ = 0, one is necessarily
2This technique is used in computing Gromov-Witten invariants and Donaldson Thomas invariants on
toric varieties [27].
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dealing with vector bundles with reducible connections (or invertible sheaves). We shall
prove that such configurations are completely determined given the value of the 0-form in
the equivariant first Chern-Class at the fixed points of X. We denote these values as ϕˆi,
one i for each fixed point of X. These values themselves are determined by the flux along
toric invariant 2-cycles. Note that our focus here is quite different from the idea of point like
instantons that has been shopped about in the literature. We do not actually prove that the
gauge or scalar field is zero away from the fixed points of X, even though this may well be
true. Rather we prove a weaker but more manageable statement that the value ϕi at the
fixed points completely determines everything. As our way of fixing ϕˆi uses the c1 which
is also defined for sheaves, we expect that our result remains valid even in that case, but a
proof is beyond the scope of this paper.
Thus schematically the 4D partition function reads
Z =
∑
ϕˆi
∫
dσ ZclasZpert
∏
i
ZNekC2 (siϕˆi + σ, siǫi, siǫ
′
i) ,
where si = + (respectively −) at a fixed point xi means that the projector P approaches
the ASD (resp. SD) projector at xi, ǫi, ǫ
′
i are equivariant parameters to be read off from the
toric data and finally Zpert is a special function generalising the Υ function in Pestun’s S4
computation. Hence, the final answer is not surprising, but the structural result concerning
the double complex, (i.e. the ideas espoused in italic above) are more central and, we
believe, underlie all localisation computations in supersymmetric gauge theories (for a review
see [30]).
Acknowledgements: We thank Nikita Nekrasov and Vasily Pestun for discussions over
many issues. A special thanks goes to Maksim Maydanskiy for providing the proof in sec.C.5.
The work of GF is supported by the ERC STG grant 639220. The work of MZ is supported
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2 Double Chain Complex and Supersymmetry
As we mentioned in the introduction, we would like to design a cohomological theory with
a Lagrangian that is Poincare dual to the moduli space of certain flipping instantons. This
theory should have an equivariant differential δ and another differential ð that controls the
deformation problem of our instantons. Around such an instanton background, we can
truncate all fields up to first order deviations therefrom, then both δ, ð become linear in the
fields giving a double chain complex with δ and ð. Note that ð squares to zero but δ squares
to a Lie derivative, but we still use the word chain complex. We hope this does not cause
confusion.
The remaining computation is then a Gaussian integral around the instanton background,
and we shall show that such computation gives rise to a super-determinant that is often
insensitive to the details of the theory. In this section we introduce the linear algebra setup
and consider some toy models relevant for our main discussion.
2.1 Basic Model
We start with the problem of computing a Gaussian integral on a symplectic vector space
T ∗Rn|n. We denote the coordinates of Rn|n as (a, χ) and (ψ˜, H˜) that of the fibre (the Greek
ones are fermionic). One has the following supersymmetry algebra
δa = ψ˜ , δψ˜ = V a ,
δχ = H˜ , δH˜ = V χ ,
(2.1)
where V is an endomorphism acting on Rn. The Gaussian integral in question has quadratic
terms
S =
1
2
[
a H˜
]  S1 P
P T S2


︸ ︷︷ ︸
B

 a
H˜

+ 1
2
[
ψ˜ χ
]  A1 Q
−QT A2


︸ ︷︷ ︸
F

 ψ˜
χ

 , (2.2)
where all P,Q, Si, Ai are n × n, the Si are symmetric while the Ai are anti-symmetric. We
assume that δS = 0, which implies
S1 + V
TA1 = 0 , PV + V
TQ = 0 , P T −QT = 0 , S2V + A2 = 0 . (2.3)
The Gaussian integral gives a determinant from the a, H˜ part and a Pfaffain from the ψ˜, χ
part. First if V is zero identically then
V = 0 :
pfaff F
(detB)1/2
=
detQ
| detP |
=
detQ
| detQ|
= sgn detQ .
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Secondly if detV |a 6= 0 we get
pfaff F · detV |a = pfaff(−BV ) ,
and the ratio gives
pfaff F
(detB)1/2
=
pfaff(−BV )
detV |a· det
1/2(B)
.
Then up to a sign
pfaff F
(detB)1/2
= ±
det1/2V |χ
det1/2V |a
= ± sdet1/2 V . (2.4)
In particular if detV |χ = 0 then the result is zero, or in field theory parlance, the χ zero
modes are not soaked up. In the infinite dimensional setting we will have to take care of
zero modes.
Remark 2.1. This simplest model shows that the Gaussian integral is largely independent
of the Gaussian term and gives the super-determinant of V = δ2. Furthermore, there can be
cancellations in the super-determinant, i.e. the determinant of V over a may cancel that over
χ. This is a satisfactory story in finite dimension, where one can just cancel the determinants
’by hand’. But if the dimension is infinite, to keep track of the cancellation, one must have
a map between a and χ in order to set up correspondences between pairs of subspaces of
a and χ whose contribution to sdet cancels. To this end we extend the previous story to a
double chain complex furnishing us with the required map in between.
2.2 Multi-Level Model
Consider the generalization picture, we introduce the complex
δ ↑
ð →
0 E1 E0 E−1 E−2
0 F2 F1 F0 F−1
R1
−R1
−R0
R0
R−1
−R−1
(2.5)
where ð is a differential that acts horizontally and δ vertically. We denote by sp the generator
of Ep, tp that of Fp, and the fermionic components are in blue. We use the passive notation
to write δ, ð,
δsp = tp+1 , δtp = Vpsp−1 ;
ðsp = (−1)pRp+1sp+1 , ðtp = (−1)pRptp+1 ,
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where Vp , Rp are just some matrices of appropriate dimension, and, when confusion is un-
likely, we write simply V and R to avoid clutter. We demand that
{δ, ð} = 0 = ð2 , (2.6)
leading to
VpRp = RpVp+1, RpRp+1 = 0, (2.7)
for all p. The differentials can be gathered in two big matrices
(δ + ð)


t2
s0
t0
s−2
:

 =


V 0 0 0
R 1 0 0 :
0 R V 0 :
0 0 R 1 :
.. .. ..




s1
t1
s−1
t−1
:

 , (δ + ð)


s1
t1
s−1
t−1
:

 =


1 0 0 0
−R V 0 0 :
0 −R 1 0 :
0 0 −R V :
.. .. ..




t2
s0
t0
s−2
:

 , (2.8)
where the diagonal terms come from δ and off diagonal ones from ð.
We now want to perform the Gaussian integral of e−S with S quadratic in all variables.
First for clarity, we shift
t˜p = tp + (−1)
p+1Rpsp
so that the two matrices become diagonal: (δ + ð)sp = t˜p+1, (δ + ð)t˜p = Vpsp−1. One then
can gather together the bosonic elements s0, s−2, · · · and t˜2, t˜0, · · · and call them a and H˜ .
Similarly one gathers the fermionic elements t˜1, t˜−1, · · · and s1, s−1, · · · and call then ψ˜ and
χ. The complex now collapses into a 2-level one, exactly like (2.1),
(δ + ð)

 a
H˜

 =

 1 0
0 V



 ψ˜
χ

 , (δ + ð)

 ψ˜
χ

 =

 V 0
0 1



 a
H˜

 . (2.9)
We assume that the quadratic form S is the same as in (2.2) and (δ+ð)S = 0. Then we can
proceed just like in the previous section. We get the Gaussian integral
V = 0 :
pfaff F
(detB)1/2
= sgn detQ, (2.10)
detV |a 6= 0 :
pfaff F
(detB)1/2
= ±sdet1/2V
∣∣∣
E•
. (2.11)
Now for the second case, the super-determinant of (2.4) turns into one taken over the chain
complex E•.
As this complex has chain maps ð that commute with V from equations (2.6),(2.7), the
contribution to the super-determinant cancels between fields in E• and E•+1 linked together
by ð. In the end only those in the cohomology of ð actually make a contribution
sdetV
∣∣∣
E•
= sdetV
∣∣∣
H•
, (2.12)
where H• denotes the ð-cohomology of E•.
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Remark 2.2. As we already said in the preamble of this section, we intend to use this
double complex to model the fields in a supersymmetric gauge theory, truncated to linear
order around a super-symmetric background (strictly speaking, it is supersymmetry plus
BRST combined that will give the two differentials δ, ð).
This is also a reason why N = 2 supersymmetric theories are amenable to localisation
calculations: we need the equivariant localisation (with δ) to get us down to the moduli space
of certain supersymmetric configurations. Then we need ð to control the deformation around
such configurations and to keep track of cancellations in the super-determinant. Thus the
double chain complex is a universal model for a tractable localisation calculation.
2.3 Constructing the Action
So far in the two-level or multilevel case we have assumed a quadratic term (2.2), which is
arbitrary provided that it is non-degenerate. But using the maps denoted R• in (2.5), one has
already a good candidate for S. We will spell out some details to illustrate a philosophical
point of the current construction.
We take only the second and third column of the complex (2.5) for simplicity. The
coordinates are called a, ψ, χ,H for E0, F1, E−1, F0 respectively. In writing the action we
make a Wick rotation H → iH
S0 =
1
2
(δ + ð)
(
〈ψ, V a〉 − 〈χ, iH +R0a〉
)
,
which is killed by δ + ð when 〈, 〉 is V invariant. We have
S0 =
1
2
(
〈V a, V a〉 − 〈ψ, V ψ〉 − 〈iH − R0a, iH +R0a〉+ 〈χ, V χ + 2R0ψ〉
)
.
For the V = 0 case, one needs to identify the matrix denoted Q in (2.10), which comes
from 〈χ,R0ψ〉 only. Thus the sgn detQ = sgn detR0, and we see that the Gaussian integral
is controlled solely by the supersymmetry algebra.
For the V non-degenerate case, one just uses (2.11). But to see more clearly what has
happened, we integrate out H from S0
S0 →
1
2
(
〈V a, V a〉 − 〈ψ, V ψ〉+ 〈R0a,R0a〉+ 〈χ, V χ+ 2R0ψ〉
)
.
We see that the quadratic term for a and for (χ, ψ) reads
Sbos =
1
2
(
〈V a, V a〉+ 〈R0a,R0a〉
)
= 1
2
〈a, (−V 2 +RT0R0)a〉 ≡
1
2
〈a,∆a〉 ,
Sferm =
[
ψ χ
]  −V −RT0
R0 V



 ψ
χ

 . (2.13)
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Here we use the fact that V is antisymmetric. If one squares the fermionic matrix, one gets

 −V −RT0
R0 V


2
=

 V 2 − RT0R0 0
0 V 2 − R0RT0

 .
Integrating over a gives the determinant det−1/2(−V 2 + RT0R0) ≡ det
−1/2∆, while the
fermions give a Pfaffian as usual. Altogether a, ψ, χ give
sdet = ±
det1/4(−V 2 +RT0R0)det
1/4(−V 2 +R0R
T
0 )
det1/2(−V 2 +RT0R0)
= ±
det1/4(−V 2 +R0R
T
0 )
det1/4(−V 2 +RT0R0)
, (2.14)
where the upper determinant is taken over E−1 ≃ F0 while the lower one over E0 ≃ F1.
The above discussion encapsulates the gist of topological twist: we named the bosonic
quadratic term as ∆ to suggest that it is the Laplacian. The fermionic quadratic term (2.13)
squares to ∆, meaning that one can think of (2.13) as the Dirac operator. We see that the
decomposition ∆ = −V 2 +RT0R0 is determined from δ and ð, i.e. from the supersymmetry
algebra. One has in fact great freedom in how to do this decomposition by picking different
supersymmetry algebras. In this work, our supersymmetry algebra is such that we have a
novel decomposition ∆ = −V 2 +RT0R0, with R0 being transversely elliptic.
To see the significance of transversal ellipticity, let us inspect again the structure of
the super-determinant (2.14). First both terms in ∆ are positive definite: this is obvious
for RT0R0, while V is antisymmetric hence −V
2 has non-negative spectrum as well. R0
establishes an isomorphism between (kerR0)
⊥ and imgR0, pairing up vectors in the two
spaces with the same −V 2 eigenvalue. Therefore the contribution of (kerR0)⊥ and imgR0
to (2.14) cancels. The remaining two subspaces kerR0 and cokerR0 are not linked and make
a contribution. Note finally that RT0R0 acts as zero on kerR0 while R0R
T
0 acts as zero on
cokerR0. So (2.14) again collapses to the
±
det1/4
∣∣∣
cokerR0
(−V 2)
det1/4
∣∣∣
kerR0
(−V 2)
= ±sdet1/4
∣∣∣
HR0
(−V 2) ,
where HR0 is the cohomology of R0 in our two-level example. This is of course just the
conclusion we saw earlier in (2.12).
Getting back to the multi-level model with ð given by R•, we also assume that V comes
from the fundamental vector field of some group action G, and G commutes with ð. Then
one can compute the equivariant index of (E•, ð)
indg(E•) =
∑
i
(−1)iTr[gEi] =
∑
i
(−1)iTr[gHi], g ∈ G .
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and the super-determinant is the equivariant Euler-character evaluated at V .
Since the operator ∆ is elliptic, a decomposition ∆ = −V 2 + ðTð guarantees that ð
is elliptic transverse to the G-action. If ð is actually elliptic then its cohomology is of
finite dimension. One can then compute the equivariant index using methods of [31]. More
generally for the transversal elliptic case, one can compute the equivariant index using the
method of [32]. The point is that even though ð has infinite dimensional cohomology, one
can decompose the cohomology into representations of G, with finite multiplicity. Since
for our application G is products of U(1), computing the index equivariantly amounts to
introducing a grading on the cohomology, with finite dimensionality at each given grading.
Having figured out the structure of the algebra close to a supersymmetric configuration
and the resulting Gaussian integral, we next turn to the full fledged supersymmetry algebra
and consider how to write an action that counts the desired supersymmetric configurations.
3 Review of Mathai-Quillen formalism
It is shown in [1] that Witten’s Lagrangian for the topologically twisted N = 2 gauge theory
is the Euler class of an infinite dimensional vector bundle presented in the Mathai-Quillen
(MQ) formalism. We shall quickly review this point and show that even the Lagrangian we
propose is of this type.
3.1 Basic construction
We use the formulation of [33]. Start from a finite rank vector bundle (VB) over a manifold
V 2n E
M
Denote by xi the coordinate of M and ψi be its fermionic companion. Let also ea be the
local basis of V , za be the local fibre coordinate and ζa its fermionic companion. Finally let
χa, Ha be a fermionic/bosonic pair that will play the role of the anti-ghost and Lagrange
multiplier later. We denote with A and F the connection and curvature of E, then one can
write down the (de Rham) complex
δx = ψ, δψ = 0,
∇δχ = iH, i∇δH = Fχ,
∇δz = ζ, ∇δζ = Fz,
. (3.1)
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where we use the notation
∇δχa = Ha + Aaibψ
iχb, ∇δza = ζa + Aaibψ
izb,
Fχa = (Fij)
a
bψ
iψjχb, F za = (Fij)
a
bψ
iψjzb
It is always helpful to think of ψ, ζ,H as dx, dz, dχ and so δ is just like the de Rham
differential. The main difference here is that (3.1) is a covariantised version of the more
basic one (2.1) (with V = 0) to take into account the non-triviality of E. Nonetheless the
variation satisfies δ2 = 0 or equivalently ∇2δ = F .
We recall that the Thom class is a closed form of degree 2n = rkE, with compact support
along the fibre and fibrewise integral equalling 1. The Mathai-Quillen form is an integral
representation of the Thom class, except that the compact support along the fibre is replaced
with an exponential decaying support, which is just as good.
To construct the MQ form, denote with 〈 , 〉 a pairing of V , and consider
S = −
1
2
δ〈χ, iH + 2z〉 =
1
2
〈H,H − 2iz〉 +
1
2
〈χ, Fχ+ 2∇δz〉 . (3.2)
Its integral
u = (2π)−2n
∫
dχdHe−
1
~
S ,
gives a representative of the Thom class of E. To see this we integrate out H
u = (
~
2π
)n
∫
dχe−
1
~
( 1
2
|z|2+〈χ,∇z〉+ 1
2
〈χ,Fχ〉) (3.3)
one sees that u is of Gaussian support e−|z|
2/2~ centred along the zero section. Performing
the χ integral will bring down a series of terms from the exponent
u =
1
(2π~)n
e−
1
2~
|z|2(∧2n∇δz + · · ·+ pfaff(~F )).
The leading term ∧2n∇δz gives the volume form along the fibre with fibrewise integral 1.
The sub-leading terms are not written out, but they are of type F k ∧2n−2k ∇δz and provide
the necessary correction to make u closed.
One can pull back the Thom class with any section σ ∈ Γ(E) and get a representative
of the Euler class. To do so one simply replaces z with σ in (3.3). In particular setting
z = σ0 = 0, the last term in u alone survives
σ∗0u = pfaff(
1
2π
F )
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which is the Euler class.
Of course the real advantage is to choose a section that vanishes transversally so we can
localise the integral. As preparation for later, we do so in a more systematic way. We use a
section σ to define a second differential ð as
ðχ = −σ, iðH = ∇δσ
so that {δ, ð} = 0 and ð2 = 0 trivially.
The Gaussian term S in (3.2) (now with z replaced with σ) can be written as something
(δ + ð)-exact
S = −
1
2
(δ + ð)〈χ, iH + σ〉 (3.4)
= −
1
2
〈iH − σ, iH + σ〉+
1
2
〈χ, Fχ+ 2∇δσ〉 =
1
2
H2 +
1
2
σ2 +
1
2
〈χ, Fχ〉+ 〈χ,∇σ〉.
Integrating over H we get the Euler class
e = σ∗u = (
~
2π
)n
∫
dχe−
1
2~
(|σ|2+2〈χ,∇σ〉+〈χ,Fχ〉).
When dimM = rkE, we can choose σ with isolated zeroes. As the action (3.4) is exact,
tuning ~ will not change the cohomology class of e = σ∗u. By sending ~→ 0, the integral is
dominated by points where σ = 0. Letting x0 be one such zero of σ and round this point we
truncate the susy algebra to linear order by writing x = x0+a up to the first order deviation
from x0
δa = ψ, ða = 0,
δψ = 0, ðψ = 0,
δχ = iH, ðχ = −σ′a,
δH = 0 iðH = σ′ψ
. (3.5)
At linear order the differentials fit into a complex
δ ↑
ð →
0 [a]0 [χ]−1 0
0 [ψ]1 [iH ]0 0
−σ′
σ′
(3.6)
conforming to (2.5) with two levels and V = 0. As we have promised the double complex in
sec.2.2 models the susy algebra round x = x0.
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We truncate now S to quadratic order
S|2 =
1
2
H2 +
1
2
〈σ′a, σ′a〉+ 〈χ, σ′ψ〉.
That x0 is an isolated zero of σ means that σ
′ is a non-degenerate matrix. Therefore we can
read off from (2.10) (now with Q = σ′) the result of performing the integrals in the Euler
class above
∫
M
e =
∑
xp
sgn det(σ′(xp)). (3.7)
This is the well-known statement that the Euler number gives the number of zeros of any
section counted with sign.
Example 3.1. As a pedestrian example, we take CP 1 and a line bundle O(n) and write the
Thom/Euler class. Parameterise CP1 using t ∈ [0, 1] and θ ∈ [0, 2π]. Let A = tdθ (for t < 1)
so that ∇ = d− inA is the covariant derivative of O(n). Uaing (3.3), but making allowance
for the necessary changes in going from a real bundle to a complex one, we get
u =
1
2iπ~
e−
|σ|2
~
(
−∇σ ∧∇σ¯ − ~F
)
, F = −indA.
Here σ is the section and u is written valid away from the south pole t = 1. But under the
transition from north to south hemisphere σ → σ(t/(1− t))−n/2e−inθ and the expression of
u is actually globally valid.
If we pick a bad section, say, σ = (t/(1− t))n/2einθ with non-simple zeros, the
∫
σ∗u gets
its main contribution close to t = 0. An integration by part argument gives n exactly. On
the other extreme, set σ = 0 one gets
∫
σ∗u = i/(2π)
∫
F = n/(2π)
∫
dA = n again. Finally
if the section has simple zeros the formula (3.7) also gives n.
3.2 Adding Equivariance
Let K be a compact Lie group and assume that E is a K-equivariant vector bundle. If we
choose a section σ preserved by the K-action, then the zeros of σ are no longer isolated.
But then in computing the Euler class we can first localise to the zero of σ and then localise
using the K-action. This is a trade off that can be crucial in infinite dimension.
We denote with k the Lie algebra of K, then there is an action of k on the total space of
E. We use the same letter ξ ∈ k to denote a Lie-algebra element and the fundamental vector
field of the action on E generated by ξ. By definition this action is a fibrewise isomorphism
and covers an action of vξ on the base M .
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Furthermore the K-equivariance implies that there is a function µ ∈ k∗ ⊗ EndE, i.e.
µ(ξ) ∈ EndE for ξ ∈ k. It satisfies
∇µ(ξ) = −ιvξF , (3.8)
F (vη, vξ) = µ([η, ξ])− [µ(η), µ(ξ)]. (3.9)
Assuming that K acts as an isometry, we fix a choice of ξ ∈ k and write simply v for vξ.
We can then replace the de Rham algebra (3.5) with an equivariant version
δx = ψ ðx = 0
δψ = v ðψ = 0
∇δχ = iH ðχ = −σ
i∇δH = Fχ+ µ(ξ)χ iðH = ∇δσ
.
The section σ has to be invariant under v
(∇v − µ(ξ))σ = 0. (3.10)
One can check that δ squares to the v-action if one uses (3.8) and (3.9).
The Gaussian term (3.4) will be modified to accommodate the equivariance
S =
1
2
(δ + ð)
(
− 〈χ, iH + σ〉+ 〈ψ, v〉)
=
1
2
(
− 〈iH − σ, iH + σ〉+ 〈χ, (F + µ(ξ))χ+ 2∇σ〉+ 〈v, v〉 − 〈ψ, Lvψ〉
)
,
where in the last term we used the fact that v is Killing. The integral is now concentrated
at σ = 0 and v = 0. Provided that the locus {σ = 0, v = 0} is isolated, we can then ensure
that the Gaussian is non-degenerate and can therefore use the universal formula (2.12).
Example 3.2. Again we take O(n) bundle over CP 1 as example. This bundle is U(1)
equivariant: we realise O(n) as the quotient of [z1, z2; u] under the C∗ action [z1, z2; u] →
[λz1, λz2;λ
nu]. Choose a U(1) that rotates z2 alone. Then in the patch z2 6= 0, this U(1)
acts on the base coordinate z1/z2 with weight −1, and on fibre uz
−n
2 with weight −n. But
on the patch z1 6= 0, it acts on the base with weight 1 but 0 on the fibre.
To illustrate the advantage of having equivariance, we can again pick the zero section
and yet according to (2.12) we still only get det1/2V |χ· det
−1/2V |a from the north and south
pole where the U(1) degenerates. Note that since σ = 0, its derivative σ′ which serves as ð,
vanishes and so the ð-cohomology is everything. But at the south pole z2 = 0, the action
on the fibre is trivial and so that det1/2V |χ vanishes. The only contribution is from z1 = 0
and the super-determinant gives n (again, one needs to switch from complex bundle to the
underlying real bundle which offsets the square root).
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3.3 Lifting to the Principal Bundle
We have constructed the integral representation of the Thom/Euler class, with integral over
both fibre and base of a vector bundle E → M . But it is sometimes more desirable not to
work directly on the base manifold M . This is in view of our eventual application where M
should be the gauge equivalence class of connections of a given VB, which is singular due to
the existence of reducible connections. However the space of all connections for a given VB
is an affine space and much easier to work with (even though of infinite dimension). So we
want to work over P instead of M with some necessary changes: we let E = P ×G V , i.e.
expressing E as the associated VB of a principal bundle P and express quantities such as
the connection, curvature and sections from the perspective of P instead of M .
Notations We collect some notations used in this section:
1. G a Lie group and g its Lie algebra, with basis {ξa}.
2. For g ∈ G its action on a manifold is denoted by Rg, in the same way for ξ ∈ g its
infinitesimal action is denoted Rξ. But use the same notation for g and the fundamental
vector field generated by g.
3. Given a vector space V with a G action, we use · for the action, be it finite v → g· v or
infinitesimal v → ξ· v for a v ∈ V . But if V transforms in the adjoint then the action
is written as gvg−1 or [ξ, v].
4. Lv and ιv are the Lie derivative along a vector field v and the contraction with v
respectively.
Over P the connection ϑ is a g-valued equivariant 1-form satisfying
ιRξϑ = ξ, (3.11)
where we use the right G action generated by ξ ∈ g since our convention is that the structure
groupG acts from the left, and hence there is a natural right G action on P . The equivariance
here means simply
LRξϑ = −[ξ, ϑ], (3.12)
Note that it is only after pulling ϑ to M with a local section did s∗ϑ acquire the familiar
inhomogeneous transformation property of connections. The curvature ̺ = dϑ + ϑϑ is a
g-valued horizontal 2-form satisfying
ιRξ̺ = 0, LRξ̺ = −[ξ, ̺]. (3.13)
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Next we need to write the de Rham complex (3.1) on P ×G V , but we first work over the
direct product P × V and in the end pass to the quotient (P × V )/G = P ×G V . Denote
with a the even coordinate of P and ψ its odd companion, χ the odd coordinate of V and
H its even companion. We have
δa = ψ δψ = 0,
δχ = iH δH = 0.
Compared to (3.1) there is no longer any connection/curvature term in the differential,
this is because we are on the product space P × V .
Now we need to take the quotient P×V → P×GV , for this we need some knowledge of the
Weil/Kalkman algebra. For readers familiar with the BRST procedure, he will immediately
recognise the resemblance, otherwise we refer to appendix D for a quick review.
We introduce g-valued coordinates c, φ with degree 1 and 2 and the differential
δa = ψ, ða = −LRca δϑ = ̺− ϑϑ, ðϑ = {c, ϑ} − φ,
δψ = 0, ðψ = −LRcψ + LRφa, δ̺ = [̺, ϑ], ð̺ = [c, ̺]
δχ = iH, ðχ = χ· c−s, δc = φ, ðc = c2
iδH = 0, iðH = −iH· c+ χ·φ+ds, δφ = 0, ðφ = [c, φ]
(3.14)
For now the reader may set to zero the blue terms, which will be explained later. We have
written the action of c, φ on χ,H from the right since χ,H are coordinates of V . One can
observe that δ + ð corresponds exactly to (D.1) i.e. de Rham coupled to the Weil/Kalkman
algebra.
To write down eventually the Euler class one needs to pick a section σ, which now is
formulated as an equivariant map s : P → V , i.e. s satisfies
s(Rga) = g
−1· s, (3.15)
see the list of notations earlier. The relation (3.15) makes sure that σ : M → P ×G V
defined as
σ(x) = [a, s(a)], where x = π(a),
is independent of the choice of the lift a over x and so is a well-defined section.
Using s we can modify ð as in the last line of (3.5) and arrive back at (3.14) with the blue
terms incorporated. We remark that the equivariance of s (3.15) is crucial to make ð2 = 0.
We are now ready to write the Euler class. Assume that V has a G-invariant paring 〈 〉,
we write S very much like (3.4)
S0 = −
1
2
(δ + ð)〈χ, iH + s〉 = −
1
2
〈iH − s, iH + s〉+
1
2
〈χ, χ·φ+ 2ds〉. (3.16)
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The absence of c here is due to the G-invariance of 〈, 〉. Hence e−S produces an element of
Ω•(P ×V )⊗S•g with the second factor coming from φ. We will add a few more coordinates
to perform three tasks
1. We need to plug the actual curvature ̺ into φ to get a form on P . This can be achieved
by adding to S0 the term i〈ϕ, ̺−φ〉 with ϕ being g-valued and even. Then integrating
over ϕ sets φ = ̺.
2. Enforcing G-invariance involves integrating along G, so we add to S the term 〈η, ϑ〉
with η being a g-valued odd variable. Integrating over η produces a top power of ϑ
serving as the volume form along the G-orbit of P .
3. To factor out the volume ofG, we need to ’fix the gauge’ by adding i〈b, F (a)〉 stipulating
that the F = 0 slice be transverse to the G-orbit. Integrating b gives us a delta
function enforcing F (a) = 0, but the incurred determinant factor will be cancelled by
the Fadeev-Popov trick.
Altogether we need add four coordinates ϕ, η, c¯, b with differentials
δϕ = η, ðϕ = [c, ϕ],
δη = 0, ðη = {c, η} − [φ, ϕ],
δc¯ = b, ðc¯ = {c, c¯}+ ϕ,
δb = 0, ðb = [c, b]− [φ, c¯]− η,
.
After steps 1 and 2, the action is modified as
S = S0 + (δ + ð)〈ϑ, ϕ〉 = S0 + 〈̺− φ− ϑϑ+ {c, ϑ}, ϕ〉 − 〈ϑ, η + [c, ϕ]〉
= S0 + 〈̺− φ− ϑϑ, ϕ〉 − 〈ϑ, η〉. (3.17)
Integrating η in the last term provides the top power of ϑ. This also implies that the ϑϑ
term will never contribute since we have already saturated the vertical direction. Finally
integrating over ϕ sets φ = ̺ as desired. The treatment so far follows closely [1], where it
was shown further that the action (3.17) leads to the twisted N = 2 susy gauge theory upon
identifying each term in the gauge theory setting. We shall review this in sec.4.1.
We also need to fix the gauge i.e. finish step 3. We add a gauge fixing term, where we
write b˜ = b+ ϕ
Sgf = −(δ + ð)(〈c¯, b˜+ F 〉) = S − 〈b˜+ {c, c¯}, b˜+ F 〉+ 〈c¯, [c, b˜]− [φ, c¯] + F
′(ψ − LRca)〉
= −〈b˜, b˜+ F 〉 − 〈{c, c¯}, F 〉+ 〈c¯,−[φ, c¯] + F ′(ψ − LRca)〉. (3.18)
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Integrating over b˜ gives a |F |2 fixing the gauge, but this leaves us with the Fadeev-Popov
determinant, which is offset by integrating over c, c¯. Thus the Fadeev-Popov trick allows us
to factor out VolG.
Putting together S and Sgf . The integral e
−S−Sgf is still concentrated at s = 0, which is
by construction not isolated: it has a G action. We proceed by assuming that {s = 0}/G is
isolated, implying that the gauged fixed locus {s = 0, F = 0} is isolated. Now we work up
to first order deviation from the locus {s = 0, F = 0}, then the δ and ð algebra collapses to
a chain complex
δ ↑
ð →
[c]1 [a]0 [χ]−1
[φ]2 [ψ]1 [H ]0
−Rc
Rφ
−s′
s′
⊕
[ϕ]0 [c¯]−1
[η]1 [b]0
id
−id
(3.19)
where we have also labelled the ghost number for each variable. The horizontal complex is
exact: the left is so due to our assumption that {s = 0} is isolated mod the G action, while
the right one is trivially so.
The Gaussian integral itself is read off from our earlier labour in (2.11), where the matrix
Q comes from only two terms (those quadratic in fermions, one from first row and one from
second row in (3.19))
〈χ, s′ψ〉+ 〈c¯, F ′ψ〉. (3.20)
Due to our assumption that {s = 0, F = 0} is isolated, the matrix F ′ can be regarded as the
adjoint of R, the g-action. Furthermore the complex
a
(s′,F ′)
−→ χ⊕ c
is the folding of the 3-level one (the top left in (3.19))
c
R
→ a
s′
→ χ. (3.21)
So the sgn detQ that we seek is expressed entirely from the data of (3.19), i.e.
the sign of the torsion of the complex (3.21).
In infinite dimensional setting the above punch line will be taken as the definition of the
path integral.
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Before leaving this section let us do a sanity check. Computing the torsion requires (see
e.g. [34]) that one decompose the middle term of (3.21) into the base direction and fibre
direction so that R and s′ becomes square matrices. The torsion is the just the ratio of
the two determinants. Assuming that the orientation of base and fibre is chosen correctly,
the sign of the torsion in fact equals sgn det(s′) with det taken transverse to the G-orbit, as
expected.
Remark 3.3. A natural question is: seeing that we obtained a result that is well-known,
what has our labour achieved. The answer is three fold, 1. in the infinite dimensional case,
one cannot separate the base and fibre of P easily and so one must work over P . 2. replacing
φ with ̺ and integrating over G-orbit will bring about some determinant factors. These can
cause serious problem in the infinite dimension setting unless they are designed to cancel
amongst each other, for this one needs various odd symmetry (δ or ð) linking bosons with
fermions into pairs. 3. most importantly, the section will certainly not vanish transversally
in infinite dimension setting, but the integral representation of the Euler class takes care of
this. A famous example is the computation of genus 0 Gromov-Witten invariant when the
target is an isolated rational curve. The non-transversality appears in the multiple covering
case, but is treated successfully in [35] using the MQ formalism.
3.4 Non-free Action and Ghost Zero Modes
As we intend to use P to model the space of connections of a VB, the action of the gauge
group is non-free at a reducible connection. So we need to modify the treatment above to
take this into account.
This treatment again follows [1]. In the discussion above, we needed to obtain the
connection and curvature. By definition, when evaluated on a vector field on P , a connection
is supposed to return the its vertical component. If we have a G-invariant metric on P , then
we can achieve the vertical projection by using orthogonal projection. We again denote with
the same ξ the Lie algebra of G and the fundamental vector field of the right-G-action on
P , and with g(−,−) the metric on P . We can write
ιvϑ :=
∑
a
(C−1)ab〈v, ξb〉ξa, v ∈ vect (P ), Cab = g(ξa, ξb)
viz. we define a vector field to be horizontal if it is perpendicular to the action of all ξa ∈ g.
When the G-action is free, one could have identified Cab with the Killing form on g, but as
we anticipate eventual non-free action, we denote the killing form as kab. We will freely use
this last Killing form to raise or lower Lie algebra indices next.
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Continuing, we have ϑa = (C−1)ab(gξb)
3. The curvature is obtained in the usual way
̺ = dϑ+ ϑ2. However this way of writing ϑ involves the unsavory inversion of a matrix Cab
and in particular, we cannot extend this to the case of non-free action. But we note that ϑ
and ̺ appears in the action (3.17) as
〈̺− φ− ϑϑ, ϕ〉 − 〈ϑ, η〉. (3.22)
We recall that in the first term any thing that is vertical (e.g. 〈ϑϑ, ϕ〉) can be ignored due
to the saturation of vertical forms coming from the second term. We can do a change of
variables
ϕ˜a = (C−1)abkbcϕ
c, η˜a = (C−1)abkbcη
c (3.23)
This incurs no determinant factor since ϕ, η are a pair of even/odd variables. Then (3.22)
above can be written as
(d(gξa)− Cabφ
b)ϕ˜a − (gξa)η˜
a (3.24)
We will omit the tilde on ϕ, η next. In sec.4.1, we will see an explicit construction of this
where horizontal projection is done through Hodge decomposition and the C-matrix will
correspond to the Laplacian ∆.
The equation 3.24 is clearly valid even for non-free actions. One sees further that if a
subgroup H ⊂ G acts trivially at some locus a = a0, then the corresponding φa will not
appear in (3.24) and so is not replaced with d(gξa) by the path integral. It will instead
remain as a parameter in the path integral. In the gauge theory context, this parameter is
the Coulomb branch parameter. Similarly the ghosts corresponding to the subgroup that
acts trivially will not appear in the gauge fixing action (3.18) and hence will not appear
anywhere in the action. This ghost components will not be integrated over.
Let h ⊂ g be the Lie algebra of H , we denote the h components of c, φ as the zero modes.
One important change that ensues is that when we truncate the action and the susy algebra
at a given susy configuration, we should expand φ from its ’expectation value’
c = c0 + c
′ = c′, φ = φ0 + φ
′,
with c′, φ′ should be regarded as valued in the quotient g/h or in h⊥ using the Killing form.
There is a natural adjoint action of h on c′, φ′. This change of expansion also changes the
3here gξb is a 1-form on P , we hope it will not be confused with the left invariant vector field on G
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look of the resulting double complex (3.19). It is easy to see that δ + ð no longer squares
zero but to an action by φ0. Indeed up to linear order
δ ↑
ð →
[c′] [a′] [χ]
[φ′] [ψ] [H ]
−R
R
−s′
s′
⊕
[ϕ] [c¯]
[η] [b]
id
−id
(3.25)
with susy algebra
δa′ = ψ, ða′ = −LRc′a0, δϕ = η, ðϕ = 0,
δψ = LRφ0a
′, ðψ = LRφ′a0, δη = −[φ0, ϕ], ðη = 0,
δχ = iH, ðχ = −a′s′(a0), δc¯ = b, ðc¯ = ϕ,
iδH = χ·φ0, iðH = ψs′(a0), δb = −[φ0, c¯], ðb = −η,
where ð remains nilpotent (to check this keep in mind s(a0) = 0) while
δ2 = LRφ0
that is, the Coulomb branch parameter φ0 modifies δ from being de Rham to an equivariant
differential.
In comparison to the treatment of ghost zero modes in [3], our’s is more rough. For
example, Pestun added extra fields to saturate the integral over the zero modes i.e. the
h component of c, φ, c¯, b, η, ϕ. But here we simply note that the zero modes of η, ϕ cancel
by pair so are that of c¯, b and c, φ. This is viable so long as the zero modes are of finite
dimension.
3.5 Adding Equivariance bis
We assume that the bundle E = P ×G V is equivariant w.r.t another action by Γ. The
point of adding this new ingredient is that in case {s = 0}/G is not isolated, one needs to
integrate over it and adding Γ-equivariance facilitates this integral. Indeed the Γ-action on
E descends to {s = 0}/G, then one can use equivariant localisation on the latter loci. Of
course the non-triviality is that one does not want to first localise to {s = 0}, mod by G and
then localise with Γ, rather one has to do the all the steps in one go. We have seen such an
example already at the end of sec.3.2.
The technical issue here is that the Γ-action on E = P ×G V may not lift to P × V
i.e. there is no Γ-action on P . On the other hand, we hope to have convinced the reader
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that it is paramount that we work on P . To solve this conflict, we note that for writing
down the equivariant complex, one needs only the infinitesimal Γ-action. So if Yξ is the
fundamental vector field corresponding to the ξ ∈ Lie Γ-action on M , one can always lift
it to P (say, by using a connection on P ). We still call the lift Yξ, and we write likewise
an infinitesimal action Tξ on V . However let us stress again that since Yξ, Tξ do not stem
from a group action, there are no straightforward commutation relations e.g. [Yξ, Yη] 6= Y[ξ,η].
Instead Yξ, Tξ will satisfy some coherence relations that come from the fact that Γ does act
on E = P ×G V . We will relegate the discussion of such coherence relations in the appendix.
Besides, in concrete susy theory models, the complex looks much more natural than the
abstract version we present here.
δa = ψ, ða = −LRca δϑ = ̺− ϑϑ+ ιYξϑ, ðϑ = {c, ϑ} − φ,
δψ = Yξ, ðψ = −LRcψ + LRφa, δ̺ = [̺, ϑ] + ιYξ̺, ð̺ = [c, ̺]
δχ = iH, ðχ = χ· c−s, δc = φ, ðc = c2
iδH = −Tξχ, iðH = −iH· c+ χ·φ+ds, δφ = Cξ,c, ðφ = [c, φ]
(3.26)
where R• denotes the right G-action on P while the G action on V is shortened to a dot.
More importantly C•,• : Lie Γ × LieG → LieG measures the non-commutativity between
Γ-’action’ and the right G-action on P .
One can also add the blue terms involving a section s, which we recall is a G-equivariant
map P → V , whose infinitesimal version reads LRcs = s· c. Now that P ×G V is also Γ
equivariant, so we choose the s to be Γ-invariant
Yξ ◦ s = −Tξs. (3.27)
This relation replaces (3.10) when we work over the principal bundle. The coherence relations
replacing (3.8) and (3.9) are given in sec.D.1. With these conditions, one can check that
ð2 = {δ, ð} = 0 while δ squares to the ξ-action.
One can write the action
S0 =
1
2
(δ + ð)
(
− 〈χ, iH + s〉+ 〈ψ, Yξ +Rφ〉)
=
1
2
(
〈iH − s, iH + s〉+ 〈χ,−Tξχ + χ·φ+ 2ds〉+ 〈Yξ +Rφ, Yξ +Rφ〉 − 〈ψ, LYξ+Rφψ〉
)
.
Next one adds the gauge fixing sector η, ϕ, b, c¯ as in sec.3.3, however this step involves a
slight snag. The reason is that we know we can write (3.26), since the fields a, ψ, χ,H, c, φ
make up the bundle P ×G V which is Γ-equivariant. But the gauge fixing sector η, ϕ, b, c¯ is
extraneous to the bundle and we cannot write an equivariant complex without stipulating
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further properties of say Cξ,−. Indeed, by averaging over G-orbit, we can make Cξ,− invariant
along the G-direction. Now we can write
δϕ = η, ðϕ = [c, ϕ],
δη = Cξ,ϕ, ðη = {c, η} − [φ, ϕ],
δc¯ = b, ðc¯ = {c, c¯}+ ϕ,
δb = Cξ,c¯, ðb = [c, b]− [φ, c¯]− η,
the properties ð2 = {δ, ð} = 0 relies crucially on our assumption that Cξ,− be invariant.
Finally one can add to S0 as in (3.17) the terms (δ+ð)〈ϑ, ϕ〉 = 〈̺+φ+ιYξϑ−ϑϑ, ϕ〉−〈ϑ, η〉.
Also one adds the gauge fixing sector
(δ + ð)(〈c¯, b˜+ F 〉) = −〈b˜, b˜+ F 〉 − 〈{c, c¯}, F 〉+ 〈c¯,−[φ, c¯] + F ′(ψ − LRca)〉+ 〈c¯, Cξ,c¯〉.
Now the bosonic term would contain ||Yξ||2 which forces us onto the fixed point set of Yξ
which is G-invariant. We assume next that the locus {s = 0, F = 0} ∩ {Yξ = 0} is a
set of isolated points. The rest of the discussion is similar to the non-equivariant case: at
each such point we can get a complex of type (3.19), and (2.12) says that the result is a
superdeterminant of Yξ taken over the ð cohomology. Therefore, the right complex of (2.12)
contributes nothing, as ð is exact in that part. This is as it should since that part of the
complex is extraneous to the problem and is only used to fix gauge.
4 Application to Gauge Theory
The general setting is the following, let X be a 4-manifold and E → X be a G-vector bundle.
Take A the space of connections on E, and G the group of gauge transformation on E, which
then acts on A. The gauge equivalence class of connections M = A/G is not a manifold
due to the reducible connections. Therefore we will work over A and make heavy use the
discussion of sec.3.3. To construct a bundle associated to A →M, we pick a vector space V
to be the space of sections of a rank 3 sub-bundle of adjoint 2-forms on X. Different choice
of the sub-bundle leads to different theories.
4.1 Donaldson-Witten Theory
Consider the bundle Ω2+(EndE), consisting of End(E)-valued self-dual 2-forms, and a vector
space V = Γ(Ω2+(EndE),M) consisting of sections of such, then we can form the associated
bundle
E = A×G V. (4.1)
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Recall from (3.15) that a section of E is a G-equivariant map A → V. So for a connection A
of E regarded as a point in A, we assign F 2+A , the self-dual component of the curvature of A.
One checks the equivariance easily. The zeroes of this section are exactly those anti-self-dual
connections. We will write down the Euler class which is Poincare dual to the zeros locus,
i.e. the moduli space of anti-self-dual connections.
Before writing down the complex we summarise the notations.
n.1 A: connection of E; A0: connection of E chosen as a reference, all other connections
are written as A = A0 + a with a ∈ Ω1(X, ad).
n.2 dA = D = d−A (resp. d0 = dA0 = d−A0) the covariant derivative using A (resp. A0),
with FA (resp. FA0 = F0) the corresponding curvature.
n.3 even variables: φ, ϕ ∈ Ω0(M, ad), H ∈ Ω2+(X, ad).
n.4 odd variables: c, η ∈ Ω0(M, ad), Ψ ∈ Ω1(X, ad), χ ∈ Ω2+(X, ad).
Next we write down the susy algebra as a result of twisting the N = 2 susy gauge theory
see [5]. First, for each topological type of E, we pick a connection A0 as a reference and
write any other connection as A = A0 + a. This way a is an adjoint 1-form.
δa = Ψ, ða = d0c− [a, c],
δΨ = 0, ðΨ = d0φ+ {c,Ψ} − [a, φ],
δc = −φ, ðc = c2,
δφ = 0, ðφ = [c, φ],
δχ = H, ðχ = {c, χ}+ F+a+A0 ,
δH = 0, ðH = [φ, χ] + [c,H ]− (da+A0Ψ)
+,
δc¯ = b, ðc¯ = {c, c¯}+ ϕ 7→ ∆Aϕ,
δb = 0, ðb = [c, b] + [φ, c¯]− η 7→ δ∆Aϕ,
δϕ = η, ðϕ = −[ϕ, c],
δη = 0, ðη = {c, η} − [ϕ, φ],
.(4.2)
One should ignore the blue term for now, but later we shall explain the replacement ϕ 7→
∆Aϕ, η 7→ δ∆Aϕ.
The division of the complex into two parts is meant to parallel that of (3.14), with the
section s given by a→ F+a+A0 . One may check that (4.2) satisfies
δ2 = ð2 = {δ, ð} = 0.
We first write down an action that would parallel that of S0 in (3.16) with Wick rotation
H → iH
S0 = −
1
2
(δ + ð)Tr
∫
X
〈χ, iH − F+〉 =
1
2
Tr
∫
X
−〈iH + F+, iH − F+〉+ 〈χ, [φ, χ]− 2(DΨ)+〉.
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Integrating over H gives us term |F+|2 and so the Euler class corresponds to the solution to
the anti-self-dual connections, i.e. those A with F+ = 0.
Continuing with the parallelism with sec.3.3, we need to understand how to write the
connection of the bundle A → M. We follow the construction of [1], as the tangent space
of A are sections of adjoint 1-forms Ω1(M, ad), there is a G invariant metric
〈a1, a2〉 :=
∫
X
Tr a1 ∗ a2, a1,2 ∈ Ω
1(X, ad).
With a metric one can define the horizontal subspace of TA by orthogonal projection: we
declare δA ∈ TAA horizontal if δA is orthogonal to dAǫ for any ǫ ∈ Ω0(X, ad), i.e. orthogonal
to any gauge transformation. Concretely we let the connection ϑ be
ϑ(δA) := ∆−1A d
†
AδA.
Note that d2A 6= 0 nevertheless
(δA− dA∆
−1
A d
†
AδA) ⊥ dAǫ, ∀ǫ ∈ Ω
0(X, ad)
for δA ∈ Ω1(X, ad) due to degree resons. Written in supermanifold language, i.e. writing Ψ
for δA we have
ϑ = ∆−1A d
†
AΨ.
Parallel to (3.17), we need to insert the term (δ + ð)〈ϑ, ϕ〉 into the action, in the gauge
theory setting, this would read
(δ + ð)Tr
∫
X
〈∆−1A d
†
AΨ, ϕ〉. (4.3)
But certainly a term with ∆−1A cannot appear in a local action. So as explained in sec.3.4
we make a change of variable parallel to (3.23)
ϕ→ ∆−1A ϕ, η → δ∆
−1
A ϕ = ∆
−1
A η + · · ·
where · · · denote terms coming from varying ∆−1A . The determinant in such change of
variable cancels between η and ϕ. This change of variable also explains the blue terms in
the table 4.2.
The net effect is that we get the action
S0 =
1
2
Tr
∫
X
|H|2 + |F+|2 + 〈χ, [φ, χ]− 2(DΨ)+〉+ 〈{Ψ, ∗Ψ} −D†Dφ, ϕ〉 − 〈D†Ψ, η〉
=
1
2
Tr
∫
X
|H|2 + |F+|2 + χ ∧ [φ, χ]− 2χ ∧DΨ+ [ϕ,Ψ] ∗Ψ− (Dφ) ∗ (Dϕ)− (D†Ψ) ∗ η.
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One observes that even though the complex (4.2) contains the ghost, the action above does
not, and it is the twisted N = 2 Lagraigian of Witten [5], and also following the argument
there, one needs to declare ϕ and φ a complex conjugate pair so as to get a positive definition
action (see the discussion at the end of sec.2. of [5]).
The action is dominated at F+ = 0, where upon truncating to linear order the susy
algebra (4.2) collapses into a chain complex
δ ↑
ð →
[c]1 [a]0 [χ]−1
[φ]2 [Ψ]1 [H ]0
d0
−d0
(d0-)+
−(d0-)+
⊕
[ϕ]0 [c¯]−1
[η]1 [b]0
∆0
−∆0
(4.4)
We would like to draw the readers attention to the horizontal part of the complex, assuming
that A0 is anti-self-dual, then the complex is just the well-known instanton deformation
complex
0→ Ω0(ad)
d0−→ Ω1(ad)
(d0-)+
−→ Ω2+(ad)→ 0. (4.5)
The cohomology in the middle step are the small deformations a from A0 such that the
anti-self-duality is maintained (the kernel of the second map) while modulo the gauge trans-
formation (the image of the first map).
In (3.19) we assumed that the horizontal complex is exact, so that the zeros of a section
is isolated. Now in this infinite dimensional setting, exactness is replaced with ellipticity.
We spend some time review briefly this point.
A differential operator D : E → F induces a bundle map π∗E → π∗F (where π : T ∗X →
X is the projection) as follows. The symbol of D, which is obtained by retaining in D only
the highest order derivatives and replacing each ∂i with ξi, gives a bundle map over T
∗X
from π∗E → π∗F (from now on we shall omit π∗). The operator D is elliptic iff the bundle
map thus constructed is an isomorphism away from the zero section. 4
The symbol for the complex (4.5) is
0→ Ω0(ad)
ξ∧-
−→ Ω1(ad)
(ξ∧-)+
−→ Ω2+(ad)→ 0. (4.6)
4the reason for retaining only the highest order derivative is that far out along the fibre of T ∗M , only
the terms with the highest order of ξ dominates. Thus one has that the pair E
σ(D)
→ F , as an element of the
K-group, has compact support along the fibre. Once this is ascertained, the lower order terms in σ(D) can
be homotoped away using a linear homotopy, without changing the class of E
σ(D)
→ F in the K-group.
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We need to show that this complex is exact. That the first map is into and the first two maps
compose to zero is obvious. In the middle step. Suppose (ξ ∧ a)+ = 0, then ξ ∧ α = 0 since
decomposable 2-forms cannot be ASD or SD. Indeed 0 = (ξ∧α)∧(ξ∧α) = −(ξ∧α)∗(ξ∧α) =
−|ξ ∧ α|2. But now ξ ∧ α = 0 means α = ξ ∧ φ for some φ by elementary linear algebra.
Thus the kernel of the second map is contained in the image of the first map. Finally for
any SD ω, we consider (we used the same symbol for ξ and gξ)
1
2
(1 + ∗)ξ ∧ ιξω =
1
2
(ξ ∧ ιξω + ιξξ ∧ ∗ω) =
1
2
(ξ ∧ ιξω + ιξξ ∧ ω) =
1
2
|ξ|2ω.
So if ξ 6= 0, the last map is onto and the whole complex is exact.
The ellipticity of (4.5) implies that the cohomology at each step is of finite dimension. In
particular, tangent space at a given ASD connection is of finite dimension. It was also shown
in [36] that the deformation is unobstructed, and so away from the reducible connections,
the moduli space of ASD connection is a smooth manifold.
Back to the computation of the path integral, the general formula (2.12) is readily appli-
cable. The cohomology of (4.5) (or rather its Euler character) can be computed using the
index theorem, while the cohomology of the right half of (4.4) involve the Laplacian and so
the cohomology is empty if the connection is irreducible. In summary the super-determinant
(2.12) can be obtained easily.
In the next section, the deformation complex will no longer be elliptic but transversally
elliptic.
4.2 5D N = 1 SYM
We add equivariance to the discussion of last section. However as we will also soon discuss
a 5D N = 1 theory, we will write the complex in 5D terms to avoid repetition. Note that
upon reduction, we will get the equivariant DW theory or the exotic 4D N = 2 SYM, all
depending on the relative alignment of certain Killing vector fields.
Let now M be a 5-manifold with a nowhere vanishing Killing vector field r (typically a
Reeb vector field for contact M). Now we are interested in looking for connections which
are anti-self-dual transverse to r. More concretely, let F be the curvature and FH be its
component perpendicular to r, which can be written as
FH = F − κ ∧ ιrF,
where κ is the 1-form obtained by applying the metric to r. Since r is Killing, we can
normalise its length to be 1, and hence ιrκ = |r|2 = 1. We are interested in those F that
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has
F+H = P+F =
1
2
(1 + ιr∗5)FH =
1
2
(F − κιrF + ιr ∗ F ) = 0, (4.7)
where we have introduced the projector P+ that projects a 2-form to its horizontal and
self-dual component.
As in sec.4.1, we still let A be the space of connections and
V = Γ(Ω2+H (End(E)),M).
The association A → F+H gives a section of the associated bundle, whose zeros are exactly
solutions to (4.7).
The following complex was motivated from twisting the 5D N = 1 supersymmetry,
which contains an adjoint scalar field σ. The combination σ − Ar is special in that its susy
transformation is zero, except it is not an adjoint scalar since Ar is not. We need to split
A = A0 + a and use instead the combination
φ = σ + ar
as an adjoint scalar. In (4.8) φ becomes the partner of the ghost and is the degree 2 generator
of the Weil complex (with ð).
Item n.1, n.2 in the list of notations in sec.4.1 remain unchanged. However χ,H are
now sections of Ω2+H (M, ad), which is certainly not surprising.
δa = Ψ ða = dAc
δΨ = −ιrF0 − L0ra ðΨ = dAφ+ {c,Ψ}
δc = −φ ðc = c2
δφ = L0
r
c ðφ = [c, φ]
δχ = H ðχ = {c, χ}+ (FA)
+
H
δH = −L0
r
χ ðH = [φ, χ] + [c,H ]− (dAΨ)
+
H
δc¯ = b ðc¯ = {c, c¯}+ d†AιrF
δb = −L0
r
c¯ ðb = [c, b] + [φ, c¯]− δd†AιrF
(4.8)
Note that L0
r
means Lie derivative with connection A0 and ιrF0 + L
0
r
a = ιrFA + dAar. The
section (FA)
+
H satisfies the equivariance analogous to (3.27)
(FA)
+
H
A→A+ιrF0+L0ra−−−−−−−−−−→ (FA)
+
H + L
0
r
(FA)
+
H .
The complex satisfies {δ, ð} = 0, ð2 = 0 and δ squares to the r action. Comparing with the
table 4.2, the term ∆Aϕ should naively be replaced with ∆Aar, but this does not result in
a nilpotent ð. So the correct 5D covariantisation is is ∆Aϕ 7→ d
†
AιrF , as in the blue terms.
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It might be surprising that the we introduced equivariance L0
r
into δ based on a choice
of reference connection. But in fact this is the manifestation of the complication of complex
(3.26), where we had no Γ-equivariance on the principal bundle. The term δφ = Cξ,c there
corresponds here to δφ = L0
r
c. The G-invariance of Cξ,c corresponds here to the fact that A0
is a fixed reference connection.
For all purposes, only the combination δ + ð will appear and so the choice of split A =
A0 + a will not matter: e.g.
(δ + ð)Ψ = −ιrF0 − L0ra + dAφ+ {c,Ψ} = −ιrFA + dA(−ar + φ) + {c,Ψ},
(δ + ð)H = −L0
r
χ+ [φ, χ] + [c,H ]− (dAΨ)+ = −LArχ + [−ar + φ, χ] + [c,H ]− (dAΨ)
+
On the rhs only A appears, while the combination −ar + φ = σ is actually an adjoint scalar
in the untwisted 5D supersymmetric theory. We see that the choice of split drops out.
Remark 4.1. We make a lengthy remark about equivariance.
Confusion might arise due to the plethora of the word ’equivariant bundle’. Here we do
not assume that the gauge bundle is equivariant. Nor is there any natural way to make A
equivariant, but the associated bundle A×G V is always equivariant if M has some isometry,
as we explain next.
If ξ ∈ Lie Γ acts on M , we lift the action on M to A and V arbitrarily using A0:
ξ ◦ a = ιξF0 + L0ξa, a ∈ Ω
1(ad),
ξ ◦ s = L0ξs, s ∈ Ω
2+
H (ad)
This descends to an action on A ×G V. Indeed one can rewrite ξ ◦ a = ιξF + dAaξ, and
ξ ◦ s = LAξ s + [aξ, s]. The terms dAaξ and [aξ, s] are gauge transformation on A and on s
with parameter aξ, and so can be cancelled across A ×G V, by definition of the associated
bundle. The commutator of the actions of ξ1, ξ2 on a can be computed too:
ξ[1 ◦ ξ2] ◦ a = ξ1 ◦ (ιξ2F0 + L
0
ξ2
a)− [1↔ 2] = L0ξ2(ιξ1F0 + L
0
ξ1
a)− [1↔ 2]
= ι[ξ2,ξ1]F0 + d0F (ξ1, ξ2)− [F0(ξ2, ξ1), a] + L
0
[ξ2,ξ1]a = [ξ2, ξ1] ◦ a− dA(F0(ξ2, ξ1)),
ξ[1 ◦ ξ2] ◦ s = ξ1 ◦ L
0
ξ2
s− [1↔ 2] = [ξ2, ξ1] ◦ s− [F0(ξ2, ξ1), s].
Again we see that for both a and s, the commutation relation fails up to a common gauge
transformation with parameter F0(ξ2, ξ1), and hence the commutation relation can be re-
stored.
To summarise the section (FA)
+
H is not an invariant section of Ω
2+
H (M, ad), but it is an
invariant section of A×G V.
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Next we will reduce the 5D theory to 4D theories, assume that M admits a free U(1)
and X = M/U(1) is a smooth 4-manifold. We have more notations
1. x is the fundamental vector field of U(1) and it has [x,r] = 0,
2. xˆ = x/|x| and we also use xˆ to denote gxˆ,
3. β is the 1-form gx/|x|2, note that ιXdβ = 0,
4. ρ = 〈x,r〉, f = 〈xˆ,r〉, h = |x|, ρ = f/h,
5. v is the vector field on X that r descends to.
4.3 Reduction to Equivariant DW Theory
Comparing (4.2) (4.8), we see that the scalars ϕ and η disappear, their roles are taken over
by the component of the gauge field A and Ψ along the r direction. In fact it is well known
that the 4D N = 2 susy actually is the reduction of 5D N = 1 susy, and one component of
the gauge field turns into a scalar.
We reduce along a free U(1) generated by x, which is assumed to be nowhere anti-parallel
with r (that is 〈xˆ,r〉 > −1). If X equals r everywhere, then we shall get the DW theory
without equivariance since r simply descends to zero. In general r will descend to a Killing
vector v on X providing the equivariance in DW theory.
One can demand that no gauge transformation have x dependence, and the 5D gauge
bundle is pulled back from the 4D base. We simply take the connection to be A5 = π
∗A4+ϕβ,
where π : M → X is the projection. This way ιXA becomes an adjoint scalar ϕ and
ιXΨ becomes η. One can now get the susy complex of the equivariant DW theory, e.g.
F5 = F4 + dA4ϕ ∧ β + ϕdβ and
(δ + ð)a5 = Ψ5 + dA5c ⇒
(δ + ð)a4 = Ψ4 + dA4c, (δ + ð)ϕ = η + [c, ϕ],
(δ + ð)Ψ5 = −ιrF5 + dA5σ + {c,Ψ5} ⇒
(δ + ð)Ψ4 = −ιvF4 + dA4(σ + ϕ〈r, β〉) + {c,Ψ4}, δη = −L
A4
v
ϕ+ {c, η} − [ϕ, σ].
For the reduction of H,χ sector, one notes that r and x are assumed never anti-parallel
〈xˆ,r〉  −1, the space of self-dual 2-forms transverse to r and to x are isomorphic. Indeed
let B ∈ Ω2+H (M) we map it to
B 7→
1
2
(
B − xˆιxˆB + ιxˆ(κ ∧ B)
)
, (4.9)
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one may check that the rhs is perpendicular to x and self-dual transverse to x. Conversely
let a 2-form C be perpendicular to x self-dual transverse to x, we can map it to
C 7→
2
(1 + 〈xˆ,r〉)2
(
C − κιrC + ιr(xˆ ∧ C)
)
(4.10)
where the rhs is in Ω2+H (M) and the two maps are inverse of each other. Here we see that
〈xˆ,r〉  −1 is crucial for such an isomorphism to exist. In the next section, this condition
would fail and we get exotic DW theory.
We apply the map (4.9) to χ and H and get their susy transformation
(δ + ð)χ4 = H4 + {c, χ4}+ (· · · ),
(δ + ð)H4 = −L
A4
v
χ4 + [c,H4]− δ(· · · ),
(· · · ) =
1
4
(1 + ∗4)
(
(1 + f)(F4 + ϕdβ) + h
−1 ∗4 (g4v ∧Dϕ)− g4v ∧ (ιvF4 − dA4(ϕρ/h
2))
)
.
The complexity of the transformation should convince one that it is far better to package
the susy rules of equivariant DW theory in 5D terms, then the large bracket above is just
one term.
4.4 Reduction to Exotic DW Theory
Now we consider the scenario where x,r can be anti-parallel and that r has irregular orbits.
Then the maps (4.9) (4.10) are not isomorphisms. Nonetheless if B ∈ Ω2+H then
B⊥ = B − βιxB (4.11)
is a section of another rank 3 subbundle of the rank 6 bundle Ω2H defined by a new projector.
To explain this, we need to relate some 5D quantities such as the metric to 4D, we refer
the reader to the beginning of sec.A. A simple calculation shows that B⊥ satisfies PB⊥ = B⊥
with P being
P =
1
(1 + f 2)
(1 + f ∗4 −(g4v) ∧ ιv), f = 〈r, xˆ〉5.
This is a 4D projector P 2 = P . As both r, xˆ have unit length, one sees f ∈ [−1, 1], and it
takes ±1 when x,r are (anti)-parallel (hence v = 0). Thus the projector is an extrapolation
of self-dual and anti-self-dual projectors.
Conversely if C satisfies PC = C, then
C → C − |x|β ∧ ιv ∗4 C ∈ Ω
2+
H (4.12)
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is the inverse map.
In fact, a greater generality is possible [2]
Pω =
1
(1 + cos2 ω)
(1 + cosω ∗4 −
sin2 ω
|v|24
(g4v) ∧ ιv), P
2
ω = Pω
where ω ∈ [0, π] and goes to 0, π sufficiently fast when v = 0.
Applying the isomorphisms (4.11) (4.12) to (4.8) we can get the complex for the exotic
DW theory.
δa4 = Ψ4 ða = dA4c
δϕ = η ðϕ = [c, ϕ]
δΨ4 = −ιvF0 − L0va4 ðΨ4 = dA4φ+ {c,Ψ4}
δη = −L0
v
ϕ ðη = [φ, ϕ] + {c, η}
δc = −φ ðc = c2
δφ = L0
v
c ðφ = [c, φ]
δχ = H ðχ = {c, χ}+ (F+H )
⊥
δH = −L0
v
χ ðH = [φ, χ] + [c,H ]− δ(F+H )
⊥
. (4.13)
Here χ,H ∈ Ω2(X) satisfy Pχ = χ, PH = H . We record the term (F+H )
⊥ in the transfor-
mation ðχ
(F+H )
⊥ =
1
2
(1 + f 2)P
(
F4 + ϕdβ + h
−1 ∗4
(
(g4v) ∧ dA4ϕ
))
.
The 2-form dβ is the curvature of the U(1)-bundle M over X, but otherwise has no intrinsic
meaning in 4D. So one can think of the zero of the section (F+H )
⊥ as deformations of the 4D
exotic instanton
P (F4 + Ω) = 0.
One deforms this equation (such as using Pω instead of P or add terms involving scalar
fields as above) in the hope of getting a more manageable moduli space of exotic instantons.
However, if one wants to study this problem purely in 4D, one loses any insight for such
deformation, thus whenever possible we will take the 5D point of view by using (4.8).
The reduction procedure can be applied to a range of examples and arrive at 4D theories
on manifolds such as: #k(S
2 × S2), CP 2#CP 2 and (S2 × S2)#CP 2, see sec.A.2. In fact we
believe we can reach all of the quasi-toric 4-folds
p(S2 × S2)#qCP 2#rCP 2, p, q, r ∈ Z≥0.
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4.5 Action and localisation of 5D N = 1 SYM
We hope to have demonstrated in the previous two sections that it is much neater to encode
both the equivariant DW theory and the exotic DW theory in terms of 5D N = 1 theory. In
this section, we will continue along this line and discuss the action and localisation locus in
5D language.
To write the action we need to Wick rotate σ → iσ, H → iH .
S =
1
2
(δ + ð)Tr
∫
M
−〈χ, iH − F+H 〉 − 〈Ψ, ιrF + iDσ〉
=
1
2
Tr
∫
M
|H|2 + |F+H |
2 + 〈χ, [φ, χ]− 2(DΨ)+H〉+ |ιrF |
2 + |Dσ|2 + 〈Ψ, i[σ,Ψ] + [ιr, D]Ψ〉
(4.14)
Here one still sees the vestige of 〈ϑ, ϕ〉 term in the toy model (3.17) of sec.3.3. For example
we have explained the term (4.3), then under the current replacement ϕ→ ∆Aϕ→ d
†
AιrF ,
it transmogrified into (δ + ð)〈Ψ, ιrF 〉.
The action above is written as the equivariant Thom/Euler class of sec.3 in particular
sec.3.5, the discussion there shows that the path integral localises on
F+H = 0, ιrF −Dσ = 0. (4.15)
The first equation is the 5D instanton, the second condition is the analogue of Yξ = 0 in
sec.3.5. In fact −ιrF +Dσ is a vector field on A deforming the gauge connection, its fixed
point precisely says that the gauge bundle is equivariant.
So to summarise, the localisation loci of the 5D theory are the equivariant contact in-
stantons. Finally, due to the Wick rotation σ → iσ, we get an even more restrictive fixed
point ιrF = Dσ = 0, i.e. not only is the instanton equivariant, it is reducible.
Having identified the localisation locus, the gauge fixing is done by adding to S the terms
Sgf = (δ + ð)
∫
M
〈c¯, b˜+ d†Aa〉.
Again we know the Gaussian integral around a configuration A0 satisfying (4.15) will be
insensitive to the details of Sgf and is given by (2.12). Sections 2 3 say that everything
hangs now on the analysis of the complex linearised at A0
δ ↑
ð →
c a χ⊕ c¯
φ Ψ H ⊕ b
d0
−d0
(d0-)
+
H
⊕ d†
A
ιrdA-
−(d0-)
+
H
⊕ d†
A
ιrdA-
. (4.16)
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In particular the top row gives us the deformation complex
0→ Ω0(ad)
d0−→ Ω1(ad)
(d0-)
+
H
⊕d†
0
ιrd0-
−−−−−−−−→ Ω2+H ⊕ Ω
0(ad)→ 0. (4.17)
Note that the kernel of the second map says that the deformation of Amust maintain F+H = 0,
but not necessarily equivariance. This will be important for the transversal ellipticity later
and be responsible for the graded manifold structure of the instanton moduli space.
4.6 Transversally Elliptic Complex
In order for the super-determinant (2.12) to be computable, one needs that the deformation
complex (4.17) be elliptic. Unfortunately it is not.
To see this, it is more convenient to use the folding trick to fold the complex into two
level one by placing the first Ω0(ad) at the last place and replace d0 with its adjoint
0→ Ω1(ad)
(d0-)
+
H
⊕d†
0
ιrd0-⊕d
†
0
-
−−−−−−−−−−−→ Ω2+H ⊕ Ω
0(ad)⊕ Ω0(ad)→ 0 (4.18)
The symbol of the map is then (where ξr := 〈r, ξ〉)
σ(ξ) : a 7→ (ξ ∧ a)+H ⊕
(
− 〈ξ, a〉ξr + |ξ|
2ιra
)
⊕ (−〈ξ, a〉), (4.19)
where we have abused notation in using ξ to denote both a vector and covector by using the
metric tacitly. Here we see the problem, letting 0 6= ξ‖r, the symbol map collapses
a 7→ 0⊕ 0⊕ (−〈ξ, a〉),
which certainly cannot be an isomorphism.
The solution will be provided by using the transversally elliptic complex. We have as-
sumed that r is killing (but not necessarily a Reeb vector field), so there are two cases:
1. the orbit of r is closed then r is the fundamental vector field of a U(1) isometry
2. the orbit of r is irregular then the isometry of M is at least U(1)2 and r is the
fundamental vector field of a certain linear combination of the two U(1)’s.
In either case we denote the isometry group as K and let T ∗KM be the cotangent bundle of
M transverse to the K-action. More concretely T ∗KM consists of pairs
T ∗KM = {(x, ξ)|x ∈M, ξ ∈ T
∗
xM, 〈ξ, V 〉 = 0 if V is the fundamental vector field of K-action}.
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As in the earlier discussion the symbol of a differential operator D : E → F induces a bundle
map σ(D) : E → F over T ∗M (as usual π∗ is omitted). But as we have a K-action, we
can restrict the bundle map to T ∗KM). The operator D is transversally elliptic iff the bundle
map restricted to T ∗KM is an isomorphism away from the zero section.
Back to our symbol map (4.19). In either of the two cases above, we have the component
ξr = 〈ξ,r〉 = 0. The symbol becomes
σ(ξ)
∣∣∣
T ∗
K
M
: a 7→ (ξ ∧ a)+H ⊕ (|ξ|
2ιra)⊕ (−〈ξ, a〉).
Suppose that a is sent to zero under this symbol map, then (ξ ∧ aH)+ = 0, and using the
same 4D reasoning (but now trasnsverse to the r direction), we have aH = ξ ∧ φ for some
zero form φ. Combining with 〈ξ, a〉 = 0, we get φ = 0, i.e. aH = 0. While |ξ|2ιra = 0 says
ιra = 0, and so all components of a are zero. So σ(D) is injective. For the surjectivity, given
ω ⊕ φ1 ⊕ φ2, we just choose ar = φ1/|ξ|2, as for aH , choose its component along ξ to be
φ2/|ξ|
2 and its component perpendicular to ξ as ιξω/|ξ|
2.
Summarising the discussion above, we have proved
Proposition 4.2. The following 5D system of equations has a transversally elliptic defor-
mation complex
F 2+H = 0,
d†AιrFA = 0 (4.20)
where H denotes transverse w.r.t. r.
We see that the second equation does not enforce ιrF = 0 which would be the equiv-
ariance condition, but something weaker. The equivairiant index of this system gives the
tangent space to the moduli space of (4.20) and has the following structure. It is typically
of infinite dimension, but at each fixed K-representation, the multiplicity is finite. Since our
K is a product of U(1), representations are just Z-gradings. This gives the moduli space a
graded manifold structure. In particular, the zero grading part has full K-invariance and so
corresponds to the moduli space of equivariant 5D instantons. The nonzero grading parts
are fibred over the degree zero part, at least round the smooth locus.
5 Modified Localisation Locus
We explained in sec.4.4 that the localisation locus is P (F4 + Ω) = 0 with Ω yet unspecified.
The choice of Ω will not affect the symbol and so has no bearing on the ellipticity. In the
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DW theory, such an Ω is chosen so that P (F4 + Ω) should vanish ’cleanly’ (in the finite
dimensional setting this amounts to perturbing a section so it vanishes transversally). In the
physics parlance, this means we choose Ω to soak up possible fermionic zero modes.
In the following we assume that the 5D manifold M is Sasaki with scalar curvature
s > −4 everywhere. In particular when M is Sasaki-Einstein then s = 20.
5.1 The Fermionic Zero Modes
We first explain what do we mean by zero modes. Recall from sec.2.3 that for a pair of fields
q, p with δp = V q and p = δq, the kinetic term is schematically
ð†ð− V 2
Thus the zero modes of q or p are those in the ð-cohomology that satisfy V q = 0 or V p = 0.
Put in another way, the zero modes are precisely those that would contribute 0 or ∞ in the
super-determinant (2.12).
Let us see the concrete example of χ zero modes. In the action (4.14) we chose the
(δ + ð)-exact term (where we put off Wick rotation for a bit)
(δ + ð)〈χ,−H + F+H 〉 = 〈H + F
+
H ,−H + F
+
H 〉 − 〈χ, L
A
r
χ− [σ, χ] + 2(DΨ)+H〉.
In the fermion kinetic term, a particular mode of χ is missing: it is the one perpendicular
to (dAΨ)
+
H and has zero eigenvalue under L
A
r
− Adσ. We shall prove in sec.5.2 that if such
modes existed, they are proportional to dκ.
A possible way out is to modify the (δ + ð)-exact term with some non-derivative terms,
which will not affect the symbol of the differential operators but will soak up some zero
modes. In view of the combination LA¯
r
−Adσ, we define a new connection A¯ = A+ κσ. We
also make a redefinition of fields
H¯ = H − σdκ
in (4.8). Then we rewrite the (δ + ð)-exact term using H¯
(δ + ð)〈χ,−H¯ + F¯+H 〉 = −H¯
2 + (F¯+H )
2 − 〈χ,−LA¯
r
χ+ 2(D¯Ψ)+H − 2Ψrdκ〉.
This change modifies the localisation locus to
ιrF¯ = 0, F¯
+
H = F
+
H + σdκ = 0, (5.1)
The particular mode of χ of concern earlier now is no longer missing from the action: it gets
paired with Ψrdκ.
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In practice, we also performed a Wick rotation in (4.14) causing the path integral to
localise on reducible connections and σ becomes a covariant constant. Deformations of the
type (5.1) often appear in the treatment of Donaldson theory in 4D.
One has to do similar analysis to c¯ and c, we do so systematically by recognising that
the χ, c¯, c zero modes are the cohomology at the last step of the folded complex (4.18), and
invariant under r. The background gauge field is A¯ satisfying (5.1), and we omit the bar
next.
We first obtain the adjoint to the map in the complex (4.18): from the inner product
〈P+Da, χ〉+ 〈D
†ιrDa, c¯〉+ 〈D
†a, c〉,
we get the adjoint as
(χ, c¯, c) 7→ D†χ−D†(κDc¯) +Dc.
The zero modes of (χ, c¯, c) are in the kernel of this map and they must be invariant under r.
Thanks to (5.1), we have D†(χ−κDc¯) ⊥ Dc and so both terms must be zero. The equation
Dc = 0 has no solution unless at a reducible connection, we focus on
0 = D†(χ− κDc¯) = D†χ + κ∆c¯− JDc¯ (5.2)
where one needs to use both (5.1) and LA
r
-invariance. We analyse this equation next.
5.2 Vanishing theorems
Keeping to the setting of a Sasaki-manifold we review some vanishing theorems. In particular
we are interested in a B ∈ Ω2+H (M, ad) that has D
†B = −κ∆h+JDh for some adjoint scalar.
Further both B, h are LA
r
-invariant at a background connection A satisfying (5.1).
To derive an effective vanishing theorem one needs to separate the components of Ω2+H
that are along dκ and those Ω0,2H ⊕Ω
2,0
H . We denote the former as B3 and latter as B˜. Under
the current geometric setting D†B˜ is horizontal and orthogonal to JDh for any h, and so
D†B˜ = 0 by itself. But D†B3 does not enjoy such properties. So it is natural to discuss
B3, B˜ separately, nonetheless we have a slightly broader result
Proposition 5.1. Assume the connection has ιrF = P+F = 0 and L
A
r
B = 0
||(D†B)H ||2 = ||(D†B3)
H ||2 +
1
4
Tr
∫
((∇B˜)H · (∇B˜)H + (s/2 + 2)B˜· B˜) volg.
Apply this to the case B = B˜, then since the rhs contains positive definitive terms if
s+ 4 > 0, we get a
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Corollary 5.2. Assuming that the Sasaki manifold has s + 4 > 0 everywhere, then B has
no zero modes in Ω2,0H ⊕ Ω
0,2
H .
The proof of prop.5.1 needs an important
Lemma 5.3. (Weizenbock formula)
〈D†C,D†B〉 = −
1
2
〈LA
r
C,LA
r
B〉+
1
2
〈J ·C, J ·B〉+ 〈F,C × B〉
+Tr
∫
(
1
4
DC·DB −
1
4
CXB)volg, where B,C ∈ Ω
2+
H (M, ad). (5.3)
The notations used here are
1. J = −1/2dκ serving as the Kähler form transverse to r,
2. J ·B = JpqBpq, DC·DB = (DiCjk)(D
iBjk) with D containing both the Levi-Civita
and gauge connections,
3. X is a rank 4 tensor
Xpqrs = Rpqrs −
1
2
(Ric∧¯g)pqrs = Wpqrs −
1
6
(Ric∧¯g)pqrs −
s
24
(g∧¯g)pqrs , (5.4)
R: Riemann tensor, Ric: Ricci tensor, s: Ricci scalar, W : Weyl-tensor.
4. ∧¯ and × are the operations
(B∧¯C)ijkl = BikCjl −BjkCil − BilCjk +BjlCik,
(B × C)ij = BikC kj −BjkC
k
i B,C ∈ Ω
2+(M, ad).
We use exactly the same notation as in [37], we also collect some facts proved there
1. (DB3)·DB˜ = (DB3)ijk(DB˜)ijk = 0
2. Bij3 XijklB˜
kl = 0
3. Bij3 XijklB
kl
3 = −6(B3)ij(B3)
ij
4. (B˜)ijXijkl(B˜)
kl = (4− s/2)(B˜)ij(B˜)
ij
Next we take the reader through the proofs of prop.5.1 quickly, missing details are in [37].
We separate B˜ from B3 in ||(D†B)H ||2,
||(D†B)H ||2 = ||(D†B3)
H ||2 + ||D†B˜||2 + 2〈D†B˜, (D†B3)
H〉,
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where we note that D†B˜ is automatically horizontal. Apply the Weizenbock formula to the
last two terms
||D†B˜||2 + 2〈D†B˜,D†B3〉 =
1
4
Tr
∫
(∇B˜· ∇B˜ − B˜XB˜)volg + (F, B˜ × B˜) + 2(F, B˜ ×B3)−
1
2
||LA
r
B˜||2.
As B3 ×B3 = 0 we can write
||D†B˜||2 + 2(D†B˜,D†B3) =
1
4
Tr
∫
(∇B˜· ∇B˜ − B˜XB˜) volg + (F,B ×B)−
1
2
||LA
r
B˜||2.
We further decompose ∇B˜· ∇B˜
(∇B)ijk = (∇B)
H
ijk + ri(∇rB)jk + r[jr
l∇iB|l|k] = (∇B)
H
ijk + ri(∇rB)jk − r[jJ
l
iB|l|k]
Thus
(∇B)· (∇B) = (∇B)H · (∇B)H + (∇RB)· (∇RB) + 2BlkB
lk.
On the other hand for any B
LA
r
Bjk = ∇rBjk +Bl[k∇j]r
l = ∇rBjk +Bl[kJ
l
j]
and so
(∇B)· (∇B) = (∇B)H · (∇B)H + (LA
r
B − J × B)· (LA
r
B − J ×B) + 2BlkB
lk.
We get finally
||D†B˜||2 + 2(D†B˜,D†B3)
=
1
4
Tr
∫
((∇B˜)H · (∇B˜)H − B˜XB˜ + (LA
r
B˜ − J × B˜)· (LA
r
B˜ − J × B˜) + 2B˜· B˜) volg
+〈F,B ×B〉 −
1
2
||LA
r
B˜||2.
Now we set F such that P+F = 0, and L
A
r
B = 0
||(D†B)H ||2 = ||(D†B3)
H ||2 +
1
4
Tr
∫
((∇B˜)H · (∇B˜)H + (s/2− 4)B˜· B˜ + 4B˜· B˜ + 2B˜· B˜) volg
we finish the proof.
Now consider B3, so we write B3 = bJ for some adjoint scalar b. It satisfies D
†(bJ) =
−κ∆h + JDh, or
−4bκ + JDb = −κ∆h + JDh.
As both b, h are LA
r
-invariant one has b = h and ∆h = 4h. It is not clear that ∆h = 4h
will never have a solution. But in the case the gauge bundle is trivial and M = S5 it is
well-known that the eigen-value for the Laplacian on Sn is ℓ(ℓ+ n− 1) and so for n = 5 the
available eigen-values are 0, 5, 12 etc, so 4 is not viable. Hence we conjecture that if M is
Sasaki-Einstein, then with the simple shift in (5.1), all χ, c¯ zero modes are removed. As for
c, it has a constant zero mode when the connection is reducible and zero otherwise.
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6 Reducible connection and the flux
6.1 A moduli problem
After Wick rotation our localisation locus includes the equation
ιrF = 0 = Dσ . (6.1)
This puts us on the reducible connection i.e. Coulomb branch. In the discussion next,
we assume that we are at a generic point of the Coulomb branch, that is σ is a generic
element in the Cartan and so the structure group is reduced into the maximal torus. Thus
it makes sense to compute the first Chern-class (we assume that the gauge group is simple,
so c1 = 0 unless the structure group is reduced). More invariantly, we can construct from
the covariantly constant scalar σ the combination
Aσ =
1
2|σ|
〈A, σ〉, F σ =
1
2|σ|
〈F, σ〉 . (6.2)
where 〈, 〉 = −2Tr is the Killing form of the Lie algebra. These are regarded as U(1)
connection and curvatures, and the factor 2 accounts for the difference in the normalisation
of generators of SU(2) and U(1),
Since we merely use the 5D Sasaki geometry to encode the 4D (exotic-)DW, we are only
interested in those bundles that can be pushed down along the free U(1) to 4D. Therefore
the connection is of type
A5 = π
∗A4 + βϕ (6.3)
see the list of notation on page 36. As a consequence one has
ιxF = −dA4ϕ . (6.4)
As a slight digression if one is given a bundle over M with a connection s.t.
ιxF = −dAϕ
P exp
∫
fibre(A+ βϕ) = id (6.5)
then the bundle can be pushed down to M/U(1) = X, see [25].
Next we shall consider the infinitesimal deformation problem of (6.1), (5.1), (6.4) i.e.
deformation of
ιrF = 0 = Dσ, F
+
H + σdκ = 0, ιxF = −dA4ϕ. (6.6)
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We assume that the background fields A0, ϕ0, σ are in the Cartan and they solve (6.6), we
write the deformation as (dispensing with the subscript 4 on A4)
A = A0 + a + aˆ , ϕ = ϕ0 + f + fˆ , σ = σ0 + s ,
where unhatted a, f, s are in the Cartan and the hatted one are orthogonal to the Cartan.
We did not write sˆ because the so called Cartan is defined by σ (assuming that it is generic).
Besides we may also assume that s is not a constant.
Expanding (6.6) to first order in deformations
ιr(da+ d0aˆ) = 0 = ds− [aˆ, σ0] ,
(da+ d0aˆ)
+
H + sdκ = 0 , (6.7)
ιx(da+ d0aˆ) = −df − d0fˆ + [aˆ, ϕ0] ,
where d is the ordinary derivative and d0 is the covariant derivative with connection A0. For
the hatted fields, if σ0 is generic
aˆ = 0 , d0fˆ = 0 .
For those fields in the Cartan
ιrda = 0 , ds = 0 , (da)
+
H + sdκ = 0 , ιxda = −df . (6.8)
First ds = 0 says s is constant, which is just an overall shift of the Coulomb branch parameter
σ0. So we can assume s = 0. Then one gets that da is horizontal anti-self-dual, and it admits
equivariant extension da→ da− f so that
(d− ιx)(da− f) = 0.
The next proposition shows that the deformation is completely fixed by the value of f at
the ioslated closed Reeb orbits, which we denote as Si.
Proposition 6.1. In our current geometric setting and assuming (6.6), the value of ϕ at
the loci Si (the isolated closed Reeb orbits) determine the A,ϕ, σ completely.
Note (6.4) and (6.1) says LA
r
ϕ = 0, so it makes sense to talk about the value of ϕ along
a closed Reeb orbit.
Proof. First for fˆ , that d0fˆ = 0 says d|fˆ |2 = 0, if fˆ = 0 at Si, it is zero altogether.
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As da is basic w.r.t r, we compute its norm
|da|2 =
∫
M
da ∧ ∗5da = −
∫
M
κ ∧ da ∧ da ,
which can be computed using equivariant localisation. The formula in sec.B says
−
∫
M
κ ∧ da ∧ da =
∑
i
ℓi
(2π)2f |i
ei
with sum over Si.
Assume now the deformation f is such that f |i = 0 at all Si, then the norm of da is
zero. The 5-manifolds in question have trivial π1, showing that a is exact and so is a gauge
transformation.
Also da = 0 implies df = 0, but f |i = 0 and f = 0 identically.
6.2 Determine the flux and the value of ϕ
We keep to the geometrical setting of appendix A. The forms on X can be regarded as forms
on M basic w.r.t the vector field x, while integrals over X can be also be done in 5D as
∫
X
ω =
1
2π
∫
M
β ∧ ω .
The Stokes theorem etc are still valid if thanks to the fact that ιxdβ = 0.
The same remark applies to integration over toric invariant cycles. The 2-cycles Ci of X
can be chosen to descend from the toric invariant 3-cycles of M , which in turn correspond
to the faces of the cone Cµ(M). So for a basic 2-form ω
∫
Ci
ω =
1
2π
∫
M
β ∧ ω ∧ ui ,
with ui being the Poincaré duals of the 3-cycle of M . One can of course directly integrate
over the 3-cycle and ignore ui, but since we shall do the integral using localisation, either
method is equally simple.
We now apply these formulae to the curvature defined in (6.2), so it makes sense to drop
the superscript sigma altogether. We take the combination
F − (dβ)ϕ+ β ∧ dϕ = F4 , c.f. (6.3)
which is basic w.r.t x and has equivariant extension
F → F + 〈β,r〉ϕ .
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The evaluation of 〈β,r〉 at Si is
〈β,r〉
∣∣∣
i
=
[~vi−1, ~vi, ~r]
[~vi−1, ~vi, ~x]
= [~vi−1, ~vi, ~r][~vi−1, ~vi, ~x] .
Here the vectors ~vi ∈ Z3 are the inward normals of the faces of Cµ(M), and ~r is the 3d
vector of the torus weights of r, and the notation [~a,~b,~c] denotes the determinant of the
3× 3 matrix formed by the vectors.
Since ϕ and 〈β,r〉 always appear together, we call ϕˆ = 〈β,r〉ϕ. We want then to
determine the values of ϕˆ at the torus fixed points, using equivariance.
ϕˆi = 〈β,r〉ϕ
∣∣∣
i
= ϕi[~vi−1, ~vi, ~r][~vi−1, ~vi, ~x] . (6.9)
Before computing ϕi let us quickly recall some facts.
In the usual setting, the topological class of a line bundle is determined by its c1. One
can expand c1 in terms of a basis of H
2(X,Z). For the toric manifold, a (redundant) basis
of H2(X,Z) is the set of faces [i], each of which gives a toric invariant divisor. Note we use
the same notation [i] to mean the 2-cycle represented by the ith-face and its Poincare dual.
The 2-cycles [i] obey two relations
Rel1 =
∑
i
[~v2,x, ~vi][i] = 0 , Rel2 =
∑
i
[x, ~v1, ~vi][i] = 0 . (6.10)
Here the choice of ~v1, ~v2 is unimportant. But if one works in the domain of equivariant
line bundles, then it is H2eq(X,Z) that one should be concerned with. As an abelian group
H2eq(X,Z) is freely generated by all of [i]eq. Considered as a ring, they satisfy only one
condition: if two faces i, j do not intersect, then [i]eq[j]eq = 0 [38].
Example 6.2. We illustrate this with line bundles over CP 1. First we know H2(CP 1,Z) is
generated by the Kähler form, so the two classes [z = 0], [z = ∞] represent the same class
in H2.
Now equivariantly [0]eq and [∞]eq are independent while [0]eq[∞]eq = 0 is the sole relation.
In fact, with the Cartan model, we have representatives
2π[0]eq = ω + µ , ω =
idz ∧ dz¯
(1 + |z|2)2
, µ =
1
1 + |z|2
,
2π [∞]eq = ω + (µ− 1) .
Due to the difference in the 0-form component, [0]eq, [∞]eq are independent. But the product
is exact
[0]eq· [∞]eq = (2µ− 1)ω + µ(µ− 1) = deq
i(zdz¯ − z¯dz)
2(1 + |z|2)2
.
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Topologically line bundles over CP 1 are O(−n) with n the first Chern number. We can
draw the toric diagram of the line bundles fig.1, with the segment representing CP 1. Both
pictures represent O(−1), but the difference is how the U(1) of CP 1 lifts to the fibre. The
action of U(1) acts trivially at the fibre over z = 0 but with weight 1 over z =∞, the second
picture is opposite. The two are therefore inequivalent as equivariant line bundles. In fact,
1 2
~v1
~v2
~v3 = [−1; 1]
1 2
~v1
Figure 1: Equivariant line bundles over P1. The corners 1, 2 correspond to z = 0,∞
one can read off from their equivariant curvature how does the U(1) act on the fibres.
1
2π
Feq,1 = −[∞]eq ,
1
2π
Feq,2 = −[0]eq ,
where the integral of F/(2π) is −1 for both cases. The 0-form component of Feq gives minus
the weight of U(1) action on the fibre.
Here we are working precisely within equivariant bundles as motivated by the bound (1.5),
so when we sum over equivariant line bundles, we must sum over all linear combinations
of toric divisors, without taking into account the relations (6.10). Just as in the above
example, given the expansion of Feq/(2π) as
∑
i ki[i]eq, the equivaraint curvature can be
written concretely as
Feq/(2π) =
∑
i
kiui,eq (6.11)
with ui,eq being the equivariant Poincare dual to face [i]. The above mentioned U(1) weights
acting on the fibre is read off from the 0-form ϕˆ component of Feq. Concretely the bottom
component of ui is given in (B.3), thus
ϕˆi = kisi[~x, ~vi−1,~ǫ] + ki−1si[~vi, ~x,~ǫ] , si = [~vi−1, ~vi, ~x] (6.12)
and this gives minus the weights.
Example 6.3. For the case of CP 2 the shifts read
ϕˆi = kiǫ
′
i + ki−1ǫi,
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where the weights are computed from (7.1). We list them in the case of different distributions
of +/− at the fixed points. The weights at the three fixed points are given by
i ǫi ǫ
′
i
2 ǫ ǫ′
3 ǫ′ − ǫ −ǫ
1 −ǫ′ ǫ− ǫ′
,
where ǫ, ǫ′ are the weights of U(1)2 acting on z1, z2 in the patch [z1, z2, 1].
The sum (6.11) is over all integers without taking into account the relations (6.10).
However the relations will make an important appearance.
We can apply (B.4) and compute the integral
〈
F4
2π
, [i]〉 =
ϕˆi − ϕˆi+1
[~vi, ~x, ~r]
∈ Z . (6.13)
This means that the values of ϕˆ at Si are tied together by the flux of F4 along the 2-cycles.
But because these relative shifts are computed using integration in (6.13), and so is utterly
oblivious of the equivariance (notwithstanding that the computation was facilitated by the
equivariant localisation). This means that the shifts must obey the relations between the
divisors. In particular the two relations (6.10) imply
∑
i
−si[~va, ~x, ~r]ϕˆi
[~vi−1, ~x, ~r][~vi, ~x, ~r]
= 0 , a = 1, 2 .
So in fact the two relations give only one constraint
∑
i
siϕˆi
[~vi−1, ~x, ~r][~vi, ~x, ~r]
= 0 .
This is a good check for the equation (6.12) we obtained earlier: indeed
0
?
=
∑
i
siϕˆi
[~vi−1, ~x, ~r][~vi, ~x, ~r]
=
∑
i
(
−
ki
[~vi, ~x, ~r]
+
ki−1
[~vi−1, ~x, ~r]
)
.
Remark 6.4. Also there is a class which is special
dβ
2π
= [~v1, ~v2, ~x]
−1
∑
i
[~v1, ~v2, ~vi][i] ,
[i] being a 2-cycle is considered as a 2-cocycle using Poincaré duality. This is the class of the
U(1)-bundle M over X.
To summarise, given any linear combination of toric divisors
∑
i ki[i]eq, all of ϕˆi are fixed
using (6.12) and these will be used to shift the Coulomb branch parameter at each of the
fixed points. Let us also compute c2 using equivariance∫
X
(Feq
2π
)2
= (
∑
i
ki[i])· (
∑
j
kj[j]) =
∑
i
ki
(
ki−1si + ki+1si+1 − kisisi+1[~vi−1, ~vi+1, ~x]
)
.
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7 Partition function
So far we have not mentioned the matter sector since it requires the spin structure and yet
we may be forced to deal with spinc structure on either M or X. In [25] we considered the
restricted setting where M is simply connected Sasaki-Einstein, which has a spin structure.
Furthermore we restricted M so that its spin structure can be reduced down the free U(1) to
a spin structure on X. In the current work we have removed both restrictions and one needs
to discuss the spin issue case by case. Therefore we decide to focus on the vector multiplet
only.
7.1 Determinant in the Instanton Sector
In the instanton sector, the computation is still about the superdeterminant of the complex
(4.17), calculated at a given instanton background. In principle, localisation computation
for the transversally elliptic complex can be applied, provided we know the instanton back-
ground. We do not know enough about the 5D instanons to go down this path. However,
from prop.6.1, we learned that the cohomology of (4.17), equivalently the deformation prob-
lem of instantons are controlled entirely by the data at the loci Si. Recall also that the
locus Si descends down the free U(1) to a point pi in X, which is the fixed point of the
vector field v. So we conjecture that the superdeterminant of (4.17) can be computed in
the neighbourhood of pi, and then simply multiplied together (at any rate, this is what one
would have done, had one known the actual background, so this is not really a conjecture).
The only ’communication’ between different loci pi is through the flux present in the 2-cycle
connecting pi and pi+1, which we have determined in sec.6.2.
Close to Si, the local geometry is that of a twisted product S
1 ×v C2, where the circle is
the orbit of r (and also that of x since they coincide here). Since we will reduce along x, we
simply forget S1 and are left with the equivariant DW theory (see sec.4.3) on C2, where the
equivariance is provided by the vector field v, the descendent of r. It acts with weights
ǫi =
[~r, ~vi, ~x]
[~vi−1, ~vi, ~x]
, ǫ′i =
[~x, ~vi−1, ~r]
[~vi−1, ~vi, ~x]
. (7.1)
The calculation on C2 is now just the equivariant DW theory, with one subtlety. We
denote by si = [~vi−1, ~vi, ~x] = ±1 that measures whether x is parallel or anti-parallel with
r at Si. These are also the signs appearing in front of each of the examples A.2 through
A.6. Since the 4-manifold X inherits the volume form ιxVolM , this is the volume form that
determines the (anti)-self-duality in 4D. But in 5D, it is the orientation of the tangent space
transverse to r that determines the horizontal (anti)-self-duality of the 5D instantons. This
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transverse orientation is given by ιrVolM and is opposite to ιxVolM at the point pi should
si = −1. So taking ex.A.6 as an illustration. The si’s read + − − + +, thus if we draw
the base of the moment map cone Cµ(M), which is a pentagon, we have fig.2, where the
corners are numbered 1,...,5, starting from the lower left corner. The 4D geometry is that of
(S2×S2)#CP 2. At a corner with si = −1, the corresponding DW theory actually computes
asd sd
sd
asdasd
Figure 2: An almost toric 4-manifold (S2 × S2)#CP 2.
anti-instantons, that is, the self-dual gauge curvature. But of course on C2, the computation
of (anti)-instantons are identical, up to a conjugation of the instaton counting parameter.
Remark 7.1. We just stated that the partition function is assembled from the instanton
partition functions on C2, one copy for each corner, and that at each corner there is no
substantial difference between instanton and anti-instantons. This then raises an outcry,
suppose we compute DW theory on CP 2 and CP
2
, i.e. identical space differing only in
orientation so that instanton on one is the anti-instanton on the other. Then following
our assembling principle, the partition functions are simple conjugates of each other. But
this cannot be correct, since CP 2 is not unbiased toward (anti)-instantons, e.g. the ADHM
construction only applies to anti-instantons.
So a possible way out is that the flux between the 2-cycles that run between the points
pi would make the difference. For example the Poincaré dual to the 2-cycles are the Kähler
class, which is a self-dual 2-form, would certainly treat (anti)-instantons differently. Also in
an earlier paper [2], we have noticed that the distributions of signs will affect the possible
valid fluxes. But a full treatment perhaps requires a separate paper to clarify satisfactorily.
Back to the local computation on C2. The superdeterminant we need is that of the 4D
complex
0→ Ω0(ad)
d0−→ Ω1(ad)
(d0-)+
−−−→ Ω2+(ad)→ 0 (7.2)
at a reducible toric equivariant instanton background. We will rewrite the complex in a way
that is valid not just for vector bundles but also sheaves. It is well-known that the complex
above is isomorphic to(
0→ Ω0,0
∂¯
−→ Ω0,1
∂¯
−→ Ω0,2 → 0
)
⊕
(
0→ Ω0,0
∂
−→ Ω1,0
∂
−→ Ω2,0 → 0
)
.
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The key to this isomorphism is the observation that a self-dual 2-form on C2 is of type
Ω(0,2) ⊕ Ω(2,0) ⊕ Cω where ω is the Kähler form. This last one can be treated as a 0-form
and one gets the complex above.
It is enough the compute the first complex. The cohomology at each step equalsH i
∂¯
(C,End(E)),
which can be rewritten as the ext groups
Ext0,1,2(E,E).
The ext groups are defined even when E are not vector bundles but sheafs.
On C2, with framing fixed at infinity, the toric invariant instantons on C2 are in 1-1
correspondence with direct sums of monomial ideals [39] Iµ, here µ is a Young-diagram. For
example, the ideal Iµ = 〈x
3, xy, y2〉 ⊂ C[x, y] consists of monomials lying to the north-east
of the contour of µ, see fig.3. The ext groups above becomes Ext0,1,2R (Iµ, Iµ), where we have
x
y
Figure 3: A Young diagram µ, the monomial ideal Iµ is generated by {x
3, xy, y2}.
named R = C[x, y]. The ext group can be computed by picking, say, the Taylor resolution
of monomial ideals (see e.g. ex.17.11 of [40]). The computation is standard, we shall give
here only the Euler character
χ(Ext•R(Iµ, Iλ))
χ(Ext•R(I∅, I∅))
=
∏
∈µ
(
2πǫaλ()− 2πǫ
′(lµ() + 1)
)−1 ∏
∈λ
(
2πǫ′lλ()− 2πǫ(aµ() + 1)
)−1
,
where aµ, lµ are the arm and leg length of the YD µ. Further ǫ, ǫ
′ are the equivariant
parameters keeping track of the weights of the two U(1)’s acting on the x, y coordinates of
C2.
Remembering that we should really be computing the superdeterminant of −iLv+φ0 over
Ext•R(Iµ, Iλ). The weights of −iLv are already captured in χ(Ext
•
R(Iµ, Iλ)) by ǫ, ǫ
′ according
to (7.1). The determinant of φ0 over the adjoint can be done by taking a product over the
roots of the Lie-algebra, i.e. write x = 〈φ0, α〉 with α being a root. So the superdeterminant
we need is
sdetµ,λ(−iLv + φ0)
sdet∅,∅(−iLv + φ0)
=
∏
∈µ
(
x+ 2πǫaλ()− 2πǫ
′(lµ() + 1)
)−1
×
∏
∈λ
(
x+ 2πǫ′lλ()− 2πǫ(aµ() + 1)
)−1
,
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where the two super-determinants are taken over E• = Ext•(Iµ, Iλ), and over E
•
0 = Ext
•(O,O).
The latter is independent of I and serves merely to remove a constant factor for now. Finally
one takes the product over roots and over Young-diagrams. This is the Nekrasov partition
function
ZNekC2 (x, ǫ, ǫ
′)
originally obtained from performing localisation computation on the ADHM moduli space
for instantons on C2.
In the above expression, we have divided the Euler-character of Ext•R(I∅, I∅) as a constant
background so that in the end the ratio only involves finite products, i.e. independent of
how one regulates the infinite products. What do we do with det Ext•R(I∅, I∅)? This is the
superdeterminant at the zero instanton background, the perturbative sector. Each fixed point
of X contribute such an infinite product, the way one regulates the infinite product must be
compatible across all the fixed points of X, that is, one must have a global regularisation
scheme. This is the subject of sec.7.2, and the regularisation scheme is detailed in sec.C.
As another remark, one is probably concerned with the absence of Young-diagrams with
infinite legs e.g. fig.4. The infinite legs correspond to non-zero c1, or non-zero flux along one
x
y
ki−1
ki
shift
Figure 4: At the toric fixed point i, a Young diagram with infinite legs of size ki−1 and ki.
of the toric invariant 2-cycles that connect this fixed point to another one. But to compute
the ext groups involving ideal sheafs of such Young-diagrams, it suffices to shift the U(1)
weights of each monomial so that effectively one is back at the case already dealt with. This
shift of U(1) weights can be absorbed as shifts of the value of φ0. In fact we have already
figured out how does non-zero c1 shift the values of φ0: this is exactly (6.12) with ki−1 and
ki marked in the Young-diagram as the size of the infinite legs.
7.2 The Perturbative Sector
It is pointed out in the last section that to compute the equivariant character of the ext
groups, one needs to remove an infinite product coming from Ext•R(I∅, I∅). These are the
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cohomology groups that control deformations of connections away from the zero connection
i.e. the tangent space of the instanton moduli space round the trivial background. This
then can be computed using the index calculation that we could not do earlier for non-trivial
backgrounds, due to the lack of knowledge of how the tori acts on the bundle. But for trivial
bundles, this is obvious, in fact, we can simply borrow the computation done in 5D and
impose the U(1)x invariance in the end. The 5D computation was done using transversally
elliptic index theorem in [41] and subsequently a method due to Schmude [42] was used in
later papers. Here to make the paper self-contained, we shall include a recount of the index
theorem method in the appendix, in such a manner that requires no understanding of the
equivariant K-theory, which was the foundation of the formulae derived in [32].
From our discussion in sec.2, we need only compute a super-determinant (2.12). The
complex in question is that of (4.16), and we have already discussed the transversal ellipticity
of the complex of (4.17). The only thing we have not mentioned is the zero modes of the
ghosts, but the changes are minimal. First the cohomology of (4.16) is infinite dimension,
but for each given U(1)3 (which is the isometry of M) weight, the multiplicity is 1. If one
labels the U(1)3 weights by ~m ∈ Z3, then the generators of the cohomology of (4.17) are in
1-1 correspondence of the lattice points
Z3 ∩
(
C ∪ (−C◦)
)
, (7.3)
where C denotes the moment map cone Cµ(M) of M (see sec.A), C
◦ is the interior of C and
−C means the negative cone. For a point ~m inside of (7.3), its eigenvalue under −iLr is
~r· ~m, from which we can compute its eigenvalue under V = −iLr (we included an i in V so
as to get real eigenvalues).
Furthermore, from the discussion of sec.3.4, the effect of the ghost zero modes is that δ
no longer squares to −iLr, but also to an adjoint action of the zero mode of φ = σ+Ar (the
partner of the ghost c). At the background A = 0 this zero mode equals the Coulomb branch
parameter σ. To summarise we need to compute the super-determinant of V = −iLr +Adσ
over the cohomology of (4.17).
The superdeterminant (2.12) is then just a product of eigenvalues of V over all points in
(7.3),
sdetH(V ) =
∏
~m∈Z3∩C
detadj(σ + ~r· ~m)
∏
~m∈Z3∩−C◦
detadj(σ + ~r· ~m).
In view of this one defines a generalised triple sine function associated with the cone C =
Cµ(M) as
SC3 (x|~ω) =
∏
~m∈C∩Z3
(~ω· ~m+ x)
∏
~m∈C◦∩Z3
(~ω· ~m− x). (7.4)
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The zero-instanton partition function thus reads
Zpert5D =
∫
h
dσ e
− 8π
3r3
g2
̺ Tr[σ2]
· det′adj S
C
3 (iσ|~r), (7.5)
where ̺ = Vol(M)/Vol(S5), and SC3 is the generalized triple sine associated to the cone C.
To get to the 4D partition function, instead of summing over all of (7.3), one imposes
the condition that
~x· ~m = 0
~x=[0;0;1]
⇒ m3 = 0.
The partition function now reads
Zpert4D =
∫
h
dσ e
− 8π
3r3
g2
̺ Tr[σ2]
· det′adj Υ
C(iσ|~r), (7.6)
ΥC(x|~ω) =
∏
~m∈C˜∩Z2
(~ω · ~m+ x)
∏
~m∈C˜◦∩Z2
(~ω · ~m− x),
where C˜ is a 2D cone obtained by restricting the 3D cone C to m3 = 0.
7.3 Final assembling
Our scheme of final assembling is that for each torus fixed point pi, with U(1) weights denoted
ǫi, ǫ
′
i (read off from (7.1)), we have a factor
Zperti (x|ǫi, ǫ
′
i)Z
Nek(x|ǫi, ǫ
′
i, q
si),
where if si = −1 then it is q
−1 that is the instanton parameter signalling that it is anti-
instanton at pi. The product of Young-diagrams in Z
Nek does not permit infinite legs because
these, as we discussed, capture fluxes or non-trivial c1 and will be taken into account when
we include shifts to x during the assembling.
Now let a = 1, · · · , rkG label the basis of Cartan of g, and the set of integers kai fixes the
c1 class. At each pi the variable x above will be replaced with σ+ ϕˆ, which is fixed in (6.12)
x 7→ σa + kai ǫ
′
i + k
a
i−1ǫi ,
Here the constant σa is the Coulomb branch parameter. The total partition function is a
product
Z =
∏
{~ki}
q−N({
~ki})Zpert(~σ + ~kiǫ
′
i +
~ki−1ǫi|ǫi, ǫ
′
i)Z
Nek(~σ + ~kiǫ
′
i +
~ki−1ǫi|ǫi, ǫ
′
i, q
si)
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where ~ki means [k
1
i , · · · , k
rkG
i ] and q
−N({~ki}) comes from the contribution of fluxes to the
instanton number (in addition to the contribution of the ideal sheaves at each fixed point).
The number N({~ki}) has the expression
N({~ki}) =
rkG∑
a=1
n∑
i=1
ki
(
ki−1si + ki+1si+1 + ki[i]· [i]
)
.
For example in the case of CP 2 with all si = 1 at each fixed point pi, we have
N({~ki}) =
rkG∑
a=1
(ka1 + k
a
2 + k
a
3)
2.
But if s2 = −1, i.e. sd at fixed point p2
N({~ki}) = −
rkG∑
a=1
(ka1 + k
a
2 − k
a
3)
2,
while if s2 = 1, s1 = s3 = −1, i.e. sd at fixed point p1,3
N({~ki}) =
rkG∑
a=1
(−ka1 − k
a
2 + k
a
3)
2.
We remind the reader that the labeling is that the face i has fixed point pi with sign si at
its starting point while pi+1 with sign si+1 at its end point. For CP
2 see figure
s1 s2
s3
1
23
A Main geometric setting
In the introduction, we motivated the new instantons on X by considering 5D SYM on the
total spaceM of a U(1) principal bundle over X. To look for good examples, we find it more
fruitful to reverse the construction and look for some 5D manifolds with a free U(1) action
and we reduce M to get X. For the sake of the index calculation and control of zero modes,
we choose to search within the 5D toric contact manifolds with a free U(1). We denote the
fundamental vector field of this U(1) as x and X as the quotient X = M/U(1).
Letting g5 be the metric of M , we define the metric g4 of X as follows. Two vector fields
U, V of M descend to vector fields u, v of X. The inner-product on X is defined as
〈u, v〉4 = 〈U
⊥, V ⊥〉5,
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with U⊥ = U − 〈U,x〉5β. The induced 4D metric leads to a volume form that is related to
Vol5 as The volume form of M is taken as
Vol4 = h
−1ιxVol5, h := |x|5. (A.1)
The factor of h will be important when one does a fibre-wise integration.
A.1 Toric Sasaki 5-manifolds
The geometry of M is entirely encoded by a moment map cone Cµ(M) ⊂ R3. Let ~vi ∈
Z3, i = 1, · · ·n be the (primitive) inward pointing normals of the n faces of Cµ. Pick {ea} as
the fundamental vector field of U(1)3 and we may express the Reeb as a linear combination
r =
∑3
a=1 r
aea. We will not distinguish the Reeb and the vector in R
3 that represents it.
Also we need to assume that ~r is within the dual cone C∨µ , i.e.
~r =
m∑
i=1
λi~vi , λi > 0 . (A.2)
With this assumption, the plane (where ya are the coordinate of R3)
{
~y ∈ R3|~r· ~y =
1
2
}
(A.3)
intersects Cµ at a convex polygon ∆µ if Cµ is convex. Then the geometry of M is that of a
U(1)3 fibration over ∆µ, with a certain U(1) becoming degenerate at each faces of ∆µ. Indeed
if the normal associated with face i is ~vi, then the U(1) given by
∑3
a=1 v
a
i ea degenerates.
It follows that at the intersection of two faces, only one U(1) remains non-degenerate and
its orbit is a closed Reeb orbit. These are the only loci for closed Reeb orbits for generic ~r.
The cone Cµ is convex, and following [43] it is also good in the sense that
∃~ni ∈ Z
3, such that [~ni, ~vi, ~vi+1] = 1, ∀i (A.4)
This condition was phrased in [43] as: Z3 ∩ spanR〈~vi, ~vi+1〉 = spanZ〈~vi, ~vi+1〉 for all i. The
goodness condition ensures that M is smooth.
Furthermore by the Delzant construction [44], such a good cone gives rise to a 6D toric
Kähler variety Y . Equation (A.3) says that M is the ’base’ of Y while Y is the cone over
M , in the sense that the metrics of Y and M are related gY = dr
2 + r2gM . In fact the most
economic way of defining a Sasaki metric is to say that its cone metric is Kähler. We mention
that the scaling vector field r∂r is related to r by the complex structure of Y : Jr∂r = r,
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so are their corresponding dual 1-forms r−1dr and κ = gMr. Here κ is called the contact
1-form, it satisfies
ιrκ = 1, ιrdκ = 0, Vol =
1
8
κ ∧ dκ ∧ dκ.
As r is Killing, we can normalise |r| = 1, then κ = gr satisfies the first two conditions
automatically.
A.2 Examples of toric contact 5-manifold with free U(1)
We are also interested in free U(1) actions on M . Let
∑3
a=1 x
aea, then x is free on M iff
si := det[~x, ~vi−1, ~vi] = ~x· (~vi−1 × ~vi) = ±1 ∀i, (A.5)
so that not only the vector field x is nowhere zero, but its stability group is trivial for all
points. This also ensures the smoothness of M since (A.5) implies goodness. In [25] the
convex good cones admitting such an X was classified in the special case that the cone
is Gorenstein. This condition was imposed so that the spin bundle on M can be pushed
down to a spin bundle on X easily. But in the current work we drop this assumption. So
apart from all the cases listed in prop.3.1 in [25], we have a few new examples, the complete
classification will appear elsewhere.
It suffices to list the normals of the cone and we fix ~x = [0; 0; 1] for all examples. We also
define the sign allotment as the collection of signs si+1 := [~vi, ~vi+1, ~x], for all i. These signs
will determine eventually the insertion of (anti)instantons at each of the corner.
Example A.1. (−++) First there is a sort of non-example S5. The moment map cone is
the first octant y1,2,3 ∈ R≥0. The normals are standard,
V = [~v1, ~v2, ~v3] =


1 0 0
0 1 0
0 0 1

 .
One has the standard Reeb ~r = [1; 1; 1] and ~r· ~y = 1/2 leads to the round sphere
∑
|zi|2 = 1.
Deforming r gives the squashed sphere. We can choose x = [1, 1,−1], which clearly acts
freely: we have simply flipped z3 → z¯3 and so the quotient w.r.t. X gives still CP 2. The
horizontal ASD instantons w.r.t. ~r lead to exotic instantons on CP 2 simply because we have
chosen to look at it ’sideways’. This is why we called it a non-example.
We record the observable an equivariant closed form that appears in the observable (1.6).
ωeq = (4(y
1 + y2)− 1)(4ω2 + 2ω + 1) + 2(gv) ∧ d(y1 + y2) ∧ (4ω + 1),
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where y1,2 are expressed with the inhomogeneous coordinates as
yi =
|zi|2
2(1 + |z1|2 + |z2|2)
,
v = i(z1∂z1−cc)+i(z2∂z2−cc) and ω is the Kähler form. In particular the bottom component
ωeq0 = 4(y
1 + y2)− 1 takes value −+ + at the three corners, see the figure
y1
y2
− +
+
Example A.2. (+ + −−) Next up is the well-known Y p,q-spaces, where p > q > 0 and
gcd(p, q) = 1 and the normals are
V = [~v1, · · · , ~v4] =


1 1 1 1
0 1 2 1
0 0 p− q p

 . (A.6)
The base X is homeomorphic to S2 × S2. We can have examples of connected sums of
any number of S2 × S2.
Example A.3. (+−−+) Staying with four faces
V =


1 0 1 1
0 1 0 −1
0 0 2 1

 .
The base X is the Hirzebruch surface F1. This example is special in the sense that it admits
a regular Reeb ~r = [1; 0; 1]. If we take the reduction w.r.t. the regular Reeb, the base is
S2 × S2. So we have the double fibration picture fig.5.
Example A.4. (+ + +−) Also with four faces
V =


1 0 −1 −1
0 1 2 1
0 0 p q

 ,
where the cone is convex iff q > p > 0. The base is homeomorphic to CP 2#CP 2 and this
example is unrelated to Y p,q as the cone is not Gorenstein (which would require q = 1, p = 0
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MS2 × S2 F1
S1S1
Figure 5: The same Sasaki manifold M is fibred over two 4-manifolds: S2× S2 and the first
Hirzebruch surface.
which is not allowed). Also this example does not possess any regular Reeb for any choice
of p, q.
Just a word about a quick (crude) way of recognising the homoeomorphism type of the
base. The faces correspond to a toric invariant 2-cycle on X, and assuming the current
choice of ~x, the first two rows of the V matrix gives relations of the 2-cycles, e.g.
[1]− [3]− [4] = [2] + 2[3] + [4] = 0
for the current example. The intersection of the 2-cycles are given by
[i]· [i+ 1] = sgn[~vi, ~vi+1, ~x],
[i]· [i] = − sgn[~x, ~vi−1, ~vi] sgn[~x, ~vi, ~vi+1] [~x, ~vi−1, ~vi+1]. (A.7)
So explicitly
[1]· [1] = −1, [2]· [2] = 2, [3]· [3] = −1, [4]· [4] = −2.
We choose [1], [4] as the independent set leading to the intersection matrix
Q =

 −1 −1
−1 −2

 ∼

 −1 0
0 −1

 ,
showing that the geometry is that of CP 2#CP 2. Note that in the previous example F1 ∼
CP 2#CP 2.
Example A.5. (+ + + +−) Upgrading to pentagon
V =


1 0 −1 −3 −2
0 1 1 2 1
0 0 p q r

 .
This is convex iff p, q, r > 0, q > 3p, r > 2p, p+ r > q, 3r > 2q. So e.g. p = 1, q = 4, r = 5
is a valid choice. The intersection is One can choose [1], [2], [3] as the independent set of
2-cycles of X and working out the intersection, one can show that X ∼ 3CP 2.
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Example A.6. (+−−++) Finally
V =


1 0 1 1 2
0 1 0 −1 −1
0 0 p q r

 .
This is convex iff p, q, r > 0, p > q, 2p > r, p + q > r, q > r. So e.g. p = 3, q = 2, r = 1 is
a valid choice. Choosing [1], [2], [4] as the independent set, the intersection form shows that
X ∼ (S2 × S2)#CP 2.
A.3 A bottom up construction
For readers who would like to start the construction from a 4 rather than 5-manifold, and
arrive at a theory with flipping instantons, there is the following bottom up approach.
We take X to be an almost toric 4-manifold, and we pick an equivariant U(1) principal
bundle with invariant connection β, regarded as a global 1-form on the total space of the
U(1)-bundle, which we call M . We can pick a basis of the U(1)2 isometry for X as e1,2 and
we let x be the vector field that rotates the circle fibre of M over X. We let
r = ǫ1eˆ1 + ǫ2eˆ2 + x (A.8)
be a Killing vector field on M , where eˆ1,2 are vector fields of the U(1) actions on M lifting
e1,2 (lifting exists since we have assumed M to be equivariant). We assume of course that
the metric on M is invariant under all of the toric symmetries. As the norm of r is non-zero
and toric invariant, we can rescale the metric to make r of unit length and keep the toric
invariance of the metric intact. The last step is only for convenience.
With this done then the 1-form κ = gMr has ιrdκ = 0, this way we have effectively
gone back to the main geometric setting, except of course κ may not be contact. Consider a
vector bundle E on X and pulled back to M , then the connection of E onM would have the
form A5 = A4 + βϕ for some adjoint scalar ϕ. As usual we impose the following equations
ιrF5 = 0, ιr ∗5 F5 = −F5.
The second equation says that F5 is anti-self-dual transverse to r. From the point of view
of X, the curvature F4 is then an extrapolation of ASD (where r and x are parallel) and SD
where r and x are anti-parallel.
But one may wonder whether x and r will ever flip from parallel to anti-parallel, seeing
that in (A.8) we allowed only constant ǫ1,2. This is where the choice of the U(1) bundle, or
the choice of β, comes in. As M is non-trivially fibred over X, it is the transition function
of M not the non-constancy of ǫ1,2 that provides the flipping.
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Example A.7. Consider CP 2 with u1,2 rotating the phases of ξ1,2 with [ξ1, ξ2, 1] being the
inhomogeneous coordinates. Take the U(1) bundle to be O(−1) and the total space is S5.
We let r = ǫ1u1 + ǫ2u2 + X, that is, in this patch we lift u1,2 to the total space trivially.
But their lift in other patches will follow from the transition functions. Indeed in the patch
[η1, 1, η3], this transforms to (ǫ1 − ǫ2)v1 − ǫ2v3 + (1 + ǫ2)X, where v1,3 rotate the phases of
η1,3. Finally in the patch [1, ζ2, ζ3], we have (ǫ2− ǫ1)w2− ǫ1w3+(1+ ǫ1)X with w2,3 rotating
the phases of ζ2,3. So depending on the sizes of ǫ1,2 one has the following picture
+ sgn(1 + ǫ1)
sgn(1 + ǫ2)
namely one can flip the sign assignments by changing the size of ǫ1,2. In particular, letting
ǫ1 = −2, ǫ2 = 0 corresponds to the non-example A.1 where one merely used [z¯1, z2, z3] as the
homogeneous coordinates for CP 2.
Example A.8. One can have a similar example for S2×S2 where one chooses M to be the
U(1) bundle of degree −1 over both S2. We denote by y1,2 ∈ [0, 1/2], φ1,2 the radial and
angle coordinates of the two S2. Let also θ be the fibre angle coordinate close to the north
pole of the two S2’s., we pick
β = dθ + 2y1dφ1 + 2y
2dφ2,
corresponding to the bundle specified above. The vector field x is still ∂θ and we choose
r = x− ǫ1∂φ1 − ǫ2∂φ2 ,
The transition function would possibly flip the sign of x, i.e. the following distribution of
signs
+ sgn(1− ǫ1)
sgn(1− ǫ1 − ǫ2)sgn(1− ǫ2)
A.4 A quasi-topological bound
Writing A5 = A4 + ϕβ, the YM term of the 5D curvature F5 = F4 + ϕdβ − βD4ϕ has the
decomposition
|F5|
2 = −κ ∧ F5 ∧ F5 + 2|(F5)
+
H |
2 + |ιrF5|
2 , (A.9)
64
so the configuration ιrF5 = 0 = (F5)
+
H minimises the YM term to be −κ ∧ F5 ∧ F5, a
quasi-topological term. Is is also a part of the supersymmetric observable
O5 = Tr
∫
M
κ ∧ ((dκ)2 + dκ+ 1) ∧ (F5 +Ψ+ σ)
2 ,
where the combination F = F5 + Ψ + σ is the universal curvature mentioned in the intro-
duction. The rest of (A.9) can be arranged into δ-exact terms, that is, the 5D action can be
written in the form −O5 + δ-exact,
S5 = Tr
∫
M
−O5 + δW (A.10)
W = Ψ ∧ ∗(−ιrF5 −Dσ)−
1
2
χ ∧ ∗H + 2χ ∧ ∗F5 + σκ ∧ dκ ∧ χ,
the details of W will not be important here.
Now we rewrite this equation in pure 4D terms, which would give us the structure of 4D
action and a bound of the YM term on some equivariant cohomology class. First the 5D
observable O5 is composed of two pieces ω5 and F
ω5 = κ ∧ ((dκ)2 + dκ+ 1) , (d− ιr)ω5 = 0 ,
F = F5 +Ψ+ σ , δF = (D5 − ιr)F . (A.11)
Here we have combined δ, ð and simply called it δ. One can also ignore the ghost part
since our manipulation is explicitly gauge covariant. We decompose Ψ = ψ + βη i.e. into
horizontal and vertical piece w.r.t. x and likewise for F
F = (F4 + ϕdβ + ψ + σ) + β(−D4ϕ+ η) .
Reducing similarly (A.11)
δ(F4 + ϕdβ + ψ + σ) = (D4 − ιv)(F4 + ϕdβ + ψ + σ) + νeq(η −D4ϕ) , νeq = dβ − ρ/h2 ,
δ(η −D4ϕ) = −(D4 − ιv)(η −D4ϕ) + [F4 + ϕdβ + ψ + σ, ϕ] .
At the same time ω5 decomposes into
ω5 = (ω5)
⊥ + βιxω5 := ω˜ + βωeq ,
(d− ιv)ωeq = 0, (d− ιv)ω˜ = −νeqωeq ,
both relations following from (d− ιr)ω5 = 0.
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Note that ωeq is a 4D equivariantly closed form, and using these relations one can write
1
2π
O5 = Tr
∫
X
ωeq ∧ (F4 + ϕρ/h
2 + ψ + σ)2 = O4
up to the following Deq and δ-exact terms
−2Tr
[
(δ +Deq)ω˜ϕ(F + dβϕ+ ψ + σ)
]
+ Tr[Deq(ω˜ωeqϕ
2)
]
.
Rewriting (A.10) in 4D terms is also straightforward and gives us the structure of 4D action
as −O4 + δ-exact. The actual expression of the δ-exact terms, i.e. the 4D rewriting of W is
hardly instructive and we omit it.
Next we focus on writing a bound similar to (A.9), in fact what we write next is applicable
to any equivariant curvature, coming from supersymmetry or not makes no difference. First,
the 5D relation ιrF − Dσ = 0 implies LAr σ = 0 and so by shifting A˜5 = A5 + σκ one
has ιrF˜5 = 0. Thus we can proceed assuming σ = 0 and ιrF5 = 0. Writing as before
A5 = A4 + ϕβ, F5 = F4 + ϕdβ − βD4ϕ, with A4, ϕ etc invariant under x for reduction to
4D. That ιrF5 = 0 implies ιv(F4 + ϕdβ)− (ρ/h2)Dϕ = 0 or more neatly
DeqFeq = 0 , Feq = F4 + ϕρ/h
2, Deq = D4 − ιv .
The above discussion suggests that the correct setting for writing a bound is that of
equivariant bundles with equivariant curvature. We record next two bounds, one for the 4D
exotic DW
∫
X
h(|F4 + ϕdβ|
2 + h−2|D4ϕ|
2) =
∫
X
−ωeq ∧ Feq ∧ Feq + h(1 + f
2)|B|2 ,
B = P
(
F + ϕdβ + h−1 ∗4
(
(g4v) ∧D4ϕ
))
,
where the extra h factor comes from fibrewise integration and (A.1). The last two terms
give the exotic instanton equation
P
(
Feq + ωeqϕ+ h
−1 ∗4
(
(g4v) ∧D4ϕ
))
= 0 .
This construction does not work on S4, except of course for the case of usual ASD instantons.
In particular, there is no non-trivial equivariant U(1) bundle on S4 and what we called ωeq
will fail to be equivariantly closed.
In fact one could have started from a 4 manifold X and use the reverse engineering in
sec.A.3 and state a bound purely in terms of 4D geometry. We only record such a bound for
the equivariant DW theory. For this one can simply take M = X × S1, we get
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Proposition A.9. Let X be a 4-manifold with a Killing vector field v, and E → X be a
vector bundle such that its curvature has equivariant extension Feq = F +ϕ, (D− ιv)Feq = 0,
then we have the bound
∫
X
h(|F |2 + |Dϕ|2) =
∫
X
−ωeqFeq ∧ Feq + 2h|C|
2,
where h2 = (1 + |v|2)−1 and
C =
1
2
(1 + ∗)
(
F +
h
1 + h
∗ (gv ∧Dϕ)
)
.
The equivariant form ωeq has expression
ωeq = h
2((dα)2 + dα + 1) + α(2dα+ 1)dh2, α = h2(gv).
B Localisation formula for basic forms
First we recall the more familiar localisation formula on an even dimensional manifold X2n.
Let v be a Killing vector field on X with isolated zeros. Let α2n be a top form admitting an
extension
α2n → αeq = α2n + α2n−2 + · · ·+ α2 + α0 ,
dvαeq = (d− ιv)αeq = 0 .
Then the we have
∫
X
α2n =
∑
i
(2π)nα0|i
ei
,
where the sum is over the fixed points of v and ei is the equivariant Euler class evaluated
at the ith point. More concretely, at a fixed point xi, the first derivative dv acts as an
orthogonal transformation on TxiX, the pfaffian gives e. If one further assumes that X is
complex and v preserves the complex structure, then one can find local complex coordinates
such that dv acts as product of U(1)’s. The product of U(1) weights gives e. For a proof of
this formula, see e.g. sec. 7 of [45].
Progressing to odd dimension M2n+1 with a non-vanishing Killing vector field r (not
assumed to be related to contact structure). One defines basic forms as
Ω•B(M) : {α ∈ Ω
•(M) | ιrα = 0 = Lrα}.
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Let κ = (gr)/|r|2 be the 1-form dual to r i.e. ιrκ = 1 and also one notices ιrdκ = 0 = Lrdκ,
i.e. dκ is basic.
One then repeats the previous construction on the basis forms: let α2n be basic admitting
an equivariant extension αeq s.t. dxαeq = 0. Here we assume that x is Killing with [x,r] = 0
and that at the isolated closed r orbits Si, one has x‖r. One has the formula
∫
M
κα2n =
∑
i
ℓi
(2π)nα0|i
ei
. (B.1)
where the sum is over the loci Si while ℓi is the integral of κ over Si, finally ei is the Euler class
transverse to r. To obtain ei, one can again choose local coordinates {θ, x1, · · · , xn} close to
Si, such that r = ∂θ and ~x = 0 is the locus Si. Then dx acts as orthogonal transformation
on ~x and one obtains e as the pfaffian.
Example B.1. We use the geometrical setting of toric Sasaki 5-manifolds, see appendix A,
and we want to integrate
1
8
∫
M
κ ∧ (dκ)2 ,
which is in fact the volume. Let x be a Killing that is the linear combination of the three
U(1) isometries, the equivariant extension reads
1
8
(dκ)2 ⇒
1
8
(dκ)2 −
1
4
〈x, κ〉dκ+
1
8
〈x, κ〉2 .
In this case, transverse to r, there is an almost complex (in fact Kähler) structure, the
equivariant Euler class is the product of the U(1) weights acting on this complex coordinates.
The weights are obtained combinatorially. Indeed, the loci Si correspond to the edges of the
moment cone Cµ(M) (see fig.6), where since there is only one effective U(1), r must be
(anti)-parallel to x. Close to Si, dx acts with weights
[~r, ~vi−1, ~x]
[~r, ~vi−1, ~vi]
,
[~vi, ~r, ~x]
[~r, ~vi−1, ~vi]
,
where [~r, ~vi−1, ~vi] = (~r× ~vi−1)·~vi for 3-vectors.
We also need to evaluate 〈x, κ〉, ℓi at Si
〈x, κ〉|i =
[x, ~vi−1, ~vi]
[r, ~vi−1, ~vi]
, ℓi =
2π
[r, ~vi−1, ~vi]
.
Putting everything together
Vol = π3
∑
i
−[~x, ~vi, ~vi+1]2
[~r, ~vi, ~vi+1][~r, ~vi, ~x][r, ~vi+1, ~x]
.
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The volume in fact equals
48π3Vol∆
with ∆ obtained from chopping off the cone perpendicular to ~r at height 1/(2|~r|), in partic-
ular it is independent of x. So for S5 whose cone is the first octant of R3, and ~r = [1; 1; 1],
then Vol∆ = 1/48 and VolS5 = π
3 as expected.
Si
Si+1
~vi−1
~vi
Figure 6: Only the base of the cone is draw.
In the main text, we will use formula (B.1) for forms basic w.r.t. r or x, where x is
from the free U(1). So we record some formulae that might come handy. We shall need
the Poincaré dual ui ∈ Ω2(M) of the 3-cycle given by the ith-faces of the cone Cµ(M).
One can choose ui basic w.r.t r or x (though not simultaneously), we shall use the same
symbol for both choices. Let ~ǫ represent another Killing, then one has equivariant extensions
ui → ui + fi,r for ui basic w.r.t r and ui → ui + fi,x basic w.r.t x. We only need to know
the evaluation of fi,r/x at the edges to perform integrals
2πfi,r
∣∣∣
i
=
[~ǫ, ~r, ~vi−1]
[~r, ~vi−1, ~vi]
, 2πfi,r
∣∣∣
i+1
=
[~ǫ, ~vi+1, ~r]
[~r, ~vi, ~vi+1]
, 2πfi,r
∣∣∣
j 6=i,i+1
= 0 , (B.2)
2πfi,x
∣∣∣
i
= [~vi−1, ~vi, ~x][~x, ~vi−1,~ǫ] , 2πfi,x
∣∣∣
i+1
= [~vi, ~vi+1, ~x][~vi+1, ~x,~ǫ] . (B.3)
Example B.2. We apply these formulae to compute the class dβ, note we always take the
orientation of M as κ(dκ)2/8.
We want to compute
〈
dβ
2π
, [i]〉 =
1
2π
∫
M
β
2π
dβui
which can be thought of as the integral of dβ over the 2-cycle on X represented by the ith
face. We use another Killing vector ǫ with [ǫ,x] = 0 to localise, typically ǫ is chosen to be r.
Note dβ has equivariant extension dβ− 〈ǫ, β〉 The localisation formula receives contribution
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at corner i, i+ 1 only, at i one has
ℓi = 2π[~vi−1, ~vi, ~x] , ei = [~x, ~vi−1,~ǫ][~vi, ~x,~ǫ] , 〈ǫ, β〉|i =
[~vi−1, ~vi,~ǫ]
[~vi−1, ~vi, ~x]
,
fi,x|i =
1
2π
[~vi−1, ~vi, ~x][~x, ~vi−1,~ǫ] , fi,x|i+1 =
1
2π
[~vi, ~vi+1, ~x][~vi+1, ~x,~ǫ] ,
and putting the contributions together
〈
dβ
2π
, [i]〉 = −[~vi−1, ~vi, ~x]
[~vi−1, ~vi,~ǫ]
[~vi, ~x,~ǫ]
− [~vi, ~vi+1, ~x]
[~vi, ~vi+1,~ǫ]
[~x, ~vi,~ǫ]
= [~vi−1, ~vi, ~x][~vi, ~vi+1, ~x][~vi−1, ~vi, ~vi+1].
More generally if we have a class F + ϕ with dǫ(F + ϕ) = 0 and basic w.r.t x, then
〈
F
2π
, [i]〉 =
ϕi
[~vi, ~x,~ǫ]
+
ϕi+1
[~x, ~vi,~ǫ]
=
ϕi − ϕi+1
[~vi, ~x,~ǫ]
. (B.4)
Remark B.3. As a remark of the formulae (B.1), one actually does not need r to be
Killing, but only a 1-form ξ defined in the complement of the loci with r‖x, such that
ιxξ = 1, ιrξ = 0, ιxdξ = 0 and ιrdξ = 0. For example, when r is Killing, we can use
ξ =
gx− 〈x,r〉κ
|x|2 − 〈x,r〉2
.
From ξ, we can construct for αeq = α4 + α2 + α0 its primitive
αeq = −(d − ιx)
(
ξα0 + ξα2 + ξdξα0
)
away from the loci x‖r. Then one can use the Stokes theorem to reduce the calculation
to some local computation around the loci x‖r. What is behind all this is that the Stokes
theorem is still valid for the basic forms thanks to dκ being basic. For details as well as the
typical scenario where our setting arises, see [46].
C The equivariant index of transversally elliptic com-
plex
C.1 A toy model on C
As a baby model consider the operator ∂¯ : E0 → E1 where Ei ∼ Ω0,i are two trivial complex
line bundles over C. The symbol of this operator is simply
σ(∂¯) = ξ0,1
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where ξ is the fibre coordinate of T ∗C. One regards σ(∂¯) as a bundle map π∗E0 → π
∗E1
with π the projection T ∗C → C. Simply put σ(∂¯) is a map E0 → E1 depending linearly
on the fibre of T ∗C. This symbol is an isomorphism whenever ξ 6= 0, i.e. away from the
zero section of T ∗C, the map σ(∂¯) : π∗E0 → π∗E1 is an isomorphism. One says that the
complex π∗E0
σ(∂¯)
→ π∗E1 has support only along the zero section. One can use a group action
to further reduce the support of this complex, i.e. localisation.
Let v be the vector field
v = iǫ(z∂z − z¯∂¯z¯)
with ǫ ∈ C, Re ǫ 6= 0, Im ǫ 6= 0. Applying the flat metric to v: gv = iǫ(zdz¯ − z¯dz), we then
use iǫz (the coefficient of dz¯) to deform ∂¯
∂¯ → ∂¯ − dz¯〈v, ∂¯〉 = ∂¯ − iǫzdz¯. (C.1)
Its symbol is deformed to
ξ0,1 = σ(∂¯)→ σ(∂¯ǫ) = ξ
0,1 − iǫz.
One wonders why do we keep the non-derivative term −iǫz in the symbol, seeing that the
symbols by definition care only about the highest derivative terms. This is because we now
regard σ(∂¯ǫ) as a bundle map π
∗E0 → π∗E1 over T ∗U(1)C, instead of T
∗C. Here the notation
T ∗U(1)C denotes the covetors of C that have zero paring with the fundamental vector field of
the U(1) action. Simply put ξ is restricted so that ξθ = 0 where θ is the angle coordinate
of C. On the other hand the deformation −iǫz comes solely from the θ component of gv.
Under normal circumstance one would have discarded terms of order 0 since they can be
homotoped to zero in the presence of an order 1 term ξθ. But now ξθ = 0, so even the terms
of order 0 is dominant and cannot be homotoped away. Another way of understanding this
is to look at the vanishing locus of the symbol: that ξ0,1 = iǫz implies ξθ = 2|z|2Re ǫ, which
does not vanish unless at z = 0 where v = 0, or Re ǫ = 0. This means that the support of
the complex π∗E0
σ(∂¯ǫ)
→ π∗E1 is reduced to the origin of C if Re ǫ 6= 0.
What then is the role of Im ǫ? It turns out the same type of manoeuver can be applied
to a compact manifold where one has a vector field v preserving the differential operator in
question. One can then deform the symbol as we did above and reduce the support of the
complex to the zeros of v. Then one would like to do a local calculation of the index and
insert the result back to the big manifold, this requires a regularisation (Thom isomorphism)
to ensure that the insertion has support only close to the zeros of v. Here is where Im ǫ is
used, as we shall see next.
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Back to our example on C, and we compute the kernel and cokernel of ∂¯ǫ.
(∂¯ − iǫz)ψ = 0 ⇒ ψn = z
neiǫ|z|
2
, (C.2)
while for the cokernel we need the adjoint operator (∂¯ + iǫz)† = ∂ + iǫ¯z¯
(∂ − iǫ¯z¯)χ = 0 ⇒ χn = z¯
neiǫ¯|z|
2
dz¯. (C.3)
The treating of Cn is exactly the same. Now we assume that ∂¯ is defined on a compact
complex manifold X with a Killing vector v. We assume that the neighbourhood of a zero
of v looks like Cn, and we would like to insert the modes ψn and χn back into X. For this
we must select only the exponentially decaying modes. Note the crucial point that within
such decaying modes, only one of the ψn or χn is valid, depending on the sign of Im ǫ
Im ǫ > 0 : ker = {ψn}, coker = ∅,
Im ǫ < 0 : coker = {χn}, ker = ∅.
We are ultimately interested in the decomposition of the kernel or cokernel into the U(1)
weights, i.e. the equivariant index. So the local contribution to the index from the above is
Im ǫ > 0 : ind = 1 + t+ t2 + · · · =
[
1
1− t
]+
, (C.4)
Im ǫ < 0 : ind = −t−1 − t−2 − · · · =
[
1
1− t
]−
, (C.5)
where t = eiǫ and where +/− is a useful short hand meaning expansion into geometric series
in t or t−1. The second line, i.e. the modes χn contribute − to the index because it belongs
to E1 and so is placed at degree 1.
For a compact manifold, it may happen that with a good choice of v, the support of
the deformed symbol will be localised to the isolated zeros of v and so the index can be
calculated from the local contribution plus or minus regulated depending on the sign of ǫ.
C.2 The ∂¯H operator on toric Sasaki manifolds
We apply the machinery above to compute the equivariant index of the transverse ∂¯H oper-
ator.
Recall from [47] that on a Sasaki 5-manifold, one has the local adapted coordinate system
ϑ, ξ1, ξ2, ξ¯1, ξ¯2 (C.6)
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such that the Reeb r is simply ∂ϑ and under a change of patch
ϑ′ = ϑ′(ϑ, ξ, ξ¯), ξ′ = ξ′(ξ). (C.7)
From this one sees that ξ1,2 are complex coordinates transverse to r. In fact there is a Kähler
structure transverse to r, using which one can write down a transverse Dolbeault operator
more easily (see the appendix of [48]). But this is not strictly necessary.
From the change of coordinates, one checks that the operator
∂¯H = dξ¯
i∂ξ¯i (C.8)
is well-defined. But the adapted coordinates ξi, ϑ are not easy to use seeing that they are
local and have wrong periods.
It is therefore helpful to have a coordinate independent way to write (C.8) shown in [49],
which we review quickly.
Our toric 5D Sasaki-manifoldM is the boundary of a 6D toric Kähler variety Y as follows.
The moment map of Y is the cone denoted Cµ(M) in sec.A (note Y is singular at the tip of
the cone, but smooth otherwise). Recall from (A.3) M is described as:
r2 = 1/2, r2 := ~r· ~y
The ∂¯H will be derived from ∂¯ of Y through a series of maps. Take any form α on M , one
extends it into a small neighbourhood of M in Y , where it can be decomposed into types
Ωp,q(Y ). Continue using the same letter α, one applies to it the ∂¯ operator of Y (as M is
bounded away from the singularity of Y , there is no smoothness issue in this operation).
Then one projects ∂¯α to the component perpendicular to (dr)0,1 (those forms perpendicular
to (dr)0,1 are called complex tangential to M in [49]). The composition of operations
Ω(M)
ext
→ Ωp,q(Y )
∂¯
→ Ωp,q+1(Y )
prj
→ Ωp,q+1
res
→ Ω(M) (C.9)
defines an operator ∂¯H . It squares to zero because ∂¯
2 = 0 and when acting on forms of M .
Furthermore, the operator is independent of the choice of extension, nor the deformations
of r, provided that r has gradient transverse to M . To see how this is related to the first
definition (C.8), recall from sec.A.1 that dr and κ = gr are related by the complex structure
of Y , and dr is transverse to M . Thus from the perspective of M , applying ∂¯ and projecting
away (dr)(0,1) is the same as applying ∂¯ and removing components along κ. Such procedure
normally would not have produced anything nilpotent, but what is crucial for ∂¯2H = 0 is that
κ is exact in Y .
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To summarise, from whichever perspective above, one gets an operator ∂¯H acting on the
complex
Ω0,0H
∂¯H→ Ω0,1H
∂¯H→ Ω0,2H
where H means transversely to r.
C.3 The ∂¯H operator near a closed Reeb orbit
There is a U(1)3-action on M preserving ∂H and so we can compute the fully U(1)
3-
equivariant index of ∂¯. This operator is certainly elliptic transverse to the U(1)3 actions,
in fact, the only direction in which it fails to be elliptic is along κ. We shall pick a vector
field ǫ which is a generic linear combination of the U(1)3, and deform the symbol σ(∂¯H) (as
described in sec.C.1) along ǫ⊥, where ⊥ means perpendicular to κ. Thanks to the ellipticity
of ∂¯H perpendicular to κ, such a deformation reduces the support of the symbol to the locus
ǫ⊥ = 0, which happens when ǫ and r are parallel. This only occurs at the closed Reeb orbits
since these are the loci where two of U(1)3 have collapsed and so ǫ r both are proportional
to the remaining U(1).
This discussion above shows that the index of ∂¯H can be computed from the local ge-
ometry round the closed Reeb orbits. It suffices thus to find a simplified description of ∂¯H
round such loci and apply sec.C.1).
Recall from sec.A, the isolated closed Reeb orbits are located at the edges of Cµ. In the
following we will not distinguish between the base of Cµ, which is a convex polygon, and Cµ
itself.
As before we denote the primitive normals of the cone Cµ as ~v1, · · · , ~vn ∈ Z3. At the
neighbourhood of the corner between face 1 and 2, we pick ~n ∈ Z3 such that
[~n,~v1, ~v2] = 1 (C.10)
thanks to the good cone condition. We also let ~u1 = ~v2 × ~n, ~u2 = ~n × ~v1 and ~m = ~v1 × ~v2.
We can define three angle coordinates
φ1 = ~u1· ~θ, φ2 = ~u2· ~θ, θ = ~m· ~θ (C.11)
where θ1,2,3 are the angle coordinates of the U(1)
3 fibre5. These angles have 2π periods
thanks to the condition det[~u1, ~u2, ~m] = 1.
5since M is a U(1)3 fibration cover the base polygon, we have three angle coordinates in a dense open
subset of X . Along the faces of the polygon, certain angles become ill defined e.g. at face 1, dφ1 = ~u1· dθ is
ill defined and so must be accompanied by quantities vanishing sufficiently fast at face 1
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The three angles above are the arguments of three complex coordinates z1, z2, z3 of Y
with z1, z2 vanishing at the corner and z3 non-vanishing. However (z1, z2, θ) are not the
adapted coordinates of (C.6), for the reason that Lrφ
1,2 6= 0 while from (C.6) one must have
Lrξ
1,2 = 0. In fact the angles coordinates of (C.6) are
ψ1 =
[~v2, ~r, ~θ]
[~v1, ~v2, ~r]
, ψ2 =
[~r, ~v1, ~θ]
[~v1, ~v2, ~r]
, ϑ =
[~v1, ~v2, ~θ]
[~v1, ~v2, ~r]
.
On can check that ψ1,2 are ’perpendicular’ to ~r as an easy consequence of the cross product,
and so ψ1,2 invariant under Lr. For the record the two sets of angle coordinates are related
as
(φ1, φ2, θ) = (ψ1 + (~r· ~u1)ϑ, ψ2 + (~r· ~u2)ϑ, (~r· ~m)ϑ). (C.12)
Recall that one can deform r2 while maintaining that its derivative be transverse to M .
At the neighbourhood of the corner, one can use a simpler choice of r2 = |z3|2. This way the
local geometry is C2 × S1 with z1,2 parameterising C2 and S1 is the angle of z3. Following
earlier discussion on the construction of ∂¯H , i.e. applying ∂¯ and projecting out dz¯
3 simply
leaves us with
∂¯H =
∑
i=1,2
dz¯i∂z¯i
and we get back to the toy model of sec.C.1, with the addition of an extra circle.
We need to deform ∂¯H as in (C.1) with a vector field ǫ which is a (complex) linear
combination of the three U(1)’s. As usual we denote ǫ with its weights
~ǫ = [ǫ1, ǫ2, ǫ3].
The deformation reads
∂¯H 7→ ∂¯H,ǫ =
2∑
i=1
(
dz¯i∂z¯i − dz¯
i〈ǫ⊥, ∂z¯i〉
)
,
where we recall that ǫ⊥ means the component perpendicular to r.
The tricky bit is to compute the inner product, as we certainly cannot assume that the
metric near the corner is the flat one when expressed in z1,2 coordinates. The obvious reason
is that z1,2 coordinates are not even canonically defined, but rather involves a choice of ~n in
(C.10). Different choices of ~n amounts to adding extra twists of z1,2 as one goes along the
Reeb orbit.
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What is canonically defined are the adapted coordinates ξ1,2 and in fact the metric trans-
verse to r is the flat metric in the ξ1,2 coordinates. Showing this requires using techniques
developed in [50] for the explicit metric and complex coordinates, which we will not go into.
The mismatch between ∂z¯1,2 and ∂ξ¯1,2 are purely along the r direction (an inkling of which
can be seen from (C.12)), and so will not affect the inner product with ǫ⊥. To summarise,
the inner products 〈ǫ⊥, ∂z¯i〉 are given by the U(1) weights of ξ
1,2 under ǫ
〈v, ∂z¯1〉 = iz
1 [~v2, ~r,~ǫ]
[~v1, ~v2, ~r]
, 〈v, ∂z¯2〉 = iz
2 [~r, ~v1,~ǫ]
[~v1, ~v2, ~r]
,
where we have used the weights (C.12). We get then that the deformation terms read
−dz¯1z1(i
[~v2, ~r,~ǫ]
[~v1, ~v2, ~r]
)− dz¯2z2(i
[~r, ~v1,~ǫ]
[~v1, ~v2, ~r]
)
As we saw in sec.C.1 it was the sign of the imaginary parts of
s1 = Im([~ǫ, ~v2, ~r]), s
2 = Im([~ǫ, ~r, ~v1])
that determine the plus/minus regulation. Note also that [~v1, ~v2, ~r] > 0 at all corners.
The toy model computation shows that the cohomology of this operator is given by the
modes (where p, q ∈ Z≥0, r ∈ Z)
s1 > 0, s2 > 0 : ǫ2eirθ(z1)p(z2)q, s1 < 0, s2 > 0 : eirθ(z¯1)p(z2)qdz¯1,
s1 > 0, s2 < 0 : eirθ(z1)p(z¯2)qdz¯2, s1 < 0, s2 < 0 : eirθ(z¯1)p(z¯2)qdz¯1 ∧ dz¯2,
where we have omitted the exponentially decaying factor since they do not contribute any-
thing to the U(1) weights. We also remark that since the local geometry is now C2 × S1
instead of C2, we have included a complete tower of Kaluza-Klein modes from the S1 factor.
The summation over r erases the ambiguity of the weights of z1,2. Indeed arg z1,2 were only
defined up to integer shifts of θ (as a result of the non-uniqueness of ~n in (C.10)). But we
are also summing over all shifts of rθ, the ambiguity drops.
The treatment of regulation at other corners is of course the same. To summarise the
vector field ǫ gives us a prescription of regularisation at all corners, and we shall see that
the regularisation at different corners orchestrates globally so that there is no over/under
counting.
C.4 Collection of the local contributions
We will now collect the contributions to the index from each corner. At corner 12, and
s1 > 0, s2 > 0 we read off the U(1) weights as p~u1 + q~u2 + r~m, with p, q ∈ Z≥0, r ∈ Z. Each
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mode contributes
∑
~w∈Z3, ~w·~v1≥0, ~w·~v2≥0
~t ~w
where ~t = [t1, t2, t3] is the equivariant parameter for the three U(1)’s and ~t
~w is a short hand
~t ~w := (t1)
w1(t2)
w2(t3)
w3.
This simply means the sign of si determines where the U(1) weights are to the positive or
negative side of face i. The other three combination of s1, s2 give
s1 > 0, s2 > 0 :
∑
~w∈Z3, ~w·~v1≥0, ~w·~v2≥0
~t ~w, s1 < 0, s2 > 0 : (−1)
∑
~w∈Z3, ~w·~v10, ~w·~v2≥0
~t ~w,
s1 > 0, s2 < 0 : (−1)
∑
~w∈Z3, ~w·~v1≥0, ~w·~v20
~t ~w, s1 < 0, s2 < 0 :
∑
~w∈Z3, ~w·~v10, ~w·~v20
~t ~w.
(C.13)
We can illustrate in picture the first two scenario, and we have only drawn the base of the
positive half cone in fig.7. Here ◦ means one should remove the corresponding the lattice
~v1
~v2
+
+
• • • • • • •
• • • • • • •
• • • • • • • •
• • • • • • • •
• • • • • • • • •
~v1
~v2
−
+◦◦◦◦◦◦
◦◦◦◦◦◦
◦◦◦◦◦
◦◦◦◦◦
◦◦◦◦
Figure 7: Two corners with ++ and +− regularisation respectively. We only draw the base
of the positive cone. The solid dot correspond to the + sign in Eq.C.4, while the hollow
circles the negative sign in Eq.C.5.
points due to the negative sign in (C.13). Also it is important to remember that for the
negative half of the cone, the situation is opposite: which we illustrate with the 2D section
of a cone
From the illustration fig.8 we see that we can focus on the positive half of the cone, and we
only draw the base of it. We take a simpler case, a cone whose 3 faces are just the coordinate
planes in R3 and we take ~r = [r1,r2,r3] such that ri > 0. If we take Im~ǫ = [1,−1,−1], then
at the corner 1, 2, we have Im([~ǫ, ~r, ~v1]) = −r3+r2, Im([~ǫ, ~r, ~v2]) = −r3−r1, Im([~ǫ, ~r, ~v3]) =
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~v1
s1 > 0
• •
• •
• ••
• • •
• • • •
• • • •
• • • • •
• • • • •
• • • • • •
+
~v2
s2 < 0
◦
◦◦
◦◦
◦◦◦
◦◦◦
◦◦◦◦
◦◦◦◦
◦◦◦◦◦
◦◦◦◦◦
=
◦ ◦ ◦
◦ ◦ ◦
◦
◦
•
•
• • •
• • •
• • • • •
Figure 8: A 2D cone. After cancellation, one gets all lattice points within the positive half
cone and minus the lattice points in the interior of the negative half cone. But for a 3D
(or odd D) cone, one gets all the lattice points in the positive cone, and plus all the lattice
points in the interior of the negative cone.
r2+r1. Then if we pose r2 > r3, then the regularisations at each corner (that is + or −) are
as in fig.9. The 12 corner (left panel) contributes to all the lattice points at the 1st quadrant.
Adding the corner from 13, one removes all the lattice points outside face 3, but it removes
too many lattice points (the circles in the middle panel). But the contribution from corner
23 exactly corrects this error. In the end, we get all the lattice points within the triangle.
So far our discussion is from the perspective of the positive cone, the negative cone is
similar but one gets all the lattice points in the interior of the negative cone fig.10.
C.5 The General Cancellation Scheme
The behaviour of cancellation from different corners is completely general: taking any generic
ǫ, one might get different +/− regularisation schemes, but one gets the same result for all
polygons, as we show next 6
Take a plane perpendicular to ~r, it cuts off the cone at a base which is a convex polygon.
For a lattice point within this cut off cone, we draw a ray from the origin passing this point,
6We thank Maksim Maydanskiy for providing the following proof.
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12
+
+
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
⇒
1
2
3
+
+
+ −
−
−
• • • • • •
• • • • •
• • • •
• • •
• •
•
◦ ◦
◦
⇒
1
2
3
+
+ −
−
+ −
• • • • • •
• • • • •
• • • •
• • •
• •
•
Figure 9: A valid assignment of +/− regularisation. Note that the two signs that flank the
same side must be opposite.
-
-
−
+
+
+
• • •
• •
•
Figure 10: For the negative cone, one gets all the lattice points in the interior of the cone.
As for whether one gets solid dot or hollow dot depends on the dimension of the cone: solid
for odd and hollow for even.
this ray then pierces the base at some point. So long as we have a cut off, there are finite
number of such piercing points. Then one is able to push the sides of the polygon out
slightly so that all piercing points are in the interior of the polygon, and yet no extra points
are encompassed. Such technicality is for handling the points that were exactly on the edge
of the faces, as we shall later use winding number to count points. When all is done, we
shall take the cut off to infinity and finish the proof.
For convenience of drawing, we rotate the cone with an SO(3) element so that ~r = [0, 0, 1],
and we shall only draw the base. Since now ~r is the z-direction, in computing s1,2, the z-
component of ~ǫ may well be set to zero. After a further rotation, we set ~ǫ = [0,−1, 0],
arriving at the figure
1
2
3
4
5
~v2
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
push
⇒
~ǫ
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
~ǫ
We assume that ~ǫ is generic, so that no edge of the polygon is horizontal.
79
The pushing off is designed to agree with (C.13). For example, at the top corner one
has [ǫ, ~v1, ~r] > 0, [ǫ, ~r, ~v5] > 0, and (C.13) says one counts all points on the positive side of
(and including those on) the two edges. The pushing off then puts all points strictly to the
positive side of the edges. At the corner 2, one has [ǫ, ~v2, ~r] > 0 and one counts points to
the positive side of (and including those on) edge 12. But [ǫ, ~r, ~v1] < 0, so one counts points
strictly to the negative side of edge 23, again the pushing off excludes exactly those points
on edge 23.
To summarise the situation, with the pushing off, we need to show that, by our prescrip-
tion (C.13), all points inside the polygon are counted exactly once and points outside are
counted zero times. To show this, consider the following propagator
θ(x, y) =
−ydx+ xdy
x2 + y2
which, when integrated along any contour, gives the winding number of the contour round
the origin. Let (x0, y0) be any point on the plane, consider the integral
∮
C
θ(x0 − x, y0 − y)
with C going round the edges of the polygon counterclockwise once. We know that the
integral is zero for (x0, y0) outside the polygon and one for those inside. Next we evaluate
this integral in a different way.
Since θ is closed, and so is locally exact, we can construct its local primitive d−1θ(x0 −
x, y0 − y) with the following prescription.
1
2
3
4
5
•
p0
•q1
•
q2
One fixes an arbitrary base point p0 on the blue line. For a point (x, y) on an edge, say 45, one
extends the edge downwards until it meets the blue line. Then the value of d−1θ(x0−x, y0−y)
is given by integrating θ(x0−x, y0−y) from p0 along the blue line to the point of intersection
with edge 45, then one goes upwards along 45 till point (x, y). This local primitive is
discontinuous at the corners, in fact, by Stokes theorem, the contour integral of θ along C,
and so the winding number of C round (x0, y0), is given by the sum of the discontinuities at
all corners.
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To calculate the discontinuity, e.g. for q1, q2 very close to corner 4, but on two different
edges, it is easy to see that the discontinuity equals the integral of θ clockwise along the tri-
angle bounded by the two dotted lines and the blue line. Such integral gives winding number
−1 for all points within the said triangle and zero otherwise. In contrast, for two points close
on either sides of corner 1, the discontinuity is given by the integral of θ counterclockwise
along the triangle bounded by edges 12, 15 and the blue line. This integral gives winding
number +1 for all points in the said triangle and zero outside. More generally, at a corner
i between two edges with normals ~vi−1, ~vi, the discontinuity is always the integral of θ in
the triangle bounded by the (extension of) the two edges and the blue line, we just need
to find the orientation. The edge with normal ~vi−1 (resp. ~vi) is extended in the direction
sgn([~vi−1, ~r,~ǫ])~vi−1 × ~r (resp. sgn([~vi, ~r,~ǫ])~vi × ~r) to meet the blue line, the orientation is
thus the sign
sgn
(
− sgn([~vi−1, ~r,~ǫ])~vi−1 × ~r
)
×
(
sgn([~vi, ~r,~ǫ])~vi × ~r
)
· ~r
)
= − sgn
(
[~vi−1, ~r,~ǫ][~vi, ~r,~ǫ][~vi−1, ~vi, ~r]
)
= sgn
(
[~r, ~vi−1,~ǫ][~vi, ~r,~ǫ]
)
.
This agrees completely with (C.13).
In summary the equivariant index of ∂¯H reads
ind(∂¯H) =
∑
~m∈Z3∩C
(~t )~m +
∑
~m∈Z3∩(−C◦)
(~t )~m, (C.14)
where C is the cone encoding the toric Sasaki geometry, −C is its negative cone and C◦
means the interior.
D Weil/Kalkman Model for Equivariant Cohomology
We give a quick review of the Weil/Kalkman model for equivariant cohomology.
Let a Lie group G with Lie algebra g act on a manifold M . We denote with ξ ∈ g also
the fundamental vector field of the action by ξ. If the G-action is free then M/G is smooth
and the differential forms of M/G can be extracted as the basic forms
Ω•(M/G) ≃ Ω•basic(M).
Recall that a form α is basic iff 1. it is horizontal: ιξα = 0 for ξ ∈ g, and 2. it is G-invariant.
However if the G-action is not free, one has a replacement of Ω•(M/G) as Ω•G(M) :=
Ω•(EG ×G M), where EG is the universal G-bundle over the classifying space BG. For
readers unfamiliar with such jargons, it suffices to think of EG as a principal G-bundle such
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that EG is contractible. As we are not so much concerned with the topology as with the de
Rham algebra Ω•G, we just say that the differential forms of EG are generated by g-valued
odd/even generators c, φ with degree 1 and 2. These two generators are meant to model
abstractly ϑ and ̺, indeed one has two differentials
δc = φ, ðc = c2,
δφ = 0, ðφ = [c, φ],
,
with the sum δ + ð satisfies
(δ + ð)c = φ+ c2, (δ + ð)φ = [c, φ].
The first mimics universal relation between connection and curvature ̺ = dϑ + ϑϑ, while
the second mimics the Biancchi identity of the curvature. Therefore c/φ are often called the
universal connection/curvature.
The de Rham algebra of EG interacts with that of M via the G-action resulting in the
Weil/Kalkman differential. To write it, we pick a basis {ξa} for g
dwα = dα− Lcα+ ιφα := dα− c
aLξaα + φ
aιξaα, α ∈ Ω
•. (D.1)
This differential is isomorphic to the usual de Rham via a conjugation by ec
aιξa see [33], and
the above algebra is called the Kalkman algebra. It is a variation of (and isomorphic to) the
Weil algebra, but more adapted for physicists due to its affinity with BRST.
With these preparations one extracts Ω•G(M) from the G-basic part of Ω
•(EG × M).
In contrast to Weil algebra, in the Kalkman algebra context, horizontal means simply the
absence of c. This is familiar to physicist since c is the ghost and should not appear in physical
quantities. The G-invariant part of Ω•(EG×M) can usually be enforced by averaging over
G.
When the G-action is free one can explicitly realise the isomorphism Ω•G(M) ≃ Ω
•(M/G)
as follows. Since G acts freely, one regards M as a principal bundle over M/G and therefore
one can get the connection and curvature of this bundle. One replaces c, φ in Ω•G(M) with the
actual connection and curvature, in particular φ is no longer a free generator but becomes
torsion. This way one gets a closed basic form on M i.e. a closed form on M/G. This
is nothing but the Chern-Weil construction of characteristic class of bundles. While if the
action is not free, there will be some φ that cannot not be replaced with the curvature
and remain a free generator in the de Rham algebra, and such free generator always signals
non-free action.
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D.1 Equivariance formulated on the principal bundle
Here we discuss the technical issue that arises when the associated bundle P ×G V is Γ-
equivariant, but P is not.
We have introduced the complex (3.26) in the main text involving C•,• : Lie Γ×LieG→
LieG that measures the non-commutativity between Γ-’action’ and the right G-action on P .
It satisfies
[Ru, Yξ] = RCξ,u , u ∈ LieG, ξ ∈ Lie Γ. (D.2)
Furthermore Tξ is the ’action’ of ξ ∈ Lie Γ on V , satisfying
(Ru ◦ Tξ) + [u, Tξ] = −Cξ,u. (D.3)
As Yξ and Tξ are not from bona fide actions, the commutativity fails according to
[Yξ2, Yξ1] = Y[ξ1,ξ2] +RZξ1,ξ2 ,
Yξ2 ◦ Tξ1 − [1↔ 2] + [Tξ1, Tξ2 ] = −RZξ1,ξ2 + T[ξ1,ξ2],
where Zξ1,ξ2 = −Zξ2,ξ1 and it in turn satisfies the coherence relation
Cξ,[u,v] = [Cξ,u, v] +Ru ◦ Cξ,v − [u↔ v]. (D.4)
Remark D.1. The coherent relations, e.g. (D.2) are derived by noting that the noncom-
mutativity of Γ and G actions can be fixed by another G-action (since P ×G V does have a
Γ action), then by differentiating this coherence one can get the infinitesimal version (D.2).
Secondly, the list above is far from complete, since what we have trying to write down
here is essentially the coherence relations of a 2-category, i.e. think of the points of P × V
as objects, and Γ action as morphisms. The morphisms only compose correctly only up to
G action (2-morphisms), in the same way associativity of composition holds up to G actions
etc.
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