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We calculate electronic states on a closed cylindrical surface as a model of a core-shell nanowire.
The length of the cylinder can be infinite or finite. We define cardinal points on the circumference
of the cylinder and consider a spatially uniform magnetic field perpendicular to the cylinder axis, in
the direction South-North. The orbital motion of the electrons depends on the radial component of
the field which is nonuniform around the circumference: it is equal to the total field at North and
South, but vanishes at the West and East sides. For a strong field, when the magnetic length is
comparable to the radius of the cylinder, the electronic states at North and South become localized
cyclotron orbits, whereas at East and West the states become long and narrow snaking orbits
propagating along the cylinder. The energy of the cyclotron states increases with the magnetic
field whereas the energy of the snaking states is stable. Consequently, at high magnetic fields the
electron density vanishes at North and South and concentrates at East and West. We include spin-
orbit interaction with linear Rashba and Dresselhaus models. For a cylinder of finite length the
Dresselhaus interaction produces an axial twist of the charge density relative to the center of the
wire, which may be amplified in the presence of the Rashba interaction.
PACS numbers: 73.20.At, 71.70.Ej, 73.21.Hb.
I. INTRODUCTION
In the beginning of the 90’s nanomagnets of 30-100 nm
diameter were fabricated using a scanning tunneling mi-
croscope [1]. Soon after that electronic transport in the
presence of nonuniform magnetic fields created by mag-
netic steps, magnetic barriers, or magnetic wells, have
been studied and interesting conductance properties have
been predicted [2]. For example, the tunneling probabil-
ity of an electron through a magnetic barrier which de-
pends not only on the momentum component perpendic-
ular to the barrier (like for an electric barrier), but also
on the component parallel to the barrier. The nonuni-
form magnetic field is formally equivalent to an effective
potential which depends on the momentum [3]. This is in
fact the idea of magnetic lenses used to focus the electron
beam, for example in cathode tubes. In nanostructured
magnetic barriers additional scattering or quantization
effects could be experimentally detected [4, 5].
Then, periodic magnetic fields over hundreds of nm
were created in GaAs heterostructures. One design was
with superconducting stripes placed on the surface of
the semiconductor heterostructure, but which produced
only weak variations of the magnetic field at the level
of the two-dimensional electron gas [6]. Another de-
sign was with ferromagnetic stripes grown at the surface,
which produced fields with much stronger gradients, and
even changing sign [7]. In some regions the field compo-
nent perpendicular to the two-dimensional electron sys-
tem was “up” and in other regions it was “down”. In such
a situation, for an appropriate orientation of the elec-
tron velocity along the zero-field line, the Lorentz forces
on both sides tend to bend the trajectory back, towards
the line, such that the electron remains trapped in an
open snaking orbit [8]. For this reason a strong positive
magnetoresistance was observed in the experiments [7].
For a large amplitude of the periodic magnetic field (like
half a tesla) the electronic states were a superposition
of two dimensional cyclotron orbits and one-dimensional
free electron states along the snaking paths [9, 10].
Another interesting example of electrons in an inho-
mogeneous magnetic field is when the electrons are sit-
uated on a cylindrical surface. Such an electron system
has been built by several groups using the strain archi-
tecture technology [11]. By etching at a certain depth
underneath an InGaAs heterostructure the upper layers
automatically bend, due to the strain relaxation, until
becoming a cylinder with radius of 10-20 µm [12, 13].
The curved surface is never closed, but it can also be
rolled up many times until it looks like a carpet roll [14].
In the presence of a magnetic field perpendicular to the
axis of the cylinder the Lorentz force depends only on
the radial component and vanishes at right angles with
respect to the external field.
Four-terminal transport measurements on a small re-
gion defined on such a curved surface, with the zero-field
line inside the transport region, show oscillations of the
magnetoresistance indicating that the electrons scatter
into the snaking orbits and then deviate either towards
the positive side or towards the negative side of the mag-
netic field. Although the two-dimensional electron gas
has high mobility, it is not clear whether the electronic
transport is truly ballistic in this case due to the rel-
atively rough boundaries of the transport region. An
interesting hypothesis is that the Dresselhaus spin-orbit
effect is responsible for the preferential deviation of the
electrons [15].
With a totally different technology, thin nanowires of
2diameters down to 100 nm or less can now be grown [16].
Field effect transistors with high electron mobility have
been realized with InAs/InP core-shell cylinders [17]. In
that case the InAs core was conductor while the InP shell
was insulating, with a passivation role. Tubular conduc-
tors have also been created. For example with nanowires
made of InN [18, 19] or InAs [20], where the tubular con-
ductor is formed due to the accumulation layer at the
surface resulting from the Fermi level pinning. More re-
cently GaAs/InAs core-shell structures have been made,
where now an insulating core of GaAs is surrounded by
a conductive layer of InAs [21]. Transport properties of
phase-coherent type in GaAs/InAs core-shell nanowires
with a magnetic field in different directions, and also tem-
perature dependent measurements, have been recently
reported [21, 22]. Conductance oscillations are observed
as functions of a longitudinal magnetic field and a gate
voltage, and also an antilocalization effect due to the elec-
tron spin. Hall effect measurements are performed on
InAs nanowires [23]. However, to our knowledge, system-
atic magnetotransport measurements with the magnetic
field perpendicular to the cylinder are not reported, and
the role or the presence of the snaking orbits is not clear.
Several theoretical papers addressed the quantum
states and some transport properties of electrons situated
on a closed cylindrical surface in the presence of an exter-
nal magnetic field. Oscillations of magnetoconductance
in the case of ballistic transport were described as in-
terference effects between electrons propagating through
different channels along the cylinder [24]. Oscillations of
Aharonov-Bohm type are also predicted for the magne-
tizations of core-shell nanowires [25]. In particular, an
interesting paper by Ferrari et al. [26] describes states
in a transverse magnetic field, possibly periodic along
the length of the cylinder. The authors give a hint of
the snaking orbits, but they do not focus on them. In
more recent papers from the same group [27–29] core-
shell nanowires with hexagonal cross section are consid-
ered, which is a more realistic shape for narrow cylinders
[30–32]. A detailed semi-classical analysis of cyclotron
and snaking states on the cylinder in a transverse mag-
netic field was made by Bellucci and Onorato [33].
Most of the previous theoretical studies of the cylindri-
cal electron gas in a transversal magnetic field analyzed
only individual states, cyclotronic, or snaking, or a com-
bination of them, but not the distribution of electrons
on the cylinder surface when many such states are com-
bined. For example, it is not clear under what conditions
the snaking states have a prominent presence in the elec-
tron density (and consequently in transport) and when
they are washed out by the other states. In this paper we
reconsider the quantum mechanics of electrons on a cylin-
drical surface in a perpendicular magnetic field. We show
that for a sufficiently strong, but realistic magnetic field,
perpendicular to the axis of the cylinder, the electron
density concentrates on the lateral sides of the cylinder
along the snaking orbits, whereas the top and the bot-
tom regions become totally depleted. This result may
possibly be guessed from previous theoretical papers, but
it has not been explicitly shown. We include systemat-
ically the spin and spin-orbit interaction (SOI) within
standard models incorporating a Rashba effect [34] and
a Dresselhaus contribution [15] and we calculate the spin
polarization around the surface for cylinders of infinite
and finite length. In the latter case we obtain the dis-
tribution of permanent currents closing over the edges of
the cylinder. Inclusion of the Dresselhaus term produces
a torsion effect wherein the charge density is symmetric
under a reflection over the x or y axes, simultaneous with
the inversion of the z coordinate. This effect is related
to the edge states.
In Sec. II we describe the model and we build the
quantum mechanical states. In Sec. III we discuss the
cyclotron and the snaking states. In Sections IV and V
we show our results for cylinders of an infinite and finite
length, respectively. Finally in Sec. VI we summarize the
conclusions.
II. QUANTUM MECHANICAL MODEL FOR
THE INFINITE CYLINDER
We consider electrons on a cylindrical surface of zero
thickness, radius R, and infinite length, which is illus-
trated in Fig. 1. The length of the cylinder is in the
z direction, the vertical axis is x, and the horizontal
axis is y. For convenience we also name the “cardi-
nal” points as North (N), South (S), East (E), and
West (W). In order to calculate the quantum mechan-
ical states of electrons situated on this surface we de-
scribe the corresponding Hilbert space with the basis set
〈ϕz|mks〉 ≡ 〈ϕ|m〉〈z|k〉|s〉, where
〈ϕ|m〉 = 1√
2π
eimϕ, 〈z|k〉 = 1√
L
eikz , |s〉 = | ± 1〉. (1)
In this basis set the quantum number m = 0,±1,±2, ...
describe the z-projection of the angular momentum, k is
the wave vector in the z direction and L is the unspecified
length of the cylinder. The spin states are associated to
an abstract binary vector |s〉, conventionally chosen as
eigenvectors of the spin angular momentum in the same
direction z.
The basis set are the eigenvectors of the Hamiltonian
without magnetic field and spin,
H0 = − ~
2
2meffR2
∂2
∂ϕ2
+
pz
2
2meff
, (2)
with corresponding eigenenergies
εmk =
~
2
2meffR2
[
m2 + (kR)2
]
. (3)
The total single particle Hamiltonian of the problem, H ,
is given by the sum of H0 above and contributions from
the magnetic field, vector potential, and SOI shown be-
low.
3FIG. 1. An infinitely long cylinder in a perpendicular mag-
netic field B shown with the big arrows. The small arrows
indicate the radial field component on the cylinder surface.
Electrons are situated on the cylinder surface and their orbital
motion is determined by the radial field component shown by
the small arrows. The “cardinal” points (N,S,E,W) are in-
dicated and used suggestively. The radial field vanishes at
E and W points, i. e. along the dotted blue line where the
electron trajectory is an open snaking orbits in this region as
shown by the black wavy line. At the N and S poles the orbits
correspond to closed cyclotron loops (not shown).
In the presence of a magnetic field along the x direc-
tion, B = (B, 0, 0), the vector potential can be chosen
as A = (0, 0, By) = (0, 0, BR sinϕ). With the momen-
tum transformation pz → pz + eAz = pz + eBR sinϕ we
obtain the orbital contribution of the magnetic field,
HB =
eBR
meff
pz sinϕ+
(eBR)2
2meff
(sinϕ)2. (4)
The spin Zeeman term is then given by
HZ = −1
2
geffµBBσx, (5)
where the Zeeman energy is included through the effec-
tive g-factor (geff) of the electron in the semiconductor
host material and where µB is Bohr’s magneton (defined
with the mass of the free electron and the absolute value
of the electron charge).
The spin-orbit interaction is described with the linear
Rashba (HR) and Dresselhaus (HD) models as follows.
HR =
α
~
[σϕ(pz + eBR sinϕ)− σzpϕ] , (6)
which corresponds to the radial confinement of the elec-
trons on the cylindrical surface analogous to the planar
confinement of the two-dimensional electron gas in an
asymmetric quantum well [34]. Here σϕ = σy cosϕ −
σx sinϕ and pϕ = −i~/R∂ϕ are the azimuthal Pauli ma-
trix and momentum, respectively.
The second type of SOI is the Dresselhaus coupling in
zincblende structures, due to the bulk inversion asymme-
try, which is of the form
HD =
γ
~
(
px(p
2
y − p2z)σx + cyclic permutations
)
, (7)
where γ is a material parameter that determines the
strength of the spin orbit coupling [35]. In a similar way
as in deriving Eq. (6) we assume that the electronic sys-
tem contained in the shell behaves like a two-dimensional
electron gas wrapped around the core. Projecting down
to the lower radial mode gives rise to
HD =
β
~
[
1
2
(σϕpϕ + pϕσϕ)− σz(pz + eBR sinϕ)
]
, (8)
which is the standard model for the two-dimensional
semiconductor system [35, 36], but here symmetrized in
the azimuthal direction ϕˆ. Nanowires grown from ma-
terials that are zincblende in the bulk can occur with a
wurtzite configuration due to the structural changes in
the lattice. A nanowire with a wurtzite lattice has a lin-
ear SOI term [37] which is different than for a zincblende.
Nevertheless, here we consider nanowires that still have
a zincblende structure, which is possible since the crys-
tallographic phase can be controlled at growth [38].
The total Hamiltonian is now
H = H0 +HB +HZ +HR +HD, (9)
whose eigenstates |ak〉 are expanded in the basis (1):
H |ak〉 = Eak|ak〉,
|ak〉 =
∑
ms
ca,ms(k)|mks〉 ≡
∑
q
caq(k)|qk〉. (10)
The wave vector k is a good quantum number and it
is therefore conserved. For any fixed k the label a =
1, 2, 3, ... denotes the eigenstates in the increasing order
of the energies Eak and incorporates the mixed orbital
(m) and spin (s) states. The spin is not conserved due to
the presence of SOI. For simplicity a composite discrete
label q = {m, s} has been introduced. The coefficients
caq(k) are found by a numerical diagonalization of the
matrix elements of H calculated in the basis (1), for in-
dependent values of k on a discrete, but sufficiently dense
grid, with 200-400 points. In the numerical calculations,
for each k value the basis is truncated to |m| ≤ 50. All the
matrix elements of the Hamiltonian are straightforward
integrals of trigonometric functions which are calculated
analytically and shown in the Appendix A.
Once the single particle states are known the chemical
potential µ can be calculated by fixing the number of
electrons N or the average electron density 〈n〉, and by
solving the equation for the occupation numbers,
〈n〉 ≡ N
2πRL
=
1
2πRL
∑
ak
Fak , (11)
where Fak = F [(Eak−µ)/kBT ] is the Fermi function. For
the infinite cylinder the summation over the wave vectors
4k is in fact (1/2π)
∫
dk which is carried out numerically
on the grid. The particle and spin densities, n(ϕ) and
sα(ϕ), (α = x, y, z denoting the spatial direction), are
further calculated as
n(ϕ) =
∑
ak
Fakψ†akψak(ϕ, z),
σα(ϕ) =
∑
ak
Fakψ†ak
~
2
σαψak(ϕ, z), (12)
where ψak(ϕ, z) ≡ 〈r|ak〉 are the wave functions (spinors)
in the position representation, the scalar product in the
spin space being implicitly assumed in both versions of
Eq. (12). In the numerical implementation of the particle
and spin densities the wave functions are expanded in the
basis (1) and the k integrals are stored in the matrix
Gq1q2 =
1
2π
∑
a
∫
dkFakc∗aq1(k)caq2(k). (13)
With the help of this matrix Eq. (12) can be written as
n(ϕ) =
1
2πR
∑
q1q2
ei(m2−m1)ϕ Gq1q2 δs1s2 ,
sα(ϕ) =
1
2πR
∑
q1q2
ei(m2−m1)ϕ Gq1q2
~
2
(σα)s1s2 , (14)
where q1 = {m1, s1} and q2 = {m2, s2}.
III. SNAKING ORBITS AND THE EFFECTIVE
POTENTIAL
In our setup the orbital motion of the electrons is de-
termined by the component of the magnetic field per-
pendicular to the surface, if we neglect the additional
(small) effects due to the SOI. The electrons experience
a nonuniform radial magnetic field at different points on
the cylinder which vanishes at right angles relative to the
external field, i. e. at the W and E points, as shown in
Fig. 1. In terms of classical mechanics the trajectory of
an electron along the zero-field line is a snaking orbit [33].
It is laterally confined by the Lorentz force which from
both sides of the zero-field line tends to bend it back to-
wards the line [8]. Only one orientation of the velocity
is compatible with a snaking state. In the regions where
the radial field does not vanish the classical trajectory
of the electrons correspond to closed cyclotron orbits,
possibly distorted by the field gradient. For a weak mag-
netic field or for a cylinder with a small radius R the two
types of states (snaking and cyclotron) cannot be really
distinguished. But for a strong field, such that the mag-
netic length ℓB ≡
√
~/eB < R the two type a states
may become spatially separated. The cyclotron orbits
may occupy the N and S regions (and the surroundings),
whereas the snaking states may concentrate around the
W and E regions.
The confined snaking states can be easily explained by
isolating an effective “magnetic” potential in the orbital
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FIG. 2. The effective potential (15) around the cylinder for
different values of the dimensionless parameter λ = kℓ2B/R,
vs. the polar angle ϕ. Electron states with low energies are
bound to the minima of this potential.
Hamiltonian [3, 9, 10, 26]. Since the momentum in the z
direction pz = ~k is conserved we can look at the matrix
elements of the orbital terms of the Hamiltonian HO ≡
H0 +HB and write them in the form
HO(k) = − ~
2
2meffR2
∂2
∂ϕ2
+ Vmag(k, ϕ),
where
Vmag(k, ϕ) =
(eBR)2
2meff
(
kℓ2B
R
+ sinϕ
)2
(15)
is an effective potential which depends on the wave vec-
tor, or in fact on the dimensionless parameter λ =
kℓ2B/R, which can bind (or localize) states with low en-
ergies
For |λ| < 1 the potential has two minima, as seen in
Fig. 2, and hence the probability densities are expected
to show two maxima. In particular, for λ = 0 (or k = 0),
the states are confined on at ϕ = 0 and ϕ = π, i. e. at
the N and S points. For a |λ| ≥ 1 the potential has only
one minimum, at ϕ = 3π/2 for k > 0 and at ϕ = π/2
for k < 0, where the snaking orbits are captured. The
snaking states with the lowest energy will thus have the
wave vectors km = ±R/ℓ2B.
IV. NUMERICAL RESULTS FOR THE
INFINITE CYLINDER
A. Low magnetic fields
In the following examples we consider a cylindrical
surface with parameters as for InAs [34]. The effec-
tive electron mass and g-factor are meff = 0.023m0 and
geff = −14.9, respectively. The average electron den-
sity on the surface is 〈n〉 = 1.17 × 1011 cm−2. We use
a Rashba SOI strength α = 20 meV nm, corresponding
to a strong radial electric field which confines the elec-
trons on the surface, and a Dresselhaus SOI parameter
5β = 3 meV nm, both inspired from flat heterostructures
[35, 36]. Indeed, in a real sample, there is a lot of a un-
certainty of these parameters, but in the present work we
are aiming at qualitative results. In the calculations of
the spin and particle densities we use a finite tempera-
ture T = 1 K, sufficiently low to have no real role, but
only to avoid possible numerical artefacts produced by a
pure step-like Fermi function.
In Fig. 3(a) we show the energy spectrum together
with the corresponding charge and spin densities for a
cylinder of radius R = 35 nm at a low magnetic field
B = 0.16 T. The energy spectrum is organized in dis-
crete energy bands (determined by the finite circum-
ference 2πR) which are even functions of k, Eak =
Ea−k, a = 1, 2, ... . The orientation of the spin along
the direction of the magnetic field, positive or negative,
is associated with the color used to display the energy
dispersion curves. Here the Zeeman energy is small,
EZ ≈ 0.86B[T] ≈ 0.14 meV, and hence the energy sepa-
ration between the the band pairs is determined by SOI
effects. To see this we can evaluate the energies for B = 0
and k = 0 using Eqs. (3) and (6) (neglecting HD) as
ǫms = (~
2/2m2eff)m
2 − (α/R)sm, which in units of meV
are: ǫ0∓1 = 0, ǫ∓1∓1 = 0.78, ǫ∓1±1 = 1.92, ǫ∓2∓1 =
4.25, ǫ∓2±1 = 6.54, etc. These values are quite close to
the energies seen in Fig. 3(a) at k = 0. In the figure the
degeneracies are lifted by the finite magnetic field and
the spin becomes polarized along the x direction. The
band splitting around k = 0 is not uniform. It occurs for
the lower bands, but it vanishes at higher energies where
the orbital terms proportional to m2 dominate.
We observe a very weak variation of the electron den-
sity relative to the mean value, around the entire cir-
cumference, Fig. 3(b). This result is consistent with
the classical mechanics where according to the Bohr-van
Leeuwen theorem a magnetic field (homogeneous or not)
should have no effect on the density of electrons. The
magnetic field only translates the momenta in the sta-
tistical distribution functions and therefore has no in-
fluence on the equilibrium states [39]. In our case the
classical limit corresponds to ℓB >> R or to a high elec-
tron density such that the number of occupied subbands
is much larger than one. Therefore the charge oscilla-
tions around the circumference have to be interpreted
as quantum effects. The only difference between the
electrons situated on the upper and lower halves of the
cylinder is the orientation of the cyclotron motion on the
surface relative to the normal direction. Consequently
the electron density has both up-down (or N-S) and left-
right (or E-W) symmetries, i. e. n(ϕ) = n(π − ϕ) and
n(ϕ) = n(2π − ϕ) ≡ n(−ϕ). The weak oscillations have
thus two identical minima and two identical maxima. In
the present example the minima occur at the ϕ = 0 (N)
and ϕ = π (S) regions and the maxima at ϕ = π/2 (E)
and ϕ = 3π/2 (W) sides, but they may interchange for
another position of the chemical potential over the energy
spectrum.
The calculated spin density corresponding to the spin
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FIG. 3. (a) Energy spectrum for a cylindrical surface of
radius R = 35 nm vs. the wave vector k. The red (solid) and
green (dashed) curves indicate states with a positive and neg-
ative spin projection along the magnetic field, respectively.
The horizontal blue (dashed) line shows the chemical poten-
tial. (b) The electron density n, (c) the spin density Sx, and
(d) the spin densities Sy and Sz as functions of the polar an-
gle on the surface ϕ. The magnetic field strength B = 0.16
T.
direction along the magnetic field, i. e. Sx(ϕ), follows the
weak charge oscillations, with maxima and minima at the
same locations, but with a larger relative amplitude. In
this case the spin density along the magnetic field is pro-
portional to the electron density, such as in a (quasi) ho-
mogeneous system. In the SOI terms of the Hamiltonian,
Eqs. (6) and (8), we used the spin in cylindrical coordi-
nates. Because of the transversal magnetic field, in the
x direction, we prefer to show in Fig. 3 all spin densities
in cartesian coordinates. The spin density perpendicular
to the magnetic field, in the y direction, i. e. transverse
to the net motion, is determined by the Rashba SOI,
and it is an odd function of angle, Sy(ϕ) = −Sy(−ϕ),
and also antisymmetric on the lateral sides of the cylin-
der w.r.t ϕ = ±π/2, Sy(ϕ) = −Sy(π − ϕ). The effect
of the Dresselhaus SOI is to tilt the spin in the z direc-
tion, i. e. along the net motion, but with the symmetries
Sz(ϕ) = −Sz(−ϕ) = Sz(π − ϕ). In the example shown
in Fig. 3 the oscillations of the spin densities in all spa-
tial directions (x, y, z) are comparable in amplitude, but
the average values of Sy(ϕ) and Sz(ϕ) vanish. This is
due to the circular symmetry of the SOI electric field, as
opposed to the fixed direction of the Zeeman field.
B. High magnetic fields
In the next example we increase the magnetic field to
B = 7 T and show the results in Fig. 4. In this case
the magnetic length ℓB = 9.7 nm << R = 35 nm and
therefore the electrons situated at the N or S regions
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FIG. 4. (a) Energy spectrum for a cylindrical surface of
radius R = 35 nm vs. the wave vector k. The red (solid) and
green (dashed) curves indicate states with a positive and neg-
ative spin projection along the magnetic field, respectively.
The horizontal blue (dashed) line shows the chemical poten-
tial. Right: (b) The electron density n, (c) the spin density
Sx, and (d) the spin densities Sy and Sz as functions of the
polar angle on the surface ϕ. The magnetic field strength
B = 7 T.
have almost localized wave functions around ϕ = 0 and
ϕ = π, respectively, where they experience a nearly con-
stant magnetic field. Such states are in fact Landau lev-
els which can be seen in the center of the energy bands,
around k = 0 [26, 33]. In Fig. 4(a) the chemical po-
tential is slightly below the lowest Landau level. Each
Landau level is actually split in two sublevels because of
the two equivalent regions N and S. For such a large mag-
netic field the two sublevels almost merge and hence the
Landau level becomes almost degenerate. The Zeeman
energy is now 6 meV and the next band top above the
chemical potential coincides with the same ground Lan-
dau level, but with the opposite spin projection in the
x direction. The states which are not around the cen-
ter of the energy bands have wave functions on the lat-
eral sides of the cylinder, possibly in the snaking areas.
The snaking states with the lowest energy correspond to
the lowest side minima of the lowest band and have the
wave vectors which minimize the effective potential (15),
km = ±R/ℓ2B = ±0.37 nm−1.
An interesting feature of the energy spectrum is the
non monotonous band dispersion. The energy bands have
local minima and maxima which are expected to produce
conductance steps. Each time the Fermi energy crosses a
minimum the coductance increases by one unit, and each
time it crosses a maximum, it decreases by one unit of
e2/h. As a result “anomalous” conductance steps should
occur, taking as a reference the simple staircase corre-
sponding to displaced parabolas around k = 0 [40].
We notice another interesting feature of the energy
spectrum. The Landau states increase in energy propor-
tionally with the strength of the magnetic field, whereas
the minima of the magnetic potential are always zero.
This means that with increasing magnetic field the tops
of the bands at k = 0 rise whereas the side minima are
relatively stable. Consequently the electron density de-
velops minima at the N and S poles and maxima at the
E and W sides, as can be seen in Fig. 4(b). Concerning
the spin density, because the Zeeman gap is now large,
the x projection does not follow the electron density like
in the low field limit, Fig. 4(c).
Next we show in Fig. 5 results for the same magnetic
field strength as before, B = 7 T, but for a cylinder with
radius R = 100 nm. In this case the Landau states ex-
tend over wider surfaces on the top and bottom of the
cylinders, or in other words on a larger interval of cen-
ter coordinates kℓ2B. However, with the chemical poten-
tial below the lowest Landau state, the electron density
totally vanishes at the N and S poles. Increasing the
magnetic field, or reducing the electron density, the de-
pleted regions will expand, and eventually the electrons
will concentrate only along thin lateral channels.
The spin-x density has pronounced peaks matching the
lateral maxima of the charge distribution which corre-
spond to electrons in the lowest pair of (almost degen-
erate) energy bands, and thus all with spin “up”. The
secondary maxima at ϕ = π/2 and ϕ = 3π/2 are given
by the snaking electrons. But due to the heavy bending
of the energy bands, they now reside in the lowest three
pairs of energy bands, the first two (more or less) with
compensated spin, but the third again with spin “up”.
The probability density around the circular contour,
for several representative single particle states marked
with point symbols, is shown further in Fig. 6. For ex-
ample, the state marked with + belongs to the band E1k,
has energy 13.5 meV and wave vector k = 0.3 nm−1, and
it is of cyclotronic type. The probability density has two
symmetric peaks slightly tilt towards the W side as shown
in the top-left example of Fig. 6. The state E2k is next
on the energy scale, but practically with the same en-
ergy as E1k, and with the same probability density (not
shown). Going along the lowest band we show the state
marked with ×, which on our k-grid is the nearest to the
band minimum km = R/ℓ
2
B = 1.06 nm
−1. Here the two
probability-density peaks of the former state merge and
the state becomes of a snaking type. Increasing further
k within the same band we find only snaking states with
one distribution peak, like for example the state marked
with +×. In the second energy band we show the state 
which is in transition from cyclotronic to snaking type,
and the state  which is again snaking. In this region
of the spectrum this later state differs from the state +×
only by the spin orientation. In the absence of the SOI
a band crossing would occur close to the state  . Here,
i. e. on the third energy band, the snaking states have
a double peak distribution which persists for all higher
k’s, e. g. for the state ·△. This double peak shows that
this snaking state corresponds to a bound state in the ef-
fective magnetic potential which is no longer the ground
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FIG. 5. (a) Energy spectrum for a cylindrical surface of
radius R = 100 nm vs. the wave vector k. In this case
only the energies with k > 0 are shown. Selected energies
are marked with various point symbols to be correlated with
Fig. 6. The red (solid) and green (dashed) curves indicate
states with a positive and negative spin projection along the
magnetic field, respectively. The horizontal blue (dashed) line
shows the chemical potential. (b) The electron density n, (c)
the spin density Sx, and (d) the spin densities Sy and Sz as
functions of the polar angle on the surface ϕ. The magnetic
field strength B = 7 T.
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FIG. 6. The probability density for selected states is drawn
with the continuous red line. The dashed blue line indicates
the contour of the cylinder. The selected states are marked
with the same point symbols in the energy spectrum and in
the center of each circle, respectively. The quantum numbers
(a, k), i. e. the band index and the wave vector, are also shown.
The states with maxima at N and S behave like cyclotron
orbits. The states concentrated at W are snaking orbits. In
principle all states with a sufficiently large k are snaking with
a number of peaks related to the energy quantization in the
effective potential well created around the W point.
state, but the first excited state, i. e. with one extra oscil-
lation. The same type of state is the one marked with N,
though it is different from the former by the spin state. A
detailed semiclassical description of such states is given
in Ref. [33].
C. Evanescent states
To end this section, we analyze the behavior of the
eigenstates when the wave number is allowed to take
complex values. These are the so-called evanescent states
and they become important close to interfaces or inhomo-
geneities in the cylinder. These are virtual states which
participate in transport. Fig. 7 displays the distribu-
tion of evanescent wave numbers in the complex plane
for a particular set of parameters. They have been ob-
tained numerically using the method of Ref. [44]. The
figure only displays the first quadrant of the complex
plane since the wave numbers are distributed symmetri-
cally around the real and imaginary axis. That is, if k is
an allowed complex wave number, then ±k and ±k∗ are
also allowed. For simplicity the spin is not included in
this analysis.
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FIG. 7. Evanescent states. Left: (a) Complex wave numbers
for a cylindrical surface of radius R = 35 nm in a magnetic
field B = 2 T for an energy E = 1.5 meV. Right: Angular dis-
tribution for selected wave numbers: (b) k = (0.091,±0.029),
(c) k = (−0.091,±0.029), (d) k = (0,±0.147), (e) k =
(0,±0.153).
As with the purely propagating states discussed above,
Fig. 7 shows that for relatively small Im(k) the snaking
character is along W for Re(k) > 0 and along E for
Re(k) < 0, independently on the sign of Im(k). However,
as Im(k) increases there is a qualitative change and the
modes tend to be localized around N and S, like cyclotron
orbits. As a limiting case, for the purely imaginary k’s
there is an exact localization around N and S. The ra-
tio R/ℓB ≈ 1.9 here, and hence the localization range is
wider than in Fig. 5(b) where R/ℓB ≈ 10.
8 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  0.5  1  1.5  2
n
 (1
0-4
 
n
m
-
2 )
ϕ (units of pi)
B = 4 T
B = 2 T
FIG. 8. Electron density calculated close to the middle
of the cylinder, at z = 160 nm from one edge. With N =
10 electrons the Fermi energy decreases and so the N and S
regions may become totally unpopulated for a magnetic field
strength like B = 4 T.
V. CYLINDER OF FINITE LENGTH
A. Depletion of the electron density
As a second model of a cylinder, perhaps more realistic
for the experimental research, we consider one with a
finite length L. We impose hard wall boundaries in the
z direction at z = 0 and z = L and hence the previous
axial plane waves 〈z|k〉 must be replaced by the discrete
set
〈z|p〉 =
√
2
L
sin
pπz
L
, p = 1, 2, ... . (16)
In this case the matrix elements of the total Hamiltonian
couple together all degrees of freedom, i. e. the angular,
the axial, and the spin motions. However, for regions
far from the edge we expect results comparable with the
infinite cylinder if R << L. An effective potential for the
snaking states cannot be easily defined, but the presence
of such states can still be identified.
The matrix elements of the Hamiltonian with bound-
ary conditions are shown in the Appendix A. We per-
formed numerical calculations for a cylinder of length
L = 336 nm and a ten times smaller radius R = 33.6
nm. The number of electrons on the surface is N = 10
or N = 90, as further specified. N = 90 corresponds to a
surface density of 1.27× 1011 cm−2, which is quite real-
istic. In the experimental core-shell samples the number
or electrons can be adjusted with gates attached to the
surface of the cylinder [21]. The Rashba and Dresselhaus
SOI strengths are the same as for the infinite cylinder,
α = 20 and β = 3 meV nm, respectively, unless otherwise
specified. The numerical results were convergent with a
basis set consisting of up to 2738 states. Due to com-
putational limitations we used magnetic fields of lower
values than for the infinite cylinder only up to 4 T.
We first show in Fig. 8 the density of electrons around
the circumference, in a point situated somewhere in the
middle of the length of the cylinder, at z = 160 nm. In
order to obtain conditions for the depletion of the N and
S regions at magnetic fields reachable by our numerical
approach we chose the number of electrons N = 10. As
expected from the previous calculations for the infinite
length, since lB ≪ L, the density profile for B = 2 T
shows pronounced dips, reaching zero at B = 4 T, at the
N and S poles (ϕ = 0, π, 2π), whereas the peaks show the
concentration of electrons around the snaking orbits, at
E and W sides (ϕ = π/2, 3π/2).
B. Torsion of the electron density
Next, in Fig. 9 we show the charge and spin densities
at the same location on the cylinder as before, z = 160
nm, but for an increased number of electrons, N = 90,
i. e. including now states with higher energy. Dips at N
and S and peaks at E and W poles can still be observed
in the electron density, although separated by additional
fluctuations, Fig. 9(a). But particularly interesting now
is the left-right asymmetry of the electron density rela-
tive to the N-S (or x) axis, around ϕ = π and ϕ = 0.
For the SOI parameters used until now (α, β) = (20, 3)
meV nm, the effect is weak (at B = 2 T). The reason for
this asymmetry is the Dresselhaus SOI. To demonstrate
that we also show the electron density with Rashba SOI
only, (α, β) = (20, 0) meV nm, which is symmetric. For
Dresselhaus SOI only the asymmetry is very small, unob-
servable in Fig. 9(a) for β = 3 meV nm, but it becomes
visible for a larger value like β = 30 meV nm.
The Dresselhaus SOI did not break the symmetry of
the electron distribution on the infinite cylinder. For the
cylinder with a finite length, at any z location, we obtain
that symmetry only for β = 0, i. e. the N-S reflection
n(ϕ, z) = n(π − ϕ, z), and the E-W reflection as well,
n(ϕ, z) = n(−ϕ, z), and consequently the inversion in
any cross section, i. e. n(ϕ, z) = n(ϕ + π, z). In addi-
tion, we also have reflection symmetry along the cylin-
der, n(ϕ, z) = n(ϕ,L − z), for any angle ϕ. If β 6= 0
we now obtain a reduced symmetry: the inversion in any
cross section survives, whereas the N-S and E-W reflec-
tions must be combined with longitudinal reflection, i. e.
n(ϕ, z) = n(π − ϕ,L − z), and n(ϕ, z) = n(−ϕ,L − z),
respectively. In Fig. 9(a) we show density profiles at
z = 160 nm. The profiles at the symmetric point w.r.t.
the center of the cylinder, L − z = 176 nm, correspond
to a reflection relatively to the ϕ = π axis. Only exactly
in the middle of the cylinder the N-S and E-W reflection
symmetries are restored and the density profile becomes
of the same type as for the infinite cylinder. Hence, the
Dresselhaus SOI creates a torsion of the electron density
on the finite cylinder, with opposite twist angles rela-
tively to the center. We have checked numerically that
when increasing the length of the cylinder the torsion
weakens on a certain finite z interval around the center,
and so the density profile slowly evolves towards that for
9the infinite cylinder.
In the presence of both types of SOI the torsion of the
charge density appears amplified. A more or less related
effect has been discussed in the recent literature for quan-
tum rings in a magnetic field perpendicular to the plane
of the ring. In that case the combination of the two types
of SOI breaks the rotational symmetry in the spin space
and leads to a self-consistent deformation of the charge
and spin densities [41–43]. But in that case both Dressel-
haus and Rashba SOI must be present, whereas for the
deformation presented here only the Dresselhaus SOI is
sufficient.
In Fig. 9(b,c,d) we show the spin densities correspond-
ing to the spin projections Sx,y,z. The features of the
spin density Sx are similar to those of the particle den-
sity, i. e. the symmetries and the torsion. They are also
reproduced by the spin densities Sy,z, possibly with a sign
change of the density, like for the infinite cylinder. But
unlike in that case, where Rashba SOI may tilt the spin
only in the y direction and Dresselhaus SOI only in the
z direction, on the finite cylinder each one can tilt it in
both x and y. The reason is that on the finite cylinder the
electrons have a combined circular and longitudinal net
motion. Both Sy and Sz spin projections are generally
more sensitive to the torsion created by the Dresselhaus
SOI as can be seen in Fig. 9(c,d) even for β = 3 meV
nm. To illustrate better the effect we display in Fig. 10
a color map of the spin density x, which does not change
direction (for the parameters used) and is therefore sim-
pler. We will return to the torsion aspect in the next
subsection in the context of the current density.
C. Current distribution
Finally, in Fig. 11 we illustrate the equilibrium current
density on the surface of the cylinder at high magnetic
fields. We see the coexistence of cyclotron and snaking
trajectories. For a low electron number like N = 10 the
depletion of the N and S regions is clear, to be compared
with Fig. 8. Nearly straight propagation occurs at the
E and W sides. It is also interesting to notice the vor-
tices occurring at the edges and how the edge currents
are absorbed or ejected by the snaking states. In a way
the snaking orbits may also be seen as very large loops
of current surrounding the whole cylinder, which would
correspond to large, special cyclotron orbits associated
with a very low net magnetic field experienced on the
average by the electrons trapped along the zero-radial-
field lines. One observes in Fig. 11(a,b) how the snaking
currents split at the upper edge at ϕ = π/2 and join back
at ϕ = 3π/2, and vice versa at the lower edge. When the
depletion of the N and S regions occurs, like in Fig. 11(c),
the edge currents connecting the snaking states tend to
vanish and therefore the E and W halves of the cylinder
tend to become separated or independent.
The twisted symmetry is also present in the current
and spin distributions, but not clearly visible in these
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FIG. 9. Charge and spin densities at z = 160 nm from the
edge of a 336 nm long cylinder, for B = 2 T and N = 90
particles. Each curve corresponds to a combination of SOI
parameters (α, β) indicated in the legend (in units of meV
nm). (a) The electron density is slightly asymmetric rela-
tively to ϕ = 0 and ϕ = π for (α, β) = (20, 3) because of the
Dresselhaus SOI. It becomes symmetric for β = 0. The asym-
metry is not visible in the graph for a small β like 3 meV nm,
but it becomes clear for a larger β like 30 meV nm. (b, c, d)
The analog results for the spin densities Sx,y,z respectively.
The asymmetry is more clearly seen in Sy and Sz.
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FIG. 11. Equilibrium current density on the surface of the
cylinder. In all cases (α, β) = (20, 3) meV nm. (a) B = 2 T
and N = 90 electrons. (b) B = 2 T and N = 10. (c) B = 4
T and N = 10.
figures. We have checked with the numerical calcula-
tions that, in order to suppress the torsion, it is suffi-
cient to remove the first term of Eq. (8), proportional to
σϕpϕ + pϕσϕ. This term describes the SOI at the edges
of the cylinder associated with the currents connecting
the snaking states over the N and S regions. Those cur-
rents are basically given by the tangential momentum
pϕ. Therefore, in the depletion regime, when the edge
currents vanish, the torsion disappears. We did con-
firm this fact with several numerical tests. The fact that
σϕ+π = −σϕ indicates that the spin currents should have
the same twisted symmetry as the charge and spin densi-
ties. A more detailed study of the spin texture and spin
currents is beyond the scope of this work; it needs to be
done separately and compared to the results known for
flat quantum wires [45].
We notice the different behavior of the two types of
SOI at the spatial inversion (x, y, z) → (−x,−y,−z), or
(ϕ, z) → (ϕ + π, L − z), which leaves invariant HR, but
changes the sign of HD. Hence, with β → −β or B →
−B we obtain all the distributions flipped along the z
direction. This is essentially the reason for the torsion
effect on the cylinder of finite length, and the suppression
on the infinite cylinder where the inversion of the z axis
has no real meaning.
VI. CONCLUSIONS
We calculated electronic quantum states on the sur-
face of a cylinder of radius of 30-100 nm having in mind
a core-shell nanowire. We used a uniform magnetic field
transverse to the cylinder and we analyzed the charge,
spin, and current densities. For a strong magnetic field,
like a few tesla, when the magnetic length is smaller than
the radius of the cylinder, the energy spectrum can be
considered a combination of locally closed cyclotron or-
bits and long, open, snaking states. To our knowledge
other studies of such a system focused mostly on the
character of the individual electronic states, cyclotronic
or snaking, but not on the net effect of these states in a
many-electron system.
We showed that if the Fermi energy is sufficiently low,
corresponding to realistic electron densities of the order
of 1011 cm−2, the distribution of the electrons around the
circumference of the cylinder may totally vanish at the
top and bottom regions and the electrons will concen-
trate on the sides of the surface. This highly anisotropic
distribution may have interesting effects on the magne-
toresistance and possibly on other transport or optical
properties of core-shell nanowires whenever the local elec-
tron density or the local current density plays a role. For
example if such a wire can function as a nano antenna
then the directivity may be easily controlled by an exter-
nal magnetic field. We also obtained the peculiar equi-
librium current distribution on the surface of the finite
cylinder which is relevant for the magnetization proper-
ties of such systems.
We also calculated the anisotropic spin distribution
around the cylinder at these high fields in all spatial di-
rections, using standard models for the Rashba and Dres-
selhaus spin-orbit interactions. In particular, for a cylin-
der of finite length, the Dresselhaus SOI breaks the left-
right and up-down symmetry of the charge and spin dis-
tributions, adding to them an inversion along the length.
This results in a torsion of the distributions with oppo-
site twist angles relatively to the center of the cylinder.
The effect is produced by the Dresselhaus SOI, through
the azimuthal currents, and it may be amplified by the
Rashba SOI. The effect may be observable in transport
or in magnetization measurements.
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Appendix: The matrix elements of the Hamiltonian
In this appendix we show the matrix elements of the
Hamiltonian (9). The orbital component is denoted
as HO = H0 + HB. We use the characteristic rota-
tional energy E0 = ~
2/2meffR
2, the cyclotron energy
ωc = eB/meff , the magnetic length ℓB =
√
~/eB.
For the infinite cylinder the basis is Eq. (1), all matrix
elements are diagonal with respect to the wave vector k,
and we obtain:
〈mks |HO|m′ks′〉 =
{
E0
2
[
m2 + (kR)2
]
δmm′ −
i~ωckR
2
δm,m′+1 +
~ωcR
2
8ℓ2B
(δmm′ − δm,m′+2)
}
δss′ +H. c.,
where H. c. stands for the Hermitean conjugation. The
matrix elements of the Zeeman Hamiltonian (5) are
〈m′ks′ |HZ |mks〉 = −1
2
geffµBBδmm′δ−s,s′ .
The SOI terms (6) and (8) have the following matrix
elements:
〈mks |HR|m′ks′〉 = − α
2R
msδmm′δss′ +
iαk
2
(1− s)δm,m′+1δ−s,s′ +
αR
4ℓ2B
[(1− s)δm,m′+2 − δmm′ ] δ−s,s′ +H. c.,
〈mks |HD|m′ks′〉 = −βk
2
sδmm′δss′ +
iβ
4R
(1− s)(2m− 1))δm,m′+1δ−s,s′ +
iβR
2ℓ2B
δm,m′+1sδss′ +H. c.
For the finite cylinder, with hard-wall boundary con-
ditions in the z direction, the basis is |mps〉 with integer
p. In this case we obtain:
〈mps |HO|m′p′s′〉 =


{
E0
2
[
m2 + (pπR)
2
L2
]
δmm′+
~ωcR
2
8ℓ2
B
(δmm′ − δm,m′+2)
}
δss′
+ H. c. if p = p′,
−2~ωc RL pp
′
p2−p′2
δm,m′+1δss′
+ H. c. if p+ p′ odd,
0 otherwise.
The matrix elements of the Zeeman Hamiltonian are now
〈mps |HZ |m′p′s′〉 = −1
2
geffµBBδmm′δpp′δ−s,s′ ,
and the SOI terms become
〈mps |HR|m′p′s′〉 =


− α2Rmsδmm′δss′+
αR
4ℓ2
B
[(1− s)δm,m′+2 − δm,m′ ] δ−s,s′
+H. c. if p = p′,
2α
L
pp′
p2−p′2
(1 − s)δm,m′+1δ−s,s′
+H. c. if p+ p′ odd,
0 otherwise,
〈mps |HD|m′p′s′〉 =


i β4R (1− s)(2m− 1))δm,m′+1δ−s,s′+
i βR
2ℓ2
B
δm,m′+1sδss′
+H. c. if p = p′,
2i β
L
pp′
p2−p′2
sδmm′δss′
+H. c. if p+ p′ odd,
0 otherwise.
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