Local existence and WKB approximation of solutions to
  Schr\"odinger-Poisson system in the two-dimensional whole space by Masaki, Satoshi
ar
X
iv
:0
91
2.
13
88
v1
  [
ma
th.
AP
]  
8 D
ec
 20
09
LOCAL EXISTENCE AND WKB APPROXIMATION OF
SOLUTIONS TO SCHRO¨DINGER-POISSON SYSTEM IN
THE TWO-DIMENSIONAL WHOLE SPACE
SATOSHI MASAKI
Abstract. We consider the Schro¨dinger-Poisson system in the two-
dimensional whole space. A new formula of solutions to the Poisson
equation is used. Although the potential term solving the Poisson equa-
tion may grow at the spatial infinity, we show the unique existence
of a time-local solution for data in the Sobolev spaces by an analysis
of a quantum hydrodynamical system via a modified Madelung trans-
form. This method has been used to justify the WKB approximation
of solutions to several classes of nonlinear Schro¨dinger equation in the
semiclassical limit.
1. Introduction
In this article, we study the following Schro¨dinger-Poisson system
(SP)

i∂tu+
1
2
∆u = λPu, (t, x) ∈ R1+2,
−∆P = |u|2,
∇P ∈ L∞, ∇P → 0 as |x| → ∞, P (0) = 0,
u(0, x) = u0(x)
or its semiclassical version
(SPε)

iε∂tu
ε +
ε2
2
∆uε = λP εuε, (t, x) ∈ R1+2,
−∆P ε = |uε|2,
∇P ε ∈ L∞, ∇P ε → 0 as |x| → ∞, P ε(0) = 0,
uε(0, x) = uε0(x),
where ε is a positive parameter corresponding to the Planck constant and λ ∈
R\{0} is a given physical constant. In this article, we assume that the initial
data u0 and u
ε
0 belong to the Soblev space H
s(R2) with s > 2, and show that
(SP) and (SPε) have a unique time local solution in C((−T, T );Hs(R2)) and
that, for the solution uε of (SPε), the following WKB type approximation
is valid in certain topology:
(1.1) uε(t, x) = ei
φ(t,x)
ε (a0 + εa1 + · · ·+ εNaN + o(εN )).
The Schro¨dinger-Poisson system is one of the typical example of a nonlin-
ear Schro¨dinger equation with a nonlocal nonlinearity, and there are much
literature on this system if space dimension is larger than or equal to three
(see [8] and references therein).
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However, in contrast with higher dimensional cases, the two-dimensional
case is less studied. One of the reason may be that an appropriate meaning
of a solution to the Poisson equation is not so clear. We briefly recall the
treatment of the solution in previous results. For a given function b(x) > 0
on R2, called background, let us replace the Poisson equation in (SP) with
(1.2) −∆P = |u|2 − b.
One of the most natural solution may be
P1 := F−1
[
1
|ξ|2F(|u|
2 − b)
]
,
where F denotes the Fourier transform. To admit this solution, the following
“neutrality condition” plays a very important role:
(1.3) 2πF(|u(t)|2 − b)(0) =
∫
R2
(|u(x, t)|2 − b(x))dx ≡ 0.
To handle the strong singularity of |ξ|−2F(|u|2− b) at the origin, this mean-
zero assumption is almost essential. Indeed, in [4, 14, 21], (1.3) and several
integrability conditions on F(|u|2− b) are assumed to prove that P1 belongs
to some Lebesgue space.
One of the main point in this article is to remove the neutrality condition.
To make this point clear, we restrict our attention to the zero-background
case b ≡ 0 throughout this article. Notice that all nontrivial solutions are
excluded when we assume the neutrality condition with b ≡ 0, and so that
the zero-background case is out of the framework of the previous results. In
this article, the Poisson equation −∆P = |u|2 is posed with the following
conditions:
∇P ∈ L∞, ∇P → 0 as |x| → ∞, and P (0) = 0.
Under these conditions, the solution P is given by
(1.4) P (x) = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|u(y)|2dy
and unique for a class of |u|2 (see Theorem A.1). It might seem to be more
natural to use the Newtonian potential
P2(x) := − 1
2π
(
log |x| ∗ |u|2) (x),
as the solution of the Poisson equation. However, P given in (1.4) makes
sense merely if |u|2 ∈ Lp(R2) for some p ∈ (1, 2), and P2 requires an addi-
tional assumption
∫
R2
(log |y|)|u(y)|2dy <∞ to make sense (see Proposition
A.4). Namely, P is well-defined under a weaker assumption. This is the
reason why we consider (1.4). It will turn out that the behavior of P at
the spatial infinity is not so good; in general, |P (x)| = O(‖u‖2L2 log |x|) as
|x| → ∞. It is worth mentioning that ∇P never belongs to L2(R2) for all
u 6≡ 0 no matter how fast u decays, say even if u ∈ C∞0 (R2). We discuss
the Poisson equation in the two-dimensional whole space more precisely in
Appendix A.
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In what follows, we consider (1.4) as the solution of the Poisson equation.
With (1.4), the system (SP) and (SPε) are rewritten as
(SP′)

i∂tu+
1
2
∆u = λPu,
P = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|u(y)|2dy,
u(0, x) = u0(x)
and
(SPε′)

iε∂tu
ε +
ε2
2
∆uε = λP εuε,
P ε = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|uε(y)|2dy,
uε(0, x) = uε0(x),
respectively. The difficulty for solving (SP′) (and (SPε′)) lies in the growth
|P (x)| = O(log |x|) at the spatial infinity. For example, the Duhamel term
of the corresponding integral equation does not necessarily belong to any
Lebesgue space because of this growth, and so we cannot apply directly the
usual perturbation argument to the integral equation.
Thus, we apply another method: We look for the solution of the form
(1.5) uε(t, x) = aε(t, x)ei
φε(t,x)
ε ,
where the “amplitude part” aε is complex-valued and the “phase part” φε
is real-valued. We are considering only (SPε′) because (SP′) corresponds to
the special case ε = 1. Plugging (1.5) to (SPε′), we obtain the following
system according to the order of ε:
(1.6)

∂ta
ε +∇φε · ∇aε + 1
2
aε∆φε = i
ε
2
∆aε,
∂tφ
ε +
1
2
|∇φε|2 + λP ε = 0,
P ε(t, x) = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|aε(t, y)|2dy,
aε(0, x) = Aε(x), φε(0, x) = Φ(x)
with uε0 = A
εeiΦ/ε. Notice that if (aε, φε) solves (1.6), then uε = aεeiφ
ε/ε is
an exact solution of (SPε′). This decomposition, called a modified Madelung
transform, is first introduced in [13] to justify the WKB approximation (1.1)
of solutions to a class of nonlinear Schro¨dinger equations, and extended
to several types of nonlinear Schro¨dinger equations in [2, 3, 16] (see also
[6, 9, 11, 12]). For the WKB approximation of the Schro¨dinger-Poisson
system for other dimensions, we refer the reader to [17] (one dimension) and
[1, 7, 18] (three dimensions and higher). In [14, 21], the same limit is treated
in the two-dimensional case by Wigner measures.
Before stating our result precisely, we make some definitions and notation.
Lp(R2) (p ∈ [1,∞]) and Hs(R2) (s > 0) denote the usual Lebesgue and
Sobolev space, respectively. We say f ∈ Hsloc(R2) if any restriction of f on
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a bounded domain belongs to Hs(R2). Xs(R2) is the Zhidkov space defined
by
Xs(R2) := {f ∈ L∞(R2);∇f ∈ Hs−1(R2)},
‖f‖Xs(R2) := ‖f‖L∞(R2) + ‖∇f‖Hs−1(R2)
for s > 1. This space is introduced in [22] (see also [10]). We sometimes
write Lp = Lp(R2), Hs = Hs(R2), and Xs = Xs(R2), for short.
1.1. Main result 1. We first state our result on the unique existence of a
local solution to (SP′).
Theorem 1.1. Let u0 ∈ Hs(R2) with s > 2. Then, there exist an existence
time T = T (‖u0‖Hs−1(R2)) and a time-local solution u ∈ C((−T, T );Hs(R2))∩
C1((−T, T );Hs−2loc (R2)) to (SP′). Moreover, this solution is unique in this
space and the data-to-solution mapping u0 7→ u is continuous from Hs(R2)
to C((−T, T );Hs−1(R2)). Furthermore, the mass is conserved.
Remark 1.2. The existence part of Theorem 1.1 holds if u0 ∈ Hs(R2) (s > 1).
Remark 1.3. For the solution u given in Theorem 1.1, ∂tu does not neces-
sarily decays at the spatial infinity. This is due to the lack of spatial decay
of P . Therefore, in general, u ∈ C1((−T, T );Hs−2loc (R2)) is not replaced by
u ∈ C1((−T, T );Hs−2(R2)). Nevertheless, the solution is continuous as a
Hs(R2)-valued function.
Remark 1.4. The uniqueness of the solution is new in the sense not only
that the result itself is new but also that we use a new argument. In our
proof, we derive the uniqueness of (SP′) from that of the system (1.6) via
(1.5) by showing that every solution of (SP′) is of the form (1.5), at least
for small time.
Remark 1.5. The solution given by Theorem 1.1 does not necessarily have
a finite energy. The energy
E[u](t) =
1
2
‖∇u(t)‖2L2 −
λ
4π
∫∫
R2×R2
(log |x− y|)|u(t, x)|2|u(t, y)|2dxdy
is finite and conserved as long as W (t) :=
∫ t
0
∫
R2
(log |y|)|u(s, y)|2dyds is
finite. Indeed, if W (t) <∞ then u˜(t) = u(t)ei λ2piW (t) solves
(1.7) i∂tu˜+
1
2
∆u˜ = − λ
2π
u˜
∫
R2
(log |x− y|)|u˜(y)|2dy
and E[u˜](t) is conserved. Then, one sees that E[u] = E[u˜] is also conserved.
The ground state for (1.7) is studied in [19].
1.2. Main result 2. We next state the WKB approximation of the solution
to (SPε′). Suppose that the initial data is of the form
uε0(x) = A
ε(x)ei
Φ
ε .
We first make assumption on uε0, that is, on (A
ε,Φ).
Assumption 1.6. Let N > 1 denote an “expansion level”. We assume the
following for some s > 3 + 4N :
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• Aε ∈ Hs(R2) and ‖Aε‖Hs(R2) is uniformly bounded. Moreover, Aε is
expanded as
Aε = A0 + εA1 + · · ·+ ε2NA2N + o(ε2N ) in Hs(R2).
Furthermore, there exists a positive number α ∈ (0, 1] such that∫
R2
|x|α|Aj |2 <∞
holds for j = 0, 1, 2, . . . , N .
• Φ ∈ C1([0, T ) × R2) with ∇Φ ∈ Xs+1(R2) ∩ Lp(R2) for some p ∈
(2,∞).
Theorem 1.7. Let Assumption 1.6 be satisfied for a positive integer N .
Then, there exist an existence time T independent of ε and a unique time-
local solution uε ∈ C([0, T );Hs(R2))∩C1((0, T );Hs−2loc (R2)) to (SP′). More-
over, there exist βj ∈ C([0, T );L2(R2)) (0 6 j < N) and φ0 ∈ C([0, T )×R2)
such that
uε = ei
φ0
ε (β0 + εβ1 + · · ·+ εN−1βN−1 + o(εN−1)) in L∞([0, T );L2(R2))
for 0 < ε 6 1.
Remark 1.8. Our analysis is still valid in the presence of background. If we
take some nonnegative function b ∈ L1(R2) ∩Hs(R2) and if we change the
Poisson equation into −∆P ε = |uε|2−b, then the same result as in Theorem
1.7 holds without the neutrality condition
∫
R2
(|uε|2 − b)dx = 0.
The rest of this article is organized as follows: In Section 2, we first
show the existence of a solution to the system (1.6) on which our main
theorems are all based. Then, we prove Theorems 1.1 and 1.7 in Sections
3 and 4, respectively. In Appendix A, we summarize results on the Poisson
equation in the two-dimensional whole space. They play important roles in
our argument.
2. Preliminary result
In this section, we establish an existence result on the system
(1.6)

∂ta
ε +∇φε · ∇aε + 1
2
aε∆φε = i
ε
2
∆aε,
∂tφ
ε +
1
2
|∇φε|2 + λP ε = 0,
P ε(t, x) = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|aε(t, y)|2dy,
aε(0, x) = Aε(x), φε(0, x) = Φ(x).
Assumption 2.1. We assume the following for some s > 2:
• Aε ∈ Hs(R2) and ‖Aε‖Hs(R2) is uniformly bounded.
• Φ ∈ C1([0, T ) × R2) with ∇Φ ∈ Xs+1(R2) ∩ Lp(R2) for some p ∈
(2,∞).
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Theorem 2.2. Let Assumption 2.1 be satisfied. Then, there exist T > 0
independent of ε and a unique solution
aε ∈ C([0, T );Hs(R2)) ∩ C1((0, T );Hs−2(R2)),
φε ∈ C1([0, T ) × R2)
of (1.6). Moreover, ‖aε‖Hs(R2) and ‖∇φε‖Xs+1(R2)∩Lp(R2) are uniformly
bounded, and the data-to-solution mapping (Aε,∇Φ) 7→ (aε,∇φε) is contin-
uous from Hs(R2)×(Xs+1(R2)∩Lp(R2)) to C([0, T );Hs−1(R2)×(Xs(R2)∩
Lp(R2))). The mass ‖aε(t)‖L2(R2) is conserved and it holds that
lim sup
|x|→∞
|φε(t, x)− Φ(x)|
log |x| 6
t|λ|
2π
‖Aε‖2L2 .
Furthermore, if s > 3 and A0 := limε→0A
ε exists in Hs(R2) then the fol-
lowing properties hold:
• (a0, φ0) := (aε, φε)ε=0 exists in the same class and solves
(2.1)

∂ta0 +∇φ0 · ∇a0 + 1
2
a0∆φ0 = 0,
∂tφ0 +
1
2
|∇φ0|2 + λP0 = 0,
a0(0, x) = A0(x), φ0(0, x) = Φ(x),
where P0 is the Poisson term defined from a0 by (1.4), and (a
ε,∇φε)
converges to (a0,∇φ0) as ε→ 0 in the C([0, T ];Hs−2×(Xs−2∩L2+))
topology.
• For any bounded domain Ω ⊂ R2, it holds that ‖φε − φ0‖L∞([0,T ]×Ω) →
0 as ε→ 0.
Proof. Put vε := ∇φε and consider
(2.2)

∂ta
ε + vε · ∇aε + 1
2
aε∇ · vε = iε
2
∆aε, aε(0, x) = Aε0(x);
∂tv
ε + (vε · ∇)vε + λ∇P ε = 0, vε(0, x) = ∇Φ0(x);
P ε(t, x) = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|aε(t, y)|2dy,
|∇P ε| ∈ L∞(R2), |∇P ε| → 0 as |x| → ∞, P ε(0) = 0.
Let us prove that this system has a unique solution. To show the existence,
it suffices to establish an energy estimate
(2.3) sup
t∈[0,T ]
E(t) 6 CE(0)
for some positive constants T and C independent of ε, where
E(t) := ‖aε(t)‖2Hs + ‖vε(t)‖2Lp + ‖vε(t)‖2L∞ + ‖∇vε(t)‖2Hs .
However, we omit the details of this part because this part is easier than the
following uniqueness part and is essentially the same as in [18]. Then, the
standard argument shows (aε, vε) ∈ C([0, T );Hs × Xs+1 ∩ Lp) exists (see
[1, 7]). It follows from the first line of (2.2) that aε ∈ C1((0, T );Hs−2). Since
E(0) is bounded uniformly in ε, we see that the solution is also uniformly
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bounded. The conservation of ‖aε(t)‖L2 is also obtained from the first line
of (2.2) by a standard argument.
Now, we proceed to the proof of the uniqueness of (2.2). Assume 3 > s >
2 and put σ = s − 1. Let (aε1, φε1) and (aε2, φε2) be two solutions with data
(Aε,Φ). One sees that (bε, wε) := (aε1 − aε2, vε1 − vε2) solves
(2.4)

∂tb
ε + vε1 · ∇bε + wε · ∇aε2 +
1
2
aε1∇ · wε +
1
2
bε∇ · vε2 =
iε
2
∆bε,
∂tw
ε + vε1 · ∇wε + wε · ∇vε2 + λ(∇P ε1 −∇P ε2 ) = 0,
bε(0) = 0, wε(0) = 0,
where P ε1 and P
ε
2 are the Poisson terms determined from a
ε
1 and a
ε
2, respec-
tively. We now estimate Hσ-norm of bε by the commutator estimate (see
[15])
|Re 〈Λσ(vε1 · ∇bε),Λσbε〉 |
6
1
2
‖∇vε1‖L∞ ‖bε‖2Hσ + |Re 〈[Λσ, vε1 · ∇]bε,Λσbε〉 |
6 C ‖∇vε1‖L∞ ‖bε‖2Hσ
+ C(‖∇vε1‖L∞ ‖∇bε‖Hσ−1 + ‖∇vε1‖Wσ,r ‖∇bε‖Lq) ‖b‖Hσ ,
where q = 2/(2 − σ) and r = 2/(σ − 1). Notice that Lq →֒ H˙σ−1 and
Lr →֒ H˙2−σ. Therefore the right hand side is bounded by
C(‖∇vε1‖L∞ + ‖∇vε1‖H2) ‖bε‖2Hσ .
One sees that
|Re 〈Λσ(wε · ∇aε2),Λσbε〉 |
6 C(‖wε‖L∞ ‖aε2‖Hs + ‖∇wε‖Hσ−1 ‖∇aε2‖L∞) ‖bε‖Hσ ,
and, similarly, that
|Re 〈Λσ(aε1∇ · wε),Λσbε〉 | 6 C ‖aε1‖Hσ ‖∇wε‖Hσ ‖bε‖Hσ ,
|Re 〈Λσ(bε∇ · vε2),Λσbε〉 | 6 C ‖bε‖2Hσ ‖∇vε2‖Hσ .
We summarize above estimates to end up with
d
dt
‖bε‖2Hσ 6 C(‖bε‖2Hσ + ‖w‖2Lp + ‖∇wε‖2Hσ).
Let us proceed to the estimate on w. From the second line of (2.4),
d
dt
|wε(t, x)| 6 |∂twε(t, x)| 6 ‖vε1 · ∇wε +wε · ∇vε2 + λ(∇P ε1 −∇P ε2 )‖L∞ ,
which yields
d
dt
‖wε‖L∞ 6 C(‖∇wε‖Hσ + ‖wε‖L∞ + ‖bε‖Hσ).
Similarly, operating ∇ to the second line of (2.4), we obtain
∂t∇wε +∇(vε1 · ∇wε) +∇(wε · ∇vε2) + λ∇2(P ε1 − P ε2 ) = 0.
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In the essentially same way as in the estimate on bε, we obtain
| 〈Λσ∇(vε1 · ∇wε),Λσ∇wε〉 |
6 C ‖∇wε‖2Hσ ‖∇vε1‖L∞
+ C(‖∇vε1‖L∞ ‖∇wε‖Hσ + ‖∇vε1‖Hs ‖∇wε‖L∞)
and
‖Λσ∇(wε · ∇vε2)‖L2 6 C(‖∇wε‖Hσ ‖∇vε2‖L∞ + ‖wε‖L∞ ‖∇vε2‖Hs).
By the use of L2-boundedness of the Riesz transform,∥∥∇2(P ε1 − P ε2 )∥∥Hσ 6 C ∥∥|aε1|2 − |aε2|2∥∥Hσ 6 C ‖bε‖Hσ .
Therefore,
d
dt
‖∇wε‖Hσ 6 C(‖∇wε‖Hσ + ‖wε‖L∞ + ‖bε‖Hσ).
Hence, we apply Gronwall’s lemma to the inequality
d
dt
(‖bε‖Hσ + ‖wε‖L∞ + ‖∇wε‖Hσ) 6 C(‖bε‖Hσ + ‖wε‖L∞ + ‖∇wε‖Hσ)
to conclude b ≡ 0 and w ≡ 0, which shows the uniqueness. The continuous
dependence on the initial data is proven in the essentially same way.
We now suppose s > 3 and that A0 := limε→0A
ε ∈ Hs(R2) exists, and
prove the convergence of (aε, vε) as ε→ 0. So far, we do not use the property
ε 6= 0. Hence, repeating the above argument, we see that the system (2.2)
with ε = 0 has a unique solution (a0, v0) in the same class. One sees that
(bε, wε) := (aε − a0, vε − v0) solves
∂tb
ε + vε · ∇bε +wε · ∇a0 + 1
2
aε∇ · wε + 1
2
bε∇ · v0 = iε
2
∆bε +
iε
2
∆a0,
∂tw
ε + vε · ∇wε +wε · ∇v0 + λ(∇Pε −∇P0) = 0,
bε(0) = Aε −A0, wε(0) = 0,
where Pε and P0 are the Poisson terms determined from a
ε and a0, re-
spectively. The estimates we used for the proof of uniqueness give us the
convergence result. The difference is just that the term ∆a0 produces two-
derivative loss. We note that
(2.5) ‖vε − v0‖L∞([0,T );Lr) → 0, as ε→ 0
is true not only for r > p but also for all r > 2. Indeed, if (2.5) holds for
some r = 2r0 > 4, the estimate
‖vε − v0‖L∞
T
L
r
2
6 T ‖vε − v0‖L∞
T
Lr ‖∇vε‖L∞
T
Lr
+ T ‖v0‖L∞
T
L∞ ‖∇(vε − v0)‖L∞
T
L
r
2
+ T ‖∇(P ε − P0)‖L∞
T
L
r
2
shows that (2.5) holds also for r/2 = r0 > 2, where we write L
∞
T L
r =
L∞([0, T );Lr), for short. Since we have already known that (2.5) holds for all
r ∈ [p,∞], the k-time use of this argument proves (2.5) for r > max(p/2k, 2).
The lower bound r > 2 comes from the estimate on the Poisson term (see
Remark A.3).
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We construct φε as
φε(t) := Φ−
∫ t
0
(
1
2
|vε(s)|2 + λP ε(s)
)
ds.
Note that ∇× vε(t) ≡ 0 holds at t = 0, and so for all t ∈ [0, T ]. One verifies
that ∇|vε|2 = 2(vε ·∇)vε and so that (aε,∇φε) solves (2.2). Then, ∇φε = vε
by uniqueness. Recall that vε decays at spatial infinity. Hence, we deduce
from (A.11) that
lim sup
|x|→∞
|φε(t, x) −Φ(x)|
log |x| 6 |λ|
∫ t
0
‖aε(s)‖2L2
2π
ds =
t|λ|
2π
‖Aε‖2L2 ,
where we have used the fact that ‖aε(t)‖L2 is conserved. It is clear from
above representation of φε to see that, for any bounded domain Ω ⊂ R2,
φε − Φ is bounded in L∞([0, T ] × Ω) uniformly in ε. Moreover,
‖φε − φ0‖L∞([0,T )×Ω) 6
T
2
∥∥|vε|2 − |v0|2∥∥L∞([0,T )×Ω)
+ |λ|T ‖P ε − P0‖L∞([0,T )×Ω)
6 CΩ(‖vε − v0‖L∞([0,T )×Ω) + ‖aε − a0‖L∞([0,T )×Ω))
→ 0
as ε→ 0. 
3. Proof of Theorem 1.1
Letting ε = 1, Aε = u0, and Φ ≡ 0 in Theorem 2.2, we see that if u0 ∈ Hs
(s > 2) then the system
(3.1)

∂ta+∇φ · ∇a+ 1
2
a∆φ = i
1
2
∆a,
∂tφ+
1
2
|∇φ|2 + λP = 0,
P (t, x) = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|a(y)|2dy,
a(0, x) = u0(x), φ(0, x) = 0,
has a unique solution (a, φ) satisfying
a ∈ C([0, T );Hs(R2)) ∩C1((0, T );Hs−2(R2)),
φ ∈ C1([0, T ) × R2), ∇φ ∈ L∞([0, T );Xs+1(R2) ∩ L2+(R2)).
Moreover, ‖a‖L2 is conserved, φ(x) = O(log |x|) as |x| → ∞, and the
mapping u0 7→ (a,∇φ) is continuous from Hs to C([0, T );Hs−1(R2)) ×
C([0, T );Xs(R2)∩L2+(R2)). We begin our discussion from this point. Since
the system (SP′) is time-reversible we only consider for positive time in what
follows.
3.1. Existence. One easily verifies that u = aeiφ solves (SP′) in the L2
sense because the first line and the second line of (3.1) are satisfied in the
L2 sense and in the classical sense, respectively. Our fist goal is to show
that this u belongs to C([0, T );Hs(R2)). It immediately follows from the
following lemma that u ∈ L∞([0, T );Hs(R2)).
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Lemma 3.1. For any s > 1,
(3.2)
∥∥∥aeiφ∥∥∥
Hs
6 C ‖a‖Hs (1 +
∥∥∇2φ∥∥
Hmax(s−2,0)
)(1 + ‖∇φ‖⌈s⌉L∞),
where ⌈s⌉ denotes the minimum integer larger than or equal to s.
Remark 3.2. A similar estimate can be found in [20]. The good point in our
estimate is that we do not need any bound on φ itself.
Proof. We first consider the case 1 < s < 2. Note that∥∥∥aeiφ∥∥∥
Hs
∼
∥∥∥aeiφ∥∥∥
L2
+
∥∥∥aeiφ∥∥∥
H˙s
.
The first term of the right hand side is nothing but ‖a‖L2 . For 1 < s < 2,∥∥∥aeiφ∥∥∥
H˙s
∼
∫ ∞
0
(
t−s sup
|y|6t
∥∥∥δy(aeiφ)− 2aeiφ + δ−y(aeiφ)∥∥∥
L2(R2)
)2
dt
t

1
2
is well known, where δy denotes the shift operator, (δyf)(x) := f(x+ y) (see
[5, Theorem 6.3.1]). An elementary calculation shows∥∥∥δy(aeiφ)− 2aeiφ + δ−y(aeiφ)∥∥∥
L2
6
∥∥∥(δya− 2a+ δ−ya)δyeiφ∥∥∥
L2
+
∥∥∥(a− δ−ya)(δyeiφ − δ−yeiφ)∥∥∥
L2
+
∥∥∥a(δyeiφ − 2eiφ + δ−yeiφ)∥∥∥
L2
.
The first two terms in the right hand side are estimated as∥∥∥(δya− 2a+ δ−ya)δyeiφ∥∥∥
L2
6 ‖δya− 2a+ δ−ya‖L2
and∥∥∥(a− δ−ya)(δyeiφ − δ−yeiφ)∥∥∥
L2
6 ‖a− δ−ya‖L2 min(2, 2|y| ‖∇φ‖L∞),
respectively. The third satisfies∥∥∥a(δyeiφ − 2eiφ + δ−yeiφ)∥∥∥
L2
6 min(4 ‖a‖L2 , 2|y|2 ‖∇φ‖2L∞ ‖a‖L2 + 2|y|2
∥∥∇2φ∥∥
L2
‖a‖L∞).
Combining all these estimates, we conclude that∥∥∥aeiφ∥∥∥
Hs
6 C ‖a‖Hs (1 +
∥∥∇2φ∥∥
L2
)(1 + ‖∇φ‖2L∞),
which proves (3.2) for 1 < s < 2.
If s = 2 then (3.2) is obvious by the Ho¨lder inequality.
Let us proceed the case s > 2. We prove by induction. Take some integer
k > 1 and assume that (3.2) is true for k < s 6 k + 1. Then,∥∥∥aeiφ∥∥∥
Hs+1
∼
∥∥∥aeiφ∥∥∥
L2
+
∥∥∥|∇|s+1aeiφ∥∥∥
L2
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holds and the tame estimate gives us∥∥∥|∇|s+1aeiφ∥∥∥
L2
6 C
∥∥∥|∇|s(∇(aeiφ))∥∥∥
L2
6 C
(∥∥∥(∇a)eiφ∥∥∥
Hs
+
∥∥∥aeiφ∇φ∥∥∥
Hs
)
6 C
∥∥∥(∇a)eiφ∥∥∥
Hs
+ C
∥∥∥aeiφ∥∥∥
Hs
‖∇φ‖L∞
+ C
∥∥∥aeiφ∥∥∥
L∞
∥∥∇2φ∥∥
Hs−1
.
By assumption of the induction, we obtain∥∥∥(∇a)eiφ∥∥∥
Hs
6 C ‖∇a‖Hs (1 +
∥∥∇2φ∥∥
Hmax(s−2,0)
)(1 + ‖∇φ‖⌈s⌉L∞)
and∥∥∥aeiφ∥∥∥
Hs
‖∇φ‖L∞
6 C ‖a‖Hs (1 +
∥∥∇2φ∥∥
Hmax(s−2,0)
)(1 + ‖∇φ‖⌈s⌉L∞) ‖∇φ‖L∞ .
Since s > k > 1, the Sobolev embedding Hs(R2) →֒ L∞(R2) implies∥∥∥aeiφ∥∥∥
L∞
∥∥∇2φ∥∥
Hs−1
6 C ‖a‖Hs
∥∥∇2φ∥∥
Hs−1
.
Together with these estimates, we conclude that∥∥∥aeiφ∥∥∥
Hs+1
6 C ‖a‖Hs+1 (1 +
∥∥∇2φ∥∥
Hs−1
)(1 + ‖∇φ‖⌈s⌉+1L∞ ),
which shows that (3.2) is true for k + 1 < s+ 1 6 k + 2. 
Remark 3.3. The following estimate can be established in the same way; for
0 < s < 1 and 1 6 p, q 6∞,∥∥∥aeiφ∥∥∥
Bsp,q(R
2)
6 C
(
‖a‖Bsp,q(R2) + ‖∇φ‖L∞(R2) ‖a‖Lp(R2)
)
,
where Bsp,q(R
2) denotes the Besov space.
3.2. Continuity. The following lemma confirms that u is continuous in
time as Hs(R2)-valued function.
Lemma 3.4. Let s > 0. Assume ‖a‖Hs is bounded. For any ε > 0 there
exists δ > 0 such that if ‖∇φ‖L∞ +
∥∥∇2φ∥∥
Hmax(s−2,0)
+ |φ(0)| < δ then∥∥a(eiφ − 1)∥∥
Hs
6 ε.
Indeed, an elementary calculation shows that∥∥∥a1eiφ1 − a2eiφ2∥∥∥
Hs
6
∥∥∥(a1 − a2)eiφ1∥∥∥
Hs
+
∥∥∥a2eiφ2(ei(φ1−φ2) − 1)∥∥∥
Hs
.
We now fix t ∈ (0, T ) and take (a1, φ1) = (a(t+ h), φ(t+ h)) and (a2, φ2) =
(a(t), φ(t)). Then, as h → 0, the first term tends to zero because of the
previous Lemma 3.1, and so does the second term because of this lemma.
Namely, we obtain the desired continuity. The continuous dependence of u
on the data u0 also follows from that of (a, φ) by the same argument with a
slight modification.
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Proof of Lemma 3.4. We first consider the case where s < 2. For simplicity,
we denote ψ(x) = eiφ(x) − 1. Recall that ‖f‖Hs ∼ ‖f‖L2 + ‖f‖H˙s . An
elementary calculation provides
(3.3)
‖aψ‖L2 6 2 ‖a‖L2(|x|>R)
+ ‖a‖L2(|x|6R)
(
sup
|x|6R
(eiφ(x) − eiφ(0)) + (eiφ(0) − 1)
)
6 2 ‖a‖L2(|x|>R) + ‖a‖L2
(
R ‖∇φ‖L∞ + 2
∣∣∣∣sin φ(0)2
∣∣∣∣) .
The first term of the right hand side is small if R is large. Moreover, for any
fixed (large) R, the second term is small if δ is sufficiently small.
We next estimate H˙s norm of a(eiφ − 1). Recall that, for 0 < s < 2,
‖aψ‖H˙s ∼
∫ ∞
0
(
t−s sup
|y|6t
‖δy(aψ) − 2aψ + δ−y(aψ)‖L2(R2)
)2
dt
t

1
2
,
where δy is the shift operator, (δyf)(x) := f(x+ y). One easily verifies that
∫ ∞
1
(
t−s sup
|y|6t
‖δy(aψ)− 2aψ + δ−y(aψ)‖L2(R2)
)2
dt
t
6 (4 ‖aψ‖L2(R2))2
∫ ∞
1
t−1−2sdt =
8
s
‖aψ‖2L2(R2) .
We now consider the case t 6 1. A computation shows that
δy(aψ)− 2aψ + δ−y(aψ) = (δya− 2a+ δ−ya)ψ + (δya− δ−ya)(ψ − δ−yψ)
+ δya[δyψ − 2ψ + δ−yψ].
The second term and the third term of the right hand side are estimated as
‖(δya− δ−ya)(ψ − δ−yψ)‖L2 6 2|y| ‖δya− δ−ya‖L2 ‖∇φ‖L∞ ,
‖δya[δyψ − 2ψ + δ−yψ]‖L2 6 |y|2(‖a‖L2 ‖∇φ‖2L∞ + ‖a‖L∞
∥∥∇2φ∥∥
L2
),
respectively. We next estimate the first term. For R≫ 1, we have
‖(δya− 2a+ δ−ya)ψ‖L2 6 2 ‖δya− 2a+ δ−ya‖L2(|x|>R)
+ 4
(
(R+ 1) ‖∇φ‖L∞ + 2
∣∣∣∣sin φ(0)2
∣∣∣∣) ‖a‖L2 .
Let η(x) ∈ C∞(Rn) be a function such that 0 6 η 6 1, η(x) = 1 for
|x| > 1/2, and η(x) = 0 for |x| 6 1/4. We put a˜R(x) = a(x)η(x/R). Then,
‖δya− 2a+ δ−ya‖L2(|x|>R) 6 ‖δya˜R − 2a˜R + δ−ya˜R‖L2(Rn) .
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Therefore, we conclude that
(3.4)
∫ 1
0
(
t−s sup
|y|6t
‖δy(aψ) − 2aψ + δ−y(aψ)‖L2(R2)
)2
dt
t
6 C
(
‖a˜R‖H˙s +
(
R ‖∇φ‖L∞ +
∣∣∣∣sin φ(0)2
∣∣∣∣) ‖a‖L2)
+ C ‖∇φ‖L∞ ‖a‖H˙s−1 + C(‖∇φ‖2L∞ ‖a‖L2 +
∥∥∇2φ∥∥
L2
‖a‖L∞).
Plugging (3.3) and (3.4), we obtain
‖aψ‖Hs 6 C ‖a˜R‖Hs + C
∣∣∣∣sin φ(0)2
∣∣∣∣ ‖a‖L2
+ C ‖a‖Hs (R ‖∇φ‖L∞ + ‖∇φ‖2L∞ +
∥∥∇2φ∥∥
L2
).
For any ε > 0, we can choose R so large that the first term of the right hand
side is less than ε/3. Then, we can choose δ = δ(ε,R) such that both the
second term and the third term are less than ε/3 if ‖∇φ‖L∞ +
∥∥∇2φ∥∥
L2
+
|φ(0)| < δ.
The case s = 2 follows by direct calculations.
We show the case s > 2 by induction. We take positive integer k and
assume that the result is true for k < s 6 k + 1. Then, we have
‖aψ‖Hs+1 6 C ‖aψ‖L2 + C ‖∇(aψ)‖Hs
6 C ‖aψ‖L2 + C ‖(∇a)ψ‖Hs + C
∥∥∥aeiφ∇φ∥∥∥
Hs
.
By (3.3) and the assumption of the induction, the first two terms of the
right hand side are less than ε/3 if δ is sufficiently small. Now, since∥∥∥aeiφ∇φ∥∥∥
Hs
6 C(‖∇φ‖L∞
∥∥∥aeiφ∥∥∥
Hs
+
∥∥∇2φ∥∥
Hs−1
∥∥∥aeiφ∥∥∥
L∞
),
the third term is also less than ε/3 if δ is sufficiently small, which completes
the proof. 
3.3. Uniqueness. To complete the proof of Theorem 1.1, we show that the
solution u is unique. It is important to note that the uniqueness of the
system (3.1) does not directly means that of (SP′). Namely, it implies no
more than that the solution of (SP′) which is written as u = aeiφ with a
solution (a, φ) of (3.1), is unique. Then, what to show is that all solution of
(SP′) is written as u = aeiφ with a solution (a, φ) of (3.1).
Lemma 3.5. Let s > 2 and define
A := C([0, T );Hs(R2)) ∩ C1((0, T );Hs−2loc (R2))
B :=
{
φ ∈ C1([0, T ) ×R2);∇φ ∈ Xs+1(R2) ∩ L2+(R2)} .
Then, the following two statements are equivalent:
(1) The system (3.1) has a unique solution (a, φ) ∈ A×B.
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(2) The system
(3.5)

i∂tu+
1
2
∆u = λPu,
P = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
|u(y)|2dy,
∂tψ +
1
2
|∇ψ|2 + λP = 0,
u(0, x) = u0(x), ψ(0, x) = 0
has a unique solution (u, ψ) ∈ A×B.
By means of this lemma, the uniqueness of (SP′) is shown in the following
way. Set A,B as in Lemma 3.5. Let u1, u2 ∈ A be two solutions of (SP′).
Then, we can solve the Hamilton-Jacobi equation
∂tψ +
1
2
|∇ψ|2 + λP = 0, −∆P = |u|2, ψ(0, x) = 0,
in a way similar to the proof of Theorem 2.2 and obtain ψ1, ψ2 ∈ B, re-
spectively. Note that u is nothing but a source when we solve this equation.
Then, this lemma implies the solution of (3.5) is unique; (u1, ψ1) = (u2, ψ2).
In particular, u1 = u2.
Proof of Lemma 3.5. At first, we define mappings f and g by
f : A×B ∋ (a, φ) 7→ (aeiφ, φ),
g : A×B ∋ (u, ψ) 7→ (ue−iψ , ψ).
By means of (3.2), we see that the images of f and g are both subspaces
of A × B. It is easy to verify that f and g are injective, and that f ◦ g =
g ◦ f = Id. Therefore, both f and g are bijection from A× B to itself and
f−1 = g.
Assume that (a, φ) ∈ A×B is a unique solution of (3.1). Then, (u, ψ) =
f(a, φ) solves (3.5), and this solution is unique since f is bijective. In the
same way, if (u, ψ) is a unique solution of (3.5), then (a, φ) = f−1(u, ψ) is a
unique solution of (3.1). 
Remark 3.6. In Lemma 3.5, the gauge invariance of the nonlinearity Pu, that
is, the property that P depends only on the modulus |u| and is independent
of the argument u/|u|, is fully employed. By this property, it turns out
that solutions of two Hamilton-Jacobi equations in (3.1) and in (3.5) are
identical.
4. Proof of Theorem 1.7
We see in Theorem 2.2 that the system (1.6) has a (unique) solution
(aε, φε) and that it converges to (a0, φ0) solving (2.1) if A0 = limε→0A
ε
exists. Then, one verifies that (bε, ψε) = ((aε − a0)/ε, (φε − φ0)/ε) solves a
system similar to (1.6). Thus, mimicking the proof of Theorem 2.2, we can
prove that (bε, ψε) exists and uniformly bounded if
bε(0) =
Aε −A0
ε
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is uniformly bounded. As a result, we obtain the following. For the details
of the proof, consult [7, 13].
Assumption 4.1. Let N0 > 1 and assume the following for some s >
3 + 2N0:
• Aε ∈ Hs(R2) and ‖Aε‖Hs(R2) is uniformly bounded. Moreover, Aε is
expanded as
Aε = A0 + εA1 + · · ·+ εN0AN0 + o(εN0) in Hs(R2).
• Φ ∈ C1([0, T ) × R2) with ∇Φ ∈ Xs+1(R2) ∩ Lp(R2) for some p ∈
(2,∞).
Proposition 4.2. Let Assumption 4.1 be satisfied. Then, the unique solu-
tion (aε, φε) of (1.6) given by Theorem 2.2 has the following expansion:
aε = a0 + εa1 + · · ·+ εN0aN0 + o(εN0), in L∞([0, T );Hs−2N0)
φε = φ0 + εφ1 + · · ·+ εN0φN0 + o(εN0), in L∞([0, T );L∞loc),
∇φε = ∇φ0 + · · ·+ εN0∇φN0 + o(εN0), in L∞([0, T );Xs+1−2N0 ∩ L2+),
where, for all j ∈ [0, N0], aj ∈ C([0, T );Hs−2j) and φj ∈ C1([0, T ) × R2)
with ∇φj ∈ Xs+1−2j ∩ L2+.
At this stage, we see that the WKB approximation of the solution holds
on any bounded domain; there exist φ0 and βj such that
uε = ei
φε
ε (β0 + · · · + εN0−1βN0−1 + o(εN0−1)) in L∞([0, T );Hs−2N0loc (R2)).
To show the approximation in Theorem 1.7 which is valid not on a bounded
domain but on R2, we prepare the following two lemma.
Lemma 4.3. Let w be a real-valued function of x ∈ R2 such that ∇w ∈ L∞.
For a solution uε ∈ C((−T, T );H1(R2)) of (SP′), it holds that
d
dt
∫
w|uε(t)|2dx = ε Im
∫
(∇w · ∇uε(t))uε(t)dx.
For a solution (aε, φε) of (1.6), it holds that
d
dt
∫
w|aε(t)|2dx = ε Im
∫
(∇w ·∇aε(t))aε(t)dx+
∫
(∇w ·∇φε(t))|aε(t)|2dx.
Proof. The first identity follows from
d
dt
∫
w|uε(t)|2dx = 2Re
∫
w∂tu
ε(t)uε(t)dx
= −ε Im
∫
w∆uε(t)uε(t)dx
= ε Im
∫
(∇w · ∇uε(t))uε(t)dx,
and so does the second one from this identity and uε = aεeiφ
ε/ε. 
The next lemma is the key for the proof.
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Lemma 4.4. Let N > 1 be an integer and let Assumption 4.1 be satisfied
for some N0 = 2N . Let aj (j ∈ [0, 2N ]) be given in Proposition 4.2. Let
α ∈ (0, 1]. If
(4.1) (1 + |x|) α2j |aj(t)|2 ∈ L1(R2), j = 0, 1, . . . , N
holds at the initial time t = 0, then (4.1) holds for all t ∈ [0, T ).
Proof. We show (4.1) by induction on j.
Step 1. We first consider j = 0. From Lemma 4.3, we have
d
dt
∫
(1 + |x|)α|aε(t)|2dx = αε Im
∫ (
x
|x|(1 + |x|)α−1 · ∇a
ε(t)
)
aε(t)dx
+ α
∫ (
x
|x|(1 + |x|)α−1 · ∇φ
ε(t)
)
|aε(t)|2dx.
Let ε = 0 to obtain∫
(1 + |x|)α|a0(t)|2dx =
∫
(1 + |x|)α|A0|2dx
+ α
∫ t
0
∫ (
x
|x|(1 + |x|)α−1 · ∇φ0(s)
)
|a0(s)|2dx ds
6
∫
(1 + |x|)α|A0|2dx
+ αt ‖∇φ0‖L∞([0,t]×R2) ‖a0‖L∞([0,t],L2)
<∞.
Step 2. We now assume for induction that (4.1) holds for j = 0, 1, · · · , k−
1 (k 6 N) and show (4.1) for j = k. Comparing the ε2k-order term of the
both sides of
d
dt
∫
(1 + |x|) α2k |aε(t)|2dx = α
2k
ε Im
∫ (
x
|x|(1 + |x|)1− α2k
· ∇aε(t)
)
aε(t)dx
+
α
2k
∫ (
x
|x|(1 + |x|)1− α2k
· ∇φε(t)
)
|aε(t)|2dx,
we deduce
d
dt
∫
(1 + |x|) α2k
(
|ak(t)|2 +
k−1∑
l=0
2Re(a2k−l(t)al(t))
)
dx
=
α
2k
Im
∫ 2k−1∑
l=0
(
x
|x|(1 + |x|)1− α2k
· ∇a2k−1−l(t)
)
al(t)dx
+
α
2k
∫ ∑
l1+l2+l3=2k
(
x
|x|(1 + |x|)1− α2k
· ∇φl1(t)
)
al2(t)al3(t)dx.
Denote the right hand side by e(t). The weight function x/|x|(1+ |x|)α/2k−1
on the right side is bounded uniformly in x, and so | ∫ t0 e(s)ds| <∞ follows
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from the assumption and the Ho¨lder inequality. Since∫
(1 + |x|) α2k 2Re(a2k−l(t)al(t))dx
> −2 ‖a2k−l(t)‖L2(R2)
(∫
(1 + |x|) α2k−1 |al(t)|2dx
) 1
2
> −2 ‖a2k−l(t)‖L2(R2)
(∫
(1 + |x|) α2l |al(t)|2dx
) 1
2
> −∞
holds for l = 0, · · · , k − 1 from the Ho¨lder inequality and assumption of
induction, we conclude that∫
(1 + |x|) α2k |ak(t)|2dx <∞,
which completes the proof. 
Proof of Theorem 1.7. Notice that the Assumption 1.6 implies that Assump-
tion 4.1 is filled for N0 = 2N(> N). Therefore, we have a unique solution
(aε, φε) of (1.6) and its expansion
(4.2)
aε = a0 + εa1 + · · ·+ εNaN + o(εN ), in L∞([0, T );Hs−2N )
φε = φ0 + εφ1 + · · ·+ εNφN + o(εN ), in L∞([0, T );L∞loc),
∇φε = ∇φ0 + · · ·+ εN∇φN + o(εN ), in L∞([0, T );Xs+1−2N ∩ L2+)
by Proposition 4.2. Moreover, assumption of Lemma 4.4 is also satisfied and
so (4.1) holds for j = 1, 2, · · · , N . By the Taylor expansion, we have∣∣∣∣∣∣eiεφ1 −
N∑
l1=0
εl1
(iφ1)
l1
l1!
∣∣∣∣∣∣ 6 ε
N+1|φ1|N+1
(N + 1)!
Recall that |φ1(x)| = O(log |x|) as |x| → ∞, which gives∣∣∣∣∣∣a0eiεφ1 −
N∑
l1=0
εl1a0
(iφ1)
l1
l1!
∣∣∣∣∣∣ 6 CεN+1(1 + log 〈x〉)N+1|a0| ∈ L2
together with (4.1). Thus,
a0e
iεφ2 =
N∑
l1=0
εl1a0
(iφ2)
l1
l1!
+ o(εN ) in L∞([0, T );L2).
Since a similar expansion holds for all term of the form
εk1ak1e
iεk2−1φk2 ,
combining the expansions (4.2) and uε = aεeiφ
ε/ε, we conclude that
(4.3)
uεe−i
φ0
ε = eiφ1eiεφ2 · · · eiεN−1φN eo(εN−1)(a0 + · · · + εNaN + o(εN ))
= β0 + εβ1 + · · ·+ εN−1βN−1 + o(εN−1)
in L∞([0, T );L2(R2)), where β0 = a0e
iφ1 and βj (j > 1) is given by the
following way: For a positive integer l, we call a multi-index σ ∈ (N ∪ {0})l
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is a weighted partition of l if
∑l
k=1 kσk = l. The function βj (j > 1) in (4.3)
is given explicitly as
βj = e
iφ1
aj + j∑
l=1
aj−l
∑
σ:weigted partition of l
l∏
k=1
iσk(φk+1)
σk
σk!
 .
Note that βj ∈ C([0, T );L2(R2)) follows from (4.1). 
Remark 4.5. The feature of the two-dimensional case is that not only φ0
but also all of φj (j > 1) may grow at the spatial infinity though they are
identically zero at the initial time. This growth comes from Poisson terms
(see (A.11)). This is why amplitudes are required to be in some weighted
L2 space.
Appendix A. Poisson equation in the two dimensional whole
space
In this appendix, we consider the Poisson equation
(A.1) −∆P = f in R2
with the conditions
|∇P | → 0 as |x| → ∞, P (0) = 0,(A.2)
∇P ∈ L∞(R2).(A.3)
We briefly recall the higher dimension case n > 3. It is well known that the
solution P is defined by the Fourier transform or by the Newtonian potential
as
P (x) = F−1
[
1
|ξ|2Ff(ξ)
]
(x)(A.4)
=
1
n(n− 2)ωn (|x|
2−n ∗ f)(x),(A.5)
where ωn denotes the volume of the unit sphere in R
n. In this case, it can
be said that (A.1) in Rn is posed with the condition
(A.6) P → 0 as |x| → ∞, P ∈ L∞(Rn).
For a good f , say f ∈ S(Rn), the solution P defined by (A.4) or (A.5)
satisfies (A.6), and is unique by Liouville’s theorem.
In the two dimensional case, it is not possible to define the solution by
(A.4) in general (even in the distribution sense) because of the singularity
of |ξ|−2. In [4, 21, 14], the definition (A.4) is employed under several as-
sumption on f which provides Ff(ξ) = O(|ξ|) as ξ → 0. To realize it, it is
almost necessary to suppose the following neutrality condition:
(A.7) 2πFf(0) =
∫
R2
f(x)dx = 0.
This condition is, however, very restrictive in some case. For example, in
our systems (SP) or (SPε), this condition excludes all nontrivial solutions.
To avoid such a situation, we observe the fact that
(A.8) F−1
[−iξ
|ξ|2 Ff(ξ)
]
(x)
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(which may be equal to∇P ) is well-defined even in the two-dimensional case,
and we modify the condition (A.6) into (A.2)–(A.3), so that the Poisson
equation (A.1) has a solution. The idea is the following: If the gradient of P
was defined uniquely, then P should be given uniquely by the line integral
of it under P (0) = 0.
We denote p∗ = 2p/(2 − p) for p < 2. p∗ is increasing in p, and 1∗ = 2.
Theorem A.1. • If f ∈ Lp0(R2) for some p0 ∈ (1, 2), then
(A.9) P (x) = − 1
2π
∫
R2
(
log
|x− y|
|y|
)
f(y)dy
is well-defined and is a weak solution of (A.1) in such a sense that
its weak derivative
(A.10) ∇P (x) = − 1
2π
∫
R2
x− y
|x− y|f(y)dy ∈ L
p∗0(R2)
satisfies 〈∇P,∇ϕ〉 = −〈f, ϕ〉 for all ϕ ∈ S(R2). Moreover, this
solution satisfies (A.2) and if f ∈ L1(R2) then
(A.11) lim sup
|x|→∞
|P (x)|
log 〈x〉 6
‖f‖L1
2π
.
• If, in addition, f is continuous and ∇f ∈ Lq0(R2) for some q0 > 2,
then P is in C2(R2) and is the unique classical solution of (A.1) with
(A.2)–(A.3). Moreover, P satisfies ∇P ∈ Lr(R2) for r ∈ [p∗0,∞],
∇2P ∈ Lp(R2) for p ∈ [p0,∞], and ∇3P ∈ Lq0(R2).
Remark A.2. The operator ∇(−∆)−1 := −F−1iξ/|ξ|2F is defined as a
bounded operator from Lp0(R2) to Lp
∗
0(R2) for p0 ∈ (1, 2). Remark that
both (A.8) and (A.9) make sense for f ∈ Lp0(R2), p0 ∈ (1, 2). Therefore,
it can be said that (A.9) is one of the “proper” integral of (A.8). Remark
that, from this point of view, the Newtonian potential −(2π)−1(log |x| ∗ f)
is not proper (see Proposition A.4 and the consequent remarks, below).
Remark A.3. Note that ∇P ∈ L2(R2) only if f satisfies the neutrality con-
dition −2πFf(0) = ∫
R2
fdx = 0. This is because ‖∇P‖L2 =
∥∥|ξ|−1Ff∥∥
L2
.
Proof. Recall that log |x| ∈ Lploc(R2) for all 1 6 p < ∞ and log(|x −
y|/|y|) = O(|y|−1) as |y| → ∞. Therefore, it follows that log(|x − y|/|y|) ∈
L
p0/(p0−1)
y (R2) for any fixed x ∈ R2, and so that P is well-defined for
f ∈ Lp0(R2) by the Ho¨lder inequality . One easily verifies that the weak
derivative of P is given by (1.4). By the Hardy-Littlewood-Sobolev inequal-
ity, (A.10) is also well-defined for f ∈ Lp0(R2) and belongs to Lp∗0(R2).
Thus, (A.2) is satisfied. A computation shows that F(x/|x|2) = −iξ/|ξ|2.
Therefore, we see that ∇P = −F−1[(iξ/|ξ|2)Ff ] solves (A.1) in the distri-
bution sense. To complete the proof of the former part, we show (A.11).
Set K(x, y) := log |x−y|〈y〉 and
K1(x, y; δ) := 1{|x−y|>δ}K(x, y), K2(x, y; δ) := 1{|x−y|6δ}K(x, y),
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where 〈y〉 =
√
1 + |y|2 and δ ∈ (0, 1] to be chosen later. Let us first show
that
(A.12) sup
y
|K1(x, y; δ)| 6 log 〈x〉+ log
√
3 + log
1
δ
, ∀x ∈ R2.
Put x− y = −w. Notice that the support of K1 is written as {|w| > δ}. By
triangle inequality, we obtain
log
|w|√
1 + (|w|+ |x|)2 6 log
|w|
〈w + x〉 6 log
|w|√
1 + (|w| − |x|)2 .
The left hand side is always negative and monotone increasing in |w|(> δ),
and so we have the following bound:∣∣∣∣∣log |w|√1 + (|w|+ |x|)2
∣∣∣∣∣ 6
∣∣∣∣∣log δ√1 + (δ + |x|)2
∣∣∣∣∣
6 log
√
3 + log 〈|x|〉+ log 1
δ
,
where we have used the relation 1 6 1+(δ+ |x|)2 6 3(1+ |x|2) for δ ∈ (0, 1].
On the other hand, the right hand side is, in |w|, increasing if δ 6 |w| 6
|x|+1/|x| and decreasing if |w| > |x|+1/|x|, and tends to zero as |w| → ∞.
Therefore,∣∣∣∣∣log |w|√1 + (|w| − |x|)2
∣∣∣∣∣ 6 max
(
log 〈x〉 ,− log δ√
1 + (δ − |x|)2
)
.
Then, to show (A.12), it suffices to note that
− log δ√
1 + (δ − |x|)2 6 log
√
2 + log 〈|x|〉+ log 1
δ
.
It follows from (A.12) that∣∣∫
R2
K1(x, y; δ)f(y)dy
∣∣
log 〈x〉 6 ‖f‖L1 +
‖f‖L1 (log
√
3 + log(1/δ))
log 〈x〉 .
On the other hand, applying the inequality〈|x+ w|〉 6 √3 〈x〉 for |w| 6 δ 6
1, we obtain
‖K2(x, ·; δ)‖Lqy 6 ‖log 〈w + x〉‖Lq(|w|6δ) + ‖log |w|‖Lq(|w|6δ) ,
6 (πδ2)
1
q (log 〈x〉+ log
√
3) + ‖log |w|‖Lq(|w|6δ) ,
for q = p0/(p0 − 1), which yields
(A.13)∣∣∫
R2
K2(x, y; δ)f(y)dy
∣∣
log 〈x〉 6 (πδ
2)
1
q ‖f‖Lp0
+ ‖f‖Lp0
(πδ2)
1
q log
√
3 + ‖log |w|‖Lq(|w|6δ)
log 〈x〉 .
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Thus, we let δ = (log 〈x〉)−1 to conclude from (A.12) and (A.13) that
|P (x)|
log 〈x〉 6
∣∣∫
R2
K1(x, y; (log 〈x〉)−1)f(y)dy
∣∣
2π log 〈x〉
+
∣∣∫
R2
K2(x, y; (log 〈x〉)−1)f(y)dy
∣∣
2π log 〈x〉 +
| ∫
R2
log( 〈y〉|y| )f(y)dy|
2π log 〈x〉
→ ‖f‖L1
2π
as |x| → ∞, where we have used the fact that log(〈y〉/|y|) ∈ Lp0/(p0−1)(R2).
Let us proceed to the proof of the second part of the theorem. Note that,
for all j, k, l ∈ {1, 2}, it holds that
∂j∂kP = RjRkf, ∂j∂k∂lP = RjRk∂lf,
where Rj denotes the Riesz transform F−1(−iξj/|ξ|)F . Applying the Lp-
boundedness of the Riesz transform (1 < p <∞), we see that
∂j∂kP ∈ Lp(R2), ∀p ∈ [p0,∞), ∂j∂k∂lP ∈ Lq0(R2).
Then, ∂j∂kP ∈ L∞(R2) also follows the Gagliardo-Nirenberg inequality. The
Hardy-Littlewood-Sobolev yields ∇P ∈ Lr(R2) for r ∈ [q0,∞). Finally, a
use of Ho¨lder inequality shows ∇P ∈ L∞(R2). By the continuity argument,
we conclude that P ∈ C2(R2).
We finally prove the uniqueness of the classical solution. Let P1, P2 be
two solutions of (A.1) with (A.2)–(A.3). Then, w := P1 − P2 is a harmonic
function. Differentiating ∆w = 0 in x1, we see that ∂1w is also a harmonic
function on R2. Since we have already known that ∂1w is bounded, ∂1w
is a constant. However, ∂1w → 0 as |x| → ∞ and so ∂1w ≡ 0. Similarly,
∂2w ≡ 0. Therefore, w is a constant and so w(x) ≡ w(0) = 0, which shows
P1 ≡ P2. 
A.1. A solution given by the Newtonian potential. We can also give
a rigorous meaning of the Newtonian potential
(A.14) P˜ (x) = − 1
2π
∫
R2
(log |x− y|)f(y)dy
as a solution of the Poisson equation. Notice that − 12pi log |x| is the Newto-
nian kernel in two dimensions and so that P˜ is a two-dimensional version of
(A.5).
Proposition A.4. Let f ∈ Lp0(R2) for some p0 ∈ (1, 2) and let P˜ be as
in (A.14). If P˜ (x) is finite at some x ∈ R2, then it is finite for all x ∈ R2
and, moreover, P˜ (x) = P (x) + P˜ (0), where P is the solution of (A.1) with
(A.2)–(A.3) given by Theorem A.1.
Notice that the proposition implies the following:
• If P˜ (x) diverges at some x ∈ R2 then it necessarily diverges for all
x ∈ R2 under the same assumption on f .
• The difference between P and P˜ is merely a constant P˜ (0). However,
when we consider P˜ , we need an additional assumption on f only
for saying that this constant is finite.
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• If f ∈ Lp0(R2) is so that P˜ (0) is finite, then P˜ is a weak solution of
(A.1) with the condition P (0) = P˜ (0) and |∇P | → 0 as |x| → ∞.
The proof of this proposition is obvious: It suffices to mention that, for any
f ∈ Lp0(R2) (p0 ∈ (1, 2)) and x1, x2 ∈ R2,
− 1
2π
∫
R2
(
log
|x1 − y|
|x2 − y|
)
f(y)dy
is finite.
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