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EMBEDDINGS OF PERSISTENCE DIAGRAMS INTO HILBERT SPACES
PETER BUBENIK AND ALEXANDER WAGNER
Abstract. Since persistence diagrams do not admit an inner product structure, a map into
a Hilbert space is needed in order to use kernel methods. It is natural to ask if such maps
necessarily distort the metric on persistence diagrams. We show that persistence diagrams with
the bottleneck distance do not even admit a coarse embedding into a Hilbert space. As part of
our proof, we show that any separable, bounded metric space isometrically embeds into the space
of persistence diagrams with the bottleneck distance. As corollaries, we obtain the generalized
roundness, negative type, and asymptotic dimension of this space.
1. Introduction
Kernel methods, such as support vector machines or principal components analysis, are machine
learning algorithms that require an inner product on the data (Steinwart and Christmann, 2008).
When the original data set X lacks an inner product or one would like a higher-dimensional
representation of the data, a standard approach is to map into a Hilbert space H. Such a
mapping is called a feature map and kernel methods are implicitly performed in the codomain
of the feature map. While specifying an explicit feature map may be difficult, it turns out to be
equivalent to the often simpler task of constructing a positive definite kernel on the data. This
equivalence is important for the practical success of kernel methods but should not obscure the
fact that there is an underlying feature map ϕ : X → H and that the algorithm works with
ϕ(X) ⊆ H. Because of this, when X is a metric space, one would like a feature map ϕ that
changes the original metric as little as possible.
Persistent homology takes in a one-parameter family of topological spaces and outputs a sig-
nature, called the persistence diagram, of this family’s changing homology. There is a natural
metric on one-parameter families of topological spaces, called the interleaving distance, and a
family of metrics on persistence diagrams, called the p-Wasserstein distances. When p = ∞,
changes in the input of persistent homology cause at most proportional changes in the output
(Cohen-Steiner et al., 2007; Chazal et al., 2009). This stability legitimizes the use of persistent
homology for machine learning because it guarantees that small perturbations of the data, such
as those caused by measurement noise, do not cause large changes in the associated features.
If one would like to apply kernel methods to persistence diagrams, a natural first question is
whether the metrics on persistence diagrams can be induced by an inner product. More pre-
cisely, does there exist an isometric embedding of persistence diagrams into a Hilbert space? We
show in Section 2.3 that the impossibility of such an isometric embedding follows from work of
Turner and Spreemann (2019) and classical results of Schoenberg (1935, 1938). In other words,
any feature map from persistence diagrams into a Hilbert space necessarily distorts the original
metric.
Our main results consider the∞-Wasserstein distance, also called the bottleneck distance. This
is the only case for which persistent homology is 1-Lipschitz. Isometric maps require distances to
be exactly preserved. More general are bi-Lipschitz maps which are allowed to distort distances
at most linearly. Considerably more general are coarse embeddings, which need not be continuous
and only require that distances be distorted in a uniform, but potentially non-linear, way. Coarse
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embeddings are an important notion in geometric group theory and coarse geometry (Gromov,
1993; Roe, 2003). We show that the space of persistence diagrams with the bottleneck distance
does not admit a coarse embedding into a Hilbert space (Theorem 21). In other words, the
distortion caused by a feature map to the bottleneck distance is not uniformly controllable. In
fact, even if one restricts to the subspace of (finite) persistence diagrams arising as the homology
of a filtered finite simplicial complex, there still does not exist a coarse embedding of this subspace
into a Hilbert space (Remark 22 and Lemma 23). As corollaries of Theorem 21, we obtain the
generalized roundness, negative type, and asymptotic dimension of persistence diagrams with the
bottleneck distance (Corollary 20, Remark 25 and Corollary 27). Toward our proof of Theorem
21, we show that any separable, bounded metric space isometrically embeds into the space of
persistence diagrams with the bottleneck distance (Theorem 19). Our proof of Theorem 21
combines Theorem 19 with ideas of Dranishnikov et al. (2002) and Enflo (1969).
1.1. Related work. Carriere and Bauer (2018) have investigated bi-Lipschitz embeddings of
persistence diagrams into separable Hilbert spaces. They’ve shown the impossibility of a bi-
Lipschitz embedding into a finite-dimensional Hilbert space and that bi-Lipschitz embeddings
into infinite-dimensional, separable Hilbert spaces only exist when restrictions are placed on the
cardinality and spread of the persistence diagrams under consideration. Bell et al. (2019) have
shown that the space of persistence diagrams with the p-Wasserstein distance for p < ∞ has
a discrete subspace that fails to have property A. The relevance of this result is that a discrete
metric space with property A admits a coarse embedding into a Hilbert space (Yu, 2000, Theorem
2.2). Bubenik and Vergili (2018, Theorem 4.37) have shown that there exist cubes of arbitrary
dimension with the L∞ distance which isometrically embed into the space of persistence diagrams
with the bottleneck distance.
2. Background
2.1. The space of persistence diagrams. In this section, we define persistence diagrams and a
family of associated metric spaces. Persistence diagrams naturally arise as the output of persistent
homology, which describes the changing homology of a one-parameter family of topological spaces.
Persistence diagrams are usually defined to be multisets. We find it convenient to instead define
them as indexed sets.
Definition 1. Denote {(x, y) ∈ R2 | x < y} by R2<. A persistence diagram is a function from a
countable set to R2<, i.e. D : I → R
2
<.
To define the relevant metrics on persistence diagrams, we need two preliminary definitions.
Definition 2. Suppose D1 : I1 → R
2
< and D2 : I2 → R
2
< are persistence diagrams. A partial
matching between them is a triple (I ′1, I
′
2, f) such that I
′
1 ⊆ I1, I
′
2 ⊆ I2, and f : I
′
1 → I
′
2 is a
bijection.
The distance between two persistence diagrams will be the minimal cost of a partial matching
between them. The cost of a partial matching is the Lp norm of the distances between matched
pairs and the distances between unmatched pairs and ∆, the diagonal in R2.
Definition 3. Suppose D1 : I1 → R
2
< and D2 : I2 → R
2
< are persistence diagrams and (I
′
1, I
′
2, f)
is a partial matching between them. Equip R2< with the metric d∞(a, b) = ‖a− b‖∞ = max(|ax−
bx|, |ay − by|). For a ∈ R2<, observe that d∞(a,∆) = inft∈∆ d∞(a, t) = (ay − ax)/2. The p-cost of
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f is denoted costp(f) and defined as follows. If p <∞,
costp(f) =

∑
i∈I′
1
d∞(D1(i),D2(f(i)))
p +
∑
i∈I1\I′1
d∞(D1(i),∆)
p +
∑
i∈I2\I′2
d∞(D2(i),∆)
p


1/p
.
If p =∞,
costp(f) = max{sup
i∈I′
1
d∞(D1(i),D2(f(i)), sup
i∈I1\I′1
d∞(D1(i),∆), sup
i∈I2\I′2
d∞(D2(i),∆)}.
If any of the terms in either expression are unbounded, we define the cost to be infinity.
Definition 4. Let 1 ≤ p ≤ ∞. If D1, D2 are persistence diagrams, define
w˜p(D1,D2) = inf{costp(f) | f is a partial matching between D1 and D2}.
Let (Dgmp, wp) denote the metric space of persistence diagrams D that satisfy w˜p(D, ∅) < ∞
modulo the relation D1 ∼ D2 if w˜p(D1,D2) = 0, where ∅ is shorthand for the unique persistence
diagram with empty indexing set.
2.2. Negative type and kernels. The following definition and theorem equate the problem of
defining a feature map on a set to the frequently simpler problem of defining a positive definite
kernel. Theorem 6 and the fact that kernel methods require access to only the inner products of
elements is the content of the so-called kernel trick.
Definition 5. Let X be a nonempty set. A symmetric function k : X × X → R is a positive
definite kernel if for any n ∈ N, c1, . . . , cn ∈ R, and x1, . . . , xn ∈ X,
n∑
i,j=1
cicjk(xi, xj) ≥ 0.
Theorem 6 (Steinwart and Christmann 2008, Theorem 4.16). Let X be a nonempty set. A
function k is a positive definite kernel iff there exists a Hilbert space H and a feature map ϕ :
X →H such that 〈ϕ(x), ϕ(y)〉 = k(x, y) for every x, y ∈ X.
We now turn to the definition of negative type, which is closely related to positive definite
kernels and to the embeddability of metric spaces into Hilbert spaces.
Definition 7. A quasi-metric space is a nonempty set X together with a function d : X ×X →
[0,∞) such that d(x, x) = 0 and d(x, y) = d(y, x) for every x, y ∈ X.
Definition 8. A quasi-metric space (X, d) is said to be of q-negative type if for any n ∈ N,
x1, . . . , xn ∈ X, and a1, . . . , an ∈ R satisfying
∑n
i=1 ai = 0, the following inequality is satisfied.
n∑
i,j=1
aiajd(xi, xj)
q ≤ 0
A relationship between positive definite kernels and negative type is given in the following.
Theorem 9 (Berg et al. 1984, Lemma 2.1, Theorem 2.2). Let (X, d) be a quasi-metric space.
The following are equivalent.
(1) (X, d) is of 1-negative type.
(2) For any x0 ∈ X, k(x, y) = d(x, x0) + d(y, x0)− d(x, y) is a positive definite kernel.
(3) k(x, y) = e−td(x,y) is a positive definite kernel for every t > 0.
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The negative type of a quasi-metric space is closely related to questions regarding embeddability
into Hilbert spaces.
Theorem 10 (Wells and Williams 1975, Theorem 2.4, Remark 3.2). A quasi-metric space admits
an isometric embedding into a Hilbert space iff it is of 2-negative type.
Besides 2-negative type characterizing isometric embeddability into a Hilbert space, the fol-
lowing theorem states the important property that negative type is downward closed.
Theorem 11 (Wells and Williams 1975, Theorem 4.7). Suppose (X, d) is a quasi-metric space
of q-negative type. Then it is of q′-negative type for any 0 ≤ q′ ≤ q
2.3. Isometric embeddability of diagram space. It was shown by Turner and Spreemann
(2019, Theorem 3.2) that (Dgmp, wp) is not of 1-negative type for any 1 ≤ p ≤ ∞. This leads to
the following negative result.
Theorem 12. (Dgmp, wp) does not admit an isometric embedding into a Hilbert space for any
1 ≤ p ≤ ∞.
Proof. Let 1 ≤ p ≤ ∞. Since (Dgmp, wp) is not of 1-negative type, by Theorem 11, (Dgmp, wp)
is not of 2-negative type and so does not admit an isometric embedding into a Hilbert space by
Theorem 10. 
2.4. Coarse embeddings and related notions. If instead of demanding that distances be
exactly preserved, we only require that distances be contracted or expanded a uniform amount,
we arrive at the following definition.
Definition 13. A map f : (X, d) → (Y, d′) is a coarse embedding or uniform embedding if there
exists non-decreasing ρ−, ρ+ : [0,∞)→ [0,∞) such that
(1) ρ−(d(x, y)) ≤ d
′(f(x), f(y)) ≤ ρ+(d(x, y)) for all x, y ∈ X, and
(2) limt→∞ ρ−(t) =∞.
Note that if ρ−(x) = Ax and ρ+(x) = Bx for some A,B > 0 then f is a bi-Lipschitz map. This
definition was introduced by Gromov (1993, p. 218) where he posed the question of whether every
separable metric space, of which (Dgmp, wp) are examples (Mileyko et al., 2011; Blumberg et al.,
2014), admits a coarse embedding into a Hilbert space. This question was answered negatively by
Dranishnikov et al. (2002). The following definition gives a coarse analogue of covering dimension.
Definition 14. Let n be a non-negative integer. A metric space (X, d) has asymptotic dimension
≤ n if for every R > 0 there exists a cover U of X such that every ball of radius R intersects at
most n+ 1 elements of U and supU∈U sup{d(x, y) | x, y ∈ U} <∞.
Theorem 15 (Roe 2003, Example 11.5). If X is a metric space with finite asymptotic dimension,
then there exists a coarse embedding of X into a Hilbert space.
Property A is a weak amenability-like notion for discrete metric spaces that also implies coarse
embeddability into a Hilbert space.
Definition 16 (Yu 2000, Definition 2.1). A discrete metric space (X, d) has property A if for any
r > 0, ε > 0 there is a family of finite subsets {Ax}x∈X of X × N such that
(1) (x, 1) ∈ Ax for all x ∈ X;
(2)
|(Ax \Ay)|+ |(Ay \ Ax)|
|Ax ∩Ay|
< ε whenever d(x, y) ≤ r;
(3) there exists R > 0 such that if (x,m), (y,m) ∈ Az for some z ∈ X, then d(x, y) ≤ R.
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Figure 1. A metric space with three points and the corresponding persistence
diagrams defined in Theorem 19.
Theorem 17 (Yu 2000, Theorem 2.2). If a discrete metric space X has property A, then X
admits a coarse embedding into a Hilbert space.
The following definition gives a non-Riemannian notion of curvature for general metric spaces.
Definition 18. Ametric space (X, d) has generalized roundness q if for any n ∈ N and a1, . . . , an, b1, . . . , bn ∈
X, we have ∑
i<j
(d(ai, aj)
q + d(bi, bj)
q) ≤
∑
i,j
d(ai, bj)
q
This definition was introduced by Enflo (1969) to answer negatively a question of Smirnov
about uniform homeomorphisms into L2(0, 1). Indeed, Dranishnikov et al.’s negative answer to
Gromov’s question was inspired by Enflo’s negative answer to Smirnov’s. Long after Enflo defined
generalized roundness, Lennard, Tonge, and Weston (1997) proved that a space has generalized
roundness q iff it has q-negative type, giving a geometric characterization to the notion of negative
type and, in particular, to the existence of isometric embeddings into Hilbert spaces.
3. Coarse embeddability of diagrams with bottleneck distance
The main result of this section is that there does not exist a coarse embedding of (Dgm∞, w∞)
into a Hilbert space. This implies that the generalized roundness and asymptotic dimension of
(Dgm∞, w∞) are 0 and ∞, respectively. We also show that any separable, bounded metric space
has an isometric embedding into the space of persistence diagrams with the bottleneck distance.
Theorem 19. Suppose (X, d) is a separable, bounded metric space. There exists an isometric
embedding ϕ : (X, d) → (Dgm∞, w∞). Moreover, if c > sup{d(x, y) | x, y ∈ X}, we may choose
ϕ such that ϕ(X) ⊆ B(∅, 3c2 ) \B(∅, c), where B(∅, r) = {D ∈ Dgm∞ | w∞(D, ∅) < r}.
6 PETER BUBENIK AND ALEXANDER WAGNER
Proof. Let c > sup{d(x, y) | x, y ∈ X}. Let {xk}
∞
k=1 be a countable, dense subset of (X, d).
Consider the following map.
ϕ : (X, d)→ (Dgm∞, w∞)
x 7→ {(2c(k − 1), 2ck + d(x, xk)}
∞
k=1
Note that for any x ∈ X and k ∈ N,
d∞((2c(k − 1), 2ck + d(x, xk)),∆) = c+
d(x, xk)
2
<
3c
2
,
so ϕ is well-defined. Moreover, since
w∞(ϕ(x), ∅) = sup
1≤k<∞
d∞((2c(k − 1), 2ck + d(x, xk)),∆),
it follows that ϕ(x) ∈ B(∅, 3c2 ) \B(∅, c). A visualization of the image of ϕ for a metric space with
three points is shown in Figure 1. We now show that an optimal partial matching of ϕ(x) and
ϕ(y) matches points in each diagram with the same first coordinate, and the cost of this partial
matching is d(x, y).
Formally, ϕ(x) and ϕ(y) are equivalence classes of persistence diagrams Dx : N → R
2
< and
Dy : N → R
2
<. Consider the partial matching (N,N, idN) between Dx and Dy, i.e. (2c(k −
1), 2ck + d(x, xk)) is matched with (2c(k − 1), 2ck + d(y, xk)) for every k ∈ N. Observe that
d∞(Dx(k),Dy(k)) = |d(x, xk) − d(y, xk)| for every k, so the cost of this partial matching is
supk |d(x, xk)− d(y, xk)|. By the triangle inequality,
sup
k
|d(x, xk)− d(y, xk)| ≤ d(x, y).
Since {xk}
∞
k=1 is dense, for every ε > 0, there exists a k such that d(x, xk) < ε, so
|d(x, xk)− d(y, xk)| ≥ d(y, xk)− d(x, xk) ≥ d(x, y) − 2d(x, xk) > d(x, y) − 2ε.
This implies that supk |d(x, xk)− d(y, xk)| ≥ d(x, y) and cost∞(idN) = d(x, y).
Suppose I, J ⊆ N and (I, J, f) is a different partial matching between Dx and Dy. Then there
exists a k ∈ N such that either k /∈ I or k ∈ I and f(k) 6= k. If k /∈ I, then
costp(f) ≥ d∞((2c(k − 1), 2ck + d(x, xk)),∆) ≥ c.
If k ∈ I and f(k) = k′ 6= k, then
costp(f) ≥ ‖(2c(k − 1), 2ck + d(x, xk))− (2c(k
′ − 1), 2ck′ + d(y, xk′))‖∞ ≥ 2c.
Therefore, costp(f) ≥ c > d(x, y). Hence, w∞(ϕ(x), ϕ(y)) = d(x, y), i.e. ϕ is an isometric
embedding. 
We now apply Theorem 19 to show the generalized roundness of (Dgm∞, w∞) is 0. To do so,
we embed finite metric spaces of arbitrarily small generalized roundness into (Dgm∞, w∞).
b1 b2 b3 b4
a1 a2 a3 a4
Figure 2. The metric space obtained from the complete bipartite graph Kn,n
when n = 4.
Corollary 20. The generalized roundness of (Dgm∞, w∞) is zero.
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Proof. Let n ≥ 2. Define Xn = {a1, . . . , an, b1, . . . , bn} and equip this set with the metric
d(ai, aj) = d(bi, bj) = 2 and d(ai, bj) = 1 for any i, j ∈ {1, . . . , n}. Enflo (1969) remarks that Xn
has generalized roundness that converges to 0 as n→∞. Indeed,
∑
i<j
(d(ai, aj)
q + d(bi, bj)
q) ≤
∑
i,j
d(ai, bj)
q ⇐⇒
n(n− 1)2q ≤ n2 ⇐⇒
q ≤ log2(1 + (n− 1)
−1).
Hence, Xn has generalized roundness at most log2(1+ (n− 1)
−1) which tends to 0 as n increases.
By Theorem 19, we may isometrically embed Xn into (Dgm∞, w∞) for any n so the generalized
roundness of (Dgm∞, w∞) must be zero. 
Our next result is that (Dgm∞, w∞) does not admit a coarse embedding into a Hilbert space.
The proof relies on a construction of Dranishnikov et al. (2002) based on ideas of Enflo (1969).
Theorem 21. (Dgm∞, w∞) does not admit a coarse embedding into a Hilbert space.
Proof. Define Zn to be the integers mod n with the standard metric. Define Z
m
n to be the product
of m copies of Zn with the following metric,
d(([k1], . . . , [km]), ([l1], . . . , [lm])) = max
1≤i≤m
d([ki], [li]).
Let X be the disjoint union of Zmn for every n,m ≥ 1 and equip X with a metric d˜ satisfying the
following.
(1) The restriction of d˜ to each Zmn coincides with d.
(2) d˜(x, y) ≥ n+m+ n′ +m′ if x ∈ Zmn , y ∈ Z
m′
n′ , and (n,m) 6= (n
′,m′).
Proposition 6.3 of Dranishnikov et al. (2002) shows that any such (X, d˜) does not admit a
coarse embedding into a Hilbert space. Hence, it suffices to prove such an (X, d˜) isometrically
embeds into (Dgm∞, w∞), since a coarse embedding of (Dgm∞, w∞) into a Hilbert space would
restrict to a coarse embedding of (X, d˜) into a Hilbert space.
Choose an enumeration {(ni,mi)}
∞
i=1 of N × N such that i < j implies ni + mi ≤ nj + mj ,
for instance, (1, 1), (1, 2), (2, 1), (1, 3), (2, 2), (3, 1), (1, 4), etc. Define c1 = 1 and for i ≥ 2, ci =
4max(ci−1, ni +mi). For every (ni,mi), note that ci > ni > max{d(x, y) | x, y ∈ Z
mi
ni }. So by
Theorem 19, there exists an isometry ϕi : Z
mi
ni → (Dgm∞, w∞) such that ϕi(Z
mi
ni ) ⊆ B(∅,
3ci
2 ) \
B(∅, ci).
Define ϕ : X → Dgm∞ by ϕ(x) = ϕi(x) for x ∈ Z
mi
ni and define d˜(x, y) = w∞(ϕ(x), ϕ(y)).
By the definition of d˜, ϕ : (X, d˜) → (Dgm∞, w∞) is an isometry. If x, y ∈ Z
mi
ni , then d˜(x, y) =
w∞(ϕi(x), ϕi(y)) = d(x, y) so d˜ satisfies (1) above. It only remains to show d˜ satisfies (2).
Suppose x ∈ Zmini , y ∈ Z
mj
nj , and (ni,mi) 6= (nj,mj). We may assume i < j. By construction,
ϕ(x) = ϕi(x) ∈ B(∅,
3ci
2 ) \B(∅, ci) and ϕ(y) = ϕj(y) ∈ B(∅,
3cj
2 ) \B(∅, cj), which implies that
d˜(x, y) = w∞(ϕ(x), ϕ(y)) ≥ w∞(ϕ(y), ∅) − w∞(ϕ(x), ∅) > cj −
3ci
2
.
Additionally, we have ni +mi ≤ nj +mj and cj ≥ 4max(ci, nj +mj) ≥ 2(ci + (nj +mj)), so
d˜(x, y) > cj −
3ci
2
≥ 2(nj +mj) + 2ci −
3ci
2
> ni +mi + nj +mj .
We have shown that d˜ satisfies (2) which completes the proof. 
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Remark 22. For a finite metric space, the isometric embedding defined in Theorem 19 sends
each point to a persistence diagram of finite cardinality in (Dgm∞, w∞). In particular, the map
ϕi : Z
mi
ni → (Dgm∞, w∞) given in the proof of Theorem 19 has an image consisting of finite
persistence diagrams. Since X is the disjoint union of Zmn for every n,m ≥ 1, it follows that
ϕ : (X, d˜)→ (Dgm∞, w∞) sends each point in the metric space X to a finite persistence diagram.
Hence, the proof of Theorem 21 gives the slightly stronger result that the space of finite persistence
diagrams with the bottleneck distance does not admit a coarse embedding into a Hilbert space.
Theorem 21 and Remark 22 give the impossibility of coarsely embedding the space of finite
persistence diagrams with the bottleneck distance into a Hilbert space. The primary motivation
for this result was the application of kernel methods to persistent homology. In computational
settings, the persistence diagrams of interest are frequently the result of applying homology to
a filtered finite simplicial complex. Hence, one may ask whether this more restricted space
of persistence diagrams, i.e. the subspace arising from homology of filtered finite simplicial
complexes, admits a coarse embedding into a Hilbert space. Unfortunately, this is easily seen to
be false by the following.
Lemma 23. Every finite persistence diagram is realizable as the homology of a filtered finite
simplicial complex.
Proof. Suppose D : {1, . . . , n} → R2< is a persistence diagram. Let V = {v
a
i , v
b
i , v
c
i }
n
i=1. Consider
the simplicial complex on V that is the disjoint union of n 2-simplices and has the filtration given
by assigning the value D(i)x to {v
a
i }, {v
b
i }, {v
c
i }, {v
a
i , v
b
i }, {v
a
i , v
c
i }, {v
b
i , v
c
i } and the value D(i)y to
{vai , v
b
i , v
c
i }. Applying H1(−,Z2) recovers the persistence diagram D. 
Proposition 24. A metric space (X, d) with q-negative type for some q > 0 admits a coarse
embedding into a Hilbert space.
Proof. Suppose there exists a q > 0 such that the metric space (X, d) has q-negative type. Observe
that dq/2(x, x) = 0q/2 = 0 and dq/2(x, y) = dq/2(y, x) so (X, dq/2) is a quasi-metric space. Let
x1, . . . , xn ∈ X and a1, . . . , an ∈ R such that
∑n
i=1 ai = 0. Then
n∑
i,j=1
aiajd
q/2(xi, xj)
2 =
n∑
i,j=1
aiajd(xi, xj)
q ≤ 0,
so (X, dq/2) is a quasi-metric space of 2-negative type. By Theorem 10, there exists an isometric
embedding ϕ from (X, dq/2) into a Hilbert space H. Define ρ+(t) = ρ−(t) = t
q/2. It follows that
ϕ satisfies the requirements of a coarse embedding of (X, d) into H, i.e.
ρ+(d(x, y)) = ρ−(d(x, y)) = d
q/2(x, y) = ‖ϕ(x) − ϕ(y)‖H.

Remark 25. Since (Dgm∞, w∞) does not admit a coarse embedding into a Hilbert space, Propo-
sition 24 implies that (Dgm∞, w∞) is of 0-negative type. This also follows from Corollary 20
and the result of Lennard, Tonge, and Weston (1997) on the equivalence of negative type and
generalized roundness. Finally, we state two corollaries of Theorem 21 that answer Questions
3.10 and 3.11 of Bell et al. (2019).
Corollary 26. (Dgm∞, w∞) contains a discrete subspace that fails to have property A.
Proof. In the proof of Theorem 21, we consider a discrete metric space (X, d˜) and prove it embeds
in (Dgm∞, w∞) via an isometry ϕ. Dranishnikov et al. (2002) have shown that (X, d˜) does not
admit a coarse embedding into a Hilbert space so by Theorem 17, ϕ(X) fails to have property
A. 
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Corollary 27. (Dgm∞, w∞) has infinite asymptotic dimension.
Proof. If (Dgm∞, w∞) had finite asymptotic dimension, then it would admit a coarse embedding
into a Hilbert space by Theorem 15, which contradicts Theorem 21. 
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