Hardware-Partitionierung für Prototypen-Boards by Falk, Heiko
Diplomarbeit
Hardware Partitionierung
f

ur
Prototypen Boards
Heiko Falk
UNI DO
Diplomarbeit
am Fachbereich Informatik
der Universit
 
at Dortmund
 August 
Betreuer 
Dr Ralf Niemann
Prof Dr Peter Marwedel
Heiko Falk  Eppenhauser Strae   D	 Hagen
Matr
Nr
   Fachbereich Informatik  Universit

at Dortmund
Inhaltsverzeichnis i
Inhaltsverzeichnis
  Einf

uhrende Betrachtungen  
 Das Problem der LogikPartitionierung 

 Vom Algorithmus zum Chip HardwareSynthese 
 
 
 
 
 
 
 
 
 

 Eine formale Beschreibung der LogikPartitionierung 
 
 
 
 
 
 
 

	 XILINXFPGAs als Zieltechnologie 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Strategien zur LogikPartitionierung 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 Technology Mapping  Vorher oder hinterher 
 
 
 
 
 
 


 Eine

Ubersicht

uber andere Verfahren 
 
 
 
 
 
 
 
 
 
 
 
 Bilden von Hierarchien mittels Iterativen Clusterns  
	
 Das Konzept des Iterativen Clusterns 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	
 Ein ConnectivityMa zur Berechnung von ZellenClustern 
 
 
 
 
 Bipartitionierung nach Fiduccia  Mattheyses 

 Der schematische Ablauf des Algorithmus 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Die Berechnung von ZellenGewinnen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

	 Eine eziente Datenstruktur zur Bestimmung der BasisZelle 
 
 	

 Beurteilung der Partitionierung nach Fiduccia  Mattheyses 
 
 	
 Ein genetischer Ansatz zur LogikPartitionierung 

 Zur Funktionsweise genetischer Algorithmen 
 
 
 
 
 
 
 
 
 
 
 
 	


 Evolution in der Informatik Begrie und Abl

aufe 
 
 
 
 	


 Survival of the ttest Selektion von Individuen 
 
 
 
 
 
 	


	 Die Variation von Erbmerkmalen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 	
ii Inhaltsverzeichnis


 Parametrisierung genetischer Algorithmen 
 
 
 
 
 
 
 
 
 

 Integration der Bipartitionierungsalgorithmen 
 
 
 
 
 
 
 
 
 
 
 

	 Die genetische Formulierung des Partitionierungsproblems 
 
 
 
 

	
 Das zur Partitionierung verwendete Genmaterial 
 
 
 
 
 

	
 Die G

ute erzeugter Partitionen oder Wie t ist ein Indi
viduum 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Ber

ucksichtigung von FPGATopologien 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 Externe FPGAAnschl

usse und die IOBs eines Designs 
 
 


 Die Behandlung geschnittener Netze durch die Genetik 
 
 
	 Die Realisierung des Partitionierungsverfahrens COBRA 	 

 Partitionierung mit COBRA Von VHDL zu XNF 
 
 
 
 
 
 
 
 
 


 LogikPartitionierung und kritische Zeitanforderungen 
 
 


 Partitionierung auf GatterEbene 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


	 Benchmarking mit COBRA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Zur Programmierung der Partitionierungssoftware 
 
 
 
 
 
 
 
 

	 Die Partitionierung eines konkreten Fallbeispiels 
 
 
 
 
 
 
 
 
 

	
 Ein FuzzyController zur Ampelsteuerung 
 
 
 
 
 
 
 
 
 

	
 Synthese und Bipartitionierung des Controllers mit COBRA 

	
	 Simulationsergebnisse f

ur den partitionierten Controller 
 

 BenchmarkPartitionierungen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 Auswirkungen des Technology Mappings auf die Logik
Partitionierung 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 Partitionierungsergebnisse von COBRA und anderen Ver
fahren 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Schlieende Betrachtungen 

 Was wurde bisher erreicht 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Was kann verbessert und erweitert werden 
 
 
 
 
 
 
 
 
 
 
 
 
A Zur Benutzung von COBRA  
A
 Kongurationsdateien 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A

 Die HauptKongurationsdatei 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A

 Die Spezikaton von FPGAs und deren Topologie 
 
 
 
 	
A

	 Plazierungsbeschr

ankungen f

ur DesignPorts 
 
 
 
 
 
 
 
A

 Bibliotheken f

ur FPGAs und XBLOXMakros 
 
 
 
 
 
 
 
A

 Konguration der SyntheseWerkzeuge 
 
 
 
 
 
 
 
 
 
 
 
A
 KommandozeilenOptionen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abk

urzungsverzeichnis 
Literaturverzeichnis  
Stichwortverzeichnis  
Abbildungs  und Tabellenverzeichnis iii
Abbildungsverzeichnis

 Designu des HardwareEntwurfs mit Cobra 
 
 
 
 
 
 
 
 
 
 

 Struktur eines XilinxCongurable Logic Blocks 
 
 
 
 
 
 
 
 
 
	
 Partitionierung mit Iterativem Clustern 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Algorithmus von Fiduccia  Mattheyses 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Auftreten kritischer Netze 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

	 GewinnKorrektur des FMAlgorithmus 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 BucketDatenstruktur zur Verwaltung der ZellenGewinne 
 
 
 
 	

 Wichtige Begrie aus dem Bereich genetischer Algorithmen 
 
 
 	

 Ablaufdiagramm genetischer Algorithmen 
 
 
 
 
 
 
 
 
 
 
 
 
 	

	 Punkt und PunktCrossover 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 	

 Genetischer Partitionierungsalgorithmus von Cobra 
 
 
 
 
 
 
 

 Partitionierung f

ur  FPGAs mit dem FMAlgorithmus 
 
 
 
 
 

 Bewertung ung

ultiger Partitionen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Die Topologie des WeaverBoards 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Bewertung ung

ultiger Partitionen f

ur BoardTopologien 
 
 
 
 
 	

 Funktion Punish Cells Bewertung der IOBAnzahlen pro FPGA 
 

 Funktion Punish Nets Behandlung geschnittener Netze 
 
 
 
 
 
 

 Das Verfahren zum Routing geschnittener Netze 
 
 
 
 
 
 
 
 
 

 Ablauf der Partitionierung mit Cobra 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Taktbezogene Timing Constraints in XNFFiles 
 
 
 
 
 
 
 
 
 
 

	 Timing Constraints f

ur geschnittene Netze 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Kreuzung mit zu regelnder Ampelanlage 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Struktur des FuzzyControllers zur Ampelsteuerung 
 
 
 
 
 
 
 	

 Der FuzzyController als HardwareSoftwareSystem 
 
 
 
 
 
 
 

 Simulationsergebnisse f

ur den partitionierten FuzzyController 
 
 
Tabellenverzeichnis



Ubersicht

uber Partitionierungsstrategien 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Gr

oen von BenchmarkDesigns der MCNCSerie 
 
 
 
 
 
 
 
 
 

 Gr

oenreduktion von Benchmarks durch Technology Mapping 
 
 

	 Cutsizes bei Partitionierung auf Gatter und CLBEbene 
 
 
 
 
 

 Cutsizes von Bipartitionierungen der BenchmarkDesigns 
 
 
 
 	

   Einf

uhrende Betrachtungen
 
Ich halte daf

ur da das einzige Ziel der Wis
senschaft darin besteht die M

uhseligkeiten der
menschlichen Existenz zu erleichtern
Aus B
 Brecht 

Leben des Galilei

Aus dem heutigen allt

aglichen Leben sind digitale Schaltungen jeglicher Art
nicht mehr wegzudenken
 Man ist von ihnen umgeben und nutzt die Elektro
nik  auch wenn h

aug der Eindruck entsteht  ein bestimmtes Ger

at w

urde nicht
elektronisch gesteuert
 Solche Schaltungen benden sich zum Beispiel in Wasch
maschinen  Back

ofen und Staubsaugern  aber auch oensichtlicher in Telefonen
oder Bordcomputern von Fahrzeugen

Derartige digitale Schaltungen sind h

aug sog
 eingebettete Systeme  worunter
hier ganz allgemein ein System verstanden sei  das Daten verarbeitet und dabei
mit seiner Umwelt  in die es eingebettet ist  kommuniziert
 Die Funktion eines
eingebetteten Systems wird in vielen F

allen ganz oder teilweise durch spezielle
HardwareBauteile  die nur f

ur diesen Zweck konstruiert wurden  realisiert diese
Bauteile werden ASIC Application Specic Integrated Circuit genannt

In den letzten Jahren ist im Bereich der ASICEntwicklung ein zunehmen
des Interesse am Einsatz von FPGAs Field Programmable Gate Arrays zu
beobachten
 Dabei handelt es sich um Chips  die dem Benutzer eine gewisse
Anzahl von logischen Elementen Gatter  FlipFlops und InputOutputPins
zur Verf

ugung stellen
 FPGAs zeichnen sich einerseits dadurch aus  da sie
in VLSI Technik Very Large Scale Integration hergestellt werden und somit
einen hohen Grad an Komplexit

at erzielen
 Auf der anderen Seite wird die
Funktion derartiger Chips nicht vom Hersteller bestimmt vielmehr wird die
Programmierung vom Anwender vorgenommen

Im Gegensatz zu einem full customEntwurf eines ASICs  bei dem ein kom
plett neuer Chip entworfen und produziert werden mu  bieten FPGAs die
Vorteile  da eben auf standardisierte Chips zur

uckgegrien werden kann  die
quasi

von der Stange gekauft werden k

onnen
 Soll ein ASIC nur in kleinen
St

uckzahlen hergestellt werden  ist eine Realisierung auf der Grundlage von
   Einf

uhrende Betrachtungen
FPGATechnologien  verglichen mit einem full customEntwurf 

auerst ko
steng

unstig  da in diesem Fall die Entwurfszeiten k

urzer sind

Wegen ihrer Programmierbarkeit werden FPGAs zumeist zur schnellen Er
stellung von Prototypen verwendet
 Ein Prototyp ist dabei eine Realisierung
eines ASICs in Form von Hardware  die zur Simulation und zur

Uberpr

ufung
der Funktionsf

ahigkeit des ASICs in seiner k

unftigen Einsatzumgebung dient

Ein Prototyp unterliegt jedoch nicht den gleichen Zeitanforderungen wie der
endg

ultig konstruierte ASIC
 Zur Validierung der Funktionsf

ahigkeit eines
ASICs gen

ugt es  den Prototypen mit einer niedrigen Geschwindigkeit laufen zu
lassen
 In der letzten Zeit ist zus

atzlich die Entwicklung abzusehen  da FPGAs
nicht nur zu Testzwecken herangezogen werden  sondern da endg

ultige Reali
sierungen von ASICs ebenfalls auf FPGATechnologien beruhen

Beide Einsatzgebiete von FPGAs verlangen  da sich der ASICEntwickler mit
den Eigenschaften von FPGAs und den damit verbundenen Problemen ausein
andersetzt  bzw
 da f

ur auftretende Probleme im Zusammenhang mit FPGAs
L

osungsans

atze aufgezeigt werden

Ein immer wieder auftretendes Problem beim Entwurf von Schaltungen mit
FPGAs ist  da die Kapazit

at heute verf

ugbarer FPGAs relativ gering ist

In diesem Zusammenhang ist unter Kapazit

at nicht nur die Anzahl zur
Verf

ugung gestellter logischer Elemente zu verstehen  sondern auch die Anzahl
der InputOutputPins
 F

ur viele konkrete Anwendungen ergibt sich somit die
Situation  da ein Entwurf nicht mit Hilfe eines einzelnen FPGAs realisiert
werden kann
 Daher stellt sich die Frage  wie ein derartiger Entwurf in mehrere
Teile zerlegt partitioniert werden kann  so da jedes einzelne Teil durch ein
FPGA realisiert wird und die Funktionsf

ahigkeit des gesamten Systems erhalten
bleibt

Das Problem der Partitionierung eines ASICEntwurfs in mehrere Teile  im fol
genden LogikPartitionierung genannt  wird im Rahmen dieser Diplomarbeit
untersucht
 Die Motivation zu diesem Thema ergab sich unmittelbar aus der Ar
beit an einem eingebetteten System w

ahrend der Projektgruppe 	 PG	a 
PG	b
 Hier wurde mittels zweier FPGAs und eines DSPs Digital Signal
Processor ein FuzzyController zur Steuerung einer Ampelanlage realisiert

W

ahrend dieses Projektes ergaben sich die beiden folgenden Probleme
  Es ist ohne weiteres nicht m

oglich  das entworfene System

uber Standard
Schnittstellen mit der Umwelt zu verbinden
 Damit der FuzzyController
mit der Umgebung kommunizieren konnte  wurde manuell eine simple
Schnittstelle konstruiert  die einige Besonderheiten des verwendeten DSPs
ausnutzte
 In Sch

a wird ein Ansatz entworfen  mit dem allgemeine
SchnittstellenProtokolle speziziert und durch die FPGAs implementiert
werden k

onnen

  Die Partitionierung der Teile des FuzzyControllers  die durch die bei
den FPGAs realisiert werden sollten  mute aufgrund des Fehlens einer
leistungsf

ahigen Partitionierungssoftware manuell durchgef

uhrt werden

	Durch diese Vorgehensweise ergaben sich jedoch drastische Beschr

ankun
gen f

ur die Gr

oen der zu partitionierenden Komponenten

In dieser Diplomarbeit wird ein neuer Ansatz zur L

osung des Partitionie
rungsproblems entworfen  der aus der Kombination eines bekannten Standard
Verfahrens mit einem genetischen Algorithmus besteht
 Zur Pr

asentation dieses
neuen Ansatzes ist diese Ausarbeitung in folgender Weise strukturiert
Kapitel   In diesem Kapitel soll zun

achst eine Vorstellung

uber den Ablauf
der HardwareEntwicklung vermittelt werden
 Anschlieend wird das Pro
blem der LogikPartitionierung genau deniert und eine

Ubersicht

uber
bereits bekannte Partitionierungsmethoden gegeben

Kapitel  Die Beschreibung des in dieser Arbeit vorgestellten L

osungsansat
zes zur Partitionierung beginnt an dieser Stelle mit der Vorstellung eines
Pr

aprozessors  der in der zu partitionierenden ASICSpezikation Hierar
chien einf

ugt  die der nachfolgenden eigentlichen Partitionierung zu bes
seren Ergebnissen verhelfen

Kapitel  Dieses Kapitel ist dem bereits erw

ahnten StandardVerfahren zur
Bipartitionierung Partitionierung in zwei Teilmengen gewidmet
 Das
Konzept dieses Algorithmus sowie besondere eziente Datenstrukturen
werden hier vorgestellt

Kapitel  Der Schwerpunkt dieser Diplomarbeit liegt auf diesem Kapitel

Hier wird der genetische Algorithmus beschrieben  der die in den bei
den vorherigen Kapiteln beschriebenen Konzepte vereint und bedeutend
erweitert  wobei vorher eine kurze Einf

uhrung in die Funktionsweise ge
netischer Algorithmen gegeben wird

Kapitel  Das in den Kapiteln 	 bis  vorgestellte Partitionierungsverfahren
wurde in der Software Cobra Cool Backend for Rapid Prototyping
 

umgesetzt
 Einige Details zur Arbeitsweise und Implementierung werden
in diesem Kapitel beleuchtet
 Weiter werden dem Leser vergleichende Er
gebnisse zwischen Cobra und anderen Verfahren aus dem Bereich der
LogikPartitionierung pr

asentiert

Kapitel  In diesem letzten Kapitel wird zun

achst eine kurze Zusammenfas
sung

uber die erarbeiteten Resultate gegeben
 Anschlieend werden einige
Fragen angesprochen  die sich aus der Arbeit mit Cobra ergeben haben
und die die Praktikabilit

at des entwickelten Verfahrens sowie M

oglichkei
ten zur Verbesserung und Erweiterung betreen

Anhang A Als Abschlu der Diplomarbeit werden an dieser Stelle einige An
merkungen zur Kongurierung und Benutzung der Partitionierungssoft
ware Cobra gemacht

 
Cobra wurde so konzipiert  da es zum Abschlu des CoDesignTools Cool Niem
aufgerufen wird 	 daher der Name


 Vom Algorithmus zum Chip Hardware Synthese 
  Das Problem der LogikPar
titionierung
 
O glaube mir der manche tausend Jahre
An dieser harten Speise kaut
Da von der Wiege bis zur Bahre
Kein Mensch den alten Sauerteig verdaut
Aus J
W
 Goethe 

Faust  der Trag

odie erster
Teil

Dieses Kapitel f

uhrt in die Problematik der LogikPartitionierung ein
 Dazu
wird zun

achst eine

Ubersicht

uber die bei der ASICEntwicklung notwendigen
Entwurfsschritte gegeben und gezeigt  an welcher Stelle dieses Designusses die
LogikPartitionierung einzuordnen ist
 Im Anschlu daran wird die Problemstel
lung formal genau deniert  bei der Partitionierung zu beachtende Beschr

ankun
gen und Optimierungskriterien werden eingef

uhrt
 Weiterhin mu aus techni
schen Gr

unden auf einige Besonderheiten von FPGAs des Herstellers Xilinx
eingegangen werden
 Den Abschlu dieses Kapitels bildet eine Einordnung der
hier entworfenen Partitionierungsmethode in den Rahmen anderer bereits vor
gestellter Verfahren

  Vom Algorithmus zum Chip HardwareSynthese
Der Vorgang des HardwareEntwurfs ist im allgemeinen

uberaus komplex und
besteht aus vielen verschiedenen Teilaufgaben  die nacheinander auszuf

uhren
sind
 Um eine Vorstellung zu vermitteln  an welcher Stelle des Hardware
Entwurfs die LogikPartitionierung

ublicherweise stattndet  sei an dieser Stelle
zun

achst ein

Uberblick

uber den gesamten Designu gegeben siehe hierzu Ab
bildung 


  Ausgangspunkt ist stets die simulierte und f

ur korrekt befundene Spezi
kation eines ASICs  die in einer HardwareBeschreibungssprache z
B

   Das Problem der Logik Partitionierung
component ADD_16(
  A, B : in ...
end component;
...
component XNOR2(
  I1, I2 : in bit;
  O : out bit);
...
  F : out ... );
...
...
for s in 0 to 2 loop
  if z1 = group then
    nobits := s + 2;
  end if;
  z1 := z1 + 2*(s+1);
end loop;
end component;
Logik-Partitionierung
Technology-Mapping
Zellen-Netzlisten
Zellen-Netzliste
Gatter-Netzliste
Logik-Synthese
Strukturelle Beschreibung
High-Level-Synthese
Verhaltensbeschreibung
Abbildung 
 Designu des HardwareEntwurfs mit Cobra
VHDL
 
 vorliegt
 Diese Spezikation enth

alt normalerweise sogenannte
verhaltensbeschreibende algorithmische Elemente  wie zum Beispiel ma
thematische Operatoren  Schleifen  Kontrollstrukturen und Zuweisungen

  Die erste Aufgabe  die im HardwareEntwurf zu durchlaufen ist  ist die so
genannte HighLevelSynthese
 Die vorliegende Beschreibung eines ASICs
auf der Verhaltensebene zielt nur auf die Funktionalit

at des Chips ab

Damit letztlich eine Realisierung in Form von Hardware erreicht wird 
m

ussen alle verhaltensbeschreibenden Elemente der ASICSpezikation
in eine Form

uberf

uhrt werden  die Aufschlu

uber die Struktur und den
Aufbau des Chips gibt
 Algorithmische Beschreibungen werden durch die
HighLevelSynthese in einzelne Komponenten transformiert  z
 B
 in Ad
 
VHSIC Hardware Description Language
 Vom Algorithmus zum Chip Hardware Synthese 
dierer  Register  Multiplexer  etc
 Die Ausgabe dieses SyntheseSchrittes
bildet dann eine strukturelle Beschreibung des ASICs z
B
 in strukturel
lem VHDL

  in dem obige Komponenten instantiiert und untereinander
verkabelt sind
 Die Software  die im Rahmen dieser Arbeit zum Zweck der
HighLevelSynthese eingesetzt wird  ist das Tool Oscar

LMD

  Von der im vorherigen Schritt erreichten RegisterTransferEbene wird
nun mittels der LogikSynthese zur LogikEbene

ubergegangen
 Die Funk
tionalit

at der instantiierten Komponenten wird durch logische Gatter und
FlipFlops ersetzt  und auf die so erzeugten booleschen Schaltwerke wer
den vielf

altige Optimierungen angewendet  die die Logik reduzieren und
redundante Teile entfernen
 Das Resultat der LogikSynthese besteht aus
einer Beschreibung des ASICs  die ausschlielich logische Gatter  Flip
Flops und InputOutputPins enth

alt

  Bis zu diesem Zeitpunkt ist f

ur die Synthese keine Zieltechnologie festge
legt worden  d
 h
 da die momentan vorliegende GatterNetzliste sowohl
durch FPGAs als auch durch Gate Arrays  PLDs Programmable Logic
Device oder beliebige andere Technologien realisiert werden kann
 Die
ser Zustand wird durch den Schritt des Technology Mapping beendet  in
dessen Verlauf die Zellen  die von der LogikSynthese instantiiert wurden 
durch elementare Zellen ersetzt werden  die die spezizierte Zieltechnolo
gie zur Verf

ugung stellt
 Das Produkt dieser Phase des HardwareEntwurfs
besteht aus einer Netzliste  die ausschlielich elementare Zellen der Ziel
technologie enth

alt
 Somit stellt diese Netzliste eine Implementierung der
urspr

unglichen ASICSpezikation durch eine ganz konkrete Technologie
dar
 Ein ProgrammPaket  das LogikSynthese und Technology Mapping
in sich vereint  ist Synopsys Syno

  Allerdings wird w

ahrend des Technology Mappings die Gr

oe eines Chips
der Zieltechnologie nicht in Betracht gezogen
 Aus diesem Grund kann
der Fall eintreten  da die resultierende Netzliste f

ur einen einzelnen Chip
zu umfangreich ist
 An dieser Stelle des Designusses soll nun die Logik
Partitionierung einsetzen und die technologiespezische Netzliste zerle
gen
 Ergebnis der Partitionierung sind mehrere wiederum technologie
abh

angige Netzlisten  wobei jede Netzliste jeweils einen Chip beschreibt

Zus

atzlich ist eine Vorschrift zu erzeugen  nach der diese einzelnen Netzli
sten wieder untereinander zu verdrahten sind  so da das gesamte System
funktionsf

ahig bleibt

  Auf der Basis dieser verschiedenen Netzlisten sind dann in einem letzten
Schritt die einzelnen Chips zu programmieren bzw
 herzustellen  so da
schlielich der spezizierte ASIC als Realisierung in Form von Hardware
vorliegt


Eine Einf

uhrung in verhaltensorientierte und strukturelle Konzepte von VHDL stellt
BaMa dar


Optimum Simultaneous Scheduling  Allocation and Resource Binding
   Das Problem der Logik Partitionierung
   Eine formale Beschreibung der LogikPartitionierung
Nachdem gezeigt wurde  welche Rolle die LogikPartitionierung beim Entwurf
digitaler Schaltungen spielt  wird nun eine formalere Darstellung des Partitio
nierungsproblems gegeben

Zu diesem Zweck ist es notwendig  den Begri des Hypergraphen einzuf

uhren

Ein Hypergraph unterscheidet sich von normalen Graphen  die aus einer Kno
tenmenge und Kanten zwischen je zwei Knoten bestehen  dadurch  da beliebig
viele Knoten des Hypergraphen durch Hyperkantenmiteinander verbunden wer
den k

onnen

Denition  	 
Hypergraph
Ein Hypergraph H  V E besteht aus einer Menge von Knoten
V  fv
 
       v
s
g und einer Menge von Hyperkanten E  fe
 
       e
t
g
F

ur einen Knoten v
i
bezeichne p
i
die Anzahl inzidenter Kanten


Eine Hyperkante e
k
 fv
k
 
       v
k
m
g wird durch die Menge aller Knoten
aus V dargestellt mit denen e
k
inzidiert
Um einen deutlicheren Bezug zum HardwareEntwurf herzustellen  wird im wei
teren Verlauf des Textes von Designs anstatt von Hypergraphen gesprochen

Ein Design besteht aus einer Menge von Zellen 

 Knoten und Netzen 


Hyperkanten

Zur Durchf

uhrung der LogikPartitionierung stehe eine Menge fC
 
       C
u
g von
Chips bereit
 Jeder Chip C
l
stellt dabei eine gewisse Quantit

at an ChipFl

ache
A
l
und an Pins P
l
zur Verf

ugung
 Um die Gr

oe eines Designs zu messen  sei
jeder Zelle v
i
eine Fl

ache a
i
zugeordnet


Entscheidend f

ur die Partitionierung sind oensichtlich die Ressourcen  die von
einem Design in Anspruch genommen werden  bzw
 die von den einzelnen Bau
steinen zur Verf

ugung gestellt werden
  Das erste Optimierungsziel  das bei der Partitionierung zu ber

ucksichtigen
ist  besteht darin  die Zellen des Designs in disjunkte Mengen V
 
       V
u
aufzuteilen  so da jede Zelle in genau einer Menge V
l
enthalten ist
 Dabei
mu f

ur alle Mengen V
l
gelten  da die Summe der Fl

achen der Zellen aus
V
l
nicht gr

oer ist als die Fl

ache des FPGAs C
l

l  f       ug 
P
v
i
 V
l
a
i
 A
l
  Da bis hierhin die Pins eines Chips nicht ber

ucksichtigt werden  gilt f

ur
die Partitionierung ein zweites Optimierungskriterium
 Hierbei geht es um
sogenannte geschnittene Netze
 Ein Netz e
k
heit geschnitten  wenn die

Eine Kante e
k
inzidiert mit einem Knoten v
i
  wenn Knoten v
i
mit Kante e
k
verbunden
ist


Im folgenden werden die Begrie

Fl

ache 

Gr

oe und

Kosten f

ur Zellen synonym
zueinander verwendet

 XILINX FPGAs als Zieltechnologie 
Knoten  mit denen es inzidiert  in mindestens zwei verschiedenen Mengen
V
k
 
und V
k

liegen
 Die Menge CS  E aller geschnittenen Netze wird
auch Cutset genannt die Gr

oe jCS j des Cutsets heit Cutsize

Ein geschnittenes Netz e
k
  das Knoten aus V
k
 
       V
k
m
miteinander ver
bindet  mu in einer sp

ateren HardwareRealisierung auch die Chips
C
k
 
       C
k
m
miteinander verbinden
 F

ur diese Verbindung wird bei je
dem beteiligten Chip ein Pin ben

otigt
 Insgesamt ist also darauf zu achten 
da die Anzahl der geschnittenen Netze  die mit Knoten einer Menge V
l
inzidieren  nicht die Anzahl von Pins des Chips C
l

uberschreitet
l  f       ug  j
 
e
k
 CS j e
k
inzidiert mit v
i
  v
i
 V
l


j  P
l
Formuliert man das LogikPartitionierungsproblem als Entscheidungsproblem 
so ist eine beliebige Partition als L

osung zu bestimmen  die beide vorstehende
Bedingungen erf

ullt
 Eine derartige L

osung heit g

ultig

Ziel der LogikPartitionierung als Optimierungsproblem ist es  unter allen g

ulti
gen L

osungen diejenige zu ermitteln  die eine gegebene Zielfunktion optimiert

In den meisten F

allen wird die Minimierung des CutsizeMaes gefordert  Bei
spiele f

ur weitere Optimierungsziele werden in Abschnitt 

 gegeben

In GaJo ndet sich ein Verweis auf einen Artikel  in dem gezeigt wurde  da
dieses Partitionierungsproblem NPvollst

andig ist
 Als Konsequenz ist davon
auszugehen  da es f

ur dieses Problem keine L

osungsmethode gibt  die poly
nomielles Laufzeitverhalten aufweist
 Aus diesem Grund kommen in diesem
Bereich lediglich N

aherungsverfahren zum Einsatz  die in akzeptabler Lauf
zeit gute  falls m

oglich optimale  Ergebnisse liefern
 Verschiedene Verfahren zur
LogikPartitionierung k

onnen dann verglichen werden  indem sie auf eine Menge
von BenchmarkDesigns angewendet und die einzelnen ermittelten Cutsizes in
Relation zueinander gesetzt werden
 Die Ergebnisse einer derartigen Testserie
sind in Abschnitt 

 zu nden

  XILINXFPGAs als Zieltechnologie
Bevor der im Rahmen dieser Arbeit entwickelte Partitionierungsansatz anderen
Konzepten gegen

ubergestellt werden kann  mu kurz die Struktur von Xilinx
FPGAs abgehandelt werden


Die spezische Struktur dieser FPGAs wirkt sich
in besonderem Mae auf das Technology Mapping aus  dessen Ergebnisse zur
Partitionierung herangezogen werden

Die grundlegenden Elemente  aus denen sich XilinxFPGAs zusammensetzen 
heien CLB Congurable Logic Block und IOB InputOutput Block
 Ein
FPGA setzt sich aus vielen CLBs zusammen  die auf dem Chip in Form einer
quadratischen Matrix angeordnet sind
 An den R

andern dieser Matrix sitzen
mehr oder weniger viele IOBs  deren einzige Funktion darin besteht  Signale

Vergleiche hierzu Xili 	 hier wird lediglich auf die Familie XC eingegangen

   Das Problem der Logik Partitionierung
aus dem FPGA heraus bzw
 in das FPGA hinein zu leiten
 Um bei der Logik
Partitionierung CLBs und IOBs korrekt zu behandeln  mu f

ur jede Zelle eines
zu partitionierenden Designs deren Typ festgehalten werden
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Abbildung 
 Struktur eines XilinxCongurable Logic Blocks
Die innere Struktur eines CLBs wird in Abbildung 
 dargestellt
 Die Beson
derheit eines CLBs besteht darin  da dem Benutzer keine Gatter zur Verf

ugung
gestellt werden  sondern sog
 Funktionsgeneratoren

  die beliebige boolesche
Funktionen

uber ihre xe Anzahl von Eing

angen realisieren k

onnen
 In der
Abbildung sind F   G und H die Funktionsgeneratoren eines CLBs
 Dabei ha
ben F und G jeweils  externe Eing

ange  w

ahrend mittels H die Signale F

und
G

  die von F und G berechnet werden  miteinander und mit einem weiteren
externen Signal verkn

upft werden k

onnen

Durch diese Struktur der Funktionsgeneratoren ergibt sich  da mit Hilfe eines
CLBs
  zwei beliebige vierstellige boolesche Funktionen 
  eine beliebige vierstellige und einige spezielle f

unfstellige Funktionen 
  eine beliebige f

unfstellige Funktion oder
  einige spezielle bis zu neunstellige Funktionen
realisiert werden k

onnen

Weiterhin enth

alt jeder CLB zwei DFlipFlops D
X
und D
Y
  die die Ergebnisse
von F   G bzw
 H oder das externe Signal D speichern k

onnen
 Die Signale F

 
G

oder H

k

onnen

uber die Pins X und Y aus dem CLB herausgeleitet werden


Auch Lookup Table LUT genannt

 Strategien zur Logik Partitionierung 
Die vordringliche Aufgabe eines Xilinx Technology Mappers  i
 e
 eines Pro
grammes zur Durchf

uhrung des Technology Mapping  besteht also darin  die
Gatter der Netzliste  die aus der LogikSynthese hervorgeht  so zu gruppie
ren  da hinterher jede derartige Gruppe von Gattern durch einen einzelnen
Funktionsgenerator realisiert wird
 W

ahrend dieses Vorgangs wird darauf hin
gearbeitet  die CLBs m

oglichst gut zu f

ullen  so da letztendlich eine m

oglichst
geringe Anzahl von CLBs ben

otigt wird

  Strategien zur LogikPartitionierung
Wurde in Abbildung 
 der Anschein erweckt  die LogikPartitionierung f

ande
stets erst nach dem Technology Mapping statt  so entspricht diese Situation
nicht allen Partitionierungsans

atzen

Sehr viele Forscher vertreten den Standpunkt  da die Partitionierung besser
vor dem Technology Mapping stattnden sollte
 Die Vor und Nachteile beider
Strategien werden an dieser Stelle kurz herausgestellt

 Technology Mapping  Vorher oder hinterher
Der herausragende Unterschied zwischen einer Partitionierung vor oder nach
dem Technology Mapping besteht in der Bestimmung der Kostenmae f

ur die
Zellen des Designs
 Als Kostenma sei hier die Fl

ache a
i
einer Zelle v
i
verstan
den

Partitioniert man nach dem Technology Mapping  so repr

asentiert jede Zelle
einen CLB
 Dem Partitionierer ist bekannt  wieviele CLBs ein FPGA enth

alt 
und auf diese Weise l

at sich exakt berechnen  wie voll jedes FPGA f

ur eine
gegebene Partition ist

Bei einer Partitionierung vor dem Technology Mapping l

at sich dagegen die
belegte ChipFl

ache eines FPGAs nicht exakt berechnen
 Der Grund hierf

ur
ist in den Funktionsgeneratoren der FPGAs zu suchen
 Ohne ein Technology
Mapping durchzuf

uhren l

at sich nicht bestimmen  wieviele Gatter durch einen
Funktionsgenerator realisiert werden
 Es kann sein  da ein einziges Gatter in
einem Funktionsgenerator gruppiert wird es kann aber auch sein  da f

unf oder
mehr Gatter zu einer solchen Einheit zusammengefat werden
 Unter derartigen
Umst

anden ist es schwierig  jedem Gatter eines Designs seine spezische Fl

ache
zuzuordnen

Man versucht  dieses Problem mit unterschiedlichen Ans

atzen zu umgehen
  Jedes Gatter hat Kosten 

  Ein Gatter  dessen Anzahl von EingabeSignalen FanIn p ist  erh

alt
Kosten p 

   Das Problem der Logik Partitionierung
  Eine durchschnittliche Anzahl von Gattern  die w

ahrend des Technolo
gy Mappings auf einen Funktionsgenerator abgebildet werden  kann zur
KostenBestimmung herangezogen werden

Alle diese Methoden haben jedoch gemein  da es sich um Sch

atzungen han
delt
 Die auf solchen Grundlagen berechnete Auslastung eines FPGAs ist daher
immer mit einer Ungenauigkeit behaftet

Das Technology Mapping wirkt sich auch auf die Laufzeiten eines Partitionie
rungsalgorithmus vorteilhaft aus  da ein Design nach dem Technology Mapping
wesentlich weniger Zellen enth

alt als vorher erfahrungsgem

a ergibt sich eine
Reduktion auf ungef

ahr
 
 
der urspr

unglichen Gr

oe

Eine Partitionierung auf CLBEbene hat jedoch den Eekt  da die Cutsizes
derartiger Partitionen in der Regel gr

oer sind als bei einer Partitionierung
auf GatterEbene
 Die Ursache hierf

ur liegt in der Tatsache begr

undet  da ein
CLB insgesamt

uber  Anschl

usse verf

ugt einige Pins wurden in Abbildung

 nicht dargestellt  w

ahrend Gatter nur selten mehr als sechs Pins haben

Die Entscheidung  einen CLB auf ein bestimmtes FPGA abzubilden  wirkt sich
somit wesentlich st

arker auf die Gr

oe des Cutsets aus als bei Gattern

Zudem tritt h

aug die Situation ein  da in den Funktionsgeneratoren F und G
eines CLBs Funktionen berechnet werden  die f

ur absolut verschiedene Zwecke
in dem Design verwendet werden  so z
B
 f

ur einen BusTreiber und f

ur ein Re
chenwerk
 Dies wird durch den Technology Mapper herbeigef

uhrt  um den CLB
m

oglichst gut auszulasten
 Wenn nun aber die restlichen LogikTeile  zu denen
F und G geh

oren sprich restlicher BusTreiber und restliches Rechenwerk 
auf zwei verschiedene FPGAs partitioniert wurden  so mu stets mindestens
eine Verbindung zwischen den restlichen LogikTeilen und diesem CLB

uber
das Cutset gef

uhrt werden


Cobra wurde mit der Intention entworfen  eine Partitionierung mit exak
ten Kostenmaen auf CLBEbene durchzuf

uhren
 Um jedoch eine Reihe von
BenchmarkDesigns zu partitionieren  war es notwendig  Funktionen bereitzu
stellen  die eine Partitionierung auch auf GatterEbene erm

oglichen
 Somit ist
Cobra also in der Lage  sowohl mit automatisch bestimmten Kostenmaen auf
CLBEbene als auch mit benutzerdenierten Kostenmaen auf GatterEbene
zu partitionieren

 Eine

Ubersicht

uber andere Verfahren
Die Entscheidungen  auf welcher Ebene innerhalb des Designusses partitioniert
wird und welche Art von Kostenma durch einen Partitionierungsalgorithmus
verwendet wird  sind jedoch nicht die einzigen Kriterien  nach denen sich ver
schiedene Verfahren klassizieren lassen
 Von weiterem Interesse sind u
 a


Einige experimentelle Ergebnisse

uber die Auswirkungen des Technology Mappings auf
das Cutsize sind in Abschnitt 

 zu nden

 Strategien zur Logik Partitionierung 	
Optimierungsziel Die Zielsetzung  die im Verlauf der Partitionierung ver
folgt werden soll  kann von Verfahren zu Verfahren variieren  so da eine
Methode f

ur bestimmte Zwecke besser geeignet sein kann als andere

Algorithmus Der zugrunde liegende Partitionierungsalgorithmus bestimmt
unmittelbar die G

ute der Ergebnisse und die Laufzeiten zur Berechnung

Zieltechnologie Einige Verfahren sind speziell auf die Architektur von
FPGAs bestimmter Hersteller ausgerichtet

FPGAAnzahl Da nicht alle Algorithmen Partitionierungen f

ur eine belie
bige Anzahl von FPGAs unterst

utzen  mu f

ur praktische Anwendungen
der gew

ahlte Partitionierungsalgorithmus gegebenenfalls mehrfach iteriert
angewendet werden

BoardTopologie H

aug sind FPGAs auf Platinen angebracht  deren To
pologie  also die physikalische Anordnung der Chips mitsamt ihren Ver
bindungen untereinander  fest vorgegeben ist
 Partitionierungsverfahren 
die diese Anordnung nicht ber

ucksichtigen  k

onnen Zerlegungen mit klei
nen Cutsets liefern  die jedoch auf einem bestimmten FPGABoard nicht
realisierbar sein k

onnen

Bez

uglich dieser Merkmale werden nun einige Arbeiten aus dem Gebiet der
LogikPartitionierung mit dem hier vorgestellten Ansatz verglichen

Den Anfang bildet die Methode von Weinmann Karlsruhe und Rosenstiel
T

ubingen  die in WeRo vorgestellt wurde
 Dieser Ansatz ist so exibel 
da f

ur beliebig viele FPGAs  gleich welchen Herstellers  partitioniert werden
kann

Die Eingabe bildet eine GatterNetzliste  die noch nicht durch einen Technology
Mapper bearbeitet wurde
 Die Problematik  da f

ur derartige Netzlisten die
Kosten nicht exakt bestimmt werden k

onnen  wird dadurch gel

ost  da der
Algorithmus nach jeder Iteration  in der eine neue Partition berechnet wurde 
einen Technology Mapper f

ur eine bestimmte Zieltechnologie aufruft  der dann
die exakten Kosten z
B
 in CLBs f

ur die aktuelle Partition liefert

Der Algorithmus berechnet f

ur jede Zelle eine Wahrscheinlichkeit  mit der diese
in eine bestimmte Partition bewegt wird
 Die Zelle mit der h

ochsten Wahr
scheinlichkeit wird letztendlich bewegt
 Dieser Vorgang wird zwischen zehn
und hundertmal wiederholt

In die Berechnung dieser Wahrscheinlichkeit k

onnen beliebig viele benutzerde
nierte Optimierungsziele einieen
 Die gebr

auchlichsten sind dabei die Anzahl
der Pins einer Zelle sowie deren Gr

oe
 Um auf besondere Gegebenheiten ei
ner Zieltechnologie einzugehen  k

onnen jedoch noch weitere charakteristische
Eigenschaften einer Zelle hinzugezogen werden

Brasen  Hiol  Saucier und Belhadj Grenoble haben in BHSB	 einen
grunds

atzlich anderen Ansatz gew

ahlt
 Hier wird eine zweistuge Methode vor
geschlagen Zun

achst soll auf einer hohen Ebene  in der ein ASIC noch in Form
   Das Problem der Logik Partitionierung
von Datenpfaden  Controllern  RAMROM etc
 beschrieben ist  partitioniert
werden
 Setzt sich eine Zelle auf dieser Ebene hierarchisch aus mehreren weite
ren Zellen zusammen  so werden hiernach die Zellen dieser SubHierarchie rekur
siv partitioniert
 Danach sind die Zellen eines ASICs  die keine SubHierarchien
mehr besitzen und f

ur ein einzelnes FPGA noch zu gro sind  auf GatterEbene
zu zerlegen

Die durch diese Art von Partitionierung ermittelten Zerlegungen von hierar
chischen Zellen haben die Eigenschaft  da sie sowohl bez

uglich der Fl

ache als
auch bez

uglich ihrer Pins auf jeweils ein FPGA passen
 Diese Partitionen wer
den nun wieder paarweise miteinander verschmolzen  so da gr

oere Cluster
gebildet werden  die weiterhin auch auf jeweils ein FPGA passen  aber dabei
das Verh

altnis zwischen beanspruchter Fl

ache und ben

otigten Pins maximieren

F

ur die vorgesehene Partitionierung auf GatterEbene wird ein Verfahren vor
gestellt  das auf sogenannten
 
Cones basiert
 Ein Cone ist die Menge von Gat
tern  die zwischen einem AusgabePin und denjenigen EingabePins liegt  die zu
der betrachteten Ausgabe f

uhren
 In der GatterNetzliste werden dann Cones
bestimmt  die nicht notwendigerweise disjunkt sind


Uberlappen sich zwei Co
nes  so werden diese entsprechend ihrer Schnittmenge aufgeteilt  so da letztlich
eine disjunkte Menge von Clustern entsteht  die dann partitioniert wird

Aus dem Artikel geht nicht hervor  wie die Kosten f

ur einzelne Zellen aus der
Hierarchie eines ASICs bestimmt werden
 Es ist davon auszugehen  da hierzu
w

ahrend der Partitionierung kontinuierlich ein Technology Mapper eingesetzt
wird
 Da auf dieser hohen Beschreibungsebene noch keine R

ucksicht auf eine
konkrete Zieltechnologie genommen wird  ist dieser Partitionierungsansatz f

ur
alle FPGAArchitekturen anwendbar
 Die Unterst

utzung von BoardTopologien
ist nicht vorgesehen

Hauck Evanston und Borriello Seattle stellen in HaBo eine Methode
vor  mit der GatterNetzlisten

auerst ezient in zwei gleichgroe Partitionen
mit m

oglichst kleinem Cutset zerlegt werden k

onnen

Die Grundlage f

ur dieses Verfahren bildet der Algorithmus von Fiduccia und
Mattheyses FM  der erstmalig in FiMa pr

asentiert wurde
 Dieser Algo
rithmus verfolgt die Zielsetzung  einen Hypergraphen f

ur einen gegebenen Pa
rameter r zu bipartitionieren  so da jede Partition mindestens r Prozent der
Zellen enth

alt
 Die Laufzeit hat lineare Komplexit

at O
P
p
i
  gemessen an der
Zahl p
i
der angeschlossenen Netze aller Zellen v
i
eines Hypergraphen

Die beiden Autoren nutzen dabei eine Technik  die bei der LogikPartitionierung
zunehmend ins Blickfeld r

uckt In dem Design  das zu partitionieren ist  werden
Zellen miteinander verschmolzen geclustert  so da hinterher ein neues Design
entsteht  das insgesamt weniger Zellen und Netze enth

alt als das urspr

ungliche

Dieser Vorgang wird auf dem gerade kleinsten Design fortgef

uhrt  bis ein Ab
bruchkriterium erf

ullt ist
 Auf diese Weise erh

alt man eine ganze Folge von
Designs  die in ihrer Gr

oe monoton abnehmen

 Strategien zur Logik Partitionierung 
Auf das kleinste Design dieser Folge wird nun der Algorithmus von Fiduccia
und Mattheyses angewendet mit der Honung  da eine gute Bipartition des
kleinen Designs nicht wesentlich schlechter ist als eine Bipartition des origina
len Designs
 Die so gewonnene Bipartition wird auf das n

achstgr

oere Design

ubertragen und darin wiederum mittels Fiduccia  Mattheyses verfeinert
 Die
ser Vorgang wird iteriert  bis zuletzt das originale Design partitioniert ist
 Ziel
ist  das CutsizeMa der Bisektion zu minimieren

Das Verfahren von Hauck und Borriello birgt allerdings einige gravierende Nach
teile in sich
  Es wird eine Partitionierung auf GatterEbene f

ur XilinxFPGAs vor
genommen  so da das Problem auftaucht  welche Kosten ein einzelnes
Gatter verursacht
 Hauck und Borriello vertreten die Meinung  da ein
Gatter  das einen FanIn von p hat  mit Kosten p   gewichtet werden
sollte

  Die Anzahl von FPGAs  f

ur die partitioniert werden kann  ist auf zwei
beschr

ankt

Um derartige Methoden zur Bipartitionierung auf beliebig viele FPGAs
zu erweitern  ist eine rekursive Anwendung des Bipartitionierers notwen
dig
 Meistens geschieht dies baumf

ormig  indem zun

achst das komplette
Design bipartitioniert wird  dann beide vorher erzeugten Bipartitionen 
etc
 Wenn allerdings bei einer anf

anglichen Partitionierung ein schlechtes
Ergebnis berechnet wurde  so haben die nachfolgenden Bipartitionierun
gen keine Chance  Korrekturen daran vorzunehmen  da ein Backtracking
zwischen den einzelnen Aufrufen des Bipartitionierers nicht m

oglich ist

  Topologien von FPGABoards werden nicht ber

ucksichtigt

Dutt undDeng Minneapolis versuchen in ihrem Ansatz DuDe  die Vor
gehensweise des FMAlgorithmus intelligenter und weitsichtiger zu gestalten

Urspr

unglich wird f

ur jede Zelle eines Designs ein
 
Gewinn berechnet
 Die Be
rechnung derartiger Gewinne basiert allerdings auf sehr lokalen Informationen 
die lediglich die Zelle und die daran angeschlossenen Netze betreen
 Diejenige
Zelle  die den h

ochsten Gewinn aufweist  wird dann von einer Partition in die
andere bewegt

Dutt und Deng schlagen zur Berechnung von ZellenGewinnen einen probabi
listischen Ansatz vor
 F

ur jede Zelle wird eine Wahrscheinlichkeit berechnet 
mit der die Zelle in die jeweils andere Partition bewegt wird
 Zu Beginn des
Verfahrens besitzen alle Zellen die gleiche Wahrscheinlichkeit
 Auf diesen Bewe
gungswahrscheinlichkeiten aufbauend wird eine probabilistische GewinnGr

oe
kalkuliert

Bei der Berechnung dieser Gewinne wird vorausschauend vorgegangen  indem
nicht nur

uberpr

uft wird  wie sich das Cutset bei Bewegung einer einzelnen Zelle

andert
 Vielmehr wird in Betracht gezogen  wie nach einer potentiellen Zellen
Bewegung andere benachbarte Zellen bewegt werden m

uten  um das Cutsize
   Das Problem der Logik Partitionierung
Ma weiter zu verkleinern
 Diese

Weitsicht soll daf

ur sorgen  da Cluster von
Zellen  also Mengen von Zellen  die sehr stark untereinander vernetzt sind  nicht
voneinander getrennt werden  wie dies beim StandardFM der Fall sein kann

Die Kritikpunkte  die gegen dieses Verfahren vorgebracht werden k

onnen  glei
chen denen der vorigen Methode  da es konzeptionell keine groen Unterschiede
zwischen beiden gibt
 Auf die Frage des verwendeten Kostenmaes f

ur Zellen
wird in dem Artikel nicht n

aher eingegangen vermutlich werden s

amtliche Zel
len mit den xen Kosten  gewichtet  was unter der Voraussetzung  da die
ZellenKosten nicht zu stark variieren  ein durchaus

ubliches Vorgehen ist

Das hier vorgestellte Verfahren COBRA besteht aus einer Kombination von
Methoden  die hier bereits vorgestellt wurden  mit einem genetischen Algorith
mus
 Cobra ist in der Lage  f

ur beliebige Anzahlen von XilinxFPGAs unter
Beachtung vorgegebener Topologien zu partitionieren

Dabei wird als Grundlage die CLBEbene nach dem Technology Mapping her
angezogen  so da auch als Kostenma exakt berechnete CLBs verwendet wer
den k

onnen
 Wie bereits erw

ahnt  kann durchaus auch auf GatterEbene par
titioniert werden
 In diesem Fall mu der HardwareEntwickler allerdings die
Gr

oen der einzelnen GatterTypen und der FPGAs in einer Bibliothek vor
geben
 Die Zielsetzung  die w

ahrend der Partitionierung verfolgt wird  besteht
darin  das CutsizeMa zu minimieren und dabei die verschiedenen FPGAs
m

oglichst gleichm

aig auszulasten

Dieses Verfahren f

uhrt  angelehnt an HaBo  ebenfalls ein iteratives Clu
stern des Designs durch
 Die eigentliche Partitionierung des Designs wird durch
den genetischen Algorithmus vorgenommen  der in Kapitel  vorgestellt wird

Ein Algorithmus zur Bipartitionierung basierend auf dem Verfahren von Fi
duccia  Mattheyses siehe hierzu auch Kapitel  wird verwendet  um f

ur die
Genetik eine Anzahl relativ guter Startl

osungen zu erzeugen

In der nachfolgenden Tabelle 
 sind die Merkmale der einzelnen Partitionie
rungsans

atze kurz zusammengefat
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Ubersicht

uber Partitionierungsstrategien


  Bilden von Hierarchien mit
tels Iterativen Clusterns
 
Es wird zusammenwachsen was zusammenge
h

ort
Willy Brandt
Im Rahmen der HighLevelSynthese werden s

amtliche vom Entwickler spezi
zierten verhaltensbeschreibenden VHDLEinheiten durch eine Vielzahl kleinerer
Komponenten ersetzt  die alle untereinander verbunden sind
 Diese kleineren
Komponenten k

onnen sich in struktureller Weise wiederum aus vielen weiteren
Komponenten zusammensetzen etc
  so da auf diese Weise ein neues Design
entsteht  in dem jede urspr

ungliche Einheit aus ganzen Hierarchien kleinerer
Komponenten besteht

Alle Zellen einer einzelnen derartigen HierarchieEbene haben die Eigenschaft 
da sie einerseits nur

uber eine relativ geringe Anzahl von Netzen mit der
n

achsth

oheren HierarchieEbene verbunden sind  da aber andererseits intern
eine sehr hohe Vernetzungsdichte erreicht wird

Ein grunds

atzliches Problem bei der LogikPartitionierung auf Gatter oder
CLBEbene besteht darin  da s

amtliche Hierarchien im Verlauf der Logik
Synthese aufgel

ost werden Flattening
 Auf dieser niedrigen Ebene ist es nicht
mehr m

oglich  einzelne Zellen des Designs zweifelsfrei etwa einem Rechenwerk
zuzuordnen  da es zwischen den Zellen keinen Unterschied gibt und alle

uber
gleichf

ormige Netze miteinander verbunden sind

Ein naiv vorgehender Partitionierungsalgorithmus wird nun h

aug Partitionen
berechnen  in denen Zellen voneinander getrennt werden  die eigentlich zu ein
und derselben HighLevelEinheit geh

oren
 Aus dem bereits erw

ahnten Grund 
da derartige Zellen

uber viele Netze miteinander verbunden sind  wird durch
einen solchen Algorithmus nur ein relativ schlechtes Cutset berechnet

Intelligentere Partitionierer versuchen  in dem zu partitionierenden Design wie
der Hierarchien einzuf

ugen
 Diese zus

atzlich berechneten Informationen werden
   Bilden von Hierarchien mittels Iterativen Clusterns
genutzt  um Zellen  die sehr stark miteinander vernetzt sind  zu identizieren
und zu einer gr

oeren unteilbaren Zelle Cluster zusammenzufassen

In diesem Kapitel wird das Konzept des iterativen Clusterns vorgestellt  bei
dem rekursiv HierarchieEbenen im Design erzeugt werden
 Wie diese Erzeu
gung von Hierarchien mit der LogikPartitionierung einhergeht  soll schematisch
in dem folgenden Abschnitt 	
 erl

autert werden
 Die konkrete Strategie  die
zur Berechnung von ZellenClustern verwendet wird  wird in Abschnitt 	
 vor
gestellt

 Das Konzept des Iterativen Clusterns
Ein Partitionierungsalgorithmus  der die Methode des iterativen Clusterns
nutzt  arbeitet stets in drei Phasen  die in folgender Abbildung 	
 dargestellt
sind
 
G3
Clusterung
G2
G1
G0
Partitionierung
Initiale Cluster-Auflösung
Verfeinerung
&
Abbildung 	
 Partitionierung mit Iterativem Clustern
	 Clusterung In der ersten sog
 Clusterungsphase wird das urspr

ungliche
Design G

rekursiv geclustert  so da eine Sequenz von Designs in obi
ger Abbildung G

bis G

 entsteht  die  von der Anzahl ihrer Zellen
her betrachtet  kleiner werden
 Die Intention dieser Phase ist  die Be
rechnung der Cluster m

oglichst entsprechend der urspr

unglichen High
LevelEinheiten vorzunehmen
 Grundlage dieser Phase ist eine mathema
tische Vorschrift  nach der einzelne Zellen zu einem neuen Cluster zusam
menzufassen sind  die die Entsprechung mit urspr

unglichen Hierarchien
m

oglichst gut modelliert


 
Entnommen aus KAKS


Aufgrund der bereits erw

ahnten Zuordungsprobleme zwischen HighLevelHierarchien und
LowLevelZellen kann allerdings die G

ute eines Clusterungsverfahrens nicht objektiv bewertet
werden

 Ein Connectivity Ma	 zur Berechnung von Zellen Clustern 
Clusterungsverfahren treen ihre Entscheidung auf der Basis von Netz
oder ZellenEigenschaften
 Im ersten Fall werden alle diejenigen Zellen
geclustert  die

uber eine Hyperkante mit bestimmten Merkmalen mitein
ander verbunden sind
 Im letzteren Fall wird f

ur alle Paare von Zellen
ein sog
 ConnectivityMa berechnet  das ausdr

ucken soll  wie stark je
zwei Zellen

zusammengeh

oren
 Es werden sukzessive die Paare mit dem
h

ochsten ConnectivityWert geclustert

Das rekursive Clustern w

ahrt solange  bis ein AbbruchKriterium erf

ullt
ist
 In ein derartiges Kriterium geht h

aug die Gr

oe der gr

oten Zelle
oder die Anzahl von Zellen des jeweils letzten geclusterten Designs ein

  Initiale Partitionierung In der zweiten Phase dieses Prozesses wird mit
Hilfe eines beliebigen Verfahrens eine initiale Partitionierung des zuletzt
generierten Designs  in der Abbildung G

 berechnet
 Die hier erzeugte
Partition dient als Grundlage f

ur die anschlieende Phase der Cluster
Au

osung

 ClusterAu

osung Besonderes Kennzeichen dieser letzten Phase ist die
Verbindung des zugrunde liegenden Partitionierungsalgorithmus mit der
Au

osung der erzeugten Cluster
 Die in der Vorphase ermittelte initiale
Partition wird auf das n

achstgr

oere Design G

 projiziert  indem al
le Zellen von G

  die in G

zu einem Cluster zusammengefat wurden 
in die gleiche Partition abgebildet werden
 Diese Projektion in der Ab
bildung stets als rote Linie dargestellt dient als Startl

osung f

ur einen
erneuten Aufruf des Partitionierungsalgorithmus  der darauf aufbauend
eine verfeinerte Partition f

ur G

berechnet gr

une Linien
 Dieser Proze
des Projizierens und Verfeinerns wird solange fortgef

uhrt  bis schlielich
das urspr

ungliche Design G

partitioniert ist

Zu Beginn dieser Au

osungs und Verfeinerungsphase wird aufgrund der
groen ZellenCluster durch die Partitionierung die

grobe Richtung vor
gegeben  in der eine gute L

osung gesucht wird
 Je weiter man in dieser
Phase fortschreitet  desto kleiner werden die zu partitionierenden Zel
len
 Man spricht auch von einer feineren Granularit

at des Designs
 Mit
abnehmender Granularit

at wird die Partitionierung gleichbedeutend mit
der FeinEinstellung der bisher ermittelten L

osung
 Unzul

anglichkeiten in
der aktuellen Partition  die durch die bis dato betrachtete grobe Struktur
des Designs auftreten  k

onnen nun durch gezielte lokale Bewegungen von
Zellen korrigiert werden

  Ein ConnectivityMa zur Berechnung von Zellen
Clustern
Der in dieser Arbeit vorgestellte Clusterungsansatz beruht auf einer zellen
orientierten Methode  die jeweils zwei Zellen zu einem Cluster zusammenfat

   Bilden von Hierarchien mittels Iterativen Clusterns
Um den Berechnungsaufwand w

ahrend der Clusterung nicht zu gro werden
zu lassen  wird das im folgenden pr

asentierte ConnectivityMa nicht f

ur alle
m

oglichen Paare von Zellen berechnet
 Vielmehr wird eine Methode angewandt 
nach der Paare  f

ur die ein ConnectivityWert berechnet werden soll  selektiert
werden

Dazu wird zun

achst in Form einer zuf

allig erzeugten Permutation eine Reihen
folge auf den Zellen festgelegt
 Gem

a dieser Reihenfolge wird jede einzelne
Zelle untersucht und unter Umst

anden mit einer anderen geclustert


F

ur das
Clustern der iten Zelle v
i
dieser Reihenfolge mit einer weiteren Zelle gelten die
folgenden Regeln
  v
i
kann nur dann mit einer anderen Zelle geclustert werden  wenn v
i
selbst
noch kein Cluster ist

  F

ur das Clustern einer Zelle v
i
kommen prinzipiell nur benachbarte Zel
len v
j
in Frage
 Zellen  die zusammengefat werden  m

ussen also

uber
mindestens ein Netz miteinander verbunden sein

  Eine Zelle v
i
wird mit einem Nachbarn v
j
nur dann geclustert  wenn der
daraus resultierende Cluster eine bestimmte MaximalGr

oe nicht

uber
schreitet
 Ein Cluster darf h

ochstens  Prozent der Logik des gesamten
Designs in sich vereinen  und die Anzahl der angeschlossenen Netze darf
die geringste Anzahl von Pins eines FPGAs  f

ur das partitioniert werden
soll  nicht

uberschreiten

Entsprechend dieser elementaren Regeln und der eingangs erw

ahnten Zellen
Reihenfolge werden nun die ZellenPaare v
i
  v
j
 gebildet
 F

ur jedes Paar wird
ein ConnectivityWert bestimmt  der als Bewertungsmastab f

ur das Clustern
herangezogen wird
 In dieses Ma iet die Bandbreite zwischen v
i
und v
j
ein 
die wie folgt deniert ist
Denition 	 
Bandbreite
e bezeichne ein Netz des Designs das die Zellen v
i
und v
j
miteinander
verbindet
Bandbreite
i j

P
fv
i
 v
j
g e
 
jej 
Mit Hilfe der Bandbreite soll ausgedr

uckt werden  wie stark zwei Zellen unter
einander vernetzt sind
 Dazu wird jedes Netz e zwischen v
i
und v
j
betrachtet

Dieses Netz verbindet jej Zellen miteinander und stellt f

ur die Zellen v
i
und v
j
somit einen jejten Bruchteil seiner Kapazit

at zur Verf

ugung

Die Bandbreite zwischen zwei Zellen nimmt zu  wenn diese

uber viele Netze
miteinander verbunden sind und wenn an diese Netze jeweils nur eine kleine

Die ZellenNetzliste  die von Synopsys geschrieben wird  und die die Eingabe f

ur den
Partitionierer bildet  enth

alt die Zellen des zu partitionierenden Designs in einer Reihenfolge 
die sich nach den verschiedenen ZellenTypen richtet
 Um das Clustern zweier Zellen eines

uberm

aig groen Types zu vermeiden  wird die Clusterungsreihenfolge zuf

allig bestimmt

 Ein Connectivity Ma	 zur Berechnung von Zellen Clustern 	
Menge von Zellen angeschlossen ist
 Intuitiv betrachtet stellt diese Denition
also eine probate Umschreibung f

ur

zusammengeh

orige Zellen dar

Das letztlich verwendete ConnectivityMa setzt sich neben der Bandbreite
auch aus weiteren ZellenCharakteristika zusammen  wie der folgenden Deni
tion 	
 zu entnehmen ist
Denition   
ConnectivityMa
a
i
und a
j
seien die Fl

achen bzw p
i
und p
j
die Anzahl von Netzen der
Zellen v
i
und v
j

Connectivity
i j

Bandbreite
i j
a
i
 a
j
 p
i
Bandbreite
i j
  p
j
Bandbreite
i j

Die Tatsache  da bei dem auf diese Weise formulierten Ma die ZellenFl

achen
im Nenner auftauchen  hat zur Folge  da sehr groe Zellen v
i
und v
j
schlecht
bewertet und somit wahrscheinlich nicht zusammengefat werden
 So wird die
Bildung von groen Clustern  die alle weiteren Nachbarn anziehen  vermieden


Dies ist insbesondere am Ende der Clusterungsphase von Bedeutung  da sich
groe Cluster in diesem Stadium ung

unstig auf die nachfolgende Partitionierung
auswirken

Die restlichen Ausdr

ucke im Nenner sollen das Clustern von Zellen bevorzugen 
bei denen die zugrunde liegende Bandbreite

uber m

oglichst viele Pins der Zellen
erreicht wird

Eine Zelle v
i
wird somit mit demjenigen Nachbarn v
j
geclustert  mit dem der
h

ochste ConnectivityWert gem

a obiger Vorschrift erzielt wird

Nach dieser Methode werden alle Zellen eines Designs untersucht und eventu
ell geclustert
 Das so erzeugte kleinere Design dient in der n

achsten Iteration
wiederum als Eingabe f

ur die Clusterung  wie bereits im vorigen Abschnitt be
schrieben
 Die Clusterungsphase wird beendet  sobald in einem Design keinerlei
neue Cluster gebildet werden konnten

Mit dem Ende des Clusterns ist eine Sequenz von Designs mit gr

ober werden
der Granularit

at erzeugt worden
 H

aug tritt allerdings die Situation ein  da
w

ahrend einer Iteration des Clusterns nur sehr wenige neue Cluster gebildet
wurden  so da zwei in der Sequenz aufeinanderfolgende Designs G
i
und G
i 
einander sehr

ahnlich sind
 F

ur den Partitionierungsalgorithmus hat dies zur
Folge  da f

ur das Design G
i
keine Verbesserung der bisher besten ermittelten
Partition gefunden wird

Um nun derartige zeitintensive und gleichzeitig nutzlose Durchl

aufe des Parti
tionierers zu vermeiden  wird unmittelbar nach der Clusterungsphase eine Nach
bereitung durchgef

uhrt
 Aus der erzeugten DesignSequenz werden diejenigen

Dieses Kriterium ist durchaus nicht redundant  wie aufgrund der bereits vorgegebenen
MaximalGr

oe von Clustern angenommen werden k

onnte
 In der Praxis hat sich heraus
gestellt  da die ProzentSchranke nur in den seltensten F

allen zum Tragen kommt
 Die
Notwendigkeit dieser Schranke liegt allein in der technischen Anbindung des FMAlgorithmus
begr

undet Details hierzu in Abschnitt 


   Bilden von Hierarchien mittels Iterativen Clusterns
Designs entfernt  die gegen

uber ihrem Vorg

anger in der Sequenz eine Reduktion
der ZellenAnzahl um nur zehn Prozent oder weniger erbracht haben

 Der schematische Ablauf des Algorithmus 
  Bipartitionierung nach Fidu
ccia  Mattheyses
 
Zwei Kleine machen ein Groes zwei Wenig
machen ein Viel
 
Wenns ans Teilen geht so gehts ans Raufen
Deutsche Sprichw

orter

Blickt man in Literaturverzeichnisse zu Artikeln aus dem Bereich der Logik
Partitionierung  so st

ot man unweigerlich auf den Artikel FiMa von Fiduc
cia  Mattheyses aus dem Jahr   in dem ein Algorithmus zur Bisektion von
Designs vorgestellt wird
 Obwohl dieser Algorithmus nun schon  Jahre alt ist 
dient er vielen modernen Partitionierungsans

atzen nach wie vor als Grundlage

Die Ursache f

ur die Beliebtheit dieses Verfahrens liegt haupts

achlich in seiner
Ezienz begr

undet

Auch im Zusammenhang mit dem genetischen Algorithmus  der in dieser Arbeit
beschrieben wird  gelangt der FMAlgorithmus zur Anwendung
 Er wird mit
der Intention eingesetzt  die Genetik in k

urzerer Zeit gute L

osungen nden zu
lassen
 Wie die Verbindung zwischen Genetik und FM konkret realisiert wird 
wird in Abschnitt 
 erl

autert

In diesem Kapitel wird zun

achst der Ablauf des FMAlgorithmus schematisch
dargestellt
 In den darauf folgenden Abschnitten 
 und 
	 werden die Me
thoden zur Berechnung von ZellenGewinnen und zur Bestimmung einer zu
bewegenden Zelle pr

asentiert
 Abschlieend werden in Abschnitt 
 einige Er
fahrungen vorgestellt  die beim Arbeiten mit dem Algorithmus von Fiduccia 
Mattheyses gesammelt wurden

 Der schematische Ablauf des Algorithmus
Die Vorgehensweise  nach der der FMAlgorithmus das CutsizeMa minimiert 
wird anhand der folgenden Abbildung 
 erkl

art

   Bipartitionierung nach Fiduccia 
 Mattheyses
  procedure FMH  Hypergraph r  real

 variable
 base G G
max
 integer
	 g  array of integer

 Blocked A B A
max
 B
max
 set of cell 

 begin
 AB  RandomInitH r g
 
    Durchl

aufe iterieren bis keine Verbesserung erzielt wird 
  repeat
  G  
  G
max
 
 	 Blocked  
 

   Beginn eines Durchlaufes 
  while BasisZelle existiert do
  begin
 base  GetBaseCellr
  G  G  g
base

 CorrectGainsbase g A B H
 Blocked  Blocked  fv
base
g

	  Speichern der besten gefundenen Partition 

 if G  G
max
 then
 begin
 A
max
B
max
  AB
 G
max
 G
 end
  end

  N

achsten Durchlauf auf bester Partition starten 
 AB  A
max
B
max

	 until G  

 end
Abbildung 
 Algorithmus von Fiduccia  Mattheyses
Der Algorithmus erh

alt als Eingabe neben dem zu partitionierenden Design
einen Parameter r   r    der das sogenannte BalanceKriterium darstellt

r gibt das gew

unschte Verh

altnis der Anzahl von Zellen in einer Partition in
Relation zur Gesamtzahl der Zellen des zu partitionierenden Designs an
 Soll
eine der beiden Partitionen mindestens  Prozent der Logik enthalten  so ist r
auf  zu setzen
 Dieses Kriterium ist als

KannBedingung aufzufassen Der
Algorithmus kann eine Bipartition liefern  die im Verh

altnis r zu  r 
balanciert ist  mu es aber nicht
 Ein Ergebnis mit dem Verh

altnis  zu  
ist ebenso m

oglich

 Die Berechnung von Zellen Gewinnen 
Der FMAlgorithmus ist ein Verfahren  bei dem das CutsizeMa iterativ ver
bessert wird
 Dabei wird  ausgehend von einer zuf

allig ermittelten initialen
Bipartition Zeile   eine BasisZelle ausgew

ahlt Zeile  und von ihrer
aktuellen Partition in die jeweils andere bewegt Zeile 
 Die Auswahl der
BasisZelle wird so vorgenommen  da einerseits die Balance nach der Zellen
Bewegung erhalten bleibt und da andererseits die Bewegung die gr

ote Ver
ringerung bzw
 die geringste Vergr

oerung des Cutsets nach sich zieht

Nach dieser Bewegung wird die BasisZelle blockiert Zeile 	  was bedeutet 
da sie f

ur weitere Bewegungen nicht mehr zur Verf

ugung steht
 Auf diese Weise
wird sichergestellt  da der Algorithmus terminiert

Das Bewegen der jeweils g

unstigsten BasisZelle wird iteriert Zeile   bis zu
einem bestimmten Zeitpunkt die Situation eintritt  da keine BasisZelle selek
tiert werden kann  weil entweder alle Zellen blockiert sind oder das Balance
Kriterium nicht mehr erf

ullt w

are
 Dann spricht man davon  da ein Durchlauf
des FMAlgorithmus beendet sei
 W

ahrend eines Durchlaufes wird f

ur jede er
zeugte Bipartition protokolliert  welchen Gewinn sprich Reduktion des Cut
sizeMaes sie erzeugt Zeile 
 Die Bipartition eines Durchlaufes mit dem
gr

oten Gewinn wird zwischengespeichert Zeilen   	

Nach Vollendung eines Durchlaufes werden s

amtliche Blockierungen von Zellen
aufgehoben  und ein neuer Durchlauf auf den nunmehr frei bewegbaren Zellen
wird gestartet Zeilen 	  
 F

ur diesen neuen Durchlauf wird als Startl

osung
die beste Bipartition aus dem vorigen Durchlauf zugrunde gelegt Zeile 	

Der Algorithmus von Fiduccia  Mattheyses bricht ab  sobald w

ahrend eines
Durchlaufes das CutsizeMa nicht weiter verbessert werden konnte Zeile 	

Die wichtigsten Teilaufgaben des Algorithmus liegen in der Berechnung und
Korrektur der ZellenGewinne sowie in der ezienten Bestimmung der zu be
wegenden BasisZelle
 Beide Aspekte werden in den nun folgenden Abschnitten
behandelt

  Die Berechnung von ZellenGewinnen
Nachdem die Strategie geschildert wurde  nach der der FMAlgorithmus zur
CutsizeMinimierung vorgeht  mu die Auswahl einer zu bewegenden Basis
Zelle genauer dargestellt werden

Die Grundlage zur Auswahl der BasisZelle stellen sog
 ZellenGewinne dar
 Der
Gewinn g
i
einer Zelle v
i
wird mittels der an v
i
angeschlossenen kritischen Netze
berechnet
 Dies sind Netze  die ihren Schnittzustand bei Bewegung einer Zelle

andern
Denition 	 
Kritisches Netz
Ein Netz e heit kritisch wenn es an eine Zelle v
i
angeschlossen ist
durch deren Bewegung e entweder aus dem Cutset weg	ele oder neu in
das Cutset aufgenommen werden m

ute
   Bipartitionierung nach Fiduccia 
 Mattheyses
Es gibt genau vier Situationen  in denen ein Netz e kritisch ist  wie in Abbil
dung 
 verdeutlicht wird
BA
Bipartition
i
i
i
i

 Alle Zellen von Netz e sind in Par
tition A


 Zelle v
i
ist als einzige Zelle des
Netzes in Partition B

	
 Zelle v
i
ist als einzige Zelle des
Netzes in Partition A


 Alle Zellen von Netz e sind in Par
tition B

Abbildung 
 Auftreten kritischer Netze
Der Gewinn einer Zelle v
i
  die sich im folgenden ohne Einschr

ankung der All
gemeinheit in Partition A bende  soll die Reduktion des CutsizesMaes bei
Bewegung von v
i
von A nach B widergeben
 Diese Reduktion ergibt sich als
Dierenz der Anzahl kritischer Netze  die v
i
als einzige Zelle in A haben  und
der kritischen Netze  die keine Zelle in B haben
Denition   
ZellenGewinn
Ae und Be seien die Mengen von Zellen eines Netzes e die in Parti
tion A bzw B liegen
Der Gewinn g
i
der Zelle v
i
aus Partition A berechnet sich durch
g
i
 j
n
e j

e kritisch



Ae  fv
i
g

o
j 
j
n
e j

e kritisch



Be  

o
j
Denition 
 kann nat

urlich bedingen  da Zellen einen negativen Gewinn be
sitzen
 Ein derartiger Wert gibt dann die Vergr

oerung des Cutsets bei Bewe
gung der betreenden Zelle an
 In einer Situation  in der s

amtliche Zellen des
Designs negative Gewinne aufweisen  wird diejenige Zelle mit dem betragsm

aig
kleinsten Gewinn als BasisZelle ausgew

ahlt
 Obwohl dadurch die Menge der
geschnittenen Netze vergr

oert wird  wird die Bewegung ausgef

uhrt
 Dies ge
schieht in der Honung  da man auf diese Weise lokalen Minima ausweichen
kann

Vor Beginn eines jeden Durchlaufes des FMAlgorithmus lassen sich die Zellen
Gewinne durch einfaches Abz

ahlen bestimmen
 Die Laufzeit dieser Initialisie
rung betr

agt Op f

ur p 
P
p
i
p
i
bezeichnet die Anzahl der an Zelle v
i
an
geschlossenen Netze
 Innerhalb eines Durchlaufes  in dem fortw

ahrend Zellen
hin und herbewegt werden  werden die ZellenGewinne nicht mittels Abz

ahlen
 Die Berechnung von Zellen Gewinnen 
berechnet  da dies zu quadratischer Laufzeit f

uhren w

urde
 Vielmehr wird eine
GewinnKorrektur nur f

ur diejenigen Zellen durchgef

uhrt  die unmittelbar von
der Bewegung der jeweiligen BasisZelle betroen sind

Durch die Bewegung einer BasisZelle v
i

andert sich lediglich der Schnittzustand
derjenigen Netze  die an v
i
angeschlossen sind
 Dementsprechend braucht eine
GewinnKorrektur nur f

ur die Zellen ausgef

uhrt werden  die mit v
i

uber ein
Netz e benachbart sind  wobei sich der Schnittzustand von e bei Bewegung
von v
i

andert
 F

ur alle Netze von v
i
mu also gepr

uft werden  ob sie vor der
Bewegung oder nach der Bewegung von v
i
kritisch sind

Ein Netz e ist vor der Bewegung von v
i
von Partition A nach B kritisch genau
dann  wenn jAej    jBej   oder jBej  
 Entsprechend gilt  da
e nach der Bewegung von v
i
kritisch ist  wenn jBej    jAej   oder
jAej  

Diese einzelnen F

alle lassen sich noch weitergehend vereinfachen  da gilt
jAej   vor der Bewegung  jAej   nach der Bewegung und
jBej   vor der Bewegung  jBej   nach der Bewegung

Der Ablauf der GewinnKorrektur bei Bewegung der Zelle v
i
von Teilmenge A
der Bipartition nach B folgt dann dem in Abbildung 
	 dargestellten Schema
procedure CorrectGainsi  integer g  array of integer
A B  set of cells H  Hypergraph
begin
 Netze e von v
i

Berechne Ae und Be aus A und B
 e kritisch vor der Bewegung 
if Be   then
 Zellen v
j
 Ae g
j
 g
j
  
else if Be  fv
j
g then
g
j
 g
j
  
 Bewegen von v
i

Be  Be  fv
i
g
Ae  Ae n fv
i
g
 e kritisch nach der Bewegung 
if Ae   then
 Zellen v
j
 Be g
j
 g
j
  
else if Ae  fv
j
g then
g
j
 g
j
  
end
Abbildung 
	 GewinnKorrektur des FMAlgorithmus
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Die Laufzeit dieser GewinnKorrektur f

ur eine Zelle v
i
ist wieder durch Op be
grenzt
 Allerdings wird in FiMa gezeigt  da ein Netz w

ahrend eines Durch
laufes h

ochstens viermal kritisch wird
 Aus dieser Eigenschaft ergibt sich somit
f

ur einen einzelnen Durchlauf eine Laufzeit von Op  sofern in h

ochstens linea
rer Zeit die Zellen nach ihren Gewinnen sortiert und die BasisZellen bestimmt
werden k

onnen
 Die Datenstruktur  mit deren Hilfe diese Anforderungen erf

ullt
werden k

onnen  wird im folgenden Abschnitt 
	 beschrieben

 Eine eziente Datenstruktur zur Bestimmung der
BasisZelle
Da die ZellenGewinne von der Anzahl der angeschlossenen kritischen Netze
abh

angen  gilt f

ur alle Zellen v
i
 p
i
 g
i
 p
i

 Wenn v
max
diejenige Zelle
bezeichnet  an die die meisten Netze angeschlossen sind  so gilt folglich  da die
Gewinne s

amtlicher Zellen des Designs im Intervall p
max
  p
max
 liegen

Diese betragsm

aige Beschr

ankung der Gewinne legt nahe  da zur Verwaltung
der Zellen und ihrer Gewinne eine BucketDatenstruktur zum Einsatz kommt 
wie sie in Abbildung 
 dargestellt ist
 F

ur beide Partitionen A und B werden
zwei eigenst

andige Mengen von Buckets eingerichtet  die die Zellen entsprechend
der jeweils aktuellen Bipartition aufnehmen

MaxA
MaxB
0
B
Zellen
0
pmax
-pmax
pmax
-pmax
A
i
Abbildung 
 BucketDatenstruktur zur Verwaltung der ZellenGewinne
Die Buckets f

ur beide Teile der Bipartition werden in Form von Feldern im
plementiert  die von p
max
bis !p
max
indiziert werden k

onnen
 In dem Bucket
 Beurteilung der Partitionierung nach Fiduccia 
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Bg sind stets alle diejenigen nicht blockierten Zellen zu nden  die in Partition
B liegen und Gewinn g haben
 Diese Zellen werden innerhalb eines Buckets in
einer doppelt verketteten Liste gespeichert  die in der Regel nach dem FIFO
Prinzip First In  First Out verwaltet wird

Mit Hilfe dieser Datenstruktur ist es m

oglich  die Zellen des zu partitionieren
den Designs in linearer Zeit nach ihren Gewinnen zu sortieren
 W

ahrend des
Sortierens werden stets zwei Zeiger Max
A
und und Max
B
aktualisiert  die auf
die nicht leeren Buckets von A und B verweisen  die den h

ochsten Gewinn
haben

F

ur die Auswahl der BasisZelle werden zun

achst die ersten Elemente der
Buckets Max
A
und Max
B
betrachtet
 F

uhrt die Bewegung einer dieser Zellen
zu einer unbalancierten Bipartition  so wird die Zelle verworfen und die n

achste
aus der BucketListe herangezogen  etc
 Findet sich in keinem der maximalen
Buckets eine Zelle  die aufgrund des BalanceKriteriums r bewegt werden darf 
so wird der aktuelle Durchlauf des FMAlgorithmus beendet
 Anderenfalls wird
unter den Zellen  die bewegt werden d

urfen  diejenige mit dem h

ochsten Gewinn
als BasisZelle herangezogen
 Zeigen sowohl Max
A
als auch Max
B
auf Buckets
mit dem gleichen Gewinn  so wird die Zelle ausgew

ahlt  die die bessere Balance
nach ihrer Bewegung erzielt

Im Rahmen der GewinnKorrektur nach Bewegung einer Zelle v
i
m

ussen andere
Zellen aus ihren bisherigen Buckets entfernt und in ihre neuen GewinnBuckets
eingeordnet werden
 F

ur eine eziente L

osung dieser Aufgabe in linearer Zeit
wird f

ur jede Zelle ein Zeiger mitgef

uhrt  der auf das betreende ListenElement
der Zelle in der BucketDatenstruktur verweist

Durch diese eziente Datenstruktur wird gew

ahrleistet  da f

ur einen Durch
lauf des FMAlgorithmus lineare Laufzeit ben

otigt wird
 F

ur die Anzahl der
Durchl

aufe  die bei einem Aufruf des Algorithmus abgearbeitet werden  gibt es
allerdings keine Absch

atzung

 Beurteilung der Partitionierung nach Fiduccia 	
Mattheyses
Wie bereits im einleitenden Kapitel erw

ahnt  wurde w

ahrend der Arbeit an
dem FuzzyController zur AmpelSteuerung die LogikPartitionierung manuell
f

ur zwei FPGAs vom Typ XC durchgef

uhrt
 Diese Partitionierung sollte
nun automatisiert mit Hilfe des FMAlgorithmus vorgenommen werden

Die Resultate  die sich bei dieser Anwendung des FMAlgorithmus ergaben 
lassen sich wie folgt zusammenfassen
  Die Qualit

at der berechneten Bipartitionen war ungen

ugend  so da es
nicht gelang  das Design f

ur die oben beschriebene Zieltechnologie zu par
titionieren
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Durch die manuelle Partitionierung wurde die Logik des Designs in zwei
etwa gleichgroe Partitionen zerlegt  so da beide FPGAs zu je  aus
gelastet waren
 Allerdings fand der FMAlgorithmus weder mit einem
BalanceKriterium von r   noch mit anderen Werten eine g

ultige
L

osung
 Selbst Modikationen an der Zieltechnologie  bei denen FPGA
Typen eingesetzt wurden  die

uber mehr CLBs undoder Pins verf

ugten 
f

uhrten nicht zu g

ultigen Partitionen

Die Gr

unde hierf

ur sind in einigen prinzipiellen Schw

achen des Algorith
mus zu suchen
 DemAlgorithmus gelingt es h

aug nicht  aus einem lokalen Minimum
des Suchraums heraus weitere Verbesserungen zu nden

Dies liegt einerseits daran  da der FMAlgorithmus ausgehend von
nur einem Startpunkt  der in der Initialisierungsphase zuf

allig be
stimmt wird  versucht  Verbesserungen vorzunehmen
 F

ur die be
rechneten Ergebnisse ergibt sich daher eine groe Abh

angigkeit
von der Wahl des Startpunktes
 Andererseits reicht die Modellie
rung der F

ahigkeit  lokalen Minima durch Auswahl einer Cutset
verschlechternden BasisZelle zu entgehen  in praktischen F

allen
nicht aus  um den gew

unschten Erfolg zu erzielen

 Die in Abschnitt 
 beschriebene Formulierung von ZellenGewin
nen basiert zu sehr auf lokalen Daten

Einerseits werden f

ur die Berechnung des ZellenGewinns g
i
lediglich
die an v
i
angeschlossenen Netze und somit nur die unmittelbar mit
v
i
benachbarten Zellen betrachtet
 Dies wirkt sich insofern nachtei
lig aus  als die Bewegung von v
i
v

ollig isoliert analysiert wird
 Wie
sich die gleichzeitige Bewegung von zwei Zellen oder von kompletten
Gruppen zusammengeh

origer Zellen auf das CutsizeMa auswirkt 
bleibt unber

ucksichtigt

Andererseits stellt die ausschlieliche Betrachtung kritischer Netze
ebenfalls eine Einschr

ankung dar
 Ein Netz e  f

ur das beispielsweise
jAej   gilt  hat keinen Einu auf die Berechnung von Gewinn
Gr

oen
 Somit bleibt auch in diesem Fall die Situation unber

ucksich
tigt  da die Bewegung beider Zellen aus Ae nach B eine Cutset
Reduzierung nach sich zieht

Der Algorithmus von Krishnamurthy Kris verschat in die
ser Hinsicht Abhilfe  indem f

ur jede Zelle nicht mehr ein einzelner
GewinnWert verwaltet wird  sondern vielmehr ein ganzer Gewinn
Vektor der L

ange k

Der Gewinn an der ersten Stelle dieses Vektors entspricht genau den
ZellenGewinnen nach Fiduccia  Mattheyses
 Ist die lte Stelle im
GewinnVektor einer Zelle v
i
gleich Eins  so bedeutet dies  da ein
Netz durch l ZellenBewegungen einschlielich v
i
 aus dem Cutset
 Beurteilung der Partitionierung nach Fiduccia 
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entfernt werden kann
 Enth

alt die l!te Stelle des Vektors den Wert
  so lautet die Interpretation  da nach Bewegung von v
i
ein Netz
nicht l

anger durch l nachfolgende ZellenBewegungen aus dem Cutset
entfernt werden kann
 Die GewinnVektoren k

onnen lexikographisch
sortiert und ebenfalls in ezienten BucketDatenstrukturen verwal
tet werden

  Die vorgestellten Bipartitionierungsalgorithmen von Fiduccia  Matthey
ses bzw
 von Krishnamurthy lassen sich nur

auerst schwer  teilweise auch
gar nicht  an erweiterte Aufgabenstellungen anpassen

Zum einen ist eine Erweiterung auf Partitionierungen f

ur beliebig viele
FPGAs mit schlechten Resultaten verbunden  da f

ur eine Zerlegung in
bspw
  Partitionen  voneinander unabh

angige Aufrufe eines Biparti
tionierers notwendig sind
 Wie bereits zu Beginn dieser Arbeit erl

autert 
sind R

uckkoppelungen zwischen den einzelnen Aufrufen nicht m

oglich

Eine in der ersten Partitionierung getroene  m

oglicherweise schlechte 
Entscheidung kann sp

ater nicht mehr korrigiert werden

Zum anderen ist die Ber

ucksichtigung von BoardTopologien durch die
se Algorithmen nicht realisierbar
 Durch eine Topologie werden obere
Schranken f

ur die Anzahlen geschnittener Netze zwischen verschiedenen
FPGAs vorgegeben
 Beide Algorithmen versuchen jedoch  bei der Mini
mierung des CutsizeMaes

ihr Bestes zu geben  ohne dabei derartige
absolute obere Schranken zu ber

ucksichtigen
 Insofern w

are die Angabe
einer BoardTopologie sinnlos
 Der Anwender kann nur hoen  da eine
berechnete Partition in die vorhandene Topologie pat
 Zudem ist die
Spezikation einer BoardTopologie in der Praxis nur f

ur mehr als zwei
FPGAs sinnvoll  wof

ur Bipartitionierungsalgorithmen jedoch nicht ausge
legt sind

Aufgrund dieser Ergebnisse stellte sich heraus  da die Realisierung eines e
xiblen und leistungsf

ahigen Partitionierungssystems allein auf der Grundlage
des Algorithmus von Fiduccia  Mattheyses nicht m

oglich ist
 Um dennoch zu
guten Partitionierungsergebnissen zu gelangen  wurde ein genetischer Algorith
mus formuliert  mit dessen Hilfe die Schw

achen des FMAlgorithmus und des
Algorithmus von Krishnamurthy ausgeglichen werden konnten

Die Betrachtung genetischer Algorithmen in diesem Zusammenhang bot sich
aus den folgenden Gr

unden an
  Die Formulierung des Partitionierungsproblems als genetischer Algorith
mus ist sehr leicht vorzunehmen

  Eine Einschr

ankung der Partitionierung auf zwei FPGAs ist nicht not
wendig
 Es wird direkt f

ur beliebige Anzahlen von FPGAs partitioniert

  Genetische Algorithmen sind

auerst erweiterungsf

ahig
 Die Anpassung
an BoardTopologien sowie die Ber

ucksichtigung weiterer benutzerde
nierter Vorgaben f

ur die Partitionierung sind leicht zu integrieren
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  Durch die Verwendung einer frei erh

altlichen Bibliothek Levi  die
Routinen zur Formulierung genetischer Algorithmen bereitstellt  l

at sich
der Aufwand f

ur die Programmierung minimieren

  Die bei einem genetischen Algorithmus notwendigen Berechnungen k

on
nen parallel auf mehreren Rechnern durchgef

uhrt werden

In dem folgenden Kapitel  wird eine L

osung des Problems der Logik
Partitionierung auf der Grundlage eines genetischen Algorithmus vorgestellt

 Zur Funktionsweise genetischer Algorithmen 	
  Ein genetischer Ansatz zur
LogikPartitionierung
 
Instead the circuit evolved from a primordial
soup  of silicon components guided by the prin
ciples of genetic variation and survival of the
	ttest

    
If evolutionary design ful	ls its promise we
could soon be using circuits that work in ways
we dont understand
Aus

New Scientist  



Dieses Kapitel enth

alt eine detaillierte Beschreibung des genetischen Algorith
mus  der zur LogikPartitionierung entworfen wurde

In Abschnitt 
 wird zun

achst eine Einf

uhrung in das Gebiet der genetischen
Algorithmen gegeben  wobei die dort

ublichen Begrie und Verfahren allgemein
vorgestellt werden
 Abschnitt 
 ist dem Thema gewidmet  wie der Algorithmus
von Fiduccia  Mattheyses oder der von Krishnamurthy in den genetischen Al
gorithmus integriert werden kann und so zu dessen Verbesserung und Beschleu
nigung beitr

agt
 Anschlieend wird in Abschnitt 
	 die Methode vorgestellt 
nach der die G

ute erzeugter Partitionen bewertet wird
 In Abschnitt 
 wird
schlielich eine Erweiterung pr

asentiert  die die Behandlung von Topologien von
FPGABoards erlaubt


 Zur Funktionsweise genetischer Algorithmen
Die Arbeitsweise genetischer Algorithmen ist der nat

urlichen Evolution nach
empfunden  die versucht  Lebewesen einer Art immer besser an ihre Umwelt
anzupassen
 Die sich st

andig vervollkommnende Anpassung der genetischen In
formationen von Lebewesen in der Biologie auch Individuen genannt an sich
	   Ein genetischer Ansatz zur Logik Partitionierung
ver

andernde Lebensr

aume wird in diesem Zusammenhang als Optimierungs
problem aufgefat
 Analog dazu soll durch einen genetischen Algorithmus die
Anpassung potentieller L

osungen f

ur ein Optimierungsproblem an benutzerde
nierte Zielsetzungen verbessert werden

Darwins Theorie der nat

urlichen Zuchtwahl basiert auf den folgenden Erschei
nungen  die auch genetischen Algorithmen als Grundlage dienen
  Die Individuen einer Art stehen untereinander in st

andigem Wettbewerb

In diesem Kampf ums Dasein struggle for life

uberleben die am besten an
ihre Umwelt angepaten Individuen survival of the ttest und panzen
sich fort
 Die weniger Tauglichen panzen sich entweder gar nicht fort
oder haben weniger Nachkommen

Auf diese Weise ndet eine Selektion nat

urliche Auslese statt  die zu
einer sich verbessernden Anpassung der Individuen f

uhrt

  Die Nachkommen zweier Individuen sind nicht alle untereinander gleich 
eine Variation in ihren Erbmerkmalen ist stets zu beobachten

Diese beiden Prinzipien der Selektion und Variation von Individuen werden
durch genetische Algorithmen nachgeahmt

Bevor diese Verfahren in den Abschnitten 

 und 

	 erl

autert werden 
werden zuvor in Abschnitt 

 einige Begrisbildungen aus den Bereichen der
Evolution und Genetik eingef

uhrt und der Ablauf eines genetischen Algorithmus
schematisch erl

autert
 Den Abschlu dieses einleitenden Teils bildet eine

Uber
sicht

uber die gebr

auchlichsten Parameter  mit denen man die Funktionsweise
genetischer Algorithmen beeinussen kann

 Evolution in der Informatik  Begri	e und Abl

aufe
Das zentrale Bestreben der nat

urlichen Evolution besteht in der Verbesserung
des genetischen Materials von Individuen einer Art
 Zu diesem Zweck m

ussen
sich mehrere Individuen miteinander paaren
 Eine derartige Gemeinschaft sich
untereinander fortpanzender Individuen heit Population  h

aug auch Gene
ration genannt
 Die Anzahl von Individuen in einer Population wird Populati
onsgr

oe genannt
 Durch die Fortpanzung werden die Erbinformationen zweier
Individuen neu kombiniert und variiert  neue Individuen mit anderern Merkma
len werden erzeugt
 Aus denjenigen Individuen der elterlichen Generation  die
den Kampf ums

Uberleben bestehen  wird zusammen mit den neu erzeugten
Individuen eine neue Population generiert  in der sich dieser Fortpanzungs
kreislauf wiederholt

Ein genetischer Algorithmus siehe hierzu auch Abbildung 
 verwaltet eben
falls Populationen von Individuen
 Ein einzelnes Individuum eines solchen Al
gorithmus repr

asentiert eine m

ogliche L

osung f

ur das gestellte Optimierungs
problem
 Durch Kombination von Merkmalen je zweier Individuen entstehen
neue L

osungen  die in die n

achste Population eingehen

 Zur Funktionsweise genetischer Algorithmen 	
Population Individuum Chromosom AllelGen
7
Abbildung 
 Wichtige Begrie aus dem Bereich genetischer Algorithmen
Die Erbinformationen der Individuen eines genetischen Algorithmus werden
durch sogenannte Chromosomen dargestellt  wobei ein Chromosom in viele ein
zelne Gene unterteilt ist
 Ein Gen repr

asentiert eine Entscheidungsvariable des
Optimierungsproblems  kann also die verschiedensten Werte annehmen
 Die Be
legung eines Gens mit einem konkreten Wert heit Allel
 Ein Individuum wird
demnach durch ein Array eines bestimmten Types i
 d
R
 ganze Zahlen  Bin

ar
oder Fliekommazahlen repr

asentiert

Der Ablauf eines genetischen Algorithmus folgt stets dem in Abbildung 

dargestellten Schema
P
Pi
i +1
P*i
i
nein
ja
F
i
Pi+1
i
Bestes Individuum von i
Abbruch-Kriterium erfüllt?
i
0P := Initiale Population;
:= 0;
:= Fitness(
P* F
:=
P
:= Selektion(   ,   );
);
F:= Variation(    ,   );
Abbildung 
 Ablaufdiagramm genetischer Algorithmen
	   Ein genetischer Ansatz zur Logik Partitionierung
  Zu Beginn des genetischen Algorithmus wird eine initiale Population P

per Zufall bestimmt

  Anschlieend wird f

ur jedes einzelne Individuum der aktuellen Population
i ein FitneWert bestimmt  der angibt  wie gut die durch das Individuum
repr

asentierte L

osung des Optimierungsproblems ist

Die FitneWerte werden mit Hilfe einer Bewertungsfunktion berechnet 
die der Anwender anzugeben hat
 Diese Funktion stellt den wichtigsten
Teil eines genetischen Algorithmus dar und mu daher mit entsprechender
Sorgfalt formuliert werden  damit alle Zielsetzungen und Nebenbedingun
gen f

ur die Optimierung korrekt modelliert werden

  In Abh

angigkeit von den berechneten FitneWerten ndet nun die Se
lektion aller Individuen statt  die in die n

achste Population

ubernommen
werden sollen

  Die Chromosomen der verbliebenen Individuen werden im anschlieenden
Schritt untereinander rekombiniert und variiert  so da diejenigen Indivi
duen  die vorher die Selektion nicht bestanden haben  durch Individuen
der Folgegeneration ersetzt werden
 Auf diese Weise wird die n

achste Po
pulation P
i 
erzeugt

  Bewertung  Selektion und Variation der Population P
i
werden in einer
Schleife iteriert  bis ein benutzerdeniertes AbbruchKriterium erf

ullt ist

Als berechnete L

osung gibt ein genetischer Algorithmus schlielich das
beste Individuum der letzten Population zur

uck

 Survival of the 
ttest  Selektion von Individuen
Durch die Selektion werden diejenigen Individuen der Population P
i
bestimmt 
die ihre Gene in die n

achste Population P
i 
einbringen d

urfen
 Die Auswahl der
Individuen wird stets aufgrund der zugeh

origen FitneWerte getroen
 Hierbei
wird zwischen Selektionsmechanismen unterschieden  bei denen generell dieje
nigen Individuen mit der gr

oten Fitne ausgew

ahlt werden und solchen  bei
denen ein groer FitneWert lediglich die Wahrscheinlichkeit eines Individu
ums erh

oht  in die Folgepopulation

ubernommen zu werden

I
I
m
2
...
...
I1 In
Ein Selektionsschema  das in die zweite Kategorie f

allt  ist
die 	tneproportionale Selektion  deren Wirken gut durch
ein Gl

ucksrad wie in nebenstehender Abbildung veranschau
licht werden kann
 Dieses ist in so viele Segmente unter
teilt  wie Individuen in der Population P
i
enthalten sind

Die Gr

oe eines solchen Segmentes entspricht dem Anteil
des FitneWertes des dazugeh

origen Individuums an der
Summe der FitneWerte aller Individuen
 Mit jeder Drehung dieses Rades
wird das Individuum I
m
selektiert  auf das der Pfeil zeigt  wobei ein einzelnes
 Zur Funktionsweise genetischer Algorithmen 	
Individuum mehrere Male in die Folgepopulation P
i 

ubernommen werden
kann

 Die Variation von Erbmerkmalen
Die Erbinformationen der aus der Selektion hervorgegangenen Individuen wer
den abschlieend untereinander kombiniert
 Die in genetischen Algorithmen ver
wendeten Operatoren zur Rekombination sind  angelehnt an die Natur  das
Crossover und die Mutation  auf die in den folgenden Unterabschnitten n

aher
eingegangen wird

Crossover
W

ahrend der Selektion werden die Individuen einer Population ausgew

ahlt  die
sich fortpanzen sollen
 Auf der Basis deren Genmaterials soll das Crossover
neue Nachkommen erzeugen  die weitere Verbesserungen der Erbinformationen
mit sich bringen
 Zu diesem Zweck werden die Chromosomen zweier Individuen
auf zuf

allige Weise zerteilt und wieder zusammengesetzt

Die beiden gebr

auchlichsten Varianten des Crossovers sind Punkt und 
PunktCrossover siehe Abbildung 
	 a und b
. . . . . .
. . . . . . . . . . . .
. . . . . .
b)a)
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
Abbildung 
	 Punkt und PunktCrossover

 Beim PunktCrossover wird zuf

allig eine einzelne Stelle bestimmt  an
der beide elterlichen Chromosomen aufgetrennt werden
 Aus den resul
tierenden vier ChromosomenBruchst

ucken werden zwei neue Individu
en zusammengesetzt  die jeweils ein Fragment beider Elterteile enthalten
Abbildung 
	 a


 Das PunktCrossover zeichnet sich dadurch aus  da

uber zwei wie
derum zuf

allig ermittelte CrossoverStellen ein Fragment der elterlichen
Chromosomen bestimmt wird  das dann in das jeweils andere Chromosom
eingesetzt wird Abbildung 
	 b

   Ein genetischer Ansatz zur Logik Partitionierung
	
 Eine Verallgemeinerung dieser beiden CrossoverSchemata stellt das
nPunktCrossover dar  bei dem

uber eine Auswahl von n Crossover
Stellen n ChromosomenFragmente deniert werden  die zwischen den
beiden zu kreuzenden Individuen ausgetauscht werden

Eine zus

atzliche weit verbreitete Variante ist das uniforme Crossover  bei dem
f

ur jedes einzelne Gen der elterlichen Individuen entschieden wird  ob dieses zwi
schen beiden Eltern vertauscht werden soll
 F

ur alle Gene kommt hierbei eine
einheitliche Austauschwahrscheinlichkeit zum Tragen  was z
B
 beim Punkt
Crossover nicht der Fall ist f

ur Gene  die sehr weit vorn auf einem Chromosom
liegen  ist hier die Austauschwahrscheinlichkeit sehr hoch  w

ahrend f

ur die hin
teren Gene das Gegenteil gilt

Der CrossoverOperator l

at sich meist

uber die folgenden Optionen an die
verschiedensten Bed

urfnisse anpassen
  Auswahl des verwendeten CrossoverTyps nPunkt oder uniformes
Crossover  ggfs
 ein Wert f

ur n 
  Einstellen der CrossoverRate  die angibt  in wieviel Prozent aller F

alle
zwei Chromosome mittels Crossover zu rekombinieren sind  und
  bei Nutzung des uniformen Crossovers die Angabe der Austauschwahr
scheinlichkeit

Mutation
Im Gegensatz zum Crossover stellt die Mutation einen Operator dar  der auf
nur einem einzelnen durch die Selektion bestimmten Chromosom Ver

anderun
gen vornimmt  indem einzelne Allele zuf

allig ge

andert werden
 Auf diese Weise
werden v

ollig neue Merkmale in eine Population eingebracht  die allein durch
Crossover nicht erzeugt werden k

onnten

In Abh

angigkeit vom Typ eines Gens wird die Mutation durch einen genetischen
Algorithmus h

aug wie folgt vorgenommen
  Ein bin

ares Allel wird negiert

  Zahlen werden um einen konstanten Betrag inkrementiert oder dekremen
tiert

  Zahlen aus einem bestimmten Wertebereich werden durch eine andere
Zahl aus diesem Bereich ersetzt

  Die Allele zweier verschiedener Gene eines Chromosoms werden mitein
ander vertauscht

Die wichtigsten Parameter zur Steuerung der Mutation sind einerseits die Mu
tationsrate  die die Wahrscheinlichkeit angibt  mit der ein Gen mutiert wird 
sowie andererseits die Konstante  um die ein Allel verringert bzw
 erh

oht wird

 Integration der Bipartitionierungsalgorithmen 
 Parametrisierung genetischer Algorithmen
Um eine

Ubersicht zu vermitteln  wie exibel genetische Algorithmen sind und
wie leicht sie sich an die unterschiedlichsten Problemstellungen anpassen lassen 
folgt an dieser Stelle eine Auistung der wichtigsten Einstellungen 

uber die
genetische Algorithmen gesteuert werden
  der einem Chromosom zugrunde liegende Datentyp 
  die Auswahl  ob zur Optimierung eine Zielfunktion minimiert oder maxi
miert werden soll 
  die Populationsgr

oe 
  die Ersetzungsrate  die angibt  wie viele Individuen einer Population nicht
selektiert und somit durch neu zu erzeugende Individuen ersetzt werden
sollen 
  das AbbruchKriterium des Algorithmus  wobei h

aug terminiert wird 
wenn
 eine maximale Anzahl von Generationen berechnet wurde 
 die Individuen einer Population einander zu

ahnlich sind  oder wenn


uber eine bestimmte Anzahl von Generationen hinweg kein Indivi
duum mit einem besseren FitneWert gefunden wurde 
  die Parameter f

ur das Crossover 
  die Parameter f

ur die Mutation 
  der Selektionstyp  der bestimmt  ob ausschlielich diejenigen Individuen
mit den besten FitneWerten selektiert werden oder ob auch schlech
tere Individuen mit einer gewissen Wahrscheinlichkeit selektiert werden
k

onnen


  Integration der Bipartitionierungsalgorithmen
W

ahrend der Arbeit am genetischen Partitionierungsalgorithmus hat sich her
ausgestellt  da die zu Beginn generierte initiale Population P

einen sehr
groen Einu auf Qualit

at und Laufzeit des gesamten Verfahrens hat
 Die
se zuf

allig bestimmten Startl

osungen waren mit derartig groen Cutsets ver
bunden  da die anschlieende Optimierung dieser Population sehr lange Zeit
ben

otigte
 Terminierte der genetische Algorithmus schlielich  so war h

aug die
Qualit

at der besten berechneten Partition nicht zufriedenstellend

Um diesen Mistand auszugleichen  wurde die Initialisierungsphase des gene
tischen Algorithmus dahingehend abge

andert  da eine Reihe qualitativ hoch
wertiger Startl

osungen in die Population P

eingef

ugt wird
 In diesem Zusam
menhang werden zwei verschiedene Typen initialer Partitionen generiert
   Ein genetischer Ansatz zur Logik Partitionierung

 Die wichtigsten anfangs berechneten Partitionen sind diejenigen  die das
Bindeglied zwischen der Genetik und der iterativen Clusterung vgl
 Ka
pitel 	 darstellen

Sofern bereits in einem vorigen Durchlauf eine Partition eines Designs
mit gr

oberer Granularit

at berechnet wurde  wird diese Partition in die
Population P

des gerade gestarteten Durchlaufes

ubernommen  so da
der Optimierungsproze an genau der Stelle fortsetzen kann  an welcher
vorher abgebrochen wurde

Zus

atzlich wird die gleiche Partition als Startl

osung f

ur einen einzelnen
Aufruf des Algorithmus von Fiduccia  Mattheyses verwendet
 Die Par
tition  die nach diesem Aufruf zur

uckgegeben wird  wird ebenfalls in die
Menge der Startl

osungen f

ur die Genetik

ubernommen
 W

ahrend dieses
Aufrufes des FMAlgorithmus mu es jedoch nicht unbedingt zu einer wei
teren Verbesserung kommen  da unter Umst

anden schon zu Beginn das
BalanceKriterium verletzt wird


 Um auch f

ur den Fall  da das zuletzt durch die iterative Clusterung be
rechnete und somit zuerst zu partitionierende Design zerlegt werden soll 
gute Ausgangsl

osungen bereitzustellen  werden die Algorithmen von Fi
duccia  Mattheyses und von Krishnamurthy mehrfach hintereinander
aufgerufen  wobei stets eine zuf

allig bestimmte Partition als Startl

osung
verwendet wird
 S

amtliche Ergebnisse dieser Aufrufe werden in die Popu
lation P

eingef

ugt

Diese Aufrufe der Bipartitionierungsalgorithmen werden nicht nur f

ur das
zuletzt geclusterte Design durchgef

uhrt f

ur dieses sind sie aber von be
sonderer Bedeutung  sondern auch f

ur alle

ubrigen  so da jedem Durch
lauf des genetischen Partitionierungsverfahrens eine groe Menge guten
Genmaterials zugrunde liegt

Die Struktur des in dieser Arbeit entworfenen Algorithmus zur LogikPar
titionierung wird in Abbildung 
 dargestellt
 Neben den durch die iterative
Clusterung berechneten zu partitionierenden Designs erh

alt der Algorithmus
einen Wert N als Parameter  der die Anzahl der Aufrufe der Bipartitionierer
angibt

In einer

aueren Schleife werden nacheinander alle geclusterten Designs betrach
tet und partitioniert Zeile 	
 Vor der eigentlichen Partitionierung werden
bessere Startl

osungen in die initiale Population P

eingef

ugt Zeilen   	

Sobald dies geschehen ist  wird der genetische Algorithmus gestartet Zeilen
	    dessen Struktur sich nicht von der in Abbildung 
 beschriebenen un
terscheidet
 Terminiert die Genetik  so wird die beste Partition der letzten Po
pulation bestimmt und als Ergebnis des aktuellen Partitionierungsdurchlaufes
gespeichert Zeilen 	 und 

Die durch die Zeilen    des Programmtextes generierten Partitionen  die in
die Population P


ubernommen werden  stellen die Verbindung zwischen den
Partitionen vorheriger GenetikDurchl

aufe und somit zur iterativen Clusterung
 Integration der Bipartitionierungsalgorithmen 	
her
 Die oben unter Punkt  angesprochenen Partitionen werden duch die Zeilen
  	 erzeugt

   Ein genetischer Ansatz zur Logik Partitionierung
  procedure genetic partitiondesigns  list of Hypergraph N  integer

 variable
 H H
 
 Hypergraph  NULL
	 best partition best partition
 
 Partition

 P  list of Population
 P
 
 Population
 F  array of real
 i  integer
 
   begin
   F

ur jedes von der Clusterung erzeugte Design einen GenetikDurchlauf 
  while is emptydesigns  false do
  begin
 	 P
 
 InitPopulation
 
 H  popdesigns
 
   Beste Partition des letzten Durchlaufes auf Design H

ubertragen 
  if H
 
 NULL then
 begin
  best partition  project partitionbest partition
 
 H
 
 H
 P
 
 P
 
 fbest partitiong
 P
 
 P
 
 fmulti FMbest partition Hg
 end
	

  Mit Bipartitionierern weitere gute Startl

osungen generieren 
 for i    to N do
 begin
 P
 
 P
 
 fmulti FMNULL Hg
 P
 
 P
 
 fmulti KrishnaNULL Hg
  end
 i  

  Normaler Ablauf des eigentlichen genetischen Algorithmus 
	 while AbbruchKriterium  false do

 begin
 F  FitnessP
i

 P
 
 SelektionP
i
 F 
 P
i 
 VariationP
 
 F 
 i  i   
  end

 best partition
 
 GetBestIndividualP
i

 H
 
 H
	 end

 end
Abbildung 
 Genetischer Partitionierungsalgorithmus von Cobra
 Integration der Bipartitionierungsalgorithmen 
Im folgenden wird die Vorgehensweise veranschaulicht  nach der der Algorith
mus von Fiduccia  Mattheyses innerhalb der Routine multi FM aufgerufen
wird  um Designs in mehr als zwei Partitionen zu zerlegen

 
Dieses Schema
wird in Abbildung 
 anhand einer beispielhaften Partitionierung f

ur sieben
FPGAs vorgef

uhrt

4 - 7
3
761 2 4 5
1 - 2 4 - 5 6 - 7
1 - 7
1 - 3
Abbildung 
 Partitionierung f

ur  FPGAs mit dem FMAlgorithmus
F

ur eine Zerlegung eines Designs in sieben Partitionen sind oensichtlich sechs
Bipartitionierungen notwendig
 Jedes Design  das bipartitioniert werden soll
oder aus einer Bipartitionierung hervorgeht  wird mit Indizes gekennzeichnet 
die festlegen  auf welche FPGAs das Design abgebildet werden soll
 So wird
anfangs das komplette Design auf die FPGAs    abgebildet
 Der Algorithmus
von Fiduccia  Mattheyses wird stets mit einem BalanceKriterium von 
Prozent aufgerufen  was zur Berechnung nahezu gleichgroer Partitionen f

uhrt

Dementsprechend werden die Indizes f

ur eine berechnete Bipartition gebildet 
indem das durch die Markierungen des partitionierten Designs festgelegte In
tervall halbiert wird
 Tritt die Situation auf  da f

ur eine ungerade Anzahl von
FPGAs bipartitioniert werden soll in der Abbildung die Designs mit den Mar
kierungen    und   	  so werden die resultierenden Indizes durch Rundung
ermittelt

Die geschilderte Bestimmung der Indizes kann aus den folgenden Gr

unden zu
Ungenauigkeiten bei den berechneten Partitionen f

uhren
  Die erw

ahnte Rundung ist oenbar nicht exakt  da z
B
 in dem Fall des
Designs   	 etwa  Prozent der Logik f

ur das einzelne FPGA 	 be
stimmt sind  w

ahrend die restlichen  Prozent zwei FPGAs beanspru
chen k

onnen

 
Diese Methode l

at sich ohne

Anderungen auf den Algorithmus von Krishnamurthy und
die Funktion multi Krishna

ubertragen

   Ein genetischer Ansatz zur Logik Partitionierung
  Die rekursive Halbierung der Logik und der zugeh

origen Intervalle setzt
implizit voraus  da alle verwendeten FPGAs gleich gro sind
 Diese Vor
aussetzung ist in den meisten F

allen erf

ullt  da moderne FPGABoards
nur auf einem FPGATyp basieren
 Der selbstverst

andlich m

ogliche Fall 
da f

ur verschiedene FPGAs partitioniert werden soll  wird an dieser Stel
le mit der folgenden Begr

undung nicht weiter behandelt
 Der Algorithmus von Fiduccia  Mattheyses versucht unabh

angig
vom angegebenen BalanceKriterium  m

oglichst gut balancierte Bi
partitionen zu berechnen  da dieses Kriterium nicht zwingend vor
schreibt  wie gro einzelne Partitionen zu sein haben  sondern le
diglich eine obere Schranke f

ur die Variation der Partitionsgr

oen
darstellt

Soll ein Design f

ur zwei verschiedene FPGAs bipartitioniert werden 
deren Gr

oenverh

altnis zueinander z
B
    betr

agt  so kann selbst
ein BalanceKriterium von r  		 nicht verhindern  da zwei un
gef

ahr gleichgroe Partitionen berechnet werden  die nicht auf das
kleinere FPGA passen

 Es sollte also stets von gut balancierten Partitionen ausgegangen
werden
 Entsprechend sollte die Aufteilung einer Menge von FPGAs
gem

a ihrer Gr

oe auch m

oglichst ausgewogen sein
 Allerdings ver
birgt sich hinter dieser Thematik das NPvollst

andige Problem Bin
packing 
 Der Aufwand zur ann

ahernden L

osung dieses Problems
w

urde in keinem Verh

altnis zum erzielten Nutzen stehen

Im schlimmsten Fall f

uhrt dieses Aufrufschema des Algorithmus von Fiduccia
 Mattheyses dazu  da eine hiermit berechnete Partition f

ur mehr als zwei
FPGAs nicht g

ultig ist  da Fl

achenbegrenzungen einzelner FPGAs verletzt sein
k

onnen
 Auf derartige Ungenauigkeiten wird jedoch nicht weiter R

ucksicht ge
nommen  da die mit Hilfe des FMAlgorithmus berechneten Partitionen ledig
lich das Ausgangsmaterial f

ur die anschlieende genetische Partitionierung dar
stellen
 Durch den genetischen Algorithmus werden ung

ultige Partitionierungen
identiziert und im folgenden schnell verbessert bzw
 nicht weiter selektiert

Abschlieend kann an dieser Stelle eine Frage beantwortet werden  die in Kapi
tel 	 zun

achst noch oenblieb In diesem Kapitel wurde die Tatsache erw

ahnt 
da Cluster von Zellen maximal f

unf Prozent der Logik eines Designs enthalten
d

urfen
 Die Begr

undung f

ur diese Beschr

ankung ergibt sich aus dem verwende
ten BalanceKriterium f

ur den Algorithmus von Fiduccia  Mattheyses

Bei einer Mindestgr

oe f

ur Partitionen von  Prozent der Logik kann eine Zel
le  die z
B
  der Logik enth

alt  nur dann von Partition A nach B bewegt
werden  wenn A mindestens  der Logik des gesamten Designs enth

alt
 Dies
mu jedoch in dem Moment  in dem die Entscheidung

uber die Bewegung die
ser Zelle getroen wird  nicht der Fall sein  da der FMAlgorithmus versucht 
gleichm

aig balancierte Bipartitionen zu erzeugen
 In diesem Fall kann die be
treende Zelle nicht bewegt werden  so da unter Umst

anden nur eine geringere
Reduzierung des CutsizeMaes erfolgt
 Hat diese Zelle dagegen eine Gr

oe von
 Die genetische Formulierung des Partitionierungsproblems 
   so kann sie bewegt werden  wenn Partition A mindestens  der Lo
gik enth

alt  was der Zielsetzung des FMALgorithmus  der Balancierung der
Bipartition  wesentlich n

aher kommt


 Die genetische Formulierung des Partitionierungs
problems
Der Entwurf eines genetischen Algorithmus zur L

osung eines Optimierungspro
blems wird meist in zwei Phasen durchgef

uhrt  wobei den einzelnen Phasen die
folgenden Fragestellungen zugrunde liegen

 Welches sind die zur Optimierung zu belegenden Entscheidungsvariablen
Wie k

onnen diese m

oglichst einfach in Form eines Chromosoms codiert
werden

 Auf welche Weise ist die G

ute einer durch ein Chromosom repr

asentierten
L

osung zu bestimmen
In diesem Teil der Arbeit werden diese Fragen  bezogen auf die LogikPartitio
nierung mit Cobra  beantwortet

 Das zur Partitionierung verwendete Genmaterial
Die grundlegenden Entscheidungen  die zur LogikPartitionierung getroen wer
den m

ussen  betreen die Auswahl eines bestimmten FPGAs f

ur jede Zelle des
zu partitionierenden Designs
 Dementsprechend soll ein Chromosom f

ur jede
Zelle v
i
eines Designs genau ein Gen enthalten
 Das ite Allel eines Chromo
soms soll das FPGA bezeichnen  auf das die Zelle v
i
abgebildet wird
 Folglich
wird zur Codierung des Partitionierungsproblems der Wertebereich der m

ogli
chen Allele auf die nat

urlichen Zahlen aus dem Intervall   u begrenzt  wenn
zur Partitionierung u FPGAs verf

ugbar sind
 Der Variationsoperator der Muta
tion ist so einzustellen  da bei der Ver

anderung einzelner Allele ausschlielich
Werte aus dem gleichen Intervall erzeugt werden

Im folgenden wird nicht mehr nur von Chromosomen die Rede sein  vielmehr
wird der Einfachheit halber der Begri

Partition verwendet
 Unter einer Par
tition habe man sich dann ein Array vorzustellen  f

ur das gilt
partition i  l Zelle v
i
wird auf FPGA C
l
abgebildet
 Die G

ute erzeugter Partitionen oder  Wie 
t ist ein Individu
um
Die FitneWerte  die die G

ute genetisch erzeugter Partitionen bemessen  stel
len das Optimierungsziel des genetischen Algorithmus dar
 Sie werden durch
   Ein genetischer Ansatz zur Logik Partitionierung
eine Funktion berechnet  die beim Entwurf des genetischen Algorithmus ange
geben werden mu
 Diese Funktion hat die Aufgabe  ein einzelnes Chromosom
einer Population zu untersuchen und dessen Fitne in Form einer reellen Zahl
zur

uckzugeben
 Auf der Gundlage aller derartigen Zahlenwerte einer Popula
tion werden Selektion und Variation von Individuen vorgenommen
 Der zur
LogikPartitionierung entworfene genetische Algorithmus verfolgt das Ziel  von
Generation zu Generation die FitneWerte zu minimieren

Beim Entwurf einer ad

aquaten Bewertungsfunktion zur Partitionierung sollten
vor diesem Hintergrund die folgenden Anforderungen ber

ucksichtigt werden
  Je besser eine Partition ist  desto kleiner mu der zugeh

orige FitneWert
sein

Ung

ultige Partitionen  die gegen die in Kapitel 
 genannten Kriterien
verstoen  sind als besonders schlecht zu bewerten und daher mit entspre
chend groen FitneWerten zu versehen

  Die Bewertungsfunktion sollte eine m

oglichst dierenzierte Beurteilung
vornehmen
 Optimal w

are die nicht realisierbare Situation  in der f

ur
jede m

ogliche Partition ein individueller FitneWert berechnet wird  der
von keiner weiteren Partition erzielt wird

Diese Dierenziertheit bietet dem Selektionsmechanismus eine gute Basis
zur Identizierung der guten Individuen
 Werden

uberm

aig viele Indi
viduen auf den gleichen FitneWert abgebildet  obwohl sie subjektiv
betrachtet in ihrer G

ute stark variieren  so f

uhrt dies zwangsl

aug zur
Selektion minder guter Partitionen und somit zu schlechten Resultaten
des genetischen Algorithmus

  Da w

ahrend eines Durchlaufes des genetischen Algorithmus eine groe
Anzahl verschiedener Partitionen generiert und somit auch bewertet wird 
mu die Bewertungsfunktion ezient formuliert sein  um die Laufzeiten
zur Partitionierung klein zu halten

Die Zahlenwerte  die zur Bewertung von Partitionen berechnet werden  setzen
sich aus zwei verschiedenen Elementen zusammen  die einerseits die

Bestra
fung ung

ultiger Partitionen sowie andererseits eine Reihe charakteristischer
Merkmale von Partitionen betreen
 Wie diese beiden Bereiche durch die Be
wertungsfunktion behandelt werden  soll im folgenden dargestellt werden  wobei
stets auf eine durch die Genetik generierte Partition partition Bezug genommen
wird

Die Bewertung ung

ultiger Partitionen
Eine Partition ist ung

ultig  wenn diese die durch die Fl

achen und Pin
Ressourcen der FPGAs gegebenen Beschr

ankungen verletzt
 Durch die Bewer
tungsfunktion soll das gesamte Ausma der Fl

achen und PinVerletzungen aller
FPGAs zahlenm

aig erfat werden
 Zu diesem Zweck ist zun

achst zu ermitteln 
 Die genetische Formulierung des Partitionierungsproblems 
welche Fl

ache area
l
und wieviele Pins pins
l
eines jeden FPGAs C
l
durch die
gegebene Partition beansprucht werden

Die belegten Fl

achen aller FPGAs lassen sich mit Hilfe eines Schleifen
Durchlaufes

uber alle Zellen v
 
       v
s
des zu partitionierenden Designs be
rechnen
 F

ur jede betrachtete Zelle v
i
mu unterschieden werden  ob es sich um
einen IOB oder einen CLB handelt
 Ist Ersteres der Fall  so belegt die Zelle v
i
einen Pin des FPGAs partitioni
 Im anderen Fall ist der Wert der genutzten
Fl

ache dieses FPGAs  area
partition	i

 um die Fl

ache a
i
der Zelle v
i
zu erh

ohen

Zus

atzlich zu den durch die IOBs belegten Pins sind weitere Pins f

ur geschnitte
ne Netze zu berechnen
 Hierzu m

ussen nacheinander alle Netze e
 
       e
t
eines
Designs betrachtet werden
 F

ur jedes Netz e
k
sind alle an dieses Netz ange
schlossenen Zellen zu untersuchen und die FPGAs  auf die diese Zellen durch
die gegebene Partition abgebildet werden  zu bestimmen
 Sind die Zellen dieses
Netzes auf mehr als zwei FPGAs verteilt  so ist e
k
geschnitten  und bei allen
beteiligten FPGAs ist jeweils ein Pin f

ur das Netz zu belegen

Nachdem auf diese Weise die exakten Werte f

ur area
l
und pins
l
bestimmt wur
den  k

onnen diese Gr

oen mit den durch die FPGAs zur Verf

ugung gestellten
Fl

achen und PinRessourcen A
l
bzw
 P
l
verglichen werden
 Gilt f

ur ein FPGA
C
l
area
l
 A
l
  so ist hier eine Verletzung der Fl

achenRessourcen um area
l
 A
l
zu beobachten Verletzungen von PinRessourcen analog
 Diese Werte
f

ur die Fl

achen und PinVerletzungen aller FPGAs werden in einer Variablen
kumuliert und ieen in die Bewertung der Partition ein

Verletzungen von Fl

achen und PinRessourcen werden bei diesem Verfahren
gleich schwer geahndet  obwohl die PinRessourcen den weitaus st

arkeren Eng
pa bilden
 Es hat sich jedoch nicht bew

ahrt  deshalb die Verletzungen der
PinRessourcen st

arker zu gewichten als die der Fl

achenRessourcen  da dies zu
einem einseitigen Optimierungsverhalten der Genetik f

uhrte  bei dem zun

achst
konsequent die PinVerletzungen und erst danach die Fl

achenVerletzungen mi
nimiert wurden
 Durch die gleiche Gewichtung besteht f

ur die Genetik vielmehr
die M

oglichkeit  Verbesserungen bez

uglich der Fl

ache vorzunehmen  auch wenn
dabei hinsichtlich der Pins kleine Verschlechterungen erzielt werden

Das Verfahren zur Bewertung ung

ultiger Partitionen wird schematisch in Abbil
dung 
 dargestellt
 Die Laufzeit einer Bewertung wird durch die Berechnung
der kritischen Netze dominiert
 Da hierbei s

amtliche Netze und alle an ein Netz
angeschlossenen Zellen einmal betrachtet werden  ergibt sich eine lineare Kom
plexit

at von Op f

ur p 
P
v
i
 V
p
i


Charakteristika zur Dierenzierung von Partitionen
Neben dem Bestrafungsma f

ur ung

ultige Partitionen  im folgenden mit V

bezeichnet  setzt sich der letztlich von der Bewertungsfunktion gelieferte Wert
aus drei weiteren Zahlen zusammen  die charakteristische Merkmale von Parti
tionen betragsm

aig ausdr

ucken
 Im einzelnen sind dies
   Ein genetischer Ansatz zur Logik Partitionierung
function Punishpartition  Partition H  Hypergraph
A P  array of integer u  integer  real
variable
ret  real  
area pins  array of integer     
S  set of integer
i j k l  integer
begin
for i    to H s do
if Typ von v
i
 IOB then
pins
partitioni
 pins
partitioni
  
else
area
partitioni
 area
partitioni
 H a
i

for k    to H t do
begin
S  
 Zellen v
j
von Netz e
k
 S  S  fpartitionjg
if jSj 	  then
 FPGAs C
l
 l  S  pins
l
 pins
l
  
end
for l    to u do
begin
if area
l
 A
l
 then
ret  ret  area
l
 A
l

if pins
l
 P
l
 then
ret  ret  pins
l
 P
l

end
returnret
end
Abbildung 
 Bewertung ung

ultiger Partitionen
Maximale Fl

achenauslastung A

 max
FPGAs C
l
fd
area
l
  
A
l
eg
F

ur alle verf

ugbaren FPGAs wird berechnet  zu wieviel Prozent deren
ChipFl

ache durch eine gegebene Partition ausgelastet ist
 Der gr

ote f

ur
ein FPGA ermittelte Wert wird in die Bewertung der Partition

ubernom
men

Mit Hilfe dieses Kriteriums soll erreicht werden  da w

ahrend der Op
timierung gut balancierte Partitionen  bei denen alle FPGAs nahezu
gleichm

aig ausgelastet sind  gegen

uber unbalancierten bevorzugt wer
den
 Zur Berechnung dieser Auslastungen kann auf die bereits vorher
berechneten areaWerte zur

uckgegrien werden  so da kein zus

atzlicher
Rechenaufwand entsteht

 Die genetische Formulierung des Partitionierungsproblems 
Anzahl genutzter Pins P


P
FPGAs C
l
pins
l
Durch die Summierung der pinsWerte

uber alle FPGAs wird der Um
stand ausgedr

uckt  da eine Partition als um so besser anzusehen ist 
je weniger Pins sie beansprucht
 Dieses Kriterium ist insbesondere dann
von Bedeutung  wenn die untersuchte Partition g

ultig ist und somit keine
IOBRessourcen verletzt
 Der genetische Algorithmus f

ahrt in dieser Si
tuation fort  die totale PinAnzahl zu minimieren  wodurch sich letztlich
gr

oere Freiheiten f

ur weitere ZellenBewegungen ergeben

Anzahl genutzter FPGAs N


P
FPGAs C
l
used
l
mit
used
l
 f
   falls area
l
 
 pins
l

  sonst
Unter Umst

anden kann die Situation eintreten  da durch eine gegebe
ne Partition keine einzige Zelle eines Designs auf ein bestimmtes FPGA
abgebildet wird  dieses also ungenutzt bleibt
 Vor dem Hintergrund der
KostenReduzierung soll durch die Genetik auch eine Minimierung der
tats

achlich in Anspruch genommenen FPGAs angestrebt werden  indem
diese Anzahl der genutzten FPGAs ebenfalls in die Bewertung eingeht

In einem letzten Schritt wird der endg

ultig von der Bewertungsfunktion zu
berechnende FitneWert aus den bis hierhin bestimmten vier Zahlenwerten
zusammengesetzt
 Dies geschieht mit Hilfe der folgenden Formel
Fitness  c
 
	 V

! c

	 A

! P

! N

Die Werte c
 
und c

sind Konstanten  mit deren Hilfe den Maen V

und A

zu st

arkerem Einu auf die Bewertung verholfen wird

  c
 
wird derart in Abh

angigkeit von der Gr

oe des nicht geclusterten zu
partitionierenden Designs gew

ahlt  da sich das Bestrafungsma V

am
st

arksten auf die Fitne einer Partition auswirkt und da die Summe der
drei

ubrigen Werte nicht gr

oer wird als das gewichtete Bestrafungsma

  c

wird in Abh

angigkeit von der G

ultigkeit der untersuchten Partition
gew

ahlt

Ist die betrachtete Partition ung

ultig  so wird der Faktor  verwendet

Dieser niedrige Wert wird herangezogen  da das BalanceKriterium A

f

ur
die Verbesserung ung

ultiger Partitionen und f

ur das Finden einer g

ultigen
L

osung nicht von entscheidendem Interesse ist

Die Balance wird jedoch wichtiger  wenn g

ultige Partitionen untersucht
werden
 Insbesondere f

ur den Fall einer Partitionierung auf GatterEbene
sind balancierte Partitionen wichtig  da so die Wahrscheinlichkeit redu
ziert wird  da aufgrund der ungenauen Kostenmae zu viel Logik auf
   Ein genetischer Ansatz zur Logik Partitionierung
einzelne FPGAs abgebildet wird
 Bei Betrachtung g

ultiger Partitionen
wird daher der Faktor  genutzt


 Ber

ucksichtigung von FPGATopologien
Zur Einf

uhrung in die Probleme  die zus

atzlich durch die Spezikation von
Topologien von FPGAPlatinen entstehen  sei an dieser Stelle exemplarisch
dasWeaverBoard betrachtet  das in KKR vorgestellt wurde siehe Abbil
dung 


XC
4025
XC
4025 4025
XC
XC
4025
Abbildung 
 Die Topologie des WeaverBoards
Auf diesem Board benden sich vier FPGAs vom Typ Xilinx XC in qua
dratischer Anordnung
 Jedes FPGA ist mit zwei seiner Nachbarn

uber jeweils
 Pins verbunden  wobei diagonale Verbindungen in der quadratischen An
ordnung nicht vorgesehen sind
  Pins eines jeden FPGAs sind mit einem
Stecker an der Auenseite der Platine verbunden  der zum Anschlu weiterer
Module dient
 Mit Hilfe dieser Steckverbinder k

onnen weitere WeaverBoards
oder zus

atzliche Bus  Interface  Speicher oder ProzessorModule angeschlos
sen werden

Eine Topologie l

at sich oenbar durch einen ungerichteten gewichteten Gra
phen modellieren  in dem die Knoten die einzelnen FPGAs der Platine darstel
len
 Eine Kante c in diesem Graphen repr

asentiert eine Verbindung zwischen
je zwei FPGAs und wird mit der entsprechenden Bitbreite max
c
gewichtet

Zus

atzlich erh

alt jeder Knoten C
l
eine Zahl E
l
als Markierung  die die Anzahl
der m

oglichen externen Verbindungen eines FPGAs angibt

Durch die Angabe einer BoardTopologie ergeben sich f

ur einen Partitionie
rungsalgorithmus die beiden folgenden Aufgabenstellungen
  Das Partitionierungverfahren hat daf

ur Sorge zu tragen  da einem FPGA
C
l
nur solch eine Anzahl von IOBs zugewiesen wird  die die Zahl E
l
der
externen Anschl

usse dieses Chips in der Topologie nicht

uberschreitet

 Ber

ucksichtigung von FPGA Topologien 	
F

ur konkrete Anwendungen eines Partitionierungsalgorithmus reicht die

Uberwachung der IOBAnzahlen alleine jedoch nicht aus
 Soll beispiels
weise an den linken Steckverbinder eines WeaverBoards eine Speicher
karte angeschlossen werden  so ist unbedingt daf

ur zu sorgen  da die IOBs
des zu partitionierenden Designs  die die Schnittstelle zum Speicher dar
stellen Daten und Adrebus sowie Steuerleitungen auf das linke obere
FPGA abgebildet werden
 Die Partitionierung mu somit benutzerde
nierte Plazierungsbeschr

ankungen f

ur DesignPorts ber

ucksichtigen

  Beim WeaverBoard existiert z
B
 keine direkte Verbindung zwischen
dem linken oberen und dem rechten unteren FPGA
 Ein geschnittenes
Netz  das aber zwischen diesen FPGAs verl

auft  mu daher

uber ein wei
teres FPGA  z
B
 das linke untere  geleitet werden

Der Partitionierungsalgorithmus mu also ein Routing durchf

uhren  w

ah
rend dessen festlegt wird  mit Hilfe welcher zus

atzlichen FPGAs eine Ver
bindung zwischen mehreren Chips aufgebaut wird  die

uber ein geschnit
tenes Netz miteinander kommunizieren
 In diesem Zusammenhang ist dar
auf zu achten  da die Anzahl der zus

atzlich beanspruchten FPGAs mini
miert wird  da anderenfalls schnell die

uberaus knappen PinRessourcen

uberschritten werden

Auf diese beiden Probleme wird in den beiden folgenden Abschnitten n

aher ein
gegangen
 F

ur die Behandlung von BoardTopologien ist die Bewertungsfunk
tion genauer die Bewertung ung

ultiger Partitionen des genetischen Algorith
mus zu modizieren
 Je nachdem  ob der Benutzer eine Topologie angegeben
hat  wird die urspr

ungliche Funktion aus Abbildung 
 verwendet  oder die in
Abbildung 
 und auf den folgenden Seiten pr

asentierte

function Punish Toppartition  Partition H  Hypergraph T  Graph
A E  array of integer u  integer  real
variable
ret  real
area pins iobs  array of integer     
begin
ret  Punish Cellspartition H T  area pins iobs A E u
ret  ret  Punish Netspartition H T  pins
returnret
end
Abbildung 
 Bewertung ung

ultiger Partitionen f

ur BoardTopologien
   Ein genetischer Ansatz zur Logik Partitionierung
 Externe FPGAAnschl

usse und die IOBs eines Designs
Um sicherzustellen  da der genetische Partitionierungsalgorithmus den Maxi
malwert E
l
von externen Anschl

ussen eines FPGAs C
l
richtig in die Bewertung
einer Partition einbezieht  m

ussen Werte iobs
l
berechnet werden  die angeben 
wieviele IOBs durch die Partition auf FPGA C
l
abgebildet werden

Die Berechnung dieser Werte ist analog zu Abbildung 
 vorzunehmen  indem
der Typ aller Zellen des Designs untersucht und der iobsWert des zugeh

origen
FPGAs entsprechend erh

oht wird
 Anschlieend werden iobs
l
und E
l
miteinan
der verglichen
 Gilt f

ur ein FPGA C
l
iobs
l
 E
l
  so wird der zur

uckzugegebende
Bestrafungswert um iobs
l
 E
l
erh

oht
 Die Funktion Punish Cells  die diese Ele
mente enth

alt  ist in Abbildung 
 dargestellt

function Punish Cellspartition  Partition H  Hypergraph T  Graph
area pins iobs A E  array of integer u  integer  real
variable
ret  real  
i l  integer
begin
for i    to H s do
if Typ von v
i
 IOB then
begin
pins
partitioni
 pins
partitioni
  
iobs
partitioni
 iobs
partitioni
  
end else
area
partitioni
 area
partitioni
 H a
i

for l    to u do
begin
if area
l
 A
l
 then
ret  ret  area
l
 A
l

if iobs
l
 E
l
 then
ret  ret  iobs
l
 E
l

end
returnret
end
Abbildung 
 Funktion Punish Cells Bewertung der IOBAnzahlen pro FPGA
Die dauerhafte Fixierung einer Zelle v
i
auf ein FPGA C
l
der Topologie ist
im Rahmen der Genetik ebenfalls leicht zu realisieren  indem vor der eigentli
chen Bewertung einer aus Crossover und Mutation hervorgegangenen Partition
partition
i
auf l gesetzt wird

Diese Einschr

ankung der Partitionierung ist jedoch nicht nur durch den ge
netischen Algorithmus zu beachten  sondern auch durch die der eigentlichen
 Ber

ucksichtigung von FPGA Topologien 
Partitionierung vorgeschalteten Stufen  n

amlich der iterativen Clusterung und
den Algorithmen von Fiduccia  Mattheyses und Krishnamurthy
 Die Ver

ande
rungen  die an beiden Verfahren vorgenommen werden m

ussen  sind jedoch ge
ringf

ugig  wie die folgenden

Uberlegungen zeigen
  Zur Erinnerung seien hier noch einmal kurz die drei Bedingungen auf
gef

uhrt  die zur Verschmelzung zweier Zellen v
i
und v
j
erf

ullt sein m

ussen
 v
i
ist noch kein Cluster

 v
i
und v
j
sind benachbart

 Der durch v
i
und v
j
entstehende Cluster enth

alt h

ochstens f

unf Pro
zent der Logik des Designs

Zur korrekten Clusterung von Zellen  die mit Plazierungsbeschr

ankungen
belegt sind  ist lediglich die folgende vierte Bedingung hinzuzuf

ugen
 v
i
und v
j
k

onnen geclustert werden  wenn beide Zellen auf das gleiche
FPGA C
l
abgebildet werden sollen bzw
 wenn eine der beiden Zellen
auf C
l
zu plazieren ist und die andere keiner Beschr

ankung unterliegt

Der resultierende Cluster ist zwingend auf dem FPGA C
l
zu plazie
ren

  Um zu erzwingen  da eine Zelle w

ahrend des FMAlgorithmus Analo
ges gilt f

ur das Verfahren von Krishnamurthy in einem bestimmten Teil
der Bipartition enthalten ist und nicht aus diesem herausbewegt wird 
ist zun

achst die Erzeugung der zuf

alligen initialen Partition vergleiche
Abbildung 
  Zeile  so zu

andern  da diese Plazierungsbeschr

ankung
eingehalten ist

Im Anschlu daran ist Zeile  so anzupassen  da die Menge Blocked
aller blockierten und nicht mehr bewegbaren Zellen nicht auf die leere
Menge zu setzen ist
 Vielmehr ist Blocked mit der Menge aller Zellen
mit Plazierungsbeschr

ankung zu initialisieren
 Auf diese Weise wird eine
Bewegung dieser Zellen verhindert  da die BucketDatenstruktur des Al
gorithmus  mit deren Hilfe die BasisZelle bestimmt wird  ausschlielich
nichtblockierte Zellen enth

alt

 Die Behandlung geschnittener Netze durch die Genetik
Die Behandlung geschnittener Netze ist im Vergleich zu der urspr

unglichen
Bewertungsfunktion komplexer geworden
 Die Funktion Punish Nets  die die
Verdrahtung der einzelnen FPGAs untereinander bestimmt und bewertet  ist
in Abbildung 
 dargestellt

Zun

achst ist f

ur jedes Netz e
k
zu

uberpr

ufen  ob es geschnitten ist  indem die
FPGAs  auf denen sich die Zellen des Netzes benden  in einer Menge S gespei
chert werden Zeilen   
 Enth

alt S mehr als zwei FPGAs Zeile   so ist
   Ein genetischer Ansatz zur Logik Partitionierung
  function Punish Netspartition  Partition H  Hypergraph T  Graph
 pins  array of integer  real

 variable
	 ret  real  

 j k  integer
 cost  array of edge       
 connections  array of edge     
 S  set of integer
  B  set of edge
   c  edge
 
  begin
  for k    to H t do
 	 begin
 
 S  
   Zellen v
j
von Netz e
k
 S  S  fpartitionjg
  if jSj 	  then
  begin
 B  RoutingS T  cost
  forall edgesc B do
 begin
 connections
c
 connections
c
  
 if connections
c
 T max
c
 then
	 cost
c
 


 end
 end
 end

 forall edgesc T  do
  begin
 if connections
c
 T max
c
 then
 ret  ret  connections
c
 T max
c

 if connections
c
  then
	 begin

 pins
StartNodec
 pins
StartNodec
 connections
c

 pins
EndNodec
 pins
EndNodec
 connections
c

 end
 end

  returnret
 end
Abbildung 
 Funktion Punish Nets Behandlung geschnittener Netze
e
k
geschnitten  und ein Routing des Netzes zwischen allen FPGAs aus S unter
Ber

ucksichtigung der spezizierten Topologie mu durchgef

uhrt werden

Der RoutingAlgorithmus liefert als Ergebnis eine Menge B von Kanten aus dem
 Ber

ucksichtigung von FPGA Topologien 
TopologieGraphen 

uber die Netz e
k
geleitet werden mu  und die m

oglichst
klein ist Zeile 
 F

ur jede Kante aus dem TopologieGraphen wird ein connec
tionsWert gef

uhrt  der die Anzahl der geschnittenen Netze widergibt  die

uber
diese Kante der Topologie geroutet werden
 Nach jedem Routing eines Netzes
e
k
m

ussen daher alle Kanten c aus der Menge B untersucht und die Werte
connections
c
um  erh

oht werden Zeile 	

Nachdem das Routing aller geschnittenen Netze durchgef

uhrt wurde  sind ab
schlieend s

amtliche Kanten des TopologieGraphen zu untersuchen Zeilen 	 
	
 Wurden

uber eine Verbindung c zwischen zwei FPGAs C
l
und C
m
mehr
Netze geleitet  als aufgrund der maximalen Bitbreite max
c
m

oglich ist also
connections
c
 max
c
  Zeile 	  so wird das Bestrafungsma um connections
c
 max
c
erh

oht Zeile 		
 Die pinsWerte der beiden beteiligten FPGAs C
l
und
C
m
werden entsprechend um connections
c
erh

oht Zeilen 	  	


Das Routing geschnittener Netze wird

uber einen Kostenvektor cost f

ur die Kan
ten des TopologieGraphen beeinut Zeile 
 Anfangs enth

alt dieser Vektor
f

ur jede Kante den Wert   womit die Situation modelliert wird  da keine Kan
te c der Topologie mit dem MaximalWert max
c
von Netzen belegt ist
 Nach
jedem Routing eines geschnittenen Netzes wird

uberpr

uft  ob connections
c

max
c
f

ur eine Verbindung c gilt Zeile  ist dies der Fall Zeile   so wer
den die Kosten f

ur die Kante c auf einen sehr groen Wert hier 	 gesetzt

Hiermit wird erreicht  da weitere Netze nach M

oglichkeit nicht mehr

uber diese
Verbindung c geleitet werden  da diese bereits maximal ausgelastet ist

Der RoutingAlgorithmus  der im folgenden vorgestellt wird  versucht  eine
Menge S von FPGAs so miteinander zu verbinden  da die Summe der Kosten
aller Kanten  die f

ur diese Verbindung verwendet werden  minimiert wird
 Auf
grund dieser KostenMinimierung versucht der Algorithmus immer  zun

achst
noch freie Kanten mit Kosten  zu verwenden
 Erst wenn dies nicht mehr ge
lingt  weil z
B
 ein FPGA ausschlielich auf Wegen zu erreichen ist  die Kanten
mit Kosten 	 enthalten  werden auch solche Kanten benutzt
 Dies f

uhrt
allerdings zur Ung

ultigkeit der betrachteten Partition  was dann durch die Be
strafungsfunktion entsprechend ber

ucksichtigt wird

Eine eziente Heuristik zur Verdrahtung innerhalb einer Topologie
Eine kostenminimale Verbindung einer Menge S von FPGAs innerhalb einer To
pologie T hat notwendigerweise stets eine baumf

ormige Struktur  da eine Kan
te  die einen Kreis schliet  der Kostenminimalit

at widerspricht
 Eine Methode
zum Routing geschnittener Netze wird somit in irgend einer Form einen Baum
berechnen und die Kantenmenge dieses Baumes an die Bewertungsfunktion
des genetischen Algorithmus zur

uckgeben
 Eine formale Modellierung des Ver
drahtungsproblems wird durch die folgende Denition 
 von SteinerB

aumen
gegeben

Die pinsWerte ieen nicht mehr in das Bestrafungsma ein  da dies indirekt

uber die
connectionsWerte geschieht
 Sie werden dennoch berechnet  um in ihrer Summe wie in Ab
schnitt 

 beschrieben durch die Bewertungsfunktion ber

ucksichtigt zu werden

   Ein genetischer Ansatz zur Logik Partitionierung
Denition 	 
Minimaler SteinerBaum
T  V E sei ein ungerichteter Graph S  V und cost ein Kostenvektor

uber alle Kanten aus E
Ein SteinerBaum zu T und S ist ein Baum B  V

  E

 mit E

 E
und S  V

 V 
Ein minimaler SteinerBaum eines Graphen T zu einer Knotenmenge S
ist ein SteinerBaum B der unter allen m

oglichen SteinerB

aumen die
minimale Summe der KantenKosten besitzt
Das Problem der Bestimmung eines minimalen SteinerBaums ist nach GaJo
NPhart  so da zur L

osung lediglich N

aherungsverfahren zum Einsatz kommen

Ein ezientes Verfahren  das gute Resultate berechnet  wurde in KMB vor
gestellt
 Dieser Algorithmus basiert auf dem Distanzgraphen zu T und S  der
wie folgt deniert ist
Denition   
Distanzgraph
T  V E sei ein ungerichteter Graph S  V und cost ein Kostenvektor

uber alle Kanten aus E
Der Distanzgraph T
 
 V
 
  E
 
 zu T und S ist ein vollst

andiger un
gerichteter Graph der die Elemente aus S als Knoten und alle Kanten
zwischen je zwei verschiedenen Knoten enth

alt
Eine Kante v  w  E
 
wird mit dem k

urzesten Abstand zwischen v und
w in T gewichtet
Der BasisAlgorithmus zur Bestimmung von SteinerB

aumen mit geringen Ko
sten arbeitet nach dem folgenden Schema

 Berechne den Distanzgraphen T
 
 V
 
  E
 
 zu T und S


 Bestimme einen minimalen Spannbaum T

 V

  E

 von T
 


	
 Ersetze in T

alle Kanten v  w  E

durch die k

urzesten Wege zwischen
v und w in T 
 Der resultierende Graph sei mit T

 V

  E

 bezeichnet


 Bestimme einen minimalen Spannbaum T

 V

  E

 von T




 Entferne rekursiv in T

alle Bl

atter  die nicht in S enthalten sind
 Der
resultierende Graph T

 V

  E

 ist konstruktionsbedingt ein Steiner
Baum

In Leng wurde gezeigt  da dieses Verfahren SteinerB

aume berechnet  de
ren Summe der Kantenkosten h

ochstens um den Faktor  von einem minimalen
SteinerBaum abweicht
 Die Laufzeit des Algorithmus wird durch die Berech
nung des Distanzgraphen dominiert  die bei Verwendung des Algorithmus von
Fredman und Tarjan OjSj 	 jEj! jV j log jV j betr

agt

In Mehl wird eine Ab

anderung dieses Algorithmus vorgeschlagen  die eben
die Berechnung des Distanzgraphen in Schritt  betrit
 Statt des Distanzgra
phen wird ein neuer Hilfsgraph T

 
erzeugt  der auf einer Partition der Knoten
 Ber

ucksichtigung von FPGA Topologien 
aus T basiert
 F

ur jeden Knoten v  S sei Nv die Menge aller Knoten aus
V   die n

aher bei v liegen als bei irgend einem anderen Knoten aus S
 Wenn
dist
w x
den k

urzesten Abstand zwischen den Knoten w und x in T bezeichnet 
so lassen sich die Mengen Nv wie folgt beschreiben
Nv  f x j dist
v x
 dist
w x
f

ur alle w  Sg f

ur v  S
Sollte ein Knoten x gleichnah an mehreren Knoten aus S liegen  so ist x in die
Menge N eines einzigen dieser Knoten aus S einzuf

ugen

Auf der Basis der Mengen Nv wird der Hilfsgraph T

 
 S E

 
 mit der
folgenden Kantenmenge generiert
E

 
 f v  w j  v  w  S   
 x  y  E mit x  Nv  y  Nwg
Eine Kante v  w  E

 
wird mit den folgenden Kosten gewichtet
cost

 v w
 minfdist
v x
!cost
x y
!dist
y w
j x  y  E  x  Nv  y  Nwg
In dem Artikel wird gezeigt  da ein minimaler Spannbaum von T

 
immer
auch ein minimaler Spannbaum von T
 
ist
 Daher kann der erste Schritt des
Verfahrens aus KMB in folgender Weise ersetzt werden



 Berechne die Mengen Nv f

ur v  S  indem ein neuer Knoten v

und
Kanten v

  v f

ur alle v  S mit Kosten  zu T hinzugef

ugt und in diesem
Graphen die k

urzesten Wege von v

zu allen

ubrigen Knoten bestimmt
werden
 Auf diese Weise erh

alt man f

ur jeden Knoten w  V den dazu
geh

origen Knoten v  S mit w  Nv  sowie die Distanz dist
v w

 Erzeuge
aus diesen Daten den Hilfsgraphen T

 
 S E

 


Anschlieend sind die Kosten f

ur die Kanten aus E

 
zu bestimmen
 Hierzu
sind zun

achst f

ur jede Kante x  y  E die Knoten v und w mit x  Nv
und y  Nw zu bestimmen
 Falls v  w gilt  so wird der Wert dist
v x
!
cost
x y
! dist
y w
berechnet und mit einem bisherigen Minimum f

ur die
Kante v  w  E

 
verglichen

Die Laufzeit dieses verbesserten Verfahrens ergibt sich wieder durch den ersten
Schritt und betr

agt aufgrund der Tatsache  da nur noch ein einziger Aufruf
des Algorithmus von Fredman  Tarjan notwendig ist  OjEj! jV j log jV j

In Flor wurde eine weitere Verk

urzung dieses Verfahrens vorgestellt
 Es
wurde gezeigt  da bereits Schritt 	 des Algorithmus aus Mehl einen Steiner
Baum zu T und S liefert  und da man infolgedessen die nachfolgenden Schritte
 und  wegfallen lassen kann
 Da diese beiden letzten Schritte nicht f

ur das
Laufzeitverhalten des gesamten Algorithmus verantwortlich waren  verbleibt die
totale Laufzeit bei OjEj! jV j log jV j

Der letztlich zum Routing geschnittener Netze verwendete Algorithmus hat
somit das in Abbildung 
 dargestellte Aussehen
   Ein genetischer Ansatz zur Logik Partitionierung
function RoutingS  set of integer T  Graph cost  array of edge  set of edge
variable
T

 T

 T

 Graph  T
i
 V
i
 E
i
 cost
i
    i   
begin
T

 DistanzGraphS T  cost
T

 MinSpannbaumT


T

 Graph	 der aus T

hervorgeht	 indem alle Kanten v	w  E

durch
den k


urzesten Weg zwischen v und w in T ersetzt werden
returnE


end
Abbildung 
 Das Verfahren zum Routing geschnittener Netze
 Partitionierung mit COBRA Von VHDL zu XNF 
	  Die Realisierung des Parti
tionierungsverfahrens COBRA
 
In der indischen Mystik spielt die Kobra ei
ne erhebliche Rolle Noch heute ist sie das vom
Publikum mit Schauder betrachtete Objekt der
Schlangenbeschw

orer
Aus

Das neue Tierreich nach Brehm

Das in den vorherigen Kapiteln beschriebene Partitionierungsverfahren wur
de im Rahmen dieser Diplomarbeit implementiert und ausgiebig getestet
 In
diesem Kapitel werden einige Details dieses praktischen Teils der Arbeit vorge
stellt

Den Anfang stellt eine

Ubersicht in Abschnitt 
 dar  in der die Einbindung ver
schiedener SyntheseTools zur Automatisierung der LogikPartitionierung sowie
verschiedene M

oglichkeiten der Partitionierung mit Cobra dargestellt werden

In dem folgenden Kapitel 
 werden kurz die wichtigsten Details zur Program
mierung vonCobra hervorgehoben
 Zur Validierung der Funktionsf

ahigkeit der
implementierten Partitionierungssoftware werden in Abschnitt 
	 Simulations
ergebnisse pr

asentiert  die auf der Basis eines konkreten partitionierten Designs
gewonnen wurden
 Den Abschlu bildet Abschnitt 
  in dem die Qualit

at einer
Anzahl mit Cobra berechneter Partitionen mit anderen Ergebnissen verglichen
wird

 Partitionierung mit COBRA Von VHDL zu XNF
Anhand von Abbildung 
 wird schematisch demonstriert  wie die Logik
Partitionierung durch Cobra vonstatten geht
 Wie bereits kurz im ersten Ka
pitel erw

ahnt  wurde Cobra vor dem Hintergrund entwickelt  im Anschlu an
das CodesignTool Cool Berechnungen durchzuf

uhren
 Zwischen Cool und
Cobra liegt jedoch noch der SchnittstellenCompiler Cilc  der in Sch

a
entwickelt wurde
 Dieser Compiler erh

alt von Cool die Beschreibung f

ur eine
   Die Realisierung des Partitionierungsverfahrens COBRA
XILINX
CST : adr<0>,2,p44;
. . .
CST : adr<15>,2,p59;
CST : rw,4,p35;
CST : ds,4,p39;
. . .
# XBlox-Makros, Bitbreite 8
INC_DEC_UBIN_6 : 3;
COMP_GT_UBIN_6 : 5;
CST : data<0>,1,p17;
CST : data<7>,1,p24;
COMP_LT_UBIN_6 : 5;
CT
Plazierungsbeschränkungen
4025EHQ304-5
4025EHQ304-5
4025EHQ304-5
4025EHQ304-5
TOP : 1 - 96,0,75,75,0;
TOP : 2 - 96,75,0,0,75;
TOP : 3 - 96,75,0,0,75;
TOP : 4 - 96,0,75,75,0;
FPGA-Board-Spezifikation
ADD_SUB_UBIN_6 : 4;
ohne Timing
n XNF-Files
XA
COMP_GE_UBIN_6 : 5;
COMP_LE_UBIN_6 : 5;
place instance adr<3>,p47;
r strukturelle
  p1 : process
begin
    . . . 
# WEAVER-Topologie
end behav;
VHDL-Files
  port(      );
VHDL-Files
r verhaltensbeschreibende
O
SYM,U367,TBUF,SCHNM=BUFT
END
. . .
EXT,adr<15>,T,,
. . .
SYM,TSR15,TIMESPEC,
. . .
. . .
n XNF-Files mit Timing
OOLC
ACK
ILCC
-Partition
O
S
place instance adr<0>,p44;
place instance adr<1>,p45;
YNOPSYS
  end process;   --p1
place instance adr<14>,p58;
entity DataPath is
m VHDL-Files
architecture behav of DataPath is
# XBlox-Makros, Bitbreite 6
. . .
    . . . 
end DataPath;
SYNOPSYS
place instance adr<13>,p57;
place instance adr<15>,p59;
n cst-Files
S
place instance adr<12>,p56;
OBRAC
B
PART,4025EHQ304-5
PWR,1,VCC
place instance adr<2>,p46;
. . .
SCAR
xblox.lib
1 XNF-File
n Bitstrings
fpga.lib
# XC 4025
4025EHQ240 : 1024,193;
4025EPG299 : 1024,256;
4025EHQ304 : 1024,256;
# XC 4028
. . .
4025EPG223 : 1024,192;
n programmierte FPGAs
Cilc-Konfiguration
Hardware-Teil eines ASICs
Abbildung 
 Ablauf der Partitionierung mit Cobra
 Partitionierung mit COBRA Von VHDL zu XNF 	
externe Schnittstelle
 Cilc erzeugt aus dieser allgemeinen Spezikation VHDL
Automaten  die dieses Interface implementieren  und f

ugt diese Schnittstelle in
das von Cool stammende Design ein
 Die Ausgaben von Cool und Cilc liegen
in Form von verhaltensbeschreibenden und strukturellen VHDLKomponenten
vor und sollen abschlieend weitgehend automatisiert partitioniert werden

Vor der eigentlichen Partitionierung sind die VHDLBeschreibungen jedoch in
eine spezische LogikBeschreibung f

ur XilinxFPGAs zu

uberf

uhren
 Die
ser SyntheseSchritt wird von Cobra automatisch ausgef

uhrt  indem zun

achst
die HighLevelSynthese f

ur verhaltensbeschreibende Komponenten mit Hilfe
von Oscar und dessen Backend OsBack durchgef

uhrt wird
 Anschlieend
wird eine KommandozeilenVersion von Synopsys aufgerufen  um die nun
mehr in struktureller Form vorliegenden VHDLEntities in reine GatterLogik
zu

uberf

uhren und danach in CLBs f

ur XilinxFPGAs zu gruppieren

Die Ausgabe wird von Synopsys in ein XNFFile Xilinx Netlist Format 
Xili geschrieben  das eine strukturelle Beschreibung s

amtlicher verwende
ter CLBs und IOBs enth

alt
 Neben diesen grundlegenden Elementen k

onnen
die auf diese Weise erzeugten XNFDateien auch sogenannte XBLOXMakros
enthalten
 Hierbei handelt es sich um besonders eziente und platzsparende
Beschreibungen f

ur Addierer  Subtrahierer  Inkrementer Dekrementer  Kom
paratoren  etc

Nach dem SyntheseSchritt wird das Design von Cobra aus dem XNFFile ein
gelesen
 Anschlieend werden den Zellen in Abh

angigkeit von ihrem Typ CLB 
IOB oder XBloxMakro Kostenmae zugewiesen
 
  wonach das Design dann
wie beschrieben unter Ber

ucksichtigung der spezizierten Zieltechnologie geclu
stert und partitioniert wird
 Die Ausgabe von Cobra besteht aus einer Menge
von XNFFiles  von denen jedes einzelne die Beschreibung f

ur genau ein FPGA
enth

alt  sowie aus der gleichen Anzahl von ConstraintFiles
 Ein ConstraintFile
f

ur ein FPGA enth

alt die vom Benutzer angegebenen Plazierungsbeschr

ankun
gen von DesignPorts
 Soll ein Port des Designs auf ein bestimmtes FPGA abge
bildet werden  so enth

alt das ConstraintFile f

ur dieses FPGA einen Ausdruck 
der diesen Port auf einem festen FPGAPin xiert

In einem letzten Schritt werden die vom Partitionierer generierten XNFFiles
von Synopsys eingelesen und um bestimmte Informationen zum zeitlichen Ver
halten des partitionierten Designs erweitert eine genaue Erkl

arung dessen  was
an dieser Stelle geschieht  wird im folgenden Abschnitt 

 gegeben
 Mit der
Ausgabe dieser erweiterten XNFFiles ist die automatisierte Synthese und Par
titionierung durch Cobra abgeschlossen

Der Anwender mu nun lediglich die generierten XNFFiles durch das Xilinx
SyntheseWerkzeug XAct bearbeiten lassen  um auf diese Weise eine Reihe von
Files in diesem Zusammenhang

Bitstring genannt zu generieren  die Daten
 
Jedes XBloxMakro ben

otigt eine konstante Anzahl von CLBs auf einem FPGA
 F

ur
die Partitionierung legt Cobra eine Bibliothek an  in der die gebr

auchlichsten Makros mit
samt ihrem Platzverbrauch gespeichert sind  so da auch f

ur diese Arten von Zellen exakte
Kostenmae verwendet werden k

onnen

   Die Realisierung des Partitionierungsverfahrens COBRA
zur Programmierung der einzelnen FPGAs enthalten
 Diese Files k

onnen nun
auf die FPGAs geladen werden  wonach man eine funktionsf

ahige Hardware
Realisierung des urspr

unglichen Designs erh

alt

Der bis hierhin geschilderte Ablauf der LogikPartitionierung stellt den Regelfall
dar
 Abweichungen von diesem Schema k

onnen in zweierlei Hinsicht vorgenom
men werden
  Die Partitionierung soll nicht wie vorgesehen auf CLBEbene vorgenom
men werden  sondern vielmehr auf GatterEbene

  Es soll kein konkretes aus Cool hervorgegangenes Design partitioniert
werden  sondern lediglich ein BenchmarkDesign  das in einer abstrakten
Beschreibung auf GatterEbene vorliegt

Wie diese beiden Sonderf

alle von Cobra unterst

utzt werden  wird in den Ab
schnitten 

 und 

	 beschrieben

 LogikPartitionierung und kritische Zeitanforderungen
Systeme  die mit Hilfe von Cool entworfen wurden  unterliegen in den meisten
F

allen mehr oder weniger harten Zeitanforderungen Timing Constraints
Hier
bei handelt es sich in der Regel um minimale oder maximale Reaktionszeiten 
also um Zeiten  die mindestens oder h

ochstens von dem Eintritt eines bestimm
ten Ereignisses im System bis zu einer Reaktion darauf an einer anderen Stelle
des Systems verstreichen d

urfen
 Die HardwareTeile eines derartigen Cool
Systems  die in Form von VHDLCode ausgegeben werden  sind so konstruiert 
da diese benutzerdenierten Zeitanforderungen inh

arent erf

ullt sind
 Insofern
schlagen sich diese Kriterien nicht in Form irgendwelcher Zeitangaben auf die
generierten ProgrammTexte nieder

Das zu synthetisierende und zu partitionierende Design ist jedoch ein syn
chrones Schaltwerk  das somit einen Takt mit einer bestimmten Frequenz
ben

otigt
 Diese TaktFrequenz geht in Form der sogenannten TaktPeriode in
die HardwareSynthese ein
 Die TaktPeriode mit die Zeit  die zwischen zwei
Flanken auf dem TaktSignal vergeht  und stellt somit eine w

ahrend der Syn
these zu ber

ucksichtigende Zeitanforderung dar

Diese taktbezogenen Zeitanforderungen gehen auch in das von Synopsys er
zeugte XNFFile ein  um w

ahrend der sp

ater folgenden Bearbeitung durch
XAct umgesetzt zu werden
 Da zwischen diesen beiden Schritten die Logik
Partitionierung mittels Cobra liegt  ist zu kl

aren  welchen Einu die Parti
tionierung auf das zeitliche Verhalten des Designs hat

Die einzigen Teile eines synchronen Schaltwerkes  die getaktet sind  sind die
als Speicherelemente dienenden FlipFlops
 Daraus ergibt sich  da die f

ur ein
CoolSystem generierten Timing Constraints in einem XNFFile stets von ei
nem der drei in Abbildung 
 dargestellten Typen sind
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1I3
I1
O
2I D-FF
CLK
D-FF
C2S C2PP2S
Abbildung 
 Taktbezogene Timing Constraints in XNFFiles
  P S Pad to Setup
Alle Pfade  die an einem Eingang des Schaltwerkes beginnen und an dem
Eingang eines FlipFlops enden  werden mit einem Constraint belegt

  C S Clock to Setup
Alle Pfade  die an dem Ausgang eines FlipFlops beginnen und an dem
Eingang eines anderen FlipFlops enden  werden mit einem Constraint
belegt

  C P Clock to Pad
Alle Pfade  die an dem Ausgang eines FlipFlops beginnen und an einem
Ausgang des Schaltwerkes enden  werden mit einem Constraint belegt

In dieser Weise nden sich die Zeitangaben in einem XNFFile wieder neben
dem Typ des Constraints werden Start und Endpunkt sowie eine dazugeh

orige
Zeitspanne angegeben

W

ahrend der Partitionierung werden nun einzelne Netze geschnitten  aus einem
FPGA heraus und in ein anderes hineingeleitet
 Durch diese Umleitung eines
Netzes

uber IOBs und aufgrund der Leitungsverz

ogerung  die sich durch die
Verbindung zweier FPGAs

uber einen Draht ergibt  kann es vorkommen  da
einzelne Teile des partitionierten Designs mehr Zeit ben

otigen  als durch ein
zugeh

origes Timing Constraint erlaubt w

are
 Dies kann dazu f

uhren  da das
partitionierte Design mit der spezizierten TaktPeriode nicht mehr korrekt
arbeitet

Ein Zerschneiden derartiger zeitkritischer Netze durch den Partitionierer kann
jedoch nicht vermieden werden  da von XNFTiming Constraints nicht auf zeit
liche Vorgaben f

ur einzelne Netze geschlossen werden kann
 Ein derartiges Con
straint bezieht sich stets auf mehrere zwischen Start und Endpunkt verlaufende
Pfade  wobei ein Pfad eine Aneinanderreihung von Netzen mit dazwischenlie
genden logischen Zellen ist
 In einem XNFFile sind jedoch keinerlei Informa
tionen

uber Verz

ogerungszeiten einzelner Netze oder Zellen enthalten
 Dies ist
prinzipiell nicht m

oglich  da die endg

ultige Plazierung der logischen Zellen auf
dem Chip  die unmittelbar die SignalLaufzeiten auf dem FPGA bestimmt  von
dem SyntheseWerkzeug XAct berechnet wird  welches erst nach der Partitio
nierung aufgerufen wird

In einer derartigen Situation  in der ein partitioniertes Design f

ur einen be
   Die Realisierung des Partitionierungsverfahrens COBRA
stimmten Takt nicht mehr funktioniert  bleibt dem Benutzer nichts anderes

ubrig  als die TaktPeriode seiner Zieltechnologie soweit zu verl

angern  bis die
vormals verletzten Timing Constraints unter der neuen TaktPeriode eingehal
ten werden k

onnen
 Dies f

uhrt nat

urlich zu einer Reduzierung der Geschwin
digkeit des gesamten Systems
 Unter dem Gesichtspunkt der Erstellung von
SystemPrototypen ist diese Verlangsamung jedoch durchaus hinnehmbar  da
Prototypen nicht notwendigerweise EchtzeitAnforderungen gen

ugen m

ussen

Trotz des Umstandes  da eine Identizierung zeitkritischer Netze nicht m

oglich
ist  versucht Cobra  m

oglichst unkritische Partitionierungen zu berechnen

Durch die Tatsache  da Partitionen gut bewertet werden  die m

oglichst we
nige FPGAPins belegen  wird oensichtlich eine Minimierung des Cutsize
Maes erstrebt
 Je weniger Netze der Partitionierer zerschneidet  um so gr

oer
wird die Chance  da sich kein zeitkritisches Netz im Cutset bendet
 Zudem
wird durch den beschriebenen RoutingAlgorithmus versucht  geschnittene Net
ze

uber m

oglichst wenige FPGAs zu leiten  so da auch die zus

atzlichen Verz

oge
rungszeiten  die sich durch die Schnitte ergeben  minimiert werden
 Dieses Ver
fahren stellt jedoch nur eine Heuristik dar und kann gleichwohl nicht als Ga
rantie f

ur das Funktionieren des partitionierten Designs aufgefat werden

Die einzige M

oglichkeit  die Cobra bei der Handhabung von TimingProblemen
anbieten kann  besteht darin  f

ur geschnittene Netze neue XNFTiming Cons
traints zu erzeugen  die in ihrer Gesamtheit zu Constraints des nicht partitio
nierten Designs

aquivalent sind
 Dieses Vorgehen sei anhand von Abbildung 
	
veranschaulicht

1I3
I1
O
2I D-FF
CLK
120 ns
40 ns40 ns 40 ns
S
D-FF
S1 2
Abbildung 
	 Timing Constraints f

ur geschnittene Netze
Dargestellt ist eine Situation  in der von den Eingangssignalen I
 
 I

eines
Designs bis zum Eingang des ersten FlipFlops maximal  Nanosekunden
vergehen sollen
 Die Logik  die zwischen diesen Start und Endpunkten liegt 
ist anhand der Linien S
 
und S

auf drei FPGAs partitioniert worden
 Von
Cobra werden in diesem Fall die folgenden Timing Constraints erzeugt
  Von den Eingangssignalen I
 
 I

bis zum ersten Schnitt S
 
sollen maximal
 Nanosekunden vergehen

  Von dem ersten Schnitt S
 
bis zum zweiten Schnitt S

sollen maximal 
Nanosekunden vergehen
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  Von dem zweiten Schnitt S

bis zum Eingang des ersten FlipFlops sollen
maximal  Nanosekunden vergehen

Da die Formulierung dieser neuen Constraints in einer XNFgerechten Syntax
aufwendig ist  wird diese Aufgabe mit Hilfe von Synopsys gel

ost
 Nach der
Partitionierung ruft Cobra Synopsys auf und l

at das partitionierte Design
aus den erzeugten XNFFiles einlesen
 Hiernach erh

alt Synopsys Kommandos 
die zur Erzeugung der gew

unschten Constraints f

uhren  die dann schlielich
in die XNFFiles geschrieben werden  die die endg

ultige Ausgabe von Cobra
bilden

Kann nun die Synthese dieses partitionierten Designs mit XAct erfolgreich be
endet werden  so ist dieses Design auf jeden Fall mit der urspr

unglich gew

ahlten
TaktPeriode lau

ahig
 Sollten diese von Cobra erzeugten Constraints jedoch
nicht eingehalten werden k

onnen  so gibt XAct entsprechende Warnungen aus 
mit deren Hilfe bestimmt werden kann  um wieviele Einheiten die TaktPeriode
verl

angert werden mu

 Partitionierung auf GatterEbene
Eine Partitionierung auf GatterEbene wird von Cobra zun

achst in der Form
unterst

uzt  da zum Abschlu der LogikSynthese mit Synopsys das syntheti
sierte Design auch in Form einer GatterNetzliste in ein XNFFile geschrieben
wird
 Indem man dieses Design an die Stelle der normalerweise verwendeten
CLBNetzliste kopiert  kann bei einem erneuten Aufruf von Cobra die Gatter
Struktur eingelesen und partitioniert werden

Beim Einlesen des XNFFiles versucht Cobra  den Typ jeder Zelle zu bestim
men
 Hierbei werden in jedem Fall zun

achst CLBs und IOBs identiziert
 F

ur
die Zellen  die weder CLB noch IOB sind  wird davon ausgegangen  da es
sich um ein XBloxMakro handelt
 Die Kosten f

ur diese Zellen werden der
Bibliothek xblox lib entnommen

Da ein Design auf GatterEbene keinen einzigen CLB und IOB enth

alt  wird
f

ur jede Zelle dieses Designs angenommen  da sie ein Makro sei
 Dementspre
chend versucht Cobra  die Kosten der Gatter mit Hilfe der xbloxBibliothek zu
bestimmen
 Der Anwender  der ein Design nun auf GatterEbene partitionieren
m

ochte  kann f

ur jeden in einem derartigen Design vorkommenden GatterTyp
z
B
 AND  INV  FDD einen neuen Eintrag in dieser Bibliothek zusammen mit
einem individuell w

ahlbaren Kostenma einf

ugen
 F

ur einen GatterTyp  f

ur
den kein Eintrag in dieser Bibliothek existiert  wird das einheitliche Kostenma
 verwendet

Da die Fl

achen  die von den einzelnen FPGATypen zur Verf

ugung gestellt
werden  in der Bibliothek fpga lib per Konvention ebenfalls in Form von CLBs
angegeben sind  sind an dieser Stelle vor der Partitionierung ebenfalls manu
elle Anpassungen vorzunehmen
 Da die verwendeten Kostenmae und FPGA
Gr

oen von entscheidender Bedeutung f

ur die Partitionierung sind  mu der
   Die Realisierung des Partitionierungsverfahrens COBRA
Anwender bei deren Festlegung entsprechende Sorgfalt walten lassen  um zu
zufriedenstellenden Ergebnissen zu gelangen

 Benchmarking mit COBRA
Um die G

ute des Partitionierungsverfahrens Cobra zu beurteilen  wird ein so
genanntes Benchmarking durchgef

uhrt
 Hierbei wird eine Vielzahl von Designs
partitioniert
 Anschlieend werden die mit Cobra erzielten Cutsizes mit Wer
ten verglichen  die mit anderen Verfahren f

ur die gleichen Designs berechnet
wurden

Die BenchmarkDesigns  die im Rahmen dieser Diplomarbeit verwendet und
in Abschnitt 
 vorgestellt werden  liegen jedoch im allgemeinen nicht in
VHDL oder XNFForm vor  sondern vielmehr in dem sogenannten NetFormat
Alpe
 Die Beschreibung eines Designs in diesem Format enth

alt neben den
Zellen und deren Verbindungen untereinander als einzige zus

atzliche Informa
tion den Typ von Zellen DesignPort bzw
 Gatter
 Da keine weiteren Infor
mationen

uber die Gr

oe von Zellen vorliegen  werden diese zum Zweck des
Benchmarking mit Kosten  versehen
 Der Anwender hat hier keine M

oglich
keit  die Bestimmung der Kostenmae zu beeinussen


Uber eine KommandozeilenOption ist es m

oglich  mit Cobra Benchmark
Designs in diesem Format einzulesen und zu partitionieren
 In diesem Fall wird
die Bearbeitung des eingelesenen Designs mit Oscar und Synopsys unmit
telbar vor bzw
 nach der eigentlichen Partitionierung unterdr

uckt  da es sich
nicht um ein synthetisierbares Design handelt
 Die Ausgabe des Partitionierers
besteht beim Benchmarking lediglich aus einer kurzen Zusammenfassung

uber
die verbrauchten FPGARessourcen der besten gefundenen Partition sowie aus
dem resultierenden Cutsize

  Zur Programmierung der Partitionierungssoftware
Cobra wurde in der Programmiersprache C

implementiert
 Als Rechner
Plattform sowohl f

ur die Programmierung als auch f

ur die zahlreichen in Ab
schnitt 
 dokumentierten Testl

aufe des Partitionierers diente eine Workstation
vom Typ Sun UltraSPARC unter dem Betriebssystem SunOS   

Die bei der Programmierung entworfenen Datenstrukturen sowie groe Teile des
genetischen Algorithmus basieren auf einigen frei verf

ugbaren Funktionsbiblio
theken f

ur die Programmiersprache C


 Die Verwendung dieser Bibliotheken
bringt die Vorteile mit sich  da auf ezient programmierte  wenig fehleranf

alli
ge und komfortabel nutzbare Routinen zur

uckgegrien und somit die Zeit f

ur
eine eigenst

andige

aquivalente Implementierung dieser Funktionen und f

ur die
einhergehende Fehlersuche eingespart werden kann
 Im einzelnen handelt es sich
um die folgenden Bibliotheken
 Zur Programmierung der Partitionierungssoftware 
Leda R 	
	
 N

aUh
Leda stellt eine Bibliothek ezienter Datenstrukturen und Algorithmen
dar

Mit Hilfe der zur Verf

ugung gestellten Datentypen f

ur Listen  Mengen 
Suchb

aume etc
 wurden u
 a
 die Strukturen  die die zu partitionierenden
Designs repr

asentieren  modelliert

Von groer Bedeutung waren auerdem die Datentypen und Algorithmen 
die sich auf die Bearbeitung von Graphen bezogen
 Mit deren Hilfe wurde
der in Abschnitt 
 beschriebene Algorithmus zum Routing geschnittener
Netze innerhalb einer Topologie ezient implementiert

PGAPack 
 Levi
Diese Bibliothek stellt dem Benutzer eine vollst

andige Sammlung von
Funktionen zur Formulierung genetischer Algorithmen zur Verf

ugung

S

amtliche f

ur genetische Algorithmen bedeutsame Mechanismen wie z
B

Populationsverwaltung  Selektion  Mutation und Crossover sind hier vor
deniert und

uber eine Vielzahl von Parametern an individuelle Bed

urf
nisse anpassbar

Der Benutzer mu der Bibliothek lediglich die gew

unschten Einstellun
gen der GenetikParameter und eine Bewertungsfunktion

ubergeben
 Der
Start des genetischen Algorithmus kann dann

uber einen einzigen Funk
tionsaufruf vorgenommen werden

PGAPack wurde so installiert  da die zeitaufwendigen Bewertungen al
ler Individuen einer Population parallel auf mehreren SunWorkstations 
die

uber ein Netzwerk miteinander verbunden sind  durchgef

uhrt werden
k

onnen

MPIch 
 GrLu
Dieses Paket stellt eine Umsetzung des MessagePassing Interfaces MPI
dar  die sowohl f

ur ParallelRechner als auch f

ur vernetzte Workstations
portabel ist
 Die Verf

ugbarkeit der Funktionen dieser Bibliothek ist Vor
aussetzung f

ur eine parallele Installation von PGAPack

Die wichtigsten von PGAPack ben

otigten MPIRoutinen betreen die
Erzeugung mehrerer parallel arbeitender Prozesse auf verschiedenen Rech
nern sowie das Senden und Empfangen von Broadcast Nachrichten zwi
schen diesen Prozessen

Die Tatsache  da der Kern von Cobra ein parallel ablaufender genetischer Al
gorithmus ist  wirkt sich auf die Struktur der implementierten Software aus
 Alle
Teile der Software  die nicht unmittelbar mit dem genetischen Partitionierungs
algorithmus in Zusammenhang stehen also die Routinen zur Durchf

uhrung der
HardwareSynthese  zum Einlesen des zu partitionierenden Designs  zur iterati
ven Clusterung und zum Schreiben der XNFAusgaben  k

onnen nicht parallel
zueinander ausgef

uhrt werden
 W

urden der parallele genetische Algorithmus
   Die Realisierung des Partitionierungsverfahrens COBRA
und diese sequentiellen Teile von Cobra in einem einzigen ausf

uhrbaren Pro
gramm zusammengefat  so w

urden auf allen spezizierten Workstations paral
lele Prozesse erzeugt  die groe Mengen sequentiellen Codes enthielten  welcher
f

ur die parallelen genetischen Berechnungen nicht ben

otigt w

urde

Um diesen unn

otigen Speicherverbrauch der parallelen Prozesse zu eliminie
ren  werden die oben erw

ahnten SoftwareTeile und der genetische Algorithmus
voneinander getrennt und durch verschiedene ausf

uhrare Programme realisiert

Insgesamt besteht die Partitionierungssoftware von Cobra aus vier separaten
ausf

uhrbaren Programmen  die

uber TextDateien miteinander kommunizieren
cobra Dies ist das Programm  mit dem der Anwender interagiert


Uber
KommandozeilenOptionen sind eine Reihe von Parametern f

ur den Par
titionierungsalgorithmus einstellbar

Dieses Programm f

uhrt die automatische Synthese des VHDLDesigns und
das Einlesen des synthetisierten Designs bzw
 des BenchmarkDesigns
im NetFormat durch
 Anschlieend wird das gelesene Design iterativ
geclustert  und die hierbei neu erzeugten Designs werden in eine Text
Datei geschrieben

Sobald dies geschehen ist  wird das Partitionierungsprogramm auf den
Workstations  die der Benutzer speziziert hat  gestartet
 Sobald der pa
rallele genetische Algorithmus terminiert  werden alle beteiligten Prozesse
beendet

cobra liest die beste gefundene Partition ein  schreibt das partitionierte
Design in XNFFiles und ruft abschlieend Synopsys einmal auf

partition Der genetische Partitionierungsalgorithmus  der in Kapitel  beschrie
ben wurde  wird durch dieses Programm realisiert  das gleichzeitig auf
mehreren Rechnern gestartet werden kann

Unter allen parallel gestarteten Partitionierungsprozessen gibt es genau
einen sog
 MasterProze  der die anfallenden Berechnungen an die

ubri
gen sog
 SlaveProzesse delegiert

Zun

achst werden die Designs  die von der iterativen Clusterung berech
net wurden  sowie die f

ur die Partitionierung relevante Zieltechnologie
aus der EingabeDatei gelesen
 Aus ungekl

arten Gr

unden kann dieser
DateiZugri nur von dem MasterProze ausgef

uhrt werden
 Da die
SlaveProzesse diese Daten jedoch ebenfalls ben

otigen  sind diese mittels
BroadcastNachrichten

uber das Netzwerk weiterzuleiten

Nacheinander werden diese Designs nun partitioniert  wobei die jeweils
beste gefundene Partition wie in Kapitel 	 erl

autert von einem Durch
lauf zum n

achsten

ubertragen wird
 W

ahrend der parallelen Partitionie
rung hat der MasterProze die Aufgabe  die Populationen zu verwal
ten und Selektion  Mutation und Crossover durchzuf

uhren
 Lediglich die
Bewertung der neu erzeugten Individuen wird von den SlaveProzessen
 Die Partitionierung eines konkreten Fallbeispiels 
vorgenommen  indem die betreenden Chromosomen

uber das Netzwerk

ubertragen werden

Vor jedem Durchlauf des genetischen Algorithmus wird der FMAlgori
thmus mehrere Male vom MasterProze aufgerufen  wobei nach dem in
Abschnitt 
 vorgestellten AufrufSchema vorgegangen wird

Der Partitionierungsalgorithmus arbeitet  sofern der Anwender

uber
KommandozeilenOptionen keine anderen Werte angibt  mit den fol
genden Einstellungen
  Anzahl der Aufrufe des FMAlgorithmus und des Algorithmus von
Krishnamurthy vor jedem GenetikDurchlauf 
  Populationsgr

oe  Individuen
  Ersetzungsrate von Generation zu Generation  der Populati
onsgr

oe
  Abbruch des genetischen Algorithmus  wenn
 eine maximale Anzahl von Populationen berechnet wurde  oder
 w

ahrend einer bestimmten Anzahl von Generationen keine wei
tere Verbesserung der bisher besten L

osung gefunden wurde

  Maximale Anzahl zu berechnender Populationen f

ur das Abbruch
Kriterium 
  Maximale Anzahl von Generationen ohne Verbesserung 
partition terminiert  indem die beste berechnete Partition in eine Datei
geschrieben und somit an cobra

ubergeben wird  oder indem eine Fehler
meldung ausgegeben wird  wenn keine g

ultige L

osung gefunden wurde

klfm Eine Implementierung des Algorithmus von Fiduccia  Mattheyses
FiMa ist durch dieses Programm gegeben
 Ausgehend von ei
nem zu partitionierenden Design und einer evtl
 vorgegebenen initialen
Startl

osung wird nach dem in Kapitel  beschriebenen Verfahren eine
Bipartition berechnet und an partition

ubergeben

strawman Dieses Programm stellt die von Cobra verwendete Implementie
rung des Algorithmus von Krishnamurthy Kris dar
 Die L

ange der
GewinnVektoren  die f

ur die Zellen des Designs verwaltet werden  ist auf
drei Elemente begrenzt

 Die Partitionierung eines konkreten Fallbeispiels
Um die Funktionsf

ahigkeit der implementierten Partitionierungssoftware zu

uberpr

ufen  wurde ein Design  das mit Hilfe von Cool entworfen wurde  syn
thetisiert und partitioniert
 Da es aus technischen und zeitlichen Gr

unden nicht
   Die Realisierung des Partitionierungsverfahrens COBRA
m

oglich war  das von Cobra berechnete partitionierte Design auf einem kon
kreten FPGABoard zu realisieren  wurde die Korrektheit der Schaltung mittels
mehrerer Simulationsdurchl

aufe gezeigt

In dem folgenden Abschnitt 
	
 wird das Design vorgestellt  das als Fallbei
spiel herangezogen wurde
 Anschlieend wird auf die von Cobra bestimmte
Partitionierung eingegangen
 Den Abschlu bilden die Vorstellung der Simula
tionsumgebung und der Simulationsergebnisse in Abschnitt 
	
	  die sich f

ur
das partitionierte Design ergaben

 Ein FuzzyController zur Ampelsteuerung
Als Fallbeispiel zur LogikPartitionierung wird im folgenden ein FuzzyCon
troller betrachtet  der die Steuerung der Ampelanlage an einer Kreuzung

uber
nimmt
 Die Struktur der Kreuzung ist aus Abbildung 
 ersichtlich
 Dargestellt
ist die Kreuzung einer Haupt mit einer Nebenstrae
 Die Nebenstrae hat da
bei in jeder Richtung eine Fahrspur  w

ahrend die Hauptstrae zus

atzlich eine
Linksabbiegerspur hat
 Rechtsabbieger m

ussen auch auf der Hauptstrae die
Geradeausspur benutzen
 Weiterhin soll die Kreuzung auch f

ur Fug

anger pas
sierbar sein

Nebenstraße
FußgängerHa
up
tst
ra
ße
Abbildung 
 Kreuzung mit zu regelnder Ampelanlage
F

ur jede einzelne Spur also Linksabbiegerspur Hauptstrae  Geradeausspur
Hauptstrae und Nebenstrae wird die Anzahl von Fahrzeugen bestimmt  die
sich zur Zeit auf dieser Spur benden
 Zus

atzlich wird die Zeit gemessen  die
seit der letzten Gr

unphase einer Spur vergangen ist
 Schlielich ist festzustellen 
ob Fug

anger f

ur die Fug

anger

Uberwege eine Gr

unphase angefordert haben
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Anhand dieser Daten soll die Ampelsteuerung diejenige Spur ermitteln  die als
n

achstes Gr

un erh

alt

Entsprechend der

ublichen Funktionsweise von FuzzyReglern siehe hierzu auch
KaFr	 wird in PG	b ein Controller pr

asentiert  bei dem die gemessenen
Werte f

ur jede einzelne Spur zun

achst die Fuzzizierung  danach die Inferenz
und schlielich die Defuzzizierung durchlaufen
 Die f

ur jede Spur berechne
ten Werte werden in einem letzen Defuzzizierungsschritt zu einer Ausgabe des
FuzzyControllers miteinander verkn

upft
 Fuzzizierung  Inferenz und Defuzzi
zierung f

ur jede einzelne Spur der Kreuzung wurden mit Cool in Form einer
oder mehrerer VHDLKomponenten speziziert
 Der gesamte Controller  als
strukturelle VHDLKomponente betrachtet  hat somit den in Abbildung 

dargestellten Aufbau

Defuzzifizierung
Hauptstraße
Geradeaus
Hauptstraße
Links
InferenzFuzzifizierung
Nebenstraße
Abbildung 
 Struktur des FuzzyControllers zur Ampelsteuerung
In PG	b wird beschrieben  wie dieser FuzzyController auf einer konkreten
Zieltechnologie  bestehend aus zwei FPGAs  einem DSP und einer gemeinsa
men Speicherkarte  als eingebettetes System realisiert werden konnte


Hierzu

W

ahrend der Arbeit an dem Controller wurde das Design manuell partitioniert  so da die
Zieltechnologie nicht ge

andert werden mute
 F

ur die Realisierung einer von Cobra berechne
ten Partition auf dieser HardwarePlattform w

aren jedoch Modikationen an der Verdrahtung
der FPGAs vorzunehmen  f

ur die w

ahrend dieser Diplomarbeit die Zeit fehlte

   Die Realisierung des Partitionierungsverfahrens COBRA
berechnete Cool eine Aufteilung aller VHDLKomponenten auf den DSP und
die FPGAs
 Die Komponenten  die in Abbildung 
 rot hinterlegt sind  werden
dieser Aufteilung zufolge mit Hilfe des DSPs berechnet
 Alle

ubrigen Kompo
nenten werden durch die Hardware der FPGAs realisiert

Allen diesen FPGAKomponenten ist gemein  da sie eine Addition auf Bit
Zahlen berechnen
 Der HardwareTeil dieses FuzzyControllers enth

alt jedoch
nicht nur diese Addierer  sondern noch zus

atzliche Komponenten
 Diese wer
den automatisch von Cool erzeugt und dienen im wesentlichen der Ablauf
Steuerung zwischen FPGAs und DSP
 Im einzelnen sind dies
SystemSteuerung Die SystemSteuerung stellt einen sogenannten Laufzeit
Scheduler dar
 Diese Komponente ist die Instanz  die das gesamte System
kontrolliert und steuert
 Ihre Aufgabe ist es  zum richtigen Zeitpunkt Re
chenoperationen auf dem DSP oder auf einem FPGA entsprechend eines
von Cool berechneten Schedulings zu starten
 Die SystemSteuerung ist
in Form eines endlichen Automaten beschrieben

IOController Diese Komponente

uberwacht  ob neue EingabeDaten f

ur
die Ampelsteuerung also neue Autoanzahlen  Wartezeiten oder Fug

an
gerAnforderungen f

ur alle einzelnen Spuren vorliegen
 Ist dies der Fall 
so wird die SystemSteuerung gestartet  woraufhin der FuzzyController
einen neuen Zustand der Ampelanlage auf Basis der neuen Daten berech
net

BusScheduler DSP  FPGAs und Speicherkarte sind

uber einen gemeinsa
men Bus miteinander verbunden
 Damit nun nicht mehrere Komponen
ten des FuzzyControllers gleichzeitig auf diesen gemeinsamen Bus zu
greifen  wird als zentrale Instanz zur BusZuweisung der BusScheduler
erzeugt
 Ehe irgend eine Komponente also SystemSteuerung  Addierer
oder DSP Signale an den Bus anlegen darf  mu diese den Bus von dem
BusScheduler anfordern und zugewiesen bekommen

DatenpfadController Da die verwendeten FPGAs blo

uber eine geringe
Anzahl von CLBs verf

ugten  wurden von Cool nicht  verschiedene
Addierer generiert sondern nur ein einzelner
 Dieser Addierer auch Da
tenpfad genannt wird von einem zus

atzlich erzeugten Controller gesteu
ert  der in Abh

angigkeit vom Zustand des gesamten Systems die Ope
randen aus verschiedenen SpeicherAdressen l

adt und an das eigentliche
Rechenwerk leitet  so da stets genau eine der insgesamt  Additionen
ausgef

uhrt wird

Alle von Cool erzeugten Komponenten werden letztlich in einer sog
 VHDL
Netzliste instantiiert und untereinander verbunden


Diese Netzliste enth

alt
somit die komplette strukturelle Beschreibung desjenigen Teils des Fuzzy
Controllers  der in die HardwareSynthese und LogikPartitionierung eingehen

Die in diesem Abschnitt anzutreenden Ausf

uhrungen k

onnen nat

urlich nur einen

auerst
ober

achlichen Einblick in die Konzepte von Cool vermitteln
 Der an HWSWCodesign 
Partitionierung und Cosynthese interessierte Leser sei vielmehr auf Niem verwiesen

 Die Partitionierung eines konkreten Fallbeispiels 
soll
 Die Ports dieser Netzliste bestehen aus allen Signalen des gemeinsamen
Busses  an den neben den FPGAs auch DSP und Speicher angeschlossen sind

Der schematische Aufbau des gesamten HardwareSoftwareSystems wird in
Abbildung 
 dargestellt

FPGA
Addierer I/O-Controller
SpeicherDSPBus-Scheduler
System-SteuerungDatenpfad-Controller
Abbildung 
 Der FuzzyController als HardwareSoftwareSystem
 Synthese und Bipartitionierung des Controllers mit COBRA
Die von Cool erzeugte VHDLNetzliste wurde wie am Anfang dieses Kapitels
beschrieben synthetisiert  wobei ausnahmsweise Oscar nicht eingesetzt wurde

Als TaktPeriode wurde eine ZyklusZeit von ns zugrunde gelegt

Das resultierende XNFFile wurde durch Cobra f

ur eine Zieltechnologie par
titioniert  die aus zwei FPGAs vom Typ XCpc bestand
 Diese beiden
FPGAs waren so angeordnet  da jedes einzelne

uber  externe Anschl

usse
verf

ugte  auf die die Ports der VHDLNetzliste abgebildet werden konnten
 Un
tereinander waren die FPGAs

uber  Leitungen verbunden

Nach Abschlu der Partitionierung wurden die CLBs und IOBs des partitio
nierten Designs mit Hilfe der XActProgramme auf den FPGAs plaziert und
unter Ber

ucksichtigung der XNFTiming Constraints miteinander verbunden

Die von Cobra berechnete Partition des HardwareTeils des FuzzyControllers
weist die folgenden charakteristischen Eigenschaften auf
PinBelegungen der FPGAs Von den insgesamt 	 Ports des zu partitio
nierenden Designs wuden  auf das erste FPGA und die restlichen 
auf das zweite FPGA abgebildet

Die  Verbindungen zwischen beiden FPGAs wurden in vollem Umfang
mit geschnittenen Netzen belegt

CLBAuslastungen Auf das erste FPGA wurden  CLBs des Designs ab
gebildet  was zur Folge hatte  da dieser Chip zu Hundert Prozent aus
gelastet war
 Die zweite Partition enthielt die verbleibenden  CLBs der
Ampelsteuerung

Verteilung der Logik auf die Partitionen Aufgrund der Bezeichnungen
der geschnittenen Netze k

onnen R

uckschl

usse darauf gezogen werden  wie
   Die Realisierung des Partitionierungsverfahrens COBRA
die einzelnen VHDLKomponenten ungef

ahr auf die beiden FPGAs ver
teilt worden sind

Interessant ist in diesem Hinblick  da das zweite FPGA keinerlei Spei
cherelemente enth

alt  die getaktet werden m

ussen
 S

amtliche CLBs des
Designs  die FlipFlops enthalten  sind auf FPGA  abgebildet worden 
woraus geschlossen werden kann  da die Teile der von Cool generierten
endlichen Automaten  die die Zust

ande der SystemSteuerung  des DSPs
und des Addierers

uberwachen  komplett in FPGA  enthalten sind
 Der
Addierer selbst  der in Form eines XBloxMakros realisiert ist  bendet
sich ebenfalls auf diesem Chip

Das zweite FPGA enth

alt lediglich kleine Teile rein sequentieller Logik 
die zur Verbindung des ersten FPGAs mit denjenigen Ports des Designs
dienen  f

ur die auf FPGA  kein Platz mehr war

So enth

alt bspw
 das erste FPGA diejenigen FlipFlops  die den Zustand
des DSPs codieren
 Dieser Zustandsvektor wird als Eingabe an das zweite
FPGA geleitet  auf dem dann eine boolesche Funktion einen Wert f

ur die
InterruptLeitung des DSPs ermittelt

 Simulationsergebnisse f

ur den partitionierten Controller
Nach dem in Xili beschriebenen Verfahren sind die von XAct erzeugten
und mit konkreten TimingInformationen versehenen Beschreibungen f

ur beide
FPGAs wieder in strukturelles VHDL

uberf

uhrt worden
 Dieses kann schlielich
f

ur eine Simulation mit dem SynopsysSimulator verwendet werden  wobei
f

ur die Simulation das gleiche Timing zugrunde gelegt wird  das auch auf den
programmierten FPGAs auftreten w

urde

F

ur die Simulation ist eine Simulationsumgebung erstellt worden  die die feh
lenden Teile des FuzzyControllers sowie weitere HardwareBauteile emuliert

Diese Simulationsumgebung enth

alt Prozesse f

ur
  die Emulation des Teils des FuzzyControllers  der auf dem DSP aus
gef

uhrt wird wobei f

ur die Simulation kein Wert auf korrekte Berechnun
gen von Fuzzizierung  Inferenz und Defuzzizierung gelegt wurde
 Wich
tig war lediglich  da dieses DSPModell richtig mit der SystemSteuerung
auf den FPGAs interagiert 
  die Simulation der Speicherkarte 
  das Zur

ucksetzen und Starten des gesamten Systems 
  die Erzeugung eines Taktes mit einer Periode von ns sowie f

ur
  die Beschreibung einiger PullUpWiderst

ande  ohne die die Simulation
nicht funktionieren w

urde

Die Simulation des partitionierten Designs im Rahmen der beschriebenen Si
mulationsumgebung lieferte die in Abbildung 
 dargestellten Signalverl

aufe
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Abbildung 
 Simulationsergebnisse f

ur den partitionierten FuzzyController
   Die Realisierung des Partitionierungsverfahrens COBRA
Anhand der in dieser Abbildung markierten Stellen ist erkennbar  da das De
sign in der Simulation nach dem folgenden Schema abl

auft
 

Uber einen kurzen Impuls durch die Simulationsumgebung auf der RESET
Leitung wird der FuzzyController zur

uckgesetzt

  Die Ampelsteuerung wird gestartet  indem durch die Simulationsumge
bung schreibend auf die Speicheradresse DFFF zugegrien wird

	  Die SystemSteuerung startet den DSP durch einen Interrupt  worauf die
ser Fuzzizierung und Inferenz aller Daten der Geradeausspur der Haupt
strae durchf

uhrt

  DSP und der Addierer auf den FPGAs werden von der SystemSteuerung
gleichzeitig gestartet
 So werden nebenl

aug die Teile der Defuzzizierung
f

ur die Geradeausspur ausgef

uhrt  die parallel arbeiten k

onnen

  Die erste BitAddition wird durch die FPGAs ausgef

uhrt

  Die zweite BitAddition wird durch die FPGAs ausgef

uhrt

  Die dritte BitAddition wird durch die FPGAs ausgef

uhrt

  Die vierte BitAddition wird durch die FPGAs ausgef

uhrt

  Die f

unfte BitAddition wird durch die FPGAs ausgef

uhrt

  Die zuletzt vom DSP und den Addierern berechneten Werte gehen in den
letzten Defuzzizierungsschritt f

ur die Geradeausspur der Hauptstrae
ein  der vom DSP auszuf

uhren ist

Nach Abschlu der Berechnungen f

ur die Geradeausspur wird unmittelbar
mit Fuzzizierung und Inferenz f

ur die Linksabbiegerspur durch den DSP
fortgefahren

  Die parallelen Teile der Defuzzizierung f

ur die Linksabbiegerspur werden
auf dem DSP und den FPGAs gestartet

  Der Addierer auf den FPGAs f

uhrt nacheinander die f

unf BitAdditi
onen durch

	  Die Teilergebnisse der Defuzzizierung werden vom DSP zu einem End
ergebnis f

ur die Linksabbiegerspur der Hauptstrae zusammengefat

Die Fuzzizierung und Inferenz der Eingabedaten f

ur die Nebenstrae
wird anschlieend vom DSP ausgef

uhrt

  Wie f

ur die Hauptstrae wird auch f

ur die Nebenstrae der erste Teil der
Defuzzizierung sowohl auf dem DSP als auch auf den FPGAs gestartet

  Der Addierer f

uhrt f

unf Additionen auf Daten der Nebenstrae aus

  Die Defuzzizierungsergebnisse f

ur die Nebenstrae werden vom DSP mit
einander verkn

upft

 Benchmark Partitionierungen 
Abschlieend werden die Endergebnisse der Defuzzizierung f

ur alle drei
Spuren der Kreuzung vom DSP miteinander verglichen  und ein neuer
AmpelZustand wird berechnet

Die Simulation endet nach 	ns

Dieser Ablauf der Simulation zeigt  da der partitionierte HardwareTeil des
FuzzyControllers korrekt arbeitet
 Insbesondere
  werden sowohl der DSP als auch die AddiererKomponente auf den
FPGAs zu den richtigen Zeitpunkten gestartet 
  erkennt die SystemSteuerung die Beendigung einer Operation auf DSP
und FPGAs richtig  und
  verarbeitet der DatenpfadController stets die richtigen Operanden  wo
bei die Additionsergebnisse vomXBloxMakro korrekt berechnet werden
was aus Abbildung 
 aufgrund des hohen Vergr

oerungsfaktors nicht
hervorgeht

Fazit dieses Abschnittes ist somit  da die von Cobra berechnete Partition
und deren Repr

asentation durch mit Timing Constraints versehenen XNFFiles

aquivalent zum urspr

unglichen unpartitionierten Design ist
 Der Vollst

andig
keit halber soll an dieser Stelle auch das nicht weiter

uberraschende Ergebnis
erw

ahnt werden  da das partitionierte Design auch bei einer niedrigeren Takt
Frequenz als urspr

unglich vorgesehen funktioniert


Die Reduktion der Takt
Periode kann also als Mittel zur Umgehung von TimingProblemen betrachtet
werden  wie dies in Abschnitt 

 diskutiert wurde

 BenchmarkPartitionierungen
Zur Bestimmung der G

ute des genetischen Algorithmus zur LogikParti
tionierung wird in dieser Arbeit auf die sog
 MCNCBenchmarkSerie zur

uckge
grien
 Eine

Ubersicht

uber die Gr

oe dieser Designs ist in Tabelle 
 gegeben

Die mit " markierten Designs sind

uber CBL in XNFForm zu beziehen 
w

ahrend die restlichen

uber Alpe im NetFormat zur Verf

ugung gestellt
werden

Name Gatter Netze Name Gatter Netze
balu    s    
prim    bm   
test      test     
test     test     
struct     test  

F

ur die gleiche Partition des FuzzyControllers wie in der ersten Simulation wurde in
diesem Versuch eine TaktPeriode von  ns zugrunde gelegt
 Die Signalverl

aufe

anderten
sich im Vergleich zu Abbildung 
 nicht  bis auf den Umstand  da die Simulation nun erst
nach  ns beendet war

   Die Realisierung des Partitionierungsverfahrens COBRA
Name Gatter Netze Name Gatter Netze
 ks   prim   
s   s  
biomed    s    
s      industry     
industry     s     
s    avqsmall     
s    avqlarge   
Tabelle 
 Gr

oen von BenchmarkDesigns der MCNCSerie
Diese Designs sind in den Jahren von  bis 	 gesammelt worden
 Sie
gingen urspr

unglich aus konkreten synthetisierten Schaltungen hervor und sind
zum Zweck der Ver

oentlichung als Benchmarks in das XNF bzw
 NetFormat
transformiert worden
 Die enthaltenen Zellen der Designs stellen grunds

atzlich
Gatter dar

Auf Grundlage dieser Schaltkreise wurden zwei verschiedene Arten der Parti
tionierung mit Cobra durchgef

uhrt  deren Ergebnisse in den Abschnitten 


und 

 dokumentiert sind

 Zur Kl

arung der prinzipiellen Frage  inwieweit sich das Technology Map
ping auf die Ergebnisse der LogikPartitionierung auswirkt  wurden einige
der Benchmarks auf CLBEbene

uberf

uhrt und anschlieend partitioniert


 Alle Designs wurden unter Verwendung xer Kostenmae und Balance
Kriterien bipartitioniert  um Vergleichsm

oglichkeiten mit anderen Parti
tionierungsverfahren zu erhalten

 Auswirkungen des Technology Mappings auf die LogikPar
titionierung
Da die in Tabelle 
 mit " markierten Designs in XNFFormat vorliegen  war es
ohne weiteres m

oglich  f

ur diese mit Hilfe von Synopsys das Technology Map
ping f

ur XilinxFPGAs der Serie XC durchzuf

uhren
 F

ur die sechs an die
ser Stelle betrachteten Benchmarks ergab sich durch das Technology Mapping
eine durchschnittliche Reduktion der ZellenAnzahlen auf   der urspr

ung
lichen Anzahlen  wie anhand von Tabelle 
 nachvollzogen werden kann

Benchmark Original TechMapped Reduktion
Gatter Netze Zellen Netze
s          	
s       	
s      
s        	
s          	
 Benchmark Partitionierungen 
Benchmark Original TechMapped Reduktion
Gatter Netze Zellen Netze
s         	
  
Tabelle 
 Gr

oenreduktion von Benchmarks durch Technology Mapping
Zum Vergleich von Werten  die sich f

ur Partitionierungen auf Gatter und auf
CLBEbene ergaben  wurde jedes Design auf beiden Ebenen jeweils zehnmal
bipartitioniert
 F

ur die Partitionierungen galt ein BalanceKriterium  das mi
nimale Partitionsgr

oen von  Prozent der Logik zulie  wobei als Kostenma
f

ur Gatter der konstante Wert  verwendet wurde
 In der folgenden Tabelle 
	
sind die Gr

oen der Cutsets gegen

ubergestellt  die sich f

ur alle Partitionierun
gen ergaben
 In diese Tabelle wurde jeweils der beste ermittelte Wert f

ur alle
zehn Aufrufe des Partitionierers

ubernommen

Benchmark GatterEb CLBEb Vergr


oerung
s     
s    
s    
s     
s      
s      
  
Tabelle 
	 Cutsizes bei Partitionierung auf Gatter und CLBEbene
An dieser Stelle best

atigt sich die Vermutung  da bei einer Partitionierung auf
CLBEbene die Anzahl der geschnittenen Netze drastisch ansteigt
 Die Partitio
nierungen der Benchmarks auf CLBEbene lieferten Ergebnisse  deren Cutsizes
durchschnittlich um das  fache gr

oer waren als die der Partitionierungen
auf GatterEbene

Nicht weiter

uberraschend ist der Umstand  da die Laufzeiten f

ur die Parti
tionierungen in dem Mae abnahmen  in dem durch das Technology Mapping
die ZellenAnzahlen der Designs reduziert wurden
 Alle Partitionierungen auf
CLBEbene wurden von Cobra innerhalb eines halben Tages berechnet

Aus den in Tabelle 
	 dokumentierten Ergebnissen l

at sich ableiten  da sich
eine Partitionierung auf GatterEbene um so mehr lohnt  je gr

oer die zu par
titionierenden Designs werden
 Oenbar gilt  da sich dem Technology Mapper
mit zunehmender DesignGr

oe wesentlich mehr M

oglichkeiten bieten  einzelne
Gatter zu Funktionsgeneratoren und CLBs zu gruppieren
 Synopsys scheint
diese M

oglichkeiten zu nutzen  indem h

aug Gatter aus v

ollig verschiedenen
Bereichen des Designs in einem CLB zusammengefat werden  wodurch die
ermittelten Cutsizes dermaen zunehmen

   Die Realisierung des Partitionierungsverfahrens COBRA
Aufgrund dieser Feststellungen kann abschlieend festgehalten werden  da f

ur
die Aufteilung konkreter HardwareSysteme f

ur eine FPGAZieltechnologie die
Partitionierung auf GatterEbene erfolgsversprechender ist
 Die l

angeren Lauf
zeiten werden bei dieser Vorgehensweise durch die wesentlich besseren Resultate
kompensiert
 Der Umstand  da Cobra eine m

oglichst gleichm

aige Balancie
rung der Partitionsgr

oen anstrebt  reduziert zudem die Ungenauigkeiten  die
aufgrund der inad

aquaten Kostenmae f

ur Gatter auftreten k

onnen

 Partitionierungsergebnisse von COBRA und anderen Verfahren
Um den in dieser Arbeit entworfenen Partitionierungsalgorithmus mit anderen
Verfahren zu vergleichen  wurden alle in Tabelle 
 aufgef

uhrten Benchmarks
zehnmal auf GatterEbene bipartitioniert
 Aus allen zehn f

ur ein Design ermit
telten Cutsizes wird der kleinste Wert als Endergebnis betrachtet
 Als Balance
Kriterium wurde w

ahrend aller Versuchsreihen eine minimale Partitionsgr

oe
von  der gesamten Logik verwendet
 Die InputOutputBlocks der Designs
wurden mit Kosten   alle

ubrigen Zellen mit Kosten  bewertet

In diesem Abschnitt wird Cobra mit den Verfahren FM FiMa  EIG
HaKa  Paraboli RDJ  MELO AlYa  FBB YaWo  PROP
DuDe und Hauck HaBo zur LogikPartitionierung verglichen  die
z
T
 in den Kapiteln  und  beschrieben wurden
 Die nachstehende Tabelle 

enth

alt nun die besten Cutsizes f

ur alle Verfahren und Benchmarks die besten
bisher bekannten Cutsizes zu den Benchmarks sind kursiv hervorgehoben
Benchmark FM EIG  Para MELO FBB PROP Hauck COBRA
balu          
s          
prim        
bm       
test        
test      	
test       	  
test     
	 

struct       
test         
 ks        	    
prim         
s    	
s         
biomed           
s              	
s            
industry         
industry    
 
 Benchmark Partitionierungen 	
Benchmark FM EIG  Para MELO FBB PROP Hauck COBRA
s        
s       
avqsmall     
s          
avqlarge        
Tabelle 
 Cutsizes von Bipartitionierungen der BenchmarkDesigns
Die Zahlen dieser Tabelle zeigen  da aus der Kombination des Algorithmus von
Krishnamurthy mit einem genetischen Algorithmus ein leistungsf

ahiges Parti
tionierungsverfahren hervorgegangen ist  das die besten bisher bekannten Er
gebnisse erreicht und teilweise sogar verbessert

Dabei ist zu ber

ucksichtigen  da f

ur diese Partitionierungen der Benchmarks
die Leistungsf

ahigkeit von Cobra nur teilweise ausgesch

opft wurde
 So wurden
z
B
 die F

ahigkeiten zur Zerlegung der Designs in mehr als zwei Partitionen
nicht in Anspruch genommen  da sich die Forschung bisher fast ausschlielich
auf die reine Bipartitionierung konzentriert hat und somit zu diesen Benchmark
Designs kein Zahlenmaterial f

ur MehrfachPartitionierungen existiert


 Was wurde bisher erreicht 

  Schlieende Betrachtungen
 
Mir wird von alledem so dumm
Als ging mir ein M

uhlrad im Kopf herum
Aus J
W
 Goethe 

Faust  der Trag

odie erster
Teil

In diesem letzten Kapitel der vorliegenden Diplomarbeit soll eine R

uckschau
und eine Vorschau auf die Entwicklung des genetischen Partitionierungsalgo
rithmus von Cobra gegeben werden
 Zu diesem Zweck wird zun

achst in Ab
schnitt 
 kurz der entworfene Algorithmus und dessen Leistungsmerkmale
skizziert sowie dessen Leistungsf

ahigkeit beurteilt
 Im folgenden Abschnitt 

werden einige Punkte angesprochen  um die die Partitionierungssoftware von
Cobra erweitert werden kann  so da sich unter Umst

anden bessere Ergebnisse
und Laufzeiten ergeben

 Was wurde bisher erreicht
In dieser Diplomarbeit wurde die Partitionierungssoftware Cobra entwickelt 
mit deren Hilfe VHDLBeschreibungen von HardwareSystemen auf FPGAs
des Herstellers Xilinx partitioniert werden k

onnen
 Die Synthese dieser hoch
sprachlichen Beschreibungen in TechnologieKomponenten der zugrunde liegen
den FPGAs wird automatisch vorgenommen

Der Partitionierungsalgorithmus ist im Gegensatz zu den meisten bisher pr

asen
tierten Verfahren in der Lage  HardwareBeschreibungen f

ur beliebig viele
FPGAs zu partitionieren
 Zudem k

onnen beliebige Topologien von FPGA
Boards also die FPGAs mitsamt ihren elektrischen Verbindungen auf der
Platine speziziert werden  die dann entsprechend von Cobra ber

ucksichtigt
werden
 Schlielich kann der Benutzer die Partitionierung dahingehend ein
schr

anken  da Ports des zu partitionierenden Designs dauerhaft bestimmten
FPGAs zugewiesen werden

   Schlie	ende Betrachtungen
Der Partitionierer besteht im wesentlichen aus den folgenden drei Komponen
ten
  Der Kern des Partitionierungsverfahrens ist ein genetischer Algorithmus 
der durch Mutation und Crossover erzeugte Partitionen bewertet und
diese zu optimieren trachtet
 Hierin enthalten ist zudem die Funktionalit

at
zur Partitionierung f

ur BoardTopologien

Der genetische Algorithmus kann zur LaufzeitReduktion parallel auf
mehreren Rechnern ausgef

uhrt werden

  Der Algorithmus von Krishnamurthy Kris dient zur Erzeugung
einer Reihe von Startl

osungen f

ur den genetischen Algorithmus
 Die
ses StandardVerfahren zur Bipartitionierung Partitionierung f

ur zwei
FPGAs wurde um ein Schema erweitert  das die Aufteilung in beliebig
viele Partitionen erm

oglicht

  Vor der eigentlichen Partitionierung wird eine Connectivitybasierte Clu
sterung des zu partitionierenden Designs durchgef

uhrt
 Hiermit wird
erreicht  da Zellen  die sehr stark untereinander vernetzt sind  nicht
w

ahrend der Partitionierung voneinander getrennnt werden

Zu Beginn der Arbeit ist davon ausgegangen worden  da die LogikPartitio
nierung auf CLBEbene vorgenommen werden sollte  da auf diese Weise die
Kosten der Zellen genau berechnet werden k

onnen
 R

uckblickend l

at sich fest
stellen  da die Wahl dieses Ansatzes falsch war  da die Qualit

at von Partitionen
auf CLBEbene zu w

unschen

ubrig l

at
 Dieser methodische Fehler hat jedoch
keine Auswirkungen auf den Algorithmus von Cobra  da dieser auch in der
Lage ist  auf GatterEbene mit benutzerdenierten Kostenmaen zu partitio
nieren

Experimentelle Partitionierungen der MCNCBenchmarkSerie haben gezeigt 
da der in dieser Arbeit pr

asentierte Algorithmus mit anderen Methoden aus
dem Bereich der LogikPartitionierung durchaus ebenb

urtig ist
 Es stellte sich
heraus  da Cobra f

ur dreizehn der  Benchmarks bessere Ergebnisse lieferte
als bisher bekannt waren
 In neun F

allen wurden gleich gute Resultate ermittelt 
w

ahrend bei nur zwei Designs ein schlechteres Ergebnis erzielt wurde

Die groe Schw

ache von Cobra  die die Anwendbarkeit der Software vermin
dert  liegt in den Laufzeiten zur Partitionierung
 So wurden bspw
 f

ur eine
einzelne Partitionierung des gr

oten BenchmarkDesigns avq
large mit 
Gattern  Stunden ben

otigt  w

ahrend z
B
 in HaBo die Laufzeit f

ur die
gleiche Partitionierung mit  Minuten angegeben ist

F

ur den reinen genetischen Partitionierungsalgorithmus spricht andererseits 
da die Laufzeiten der Bewertungsfunktion nicht von der Anzahl von FPGAs 
f

ur die partitioniert werden soll  abh

angt
 Konkret bedeutet dies  da die
Genetik f

ur die AchtfachPartitionierung eines Designs die gleiche Rechen
zeit ben

otigt wie f

ur eine ZweifachPartitionierung
 Soll aber eine Achtfach
Partitionierung mit Hilfe eines reinen Bipartitionierers durchgef

uhrt werden  so
 Was kann verbessert und erweitert werden 
sind sieben voneinander unabh

angige Aufrufe dieses Bipartitionierers notwen
dig  so da sich bei dieser Methode eine um das siebenfache gr

oere Laufzeit
ergibt
 Mit zunehmender Komplexit

at der Zieltechnologien
 

andert sich also
das LaufzeitVerh

altnis zwischen Bipartitionierungs und genetischer Methode
zugunsten der Genetik

Trotz dieser groen Laufzeiten ist Cobra nicht dasjenige Glied in der Kette
der Werkzeuge zur HardwareSynthese  das am meisten Zeit ben

otigt
 Erfah
rungsgem

a d

urfte die LogikSynthese von Synopsys die meiste Rechenzeit
in Anspruch nehmen
 Wenn man das im Rahmen dieser Diplomarbeit immer
wieder herangezogene Beispiel des FuzzyControllers zur Ampelsteuerung be
trachtet 	 Gatter  so ergibt sich eine Laufzeit von etwa 
 

Stunden zur
LogikSynthese  der zwanzig Minuten zur Partitionierung gegen

uber stehen

  Was kann verbessert und erweitert werden
Auch wenn die Ergebnisse dieser Diplomarbeit

uberwiegend positiv sind  bleibt
dennoch viel Raum  um die Leistungsf

ahigkeit von Cobra weiter zu bewerten
und auszubauen
 Vor diesem Hintergrund werden im folgenden einige Punkte
kurz andiskutiert

MehrfachPartitionierungen von Benchmarks
Zur Zeit ist es nicht m

oglich  Aussagen

uber die Qualit

aten von Cobra
als MehrfachPartitionierer zu treen  da es f

ur Zerlegungen der MCNC
Benchmarks in z
B
 vier oder acht Partitionen kein Zahlenmaterial gibt
 Um
in dieser Hinsicht einen Anfang zu machen  w

are es sinnvoll  derartige Partitio
nierungen der erw

ahnten BenchmarkDesigns durchzuf

uhren  auszuwerten und
zu dokumentieren

FeinEinstellung von Parametern f

ur den genetischen Algorithmus
Wegen Zeitmangels wurde bisher keine Untersuchung durchgef

uhrt  wie sich
verschiedene Belegungen der genetischen Parameter Populationsgr

oe  Erset
zungsrate  Selektions und CrossoverTyp  etc
 auf G

ute und Laufzeit des gene
tischen Partitionierungsalgorithmus auswirken
 Die Werte  die momentan ver
wendet werden  sind entweder Standardwerte des GenetikPaketes PGAPack
oder sind rein intuitiv gew

ahlt worden

Partitionierung auf LUTEbene
Ein Kompromi zwischen exakten Kostenmaen auf CLBEbene und kleinen
Cutsizes auf GatterEbene k

onnte darin bestehen  Designs auf der Ebene von
Funktionsgeneratoren zu partitionieren
 Da durch die innere Struktur eines
 
Aufgrund der Gr

oe heutiger Anwendungen und des modularen Aufbaus von FPGA
Boards vergl
 die Ausf

uhrungen zumWeaverBoard in Abschnitt 
 sind Zieltechnologien 
die  bis  FPGAs enthalten  nicht unrealistisch

   Schlie	ende Betrachtungen
CLBs vergl
 auch Abbildung 
 allerdings nur wenige M

oglichkeiten zur Ver
bindung der F   G und HFunktionsgeneratoren sowie der enthaltenen Flip
Flops bestehen  mu w

ahrend einer derartigen Partitionierung beachtet werden 
da Funktionsgeneratoren nicht beliebig miteinander bzw
 mit s

amtlichen Flip
Flops des Designs kombiniert und in einem CLB gruppiert werden k

onnen
 Dem
Thema  wie diese Einschr

ankungen f

ur die Partitionierung ezient ber

ucksich
tigt werden k

onnen  kann zuk

unftige Arbeit gewidmet sein

Design Space Exploration
Sofern Cobra eine g

ultige L

osung zu einem Partitionierungsproblem ndet 
wird als Endergebnis die beste gefundene Partition ausgegeben
 Die dieser Par
titionierung entsprechenden SubDesigns werden anschlieend von XAct syn
thetisiert
 Sollte der Fall eintreten  da XAct das partitionierte Design nicht
verarbeiten kann weil z
B
 aufgrund von Kostenmaen f

ur Gatter Verletzungen
der FPGAGr

oen eintreten  ist eine Repartitionierung mit Cobra notwen
dig
 Dieser zeitaufwendige Proze kann vermieden werden  indem als Partitio
nierungsergebnis nicht nur eine Partition ausgegeben wird  sondern ein Teil des
L

osungsraumes  der aus einer festen Anzahl g

ultiger Partitionen besteht
 Die
se Methode  einen kleinen Teil des L

osungsraumes als Ergebnis zu betrachten 
wird Design Space Exploration genannt
 Im Falle eines Fehlers von XAct kann
der Anwender auf eine andere schon verf

ugbare g

ultige L

osung ausweichen  die
unter Umst

anden f

ur die nachfolgende Synthese geeignet ist

Reduktion der Laufzeiten
Mit einiger Anstrengung w

are es sicherlich m

oglich  die Laufzeiten von Cobra
zu verk

urzen  auch wenn sich die Komplexit

at der zugrunde liegenden Algorith
men nicht weiter reduzieren l

at

Da die Bewertungsfunktion f

ur die Genetik bereits lineare Komplexit

at gemes
sen an der DesignGr

oe hat  wird man am genetischen Algorithmus selbst
kaum Verbesserungen vornehmen k

onnen
 Reduzieren liee sich allerdings die
Zeit f

ur die Initialisierungsphase der Genetik  w

ahrend der einige Startl

osungen
durch die Algorithmen von Fiduccia  Mattheyses und Krishnamurthy erzeugt
werden
 Diese Aufrufe der Algorithmen zur Bipartitionierung lieen sich  wie
schon der komplette genetische Partitionierungsalgorithmus  mit Hilfe des
MessagePassing Interfaces parallel auf verschiedenen Rechnern durchf

uhren

Ansatzm

oglichkeiten gibt es auch bei den Routinen zur iterativen Clusterung

F

ur den Benchmark avq
large lie sich beobachten  da die rekursive Clusterung
eine Sequenz von 	 geclusterten Designs lieferte
 Von diesen 	 Designs wur
den die letzten  wieder entfernt  da w

ahrend dieser Clusterungsdurchl

aufe nur
sehr wenige neue Cluster gebildet wurden vergleiche Kapitel 	
 Die Rechen
zeit  die f

ur die Berechnung der letztlich wieder gel

oschten Designs aufgewendet
wird  liee sich vermeiden  indem man die iterative Clusterung nicht mehr dann
abbrechen l

at  wenn kein neuer Cluster mehr gebildet wurde  sondern wenn
nicht mehr als ein bestimmter Prozentsatz von Zellen zu neuen Clustern ver
einigt wurde
 F

ur das Beispiel avq
large w

urde sich diese Modikation sp

urbar
 Was kann verbessert und erweitert werden 
in den Laufzeiten

auern  da dieses Design eine sehr hohe interne Vernetzungs
dichte aufweist  was zu sehr hohen Laufzeiten zur Clusterung f

uhrt

Intelligentere Heuristiken zur Erzeugung von XNFTiming Constraints
Bisher werden f

ur ein geschnittenes Netz  das zwischen mehreren FPGAs
verl

auft  Timing Constraints erzeugt  die alle Pfade auf den FPGAs  die
an den Schnittpunkten dieses Netzes beginnen oder enden  mit der gleichen
TimingInformation markieren n

amlich mit dem nten Bruchteil der Takt
Periode  wenn das geschnittene Netz

uber n FPGAs zu leiten ist  vergleiche
Abschnitt 


 Diese starre Division der TaktPeriode wird unabh

angig davon
vorgenommen  wo sich die Schnittpunkte auf einem konkreten Pfad benden

Eine Verbesserung k

onnte darin bestehen  da f

ur einen Pfad die Positionen von
Schnittpunkten bestimmt werden
 Ein derartiger Pfad k

onnte dann genau in die
Segmente aufgeteilt werden  in die dieser durch die Partitionierung zerf

allt
 Die
L

ange dieser Segmente k

onnte anschlieend heuristisch anhand der enthaltenen
Anzahlen von Kanten und Knoten bestimmt werden
 Es k

onnten dann Timing
Constraints mit Zeitinformationen f

ur diese Segmente erzeugt werden  die den
ermittelten L

angen entsprechen
 Zu diesem Zweck w

are es notwendig  mit Hil
fe von Graphdurchl

aufen Pfade und ihnen zugeordnete Timing Constraints im
Design zu identizieren

Alternativ w

are auch die Vorgehensweise denkbar  w

ahrend der Bewertung von
Partitionen durch den genetischen Algorithmus ein noch zu entwickelndes Pro
gramm zur Plazierung und Verdrahtung f

ur XilinxFPGAs aufzurufen  das in
kurzer Zeit konkrete Zeitdaten f

ur die Netze des partitionierten Designs berech
net
 Diese TimingInformationen k

onnten von einer erweiterten Bewertungs
funktion ausgewertet werden  so da Partitionen  die Timing Constraints ver
letzen  als ung

ultig gekennzeichnet und entsprechend bestraft werden
 Hierbei
stellt sich allerdings unmittelbar die Frage  wie ein derartiger Ansatz umzuset
zen ist  so da die Laufzeiten nicht ausufern


A Kongurationsdateien 
A  Zur Benutzung von COBRA
 
Ein Problem wird nicht im Computer gel

ost
sondern in irgendeinem Kopf Die ganze Appa
ratur dient nur dazu diesen Kopf so weit zu
drehen da er die Dinge richtig und vollst

andig
sieht
C
 Kettering
Dieser Anhang enth

alt einige technische Informationen  die die Benutzung der
entwickelten Partitionierungssoftware erm

oglichen
 Im ersten Abschnitt A

wird auf die notwendigen Kongurationsdateien f

ur Cobra sowie deren Forma
te eingegangen
 Abschnitt A
 enth

alt eine kurze Zusammenstellung der vorge
sehenen KommandozeilenOptionen
 Cobra kann aufgerufen werden  nachdem
 in dieser Reihenfolge  die Module MPICH und cobra bzw
 MPICHSolaris und
cobraSolaris geladen wurden

A Kongurationsdateien
S

amtliche Dateien  die der Benutzer anzugeben hat und die von Cobra ausge
wertet werden  sind in TextFormat gehalten
 Die Dateien werden zeilenweise
ausgewertet  so da jeder Kongurationsausdruck in einer eigenen Zeile ste
hen mu
 Leerzeilen und Kommentarzeilen  die mit einem Doppelkreuz 
beginnen  sind erlaubt
 Jedes Kommando wird durch ein Schl

usselwort Gro
und Kleinschreibung wird nicht beachtet gefolgt von einem Doppelpunkt ein
geleitet
 Nach diesem Doppelpunkt folgen bis zum Ende der Zeile die zu dem
Kommando geh

orenden Daten

Im allgemeinen wird Cobra in der Form
cobra be  lename
aufgerufen  wobei  lename f

ur den Namen der zu interpretierenden Haupt
Kongurationsdatei steht

 A  Zur Benutzung von COBRA
A Die HauptKon
gurationsdatei
Vor dem Hintergrund  da Cobra als Backend von Cool anzusehen ist 
wird diese Kongurationsdatei automatisch von Cool erzeugt
 Dieselbe Da
tei dient zugleich auch zur Konguration des InterfaceCompilers Cilc  wes
halb Ausdr

ucke enthalten sein k

onnen  die f

ur Cobra uninteressant sind und
daher ignoriert werden
 An dieser Stelle werden nur die Teile der Haupt
Kongurationsdatei erl

autert  die f

ur Cobra von Bedeutung sind

NetzlistenSpezikation
Zur Spezikation der VHDLDateien  die zu synthetisieren und anschlieend
zu partitionieren sind  sind in der HauptKongurationsdatei drei Arten von
Ausdr

ucken vorgesehen
  Ein Kommando der Form
ENTITY   lename entityname
mu genau einmal in der Kongurationsdatei vorhanden sein


Uber diesen
Ausdruck wird die VHDLDatei festgelegt  die in der Hierarchie des zu
synthetisierenden Designs am h

ochsten steht
 F

ur CoolSysteme ist hier
also stets die generierte NetzlistenDatei einzutragen
 Das Feld entity
name mu den Namen der VHDLEntity enthalten  die in der Hierarchie
am h

ochsten steht

  Werden durch die mit ENTITY spezizierte Komponente weitere Kompo
nenten instantiiert  die in anderen VHDLDateien beschrieben sind  und
die unter Umgehung der HighLevelSynthese direkt in die LogikSynthese
eingehen k

onnen  so ist f

ur jede derartige VHDLDatei ein Ausdruck der
Form
SYNTH   lename
anzugeben

  Mu eine VHDLKomponente durch Oscar synthetisiert werden  so sind
Ausdr

ucke der folgenden Form vorgesehen
OSCAR   lename entityname architecturename
F

ur die Konguration von Cilc ist die separate Angabe der VHDLKom
ponente  die einen von Cool generierten IOController darstellt  notwendig

Dies geschieht durch das Kommando
IOCTRL   lename entityname
Dieser Ausdruck darf h

ochstens einmal in der HauptKongurationsdatei vor
kommen
 St

ot Cobra auf dieses Kommando  so wird es unter Ignorierung des
EntityNamens behandelt wie ein SYNTHAusdruck

Soll mit Cobra ein im NetFormat vorliegendes BenchmarkDesign partitio
niert werden  so ist lediglich ein ENTITYAusdruck anzugeben  wobei als Entity
Name eine beliebige Zeichenkette eingetragen werden kann

A Kongurationsdateien 	
TaktPeriode zur HardwareSynthese
Um die spezizierte VHDLNetzliste erfolgreich mit Oscar und Synopsys zu
synthetisieren  ist die Angabe der zu verwendenden TaktPeriode unbedingt
erforderlich
 Zu diesem Zweck ist das Kommando
CLK  clockrate clocksignal
vorgesehen  das genau einmal enthalten sein mu
 clockrate ist ein numerischer
Ausdruck  der die TaktPeriode in Nanosekunden speziziert
 Der Port des zu
synthetisierenden Designs  der das TaktSignal empf

angt  wird in clocksignal
angegeben

Zieltechnologie f

ur die Partitionierung
Die Zieltechnologie  die der Partitionierung zugrunde liegen soll  sowie Restrik
tionen des Partitionierers die Zieltechnologie betreend  werden in zwei sepa
raten Dateien namens projectname board und projectname cst beschrieben  auf
die weiter unten eingegangen wird
 In der HauptKongurationsdatei mu zwin
gend ein Verweis auf diese Dateien vorhanden sein  der durch den Ausdruck
PROJECT  projectname
gegeben wird

Rechnernamen f

ur den parallelen genetischen Algorithmus
In der HauptKongurationsdatei k

onnen beliebig viele auch gar keine Aus
dr

ucke zur Angabe von Rechnern  auf denen der genetische Partitionierungsal
gorithmus parallel ausgef

uhrt werden soll  enthalten sein
 Hierzu ist die Syntax
HOST  hostname
zu verwenden
 Bei der Angabe von HOSTKommandos ist darauf zu achten 
da die Rechner  die mit hostname benannt sind  tats

achlich existieren und

uber
das Netzwerk ansprechbar sind
 Der parallele genetische Algorithmus wird stets
so gestartet  da der MasterProze vgl
 Abschnitt 
 auf der lokalen Ma
schine  auf der Cobra aufgerufen wurde  l

auft
 Falls keine HOSTKommandos
angegeben wurden  rechnet der Partitionierer ausschlielich auf dieser lokalen
Maschine

A Die Spezi
katon von FPGAs und deren Topologie
Die Angabe der FPGAs  f

ur die ein Design partitioniert werden soll  erfolgt in
der Datei projectname board
 Hier kann ohne Angabe eines Schl

usselwortes
pro Zeile ein FPGA deklariert werden  indem die volle Bezeichnung der FPGAs
eingetragen wird  dazu geh

oren FPGATyp  PackageTyp und Speedgrade

Eine Zeile f

ur ein FPGA k

onnte somit den Inhalt pc	 haben
 Es sind so
viele Zeilen mit derartigen Angaben in die Kongurationsdatei aufzunehmen 
wie die Anzahl von FPGAs der Zieltechnologie betr

agt

 A  Zur Benutzung von COBRA
Die dermaen spezizierten FPGAs werden intern in der Reihenfolge ihres Auf
tretens in der Kongurationsdatei durchnumeriert
 D
 h
  da das FPGA  das in
der ersten nichtleeren Zeile der Datei angegeben ist  die keine KommentarZeile
ist  FPGA Nummer  ist  etc

Topologien k

onnen mit Hilfe mehrfacher TOPKommandos speziziert werden

Die Syntax ist
TOP  FPGANr 
 C

 C
 
        C
n

Durch eine derartige Zeile werden s

amtliche Anschl

usse des FPGAs Nr
 FPGA
Nr speziziert
 Die Felder C
 
bis C
n
enthalten ganzzahlige Werte
 C
 
enth

alt
die Anzahl von Pins eines FPGAs  die als externe Anschl

usse des Boards dienen

Eine Zahl C
i
  i  n gibt die Anzahl von Verbindungen zwischen FPGA
FPGANr und FPGA i wieder

Bei Angabe einer BoardTopologie sind die TOPKommandos also so zu for
mulieren  da durch s

amtliche C
i
Werte eine komplette AdjazenzMatrix des
Graphen  der aus dem Board resultiert  mitsamt einer zus

atzlichen Spalte f

ur
die externen Anschl

usse der FPGAs modelliert wird
 Die korrekte Spezikation
eines WeaverBoards vgl
 Abschnitt 
 sollte folgendes Aussehen haben
ehq
ehq
ehq
ehq
TOP   
 
TOP   
 
TOP   
 
TOP   
 
A Plazierungsbeschr

ankungen f

ur DesignPorts
Wie bereits in Abschnitt 

 vorgestellt  k

onnen die Ports des zu partitio
nierenden Designs vor der Partitionierung bestimmten FPGAs dauerhaft zu
gewiesen werden
 Diese Zuweisungen werden

uber die Datei projectname cst
vorgenommen
 Die Zeilen dieses Files enthalten Ausdr

ucke der Form
CST  portname FPGANr FPGApin
Mit einem derartigen Kommando wird der Port  der in den VHDLCodes mit
portname bezeichnet wird  an Pin FPGApin des FPGAs Nr
 FPGANr ge
bunden
 Das ite Signal eines Busses bus kann

uber den PortNamen busi
referenziert werden
 Die Numerierung der FPGAs wird in der gleichen Wei
se vorgenommen wie bei der Spezikation von Topologien
 FPGApin ist eine
Zeichenkette  die den PinBezeichnungen von XilinxFPGAs entspricht

A Bibliotheken f

ur FPGAs und XBLOXMakros
Um Cobra die Gr

oen einzelner FPGATypen und DesignZellen verf

ugbar zu
machen  sind die Bibliotheken fpga lib und xblox lib anzulegen
 Existieren diese
A Kongurationsdateien 
Files beim Start von Cobra nicht  so werden sie selbst

andig erzeugt und mit
Daten f

ur eine groe Anzahl von FPGATypen und XBloxMakros best

uckt

Der Benutzer kann diese Bibliotheken um eigene Eintr

age erweitern

In die Bibliothek fpga lib sind zeilenweise Ausdr

ucke der Form
FPGATyp  CLBs  Pins 
einzutragen

FPGATyp ist dabei eine

ahnliche Zeichenkette  wie auch f

ur die Spezikation
der Zieltechnologie verwendet wird
 Der Unterschied besteht nur darin  da f

ur
die Angaben in dieser Bibliothek der Speedgrade der FPGAs nicht anzugeben
ist
 Enth

alt die Datei projectname board also einen Eintrag pc	  so sucht
Cobra in fpga lib nach einem Ausdruck  der mit pc	  beginnt
 Nach dem
Doppelpunkt sind in dem Rest der Zeile die zu dem betreenden FPGATypen
geh

orenden Anzahlen von CLBs und Pins einzutragen

Die Bibliothek xblox lib enth

alt eine Auistung aller zu ber

ucksichtigenden
XBloxMakros mitsamt ihren Gr

oen gemessen in CLBs
 Ein einzelner Eintrag
dieser Auistung wird nach der folgenden Syntax vorgenommen
macroname  CLBs 
Diese Bibliothek enth

alt  sofern sie von Cobra angelegt wurde  Eintr

age
f

ur AddiererSubtrahierer  InkrementerDekrementer und Komparatoren aller
Bitbreiten
 Durch Hinzuf

ugen neuer Eintr

age z
B
 FDC   kann der Benutzer
Kostenmae f

ur verschiedene Typen von Gattern angeben  falls eine Partitio
nierung auf GatterEbene erfolgen soll

A Kon
guration der SyntheseWerkzeuge
Der Aufruf von Oscar und OsBack kann

uber die Datei oscar call spec ge
steuert werden
 Dieses File wird wie die beiden oben beschriebenen Bibliothe
ken automatisch erzeugt  falls es noch nicht existiert
 Es enth

alt die genauen
KommandozeilenAngaben  mit denen Oscar und OsBack aufgerufen wer
den
 Standardgem

a hat diese Datei den folgenden Inhalt
OSCAR  oscar Of m projectoscarpackageslp solvelp solve
OSBACK  osback L projectoscarpackageslp solvelp solve O vhdl
In einem Unterverzeichnis oscar werden  falls notwendig  die Oscar
Bibliotheken Components lib und Functions lib angelegt  die vom Benutzer an
seine Bed

urfnisse angepat werden k

onnen

Die Synthese des kompletten zu partitionierenden Designs wird

uber den
SynopsysKommandozeilenInterpreter dc shell vorgenommen
 Hierzu erzeugt
Cobra automatisch Kongurationsdateien und das Skript synthesis script wie

ublich unter dem Vorbehalt  da diese Files noch nicht existieren
 Dieses Skript
ist so angelegt  da die anschlieende Partitionierung auf CLBEbene vorgenom
men wird


Anderungen an diesem Skript sollten nur von Anwendern vorgenom
men werden  die sich mit Synopsys auskennen

 A  Zur Benutzung von COBRA
Da HighLevel und LogikSynthese

uberaus zeitintensive Prozesse sind  wird
die Synthese von Cobra  in Anlehnung an das Programm make  nur dann
gestartet  wenn seit der letzten Synthese

Anderungen in den VHDLCodes vor
genommen wurden

A  KommandozeilenOptionen
Cobra l

at sich

uber eine Reihe von KommandozeilenOptionen an unter
schiedliche Bed

urfnisse anpassen
 Im einzelnen werden die folgenden Optionen
akzeptiert
h help
Hiermit wird eine

Ubersicht

uber die m

oglichen KommandozeilenOp
tionen von Cobra ausgegeben

clear
Bei Angabe dieser Option r

aumt Cobra das aktuelle Arbeitsverzeichnis
auf  indem alle von dem Programm generierten Dateien und Verzeichnisse
gel

oscht werden

rc recover
Es kann vor allem bei der SunOS Version vorkommen  da Cobra
w

ahrend der Partitionierung  genauer nach den Aufrufen der Algorith
men von Fiduccia  Mattheyses bzw
 von Krishnamurthy  aus bislang
ungekl

arten Gr

unden abst

urzt
 Damit die bis zum Absturz berechneten
Ergebnisse nicht endg

ultig verloren gehen  speichert Cobra diese zwi
schen
 Beim Aufruf von Cobra im RecoverModus liest die Software diese
Zwischenergebnisse und f

ahrt mit der Partitionierung an der Stelle fort 
wo vorher abgebrochen wurde

hg hypergraph
Soll ein BenchmarkDesign partitioniert werden  so ist diese Option anzu
geben
 Das Design wird dann aus dem File gelesen  das in der Netzlisten
Spezikation mit dem ENTITYSchl

usselwort angegeben ist
 Dieses mu
im NetFormat vorliegen

fs force synthesis
Wenn Cobra die HardwareSynthese durchf

uhren soll  obwohl die zu
grunde liegenden VHDLCodes auf dem neuesten Stand sind z
B
 wenn

Anderungen an den SyntheseSkripten vorgenommen wurden  kann dies
durch die forcesynthesisOption erzwungen werden

dc disable clustering
Die Durchf

uhrung der iterativen Clusterung kann mittels dieses Schalters
unterdr

uckt werden

 N FMiterations
Die Anzahl von Aufrufen der Algorithmen von Fiduccia  Mattheyses
A Kommandozeilen Optionen 
bzw
 von Krishnamurthy kann

uber diese KommandozeilenOption auf
den Wert N festgelegt werden Standard 

gi N geneticiterations
Das Setzen der maximalen Anzahl von Generationen  die w

ahrend des
genetischen Algorithmus berechnet werden sollen  auf N kann hiermit
vorgenommen werden Standard 

sn stop nochange

Ublicherweise bricht der genetische Partitionierungsalgorithmus ab  wenn

uber eine bestimmte Anzahl von Generationen hinweg keine Verbesse
rung des besten bisher berechneten FitneWertes gefunden wurde
 Dieses
Verhalten kann

uber diese Option ausgeschaltet werden  so da nur nach
Berechnung einer bestimmten Anzahl von Populationen terminiert wird

nc N nochange
Falls die Option sn nicht verwendet wird  kann hiermit festgelegt werden 
nach wievielen Generationen ohne weitere Verbesserung abgebrochen wer
den soll Standard 

ps N population size
Die Populationsgr

oe l

at sich

uber diese Option beeinussen Standard


rr N replacement rate
Die Ersetzungsrate  die angibt  welcher prozentuale Anteil der Populati
onsgr

oe von Generation zu Generation duch neue Nachkommen zu er
setzten ist  kann mit dieser Option auf N gesetzt werden Standard  

rs N random seed
Der ZufallszahlenGenerator  der zur Erzeugung der initialen Populatio
nen der Genetik verwendet wird  kann auf den festen Wert N gesetzt
werden
 Normalerweise wird dieser

uber die SystemUhr beeinut

pf N print frequency
Die H

augkeit  mit der der genetische Algorithmus Ausgaben

uber den
Fortschritt der Berechnungen macht  kann auf eine beliebige Anzahl N
von Generationen gesetzt werden Standard 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ASIC Application Specic Integrated Circuit
CLB Congurable Logic Block
COOL CoDesign Tool
COBRA Cool Backend for Rapid Prototyping
DSP Digital Signal Processor
FIFO First In  First Out
FM Algorithmus von Fiduccia  Mattheyses
FPGA Field Programmable Gate Array
IOB InputOutput Block
LEDA Library of Ecient Datatypes and Algorithms
LUT LookupTable
MPI MessagePassing Interface
OSCAR Optimum Simultaneous Scheduling  Allocation and Resource
Binding
PGA Parallel Genetic Algorithm
PLD Programmable Logic Device
RAM Random Access Memory
ROM Read Only Memory
VHDL VHSIC Hardware Description Language
VLSI Very Large Scale Integration
XNF Xilinx Netlist Format
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