Data with intrinsic feature relationships are becoming abundant in many applications including bioinformatics and sensor network analysis. In this paper we consider a classification problem where there is a fixed and known binary relation defined on the features of a set of multivariate random variables. We formalize such a problem as an aligned graph classification problem. By incorporating this feature relationship in the learning process we aim to obtain improved classification performance over conventional learning that does not consider the additional information of the feature relationship. To incorporate the feature relationship, we extend logistic regression and use a regularization term that includes the normalized Laplacian of the graph, similar to the L2 regularization, deriving a modified optimization problem and solution. We demonstrate the effectiveness of our method and compare it to other methods using simulated and real data sets.
Introduction
Consider a p-dimensional multivariate random variable X = (x 1 , x 2 , . . . , x p ) ∈ R p where there are some known relationships for the features in X. We investigate the problem of performing effective supervised learning to build accurate classification models for mapping such random variables to class labels, based on observed samples and the relation of the features.
Data with intrinsic feature relationships are becoming abundant in many application domains such as bioinformatics, sensor networks, and social networks among others. For instance, in pathway-based microarray classification, a biological network contains a set of genes, taking values based on their expression levels, and there is a known binary relation of genes: the pathway topology [15, 21] . In this case the goal of the data analysis is to use the expression data to predict a measurable outcome, such as the presence or absence of a disease. In sensor networks, there has been a burgeoning interest in incorporating sensors in everyday life to monitor the environment, supply information, and ensure security. At a given time point regarding the state of the full sensor network, the features are the readings of the sensors, and we usually know the topology or the physical location of the sensors in relation to each other. The goal of the analysis is to detect events of interest based on the collective values of the sensors in the network.
Exploring the relationship between features is not new. Recently in structured feature selection, supervised learning algorithms have been explored for data sets where features have some natural "structure" relationships [27, 28, 29, 30, 31] . For example Yuan and Lin explored the situation where features may be naturally partitioned into groups and studied the regression problem of grouped features using a technique called grouped Lasso [28] . Another possible type of structure relationship of features is a hierarchical relation (i.e. a directed acyclic graph defined on features) and that has been explored in [27, 30] . In [29] , both group structure and hierarchical relation have been studied in a unified framework. Recently Kim and Xing assumed that all the features fit into a linear chain (e.g. genes in a chromosome) and have studied regression problems for such data sets [13] . All these studies, however, do not consider the general case where a general undirected graph is defined to capture the structure relationship of features for classification and regression.
In this paper we extend previous work on structured feature selection and investigate the new classification problem where features of a data set have a natural graph relationship. We assume such relationships are known and fixed among all instances of the data set. We call such a problem an aligned graph classification problem where we may use a graph to model a datum, vertices represent features, edges represent binary relation between features, and vertex and edge set remains the same across a set of samples. Specifically we formalize our classification problem below. and has been successfully applied to many problems [9, 16] . Comparing to other classification algorithms, logistic regression has the benefits of probabilistic outputs -the probability of a label is returned as opposed to only a discrete class label -and a straight-forward generalization from the binary classification case to the multi-class case. In addition, logistic regression tolerates missing values in data [17] . Many improvements have been proposed and the two most significant ones are (i) adding regularization to the objective function and (ii) applying logistic regression in a kernel space. Incorporating a regularization term that penalizes the square of the L 2 norm of the parameters has been seen to improve the predictive performance of the method particularly for high-dimensional and highly-correlated data [3] , following the same idea as ridge regression [11] in which, by penalizing the L 2 norm of the parameters, reduced generalization error can be achieved by shrinking the prediction variance at the cost of increasing bias.
Here, we extend the L 2 regularized logistic regression with a straight-forward modification of the objective function that allows the model learning to be regularized with respect to the graph structure. The basic idea is to force the parameters to vary smoothly over the graph, the idea being quite similar to recent work in semi-supervised learning. The structure of a similarity graph is incorporated in the learning framework in the form of the Laplacian of the graph; the Laplacian of the graph is used in unsupervised (e.g. [25] ) and transductive and semi-supervised learning (e.g. [1, 32] when such a similarity structure exists between the data samples. We pursue a similar idea; to improve prediction we incorporate additional information in the form of the graph structure relating the variables and enforce a smooth parameter variation over the graph structure for the variables by means of regularization. The idea should be of particular interest when less labeled information is available, i.e. for small sample data sets or data sets where the ratio of the number of samples to the dimensionality of the data is small.
In summary, our contributions in this paper are
• We formalized the aligned graph classification problem for data set where features have a natural structure relationship.
• We extended the logistic regression to include the normalized graph Laplacian, incorporating the Laplacian in the regularization term. We showed that this results in a simple modification to the original logistic regression solution and update using the efficient newton-raphson approach for finding the zeros of the gradient.
• We developed an approach to incorporate the graph Laplacian regularization in kernel logistic regression, which uses a basis expansion to allow nonlinear functions of the variables, similar to support vector machines.
• We performed a comprehensive experimental evaluation, showed that Laplacian regularized logistic regression is an effective method for incorporating the graph structure in the prediction problem, evaluated these methods on synthetic and real world data sets and compared the performance of the methods to competing methods including support vector machines and unregularized logistic regression.
The rest of the paper is organized in the following way. Section 2 discusses related work. Section 3 presents background information and detailed discussion of our algorithms. Section 4 presents the experimental study of our algorithms as compared to competing methods. Finally we give a short conclusion and a discussion of the future work.
Related Work
We use logistic regression as our framework for building classification models for aligned graph classification; logistic regression has also been used extensively for scientific data analysis. For example, sparse logistic regression was proposed to perform gene selection in [24] , a partial least squares with penalized logistic regression algorithm was proposed for high-dimensional, small-sample problems in [7] , and in [16] logistic regression is used for feature selection. The approach of [24] has been recently improved in [2] using Bayesian regularization, and applied to the problem of cancer classification, and an L 2 penalized logistic regression method for classification was proposed in [31] .
In bioinformatics research there has recently been much interest in using computational methods to associate groups of genes such as groups defined by biological pathways (graphs) with a clinical outcome such as a disease. For example, a statistical method for determining if a group of genes is significantly related to a clinical outcome by calculating a p-value for the group was proposed in [8] . Another statistical test, the Multidimensional Cluster Misclassification test (MCM-test), was proposed in [15] for associating pathways with disease outcomes by modeling expression values for a group of genes as fuzzy sets for each outcome and using the membership of the genes in the fuzzy sets to determine significance. For the similar problem of selecting significant pathways and performing classification, a random forest approach was proposed in [20] . For the problem of detecting gene-gene interaction, an L 2 regularized logistic regression method was proposed in [21] .
Our work is different from existing work in that we use a general graph to capture relationship between features. In our method we consider a graph as a manifold and we factor in the graph topology using graph Laplacian as a regularization factor. Hence the key insight is that the conditional probability distribution, as evaluated in the logistic regression, varies smoothly along the manifold representing a graph.
3 Methodology 3.1 Background and Notations. A graph G is described by a finite set of nodes V and a finite set of edges E ⊂ V × V . In most applications, a graph is labeled, where labels are drawn from a label set λ. A labeling function λ : V ∪ E → Σ assigns labels to nodes and edges. In node-labeled graphs, labels are assigned to nodes only and in fully-labeled graphs, labels are assigned to nodes and edges. In this paper, we consider node labeled graphs only since nodes represent features for a sample.
Following convention, we denote a graph as a quadruple G = (V, E, Σ, λ) where V, E, Σ, λ are explained before. We represent a graph with n nodes using its adjacency matrix ξ = (ξ i,j ) 
Clearly the aligned relation is (i) reflective, (ii) symmetric, and (iii) transitive and hence an equivalence relation. A group of graphs is aligned if the graphs in the group are pair-wise aligned.
Example 3.1. In Figure 1 
with a binary relation defined on the 4 features.
Logistic Regression.
Before we introduce regularized logistic regression, we briefly overview basic logistic regression [9] . Logistic regression fits a sigmoid
, representing the probability the class label takes value 1 given the data sample has values x and the parameters are β, to the training data, here we use x to de- Figure 1 : Three aligned graphs note a data vector with an additional feature value of 1 concatenated to the beginning for convenience (to incorporate the intercept). Using the training data we find the parameters β that best fit the data, and can then use the sigmoid function to map any future data vector to a value in [0, 1]. The fitting is achieved by maximizing the log-likelihood of the data (which we will denote as ( β), as it is a function of the parameters β),
)}, which can be expressed as:
, by setting the gradient,
)} , equal to 0. We then find the zeros using an iterative process, the Newton-Raphson algorithm, which requires taking the second derivative of the log-likelihood. We express the derivative and second derivative of the log-likelihood in matrix form so that the update becomes:
which is:
where p is a column vector with
, where diag(p) signifies a diagonal matrix with diagonal entries W ii = p i and all other entries set to 0, and 1 is a column vector of ones, with dimension N . With the new beta calculated with equation 3.3, the probabilities are recalculated (p and W updated), and the process repeats until convergence, measured by the entries of W becoming close to 0 or by the change in β becoming close to 0, using some small threshold value.
Thus for each data vector, we learn a set of parameters β, and can then map each data vector to a probability of class label. We can threshold the output from the logistic regression at 0.5 to obtain the predicted class.
Laplacian-Norm Regularized Logistic Regression.
Here we incorporate graph Laplacian as a regularization term in the logistic regression. Before we talk about regularized logistic regression, we define graph Laplacian and normalized graph Laplacian.
For an undirected graph G with the adjacency matrix ξ, the Laplacian L of G is:
Where D is the density matrix of ξ,
where
The normalized Laplacian is L = D 
The new gradient is given by:
The new hessian is given by:
And the new newton-raphson update is given by:
Graph Regularized Kernel Logistic Regression. Kernel logistic regression works by introducing a basis expansion so that
) is a kernel function implicitly defining a Hilbert space and a feature mapping. In order to keep our Laplacian-regularization framework intact, we define a second method. Since the parameters are translated to the feature space, i.e. from β varying over the p features (vertices) in the input feature space to α varying over the n features in the kernel space, the original constraints on the graph structure are lost for the parameters α. Thus, in order to include the Laplacian regularization in the kernel space it is necessary to translate the graph structure from the input feature space to the kernel feature space. Essentially we want to define a new weighted graph structure between the n-samples such that the similarity function between two samples is regularized by the original graph structure (the original graph Laplacian in our framework). This is a similar idea to semi-supervised learning where we define an underlying similarity graph from the data. Here we want the graph created to impose similarity based on the closeness for matching vertices and the smoothness over the vertices.
In order to derive a similarity graph to regularize the alpha parameters, we estimate a sample similarity function that itself is regularized by the Laplacian of the original graph. We start with an edge of weight 1 between each training sample with the same label, of weight 0 (no edge) otherwise, a rough graph with connections between all samples of the same class. To incorporate the original graph structure, we train a logistic regression model to predict probabilities of link connections that is regularized by the original graph Laplacian. To do this we use a similarity measure (in the form of a Gaussian kernel function) between each pair of aligned vertices in the original graph, and fit a set of logistic regression parameters, using the Laplacian regularization. This translates the binary edge existence function to a weight that is regularized by the original graph structure, in effect smoothing the similarity function over the original graph structure.
To select the vertex-wise similarity parameter (width of the Gaussian) and the regularization parameter, λ, one option is to perform a cross-validation grid search with the training data, enforcing only that the thresholded output correctly predicts the link. In this way, the values can still vary smoothly. However, the number of samples in this case becomes (n 2 − n)/2 (for n training samples), since each pair of training samples becomes a new training sample for the edge prediction function, so performing the multiple iterations with this higher sample size set can be time consuming. As an alternative, we only perform the logistic regression once by setting σ equal to the standard deviation for each feature and using a high λ value to strongly enforce the regularization term (two times the number of new training samples), avoiding the lengthy grid search process.
In this way we can achieve our goal of creating a new graph structure in the kernel feature space that is still regularized by the original graph structure in the input feature space. Figure 2 shows a comparison of the rough, original similarity matrix to the derived similarity matrix for 90 training samples from a synthetic data set. The original structure can still be seen in the regressed similarity matrix (e.g. the cross shape) but this structure is softened (regularized). Since the regularized kernel logistic regression method described in the previous section is time-consuming to perform in full, we explore another kernel logistic regression method for learning nonlinear class boundaries as an alternative, local logistic regression. The motivation is that often we may desire a model that does not find a global fit to the data, but rather a local fit, similar to the nearest neighbor method and local linear regression method. In this case local logistic regression can be used. Local logistic regression results from a simple modification to the original logistic regression formulation; each sample is weighted by how close it is to the input test sample using some smoothed distance function such as the Gaussian kernel, when the model is fitted. This is described by the following weighting of the like- diag( γ)( y − p) ). Here increasing the kernel width σ results in moving closer to the global solution.
In the subsequent discussion for simplicity, we refer to the logistic regression method as "LR", the Laplacian-regularized logistic regression method as "LREG", the L 2 norm regularized logistic regression method (with L equal to the identity matrix) as "L2", the kernel logistic regression as "KLR". Similarly, we refer to the unregularized local logistic regression method as "LOC LR", the the L 2 norm regularized local logistic regression method as "LOC L2" and the Laplacian-regularized local logistic regression method as "LOC LREG". We generated synthetic test data for an undirected graph with 19 vertices described by the 4 arbitrary created pathways shown in figures 3(a) -3(d), which specify the binary relationships between the given variables. For our tests we assume all we know is the existence of a relationship between the variables and form the corresponding undirected graph and 19x19 adjacency matrix. To generate data, the graph class is labeled 1 if at least 2 pathways "produce" (take value) 1, otherwise it is 0. A pathway "produces" 1 if all the node values along any path from a start node (at the left) to an end node of the path are greater than 0.5, otherwise it produces 0. Examples are given in figures 3(e) and 3(f). We indicate a path with all values greater than 0.5 in Figure 3 (e) by small arrows. In Figure 3 (f) we show a broken path since node (3) has value 0.3 which is less than 0.5. Thus the pathway in Figure 3 Next, we consider microarray gene expression data classification: given a set of samples of gene expression values and the associated class labels (e.g. disease or no disease), learn a classification model to predict the label of a test sample using its gene expression values as features. We can view the microarray classification task as an aligned graph classification task by considering the biological pathway structures associated with the genes. Here each pathway related to the outcome of interest is represented by an undirected graph with vertices as genes and edges representing the existence of relations between the genes such as protein-protein interactions resulting in activation or phosphorylation. To obtain the aligned graph structures for our experiments, we extract pathway graphs from a standard source of biological pathway information, the internet-accessible KEGG pathway database [12] .
Since incorporating pathway structure in the learning process for pathways that are not related to the outcome of interest would not be expected to improve performance, and to avoid testing every pathway, we first perform external pathway selection. Determining which pathways are related to a particular outcome could be performed separately by any number of methods, e.g. searching through scientific literature for known related pathways, or using a computational statistical test tool; we use a readily-available method provided as a prebuilt statistical package, the global test [8] method which tests if a group of variables are significantly related to an outcome of interest (the idea of incorporating grouped variable selection into our Laplacian regularized framework is an area of future work). We use global test with the pathway gene expression data paired with the outcome labels to obtain a top candidate list of pathways from the KEGG database; the pathway structures of the selected pathways form the aligned graphs used for evaluating our algorithms.
We used the following three data sets for our experimental study:
• Diabetes Data: The first microarray data set we include is a microarray data set related to diabetes, obtained from [19] (available online at http://www.broad.mit.edu/mpg/oxphos/). The data set contains the gene expression values of 22, 280 genes for 44 different subjects, 17 with type 2 diabetes (DM2), 17 with normal glucose tolerance (NGT) and 10 with impaired glucose tolerance (IGT). As in [15] , we use only the samples of subjects with type 2 diabetes and those with normal glucose tolerance, resulting in a total of 34 samples. We use the global test method to estimate related pathways; we select all pathways found to be related to the diabetes outcome by the global test method with a significance p-value of less than 0.1 and keep those that have an associated graph structure, resulting in the 14 pathways shown in table 1. In evaluating the aligned graph classification methods, their performance on the Insulin Signaling Pathway is of particular interest, since aside from the global test results, we would expect this pathway to be related to the diabetes disease, and as such can be more confident that the pathway is related to the outcome in this case.
• Breast Cancer Data: The next data set we use is a microarray gene expression data set for human breast cancer samples [5] ; in this case there are 118 breast tumor samples and we select the "alive at endpoint" factor as the class label, resulting in 41 positive samples and 77 negative samples. We once again use global test to select related pathways, however since only 3 pathways were found with pvalue less than 0.13, we select the pathways with graphs from the top 20, resulting in 14 pathways.
• Yeast Data: The final data set is a microarray data set for yeast [18, 22] ; here the gene expression values are measured across 18 independent samples of (Saccharomyces cerevisiae) yeast cultures, and the goal is to classify whether or not a sample was grown with irradiation (6 samples are labeled as Irradiated, I, and 12 as Not Irradiated, NI). Since the data set was much smaller (around 6, 000 genes), we obtained results for all pathways we were able to make graphs for, a total of 94 pathways.
In addition we applied pre-processing to handle missing values by replacing feature values with the average value for that feature if at least 80% were not missing, otherwise we removed the feature.
Evaluation Criteria.
We use several approaches to evaluate the performance of the graph classification methods. For the synthetic data we perform 100 trial iterations using a hold-out approach, generating a new sample set from the given graph and using a fixed fraction of the 100 samples for the training data and the remainder for testing, taking the average and standard deviation of the performance criteria across the trials. For the diabetes data set, we average the performance across 30 iterations of ten-fold cross-validation [14] , and for the breast cancer data set, 30 iterations of five-fold cross-validation, since there are more samples. For the yeast data, we estimated performance using two approaches, due to the small data set size and imbalance of labels. For the first approach, we generate 50 training and test sets by generating all 50 unique partitions of the positive class such that at least 2 samples from the positive class (I) are in each set, and randomly partition the data from negative class (NI) so that the training set always has 10 samples. The other approach we used was bootstrap sampling, the ".632+" bootstrap estimator (see [9] for more details), using 100 bootstrap data sets.
For all the experiments, we estimate the accuracy and performance for our new Laplacian regularized logistic regression method (LREG) and compare it to five other methods, which only use the feature values of the graphs: previous logistic regression methods, including unregularized logistic regression (LR), L 2 norm regularized logistic regression (L2), and kernel logistic regression (KLR), and support vector machine methods which include a linear kernel support vector machine (SVM LIN) and a Gaussian radial-basis function (RBF) kernel support vector machine (SVM RBF) (see, e.g., [9] for more information about these common classifiers). In addition, for our synthetic experiments and for the key diabetes pathway, we include results for the Laplacian regularized local logistic regression (LOC LREG) along with the unregularized local logistic regression (LOC LR) and an L 2 norm regularized local logistic regression (LOC L2). We implemented the logistic regression methods in Matlab and used a Matlab toolbox implementation for the support-vector methods. To select parameters for all aligned graph classification models where needed (specifically λ for the various regularized logistic regression methods, σ for the kernel logistic regression methods and RBF SVM method, and C for the SVM methods), we perform a cross-validation grid search with the training data using a course-to-fine grid approach as in LibSVM [4] .
In addition to accuracy, we include three other common performance criteria as described in the following list:
1. Accuracy (ACC):
Matthews Correlation Coefficient (MCC):
3. Sensitivity(SEN):
Specificity (SPE):
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In this description, FP denotes "false positive," a negative instance that was classified as positive, TP denotes "true positive," a positive instance that was classified as positive, TN denotes "true negative," a negative instance that was classified as negative, and FN denotes "false negative," a positive instance that was classified as negative.
Additionally, since the average accuracy of one method may be better than another, but the standard deviation could be too high to distinguish if the method performed better consistently across test iterations, we perform a paired t-test at the five percent level between the 100 test accuracies for each method, to determine if a method's higher accuracy can be considered statistically significant. For the real-world data sets with the cross-validation, the t-test is across the number of iterations, 30.
Synthetic Data Classification Results.
The first set of results shows the performance criteria averaged over 100 iterations of a 60% hold-out, so that for each iteration, 100 samples were generated from which 40 samples were randomly selected for training, 60 for testing (the samples were selected so that at least onethird of each class was present). These results are shown in table 2, with the best method for each criteria shown in bold (results for the local logistic regression methods are not included in this table to save space, but are shown in figure 4). We performed a paired t-test at the five percent level on the accuracies obtained from the 100 runs, and found that the LREG method is performs significantly better in terms of accuracy (the null hypothesis of same mean of distribution is rejected) than all of the other methods. Similarly, all the regularized methods are found to perform significantly better than the unregularized logistic regression (LR). These results are shown in table 3, in which a significance was found using the paired t-test between the method in each row and column, a 1 indicating a significant difference with a positive 1 indicating the method in the row had a higher average accuracy than the method in the column and a negative 1 lower, and a 0 representing that the null hypothesis could not be rejected. Table 3 : Paired t-test results on synthetic test data across 100 iterations, between each pair of methods. A positive 1 indicates the method in the row performed significantly better on average than the method in the column, a negative 1, worse, and a 0 that the difference in performance of the two methods was not statistically significant according to the t-test at the 5% level.
The next set of results, figure 4 , shows the relationship between accuracy and the size of the training set used, obtained by running the experiments with each hold-out percentage (100 iterations as before). As can be seen the Laplacian regularized method (LREG) outperforms the others consistently, but the performance gain is greatest with smaller training sample size. While the other methods converge to a lower value at the smallest training sample size tested (10 training samples), the Laplacian regularized method maintains a 5 percent higher accuracy. We also included results for the local logistic regression methods, for the first 4 training set sizes. Here we see that the L 2 regularized local logistic regression (LOC L2) is a significant improvement over the unregularized local logistic regression (LOC LR), and that the Laplacian regularized local logistic regression (LOC LREG) significantly outperforms both. For small samples, regular Laplacian regularized logistic regression (LREG) outperforms LOC LREG, which in turn outperforms the other methods, but with increasing sample size the LOC LREG method achieves comparable performance. While in general, the results obtained for the local logistic regression method using a nonlinear similarity function were worse than the methods with linear models, the results were not far off. We included these results to show the plausibility of using the Laplacian regularized local logistic regression to incorporate aligned graph structure for those cases where a nonlinear boundary is desired or known to exist. Figure 5 shows the variation of the accuracy of the Laplacian regularized logistic regression method (LREG) with respect to the regularization weight, λ, obtained by averaging over 100 iterations as before with a training set size of 40. We also include the results for the L 2 regularized logistic regression (L2) for comparison as well as the constant result for unregularized logistic regression as a baseline. From the results we see that the LREG method's performance varies in a similar way to the L2 method's performance with respect to the regularization parameter for this experiment, and additionally that in this case it is safer to overestimate the value of the regularization parameter than underestimate, since accuracy increases steadily until about λ = 2 4 at which point it remains close to the highest value reached. For the real-world data classification results, we show the results for each pathway, i.e. by treating the set of data for each pathway as an aligned graph classification problem. Thus, for example, for data with 14 pathways we in effect have 14 data sets. For the diabetes data, we performed 30 iterations of ten-fold cross-validation to estimate the performance of each method for each pathway. The results of each method for each pathway are shown in figure 6 , in which each point on the x-axis represents a pathway, and each point on the y-axis the average accuracy.
For the 14 pathways, the Laplacian regularized method (LREG) performed significantly better than the rest for 2 of the pathways, as did the linear SVM (SVM LIN); the other methods did not perform significantly better than the rest of the methods for any of the pathways, except for the kernel logistic regression method (KLR) for 1 pathway. Furthermore, the only pathways for which the LREG method performed the worst were those for which all the methods had 50 percent accuracy or worse. We suspect one reason the Laplacian regularized method did not perform significantly better on all pathways is that many pathways are likely unrelated to the disease outcome, or some of the genes in a given pathway are related, but as a part of a different pathway instead of the given pathway, in which case the Laplacian regularized method would not be expected to improve the performance. Thus we take a closer look at the Insulin Signaling Pathway which we reason is one pathway that is more likely to be related to the diabetes disease outcome. For this pathway we also include results from the local logistic regression methods. The results for the Insulin Signaling Pathway are shown in table 4, the best score for each criteria is shown in bold. For this pathway, the Laplacian regularized logistic regression (LREG) performed the best for all criteria. We also see that for this pathway the Laplacian regularized local logistic regression outperformed the other kernel methods, and for each method adding regularization improved the performance. By performing paired t-tests as with the synthetic data, we see that the improvement from the LREG method was statistically significant (table 5) .
In general in our experiments, the linear logistic regression methods, LR, LREG, and L2 had comparable training time to the support-vector machine methods, and were in many cases faster. However the kernelbased logistic regression methods, KLR and LOC LR, LOC L2, and LOC LREG usually took longer to train, KLR due to calculating the basis expansions and a slower convergence of Newton's method, and the local logistic regression took longer since the regression process had to be repeated for each test point, since the weights γ i assigned in the optimization were based on the kernel similarity of the tests point to the training points. Thus due to time constraints, we do not include results for these kernel-based methods for all data sets. Next, we show the results for the breast cancer data in the same graph form as the diabetes data in figure  7 . In general the less regularized logistic regression such as L 2 regularized logistic regression performs as well as unregularized logistic regression; the Laplacian regularized logistic regression did not outperform all of the other classifiers for any pathway. We suspect that, since the pathways themselves are not known for certain, the relation to the known pathways to the disease may not be strong and hence regularization does not help too much. To test the hypothesis, we checked the global test matches and identified that none of the pathways have p-value less than 0.05 and only the first three had p-value less than 0.10. Finally we show the results for the 94 pathways of the yeast data for the 50 partition estimate (training set size 10) in figure 8 and the ".632+" bootstrap estimate (training sets of size 18) in figure 9 , with the pathway number on the x-axis and the estimated accuracy on the y-axis. The results are similar to the diabetes results, the best performing method varies for each pathway. The Laplacian regularized logistic regression only obtains significantly improved performance for a few of the pathways. However, we might expect this since it is likely only a few of the pathways are directly related to the outcome of interest. In this case, however, we have no ground truth available for which pathways are truly related, and the methods performed similarly on the top pathways selected by global test, though even this test we would expect to be less accurate with such few samples.
Conclusion
Data with intrinsic graph topology are becoming abundant in many applications including bioinformatics and sensor network analysis. We call such data aligned graphs and in this paper, we investigate a new problem of classification on aligned graphs. We have extended the L 2 regularized logistic regression to aligned graph classification. Our experimental study demonstrates the utility of the methods in synthetic and real data sets. In the future, we will investigate dynamic graph structure, where we allow small amount of graph topology changes, in the Laplacian based logistic regression framework. 
