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Abstract 
The research-study outlined in this paper aims at examining the input method that 
involves incorporating eye-motion and eye-blink features. This has been achieved by 
analyzing the visible-light images captured without using special equipment, in order 
to make the eye-controlled input interface independent of gaze-position 
measurement. 
  This paper consists of 6 chapters, which are summarized as follows: 
  In Chapter 1, basic knowledge about eye movements has been provided. The 
conventional eye-gaze and eye-blink input methods, along with their associated 
problems, have also been described. 
  In Chapter 2, in order to evaluate the effectiveness the eye-glance input method, 
an experiment involving the eye-glance input interface has been described. This 
interface has been implemented by using an electro-oculogram (EOG). 
  In Chapter 3, detection of input for the eye-glance method has been performed, 
based on moving-image analysis of the near-eye region. Eye motions can be 
detected quantitatively to measure optical flow, since eye movement is the fastest 
movement in the facial region. As a result of the proposed discrimination experiment, 
the accuracy rate in each direction averaged to a value of about 80%. In addition, it 
was also attempted to detect voluntary eye-blinks by optical flow, so as to substitute 
eye-blinks as another form of an input channel. However, it was observed that it is 
difficult to discriminate between voluntary and spontaneous eye-blinks while using 
solely conventional feature parameters. 
  In Chapter 4, certain trends of eye-blink feature parameters have been analyzed 
for achieving voluntary eye-blink identification, by incorporating image analysis of 
the ocular region. During this analysis, changes in the number of pixels of the 
eye-opening area (extracted by image processing) were taken as eye-blink 
waveforms. Consequently, a method was developed for automatic discrimination of 
voluntary and involuntary eye-blinks, by defining integral values for eye-blinks as new 
feature parameters. As a result, an increased accuracy of about 86% was obtained. 
In chapter 5, experimental evaluations were performed to assess both algorithms 
simultaneously for identifying eye motions and voluntary blinking (as proposed in 
Chapters 3 and 4). Both algorithms were also examined for applicability as an input 
interface. 
In chapter 6, the obtained results have been consolidated and evaluated, and the 
future scope of research has been discussed. 
To summarize, this research has made it possible to construct an eye-controlled 
input interface that does not rely on gaze-position measurement. This has been 
achieved by combining the proposed image-analysis algorithm with an input user 
interface designed for each new application.
 
 
論⽂概要 
本論⽂では，注視位置測定に依存せず，かつ特別な機器を使⽤せずに撮影した可視光画像
の解析による視線⼊⼒インタフェースの実現に向け，視線の移動⽅向，および瞬⽬を併せて
⽤いた⼊⼒について検討した。 
情報機器の⼩型・⾼性能化に伴い，視線や瞬⽬など，⽬の情報を⽤いてコンピュータなど
の操作を⾏う視線⼊⼒はハンズフリーの⼊⼒⼿段として注⽬されている。既存の視線⼊⼒イ
ンタフェースの多くは⼤型の情報表⽰画⾯を想定し，指標を注視することでコマンドを⼊⼒
する注視⼊⼒⽅式を採⽤している。そのため，情報を表⽰する画⾯が⼩さくなればなるほど，
注視位置測定に要求される測定精度が⾼くなってしまう。結果として，⼩型の情報端末にお
いて⽤いることのできる視線⼊⼒インタフェースは実現していない。 
注視⼊⼒⽅式による視線⼊⼒インタフェースではコンピュータの操作を全て視線で⾏お
うとすると，視線を向けたコマンドすべてが選択されてしまうという，いわゆる Midas 
Touch 問題が存在する。そのため，⼊⼒のための注視であることを判定するための静⽌時間
が⼊⼒速度のボトルネックとなってしまう。これを解決するため，先⾏研究において，視線
の移動⽅向を限定し，組み合わせることで多選択肢の⼊⼒を⾏う Eye Glance ⼊⼒⽅式が提
案されている。そこで，眼球電図（EOG）と単純な多選択肢 UI からなる Eye Glance ⼊⼒
インタフェースを構築し，視線⼊⼒インタフェースとして実⽤する際の妥当性を実験により
検証した。その結果，同程度の選択肢数の⼊⼒において，従来の注視⼊⼒⽅式と同程度の精
度・速度で⼊⼒可能であることを確認した。この結果は使⽤者の UI に対する習熟によって
⼊⼒精度・速度の向上が期待できることを⽰唆している。 
⼀⽅，⽂字⼊⼒やアプリケーションの操作といった複雑なコマンド⼊⼒を想定した場合，
視線移動に全ての機能を割り当てるのではなく，取消，決定，機能シフトといった直接の⼊
⼒指⽰を補助する役割を担当するような別の⼊⼒チャンネルを設定することが望ましい。そ
こで，補助的な役割を担当するチャンネルとして，視線移動とは独⽴に，on/off の⼊⼒スイ
ッチとして扱われることの多い，瞬⽬を組み合わせる。瞬⽬は⼀般に，随意性，反射性，⾃
発性の 3 種類に分類される。このうち，⾃⾝が意図して⾏う随意性瞬⽬のみを⾃動的に抽出
できれば，瞬⽬を⼊⼒スイッチとして⽤いることができる。しかしながら，瞬⽬は⾼速な動
作であるため，⼀般的なビデオカメラで撮影された動画像から随意性瞬⽬を⾃動識別するこ
とは困難を伴う。 
 
 
このような背景から，本論⽂では，⼩型の情報端末での使⽤を想定し，特殊な計測機器を
使⽤せずに可視光による眼球近傍画像の計測のみによる Eye Glance ⼊⼒と瞬⽬⼊⼒を併
せた⼊⼒を実現するための解析⼿法を提案する。具体的には，ビデオカメラによって撮影さ
れた眼球近傍画像から視線移動を検出する⼿法，随意性瞬⽬の⾃動識別を⾏う⼿法，および
これらの⼿法を併せて⽤いた場合の処理⼿順を検討した。 
本論⽂は全 6 章により構成され，各章の要旨は以下の通りである。 
第 1 章では，これまでの視線⼊⼒の概要を述べ，本研究の⽬的とその概要について述べる。 
第 2 章では，眼球運動に関する基礎的な知識を解説し，従来の視線⼊⼒⽅式，および瞬⽬
の概要とその問題点を述べる。また，本研究で⽤いる Eye Glance ⼊⼒⽅式とその有効性に
ついて，EOG を⽤いて実装した Eye Glance ⼊⼒インタフェースによる評価実験の結果を
述べる。 
第 3 章では，Eye Glance ⼊⼒⽅式を眼球近傍領域の動画像を解析することにより実現す
る⼿法を提案する。眼球の動きは顔において最も早い動きであることに着⽬し，オプティカ
ルフローを計測することによって，視線移動を定量的に検出する。加えて，⽔平・垂直⽅向
成分の増減から，視線移動⽅向の識別を⾏う。実験により評価を⾏ったところ，各⽅向の識
別率は全体を平均して 80%程度となり，EOG を⽤いて実装した Eye glance ⼊⼒インタフ
ェースに迫る⼊⼒精度を得た。また，瞬⽬を⼊⼒チャネルとして⽤いるため，オプティカル
フロー計測による瞬⽬種類識別を試みた。眼球近傍画像の時間的な変化を波形として捉える
ことで，瞬⽬の形状特徴量を計測することができる。しかしながら，実験の結果，提案⼿法
における解析では，従来の瞬⽬特徴量を⽤いた識別は困難であることを確認した。 
第 4 章では，眼球近傍画像解析による随意性瞬⽬識別を実現するため，形状特徴量の出現
傾向の分析を⾏った。分析では，眼球開⼝部を画像処理によって抽出し，その画素数の変化
を瞬⽬波形として捉える。また，分析の結果から，瞬⽬時積分値を新たな形状特徴量として
定義することで，随意性と不随意性の⾃動識別を⾏う⼿法を開発した。加えて，提案⼿法を
実験により検証したところ，⾼い精度で瞬⽬種類の識別ができることを確認した。 
 第 5 章では，第 3 章と第 4 章で提案した視線移動と随意性瞬⽬を識別するアルゴリズムを
併せて⽤いる際の課題を実験により評価し，⼊⼒インタフェースとしての応⽤を検討する。
それぞれの検出システムを単純に並列動作させた場合，誤検出などによって全体の識別率が
低下すると予想される。そこで，それぞれの検出システムを並列に動作させ，オンラインで
 
 
Eye glance ⼊⼒と随意性瞬⽬の検出・識別を⾏う実験システムを試作し，実験システムの
出⼒結果を決定するアルゴリズムを検討した。実験の結果，視線移動の識別結果を確定した
後に随意性瞬⽬の判定を⾏った場合において最も識別率が良く，概ね視線移動と瞬⽬をそれ
ぞれ⾃動的に識別可能であることを確認した。 
第 6 章では，本研究で得られた結果を整理し，研究の成果を評価する。また，今後の研究
の展望について述べる。本研究の成果として，提案する眼球近傍画像の解析アルゴリズムを
⽤途ごとに設計した⼊⼒ UI と組み合わせることで，注視位置測定に依存しない視線⼊⼒イ
ンタフェースの構築が実現可能となった。 
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1.  序論 
 情報機器の発展はめざましく，⾼性能化，安価化によってコンピュータは現代社会に広く
普及している。最近では従来のような個⼈⽤の汎⽤計算機だけではなく，スマートデバイス
やウェアラブル端末といった⼩型の情報端末も既に珍しくはなくなった。こうした⼩型の情
報端末は個々のユーザ・コンテクストに最適化することで，現代の⽣活には⽋かすことので
きない⽇常のツールとなりつつある。その⼀⽅で，コンピュータへの⼊⼒インタフェースは
従来と変わらず，マウスやキーボードといったハードウェアと GUI（Graphical User 
Interface）のような⼊⼒のサポートを⾏うソフトウェアを組み合わせて⼊⼒操作を⾏うこ
とがほとんどである。これは近年の⼩型の情報端末に関しても同様であり，タッチパネルと
ソフトウェアキーボードなどを組み合わせることで操作を⾏うことが多い。しかしながら，
これらの⼿指を⽤いることを前提に設計された⼊⼒インタフェースは運動機能の障害や両
⼿を使った作業の間など，何らかの理由で両⼿を使えない状態では情報端末への⼊⼒ができ
なくなる。また，情報端末が⼩さくなれば⼩さくなるほどに操作の難易度が上がって⾏くこ
とが予想される。このような理由から，ハンズフリーの⼊⼒インタフェースが必要とされて
いる。 
 ハンズフリーの⼊⼒⼿段のひとつとして，視線や瞬⽬など，⽬の情報を⽤いてコンピュー
タなどの操作を⾏う視線⼊⼒が注⽬されている。視線⼊⼒インタフェースは⾳声⼊⼒を⽤い
ることが困難な騒⾳の⼤きい場所や病院などの静粛性を求められる場所でも⽤いることが
可能であるため，持ち歩くことの多い⼩型の情報端末の操作⽅法として適している。既存の
視線⼊⼒インタフェースの多くは⼤型の情報表⽰画⾯を想定し，指標を注視することでコマ
ンドを⼊⼒する注視⼊⼒⽅式を採⽤している。そのため，情報を表⽰する画⾯が⼩さくなれ
ばなるほど，注視位置測定に要求される測定精度が⾼くなってしまう。結果として，⼩型の
情報端末において⽤いることのできる視線⼊⼒インタフェースは実現していない。そこで本
研究では，注視位置測定に依存しない，画像解析による視線⼊⼒インタフェースの実現に向
け，視線の移動⽅向，および瞬⽬を⽤いた⼊⼒について検討を⾏った。⼀般的なビデオカメ
ラから撮影された眼球近傍領域の動画像から画像処理によって視線移動や瞬⽬を計測する
⽅法を考案し，これら視線と瞬⽬の情報を組み合わせることで操作⾃由度の向上を図りつつ，
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⾮接触かつ容易に⽤いることのできる⼊⼒インタフェースを実現するための画像解析⼿法
について検討を⾏う。 
 先⾏研究において，視線の移動⽅向を限定し，組み合わせることで多選択肢の⼊⼒を⾏う
Eye Glance ⼊⼒⽅式が提案されている。しかしながら，その⼊⼒性能の評価は⾏われてい
なかった。そこで，本論⽂でははじめに，視線⼊⼒インタフェースとして実⽤する際の妥当
性を検証する。実験では，先⾏研究において構築された眼球電図(EOG: Electrooculography）
と単純な多選択肢 UI(User Interface)からなる Eye Glance ⼊⼒インタフェースを⽤い，⼊
⼒性能の評価を⾏った。その結果，同程度の選択肢数の⼊⼒において，従来の注視⼊⼒と同
程度の精度・速度で⼊⼒可能であることを確認した。注視⼊⼒では⼊⼒に際して注視である
ことを判定するための静⽌時間が必要となるため⼀回の⼊⼒時間が⻑くなってしまう，いわ
ゆる Midas Touch 問題が存在する。⼀⽅で Eye Glance ⼊⼒⽅式ではこの問題は無く，使
⽤者の UI に対する習熟によって⼊⼒精度・速度の向上が期待できることが⽰唆された。 
この結果から，実際に⾮接触な Eye Glance ⼊⼒インタフェースを開発するため，ビデオ
カメラによって撮影された眼球近傍画像から視線移動を検出する⼿法を検討する。提案⼿法
では，眼球の動きは顔において最も早い動きであることに着⽬し，オプティカルフローを計
測することによって，視線移動を定量的に検出する。加えて，⽔平・垂直⽅向成分の増減か
ら，視線移動⽅向の識別を⾏う。実験により評価を⾏ったところ，各⽅向の識別率は全体を
平均して 80%程度となり，EOG を⽤いて実装した Eye glance ⼊⼒インタフェースに迫る
⼊⼒精度を得た。その⼀⽅，⽂字⼊⼒やアプリケーションの操作といった複雑なコマンド⼊
⼒を想定した場合，視線移動に全ての機能を割り当てるのではなく，取消，決定，機能シフ
トといった直接の⼊⼒指⽰を補助する役割を担当するような別の⼊⼒チャンネルを設定す
ることが望ましい。 
 そこで，補助的な役割を担当するチャンネルとして，視線移動とは独⽴に，on/off の⼊⼒
スイッチとして扱われることの多い，瞬⽬を組み合わせることを検討する。瞬⽬は⼀般に，
随意性，反射性，⾃発性の 3 種類に分類される。このうち，⾃⾝が意図して⾏う随意性瞬⽬
のみを⾃動的に抽出できれば，瞬⽬を⼊⼒スイッチとして⽤いることができる。しかしなが
ら，瞬⽬は⾼速な動作であるため，従来は種類識別を⾃動的に⾏うことは困難であった。そ
こで，⼀般的なビデオカメラを⽤いた瞬⽬種類識別の⽅法を模索するため，瞬⽬種類ごとの
形状特徴量の⽐較を⾏った。ビデオカメラによって撮影された眼球近傍画像から眼球開⼝部
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を画像処理によって抽出し，その画素数の時間的な変化から瞬⽬を波形として捉えることで，
瞬⽬の形状特徴量を計測することができる。実験から，従来瞬⽬種類の切り分けに⽤いられ
てきた形状特徴量である瞬⽬持続時間を⽤いた⾃動識別は困難を伴うことが確認された。そ
こで，瞬⽬持続時間と画素数の振れ幅から算出できる，瞬⽬時積分値を新たな形状特徴量と
して定義し，随意性と不随意性を⾃動的に識別する⽅法を提案する。また，提案⼿法を実験
により検証したところ，約 86％という⾼い精度で瞬⽬種類の識別ができることを確認できた。 
 そこで，提案した Eye Glance ⼊⼒の検出アルゴリズムと瞬⽬種類の識別アルゴリズムを
並列に動作させ，オンラインで Eye Glance ⼊⼒と随意性瞬⽬の検出・識別を⾏う実験シス
テム試作した。このとき，両⽅の検出器の単純な並列動作では誤検出などによって全体の識
別率が低下してしまう。そこで，試作システムの出⼒結果を決定するアルゴリズムの検討を
⾏う。実験により，試作システムの評価を⾏ったところ，⼊⼒を検出した場合には，視線移
動の識別を確定した後に随意性瞬⽬の判定を⾏った場合において最も識別率が良く，概ね視
線移動と瞬⽬をそれぞれ⾃動的に識別可能であることが判った。⼀⽅で，その信号特性から，
特定の視線移動と瞬⽬との識別が難しい状況も場合によって存在することが判明した。 
 これらの結果から，注視位置測定に依存しない視線⼊⼒インタフェースの構築が実現可能
となったので，提案する眼球近傍画像の解析アルゴリズムについて報告する。 
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2.  眼球運動計測と視線⼊⼒ 
2.1.  眼球運動の計測⽅法 
 眼球運動を測定するための代表的な⽅法としては，眼球電図法(EOG)，強膜反射法，⾓膜
反射法があげられる。 
2.1.1.  眼球電図法(EOG 法) 
 眼球の⾓膜側は網膜側に対して 10〜30μV 程度の電位を持つ。この特徴を利⽤して眼球近
傍の⽪膚に電極を装着し，⾓膜網膜電位の差を計測することで眼球運動を記録する⽅法が眼
球電図法である [1]。正中線にある視対象を注視している時，⾓膜側と網膜側の電位は相殺
され，電極間に電位差はない。また，眼球が右を向くと右側の電極が正⽅向の電位に，左側
の電極が負⽅向の電位となる。眼球運動と EOG 電位の⼤きさとの間には 20deg までの範
囲ではほぼ線形である。⽔平⽅向は 1 度あたり約 15μV の電位を検出することができ，これ
を利⽤して眼球⾓度の推定を⾏うことができる。 
2.1.2.  強膜反射法 
 眼球に⾚外線などを照射して得られる強膜と虹彩及び⾓膜の反射率の違いから眼球運動
を計測する⽅法を強膜反射法と呼ぶ。 
2.1.3.  ⾓膜反射法 
 強膜反射法と同様に，眼球に⾚外線などを照射し，⾓膜上の反射点位置の変化から眼球運
動を計測する⽅法を⾓膜反射法と呼ぶ。また，⾓膜表⾯の反射光と⾓膜内部の反射光を組み
合わせて位置検出を⾏う⽅法もある。 
2.2.  眼球運動の性質 
⼈間は網膜に投影された画像情報（網膜像）に基づいた視覚情報処理を⾏うことで外界の
状況を知り，⽂字や状態を認識することができる。しかし，⾼度な視覚情報処理は中⼼窩と
呼ばれる網膜中⼼部のごく狭い領域に限られるため，⽂字や画像など，より興味を持った処
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理対象を⾃ら中⼼窩に移動させる。また，静⽌した状態では網膜像が消失し，認知できなく
なるため，中⼼窩への移動後もわずかに眼球を振動させることで静⽌網膜像の⽣成を防ぐ。
こうした⽬的で⼈間が眼球を移動させることを眼球運動と呼ぶ。眼球運動は外眼筋による眼
球の回転運動であり，その⽬的や特性からいくつかの種類に分類される。このうち，眼球単
独での運動はサッケード，スムースパーシュート，固視微動の 3 種類である [2] [3]。 
2.2.1.  サッケード 
サッケードは注⽬する視覚情報に対して随意的に⾼速に視線を移動させることで中⼼窩
の⽅向を合わせるための動作である。サッケードに要する時間は 20〜70ms であり，サッケ
ードの⼤きさが増すにつれて持続時間も⻑くなる。サッケードの速度は極めて速く，視⾓度
で 300~500deg/sec と⾔われる。また，サッケード中はサッケード抑制がはたらき，外界
の視覚情報の獲得および処理が⾏われず，視覚情報の処理レベルが低下する。このため，⼀
度サッケードを⾏うと視線が移動されるまで停⽌しない。そのため，視線の移動距離が⼤き
い場合，⽬標の位置に移動するまでに何度かのサッケードを繰り返すことがある。このとき，
最初のサッケード終了から次のサッケード（補正サッケード）を開始するまでの合間に眼球
運動の停⽌時間（眼球停留）が存在する。眼球停留は通常 150〜500ms の範囲にある。 
2.2.2.  スムースパーシュート 
 視線がゆっくりとした運動対象を追跡するときには滑らかで低速な眼球運動が⽣じる。こ
れをスムースパーシュートという。通常 30deg/sec 以下の低速な運動であり，それ以上の
⾼速な対象を追う場合にはサッケードが混⼊する。また，追跡すべき動作対象がないときに
意識的に⾏うことは難しく，注視動作を伴って⾏うことができない。 
2.2.3.  固視微動 
 本⼈の意思では眼をじっと停⽌させているつもりでも眼球は注視対象の静⽌網膜像を作
り出さないよう，⾃ら眼球を微⼩振動させる。このときの眼球運動を固視微動と呼ぶ。固視
微動は眼球停留のときにも⽣じていると考えられ，その挙動からトレモー，ドリフト，フリ
ックの 3 種類に分類される。いずれも微⼩な眼球運動であり，特にフリックはマイクロサッ
ケードとも呼ばれる。 
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2.3.  視線⼊⼒ 
⼀般的なコンピュータの操作にはマウスやキーボードといった⼊⼒インタフェースが⽤
いられている。これらの⼊⼒⽅法は使⽤者の⼿指を⾃由に使⽤できることを前提として設計
されている。そのため，両⼿の使⽤になんらかの障害を伴う場合には操作が困難である。画
⾯の表⽰を⾒ることでそのまま⼊⼒ができるインタフェース，いわゆる，視線⼊⼒インタフ
ェースは完全にハンズフリーな⼊⼒⽅式として広く研究されてきた。先⾏研究のうち，⾼野
らによる瞳孔の相対位置を⽤いた⼊⼒装置 [4]，阿部らによる視線によるマウス操作補助シ
ステム [5]，新井らによる⿊⽬中⼼検出による視線⼊⼒システム [6]，D. Pedrosa らによる
視線のジェスチャ⼊⼒システム [7]，E. Mollenbach らによるジェスチャ⼊⼒システム [8]，
伊藤らによる直接選択式の視線⼊⼒装置 [9]などでは画像解析による⽅法が⽤いられている。
⼀⽅で，先⾏研究のうち，⼤⽮らによる ALS コミュニケーション⽀援装置 [10]，R. Barea
らによる選択⽀援装置 [11]，R.Barea らによる⾞椅⼦操作装置 [12]，J. J. Tecce らによるコ
ンピュータ操作⽀援装置 [13]，⼩林らによる意思伝達⽀援装置の応⽤ [14]，A. R. Kherlopian
らによるコンピュータ操作システム [15]，C. Mondal らによる眼球運動識別システム [16]，
T. Yagi による⽂字⼊⼒システム [17]，F. B. Taher らによる⾞椅⼦操作⽀援システム [18]，加
納らによる視線による UI 選択システム [19]，Q. Ding らによるコンピュータ操作⽀援システ
ム [20]などにおいて，EOG を⽤いた視線の計測が採⽤されている。また，近年ではウェア
ラブル端末のように，マウスやキーボードによる⼊⼒の困難な⼩型コンピュータへの⼊⼒⽅
法としても注⽬されており，下⽥らの頭部装着型インタフェース(HIDE) [21]，板倉らの HMD
と EOG を⽤いた視線⼊⼒インタフェース [22]，K. Sakamoto らの AC-EOG と HMD によ
る視線移動計測 [23]などが報告されている。 
従来の視線⼊⼒インタフェースはそのほとんどがユーザの注視位置を精密に計測するこ
とで⾼い精度での⼊⼒を実現している [24]。しかしながら，ユーザの眼球運動の回転⾓度変
化から⼊⼒画⾯上の視線位置を決定するため，相対的な位置が変化してしまうと注視座標が
⼤きくずれてしまう。そのため，両者の相対位置を固定するために顎台などを⽤いて頭部が
動かないように固定しなければならない。つまり，視線⼊⼒インタフェースの使⽤には常に
⾝体の固定が必要であり，ユーザに⼤きな負担を強いていることは明らかである。また，こ
うした注視位置を⽤いた⼊⼒では，画⾯全体に⼊⼒指標を配列し，⼊⼒したい指標に意識的
な注視を⾏うことで⼊⼒選択を決定する。意識的な注視を決定するためには注視が⼀定時間，
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固定される必要がある。そのため，どれだけ⽬的とする指標の探索を早く⾏うことが可能で
あっても，⼊⼒のために注視を固定する時間は必要である。⼀⽅で，⼊⼒速度の向上のため
に注視時間を⼩さくした場合，⽬的とする指標を探索する際の無意識な注視を⼊⼒として認
識してしまう場合がある。この問題は Midas Touch 問題と呼ばれている [25] [26] [27]。探索
中の無意識な注視は視線移動に伴うサッカードの合間に⼀定時間（眼球停留）を必要とする
ため，発⽣そのものを抑制することができない。よって，⼊⼒インタフェースを設計する上
で区別する必要があるが，眼球運動を計測した際における特徴はほぼ同⼀であるため，計測
からの区別は⾮常に困難である。よって，Midas Touch 問題を回避するためには，必然的に
⼊⼒のための注視を決定する時間を⻑く設定しなければならず，⼊⼒速度，ユーザビリティ
の低下を招いている。さらに，スマートフォンのように，⼩さい情報表⽰画⾯を⽤いた場合
には，必然的に⼊⼒指標は⼩さくなり，個数も制限される。⼀⽅で，固視微動といった眼球
運動の特性から，⼊⼒指標の⼤きさには⼀定の領域が必要であり，仮に極限にまで⼩さくし
たとしても，より精密な注視座標の計測を必要とするため，その要求精度は著しく⾼くなっ
てしまう。 
こうした問題から，従来の視線⼊⼒インタフェースは使⽤状況が限定されてしまい，簡易
な装置，⼩型コンピュータの⼊⼒として⽤いるには困難を伴う。このような問題を解決する
ため，視線の移動そのものを⼊⼒として扱う⼊⼒⽅式が提案されている [28]。 
2.3.1.  視線の移動⽅向を⽤いた⼊⼒⽅式 
 従来の視線⼊⼒システムは注視による⼊⼒インタフェースを⽤いる場合がほとんどであ
る。⼀⽅で，注視⼊⼒以外にも眼球の移動⽅向の違いを利⽤した⽅向⼊⼒がある。注視⼊⼒
は条件を固定した環境では精度が⾼く直感的な⼊⼒が可能であるが，現実に様々な状況で活
⽤するには困難を伴うことは既に述べた。それに対し，⽅向⼊⼒は⼤きなサッケードを検出
し，その⽅向を識別することで⼊⼒を⾏う。そのため，識別できる移動⽅向の数，すなわち
⼊⼒チャネルが限定されること，使⽤者は視対象がない状態で眼球運動を⾏うため，眼球移
動量や移動⽅向が⼀定とならず，識別精度が⼗分でないという問題がある。しかしながら，
情報表⽰画⾯の⼤⼩には識別精度が影響されないためウェアラブル端末のような⼩型コン
ピュータへの応⽤や計測機器の要求精度を考えると精密な注視位置の推定を必要としない
⽅向⼊⼒は⼗分な⽅向識別を可能とすれば⼗分に活⽤する余地があると考えられる。 
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2.3.2.  Eye Glance ⼊⼒⽅式 
 視線の移動⽅向を⼊⼒に⽤いることで⾼精度な計測でなくとも視線⼊⼒が可能となる 
[28] [29]。しかし，単純な視線移動では通常の視線移動であるのか⼊⼒を意図した視線移動で
あるのかの区別が困難である [30]。そこで，⼊⼒開始の宣⾔として斜め⽅向への視線の素早
い往復移動を⽤いる Eye Glance ⼊⼒⽅式が提案されている [31] [32]。図 2.1 に Eye Glance
⼊⼒のモデルを⽰す。⽮印の指⽰のように，中央の指標を起点として斜め⽅向の指標に視線
を移動，さらに再び中央へ視線を戻すという⼀連の往復移動を 1 回の⼊⼒として扱う。この
とき，１回の Eye glance で⼊⼒できるのは 4 選択肢に限られるが，複数回の⼊⼒を組み合
わせることで 16 選択肢，64 選択肢と選択の幅を広げることが可能である。 
 
2.4.  交流増幅 EOG を⽤いた眼球運動検出 
 本節では，交流増幅 EOG を⽤いて眼球運動を計測し，Eye glance ⼊⼒を⾃動的に検出
する⽅法について述べる。 
2.4.1.  交流増幅 EOG 
 EOG 計測には⼀般的に直流増幅が⽤いられる [33]。しかしながら，ドリフト現象によっ
て実際の注視位置と検出された位置がずれてしまう問題がある [34]。そこで，低周波数成分
 
Fig. 2.1. A model of eye glance input. 
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をカットし，EOG を交流増幅する⼿法が先⾏研究で提案されている [23]。交流増幅は電位
波形が基線に戻るが，ドリフト現象の時定数は視線移動による電位の変化よりも⼗分に遅い
ので，その影響を抑制することができる。図 2.2 に左⽅向への視線移動後に注視を⾏った場
合の⽔平⽅向 EOG の⼀例を⽰す。眼球が動いたときに⼤きな電位変動が発⽣し，その後，
電位波形が時定数の影響から基線に戻っていることを確認できる。図 2.3 に同じ電位波形の
差分波形を⽰す。差分値を求めることで視線移動が強調され，基線の移動による影響がなく
なる。ここで，⼀定の値以上の変化を検出することで視線移動を検知することができる。加
えて，視線移動時のゼロクロス波形の積分値から視線移動量を計測することができる。これ
により，眼球運動の計測が可能となる。 
 
 
Fig. 2.2. Sample data of EOG waveform 
 
Fig. 2.3. Differential waveform of EOG. 
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2.4.2.  Eye Glance ⼊⼒の検出 
 Eye Glance ⼊⼒⽅式は⼊⼒画⾯の四隅を⼀瞬⾒る際の視線移動(Eye Glance)を⼊⼒に
⽤いる。これは，中央を起点とした斜め⽅向への往復視線移動を⼊⼒動作としている。斜め
⽅向への往復視線移動は平常時にはあまり⽣起しない眼球運動であるため，⼊⼒開始の宣⾔
として⽤いることで意図しない⼊⼒を抑制できる。図 2.4 に右上⽅向に Eye Glance ⼊⼒が
⾏われた時の差分 EOG 波形の⼀例を⽰す。⽔平成分における正の値は左⽅向，負の値は右
⽅向への視線移動を表す。また，垂直成分における正の値は上⽅向，負の値は下⽅向への視
線移動を表す。図 2.4 の a 点付近は中央から右上への視線移動，d 点付近は右上から中央へ
の視線移動により発⽣した EOG 差分波形である。このように，Eye Glance ⼊⼒は⾏きと
帰りのそれぞれの視線移動量の組み合わせで 4 ⽅向を識別する。Eye Glance ⼊⼒が⾏われ
た時の EOG 波形は個⼈ごとの差異が⼤きい。そのため，事前にキャリブレーションによっ
て検出閾値と視線移動時の停留時間を決定する必要がある。キャリブレーションでは画⾯に
⽰した右上と左下の指標にそれぞれ 1 回ずつ Eye Glance を⾏うことで，交流増幅 EOG の
計測を⾏う。閾値は視線移動前の RMS 値を求め，視線移動時の差分値ピークで最も⼩さい
値と平均することによって決定する。 
 図 2.5 に Eye Glance ⼊⼒の検出アルゴリズムをフローチャートで⽰す。(Ⅰ)において，
交流増幅 EOG の差分値を⽔平，垂直成分それぞれで取得する。次に，(Ⅱ)では⽔平差分値
が閾値を跨ぐ部分を探索し，⽔平⽅向で連続した２回の波形を検出する。そして，(Ⅲ)にお
いて最新の 2 回の視線移動波形データから隣り合う視線移動波形が逆向きであるかを判定す
る。さらに，(Ⅳ)では 2 回の波形が連続して素早い間隔で発⽣しているかを判定する。これ
は，図 2.4 における a-d ピーク間を停留時間とし，この範囲に収まっているかで判定する。
その後，(Ⅴ)では垂直⽅向において得られる 2 回の視線移動の波形が逆向きに凸であるかを，
⽔平成分のピーク時における垂直成分の凸⽅向から判定する。最後に，(Ⅵ)において，まば
たきの波形であるかを判定する。まばたきはまぶたを垂直⽅向に動かす往復運動であるため，
Eye Glance 波形と類似している。まばたきの特徴として，不感帯閾値を超える 2 回の差分
値ピークの間には，ノイズなどの⼩さいピークが⽔平成分，垂直成分ともに存在しないこと
が挙げられる。そこで，垂直成分の差分値において，⼩さいピークが存在するかを評価する。
加えて，Eye Glance における 2 回の垂直成分の差分値のピークが，キャリブレーション時
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の視線移動における垂直成分の最⼤差分値よりも⼤きい場合には，まばたき波形であると判
定する。これらの処理の結果，全て真であった場合に Eye Glance ⼊⼒であると判定する。 
 ここで，先⾏研究 [32]で指摘されていた，左右で最⼤差分値に⼤きな差がある被験者では
精度が低下した問題を解決するため，判定に⽤いる閾値を左右で別々に設定する。また，⽔
平ピークの時間からキャリブレーションで得た停留時間をずらした時点に最も近い垂直ピ
ークの凸⽅向を判定に使⽤することで検出精度の向上を図る。 
 
 
 
Fig. 2.4. An example of eye glance waveform. 
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2.5.  多選択肢⼊⼒評価実験 
 本節では先⾏研究で提案された交流増幅 EOG を⽤いた Eye Glance ⼊⼒インタフェース
による多選択肢⼊⼒評価実験の結果を報告する。 
 実験は 20 代男性の被験者 10 名による計測を⾏った。本実験の実施に際し，被験者には実
験の⼿法や⽬的について⼗分な説明を⾏い，実験への協⼒，及び被験者を特定できない状態
での実験データの公開について同意を得た上で実施した。 
2.5.1.  実験システムの概要 
 
Fig. 2.5. Determination algorithm of Eye Glance. 
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 図 2.6 交流増幅 EOG の電極貼り付け位置を⽰す。電極は 1ch を⽔平⽅向成分，2ch と 3ch
の平均を垂直⽅向成分とする。データは先⾏研究 [28] [32]と同様に⾃作した⼩型デバイスを
使⽤してパソコンに取り込む。⾃作デバイスは⽣体アンプに相当する信号増幅部と A/D 変
換器に相当する信号取込部からなる。デバイスの設定は Low Cut 0.1 Hz，High Cut 10Hz，
⽔平増幅率 66 dB，垂直増幅率 72 dB，で交流増幅し，サンプリング周波数 100 Hz で USB
接続によってパソコンに取り込む。また，データ取得時には High Cut 10 Hz でノイズ除去
を⾏い，差分値に対しても更にノイズ除去を⾏うことで⾼域周波数成分を取り除いている。 
 実験は PC モニタを⽤い，被験者には PC モニタの正⾯に座ってもらう。その状態で PC
モニタ上に出⼒された実験画⾯に従って操作を⾏う。 
 
2.5.2.  実験⽅法 
 図 2.7 に実験⽤の⼊⼒ UI を⽰す。⼊⼒は 1 回⽬の Eye Glance で斜め 4 ⽅向に配置され
たブロックのいずれかを選択する。次に，2 回⽬の Eye Glance で選択されているブロック
内の 4 選択肢から数字，もしくは機能を選択する。ここで，1 回⽬の⼊⼒から 2 回⽬の⼊⼒
は 1 秒以内に⾏うとし，1 秒以上⼊⼒がなかった場合にはブロックの選択がキャンセルされ
る。実験では 1〜14 の選択肢に加え，左上に末尾 1 ⽂字の消去（Del），右上に施⾏終了（Fin）
の機能を設定した。 
 実験前にはあらかじめキャリブレーションを⾏い，検出閾値と停留時間を求めた。その後，
被験者に実験画⾯上部に出題される値を⼊⼒して貰った。出題は 1~14 の選択肢をそれぞれ
3 回ずつ，計 42 回選択するようにした。これを 12 施⾏に分けて⾏い，各施⾏の合間には任
 
Fig. 2.6. Electrodes position. 
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意の休憩時間をとった。1 施⾏で⼊⼒する回数は 1~6 回で変化させ，⼊⼒選択肢の順番と 1
施⾏の⼊⼒回数はランダムとした。⼊⼒結果は出題と並んで実験画⾯の上部に出⼒される。
出題と異なる数値を⼊⼒した場合には Del を使⽤して再⼊⼒を⾏う。また，⼊⼒が終了した
場合には Fin を選択することで実施中の施⾏を終了させる。なお，2 回の eye glance ⼊⼒
による操作と実験画⾯に慣れてもらうため，被験者には実験前に 10 分程度の間システムを
⾃由に操作してもらった。 
 
2.5.3.  実験結果 
 表 2.1 に実験結果を⽰す。表の左からそれぞれ被験者，判別率，1 分間の⼊⼒可能平均⽂
字数 Iavg，その標準偏差(SD)，キャリブレーション時に⾃動決定した停留時間を⽰す。1 分
間の⼊⼒可能平均⽂字数 Iavg は以下の式で求める。 𝐼"#$ 	= 	 𝐼	 + 	1𝑡  
ここで，I は各試⾏で指⽰された⼊⼒⽂字数，t は試⾏開始から⼊⼒完了までの時間を⽰す。
また，Fin の⼊⼒を考慮して⼊⼒⽂字数に 1 を加えている。このとき，⼊⼒失敗は正確な⼊
⼒が完了するまでにかかる時間に含まれると考え，Del 選択回数は計算に含めていない。 
 
 
 
 
 
Fig. 2.7. Experimental UI to input multiple-choice. First eye-glance (left). Second eye-glance (right). 
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Table 2.1.   Results of evaluation experiment 
Subject Success rate [%] Entering character SD Standby time [sec] 
A 95.0 22.2 4.5 1.5 
B 100.0 17.7 4.4 1.5 
C 97.5 22.1 4.4 1.5 
D 97.5 13.3 3.2 1.5 
E 100.0 16.2 3.1 2.0 
F 80.0 11.4 3.8 1.5 
G 82.5 8.1 2.8 3.0 
H 90.0 14.8 3.8 2.0 
I 80.0 15.0 3.2 2.0 
J 92.5 11.4 5.8 1.5 
Average 91.5 15.2 3.9  
 
 
2.5.4.  多岐選択肢⼊⼒実験の結果に関する議論 
 表 2.1 から，全被験者で平均して毎分約 15 ⽂字の⼊⼒が可能であることが判る。先⾏研
究 [28]における注視⼊⼒の⼊⼒可能⽂字数が毎分約 17 ⽂字であり，約 2 ⽂字ほど本実験の
結果よりも多い。しかしながら，先⾏研究 [28]では選択肢数が 12 選択であったこと，実験
⼿順が１試⾏ 1 選択で 12 試⾏であり，連続した⼊⼒を⾏っていないこと，実験時に注視対
象の指標の⾊を変えることで被験者に対して視線の誘導を⾏っており，指標探索に時間がか
からないことから，本稿で実施した実験の条件よりも⼊⼒タスクが簡単であったと考えられ
る。また，注視⼊⼒を⽤いる別の先⾏研究 [35]では指標数 18 個（⽔平 6×垂直 3 個）のとき
に 85 ⽂字の⼊⼒を⾏い，⽂字⼊⼒速度が毎分約 11.34 字と報告されている。このことから，
同程度の選択肢数であれば注視⼊⼒と同じ程度の速度での⼊⼒が可能であることを確認で
きる。 
 また，個々の被験者に注⽬すると，被験者 I は判別率が 80%と他の被験者と⽐較して低め
であるにも関わらず，⼊⼒可能平均⽂字数は他の被験者と⼤きく変わらない。その理由とし
ては，1 回の Eye Glance ⼊⼒にかかる時間が 1 秒未満と短いため，⼊⼒判定に失敗した際
もすぐに再⼊⼒が可能であることが⼊⼒可能平均⽂字数の上昇に繋がったと考えられる。⼀
⽅で，被験者 J は判別率が 90%を上回っているが，⼊⼒可能平均⽂字数は全体平均を下回っ
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ている。その理由としては，2 回連続した Eye Glance ⼊⼒を⾏うことに困難が伴う被験者
であったと考えられる。これに加え，被験者 J は他の被験者と⽐較して標準偏差が⾼い値と
なっていることから，まだ⼊⼒に不慣れであった可能性が⽰唆される。そのため，被験者の
習熟によって⼊⼒速度が向上する可能性がある。 
  注視⼊⼒の⼊⼒時間は必ず注視と判定するまでの時間，すなわち視線の停留時間が含ま
れる。そのため，判定時間よりも⼊⼒時間が短くなることはない。しかしながら，Midas 
Touch 問題を考慮すると判定時間を短くすることは困難である。⼀⽅で，本⼿法では視線の
移動時間のみで判定が可能である。そのため，被験者の習熟度により⽂字⼊⼒数の向上が⾒
込まれる。よって，⼗分な時間 Eye Glance ⼊⼒インタフェースを⽤いた被験者であれば，
従来の注視⼊⼒インタフェースと⽐較した際に単位時間あたりの⼊⼒⽂字数の増加が期待
できる。 
  また，実験後のアンケートによると，⼊⼒に時間がかかった場合の多くは⼊⼒ミスの取
消などの操作によることが判明している。そこで，取消操作などの補助的な操作は他の⼊⼒
と同様に配置せず，視線移動とは異なるチャネルを⽤いることによって操作性が向上すると
考えられる。こうした補助的な操作を⾏うための⽬の動作として駿⽬が考えられる。 
2.6.  瞬⽬の性質 
 ⼀般に瞬きと呼ばれている⽣理現象のことを⼼理学などの分野では瞬⽬と呼ぶ。ヒトの瞬
⽬は上眼瞼が急速に下降することによって眼裂が狭くなる現象と定義することができる。ま
た，その途中段階として上眼瞼が接触するまでの運動ならびに状態を閉瞼と呼ぶ。これと反
対に，閉瞼状態から上下眼瞼が開くことを開瞼と呼ぶ。また，瞬⽬は⼀連の動作が数 100 ミ
リ秒程度で完了する極めて短い運動であると定義され，数秒にわたる場合は閉眼と呼ばれる 
[36] [37]。 
 また，瞬⽬の持つ機能的役割としては，⾓膜の乾燥を防ぎ，眼を保護するという⽣理的・
防御的機能がある。加えて，視覚系や眼球運動系とも密接な関連を持つことが指摘されてい
る [38] [39]。その⼀⽅で，視覚の有無にかかわらず，⼼理的な要因による影響も指摘される 
[40] [41]。 
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2.7.  瞬⽬の測定⽅法 
 瞬⽬の時間的な変化を詳細に記録したものを瞬⽬波形と呼ぶ。ここで，図 2.8 に関連研究 
[42]で定義された瞬⽬波形の形状特徴量モデルを⽰す。また，表 2.2 にこのモデルで定義され
ている形状特徴パラメータを⽰す。瞬⽬波形を計測する⽅法は主として，眼球電図
(Electrooculogram: EOG)を⽤いた⽅法と，ビデオカメラで撮影した動画像を⽤いる⽅法が
ある。 
 
 
Table 2.2.   Specification of digital video camera [42]. 
パラメータ名 定義 
閉瞼時振幅 Acl 
開瞼時振幅 Aop 
振幅⽐率 Aop/Acl 
持続時間 Dur 
50%持続時間 HDur 
閉瞼速度 Acl/Tcl 
開瞼速度 Aop/Top 
平均⾯積 ps から pe までの波⾼値の累積値 
 
 
Fig. 2.8. A model of eyeblink waveform [42] 
18 
 
2.7.1.  EOG 法 
 眼球の⾓膜側は細胞活動が不活性であり，網膜側と⽐較して正の電位を持つことが知られ
ている。そのため，眼球全体が双極⼦に帯電する。これを眼電位と呼ぶ。EOG 法は眼電位
を利⽤し，１組以上の電極を眼球の上下に装着することで，瞬⽬時に⽣じる⾓膜網膜電位の
変化から瞬⽬を捉える⽅法である。EOG 法は電位変化を波形として捉えるため，時間分解
能の⾼い精密な波形を取得できる。⼀⽅で，眼電位を計測するため，眼球近傍に電極を直接
装着しなければならず，加えてアーティファクト(眼球運動などにより発⽣する⽣体ノイズ)
の影響が⼤きいというデメリットもある。 
2.7.2.  画像解析法 
 瞬⽬をビデオカメラで撮影することで，その挙動を動画像として記録できる。⽬視による
観察を⾏うことで，アーティファクトを考慮することなく正確に瞬⽬を同定することが可能
となるが，膨⼤な⼿作業が必要となってしまう。そこで，動画像に画像処理を施すことで，
瞬⽬を直接同定する⽅法が画像解析法である。これまで，眼球開⼝部⾯積や，上下のまぶた
の移動距離の変化を記録することで⾃動的に瞬⽬を検出する⽅法が提案されている。しかし，
EOG による記録と⽐較して時間分解能が低いため，⾼速な運動である瞬⽬活動を詳細に記
録するためには⾼速度カメラのような特別な機器が必要となる [43]。 
2.8.  瞬⽬の分類 
 瞬⽬は意図性の有無から随意性と不随意性に分類でき，さらに不随意性瞬⽬は外的な刺激
の有無により反射性，⾃発性に分類できる [44] [45]。随意性，反射性，⾃発性はそれぞれに
メカニズムや神経⽀配も異なると考えられており，⼀般的にこの 3 種類に分類されることが
多い [2]。 
 
 
2.8.1.  随意性瞬⽬ 
 意図的になされる瞬⽬を随意性瞬⽬と呼ぶ。実験では，あらかじめ合図に合わせて瞬⽬を
⾏うように教⽰することで，合図の 100~200ms 後に随意性瞬⽬を確認することができる。
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また，ウィンクのような意図的な閉眼動作も随意性瞬⽬とみなすことが多い。疲労時などに
発⽣する 1 秒以上持続する閉瞼は意図的閉瞼と呼び，随意性瞬⽬と区別することが多い。 
2.8.2.  反射性瞬⽬ 
 ⾳刺激，光刺激といった何らかの外的刺激に対して⽣じる瞬⽬を反射性瞬⽬と呼ぶ。反射
性瞬⽬は刺激が与えられてから実際に発⽣するまでの時間（潜時）が極めて短く，この点で
随意性瞬⽬との区別は容易とされる。 
2.8.3.  ⾃発性瞬⽬ 
 意図的ではなく，明⽩な外的刺激もない状態で⽣じる瞬⽬を⾃発性瞬⽬という。普段，無
意識下で⾏われる瞬⽬が⾃発性瞬⽬であり，⾓膜の乾燥などで⽣じる瞬⽬なども⾃発性瞬⽬
とされている。また，⾃発性瞬⽬は１分間に平均 15~20 回程度発⽣することから周期性瞬⽬
と呼ばれることもある。この発⽣周期の変化は⼼理的過程の関与も指摘されており，⼼理状
態の変化を捉えるための尺度としても研究されている [46]。 
2.9.  瞬⽬の⼊⼒インタフェースへの利⽤ 
 筋萎縮性側索硬化症(ALS)患者のような，運動機能が著しく低下した⼈のコミュニケーシ
ョンを⽀援するため，瞬⽬を⽤いたスイッチ操作が検討されてきた [47] [48] [49] [50] [51] [52] 
[53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64]。不随意性の瞬⽬は意思の有無に関わらず⽣起
する。そのため，瞬⽬をコンピュータなどの⼊⼒インタフェースとして⽤いるためには意図
的に⽣起した瞬⽬のみをスイッチとして認識する必要がある。 
 従来の瞬⽬⼊⼒システムでは，複数回連続した瞬⽬やウィンクのような特殊な動作を⼊⼒
とする⽅式が提案されている。この⽅式は特殊な動作を要求するため，⼼理的負担が⼤きく，
⻑時間の操作に困難を伴う。そのため，より⾃然な瞬⽬による⼊⼒操作が望ましい。別の⽅
式としては，200 ミリ秒以上の閉眼を⼊⼒とするなど，あらかじめ設定された時間を基準と
して⼊⼒を⾏う⽅式が提案されている。この⽅式はウィンクなどを⽤いるよりも⾃然な瞬⽬
に近い操作であるが，瞬⽬の⽣起は個⼈差が⼤きいことから，使⽤者の状態によって，⼊⼒
時間が冗⻑に感じることや，逆に過剰な検出を⾏い誤⼊⼒が多くなることが考えられる。そ
のため，個⼈ごと，また個⼈の⼼理的要因などの影響を考慮し，閾値を随時調整する必要が
ある。 
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そこで，本研究では⼀般的な性能のビデオカメラと画像解析を⽤い，より⾃然な⼊⼒を可
能とする瞬⽬⼊⼒⽅法を確⽴し，視線⼊⼒インタフェースへの応⽤を⽬指す。従来，画像解
析による瞬⽬計測は⾼速度カメラや⾚外線カメラを⽤いることが主流であるが，本研究では
視線移動検出と同時に動作させることを想定し，汎⽤の可視光カメラを⽤いた瞬⽬の計測⽅
法を提案する。 
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3.  眼球近傍画像解析による視線移動の⾃動検出 
3.1.  ビデオカメラと画像処理を⽤いた眼球運動計測 
 2.5 節では，先⾏研究 [32]で提案された交流増幅 EOG を⽤いた Eye Glance ⼊⼒インタ
フェースの評価を⾏った。しかし，より汎⽤性の⾼い⼊⼒インタフェースを実現するために
は⾮接触かつ，特殊な機器を使⽤しないことが望ましい。そこで，本節では情報端末に付属
する汎⽤のビデオカメラを⽤いた⾮接触な Eye Glance ⼊⼒インタフェースを⽬的とし，眼
球運動の計測⽅法について検討を⾏う。  
 2 章で⽤いた交流増幅 EOG による眼球運動計測は⾼い精度の計測を可能としているが，
接触式のデバイスであるため，持ち歩くような情報機器での使⽤には適していない。そこで，
視線の移動が顔領域全体で最も⾼速な動作であることに着⽬し，ビデオカメラで撮影した顔
領域の動画像から眼球近傍領域の移動量をベクトルとして取り出すことで，総量の変化から
眼球移動を推定する⽅法を考案した。 
3.1.1.  オプティカルフローによる視線移動量計測 
 時間的に連続した 2 枚の画像を⽐較し，画素の動きをベクトルで表現したものをオプティ
カルフローと呼ぶ。眼球近傍画像の⿊⽬と⽩⽬の画素の濃淡を利⽤することで眼球運動をオ
プティカルフローとして表現することができる。オプティカルフローは計測範囲を眼球付近
の矩形領域（縦 80×横 200 ピクセル）に限定し，領域内に 900(縦 30×横 30)個の計測点を
均等に配置して視線移動の計測を⾏う。このとき，得られた速度ベクトルを平均化した値を
評価値として⽤いる。ここで，得られた速度ベクトル全てを平均化した場合，眼球運動以外
のベクトル成分がノイズとして多く含まれてしまう。そこで，5 秒間静⽌した状態で得られ
た速度ベクトルの RMS 値をノイズのボリュームと考え，視線移動時に得られた全ての速度
ベクトルから RMS 値を減算して平均化することでノイズの低減を⾏った。図 3.1 にノイズ
低減処理前後の Eye Glance 時オプティカルフロー波形の⼀例を⽰す。 
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3.1.2.  Eye Glance 波形の⾃動検出アルゴリズム 
 図 3.2 に右上⽅向に Eye glance 動作を⾏った際に得られる理想的なオプティカルフロー
波形を⽰す。⽔平⽅向では左⽅向が正，右⽅向が負の値を⽰し，垂直⽅向では上⽅向が正，
下⽅向が負の値を⽰している。このときの Eye glance 波形の特徴を以下に⽰す。 
l ⽔平・垂直⽅向成分で共に逆向きの波形が連続して発⽣する。 
l 2 回の視線移動の間にわずかな停留時間が発⽣する 
 
 
Fig. 3.1. an waveform before noise reduction (upper). A waveform after noise reduction (under). 
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 このとき，⽬の形は横⻑であるため，垂直⽅向成分は⽔平⽅向成分と⽐較して波形の⼤き
さが⼩さくなる傾向がある。そこで，⽔平⽅向成分に対して閾値を設けて視線移動を検出し，
同時に垂直⽅向成分は視線移動検出時に計測された⼀連の波形のピーク値が正か負かを判
定することで移動⽅向を識別する。また，往復の 2 つの波形の間の停留時間に⼊⼒受付時間
を設定し，停留時間が⼊⼒受付時間よりも⻑い場合や短い場合には⼊⼒として扱わないよう
にした。停留時間が⻑い場合は Eye glance ではない視線移動である場合が多く，短い場合
も瞬⽬や異なる眼球運動である場合が多い。 
 
3.2.  Eye glance ⼊⼒の⾃動検出実験 
 本節では 3.1 節で提案したオプティカルフローによる Eye glance の⾃動検出⽅法に基づ
く⼊⼒インタフェースを構築し，実験により検出精度の評価を⾏った。実験は 20 代男性の
被験者 5 名による計測を⾏った。本実験の実施に際し，被験者には実験の⼿法や⽬的につい
て⼗分な説明を⾏い，実験への協⼒，及び被験者を特定できない状態での実験データの公開
について同意を得た上で実施した。 
3.2.1.  実験システムの概要 
 実験システムのハードウェアは眼球近傍の動画像を撮影する USB 接続の web カメラ，撮
影された動画像の記録，解析を⾏うパソコンから構成される。Web カメラの画素数は 130
 
Fig. 3.2.  Threshold and input time for Eye Glance input detection 
24 
 
万画素，フレームレートは 30fps である。ただし，web カメラの仕様上，フレームレート
は処理内容によって可変であるため，オプティカルフローの解析処理を並⾏する場合には平
均して 20fps 程度で画像を取得している。実験は⼀般的な蛍光灯照明下の室内で⾏った。計
測に際し，被験者にはモニタ正⾯約 50cm 程度の位置で椅⼦に座ってもらった。このとき，
モニタ上部に設置した Web カメラで顔領域の撮影を⾏う。また，今回の実験では処理の簡
略化のためオプティカルフロー計算を⾏う眼球近傍領域を固定し，あらかじめ被験者には実
験中は表⽰した眼球近傍領域を⽰す⾚い矩形の枠内に両⽬を収めているように指⽰した。図
3.3 に実験システムの略図を⽰す。 
 
3.2.2.  実験⽅法 
 図 3.4 に実験のフローチャート，図 3.5 に実験画⾯を⽰す。実験画⾯の中央と四隅の指標
間の視野⾓は⽔平・垂直⽅向に 7deg とした。はじめに，⼊⼒判別を⾏うための閾値を決定
するためのキャリブレーションを⾏う。キャリブレーションでは実験画⾯を提⽰し，右上と
左下に対して 1 回ずつ Eye glance を⾏ってもらい，このときの波形に基づいて停留時間と
検出閾値を決定する。その後，任意の休憩時間を挟み，本実験を⾏った。実験では被験者に
は実験画⾯に 3 秒間隔でランダムに表⽰される⽅向指⽰に従って Eye glance ⼊⼒を⾏って
もらう。⽅向指⽰は図 4.5 に⽰したような各⽅向に四⾓形を提⽰する形で⾏い，システムが
⼊⼒を検出した場合にはさらに⼤きい四⾓形に変化させることで⼊⼒を受け付けたことを
被験者にフィードバックしている。なお，このフィードバックは⼊⼒の正誤を問わずに⼊⼒
が検出された時に⾏われる。この操作を４⽅向それぞれに対する Eye glance ⼊⼒を 1 施⾏
 
Fig. 3.3 experimental system overview (left). Measurement range (right). 
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とし，合計 30 施⾏実施した。このとき，被験者には各施⾏の間には任意で休憩をとっても
らい，実験を再開する時には必ず⾚い矩形に両⽬が⼊るように位置を調整してもらった。 
 
 
 
 
Fig. 3.4. Experiment flowchart. 
 
Fig. 3.5. Experiment screen (left). Instruction of directions (middle). Feedback of input detection 
(right). 
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3.2.3.  実験結果 
 30 施⾏，計 120 回の⼊⼒に対する各⽅向の Eye glance ⼊⼒の識別率を被験者ごとにま
とめたものを表 3.1 に⽰す。 
Table 3.1.   Classification rate of every direction. 
Subject Upper right [%] Lower right [%] Upper left [%] Lower left [%] Average [%] 
A 83.3 70.0 83.3 86.7 80.83 
B 80.0 66.7 73.3 63.3 70.83 
C 93.3 90.0 93.3 83.3 90.00 
D 93.3 86.7 83.3 66.7 82.50 
E 53.3 56.7 60.0 56.7 56.68 
Average 80.64 74.02 78.64 71.34 76.17 
 
3.2.4.  画像解析による Eye glance ⼊⼒の⾃動検出実験の結果に関する議論 
 実験結果から，Eye glance ⼊⼒の識別率は平均して 76.17%となった。全体的に⽔平⽅向
の識別率では⼤きな差は⾒られないが，垂直⽅向の識別率では上⽅向と⽐較して下⽅向の判
別率がやや低下している。これは⼈間の眼球では下への回転は上への回転と⽐較して⾓度を
制限される構造であるためであると考えられる。また，同じ被験者において 10 施⾏ごとに
平均識別率を表 3.2 に⽰す。概ね後の施⾏の⽅がはじめと⽐較して識別率が⾼くなることが
判った。特に，被験者 B においてははじめの 0~10 施⾏の平均識別率が 57.5%出会ったのに
対し，21~30 施⾏の平均識別率は 90.0%となっており，識別率が著しく改善されていた。こ
れは，Eye glance の動作は普段あまり意識的に⾏う動作ではないため，はじめのうちは⼊
⼒に慣れていない状態となったが，⼊⼒検出のフィードバックを得ることでどのような⽬の
動作で⼊⼒が⾏われるのかを被験者が習熟していったのではないかと考えられる。これは，
実際の⼊⼒インタフェースとして運⽤する場合には，ある程度の習熟によって⼊⼒精度の向
上が⾒込まれることを⽰す。また，被験者 E は他の被験者と⽐較して識別率が低い結果とな
った。そこで，オプティカルフロー波形を個別に⾒てみると，視線移動時と⾮視線移動時と
のベクトルの差が他の被験者よりも⼩さい場合が多く⾒られた。この原因としては，個視微
動などの⾮視線移動時の変化が⼤きいことや，Eye glance の視線移動動作が控えめである
などの理由が考えられる。そのため，キャリブレーション時や指⽰時にいかに⾃然にできる
だけ⼤きめの視線移動を⾏ってもらうかを検討する必要があると考えている。また，オプテ
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ィカルフローのノイズ除去の⽅法を⾒直し，視線移動時と⾮視線移動時のベクトル差がより
明確になるような改善が課題となった。 
 実験中の誤検出（⼊⼒動作を⾏っていないにも関わらず⼊⼒と判定）は⼀⼈当たり平均約
6 回となり，最多で 17 回発⽣していた。つまり，10 回に 1 回以上の割合で発⽣しており，
⼊⼒の障害となっていたと考えられる。誤検出時のオプティカルフロー波形を⾒てみると，
瞬⽬が⼊⼒動作として判別されるケースが多く⾒られた。図 3.6 に瞬⽬のオプティカルフロ
ー波形の⼀例を⽰す。実験実施前には，瞬⽬はまぶたが上下する動作であるので，理屈上，
⽔平⽅向成分は⼩さいと考えた。そのため，⽔平⽅向成分に急速な変化があるときのみ検出
を⾏う本⼿法では瞬⽬を除去できると考えていた。しかしながら，実際には視線移動と同等
以上の⼤きい⽔平⽅向成分を記録する場合も多くみられた。ここで，すべての被験者で発⽣
していた誤⼊⼒時の瞬⽬波形を⾒てみると，共通する特徴として，閉瞼時の垂直⽅向成分が
視線移動によるものと⽐較して⼤きくなる傾向がみられた。そこで，それぞれの被験者の瞬
⽬波形における閉瞼時の垂直⽅向成分を求め，その 90%程度の値を閾値とすることで瞬⽬と
視線移動を区別できるのではないかと考えられる。 
 
Table 3.2.   Classification rate of every term. 
Subject 1-10 [%] 11-20 [%] 21-30 [%] Average [%] 
A 80.0 75.0 82.3 80.83 
B 57.5 65.0 90.0 70.83 
C 92.5 87.5 90.0 90.00 
D 87.5 72.5 87.5 82.50 
E 62.5 47.5 60.0 56.68 
Average 76.6 69.5 81.9 76.17 
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3.3.  オプティカルフローによる瞬⽬検出 
3.2 節で述べたように，眼球近傍領域画像のオプティカルフローを評価することで眼球運
動を検出することができた。同様に，眼球近傍の⾼速な動作である瞬⽬もオプティカルフロ
ーの評価によって検出することができれば，より簡単な処理で瞬⽬の操作を取り⼊れること
ができる。 
そこで，随意性瞬⽬の⾃動検出を視線⽅向検出と同様にオプティカルフローを評価するこ
とでできないか検討を⾏う。図 3.7 に瞬⽬発⽣時の典型的なオプティカルフロー波形を⽰す。
この波形には瞬⽬と眼球運動が含まれている。図中において，垂直⽅向成分がもっとも⼤き
く動いている部分が瞬⽬の⾏われているタイミングである。そこで，あらかじめキャリブレ
ーションを⾏うことで平常時の振幅の最⼤値を取得し，その 2 倍以上の動きをした場合に瞬
⽬が発⽣として検出を⾏うことにした。 
 
 
Fig. 3.6. An eyeblink waveform measuring by optical flow. 
 
Fig. 3.7. An eyeblink waveform measuring by optical flow. 
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3.4.  瞬⽬検出実験 
 3.3 節で述べた，オプティカルフローを⽤いた眼球運動の検出実験を⾏った。実験は 20 代
の被験者 5 名による計測を⾏った。本実験の実施に際し，被験者には実験の⼿法や⽬的につ
いて⼗分な説明を⾏い，実験への協⼒，及び被験者を特定できない状態での実験データの公
開について同意を得た上で実施した。 
3.4.1.  実験システムの概要 
 実験システムのハードウェアは，眼球近傍画像を取得する Web カメラ，画像解析と瞬⽬
波形解析を⾏うコンピュータ(Windows 7, Intel Core i7 2600K)とディスプレイを使⽤する．
Web カメラの画素数は 130 万画素，フレームレートは 30fps である。ただし，web カメラ
の仕様上，フレームレートは処理内容によって可変であるため，オプティカルフローの解析
処理を並⾏する場合には平均して 20fps 程度で画像を取得している。 
実験は⼀般的な蛍光灯照明下の室内で⾏った。計測に際し，被験者にはモニタ正⾯約 50cm
程度の位置で椅⼦に座ってもらった。このとき，モニタ上部に設置した Web カメラで顔領
域の撮影を⾏う。撮影された動画像は USB ケーブルを経由してパソコンに転送され，オフラ
インで瞬⽬波形の抽出処理を⾏った。 
3.4.2.  実験⽅法 
 実験にあたり被験者には以下の教⽰を⾏った。 
l 被験者には実験中はモニタ上にリアルタイムに表⽰される眼球近傍領域の切抜き画像
に両⽬を収めていること 
l パソコンから指⽰⾳がなったタイミングでまばたきをすること 
l 指⽰⾳がなくてもまばたきを我慢する必要はないこと（キャリブレーション中を除く） 
ここで，⾳の合図によって起きた瞬⽬を随意性瞬⽬，その他のタイミングで起きた瞬⽬を
⾃発性瞬⽬とする。撮影前に約 10 秒の静⽌時間を設定し，そのうちの 5 秒間を検出閾値決
定のためのキャリブレーション時間として使⽤した。その後 2 秒毎に 4 回指⽰⾳を発⽣させ，
その後に約 8 秒間の静⽌時間を設定した。その後，撮影した動画像から提案⼿法を⽤い，瞬
⽬波形の抽出を⾏う。 
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3.4.3.  実験結果 
被験者 5 名による実験の結果を表 3.3 に⽰す。 
 
Table 3.3 Results of detecting eye blinks automatically. 
Subject Counts Error Correct 
A 8 0 1.00 
B 8 2 0.75 
C 7 0 1.00 
D 11 1 0.91 
E 8 0 1.00 
Average 8.4 0.6 0.929 
 
3.4.4.  実験結果に関する議論 
 表 3.2 において，瞬⽬の回数は随意性瞬⽬と⾃発性瞬⽬を区別せずに合算した値である。
検出率は全体を平均して約 92.9%となった。被験者 B および C で合計 3 回のミスがあるが，
これらはすべて⾃発性瞬⽬の検出⾒落としであった。⾒落としの原因としては，被験者 B で
は閉瞼過程と開瞼過程の速度差が⼤きかったため，開瞼過程のピークが閾値を越えなかった
ためであると考えられる(図 3.8)。 
 
 
Fig. 3.8. An eyeblink waveform measuring by optical flow. 
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次に，随意性瞬⽬と⾃発性瞬⽬の識別を考える。表 3.4 は検出された瞬⽬のうち，随意性
瞬⽬と⾃発性瞬⽬の形状特徴量の平均値を⽰す。ここで，⾃発性瞬⽬は被験者に対して安静
時間であると伝えた 4 回の指⽰⾳の後，8 秒間に⽣起した瞬⽬を含む。第 5 章でも述べたよ
うに，⼀般に，随意性瞬⽬は⾃発性瞬⽬よりも持続時間が⻑いといわれている。平均値を⽐
較すると，被験者 E を除き，全ての被験者において若⼲延⻑していることが判る。しかしな
がら，被験者ごとに随意性瞬⽬と⾃発性瞬⽬の形状特徴パラメータに有意な差があるかどう
かを Welch の t 検定により確かめたところ，5%の有意⽔準では有意差は認められなかった。
このような実験環境では測定機器の時間分解能が低いため，カメラは瞬⽬の検出は捉えられ
るものの，瞬⽬持続時間の差異によって瞬⽬種類の識別は難しいと考えられる。加えて，瞬
⽬の挙動は視線移動と違い，垂直⽅向成分が変化量の多くを占める。⼀⽅で，垂直⽅向成分
も変化は認められる。しかしながら，真に正⾯から動画を撮影している場合であっても，個
⼈，もしくは個々の瞬⽬動作それぞれによって⽔平⽅向成分の変化量は⼤きく異なる。その
ため，垂直⽅向成分と⽔平⽅向成分の情報を組み合わせて特徴量を定義することは困難であ
る。加えて，⽔平⽅向成分の変化量にばらつきが⼤きいことから，視線移動との区別も難し
いと考えられる。 
 
Table 3.4.   Average duration of both eye blinks 
Subject 
Voluntary Spontaneous 
Counts Duration [ms] Counts Duration [ms] 
A 4 223 4 188 
B 4 364 2 305 
C 4 258 3 203 
D 4 235 6 203 
E 4 258 4 258 
Average 4 267.6 3.8 231.4 
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4.  眼球近傍画像解析による瞬⽬種類の⾃動識別 
4.1.  ビデオカメラと画像処理を⽤いた瞬⽬計測 
 もし，⾃然光下で⼀般的なビデオカメラによる瞬⽬の計測と⼊⼒が可能となれば，既存の
情報端末にソフトウェアを導⼊するだけで瞬⽬による⼊⼒操作が可能となる。すなわち，従
来システムのようにハードウェアの拡張を不要とした瞬⽬⼊⼒を実現することができる。そ
こで，多くの情報端末に搭載されている汎⽤的なビデオカメラを⽤いて動画像を撮影し，こ
れを解析することで瞬⽬計測を⾏う⽅式を提案する。以下に画像処理の⼿順を述べる。 
4.1.1.  フレーム分割法 
 瞬⽬は数 100 ミリ秒のオーダで⼀連の動作が完了する⾼速な動作である。そのため，ビデ
オカメラを⽤いて瞬⽬を計測する際には時間分解能が問題となる。⼀般的な NTSC ビデオカ
メラのフレームレートは 30fps であり，瞬⽬の有無を検出することは可能であるが，その時
間的な変化を詳細に計測することは難しいと報告されている [65] [66] [67]。そこで，NTSC ビ
デオカメラから送信される 1 枚のインタレース画像を，偶数および奇数フィールドに分割す
ることで，時間分解能を確保するフレーム分割法 [68]を⽤いる。⼀般的な NTSC ビデオカメ
ラはインタレース画像を出⼒する。インタレース画像は順次撮影された 2 枚の画像を偶数フ
ィールドと奇数フィールドに畳み込むことで得られる。よって，画像の捜査線を偶数番⽬と
奇数番⽬で独⽴して抽出することで，垂直⽅向の解像度が半分となるものの，別々の 2 枚の
画像として分割することが可能である。これにより通常の 2 倍の時間分解能を得ることがで
きる。図 4.1 に画像分割の例を⽰す。 
 
 
Fig. 4.1. Original interlaced image (left). Split interlaced image generated from the original (right). 
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4.1.2.  肌⾊に基づく⼆値化処理 
 眼球開⼝部⾯積の変化を記録することができれば，瞬⽬波形を得ることができる。眼球開
⼝部は眼球近傍を撮影した動画像から肌⾊でない画素をカラー情報に基づいて抽出すれば
得られる。そこで，動画像の肌⾊情報を⽤い，眼球開⼝部の⼆値化を⾏う。筆者らは⽂献 [69]
の⽅法を⽤いて⼆値化処理を⾏う。カメラで撮影された RGB カラーの画像を YCrCb 表⾊系
に変換し，画素ごとの⾊差⽐を求め，ヒストグラムを作成する。図 4.2 にヒストグラムの例
を⽰す。このヒストグラムは肌⾊部分とそれ以外の部分でそれぞれ⼭を形成する。この２つ
の⼭の間の⾕となる位置を⼆値化閾値とする。また，図 4.3 に 2 値化処理の⼀例を⽰す。 
 
 
 
Fig. 4.2. Histogram of color-difference signal ratio [68]. 
 
Fig. 4.3.  Result of binarization using color information. 
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4.1.3.  瞬⽬波形の⾃動抽出 
 図 4.4 に得られた眼球開⼝部⾯積の変化の例を⽰す。ここで，急激に⾯積が減少し，また
増加している部分が瞬⽬波形である。よって，これらの瞬⽬波形を個々に抽出する必要があ
る。以下に⾃動抽出アルゴリズムを⽰す。 
 
1. 眼球開⼝部⾯積の差分値波形を求める(図 4.5) 
2. 差分値波形の極⼤，および極⼩値を求める(図 4.6) 
3. k-means クラスタリング(k=3)により微⼩な変化によるノイズを取り除く(図 4.7) 
4. 隣接した対となる極⼤，および極⼩値のフィールドに基づき瞬⽬波形の区間を決定する
(図 4.8) 
5. 決定した区間を 1 回の瞬⽬波形として抽出する(図 4.9) 
 
 
 
 
Fig. 4.4.  A change of eye opening area. 
 
 
Fig. 4.5.  A difference of eye opening area. 
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Fig. 4.6.  detecting maximum and minimum, and processing of k-means clustering. 
 
Fig. 4.7.  after the removing noise coordinates 
 
Fig. 4.8.  Difference of an eyeblink. 
 
Fig. 4.9.  Eyeblink waveform. 
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4.2.  瞬⽬計測実験 
 本節では瞬⽬種類の⾃動識別に⽤いる特徴パラメータを検討するために，4.1 節で提案し
た瞬⽬⾃動計測アルゴリズムを⽤いた計測システムによる瞬⽬波形の形状特徴量計測実験
の結果を報告する。 
 実験は 20 代の被験者 30 名(男性 18 名，⼥性 12 名)による計測を⾏った。本実験の実施に
際し，被験者には実験の⼿法や⽬的について⼗分な説明を⾏い，実験への協⼒，及び被験者
を特定できない状態での実験データの公開について同意を得た上で実施した。 
4.2.1.  実験システムの概要 
 実験システムのハードウェアは，眼球近傍画像を取得する家庭⽤デジタルビデオカメラ
(SONY: HDR-HC9)，画像解析と瞬⽬波形解析を⾏うコンピュータ(Windows 7, Intel Xeon 
E31245 3.30-GHz, NVIDIA Quadro 600)とディスプレイを使⽤する．また，画像解析の精度
向上を⽬的として⼀般的な室内照明に加えて LED 照明を設置した。 
 撮影は室内で⾏い，できる限り⾃然光の⼊らないようにした。また，蛍光灯照明に加えて
LED 照明を被験者の視界に直接⼊らないように設置した。このとき，被験者のカメラ正⾯の
照度は約 320~360lx となった。実験では被験者はビデオカメラから約 40cm の距離で椅⼦に
座ってもらう。この状態で正⾯から左眼の眼球近傍が収まるように撮影する。ここで，普段
眼鏡を着⽤している被験者には外してもらい，裸眼の状態で撮影を⾏った。撮影された動画
像はインタレース画像であり，解像度は⽔平 720×垂直 480 画素で，フレームレートは 30fps
で記録される。撮影された動画像は i.Link ケーブルを経由してパソコンのハードディスク
にリアルタイムで記録した。その後，記録した動画像に対してオフラインで瞬⽬波形の抽出
処理を⾏う。図 4.10 に実験システムの概略図を⽰す。	
	
 
Fig. 4.10.  System overview. 
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4.2.2.  瞬⽬の⾃動検出精度の評価 
 ここで，システムを⽤いて瞬⽬波形を正確に計測できているか評価するため，被験者 5 名
による予備実験を⾏った。実験にあたり被験者には以下の教⽰を⾏った。 
l ビデオカメラのディスプレイに眼球近傍領域を収めること 
l パソコンから指⽰⾳がなったタイミングでまばたきをすること 
l 指⽰⾳がなくてもまばたきを我慢する必要はないこと 
ここで，⾳の合図によって起きた瞬⽬を随意性瞬⽬，その他のタイミングで起きた瞬⽬を⾃
発性瞬⽬とする。撮影前に約 30 秒の安静時間を設定し，その後約 1 分間撮影を⾏った。指
⽰⾳はタイマーにより 4~8 秒程度のランダムな間隔で発⽣するように設定した。撮影した動
画像から提案⼿法を⽤い，瞬⽬波形の抽出を⾏う。このとき，フレーム分割法を⽤いてフィ
ールドに分割した後に画像解析を⾏った場合と，分割せずにインタレース画像にそのまま画
像解析を⾏った場合の結果で⽐較を⾏う。 
 図 4.11 に抽出した瞬⽬波形の例を⽰す。ここで，図中左がフレーム分割有り，右がフレ
ーム分割無しで抽出を⾏った波形である。同様に，5 名の被験者から抽出した瞬⽬波形を記
録した動画像から⽬視により随意性瞬⽬と⾃発性瞬⽬に分類し，その計測結果の平均値を表
4.3, 表 4.4 に⽰す。ここで，表中の数値は形状特徴パラメータを構成するサンプル店の平均
個数を⽰す。表中から，フレーム分割を⾏わなかった場合，多くの被験者において瞬⽬の閉
じた状態を構成するサンプル点の平均数が 2 を下回っている。⼀⽅で，フレーム分割を⾏っ
た場合には，最も低い被験者においてもサンプル点平均は 3.0 である。ある程度の精度を保
って瞬⽬波形の形状特徴パラメータを計測するためには，各フェーズにおいて 3 サンプル点
以上あることが望ましい。これは，2 サンプル点以下の場合，撮影されたタイミングによっ
ては実際に発⽣している変化の軌跡と観察された結果に⼤きな誤差が⽣じる可能性がある
ためである。また，図 4.12 に⽰す例のように底が 2 回形成されるような瞬⽬波形が得られ
る場合，フレーム分割を⾏わなかった場合にはその挙動を記録することができないと⾔える。
⼀⽅で，フレーム分割を⾏った場合，空間分解能は半分となる。図 4.13 は⼀例として被験
者 A のある随意性瞬⽬を開⽬時の眼球開⼝部⾯積を 1 として正規化し，フレーム分割有りの
場合と無しの場合で⽐較したものである。図からわかるように，その影響は限定的である。
これは他の被験者でも同様であった。よって，フレーム分割法による空間⽅向の情報量減少
による影響は，時間分解能の増加が与える影響と⽐較して⼩さいと⾔える。 
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Table 4.3.   Results of voluntary blinks 
Subjects Number of blinking Frame Splitting ? 
All numbers of sampling points 
Average 
Closing 
[samples] 
Closed 
[samples] 
Opening 
[samples] 
A 9 
No 14.0 6.4 1.8 7.6 
Yes 21.2 9.0 4.4 12.2 
B 9 
No 26.4 17.1 13.4 9.3 
Yes 47.2 32.4 27.3 14.8 
C 9 
No 22.6 7.8 5.6 14.8 
Yes 39.2 15.1 10.3 24.1 
D 9 
No 14.4 5.1 2.4 9.3 
Yes 22.9 8.7 5.9 14.2 
E 9 
No 32.0 13.1 14.2 18.9 
Yes 48.4 25.3 29.0 23.1 
 
Fig. 4.11. a waveform using original image (upper). A waveform using frame splitting method (under). 
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Table 4.4.   Results of spontaneous blinks 
Subjects Number of blinking Frame Splitting ? 
All numbers of sampling points 
Average 
Closing 
[samples] 
Closed 
[samples] 
Opening 
[samples] 
A 16 
No 13.2 4.9 1.2 8.3 
Yes 20.8 7.8 3.4 13.0 
B 10 
No 14.5 4.5 1.8 10.0 
Yes 22.2 7.4 3.7 14.8 
C 13 
No 19.4 4.2 1.8 15.2 
Yes 25.3 7.1 3.5 18.2 
D 13 
No 13.5 4.6 1.7 8.8 
Yes 22.3 8.7 3.0 13.6 
E 19 
No 20.3 5.6 1.6 14.6 
Yes 23.1 7.0 3.3 16.1 
 
 
 
 
Fig. 4.12. a waveform that have two bottom points. 
 
Fig. 4.13. Compering 30 samples/sec and 60 samples/sec. 
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4.2.3.  瞬⽬の形状特徴パラメータ 
 4.1.1 項で述べたように，フレーム分割法を⽤いることで⼀般的なビデオカメラであって
も瞬⽬の挙動をある程度記録することができる。しかしながら，それ以上に瞬⽬は⾼速な動
作であり，図 2.8 で述べたような特徴パラメータを全て捉えることは難しい。そこで，筆者
は瞬⽬波形の⾯積に着⽬した。瞬⽬波形の⾯積は振幅値の累積値である。つまり，瞬⽬持続
時間と瞬⽬時振幅値を組み合わせた特徴パラメータと⾔える。図 4.14 に瞬⽬時積分値（瞬
⽬波形の⾯積）のモデルを⽰す。ここで，瞬⽬持続時間 Duration は特徴点 Ps から Pe まで
の経過時間（サンプル数），振幅値 Height は注⽬サンプル点における眼球開⼝部⾯積の底
地(Pmin)からの⾼さ，瞬⽬時振幅値 Amplitude は閉瞼時振幅 Acl(瞬⽬開始点 Ps における
Height)と開瞼時振幅 Aop(瞬⽬終了点 Pe における Height)の平均値，瞬⽬時積分値 Integral 
value は Ps から Pe までの各サンプル点における Height の累積値とする。これは次式から
決定することができる。 
Integral	value = 𝑃𝑠 + 𝑃𝑒2 − 𝑃𝑘:;<=>?  
上式において，Pk は k 番⽬のフィールドにおける眼球開⼝部⾯積を表す。 
 ところで，Pmin の値は図 5.15 で⽰したような瞬⽬波形では⼀意に決定することができな
い。そこで，1 回の瞬⽬波形のうち，眼球開⼝部⾯積が閾値 Th1 を下回るサンプル値の平均
値を Pmin と定義する。ここで⽤いる閾値 Th1 は次式により決定される。 𝑇ℎ? = 𝐴𝑚𝑎𝑥 − 𝐴𝑚𝑖𝑛10 + 𝐴𝑚𝑖𝑛 
上式において，Amax はその瞬⽬波形における最⼤ Amplitude，Amin は最⼩ Amplitude
を表す。 
 
 
Fig. 4.14. a model of integral value. 
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4.2.4.  瞬⽬の形状特徴パラメータの傾向評価実験 
 実験後に随意性瞬⽬と⾃発性瞬⽬の区別を明確にするため，2.6.2 項で述べた実験と同様
に，被験者には以下の教⽰を⾏った。 
l ビデオカメラのディスプレイに眼球近傍領域を収めること 
l パソコンから指⽰⾳がなったタイミングでまばたきをすること 
l 指⽰⾳がなくてもまばたきを我慢する必要はないこと 
この条件の下，撮影前に約 30 秒の安静時間を設定し，その後約 90 秒間の撮影を⾏った。指
⽰⾳はタイマーにより 4~8 秒程度のランダムな間隔で発⽣するように設定した。撮影した動
画像から提案⼿法を⽤い，瞬⽬波形の抽出を⾏う。このとき，フレーム分割法を⽤い，60fps
の時間分解能で解析を⾏う。 
 図 4.15~図 4.17 に実験結果をまとめたグラフを⽰す。それぞれの図は各被験者における随
意性瞬⽬と⾃発性瞬⽬の形状特徴パラメータの平均値の差を⽰しており，図 4.15 は瞬⽬持
続時間，図 4.16 は瞬⽬時振幅値，図 4.17 は瞬⽬時積分値である。また，被験者ごとに随意
性瞬⽬と⾃発性瞬⽬の形状特徴パラメータに有意な差があるかどうかを Welch の t 検定に
より確かめた。ここで，アスタリスク 1 つは有意⽔準 5%，アスタリスク 2 つは有意⽔準 1%
で帰無仮説が棄却されたことを表している。 
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Fig. 4.15. Result of extraction experiment (duration). 
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Fig. 4.16. Result of extraction experiment (Amplitude). 
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Fig. 4.17. Result of extraction experiment (Integral value). 
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4.2.5.  瞬⽬の形状特徴パラメータの傾向に関する議論 
 瞬⽬種類による形状特徴パラメータの差の傾向を⾒ると，30 ⼈中 25 ⼈の被験者は瞬⽬持
続時間において 5%⽔準で有意差を⽰し，さらに 20 ⼈は 1%⽔準で有意差を⽰した。また，
30 ⼈中 23 ⼈の被験者は瞬⽬時振幅値において 5%⽔準で有意差を⽰し，さらに 19 ⼈は 1%
⽔準で有意差を⽰した。そして，30 ⼈中 28 ⼈の被験者は瞬⽬時積分値において 1%⽔準で
有意差を⽰した。また，2 名の被験者はいずれの特徴量においても有意差は認められなかっ
た。これらの結果をまとめたものを表 4.5，その内訳を表 4.6 に⽰す。個々の被験者に着⽬
すると，瞬⽬持続時間や瞬⽬時振幅値で 1%⽔準の有意差が⽰されたのは全体の 65%程度の
⼈数であったのに対し，瞬⽬時積分値では 93.3%で有意差が認められている。加えて，被験
者 11, 15 の 2 名は瞬⽬時積分値でのみ有意差を⽰した。これらのことから，瞬⽬時積分値は
従来瞬⽬種類識別に⽤いられていたパラメータである瞬⽬持続時間や瞬⽬時振幅値と⽐較
して，有意差が認められやすい傾向にあると⾔える。⼀⽅で，実験では指⽰⾳のなった直後
に発⽣した瞬⽬を随意性瞬⽬として扱っている。しかしながら，実験後の被験者へのインタ
ビューから，⼀部の被験者は合図⾳と⾃発性瞬⽬がちょうど重なったなどの理由から，必ず
しも合図⾳の直後に随意性瞬⽬をしたわけではないことがわかっている。そのため，実際に
⼊⼒インタフェースのように⼊⼒を想定して被験者が能動的に瞬⽬を⾏うのであれば，瞬⽬
種類間の差はさらに開くと考えられる。 
 
 
Table 4.5.   A tendency to extract significant difference. 
パラメータ名 
有意であった⼈数 (30 ⼈中) 
有意⽔準 5% [⼈] 割合 [%] 有意⽔準 1% [⼈] 割合 [%] 
瞬⽬持続時間 25 83.3 20 66.7 
瞬⽬時振幅値 23 76.7 19 63.3 
瞬⽬時積分値 28 93.3 28 93.3 
 
 
 
 
 
 
 
46 
 
Table 4.6.   A tendency to extract significant difference. 
有意⽔準 1%で有意差のあったパラメータ 有意であった⼈数 (30 ⼈中) 
瞬⽬持続時間と瞬⽬時振幅値と瞬⽬時積分値 13 
瞬⽬持続時間と瞬⽬時振幅値 0 
瞬⽬持続時間と瞬⽬時積分値 7 
瞬⽬時振幅値と瞬⽬時積分値 6 
瞬⽬持続時間のみ 0 
瞬⽬時振幅値のみ 0 
瞬⽬時積分値のみ 2 
全てなし 2 
 
4.3.  瞬⽬種類の⾃動識別 
 実験結果から，随意性瞬⽬の識別には瞬⽬時積分値を閾値として⽤いることが有効である
ことが判った。そこで，本項では形状特徴パラメータを⽤いた随意性瞬⽬の⾃動識別アルゴ
リズムを提案する。また，提案アルゴリズムに基づく識別実験を 10 名の被験者に⾏い，そ
の性能を評価する。 
4.3.1.  識別アルゴリズム 
 随意性瞬⽬の識別ははじめにキャリブレーションによって識別のための閾値 Th2 を決定し，
その後に発⽣した瞬⽬の形状特徴パラメータが閾値を上回るかどうかで判定する。ここで，
識別に⽤いる閾値 Th2 は以下の式から決定する。 𝑇ℎI = 	𝑃𝑣 − 𝑃𝑠2 + 𝑃𝑠 
上式において，Pv は随意性瞬⽬の形状特徴パラメータの平均値，Ps は⾃発性瞬⽬の形状特
徴パラメータの平均値を表す。このとき，形状特徴パラメータの平均値が Th2 を上回った場
合に随意性瞬⽬とし，それ以外を⾃発性瞬⽬とする。 
4.3.2.  実験⽅法 
 実験は 4.2.1.項で述べた実験システムと同様の環境で⾏い，4.2.4.項で述べた傾向評価実験
と同様の⼿順，同様の被験者に対して⾏う。ただし，図 4.18 に⽰すように，撮影時間の構
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成のみ変更した。撮影前に約 30 秒の安静時間を設定し，その後約 20 秒間撮影を⾏う。その
後，10 秒間の静⽌時間の後，再度 60 秒間の撮影を⾏う。撮影された動画像のうち，前の 20
秒の動画像に含まれた瞬⽬をもとに 5.7.1 項で述べた⽅法で閾値を決定し（キャリブレーシ
ョン），後の 60 秒の動画像に含まれる瞬⽬波形の識別を⾏う。 
 
 
4.3.3.  実験結果 
 被験者 10 名についての実験結果を表 4.7-4.9 に⽰す。ここで，⽐較のために従来⽅式の識
別パラメータである瞬⽬持続時間と瞬⽬時振幅値を⽤いた結果と，提案⼿法である瞬⽬時積
分値を⽤いた結果を報告する。また，随意性瞬⽬の平均識別率 Cv，⾃発性瞬⽬の平均識別
率 Cs，両者の合計識別率 Ct は⽂献 [70]を参考に次式により決定する。 
 𝐶# = 𝑉𝑖 − 𝐸𝑣𝑉𝑖 	×	100 𝐶O = 𝑆𝑖 − 𝐸𝑠𝑆𝑖 	×	100 𝐶Q = (𝑉𝑖 + 𝑆𝑖) − (𝐸𝑣 + 𝐸𝑠)𝑉𝑖 + 𝑆𝑖 	×	100 
 
上式において，Vi 及び Si は随意性瞬⽬の⽬視検出数，Ev 及び Es はそれぞれ随意性及び⾃発
性瞬⽬の識別失敗数を表す。 
 
 
 
 
 
Fig. 4.18. flow of the taking video image. 
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Table 4.7.   Result of classification experiment based on duration. 
Subject 
Number of blinking Counts of false classification Accuracy rate [%] 
Vi Si Ev Es Cv Cs Ct 
A 10 17 1 5 90.0 70.5 77.7 
B 10 12 0 0 100.0 100.0 100.0 
C 10 33 4 6 60.0 81.8 76.7 
D 10 7 4 0 60.0 100.0 76.4 
E 10 3 5 2 50.0 33.3 46.1 
F 7 29 3 1 57.1 96.5 88.8 
G 10 49 3 5 70.0 89.7 86.4 
H 10 2 0 0 100.0 100.0 100.0 
I 7 58 4 10 42.8 82.7 78.4 
J 10 35 3 9 70.0 74.2 73.3 
Average 9.4 24.5 2.5 3.3 71.27 84.48 80.82 
 
 
Table 4.8.   Result of classification experiment based on amplitude. 
Subject 
Number of blinking Counts of false classification Accuracy rate [%] 
Vi Si Ev Es Cv Cs Ct 
A 10 17 1 1 90.0 94.1 92.5 
B 10 12 0 2 100.0 83.3 90.9 
C 10 33 1 30 90.0 9.0 27.9 
D 10 7 5 0 50.0 100.0 70.5 
E 10 3 1 0 90.0 100.0 92.3 
F 7 29 3 1 57.1 96.5 88.8 
G 10 49 5 2 50.0 95.9 88.1 
H 10 2 0 0 100.0 100.0 100.0 
I 7 58 2 34 71.4 41.3 44.6 
J 10 35 4 11 60.0 68.5 66.6 
Average 9.4 24.5 2.2 8.1 60.00 66.93 69.61 
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Table 4.9.   Result of classification experiment based on integral value. 
Subject 
Number of blinking Counts of false classification Accuracy rate [%] 
Vi Si Ev Es Cv Cs Ct 
A 10 17 1 1 90.0 94.1 92.5 
B 10 12 0 0 100.0 100.0 100.0 
C 10 33 0 13 100.0 60.6 69.7 
D 10 7 4 0 60.0 100.0 76.4 
E 10 3 1 0 90.0 100.0 92.3 
F 7 29 3 0 57.1 100.0 91.6 
G 10 49 3 5 70.0 89.7 86.4 
H 10 2 0 0 100.0 100.0 100.0 
I 7 58 2 5 71.4 91.3 89.2 
J 10 35 2 7 80.0 80.0 80.0 
Average 9.4 24.5 1.6 3.1 82.97 87.34 86.13 
 
 
4.3.4.  瞬⽬種類の⾃動識別実験の結果に関する議論 
 実験結果から，各形状特徴パラメータを⽤いた⾃動識別の平均識別率は，瞬⽬持続時間を
⽤いた場合に 80.82%，瞬⽬時振幅値を⽤いた場合に 69.61%，瞬⽬時積分値を⽤いた場合に
86.13%となった．この結果から瞬⽬時積分値を識別パラメータに⽤いた場合の識別精度は瞬
⽬持続時間と⽐較して 5.31%，瞬⽬時振幅値と⽐較して 16.52%向上した．⼊⼒インタフェ
ースへの応⽤を考えると，全体の平均識別率が約 86%というのはやや低い．しかしながら，
今回の実験では，被験者が瞬⽬を⾏った際に実験画⾯からのフィードバックは⼀切なかった
こと，発⽣⾳の直後に⽣起した瞬⽬を随意性瞬⽬として機械的に扱ったため，教⽰⾳と⾃発
性瞬⽬が同時であったときには⾃発性瞬⽬を観測側は随意性瞬⽬であるとしたことなどの
理由で識別率が低下している．これは，実際に⼊⼒インタフェースを構築し，使⽤中に被験
者にフィードバックを与えることによってある程度改善されると考えている． 
 次に被験者ごとの識別精度について考察する．表 2.6〜2.8 から，被験者 B，C，D は瞬⽬
持続時間を識別パラメータとした場合に最も識別率が⾼くなり，被験者 A，E，G，H は瞬⽬
時振幅値を識別パラメータとした場合に最も識別率が⾼くなる．また，被験者 A，B，D，E，
F，I，J は瞬⽬時積分値を⽤いた場合に最も⾼くなることから，被験者ごとに適切な識別パ
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ラメータは異なるものの，瞬⽬時積分値で最も⾼い識別率となる被験者が多いことがわかる．
次に，識別率が低い場合に注⽬すると，被験者 A，E，F，G は瞬⽬持続時間において，被験
者 B，C，D，F，I，J は瞬⽬時振幅値において，被験者 G は瞬⽬時積分値において最も低い
識別率となった．特に，瞬⽬持続時間を⽤いた場合の被験者 E，および瞬⽬時振幅値を⽤い
た場合の被験者 C，I において極端な識別率の低下が発⽣している．⼀⽅で，瞬⽬時積分値
において最も低い識別率となった被験者 G に注⽬すると，最も⾼い識別率となった瞬⽬時振
幅値を⽤いた場合との差は 1.7%であり，ごく⼩さいものである．そのため，瞬⽬時積分値
を識別パラメータとした場合には他の形状特徴パラメータを⽤いた場合にみられる，個⼈差
に起因した識別率の極端な低下を回避できるといえる．また，表 6 から，瞬⽬時振幅値を⽤
いた場合の被験者 C の⾃発性瞬⽬識別率は約 9%と著しく低くなっている．その原因として
は，被験者 C の瞬⽬時振幅値は，意図的瞬⽬と⾃発性との差がほとんどないことが挙げられ
る．瞬⽬時積分値は瞬⽬持続時間と瞬⽬時振幅値の両形状特徴パラメータを継承した値であ
るため，この影響から識別率が低下している．しかしながら，両瞬⽬を合算して約 70%の識
別率を得られていることから，こうした⼤きな個⼈差による影響にロバストであると⾔える．
これは被験者 E における瞬⽬持続時間においても同様であり，この場合であっても瞬⽬時積
分値を識別パラメータとした場合は⾼い識別率を維持している． 
4.3.5.  随意性瞬⽬のリアルタイム検出と⼊⼒インタフェースの実⽤化に関する議論 
 ⼊⼒インタフェースとして実際に瞬⽬⼊⼒を⽤いるには，ただ意図的な瞬⽬を検出するだ
けではなく，リアルタイムでの⼊⼒判定を必要とする．ユーザが⼊⼒を意図して瞬⽬したと
き，⽬を閉じてから⽬を開ききる前に⼊⼒が完了するのか，⽬を開けきってから⼊⼒が完了
するのかでは，ユーザビリティに⼤きな影響を与えると考えられる．従来⽤いられてきた瞬
⽬種類の識別⽅法では，瞬⽬動作の完了後に計測された特徴量の値を閾値と⽐較する．その
ため，⼊⼒完了は瞬⽬動作が完了し，加えて処理が完了したタイミングである．つまり，瞬
⽬完了の後に⼊⼒完了となることを意味する．これに対し，ある閾値を瞬⽬持続時間が超え
たときに⼊⼒とするならばタイムラグは問題とならない．しかしながら，瞬⽬の発⽣傾向に
は個⼈差が⼤きいことに加え，同じ使⽤者であっても⼼理的要因などにより，発⽣傾向に変
化が⾒られる．その結果として，瞬⽬持続時間だけでは⾃発性瞬⽬の分布と随意性瞬⽬の分
布が線形分離できない場合も多い． 
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 ⼀⽅，提案⼿法における瞬⽬時積分値は振幅値の累積値であるため，リアルタイム計測に
おいて瞬⽬持続時間と同様に瞬⽬完了と⼊⼒完了にタイムラグが発⽣し難いと考えられる．
閾値を越えたら⾃動的に随意性瞬⽬であると判定するアルゴリズムであるため，5 章の実験
で検出に成功した随意性瞬⽬は全て，瞬⽬動作の完了より前に随意性瞬⽬に判定される．こ
れは，⽬を開けきる前に⼊⼒を完了できることを意味している．加えて，振幅値も継承した
特徴量であるため，瞬⽬種類の分布の分離が瞬⽬持続時間を⽤いる場合と⽐較して容易であ
る．これは実験結果において被験者 A，E，F，I，J の識別率が向上し，被験者 B，D，G，H
が同等であり，被験者 C のみが低下したことから⽰唆されている． 
 また，⼊⼒インタフェースとして実⽤するためには，エラーをどのように処理するかが問
題となる。エラーには誤検出と⼊⼒⾒落としの 2 つのパターンがある。誤検出に相当するの
は⾃発性瞬⽬を随意性瞬⽬と誤って識別することであり，⼊⼒⾒落としは随意性瞬⽬を⾃発
性瞬⽬と誤って識別することである。ここで，実⽤の観点から，誤検出を減らすことが重要
である。なぜならば，⼊⼒⾒落としは⼊⼒インタフェースとしての性質から，再度の⼊⼒操
作を必要とするだけであるが，誤検出の場合は⼊⼒の訂正や取り消しの操作が必要となると
考えられるためである。よって，実⽤の際には閾値の決定⽅法を調整することにより，誤検
出を⽣じにくく，⼊⼒⾒落としをある程度許容できるような設計にすることが望ましい。 
 以上のことから，筆者の提案する瞬⽬時積分値を⽤いた瞬⽬種類の⾃動識別は⼊⼒インタ
フェースへの応⽤に適していると考えられる． 
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5.  瞬⽬識別と視線移動の同時識別 
5.1.  関連研究 
 瞬⽬と視線を組み合わせたシステムの試みは幾つか報告されている [71] [72]。しかしなが
ら，⾚外線光源などを必要としない⾃然光下で利⽤できるシステムは少ない。先⾏研究 [73]
では EOG を⽤いた瞬⽬と視線によるコミュニケーション⽀援装置を検討している。先⾏研
究 [74]では⾞椅⼦の操作を瞬⽬とレーザレンジファインダにより⾏っている。先⾏研究 [75] 
[76]では 1 対の EOG 電極を使⽤した⽔平眼球運動と随意性瞬⽬による⽂字⼊⼒を検討してい
る。先⾏研究 [77]では HMD と web カメラを使⽤して瞬⽬と視線による情報⼊⼒を⾏う会
話⽀援システムを提案している。先⾏研究 [78]ではロボットアームの操作を視線と瞬⽬を⽤
いて⾏っている。⼀⽅で，これらの研究は全て装着式の機器を使⽤しているため，使⽤でき
る状況が限られる。また，先⾏研究 [79]では家庭⽤ビデオカメラとパソコンを使⽤し，マウ
スカーソルを視線と瞬⽬を⽤いて操作することで⾃然光下における GUI の操作を⾏う⽅法
を提案している。この⽅法は⾮接触な⼊⼒が可能であるものの，2 章で議論したように，マ
ウスカーソルの操作には⼀定の画⾯領域と計測精度，また計測機器とユーザの位置固定が必
要であるため，⼩型の情報端末の操作には適していない。 
 本章では，3 章で述べた Eye Glance ⼊⼒検出アルゴリズム 4 章で述べた瞬⽬検出・種類
識別アルゴリズムを組み合わせることで，ビデオカメラを⽤いた⾮接触かつ拘束度の低い⼊
⼒インタフェースを実現するために動画像解析による計測アルゴリズムを提案する。 
5.2.  瞬⽬と視線移動の識別 
 3.4 節の結果から，オプティカルフローのみを⽤いることによる視線移動⽅向と随意性瞬
⽬の識別は難しいことが判った。そこで，3 章で述べた視線移動⽅向を検出するアルゴリズ
ムと 4 章で述べた随意性瞬⽬を識別するアルゴリズムを並列動作させることで，双⽅のリア
ルタイムな⼊⼒検出を試みる。これらの⼿法は共に眼球近傍の動画像を解析することで検出
および識別を⾏う。そのため，同じ⼊⼒画像に対して並列に動作させることで視線移動と瞬
⽬をそれぞれ評価することができる。図 5.1 に処理の流れを⽰す。 
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ここで，識別を⾏うモジュールを単純に並列実⾏した場合には，瞬⽬を視線移動であると
誤って認識する，逆に視線移動を瞬⽬と誤って認識する恐れがある。この問題を解決するた
め，キャリブレーション時に瞬⽬波形と視線移動について，眼球近傍領域の画素数とオプテ
ィカルフローの双⽅をそれぞれに取得し，誤認識を減らすことのできる順序を検討する。 
視線移動検出と瞬⽬検出は同⼀の動画像から別々に並⾏して処理を⾏う。そのため，リア
ルタイムに動作させた場合，各検出結果は個別のタイミングで判定される。つまり，誤検出
が発⽣した場合には両⽅のモジュールから検出の出⼒を得ることになる。このとき，検出の
出⼒をそのまま反映すると必ず誤検出として処理されてしまう。そこで，⼀⽅の検出モジュ
ールから出⼒があった場合，動作判定モジュールで⼀定時間受付待機し，短いシステム時間
の間に複数の検出出⼒があった場合，いずれか 1 回のみを最終的な検出結果として出⼒する
ことにする。 
このとき，検出アルゴリズムの性質から，同じ動画像を同時に検出モジュールに⼊⼒した
場合，多くの場合において瞬⽬検出の結果が先に出⼒される。そこで，①瞬⽬検出が出⼒さ
れた直後の⼀定時間は視線移動検出の出⼒を受け付けない設定，②瞬⽬検出が出⼒された直
後の⼀定時間に視線移動検出が出⼒された場合には視線移動を優先する設定の 2 条件で⽐較
を⾏った。 
 
5.3.  同時識別実験 
 本節では 5.2 節で提案した随意性瞬⽬と Eye glance を組み合わせた⼊⼒⽅法に基づく実
験システムを構築し，検出精度の評価実験を 20 代の被験者 5 名に対して⾏った。本実験の
 
Fig. 5.1. An eyeblink waveform measuring by optical flow. 
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実施に際し，被験者には実験の⼿法や⽬的について⼗分な説明を⾏い，実験への協⼒，及び
被験者を特定できない状態での実験データの公開について同意を得た上で実施した。 
5.3.1.  実験システムの概要 
 実験システムはビデオカメラがディスプレイ上部に設置されたノートパソコン(OS X El 
Capitan: MacBook Air 13-inch, Intel Core i7 2GHz, Intel HD Graphics 4000)を⽤いた。
ビデオカメラは平均して 25fps 程度の時間分解能で動画像を取得している。実験は⼀般的な
蛍光灯照明下の室内で⾏った。計測に際し，被験者にはモニターの正⾯約 40cm 程度の位置
で椅⼦に座ってもらった。このとき，ディスプレイ上部のビデオカメラで顔領域の撮影を⾏
う。また，今回の実験では処理の簡略化のためオプティカルフロー計算を⾏う眼球近傍領域
を固定し，あらかじめ被験者には実験中は表⽰した眼球近傍領域を⽰す枠内に両⽬を収めて
いるように指⽰した。 
図 5.2 に実験システムの表⽰画⾯を⽰す。また，以下に実験システムにおける各部の意味
を⽰す。 
① 元画像： 
実験環境に設置されたカメラから出⼒された画像をそのまま表⽰。 
② 眼球近傍領域画像： 
元画像から抽出した眼球近傍領域画像。以降の画像処理はこの画像領域に施す。 
③ 眼球近傍領域画像のオプティカルフロー： 
4 章で述べた⽅法で検出したオプティカルフローのモニタリング。 
④ 眼球近傍領域の⼆値化画像： 
5 章で述べた⽅法で⾏った⼆値化のモニタリング。下部のスライドによってホワイト
バランスの調整が可能。 
⑤ 視線移動・瞬⽬検出時のフィードバック表⽰領域： 
⼊⼒画像から視線移動または瞬⽬が検出された場合，フィードバック画像を表⽰。 
⑥ 視線移動の検出ログ 
検出した視線移動を左から順番に格納したリスト。移動⽅向ごとに⾊で分類。下部の
数値は検出時のシステム時間を意味する。 
⑦ 瞬⽬の検出ログ： 
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検出した瞬⽬を左から順番に格納したリスト。随意性と⾃発性を⾊で分類。下部の数
値は検出時のシステム時間を意味する。 
⑧ 指定した検出結果の形状特徴量と波形： 
⑥⑦の領域に表⽰した個々のログを選択することで，検出した部分の形状特徴量，お
よび波形を表⽰。図 5.3 に視線移動波形の例，図 5.4 に瞬⽬波形の例を⽰す。 
 
 
 
 
Fig. 5.2. An eyeblink waveform measuring by optical flow. 
 
Fig. 5.3. An eyeblink waveform measuring by optical flow. 
 
Fig. 5.4. An eyeblink waveform measuring by optical flow. 
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5.3.2.  実験⽅法 
 図 5.5 に実験のフローを⽰す。はじめに，⼊⼒判別を⾏うための閾値を決定するためのキ
ャリブレーションを⾏う。被験者にはあらかじめ，⾳声指⽰と同時に画⾯に表⽰された指⽰
に従って瞬⽬および Eye glance を⾏うように教⽰した。ただし，指⽰がない場合であって
も特に瞬⽬を我慢する必要はないことも併せて教⽰している。キャリブレーション時にはま
ず，瞬⽬を⾏う指⽰が 3 回⾏なわれ，直後に⾏った瞬⽬の形状特徴量から随意性瞬⽬の基準
値を決定する。また，同時に指⽰とは関係なく⽣起した瞬⽬に基づき⾃発性瞬⽬の基準値を
決定する。瞬⽬の基準値を決定した後，視線移動の閾値を決定するため右上，右下，左下，
左上と順番に 1 回ずつ Eye glance ⼊⼒の指⽰が⾏われる。このとき計測された波形から停
留時間と検出閾値を決定する。その後，任意の休憩時間を挟み，本実験を⾏った。実験では
被験者には実験画⾯に 3 秒間隔でランダムに表⽰される⽅向指⽰または瞬⽬指⽰に従って⼊
⼒を⾏ってもらう。⽅向・瞬⽬の指⽰は図 5.6 に⽰したような指標の提⽰に加え，同時に⾳
声の読み上げを⾏う形をとった。指⽰に従い被験者が⾏った動作をシステムが⼊⼒として検
出した場合には，指標の⾊と形状を変化させることで⼊⼒を受け付けたことを被験者にフィ
ードバックしている。なお，このフィードバックは⼊⼒の正誤を問わずに⼊⼒が検出された
時に⾏われる。この操作を各⼊⼒それぞれ 1 回の計 5 回を 1 施⾏とし，合計 6 施⾏実施した。
このとき，施⾏ごとの⼊⼒指⽰の順番はランダムであり，被験者には各施⾏の間に任意で休
憩をとってもらった。 
 
 
Fig. 5.5. An eyeblink waveform measuring by optical flow. 
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5.3.3.  実験結果①：瞬⽬検出を優先する設定 
 表 5.1 に 5 名の被験者の実験結果をそれぞれ⽰す。数値は合計 30 回の⼊⼒に対する⼊⼒
指⽰の回数との指⽰と識別結果が⼀致した回数を⽰している。本実験における被験者全体の
⼀致率は 68.00％となった。被験者 E では約 93%，被験者 D は 86%と⾼い⼀致率となった。
⼀⽅で，被験者 A, B は全体的に視線移動の⼀致率が低い結果となった。その原因としては，
視線移動を随意性瞬⽬と誤判定していた可能性がある。本実験では随意性瞬⽬の検出と視線
移動の検出がほぼ同時であった場合には，瞬⽬の検出が優先されるように動作している。そ
のため，波形的に近い形状特徴量が記録された場合には誤判定が多く出てしまうと考えられ
る。 
Table 5.1.   Accuracy rate of inputting. 
Subjects Voluntary (%) Upper right (%) Lower right (%) Lower left (%) Upper left (%) Average (%) 
A 6/6 (100) 1/6 (16.7) 1/6 (16.7) 1/6 (16.7) 3/6 (50.0) 12/30(40.00) 
B 5/6 (83.3) 3/6 (50.0) 1/6 (16.7) 1/6 (16.7) 3/6 (50.0) 13/30(43.33) 
C 6/6 (100) 3/6 (50.0) 6/6 (100) 5/6 (83.3) 3/6 (50.0) 23/30(76.67) 
D 6/6 (100) 5/6 (83.3) 4/6 (66.7) 5/6 (83.3) 6/6 (100) 26/30(86.67) 
E 6/6 (100) 6/6 (100) 5/6 (83.3) 5/6 (83.3) 6/6 (100) 28/30(93.33) 
Average 29/30(96.67) 18/30(60.00) 17/30(56.67) 17/30(56.67) 21/30(70.00) 102/150(68.00) 
 
5.3.4.  実験結果②：視線移動を優先する設定 
 表 5.2 に 5 名の被験者の実験結果をそれぞれ⽰す。数値は合計 30 回の⼊⼒に対する⼊⼒
指⽰の回数との指⽰と識別結果が⼀致した回数を⽰している。ここで，各被験者は表 6.3 の
被験者とは異なる。本実験における被験者全体の⼀致率は 79.33％となった。とくに，随意
性瞬⽬の識別率は全体で 96.67％と⾼い⼀致率となった。また，結果として視線移動検出に
関しても 4 章で⾏った Eye glance ⼊⼒の識別実験と同じ程度の精度であり，それぞれ眼球
運動を概ね分類できているといえる。しかし，個々の被験者をみると，被験者 A, D, E は全
体的に⾼い⼀致率となっているが，被験者 B, C は左上⽅向と左下⽅向の⼀致率が低めとな
 
Fig. 5.6. An eyeblink waveform measuring by optical flow. 
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った。その原因としては，視線移動に伴う眼球運動の⼤きさが左右で異なっていたことが考
えられる。識別に失敗した視線移動時の波形を⾒てみると，同じ被験者において識別に成功
したときの波形と⽐較して振幅が⼩さい場合が多くみられた。 
 ⼀部の被験者では⼀致率が低くなるものの，実験結果①と⽐較して全体の⼀致率は向上す
る結果となった。 
 
Table 5.2.   Accuracy rate of inputting. 
Subjects Voluntary (%) Upper right (%) Lower right (%) Lower left (%) Upper left (%) Average (%) 
A 6/6 (100) 5/6 (83.3) 6/6 (100) 5/6 (83.3) 4/6 (66.6) 26/30(86.67) 
B 6/6 (100) 6/6 (100) 5/6  (83.3) 3/6 (50.0) 3/6 (50.0) 23/30(76.67) 
C 5/6 (83.3) 4/6 (66.7) 4/6 (66.7) 2/6 (33.3) 2/6 (33.3) 17/30(56.67) 
D 6/6 (100) 4/6 (66.7) 4/6 (66.7) 6/6 (100) 5/6 (83.3) 25/30(83.33) 
E 6/6 (100) 5/6 (83.3) 6/6 (100) 5/6 (83.3) 6/6 (100) 28/30(93.33) 
Average 29/30(96.67) 24/30(80.00) 25/30(83.33) 21/30(70.00) 20/30(66.67) 119/150(79.33) 
 
5.4.  実⽤性についての検討 
 本稿では，5.3 節の結果をもとに，これまで提案されてきた視線⼊⼒システムにおける視
線計測処理との⽐較を⾏う。 
 先⾏研究 [77]における視線⼊⼒システムは⼩型のディスプレイと Web カメラを⽚眼ずつ
の眼前に配置した専⽤の眼鏡型デバイスを⽤い，9 個の選択肢指標を組み合わせて⼊⼒を⾏
う。⽂献中の実験から，⼊⼒速度は 34.9 字/分と⾼速であるが，キー選択では 12 回の必要
⼊⼒回数に対して最⼤で 26 回の失敗が⽰されている。また，被験者 6 名に対し，半数の 3
名が瞬⽬によるキー決定に成功しなかったと報告されている。これと⽐較して，提案⼿法の
実験結果は瞬⽬の検出率が⾼く，また，各⽅向の識別率も 80%程度の精度であったことから，
専⽤の機器を⽤いずとも先⾏研究と同程度の⼊⼒精度を得られることが予想される。 
 また，先⾏研究 [80]では眼鏡に取り付けた Web カメラの⼊⼒画像から，⾃然光下でディ
スプレイ上の注視点計測と随意性瞬⽬検出を⾏うシステムが提案されている。⽂献中では注
視点計測誤差と随意性瞬⽬の⾼い検出率が⽰されているが，随意性瞬⽬の検出は 5 秒という
固定時間を閾値として⽐較している。注視点計測については評価⽅法が異なるため，単純な
⽐較はできないが，提案⼿法の評価実験における随意性瞬⽬の検出閾値は全ての被験者にお
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いて 2 秒以下であった。このことから，提案⼿法では先⾏研究 [80]と⽐較して⾼速な選択・
⼊⼒が可能であると考えられる。 
 先⾏研究 [81]では AC-EOG を⽤いて⽔平⽅向の眼球運動と随意性瞬⽬を⽤いた⽂字⼊⼒
システムが提案されている。このシステムでは，画⾯上の⽂字から視線移動によってカーソ
ル移動を⾏い，瞬⽬によって決定する。このとき，1 ⽂字につき⾏と列の 2 回決定を⾏う。
⽂献の評価実験では，10 ⼈の被験者が 100 ⽂字の⼊⼒をおこなったとき平均で 6.2 ⽂字の
⼊⼒速度であると報告されている。3 章で⾏った評価では毎分約 12 ⽂字の⼊⼒が可能であ
ったことから，提案⼿法を⽤いても同じ程度の⼊⼒速度は実現可能であると仮定すると，先
⾏研究と⽐較して⼊⼒時間を約半分に短縮できると予想される。 
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6.  結論 
6.1.    本研究の成果 
 本研究では，広く⽤いられている携帯可能な情報端末の操作において，瞬⽬や視線といっ
た眼の情報を⽤いた⼊⼒を⼩さい情報提⽰画⾯での使⽤も可能なよう，従来のような注視に
よる視線⼊⼒ではなく，視線移動を⽤いた視線⽅向⼊⼒の有⽤性を実験により評価した。加
えて，従来のように⾚外光などの特別な機器を使わず，情報機器に広く搭載されている汎⽤
の可視光カメラを⽤いて瞬⽬と視線移動による⼊⼒インタフェースを実現するための眼球
近傍画像の解析⼿法を検討した。また，作成した瞬⽬計測システムを⽤いて瞬⽬種類ごとの
形状特徴量の出現傾向の調査を⾏った。その結果から，瞬⽬時積分値を新たに定義し，識別
閾値として⽤いることで従来は難しかった低時間分解能計測環境下における随意性瞬⽬の
⾃動識別を実現する⽅法を提案した。加えて，提案⼿法を組み合わることで，瞬⽬計測と視
線移動検出を同時にリアルタイムで⾏う⾃動検出システムを構築し，実験による評価を⾏っ
た。これらの結果から，従来研究では困難であった視線移動と瞬⽬をリアルタイムに検出・
識別することが可能となったため，注視位置測定に依存しない視線⼊⼒インタフェースの開
発に⼤きく寄与すると考えられる。 
6.2.    今後の展望と課題 
 本研究では眼の動きを⽤いた視線⼊⼒インタフェースの開発を主眼とした眼球近傍画像
解析のアルゴリズムを開発し，その評価を⾏った。しかしながら，実際に⼊⼒インタフェー
スとして⽤いるためにはそれぞれの⽤途を想定し，最適な⼊⼒画⾯デザインを設計する必要
がある。とくに，提案する⼊⼒⽅式は少数選択肢かつ素早い⼊⼒を特徴とすることから，⼀
般的によく⽤いられる⽂字⼊⼒のみならず，環境の制御やキーロック解除のようなマクロ的
な操作にも向いていると考えられる。そのため，これら個別の要件に合わせたユーザ・イン
タフェースを設計・構築することが課題である。 
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