Introduction
We consider the following initial value problem for (a system of) differential equations with parameter-dependent nonlinear field,
and we focus on the source terms given by
For the sake of readability, we restrict the presentation to the scalar case, with U (t, x) ∈ R and G : R → R , G ∈ C 1 (R) ∩ L ∞ (R) , nevertheless the study achieved in this paper straightforwardly extends to systems with U (t, x) ∈ R n×m , n, m ∈ N + , for the relative matrix notation in (1)- (3) . That feature is in fact essential, otherwise the differential equation (1) turns out to be effectively solvable by classical separation of variables, for which the numerical analysis is well established (refer to [12] , [13] and [24] ). The expression (3) is usually referred to as geometrical source term, that is motivated by the applications to the mathematical modeling for hydrogeology: in the Saint-Venant system for shallow waters, for instance, and the groundwater flows of an aquifer, the function Z(x) describes the bottom topography with respect to the spatial coordinates (see [5] and also [29] ). Some models for nonlinear age-dependent population dynamics comprise source terms like (3) (refer to [9] for the original formulation of such problems), and various birth-death dynamical processes including the effects of competition for food are represented in [6] through equations for the probability density with that type of multiplicative noise. Furthermore, the influence of variable parameters as expressed via (3) characterizes many differential systems which are relevant to physical phenomena : relaxation inside chemical reactions, presence of external potentials in gas dynamics, material elasticity with memory, integro-differential models for granular flows in [11] , simple optimization strategies for PDEs with non-conservative flux under hyperbolic constraints (see [15] , for example), and besides basic quantitative models of multi-dimensional tomography for medical imaging to reconstruct the internal structure of solid objects from external measurements (refer to [7] ).
In this paper, we are interested in the numerical simulation of the problem (1)-(3) particularly with respect to the parameter, and we select finite volume schemes because of the possible implementation for several models with low regularity of the external field (so that an integral formulation is suitable). Moreover, nonuniform discretizations of the space of parameters Interfacial quadrature for geometrical source terms on nonuniform grids 3 are specially required (taking account of a composite medium for geophysical flows, for instance, or the inhomogeneity of supplies for the dynamics of populations over a certain region), which is important as well for computational issues (by improving the CPU performance in time, for example). Within the context of balance laws, a first attempt at demonstrating error estimates for (finite volume) approximations on uniform spatial meshes of the source term (3) is made in [19] . But elementary counter-examples show that (strong) convergence commonly fails for nonuniform grids, since standard consistency conditions do not guarantee the truncation errors vanishing (refer to [16] , [27] , [30] and [18] for more details). Therefore, some explicit dependency of the discretization upon the cells' size is necessary to an error analysis with optimal rates (see [8] , [2] , and the references therein).
In Section 2 , we acquaint with the formalism of the so-called weighted interfacial discretizations fitting for (3) in the case of nonuniform grids, then we design a general approach to recover (strong) convergence by introducing the concept of mesh-dependent internal consistency for the numerical source term, and we precisely illustrate the fundamental arguments for making effective the theoretical results obtained in Section 4.
In Section 4 , we prove that the numerical schemes defined according to the aforementioned criteria for the problem (1)-(3) are first order accurate, by performing rigorous L p -error estimates, 1 ≤ p < +∞ , with respect to the parameter. The analytical strategy employed for attaining those results originated in [19] , and it consists in evaluating directly the (finite volume) integrals of the difference between the source term and its discretization. We remark that similar arguments apply to deduce second order estimates, after having efficiently formulated (consistent) extensions of the numerical source operator endowed with higher accuracy for nonuniform grids (refer to Section 3 for details). Consequently, because it would not yield any technical improvement, we decided on omitting the proof of second order error estimates, but careful comments are made about that specific issue.
Numerical experiments 1 are provided in Section 5 for exemplifying the analysis developed in this paper, however a complete series of simulations in various contexts is aimed to be carried out in a forthcoming paper. Also, the advances on adaptive techniques for grid refinement, and the stability mechanisms possibly generated by such strategies, suggest a natural background for undertaking wider investigations (see [23] and [1] , for example).
Formulation of the numerical problem
We set up a nonuniform mesh on the one-dimensional space of parameters (see Figure 1 ) and we denote by
) the finite volume (cell) 1 the code for reproducing the numerical tests is available upon request to the authors 4 Theodoros Katsaounis, Chiara Simeoni are the cell's interfaces and ∆x i = length(C i ) , therefore the characteristic space-step is given by h = sup i∈Z ∆x i . We build a piecewise constant approximation of the function Z(x) by means of its integral cell-averages, namely
where I C i denotes the characteristic function of the cell C i , that converges uniformly to Z(x) , as h → 0 , under the assumptions made in (3). Also we perform the same for a solution to the problem (1)- (2), and we define
In that framework, a semi-discrete finite volume scheme applied to (1)-(2) produces a numerical solution in the form of a (discrete valued) function
whose in-cell values are interpreted as approximations of the cell-averages in (5) , that is V i (t) ≈ U i (t) , i∈ Z , and which satisfies the formal equation
with initial data corresponding to an approximate initial condition
Thus, we ought to concentrate on the discretization of the source term (3).
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Empirical analysis
The starting-point is the first order derivative of the numerical function (4) , that consists of discrete differences located at the cell's interfaces (see Figure 1) , so that we introduce the following generalized function,
where δ i+ 1 2 denotes the Dirac's delta of an interfacial point x i+ 1 2 , and we choose ∆Z i+ 1 2 = Z i+1 − Z i (with its sign). We heed that (9) converges to Z (x) in the (weak) sense of distributions. Then, by integrating (3) according to the finite volume method, we may deduce from (5) and (9) that
It can be easily proven that (strong) convergence of (10) fails in the case of nonuniform grids : indeed, even for the simplest model G(U ) = 1 , standard expansions of the cell-averages in the right-hand side of (10) leads to
2 , so clearly (11) converges toward the suitable value Z (x i ) only for a uniform mesh, with ∆x i = h , ∀ i ∈ Z .
Two extensions of the formula (10) for nonuniform meshes are possible, by taking into account explicitly the size of the cells. The first attempt uses weighted averages to define the interfacial values of (4) over the mesh,
Although conservative and consistent (in the sense of finite volume schemes), that approximation does not converge because it is not numerically stable, what can be readily checked after rewriting the right-hand side as follows,
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Another approach to recuperate (local) consistency is based on the so-called upwind interfacial discretizations, as suggested by the inconsistent coefficients in (11) , and it looks like
that is derived from (9) for appropriate weighted interfacial jumps (refer also to [16] , [8] , [30] , [21] and [18] ). A straightforward computation shows the truncation error vanishing for nonuniform grids, thus inducing the correct convergence. The pertinence of that strategy becomes more significant with a non-constant source function G, as it enforces the (finite volume) scheme to comprise the natural extension of (10) for nonuniform meshes,
with the classical consistency condition G h (U, U ) = G(U ) for the numerical source function, which is also generalized by the definitions introduced below. On the other hand, we formally deduce from (12) that
which illustrates the expression of the total interfacial jumps ∆Z i+ 1 2 in (9) as the sum of partial jumps
with weights given by the relative sizes of the neighboring cells C i and C i+1 with respect to the interfacial interval [x i , x i+1 ] in the case of a nonuniform mesh (see Figure 1 ). This provides a (strong) stability condition sufficient to guarantee convergence with optimal rates (refer to Section 4). Moreover, an alternative interpretation of (12)- (13) indicates that the amount ∆Z i+ 1 2 G h (U i , U i+1 ) of discrete source term located at the interface x i+ 1 2 , which contributes for updating the numerical solution in the cells C i and C i+1 , actually it is allocated to each cell through a corresponding percentage of size over the interfacial interval, given by
, respectively, and such approach is intrinsically upwind.
Consistency condition
The empirical justifications presented above motivate the following composite quadrature formula in (7) for the numerical source operator,
Interfacial quadrature for geometrical source terms on nonuniform grids and the backward contribution from the left of interface x i+ 1 2 , respectively, towards the cell C i (see Figure 1) . Finally, according to the typical formalism of an explicit (three-points upwind) scheme, without loss of generality, we have
where
(with its sign), and we assume F ± ∈ C 2 , together with
for any h, k ∈ R + and U, V ∈ R , in order to make (15)- (16) inside (14) also consistent if the equation (1) simply reduces to homogeneous, and specifically for Z (x) = 0 in (3). Then, an overall consistency condition is needed for the implicit formulation (14)- (16) to perform the convergence analysis. By applying the Taylor-Lagrange formula to (15) and (16) with respect to the last variable, in view of (17) we have that
for some ξ(λ) ∈ (0, Λ) , with abuse of notation for the sign of the extrema. Hence, we recover the explicit (but less general) formulation (12) , and also the mesh-dependent consistency condition in [18] given by
which is compatible with the most general formulated in [19] , that reads
where K F is a constant (independent of U ). We remark that the conditions (18) and (19) essentially comply with the interfacial approximation (13), but they do not generally guarantee that the (local) in-cell truncation errors vanish for the numerical source term (refer to (10)- (11) as a counterexample). In fact, due to the non-uniformity of the mesh, the cell's size ∆x i could be very different from the length of an inter-
2 , so that
Theodoros Katsaounis, Chiara Simeoni case of a uniform mesh. It is shown in the Lemma 2 below that weak consistency leads to a reduction of the convergence rates, unless an additional hypothesis of L p -regularity for the mesh is also assumed (see Remark 2) .
Therefore, we consider the following consistency condition,
that implies (18) and (19), and thus the formal accuracy of the finite volume schemes is maintained (see Section 4). Nevertheless, an L ∞ -weak regularity assumption for the nonuniform mesh, for instance
is always required to control the variation of the cells' size, and to conclude even the weak convergence of the finite volume method (7)- (8) to (1)- (2).
Theoretical results and optimality of the assumptions
We introduce the (pointwise) numerical error
, which satisfies the differential equation
where the two terms in the right-hand side denote the consistency error and the stability error, respectively. From (5) and (6), we deduce that
The main object of this paper is to demonstrate error estimates for the numerical approximations of the initial value problem (1)-(3) constructed through the (finite volume) scheme (7)- (8), along with (14) and (15)- (16). Theorem 1. We assume U 0 ∈ W 1,p and Z ∈ W 2,p , 1 ≤ p < +∞ , together with the condition (20) and (21) . We denote by L F any Lipschitz constant of the numerical functions (15)- (16) , according to the regularity assumed in (17) . For all t ∈ R + , there exists a constant C := C(t, p, L F , Z W 1,p ) , independent of h , such that the following (first order) error estimate holds, for any 1 ≤ p < +∞ ,
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For the hypotheses of Theorem 1, the existence of a (unique) solution to the problem (1)- (3), with the regularity required for the error estimate (24) , is ensured by the Kružkov's theory (refer to [20] ). Moreover, the convergence of initial data in (24) comes from the (first order) approximation, as h → 0, produced by the cell-averages (23) . Indeed, since (5) and (8) it holds that V h 0 = U h 0 , and then E(0, x) = U 0 (x)−U h 0 (x), so we get E(0) L p ≤ Ch , for some constant C independent of h (the proof is straightforward).
In order to elucidate the arguments of the rigorous analysis developed in Section 4, we consider the (time) integral formulation of (1)- (3) given by
and a corresponding discretization with respect to the parameter, namely
where ∆ h Z represents some (consistent) numerical operator for computing first order derivatives (see (9) , for instance). Therefore, we have that
with constants K G and L G related to the regularity assumed for the source function G in (3), and finally a standard Gronwall's inequality leads to
with C = exp{L G |Z (x)| t}. Hence, after taking the L p -norm (in the space of parameters), the last estimate expresses coherently to (24) , as it precisely applies to the consistency error in (22) . On the other hand, it also directly depends on the behavior of the term
, as h → 0, for the characterization of the convergence rate.
In fact, for the function
Fig. 2. discrete versus analytical derivative of a Lipschitz function
such that Z ∈ W 1,p but Z / ∈ W 2,p , for any 1 ≤ p < +∞ , and choosing the simplest upwind discretization of the (first order) derivative, that is
for h > 0 , we easily obtain that (see Figure 2 )
and then
This constitutes a counter-example to confirm the inherent optimality of the regularity assumptions made in Theorem 1, because it formally reproduces the principal point (47)-(48) of the error analysis carried out in Section 4. The implicit dependence of (15)- (16) upon the interfacial jumps allows to include in that framework several numerical schemes, in particular those which exhibit the (strong) consistency condition (20) , directly by replacing the derivative of the function Z in (3) with mesh-dependent approximations like (12) for nonuniform meshes (see [6] and [29] , for example). Furthermore, that approach is also relevant to finite difference methods and centred discretizations (refer to [10] and [26] ), as it provides a systematic technique of adapting quadrature formulas for geometrical source terms on general nonuniform grids, thus resolving the problem of rate's reduction frequently observed in the numerical simulations (see Section 5).
Comment on the application to balance laws
It is worthwhile underling the role of this paper in the context of the numerical simulation of conservation laws with geometrical source terms, which arise as effective mathematical models for geophysical flows (shallow water equations, nozzle flows, debris avalanches). On the one hand, the use of unstructured spatial grids is especially required for multi-dimensional problems incorporating complex physical structures. On the other hand, obtaining the so-called well-balancing property (between numerical fluxes and discrete source operators) is a crucial point for the schemes to properly reproduce the stationary solutions (refer to [4] for an overall discussion). Despite the fact that a deterioration of the pointwise consistency is usually observed in consequence of a non-uniformity of the mesh (see Section 2.1), the formal accuracy of well-balanced methods is actually maintained as the global error behaves better than the truncation error would indicate, hence inducing a supra-convergence phenomenon. This property of enhancement of the numerical error has been widely explored for homogeneous conservation laws, starting from the seminal paper by Wendroff and White [30] . Then, the first attempt at carrying out such a theory for numerical schemes for balance laws is made in [25] , which confirms that an error analysis with optimal rates can still be pursued, and an extension for nonuniform meshes of the Lax-Wendroff theorem is also proven in [22] .
Unfortunately, the above results do not affect the problem (1)-(3), since the counter-examples shown in [18] suggest that convergence could fail in presence of nonuniform grids for systems with negligible fluxes and dominant external fields (see [29] , for instance). Therefore, appropriate meshdependent discretizations must be designed for the source term, although a general notion of consistency is not obvious to formulate (see Section 2.2).
In effect, that issue is particularly important as well for the numerical schemes endowed with reduced conservativity properties (asymptotically balanced schemes, relaxation solvers, high order methods), because those approaches are not intrinsically upwind (see Section 3) and residual truncation errors become more significant for nonuniform meshes. We conjecture that the natural framework for introducing modified approximations like (12) also for the numerical fluxes of well-balanced schemes is provided by the staggered grid methods, by virtue of an explicit formulation in terms of the numerical derivatives of the solution (refer to [21] and [26] ), which allows to preserve the conservative form while including the dependence xi−1 Fig. 3 . piecewise linear reconstruction on nonuniform mesh upon the cells' size (see Section 5) . Afterward, the analysis developed in this paper could be adapted for complying with numerical schemes for balance laws (see [4] and the references therein, but that bibliography is by far not exhaustive), and these facts are addressed in a forthcoming paper.
Second order schemes
The results announced in Section 2, and then shown in Section 4, extend to second order discretizations, and the relative error estimates can be established in case of nonuniform meshes. The basic idea is to replace piecewise constant reconstruction (4) and numerical solution (6) by piecewise linear approximations (see Figure 3) , which provide more accurate values at the cell's interfaces. Besides, it is easy recovering higher-order accuracy in time by using Runge-Kutta methods, for instance, that appear to be essential for practical computations (refer to [10] for an overall introduction).
On that account, based on the cell-averages, we associate to (4) and (6) some correct coefficients, for all i ∈ Z , x ∈ C i , which are given by
where Z i and V i indicates the numerical derivatives. Because also higherorder reconstructions are, in general, discontinuous at the cell's interfaces, possible oscillations are suppressed by applying suitable slope-limiter techniques (see [14] and [17] , for instance). Therefore, second order interpolations are computed from (26) and (27) to define the interfacial values
Interfacial quadrature for geometrical source terms on nonuniform grids 13 which are then substituted inside (15) and (16), so that
(with its sign), for example (see Figure 3 ). We notice that the (first order) derivative of the piecewise linear approximation (26) is composed by a cell-centered part plus the contributions from the interfacial jumps, namely
where δ i+ 1 2 denotes the Dirac's delta of an interfacial point x i+ 1 2 , thus an analogous procedure to that for obtaining (12) leads to the discretization
with the classical consistency condition G h (V, V ) = G(V ) for the (interfacial) numerical source operator. In fact, from (27) and the Taylor-Lagrange formula, also neglecting the time dependence for simplicity, we have that
, with abuse of notation for the sign of extrema, that produces a second order approximation thanks to the conservation property of finite volume schemes, namely
Consequently, in comparison to the scheme (7), we have an additional cellcentered term which depends uniquely on the cell-averages and is necessary to guarantee second order accuracy (refer to [19] for further details).
The (strong) convergence of second order schemes is achieved by means of the same arguments as in Section 4, and the rigorous proof of second order error estimates involves analogous tools as in Lemma 1 and Lemma 2 , since all the specific difficulties related to the use of nonuniform grids arise already at the level of the first order formulation. We do not report in this paper the details of the proof, for the sake of readability, but we emphasize that are straightforwardly adapted from the corresponding results stated in [19] .
Error estimates for first order schemes
We introduce basic relations involving the numerical derivatives of piecewise constant approximations of smooth functions, we will frequently use later on the proof of error estimates. For the cell-averages on a nonuniform mesh of some function w ∈ W 2,p , given by
and then, by virtue of the mean value theorem , we deduce that
for some ξ(x) ∈ C i ∪ C i+1 . For a nonuniform mesh verifying the condition (21), the following bounds hold, for all x ∈ C i ,
Moreover, by performing standard second order expansions, a straightforward computation leads to the first order approximation
that is correctly defined over an interfacial interval (see Figure 1) , and with corresponding
, for some ξ(x), η(x) ∈ C i ∪ C i+1 .
We begin by estimating the stability error in (22) . Lemma 1. Under the assumptions of Theorem 1, together with the condition (21) , there exists a constant C s := C s (L F , α, β, p) , independent of h , such that the stability estimate holds, for any 1 ≤ p < +∞ ,
Proof. According to the definitions (14)- (16), and setting
by rearranging terms and indexes, from (22) we have that
and ∆ h Z i+ , with γ i + γ i+1 = 1 . We estimate the two (last) parts of the formula above, denoted by S 1 and S 2 in the following, separately. In view of the properties (17) , we have for
We remark that we have exploited the above representation in order to make explicit the dependence on the numerical derivatives inside the discretization (15)- (16) . We proceed similarly for S 2 and, recalling (23), we get
with L F + and L F − the Lipschitz constants of numerical functions (15)- (16) . By applying to (34) the Hölder's inequality, for 1 ≤ p < +∞, we obtain that
|E| p dx. Then, by using the Young's inequality, for 1 ≤ p < +∞, in (35) and (36), we conclude that
where we set L F := max{L F + , L F −} and, for the hypothesis (21), we get
Finally, we apply (30) and (31) to the numerical function (4), so that
for some positive (non-degenerate) constant. The proof of (33) is thus completed.
We now consider the consistency error in (22), for which an optimal result in terms of the rate of convergence is obtained.
Lemma 2.
Under the assumptions of Theorem 1, together with the condition (20) and (21) , there exists a constant C c := C c (L F , α, β) , independent of h ,such that the consistency estimate holds, for any 1 ≤ p < +∞ ,
Proof. For the source term (3), from (22) we have that
Then, from the definitions (14)- (16), and also recalling (34), we introduce the following decomposition for the integral of the discrete source operator,
We estimate each term above separately, and it is worthwhile remarking that T 3 will turn out to be the consistent (cell-centered) finite volume approximation of the source term (3). For T 2,1 and T 2,2 , we use same arguments as to obtain (35) and (36), so that
with L F + andL F − the Lipschitz constants of numerical functions (15)- (16), and we set L F := max{L F + , L F −}. Therefore, by applying (30) in the case of (4) and (5), respectively, and along with (31) , we get
for some positive constant C 2 . We proceed as above also for T 1,1 and T 1,2 , such that to obtain the formal analogues of (38) and (39), namely
and therefore, the same arguments as to derive (40), together with the condition (21), lead to conclude that
for some positive constant C 1 . We remark that the right-hand side of (41) and (42) vanishes in the case of a uniform mesh, thus making T 1,1 and T 1,2 to disappear to recover the results in [19] .
Remark 1. In comparison to (40) with respect to the regularity required for the functions in (3), an L ∞ -property of the nonuniform mesh is exploited to get (43), whereas no uniform bound on the analytical solution to (1)- (3) is used for the analysis developed in this paper.
We set
, for the sake of readability. For the Taylor-Lagrange formula , in view of the properties (17) , the term T 3 defined above becomes
for some
) and η i+ 1 2
), with an abuse of notation for the sign of right extrema of these intervals. Those two parts of T 3 are denoted by T 3,1 and T 3,2 , respectively. By applying (30) to the weighted interfacial jumps ∆ h Z i− 1 2 and ∆ h Z i+ 1 2 , along with (31) and also recalling (34) , we conclude that
where L F also includes the higher-order Lipschitz constants of numerical functions (15)-(16), according to the regularity assumed in (17) . We finally show the convergence of T 3,1 toward the (finite volume) integral of the source term (3). This constitutes the crucial point of the analysis, because that term contains the truncation error related to the approximation of (first order) derivatives in the case of nonuniform grids, which vanishes only for discretizations like (12) taking the cells' size explicitly into account, thus enforcing a strong (internal) consistency property. Indeed, after considering the consistency condition (20) , similarly we get
, such that, thanks to (32) applied to the weighted interfacial jumps
and ∆ h Z i+ 1 2 , we have that
with the following expression for the remainder,
(47) and according to the assumed regularity, and also for (31) , it holds that
where L G denotes the Lipschitz constants of the nonlinear field in (3). By means of standard first order expansions, from (5) we directly obtain that
, and we can furthermore deduce from (46) that
where the following estimate holds for the remainder,
On the other hand, the Taylor-Laplace formula applied to (3) yields
and it can be readily checked that the last remainder R 3 satisfies a combination of the estimates (48) and (50). Therefore, we subtract (49) from (51) , and finally we apply the (continuous and discrete) Hölder's inequality, for 1 ≤ p < +∞ , to (40), (43), (45), (48) and (50). In fact, all the terms inside those relations can be estimated like
The proof of (37) is thus concluded.
Remark 2. For the (more general) consistency condition (18) , the principal term T 3,1 in (44) could be further decomposed into two parts,
and also (with an abuse of
Therefore, by making use of (32), a straightforward computation shows that (strong) convergence of (53) toward (51) occurs only if the following L p -type stability property holds for the nonuniform mesh,
that derives from (52) when considering the (piecewise constant) function given by w(x) =
, for x ∈ C i . An analogous result holds also for the consistency condition (19) . In conclusion, since the nonuniform mesh plays the role of an additional numerical function inside the discretization, for numerical schemes (14)- (16) satisfying weaker consistency conditions some constraint like (54) is required to recover the error estimates. Otherwise a reduction in the rate of convergence is observed, what consequently justifies the (stronger) condition (20) introduced in Section 2.2 .
Proof of Theorem 1 From the equation (22), we have that
Therefore we deduce from (55), together with (33) and (37), that
After integrating with respect to time the last estimate, we rearrange the terms as follows,
Finally, a standard extension of the Gronwall's inequality leads to the result in (24) , with C(t) := C(t ; L F , α, β, p, Z L ∞) a positive (non-degenerate) constant depending upon time by the usual factor exp{−t} (expressing the monotonicity of the time asymptotics), and the proof is thus completed.
Numerical tests and conclusions
The theoretical results demonstrated in this paper are illustrated by some numerical simulations performed for an over-simplified version of the problem (1)- (3), namely with G(U ) = 1, in the particular case of source terms
such that analytical solutions are available to make direct comparisons.
For the computational framework, we adopt a (variable) time-step denoted by ∆t n = t n+1 −t n , n ∈ N , and we set ∆t = sup n∈N ∆t n . Hence, according to the notation in Section 2, starting from (10) the simplest scheme reads
and suitable boundary conditions (for which the analysis developed in this paper is still valid) are also taken into account for each specific experiment, whereas no additional restriction on the ratio ∆t/∆x is required to guarantee numerical stability. In fact, the implicit dependence of (15)- (16) upon the (weighted) interfacial jumps essentially induces an internal consistency, without interfering with usual stability properties of finite volume schemes. Besides, we consider the extension of (56) on nonuniform grids introduced from (12) in Section 2.1, as the (three-points) quadrature formula
that satisfies the (strong) consistency condition (20) to ensure convergence with optimal rates (refer to Remark 2). We report in Table 1 the experimental rates for the scheme (56) applied on a uniform mesh, in the case of source term given by the sinusoidal function (the numerical solution is computed at time T = 2.5 and ∆t/∆x = 0.9 is arbitrarily chosen to determine the time-step). The results in Table 2 , for a nonuniform mesh built through the adaptive strategy proposed in [1] , are practically the same. Indeed, because of the smoothness of the source term 24 Theodoros Katsaounis, Chiara Simeoni (and the corresponding numerical solution), the adaptive procedure yields a quasi-uniform mesh (see Figure 4) , so that (56) and (57) turn into centred discretizations, that are well known to be exactly second order.
On the other hand, for a nonuniform mesh with strong inhomogeneity of the cells' size, for example made of intervals with length ∆x and γ∆x, γ > >1, alternatively, the scheme (56) does not reproduce properly even the smooth solutions (see Table 3 ). Thereby the (mesh-dependent) scheme (57) becomes actually effective (see Table 4 and Table 5 ), although that nonuniform grid is not compatible with the L p -type stability condition (54). Table 3 . standard (first order) scheme on highly nonuniform grid for Z = Z1 As discussed in Section 3, the second order method uses piecewise linear approximations, and an extra (cell-centered) term ∆t n Z i must be added to the right-hand side of (57) to complete the numerical source operator.
Then, the Van Leer slope-limiter is employed for evaluating the numerical derivatives, associated with an ENO reconstruction (see [14] , for instance).
We proceed by showing the convergence rates observed when attempting to run the (first order) scheme (57) for a source term given by the truncated parabolic function, which does not satisfy the regularity assumptions of Theorem 1, and we compare these results in Table 7 with those obtained for the scheme (56) on a uniform mesh in Table 6 . Despite a more restrictive ratio ∆t/∆x = 0.5 is chosen to regulate the time-step, the error bounds strongly deteriorate (but except for the L 1 -norm), with a predictable rate's reduction (see Section 2.3) as described in (25) . It is worthwhile remarking that no specific technique has been used to handle the possible singularities of the solution, since we aimed at intrinsically pointing out the numerical accuracy of (56) and (57) in the case of shock-type solutions (see Figure 5 ). Table 6 . standard (first order) scheme on uniform grid for Z = Z2 Table 7 . modified (first order) scheme on adaptive nonuniform grid for Z = Z2 We conclude this paper by providing numerical tests within the context of balance laws, in order to elucidate the comments in Section 2.4. We consider the scalar transport equation with constant advection a ∈ R as a simple model for the fluxes, and the source term given by the sinusoidal function, such that smooth solutions are available with periodic boundary conditions. The upwind well-balanced scheme corresponding to (56) reads for which a supra-convergence phenomenon has been shown in [25] .
To that effect, we report in Table 8 the experimental errors achieved by the (first order) scheme (58) for the simulation with a = 0.5 at time T = 1.5 , and a∆t/∆x = 0.9 is chosen for the CFL condition to determine the time-step. The nonuniform meshes used for the computation are arbitrarily generated, and thus not compatible with the L p -type stability condition (54). Nevertheless, for many applications to the numerical simulation of real systems (we especially mention the linearized groundwater flows of an aquifer in [2] and [29] ), the advection constant may become negligible, so that the external fields dominate over the fluxes and the convergence rates in Table 9 are consequently similar to those observed in Table 3 . Table 9 . standard (first order) scheme on highly nonuniform grid for a = 0.005 Therefore, two extensions of (58) into consistent mesh-dependent schemes are possible, by taking the cells' size explicitly into account either uniquely for the numerical source operator, namely
or rather for the overall formulation as follows, .
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The formulas above produce the same correct results in Table 10 , but unfortunately present important drawbacks because the presence of a nonuniform grid leads to the loss of either stability (in the sense of well-balancing property) for (59), or of the conservativity for (60), which are crucial features of the finite volume method for balance laws (refer also to [3] and [28] ). However, these difficulties are remarkably undervalued for the simulation of stationary solutions, since the truncation errors of (58) and (60) precisely vanish. That additionally improves the numerical accuracy (see Table 11 for the computation of a steady state with a = 0.5 at time T = 1.5), although significantly reducing the interest for the mesh-dependent schemes (59)- (60), and finally supporting the importance of undertaking further investigations. 
