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Abstract
In this work, we explain how the integrable technology can be brought to
bear to gain insight in the nature of the distribution of the spectrum of coupled
Hermitean random matrices (of nite size) and the equations the associated
probabilities satisfy. Given two intervals, the joint statistics 1n log Pn(E1E2)
for the spectra of two coupled Gaussian random matrices satisfy very simple
non-linear third-order partial dierential equations in the end points of the
intervals E1 and E2; these equations are independent of the size n of the
matrices.
This is based on the 2-Toda lattice, its algebra of symmetries and its vertex
operators. Namely, the method is to introduce time parameters, in an articial
way, and to \dress up" a certain matrix integral with a \vertex integral oper-
ator", for which we nd Virasoro-like dierential equations. Combining these
equations with a new partial dierential equation for the two-Toda Lattice
τ -functions leads to that result. In the course of doing this, we also give the
Virasoro constraints for certain matrix integrals with arbitrary boundaries.
0 introduction
The study of the spectrum of coupled random matrices has received rather
little attention. To the best of our knowledge, coupled random matrices have
been studied, to some extent, by Mehta in [11, 15, 17]. In this work, we ex-
plain how the integrable technology can be brought to bear to gain insight in
the nature of the distribution of the spectrum of coupled Hermitean random
matrices and the equations the associated probabilities satisfy. In particular,
the 2-Toda lattice, its algebra of symmetries and its vertex operators will play
a prominent role in this interaction. Namely, the method is to introduce time
parameters, in an articial way, and to \dress up" a certain matrix integral
2
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with a \vertex integral operator", for which we nd Virasoro-like dierential
equations; for a state of the art survey of these methods, see [20]. These meth-
ods lead to very simple non-linear third-order partial dierential equations for
the joint statistics of the spectra of two coupled Gaussian random matrices.
Bi-orthogonal polynomials and two-Toda lattice: Given a weight, de-
pending on parameters t = (t1, t2, ...) and s = (s1, s2, ...) 2 C1 and a coupling
constant c,




consider the associated (monic) bi-orthogonal polynomials p(1)i (x) and p
(2)
i (y)
of degree i dened by
hp(1)k , p(2)` i = hkδk,`, where hf, gi =
Z Z
R2
dx dy f(x)g(y)ρ(x, y).






p(1)(z) and Ψ2(z) := e
−∑11 skz−kh−1p(2)(z−1) ,




































which form a vector τ := (τn)n0 of τ -functions. This provides a concrete
realization of the Sato representation of the 2-Toda wave functions in terms
of τ -functions τn; see [18, 2].
The pair of semi-innite matrices L := (L1, L2) 2, dened by:





1[α] = (α, α2/2, α3/3, ...)
2L1 is lower-triangular, except for a subdiagonal just above the diagonal with all entries = 1
and L2 is upper-triangular, except for a non-zero subdiagonal just below the diagonal.
3
Adler-Van Moerbeke:Coupled random June 30, 1997 x0, p.4




= [(Ln1 )u , Li] and
∂Li
∂sn
= [(Ln2 )` , Li] , i = 1, 2, (0.4)
for the usual Lie algebra splitting ( )u, ( )` , explained in section 2. The familiar
standard Toda lattice (on tridiagonal matrices) is a special reduction of the
two-Toda lattice, in the same way that the Korteweg-de Vries equation (KdV)
is a reduction of the Kadomtsev-Petviashvili equation (KP).
Conversely, starting from the the two-Toda lattice equations (0.4), one is
lead to wave functions Ψ1 and Ψ2 and a representation in terms of τ -functions
as in (0.1). As will be established in section 3, the functions τn satisfy the
standard KP-equation in t and s separately (see the beginning of section 3),
but they also satisfy another (new and useful) equation, which is third-order,
relating t- and s-derivatives, namely:


















Vertex operators and “Christoffel-Darboux” kernels: Ba¨cklund-Darboux
transformations refer to the general recipe of factorizing dierential or dier-
ence operators and flipping the factors, to form a new operator. Letting
this situation flow in time, the new wave functions (eigenfunctions) can be
expressed in terms of the old ones as Wronskians (continuous or discrete),
and the new τ -function is expressed in terms of the old ones, by means of
vertex operators. So, the latter can be viewed as generators of Ba¨cklund-
Darboux transformations for dierential or dierence operators at the level of
τ -functions. Typically, vertex operators X map τ -functions into τ -functions,
and their squares vanish; although τ satises a highly non-linear equation,
vertex operators have an additive property, namely τ + Xτ is a τ -function as
well!
With the 2-Toda lattice, we associate four dierent vertex operators Xij(λ, µ),
for 1  i, j  2; they map innite vectors of τ -functions into τ -vectors, as
explained in section 5. The vertex operators X11 and X22 are basic vertex op-
erators for Toda, and KP, as well, whereas X12 and X21 are vertex operators,
native to 2-Toda. In particular, we construct
X12(µ, λ) = −1χ(λ)X(−s, λ)X(t, µ)χ(µ),
3in terms of the Wronskian ff, ggt = ∂f∂t g − f ∂g∂t .
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with  the customary shift-operator (v)n = vn+1, and with





−∑11 λ−i 1i ∂∂ti , χ(λ) := diag(..., λ−1, 1, λ, ...).
Besides this work, the vertex operator X12 will also play a major role in
our later work on symmetric and symplectic matrix integrals. Given a 2-Toda
lattice τ -vector τ = (...τ−1, τ0, τ1, ...), we have that τ +X12(y, z)τ is another τ -
vector. But more is true, we show the kernels K12,n(y, z), dened by the ratios
(X12τ)n/τn, have eigenfunction expansions in terms of the eigenfunctions Ψ,
reminiscent of the Christoel-Darboux formula for orthogonal polynomials;
to be precise,









together with a Fredholm determinant-like formula,










In the semi-infinite case, the sum in (0.5) is replaced by
P
0j<n.
Vertex operators, Virasoro algebras and 2-Toda symmetries: The




yk+1X12(y, z) = [J
(2)
k ,X12(y, z)] and
∂
∂z


















k + (2n + k + 1)J
(1)














forming Virasoro algebras of central charge c = −2.
In (0.8), J (`)k equals δk0 for ` = 0, Heisenberg generators for ` = 1 and
Virasoro generators for ` = 2. It follows that the vertex operators Xij of
the 2-Toda lattice form, upon expanding, the generators of a large algebra of
5
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symmetries, which come from the master symmetries for the pair of matrices
L = (L1, L2).
This is a special case (α = 1) of a more general statement concerning
vector-vertex operators, depending on a parameter α,





−α∑11 u−ii ∂∂ti χ(uα).



























Commutation of Virasoro and “vertex integral operators”: Con-
sider now a more general weight ρ(y, z)dydz := ρt,s(y, z)dydz := eVt,s(y,z)dydz
on R2, with ρ0 = eV0 , where






















and a set E  R2 of the form,
E = E1  E2 := [ri=1[a2i−1, a2i] [si=1[b2i−1, b2i]  R2, (0.10)
involving disjoint unions. The weight (0.9) and the boundary of the set (0.10)
enable one to dene two types of operators:
(i) Virasoro-like operators, for k  −1,
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with J(2)k and ~J
(2)
k as in (0.8).




dx dy ρ(x, y)X12(x, y). (0.12)
It is an important ingredient in this work that Vk and (UE)n commute:
[Vk, (UE)n] = [~Vk, (UE)n] = 0 for all n  1 and k  −1.
Two-matrix integrals over product sets and Virasoro constraints:
It follows that the 2n-uple integral, like (0.2), but taken over the set En =
En1  En2  R2n,


























This implies, setting all cij = 0, but c11 = c :
Theorem 0.4 τn and τEn satisfy the Virasoro-like partial differential equa-























k,n were dened in (0.8), the Hirota symbols p(~∂t)q(−~∂s)f  g in
(6.1) and the pi’s are the elementary Schur polynomials.
Application to the spectrum of coupled random matrices: Consider
a product ensemble (M1,M2) 2 H2n := HnHn of nn Hermitean matrices,
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decomposed into radial and angular parts. We dene dierential operators
Ak, Bk of \weight" k, in terms of the coupling constant c, appearing in (0.15),
and the boundary of the set
E = E1  E2 := [ri=1[a2i−1, a2i] [si=1[b2i−1, b2i]  R2. (0.17)













































The following theorem deals with the joint distribution (section 11),
Pn(E) := P (all(M1-eigenvalues) 2 E1, all(M2-eigenvalues) 2 E2), (0.19)
and leads to a formula, which is the \mirror image" of Theorem 0.1.
Theorem 0.5 (Gaussian probability) The statistics (0.19) satisfies the
n-independent non-linear third-order partial differential equation4
( Fn := 1n log Pn(E) ):












Remark 1. Since the equation above for the joint statistics is independent
of the size n, the same joint statistics for innite coupled ensembles should
presumably be given by the same partial dierential equation.
Remark 2. For E = E1  E2 := (−1, a]  (−1, b], equation (0.20) takes
on the following form: Upon introducing the new variables x := −a+cb, y :=
4in terms of the Wronskian ff, ggX = Xf.g − f.Xg, with regard to a rst order dierential
operator X .
8
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−ac + b, the dierential operators A1 and B1 take on the simple form A1 =




(c2 − 1)2 ∂2Fn∂x∂c + 2cx− (1 + c2)y






(c2 − 1)2 ∂2Fn∂y∂c + 2cy − (1 + c2)x
(c2 − 1)∂2Fn∂y∂x + c
!
.
Remark 3. Equation (0.20) also has a \zero-curvature" formulation, namely:









The last section deals with coupled matrix ensembles, where the joint
statistics is given by the \Laguerre distribution". Unlike Theorem 0.5, the
Laguerre case for n n matrices lead to (inductive) dierential equations for
the matrix integral (0.19); indeed, the equation contains a term, which is
expressible in terms of the same expression for (n − 1)  (n − 1) matrices,
instead of n n.
Acknowledgment: We thank Taka Shiota for many useful discussions concern-
ing Fay identities. We also thank Edward Frenkel for urging us to compute
the central charge for the Virasoro algebra dened in Theorem 0.3.
1 Operators Λ and ε with [Λ, ε] = 1 and the
δ-function
Dene the column vector χ(z) = (zn)n2Z, and matrix operators , , ε, ε
dened as follows:









 = > = −1, ε = −ε> + ,
9
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and 8<:
>χ(z−1) = zχ(z−1),  χ(z−1) = z−1χ(z−1),
ε>χ(z−1) = z−1χ(z−1)− ∂∂z χ(z−1)
ε>χ(z−1) = zχ(z−1)− ∂∂z−1χ(z−1).
(1.1)
The operators ,, ε, ε have the following matrix representation:
 = (δi,j−1)i,j2Z, ε = diag(i)  −1 = (i δi,j+1)i,j2Z
 = (δi,j+1)i,j2Z, ε = − diag(i)   = (−iδi,j−1)i,j2Z. (1.2)








1− t−1 , (1.3)




























f(λ, µ)δ(λ, µ)dµ = f(λ, λ)







δ(λ, µ) = 0. (1.5)
For future use, we state:








5Given two column vectors a and b, the matrix a⊗ b is dened componentwise as follows
(a⊗ b)ij = aibj.
10
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Proof: Note that, since6
n = (δi,j−n)i,j2Z, εn = ((i)nδi,j+n)i,j2Z







































































2 The 2-Toda lattice
Consider the splitting of the algebra D of pairs (P1, P2) of innite (Z  Z)
matrices such that (P1)ij = 0 for j − i 0 and (P2)ij = 0 for i− j  0, used
in [6]; to wit:








 (P1)ij = 0 if j  i, (P2)ij = 0 if i > j},
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with (P1, P2) = (P1, P2)+ + (P1, P2)− given by
(P1, P2)+ = (P1u + P2`, P1u + P2`),
(P1, P2)− = (P1` − P2`, P2u − P1u);
(2.1)
Pu and P` denote the upper (including diagonal) and strictly lower triangular
parts of the matrix P , respectively.
Throughout this paper, we will use the following operators, eξi(z) (a mul-


























eaη1+bη2f(t, s) = f(t + a[z−1], s + b[z])
with [α] = (α,α2/2, α3/3, . . . ).




















, n = 1, 2, . . . (2.3)
are deformations of a pair of innite matrices















with  the shift operator of section 1 and where a(1)i and a
(2)
i are diagonal
matrices depending on t = (t1, t2, . . . ) and s = (s1, s2, . . . ), such that
a
(1)







6= 0 for all n.
In analogy with Sato’s theory, in [18] it is shown that a solution L of (2.3)
has the representation
L1 = W1W−11 = S1S
−1
1 , L2 = W2
−1W−12 = S2
−1S−12












i : diagonal matrices, c0 = I, (c
0
0)ii 6= 0, for all i
12
Adler-Van Moerbeke:Coupled random June 30, 1997 x2, p.13
and
Wi = Si(t, s)eξi(Λ). (2.5)
One also introduces pairs of wave and adjoint wave vectors Ψ = (Ψ1,Ψ2), and
Ψ = (Ψ1,Ψ2):
Ψi(t, s; z) = Wiχ(z) = eξi(z)Siχ(z), (2.6)
Ψi (t, s; z) = (W
>
i )
−1χ(z) = e−ξi(z)(S>i )
−1χ(z),
which evolve in t and s according to the following dierential equations7:(
∂
∂tn
















Ψ = −((Ln1 , 0)+)>Ψ
∂
∂sn
Ψ = −((0, Ln2 )+)>Ψ.
Besides L = (L1, L2), we dene the operators L = (L1, L

2), M = (M1,M2)
and M = (M1 ,M

2 ) as follows
L := (W1W−11 ,W2
W−12 ) L





M := (W1εW−11 ,W2ε
W−12 ) M





which satisfy, in view of (2.6) and (1.1):







Ψ, [L,M ] = (1, 1),







Ψ, [L,M] = (1, 1).



























7Here the action is viewed componentwise, e.g., (A, B)Ψ = (AΨ1, BΨ2) or (z, z−1)Ψ =
(zΨ1, z−1Ψ2).
13
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∂W
∂tn
= (Ln1 , 0)+W, and
∂W
∂sn
= (0, Ln2 )+W.
Ueno and Takasaki [18] show that the 2-Toda deformations of Ψ, and hence
L, can ultimately all be expressed in terms of one sequence of τ -functions
τ(n, t, s) = τn(t1, t2, . . . ; s1, s2, . . . ) = det[(S−11 S2(t, s))i,j ]−1i,jn−1, n 2 Z :
to wit:













































Finally the pair of matrices W = (W1,W2) satises the bilinear relation
(in the  splitting of (2.1))
(W (t, s)W (t0, s0)−1)− = 0
or equivalently
W1(t, s)W1(t0, s0)−1 = W2(t, s)W2(t0, s0)−1, (2.11)
from which one proves proposition 2.1; for details see [6]. Equation (2.13)
below is established in Adler-van Moerbeke [4].
Proposition 2.1 (bi-innite and semi-innite) The wave and adjoint wave
functions satisfy, for all m,n 2 Z (bi-infinite) and m,n  0 (semi-infinite)
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In the semi-innite case, we reinterpret −1 as >, where  is the semi-
innite shift operator. Then one shows (2.11) and (2.12) are also valid. Also
the semi-innite case is obtained from the innite case by setting τ−i = 0 for













are vectors of polynomials of degree n = 0, 1, 2, ... in z and z−1 respectively,
as follows from (2.12); see [2]. In the semi-innite case, we must dene \Ln1 "





























2 for n 2 Z, n  0; indeed multiplying the vector
Ψ1(z)e−Σtiz
i
of polynomials with zn, n  0 maintains the polynomial charac-
ter, and thus for n  0,
L
(n)
1 (Ψ1(z)) = pi+(z
nΨ1(z)) = znΨ1(z) = Ln1Ψ(z).
3 Bilinear Fay identities and a new iden-
tity for two-Toda τ-functions
Two-Toda τ -functions τ(t, s) satisfy the KP-hierarchy in t and s separately,
















log τ − 4 ∂
2
∂t1∂t3
log τ = 0.
But they also satisfy the following identity:


















8in terms of the Wronskian ff, ggt = ∂f∂t g − f ∂g∂t .
15
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The proof of this theorem hinges on the bilinear identity, due to Ueno-
Takasaki [18] and a number of Lemmas:
Proposition 3.2 2-Toda τ -functions satisfy the following bilinear identities:I
z=1






τn+1(t, s− [z])τm(t0, s0 + [z])e
∑1
1 (si−s0i)z−izn−m−1dz,

























τm  τn+1, (3.3)
both, for the bi-infinite (n,m 2 Z) and the semi-infinite case (n,m 2 Z,
n,m  0).
Proof: (3.2) follows at once from Proposition 2.1 and the τ -function represen-
tations (2.10), whereas (3.3) follows from the shifts t 7! t−a, t0 7! t0+a, s 7!





























Proof: Set m = n+1, all bk and ak = 0, except for one aj+1, in the Hirota
bilinear relation (3.3). The rst nonzero term in the sum on the left hand side
of that relation, which is also the only one containing aj+1 linearly, reads
pj+1(−2a)pj(~∂t)eaj+1
∂
∂tj+1 τn+2  τn + ... = −2aj+1pj(~∂t)τn+2  τn + O(a2j+1),
(3.6)
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+ ...)τn+1  τn+1.
(3.7)
Comparing the coecients of aj+1 in (3.4) and (3.5) yields


















Dividing (3.8) and (3.9) leads to the second equality in (3.4). But, according
to (2.13), the (n, n + 1)-entry of Lk1 is given by (3.4). The similar result for
Lk2 is given by the involution
t ! −s and L1  ! hL>2 h−1.
Proof of theorem 3.1: Set k = 2 in the identities of Proposition 3.3; then
subtracting ∂∂t1 of identity (3.5) from
∂
∂s1
of (3.4) leads to Theorem 3.1.
The (n, n + 1)-entries of L21 and hL
>2
2 h
−1 have the following equivalent
expressions, which will be useful in the theory of Toeplitz matrices, as ap-
plied to the distribution of the length of the longest increasing sequences of
a random permutation. The second identity, appearing in L21 below is an ex-
pression purely in terms of one component τn+1, at the expense of introducing
a ∂/∂t2-derivative; the third identity involves ∂/∂t1 and ∂/∂s1 only, but at
the expense of involving nearest neighbors τn and τn+1.
Lemma 3.4 Two-Toda τ -functions satisfy:
17






















































































































































The second to the last equation establishes the rst equation (3.10). The
second equation (3.10) is simply the dual of the rst one by ti $ −si.
The remaining statements in this section hold for both, the bi-innite case
and the semi-innite case; we thank T. Shiota for showing us how shifting
18
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the arguments in various directions and repeatedly leads to many dierent
identities.














with p, q, p0, q0  0, we have
pX
`=1




` − y−1k )Qp
k=1k 6=`(z
−1
















τn+1(α, β − [v`])τm(α0, β0 + [v`])v−r0−1`
Qq0
k=1(v` − uk)Qp0















where r := n−m + q − p and r0 := −n + m + q0 − p0, with the understanding
that (∂/∂x)r = 0 for r < 0.


















If f denotes a holomorphic function in a large enough disc around z =1, like
f(z) := τn(α− [z−1], β)τm+1(α0 + [z−1], β0),
19
Adler-Van Moerbeke:Coupled random June 30, 1997 x3, p.20









































` − y−1k )Qp
k=1k 6=`(z
−1















which uses the fact that the integrand has poles at x = z−1k (1  k  p) and
at x = 0, if r = n−m + q− p  0. In = the sign change in dx due to x = 1/z
and the change of orientation of the contour integration cancel each other out.
If f 0 denotes a holomorphic function in a large enough disc around z = 0,
like
f 0(z) := τn+1(α, β − [z])τm(α0, β0 + [z]),






























1 (z − uk)Qp0


























using the fact that the integrand has poles at z = vk (1  k  p0) and at
z = 0, if r0 = −n + m− p0 + q0  0.
Corollary 3.6




τn+1(t, s− [u])τn−1(t− [z−1], s + [v]).
20
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Proof: Setting m = n − 1, α = t, β = s + [v] − [u], α0 = t − [z−1], β0 = s,
we have α − α0 = [z−1] and β − β0 = [v] − [u], and thus p = p0 = q0 = 1,
q = 0, with 0 = −p0 + q0 < n −m = p − q = 1; that is r = 0, r0 = −1. Then
Proposition 3.5 leads to the proof of corollary 3.6.
Corollary 3.7
τn(t, s + [v1])τn+1(t + [z−11 ]− [z−12 ], s− [v2])
z−11
z−11 − z−12
+τn(t + [z−11 ]− [z−12 ], s + [v1])τn+1(t, s− [v2])
z−12
z−12 − z−11
= τn+1(t + [z−11 ], s)τn(t− [z−12 ], s + [v1]− [v2])
v1
v1 − v2
+τn+1(t + [z−11 ], s + [v1]− [v2])τn(t− [z−12 ], s)
v2
v2 − v1 .
Proof: Setting m = n, α = t + [z−11 ], α
0 = t− [z−12 ], β = s + [v1], β0 = s− [v2],
we have α− α0 = [z−11 ] + [z−12 ] and β − β0 = [v1] + [v2], and thus p = 2, q =
0, p0 = 2, q0 = 0, with −2 = −p0 + q0 < 0 = n − m < p − q = 2, and so,
r = r0 = −2. Similarly Proposition 3.5 ends the proof of corollary 3.7.





τN−1(t−[z−1` ], s+[y−1m ])τN−k
0@t− k+1X
j=1j 6=`







` − z−1i )












(y−1m − y−1i ).
Proof: Setting in proposition 3.5,
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β = s + [y−1m ] β












p = k + 1, q = 0, p0 = 1, q0 = k, n = N − 1, m = N − k− 1, r = r0 = −1.
With these data, we have
k+1X
`=1




` − z−1i )
= τN(α, β − [y−1m ])τN−k−1(α0, β0 + [y−1m ])
k+1Y
i=1i6=m
(y−1m − y−1i ),
establishing Lemma 4.1.
Theorem 4.2 The 2-Toda tau-functions τ(t, s) satisfy the following two higher
Fay identities:
det
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Proof: The inductive method for proving the rst identity is due to [6]. As to
the second relation, we also proceed by induction on the index k. Since the
identity is obviously true for k = 1, we assume it to be valid for k  1 and we
prove its validity for k + 1. Indeed, by expanding the determinant according
to the rst column, we nd
det
 






























(y−1i − y−1j )
Y
1i<jk+1i,j 6=`














τN−1(t− [z−1` ], s + [y−11 ])τN−k

t−Pk+1i=1i6=`[z−1i ], s +Pk+1j=2 [y−1j ]Qk+1
j=2(y
−1








t−Pk+11 [z−1i ], s +Pk+11 [y−1i ]
τN (t, s)
,
using Lemma 4.1, ending the proof of Theorem 4.2.
Such Fay identities were also obtained in the context of the multicompo-
nent KP hierarchy by J. van de Leur [19].
5 Eigenfunction expansions and Vertex op-
erators
In terms of the vertex operator,





−∑11 λ−i 1i ∂∂ti ,
23
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acting on functions f(t1, t2, . . . ) of t 2 C1 and using the diagonal matrix χ(λ),
dene the following four operators acting on column vectors g = (gn(t1, t2, . . . ))n2Z:
X1(t, µ) := X(t, µ)χ(µ) X1(t, λ) := −χ(λ)X(−t, λ)
X2(s, µ) := −X(s, µ)χ(µ) X2(s, λ) := −1χ(λ)X(−s, λ)
(5.1)
and the compositions
X11(µ, λ) X21(µ, λ)
X12(µ, λ) X22(µ, λ)

:= (X1(t, λ) X2(s, λ))⊗ (X1(t, µ) X2(s, µ))
=

X1(t, λ)X1(t, µ) X1(t, λ)X2(s, µ)
X2(s, λ)X1(t, µ) X2(s, λ)X2(s, µ).

(5.2)
The main theorem of this section is the following10



























X11(µ, λ) X21(µ, λ)
X12(µ, λ) X22(µ, λ)

τ, (5.3)







































10for column vectors v1, v2, w1 and w2, we dene
(v1 v2)⊗ (w1 w2) =

v1 ⊗ w1 v1 ⊗ w2
v2 ⊗ w1 w2 ⊗ w2

24
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Corollary 5.2 (Eigenfunction expansion) In the semi-infinite case, the func-




























The proof of Theorem 5.1 and Corollary 5.2 relies on Lemmas 5.3 and 5.4.




i/i = 1− a and
1X
0
ai = (1− a)−1, (5.6)
the composition of X(t, µ) and X(−t, λ) relates to the customary vertex op-
erator X(t, λ, µ), as follows:






















Σti(µi−λi)f(t + [λ−1]− [µ−1])
=:
λ
λ− µX(t, µ, λ)f(t),
where X(t, µ, λ) admits the following expansion in terms of W -generators
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Note X11 and X22 are closely related to the 2-Toda vertex operators dened
in [6] and acting on innite vectors of τ -functions11
























µ− λX(t, λ, µ)
(5.9)
















































Remark 2: One easily computes from (5.8) and (5.9):








n − (n + 1)J (1)n , n 2 Z
J (1)n :=
8<:
∂/∂tn if n > 0
(−n)t−n if n < 0
0 if n = 0










α = Pk0 (αk)µ−λλ k and  αk

= (α)kk!
12note that in the notation of [6]
X(t, λ, µ) =
µ− λ
λ



















i + m(m− 1)W (0)i
= J (1)i + mδi0 = J
(2)
i + (2m− i− 1)J (1)i + m(m− 1)δi0.
(5.11)
Before establishing Theorem 5.1 we rst prove the following lemmas:
Lemma 5.3 The following holds:
















































τn+1(t + [λ−1]− [µ−1], s)
τn+1(t, s)











i−λi) τn+1(t + [λ−1], s)τn(t− [µ−1], s)
τn+1(t, s)τn(t, s)
= Ψ1,n(λ)Ψ1,n(µ)














τn+1(t, s + [λ−1]− [µ−1])
τn+1(t, s)
+















using corollary 3.7, with z1 ! 1, z2 ! 1, v1 = λ−1 and v2 = µ−1, and
(2.10).
27
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τn+1(t + [λ−1], s − [µ−1])
τn(t, s)
+






i−tiλi) τn(t + [λ




using corollary 3.6, with t 7! t + [λ−1], z = λ, v = 0 and u = µ−1 and (2.10).
In the next lemma we show that the Christoel-Darboux type kernels,
formed by means of the 2-Toda wave function (2.10) can be expressed in
terms of vertex operator acting on the τ -functions; set X := X(µ, λ):






































−1) = (µλ)−n X(−t,λ)X(s,µ)τn+1τn = (τ
−1X21(τ))n .
The proof is based on summing up the expressions in Lemma 5.3 and noting
that, given the inequalities above,(µ
λ





and (µλ)−n ! 0 when n! +1.
28
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Proof of Theorem 5.1 and Corollary 5.2: In the bi-innite case, the statement
of Lemma 5.4 leads at once to (5.3), whereas in the semi-innite case, summing
up the expression (i) of Lemma 5.3 yields a boundary term, using the fact that
τ0 = 1. For (iii) the boundary term vanishes, using τ−1 = 0. To prove the
rst expansion of corollary, let n " 1 in the (1,1)-entry of (5.4), assuming
jµ/λj < 1. Setting n = 0 in the (2,2) and (1,2)-entry of (5.4) yields the second
and third relations of (5.5), after rst stripping the exponential part from the
equation.
6 A remarkable trace formula
Given two dierential polynomials p(∂t) and q(∂s), dene the customary Hi-
rota operation:









Theorem 6.1 In the semi-infinite case, we have the following trace formula







pn+N (~∂t)pm+N (−~∂s)τ1  τN−1. (6.2)




































13note that in the notation of [6], N1 = µ−λλ N11 and N2 = −µ−λλ N22
29
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⊗ (Ψ1(λ) , Ψ2(λ−1) .
(6.5)
Proof: Using (1.4) and Lemma 1.1, we compute for instance
N11 = λW1e(µ−λ)εδ(λ,)W−11
= W1χ(µ)⊗ χ(λ)W−11
= (W1χ(µ))⊗ ((W>1 )−1χ(λ)) = Ψ1(µ)⊗Ψ1(λ)
and
N22 = −λW2 e(µ−λ)εδ(λ,) W−12
= −W2 χ(µ)⊗ χ(λ) W−12
= −(W2χ(µ−1))⊗ ((W>2 )−1χ(λ−1)) = −Ψ2(µ−1)⊗Ψ2(λ−1).
The remaining relations are established in a similar way.
Remark : The operators N(t, µ, λ) have been considered in [6]; they are gener-




















Proof: Setting µ = λ = z in formula (6.4) for Nii, we nd




which combined with Proposition 6.2 yields Proposition 6.3.
30
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1 on the wave function Ψ1(z), recalling





i, and using the usual property


















































































which is valid for all z, z1 2 C; this establishes the rst relation of Proposition
6.4.
31
Adler-Van Moerbeke:Coupled random June 30, 1997 x6, p.32






































leading to the second relation.
Proof of Theorem 6.1: Multiplying the rst relation of Proposition 6.3 with
















using regular matrix multiplication, in the last equality.
Upon taking the trace of the matrix above up to N − 1, and using both























n−tnλn)τ1(t + [λ−1], s− [µ−1])
= (λµ)N−1τ1(t + [λ−1], s− [µ−1])τN−1(t− [λ−1], s + [µ−1]). (6.8)
32
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Then, Taylor expanding in λ−1 and µ−1 yields:

















Therefore, on the one hand




on the other hand, using the explicit matrix representation of τ1 (see [2])






























which, upon comparison with (6.9), leads to


























Upon comparison of the coecients of λ−nµ−m for n,m  0, we nd
33



























= pN+n−1(~∂t)pN+m−1(−~∂s)τ1  τN−1, for n,m  0,
leading to the statement of Theorem 6.1.
7 2-Toda symmetries and the ASV-correspon-
dence
Dene the four vector elds
(Ψ1,Ψ2) = Yij(Ψ1,Ψ2) := (−Nij,`Ψ1, Nij,uΨ2)
on the manifold of wave vectors Ψ = (Ψ1,Ψ2) and the four vector elds
_τ := Xijτ
on the manifold of τ -vectors. They are symmetries of the 2-Toda lattice; i.e.,
they commute with the basic (t, s)-flows (see [6]).
Theorem 7.1 We have the Adler-Shiota-van Moerbeke correspondence be-
tween















Proof: For N11 and N22, the result follows from [6] upon using the con-
version rule from Ni to Nii (see footnote 13) and from (X(t, λ, µ),X(s, λ, µ))
to (X11,X22) (see footnote 12). For i 6= j, we prove for instance the following
two identities :
34
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(i) −N12`Ψ1(z)
Ψ1(z)
= (e−η1 − 1)X12τ
τ
For the vector elds _τn = X12τn acting on the τ -functions τn, consider the











(e−η1 _τn(t, s))τn(t, s)− e−η1τn(t, s) _τn(t, s)
e−η1τn(t, s)τn(t, s)
= (e−η1 − 1)X12τn(t, s)
τn(t, s)
, (7.2)
where in the above we have used the commutation of the symmetries with the
t-flows. Considering the vector eld _f = X12f (see (5.2)) acting on column
vectors f = (fn(t, s))n2Z, we compute using (7.2) and, in the third identity,
the relation of corollary 3.7, with n 7! n − 1, t 7! t − [z−1], s 7! s + [λ−1],
























= −eΣ(tizi−siλi)znλn−1z−1 τn−1(t− [z
−1], s + [λ−1])τn(t− [µ−1], s)
τn(t, s)τn(t− [µ−1], s)
= −(λz)n−1 X(−s, λ)X(t, z)τn−1
τn















, by Proposition 6.2,
thus proving
( _Ψ1(z))n = −(N12`Ψ1(z))n; (7.3)
comparing both expression (7.2) and (7.3) for _Ψ1(z) yields (i).
35




= (e−η2 − 1)X21τ
τ
.
Consider now the derivative of Ψ2 with regard to the vector eld _τn =




















Acting with the vector eld _f = X21f on Ψ2(z), and using (7.4), we apply,
in the third identity, Corollary 3.6 with n 7! n + 1, with t 7! t + [z−1],
































n µλτn+1(t + [λ−1], s − [z])τn+1(t, s− [µ−1])
µλτn(t, s)τn+1(t, s− [µ−1])
= (λz−1)−n













, by Proposition 6.2,
and thus
( _Ψ(z))n = (N21uΨ2(z))n;
comparing with expression (7.4) yields (ii). The proof of the other identities
contained in (7.1) can be done in the same style. Note that even the identities
involving N11 and N22, which were established in [6] can also be shown in this
fashion. This ends the proof of Theorem 7.1.
36
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8 Fredholm determinants of Christoffel-Darboux
kernels


















already mentioned in Theorem 5.1:





























Proof: We work out the result for the kernels K12 and K11. Indeed, since,
using Lemma 5.4,










j −sαyαi ) τn−1(t− [z
−1
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using the computation below. Observe indeed that compounding two opera-
tors X12(zi, yi)























































(z−1i − z−1j )
Y
1i<j2












and so on; this establishes the equality ( =) in (8.2) and the K12-identity in
(8.1).
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Since, by Lemma 5.4,














j −yαi ) τn(t− [z
−1









































in the last equality, we used the composition of the vertex operator







several times, to yield
kY
1




























thus establishing the result, for the K11 and K12 components of (8.1); the
remaining cases are more of the same.
It is also interesting to compute the Fredholm determinant of the kernel
K = K12,n, namely
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over a set of the form E = E1  E2  R2 with regard to the measure
ρ(x, y)dx dy.
Corollary 8.2 The vector of Fredholm determinants (in the sense above)
equals





dx dy ρ(x,y)X(x,y)τ (8.4)
for the kernel KE = K12,n(y, z)IE(z), with X12(x, y) being the corresponding
vertex operator, given before Theorem 5.1.
Proof. Putting the corresponding determinant obtained in Theorem 8.1 in the






















































E dx dy ρ(x,y)X(x,y)τ.
9 Differential equations for vertex opera-
tors and a Virasoro algebra of central charge
c = −2




dx dy ρ(x, y)X12(x, y) (9.1)
over the subset E := [a, b]  [c, d]  R2, of the vertex operator X12(x, y),
dened in (5.2), integrated over the weight
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Also consider the vector of operators




















k + (2n + k + 1)J
(1)






then the following theorem holds:
Theorem 9.1 For all k  −1 and n  1,
[Vk, (UE)n] = 0,











Before proving Theorem 9.1, we rst need a few Lemmas. For the sake of later
investigations on matrix integrals (symmetric and symplectic), we introduce
operators depending on a real parameter α > 0. So, dene Heisenberg and


















0 k = 0
,
together with \vector operators" acting on vectors of functions














































: J (1)i (α)J
(1)
j (α) : +

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Note J(2)k (α) coincides for α = 1 with J
(2)
k of (9.3). Given the vertex operator,






−α∑11 u−ii ∂∂ti ,






−α∑11 u−ii ∂∂ti χ(uα),
we prove













uk+1(Xα un) = J
(2)
k,n+1Xα u
n −Xα unJ (2)k,n.
Proof: Setting X := Xα(u) and using






, β  1,
one immediately checks the rst relation; although the following relation holds






































































































[J (2)k − (k − 1)J (1)k ,X] + α X J (1)k ,
42
Adler-Van Moerbeke:Coupled random June 30, 1997 x9, p.43





















Finally, using the above and the rst commutation relation of Lemma 9.2,
one computes on the one hand,
∂
∂u




[J (2)k − (k − 1)J (1)k ,X uαn] + αX uαnJ (1)k















+ αXunαJ (1)k ,



















unα(ukX −XJ (0)k )
+αJ (1)k Xu
nα + XunαJ (0)k (αn + 1).
Using again the rst commutation relation of Lemma 9.2, the two expressions
are easily seen to coincide.
Proposition 9.3 Given the vector vertex operator,





−α∑11 u−ii ∂∂ti χ(uα),
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Proof: The proof follows from Lemma 9.2 and an explicit computation for the
central charge.
Proposition 9.4 The vertex operator, defined in (5.2),
X12(u, v) = −1X(−s, v)X(t, u)χ(u)χ(v)
leads to a Virasoro algebra of central charge c = −2,
∂
∂u
uk+1X12(u, v) = [J
(2)
k ,X12(u, v)] ,



















k + (2n + k + 1)J
(1)






Similarly, the involution u $ v, t $ −s leads to the same Virasoro algebra
in s, with same central charge.
Proof: Noticing that one piece of X12(t, s;u, v) is precisely Xα(t;u) for α = 1,
we apply Proposition 9.3 for α = 1:
∂
∂u













The central charge c = −2 is obtained by setting α = 1 in the general formula
for c in Proposition 9.3.
Proof of Theorem 9.1. We consider the vector of operators given by the double
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dxX12(x, y)eV12(x,y) , (9.6)
where the derivations ∂/∂a, ∂/∂b, ∂/∂c act on the operator only and not on the
function F (t, s, c); note that for an operator A, ∂AF = [∂,A]F . Comparing
the two ways (9.5) and (9.6) of computing (9.4), we obtain [Vk,UE ] = 0,





Un−kE [V` ,UE ]U
k−1
E = 0.








10 Vertex representation of probabilities
and Virasoro constraints
Consider a weight ρ(y, z)dy dz := ρt,s(y, z) := eVt,s(y,z)dy dz on R2, with ρ0 =
eV0 , where
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Given the space of Hermitean matrices HN , and given
spectrum M1 = fx1, ..., xNg and spectrum M2 = fy1, ..., yNg, with M1,M2 2 HN ,
we dene, for a set E  R2,
H2N,E = f(M1,M2) 2 H2N with all (xk, y`) 2 Eg.
Consider the product Haar measure dM1dM2 on the product space H2N , with
each dMi, decomposed into its radial part and its angular part, as in (0.16).














(J (2)k + (2n + k + 1)J
(1)
k + n(n + 1)J
(0)
k )n2Z,





( ~J (2)k + (2n + k + 1) ~J
(1)
k + n(n + 1)J
(0)
k )n2Z.(10.2)
Given the disjoint union
E = E1  E2 := [ri=1[a2i−1, a2i] [si=1[b2i−1, b2i]  R2, (10.3)




X12(x, y)ρ0(x, y)dxdy, (10.4)
of the vertex operator X12, dened in (5.2). The main theorem of this section
is:
Theorem 10.1 Given the set E, as in (10.3), the probability
















, i = 1, 2.
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is a ratio of two τ -functions τEn and τn, such that
τEn = ((UE)nτ)n;




















τEn + c pn(~∂t)pk+n(−~∂s)τE1  τEn−1 = 0. (10.6)




∂bi 0; in particular τn satises the same equations, but without the boundary
terms.
The following proposition is due to [12, 8, 9]:
Proposition 10.2Z
U(n)


























k−siyik)+c xkyk)N (x)N (y). (10.8)
Proof: Consider a symmetric function f(x, y) := f(x1, ..., xN ; y1, ..., yN ) in
y1, ..., yN for given x1, ..., xN ; then we have, using the skew-symmetry of the
47
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Vandermonde N (y),Z Z
R2N
















(−1)σN (yσ−1(1), ..., yσ−1(N))
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c Tr xU2yU>2 ,





































where the last identity follows from the previous calculation.
Consider now a more general weight ρ(y, z)dydz := ρt,s(y, z)dydz := eVt,s(y,z)dydz
on R2, with ρ0 = eV0 , where


























dy dzρt,s(y, z)f(y)g(z). (10.10)
Given the moment matrix (over E),
mn(t, s, c) =: (µij)0ijn−1 = (hyi, zjiE)0i,jn−1, (10.11)
49
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according to [2, 3], the Borel decomposition of the semi-innite matrix15
m1 = S−11 S2 with S1 2 D−1,0, S2 2 D0,1
with S1 having 1’s on the diagonal, and S2 having hi’s on the diagonal, leads to
two strings (p(1)(y), p(2)(z)) of monic polynomials in one variable (dependent
on E), constructed, in terms of the character χ(z) = (zn)n2Z,n0, as follows:
p(1)(y) =: S1 χ(y) p(2)(z) =: h(S−12 )
> χ(z). (10.12)
We call these two sequences bi-orthogonal polynomials; in fact, according to
[3] the Borel decomposition of m1 = S−11 S2 above is equivalent to the \or-
thogonality" relations of the polynomials:
hp(1)n , p(2)m iE = δn,mhn. (10.13)
The matrices
L1 := S1S−11 , and L2 := S2
>S−12 ,
interact with the vector of string orthogonal polynomials, as follows:
L1p
(1)(y) = yp(1)(y) hL>2 h
−1p(2)(z) = zp(2)(z). (10.14)
Also dene vectors Ψ1 and Ψ2, as follows:
Ψ1(z) := eΣtkz
k










As a function of (t, s), the couple L := (L1, L2) satises the two-Toda lattice
equations (2.3), and Ψ1 and Ψ2 satisfy the equations (2.7); remember L, Ψ1
and Ψ2 all depend on E.
Moreover, according to [2], Theorem 3.4, the determinant of the moment
matrix can be expressed as a 2n-uple integral over En  R2n:

















= τEn (t, s, c) (10.16)
15Dk,` (k < ` 2 Z) denotes the set of band matrices with zeros outside the strip (k, `).
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) is a matrix of Schur polynomials
pn(t). Also τn(t, s, c) is a τ -function with regard to t and s. Note for V0 = cxy
and E = E1  E2, this integral is precisely the one obtained in Proposition
10.3.
Proposition 10.4 Given the bi-orthogonal polynomials (p(1)k , p
(2)
k ) for a gen-
eral weight ρ0 = eV0 on R2, the kernel defined in terms of (10.15),
























defines a projector; i.e., it has the reproducing property with regard to the
measure ρ0dz dz0:Z Z
R2
K(y, y0; z, z0)K(z, z0;u, u0)ρ0(z, z0)dz dz0 = K(y, y0;u, u0)
and Z Z
R2
K(z, z0; z, z0)ρ0(z, z0)dz dz0 = n. (10.18)





i−sizi) in the second equality, and using the orthogonality relation
(10.13), in the third equality, one computesZ Z
R2





































































= Kn(y, u0) = K(y, y0;u, u0),
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andZ Z
R2
K(z, z0; z, z0)ρ0(z, z0)dz dz0 =
Z Z
R2



































with ρ0 as in (10.9), and the vector of operators UE , dened in (10.4), but for





























Proposition 10.5 For E = E1  E2  R2, we have16
τEn = ((UE)nτ)n (10.22)
Proof: In what follows, we use the monic bi-orthogonal polynomials p(1)i , p
(2)
j ,
dened by ρt,s(x, y) on R2; therefore the hi(t, s, c) are the R2 inner-products.
We rst compute, using (10.16) for E = R2 and Proposition 10.3, and remem-
bering notation (10.4), and formulae (10.16) and (10.17):
16((UE)nτ)n means: the nth component of the vector (UE)nτ .
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Proof of Theorem 10.1: In [2] (see for instance the introduction), we have
shown that the vector τ = τR
2
, which is independent of the ai’s and bi’s,



















According to Theorem 9.1 , we also have [Vk, (UE)n] = 0 and thus
0 = [Vk, (UE)n]τ = Vk(UE)nτ − (UE)nVkτ = Vk(UE)nτ ;
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taking the nth component, we nd (Vk(UE)nτ)n = 0 and similarly with Vk























1A τEn = 0. (10.23)








2 )ii = pα+n−1(~∂t)pβ+n−1(−~∂s)τE1  τEn−1. (10.24)
Remember, one is really interested in the probability, expressed by τ -functions
(see (10.8) and (10.16)),










for ρ0 = eV0 = ecxy; thus, we must set all cij = 0, but c = c11; this leads to
the statements (10.6), ending the proof of Theorem 10.1.
11 PDE’s for the joint statistics of the spec-
tra of Gaussian coupled random matrices







dened over the space of Hermitean matricex H2n = HnHn, with a coupling
constant c. Consider the joint probability
Pn(E) := P (all (M1-eigenvalues) 2 E1, (M2-eigenvalues)2 E2) (11.2)
for a set of the form E = E1  E2 := [ri=1[a2i−1, a2i]  [si=1[b2i−1, b2i]  R2.
Before stating the theorem, we remind the reader of the dierential operators
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they form a Lie algebra parametrized by c:
[A1,B1] = 0 [A1,A2] = 1+c21−c2A1 [A2,B1] = 2c1−c2A1




We now prove Theorem 0.5, as announced in the introduction:
Theorem 11.1 (Gaussian probability) The joint statistics (11.2) satisfies
the non-linear third-order partial differential equation17 (Fn := 1n log Pn(E)):












Remark: When E1 = E2, equation (11.5) is trivially satised.
Proof: From (10.5), it clearly follows that
Pn(E) =
τEn (t, s, cij)




where τEn is an integral over E
n  R2n, i.e., (x, y) 2 En1  En2 = En,

























and where L denotes the locus
L = fti = si = 0, c11 = c and all other cij = 0g .
17in terms of the Wronskian ff, ggX = Xf.g − f.Xg, with regard to a rst order dierential
operator X .
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Observe the following involution on τEn (t, s) = τn(t, s, a, b, c)
τn(−s,−t, b, a, c) = τn(t, s, a, b, c), (11.7)
implying for the Ai, Bi, dened in (11.3) and Vi, Wi, dened below:
Ai $ (−1)iBi, Vi $ (−1)iWi .
In view of (11.6), we write down the Virasoro equations (10.23) for τEn ,
but with the shifts t2 7! −12 + t2, s2 7! 12 + s2. It is convenient to consider








namely, in terms of (10.20) and (10.21):
V1 = 1
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With this new notation, and by virtue of (10.23) and (10.2), the τn’s satisfy
for all n  1:
Akτn = Vkτn and Bkτn =Wkτn , k = 1, 2. (11.10)
























































































































= B1A1 log τn + nc
c2 − 1 (11.12)
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= B2A1 log τn. (11.13)
Setting (11.11), (11.12), (11.13) into the formula of Proposition 3.3 (for k = 2,




























one is led to an expression for B1 log τn+1τn−1 and, using the involution (11.7), a










B1A1 log τn + ncc2−1
. (11.15)
Taking A1 of the second expression, subtracting from it B1 of the rst one
and using [A1,B1] = 0 lead to the following identity
A1 B2A1 log τnB1A1 log τn + ncc2−1
− B1 A2B1 log τnA1B1 log τn + ncc2−1
= 0.
18Using the following relation for non-commutative operators X and Y
XY log f =
1
f2
(fXY f −Xf Y f) .
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The dierence amounts to the equality of two Wronskians (Gn := 1n log τn):












Because of the fact that
log Pn(E) = log(τn(E)/τn(R2)) = log τn(E)− log τn(R2),
together with the fact that A1τn(R2) = B1τn(R2) = 0, we have that Fn(E) :=
1
n log Pn(E) satises (11.16) as well, thus leading to (11.5).
Remark : For small n, the equation (11.5) for τn = detmn can be checked,











It suces to compute the action of Ai and Bi on µij, namely
A1µij = µi+1,j + iµi−1,j + cjµi,j−1
c2 − 1 A2µij = (i + 1)µij − µi+2,j
B1µij = −µi,j+1 + jµi,j−1 + ciµi−1,j1− c2 B2µij = (j + 1)µij − µi,j+2 ,
(11.17)
and check equation (11.15), at least for small n.
12 Coupled random matrices with the La-
guerre statistics
Consider the Laguerre probability measure
cndM1dM2e
Tr(−M1+α log M1−M2+α log M2+cM1M2), (12.1)
dened over the space of Hermitean matricex H2n = HnHn, with a coupling
constant c. Consider the joint probability
Pn(E) := P (all (M1-eigenvalues) 2 E1, (M2-eigenvalues)2 E2) (12.2)
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for a set of the form E = E1  E2 := [ri=1[a2i−1, a2i]  [si=1[b2i−1, b2i]  R2.
Before stating the theorem, we remind the reader of the dierential operators



































Note that A2 and B2 acting on τn depends on the index n.
Theorem 12.1 (Laguerre distibution) The joint statistics (11.2), namely
Pn(E) = τn(E)/τn(R+), is a ratio of two functions, each satisfying the non-
linear third-order partial differential equation19 (Gn := log τn(E)):














Remark: Equation (12.4) is actually an inductive set of equations with regard
to n, since it contains derivatives of the form ∂τn(E)/∂c21 and ∂τn(E)/∂c12
. The point is that, according to (10.24), these derivatives can be expressed
















The t, s-partials of τn−1(E) can then be expressed again in terms the operators
Ai,Bi applied to τn−1, etc... .
This result hinges on knowing, as before, the Virasoro constraints for the
(t, s) deformations of the matrix integral (12.1). Unlike the Gaussian case,
which could be obtained by merely shifting the time, we invoke here a method,
due to [5], of representing the matrix integral by vertex operators acting on a
vacuum vector.
19in terms of the Wronskian ff, ggX = Xf.g − f.Xg, with regard to a rst order dierential
operator X .
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1A τ = 0.
(12.7)
Proof: See [5].
Proof of Theorem 12.1: Since








and f(z) = z,
we have β0 = −α, β1 = 1, α0 = 0, α1 = 1 and all remaining αi and βi = 0.































1A τ = 0,
(12.8)





~J(1)k are dened in (10.2) and in the formulas following
Theorem 9.1.
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+ (n + α + 1)(V1 + ∂
∂t1
)
and similarly forWi, using the map s$ −t and icij∂/∂ck+i,j $ jcij∂/∂ci,j+k.
Here the involution acts as follows:
Ai $ Bi, Vi $Wi .
Then τn satises for k = 1, 2
Akτn = Vkτn and Bkτn =Wkτn. (12.9)
Evaluating Akτn, Bkτn, A1B1τn, A2B1τn along the locus L, using the com-
mutation relation [A2, W1]jL = −c ∂∂c21 and (12.9), and setting dn = n(n +






























= B1 log τnjL −
























+ (2n + 2α + 1) =




+ (2n + 2α + 1) =
(B2A1 + c ∂∂c12 ) log τn
B1A1 log τn .
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Finally, subtracting B1 of the rst from A1 of the second leads to:
B1
(A2B1 + c ∂∂c21 ) log τn
A1B1 log τn −A1
(B2A1 + c ∂∂c12 ) log τn
B1A1 log τn = 0,
ending the proof of Theorem 12.1.
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