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DECAIMIENTO EXPONENCIAL DE LA SOLUCIÓN DÉBIL
DE UNA ECUACIÓN DE ONDA NO LINEAL
Yolanda Santiago Ayala'
RESUMEN.- En este artículo demostramos que existe una única solución
débil de una ecuación de onda no-lineal. Probamos la unicidad de solución
utilizando el método de Visik - Ladyshenkaia. También, usando el Lema de
diferencias de Nakao, probamos el decaimiento exponencial de la energía
asociada al sistema.
PALABRAS CLAVE.- Existencia de solución. Método de Visik -
Ladyshenkaia. Lema de Nakao. Decaimiento exponencial.
EXPONENTIAL DECAY OF THE WEAK SOLUTION OF A
NONLINEAR WAVE EQUATION
ABSTRACT.- In this article, we prove the existence and uniqueness of the
weak solution of a nonlinear wave equation . ."Veprove the uniqueness by
using the Visik - Ladyshenkaia Method. Also, using the Nakao s Lemma, we
prove the exponential decay ofthe energy associated to the system.
KEYWORDS.- Existence of solution. Visik - Ladyshenkaia Method. Nakao s
Lemma. Exponential decay.
1. INTRODUCCIÓN
Estudiamos la siguiente ecuación de onda no lineal,
Ut/-/)"u+u3+u/=0 en nx(O,+oo)
u = O en an x rn;,+
(l.l )
(1.2)
(1.3)ut x , O) = Uo (x), u/ex, O) = u¡ (x),
donde n e rn;,3, es abierto y acotado con frontera an regular.
El problema (1.1) - (1.3) también puede ser visto como la ecuación de evolución de primer orden:
UI =AU + NU
U(O) = Uo donde A=(O 1) y N(U)=( 3
0 J./)" O v -u-v
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Si pretendemos usar técnicas de Semigrupos [9], sería difícil acotar v2 + vu + u2. De ahí que en
este artículo demostraremos la existencia de solución débil del problema (1.1) - (1.3), vía el método de
Faedo - Galerkin. Para probar la unicidad de solución utilizaremos el método de Visik - Ladyshenkaia.
Para ver la propiedad disipativa del sistema, multiplicamos la ecuación (1.1) por Ut y obtenemos
aE .
- (t) =- i lut(t)12 dx,at n (1.4)
donde
es la energía asociada al sistema (1.1) - (1.3). De la igualdad (1.4) tenemos que E'(t) es no positiva,
es decir la: energía es acotada y decreciente, pero no se conoce que sucede con E (t) cuando el
tiempo va para infinito. Usando el Lema de diferencias de Nakao probaremos que la energía decae
exponencialmente a cero, cuando t ~ + co .
Todo esto lo resumimos en nuestro resultado principal.
Teorema 1.1 (Resultado principal) Sean Uo E H~(Q) nL4(Q) y u¡ E L2(Q). Entonces el
Problema (1.1) - (1.3) tiene una única solución débil que decae exponencialmente a cero




Lema 2.1 (Desigualdad de Gronwall) Sea f continua y no negativa en [O, a] y K una constan-
te. Si se satisface:
f(t)~K+ f~f(s)dS, 'VtE(O,a],
entonces jet) ~ s«, 'Vt E (O, a].
En particular: si K = ° entonces f(t):; O.
Lema 2.2 En U un abierto acotado de IR.: x IR.( , sean gJ1 y g funciones de LS (U) con
1 < s < +00, IgJ1IL"(U)~ e y gJ1 ~ g en c. (. p. en U. Entonces gil ~ g débilmente en
Prueba- Sea N E .N, EN := {x, X E U tal que IgJ1(x) - g(x)1 ~ 1, J1 ~ N}. Los conjuntos EN son
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conjuntos medibles, crecientes sobre Ny m(EN) ~ m(U) cuando N ~ +00, donde meA) es la
medida deA.
Así, definimos cfJN: = {lf' E ¡;(U) tal que';' + ~ =1 Y soporte de lf' e EN}' y denotamos por
eo
cfJN := UcfJN, esto es cfJ es denso en Lr (U).
N=l
Sea lf' E cfJ entonces existe No tal que lf' E cfJNo' Tomando u > No tenemos que
Ilf'(g,u - g)l:s; 1lf'1~ ° c.t.p. Luego el Teorema de Lebesgue nos garantiza que
flf' ts; - g) dx ~ ° cuando f.1~ + co ,
U
Así hemos probado que
si lf' E cfJ => Llf' (g,u - g) dx ~ ° cuando f.1 ~ + oo , (2.1)
Desde que cfJ es denso en ¡;(U), entonces (2.l) prueba el Lema:
Lema 2.3 Sea j E LP(O, T; X), ¡; E LP (O, T; X) con 1:S; p s: +00. Entonces existe una fun-
ción continua g en [O, T] tal que g = f en casi todo punto de X
Prueba.- Ver [4].
Lema 2.4 Sea H un espacio de Hilbert separable, V e H una inclusión continua con V denso
en H,1:S;p::O;oo. Si jELP(O,T;V)Y ¡;ELP(O,T;H) entonces jEC([O,T],H). Por otro
lado si p = co , entonces j E Cdébilmente([O, T]; V) (f es débilmente continua en [O, T)), i.e.
v« E V', < f(t), g >vv' ~ < fUo), g >vv' cuando t ~ to, '\Ito E [O, T].
Prueba.- Ver [5].
Teorema 2.1 (Desigualdad de Poincaré) Sea ne IRn un dominio acotado en una dirección,
entonces existe una constante Cp >0 tal que lulL2 :s;cplY'uIL2, '\1U E H6(Q). La constante
Cp es denominada la constante de Poincaré.
Prueba.- Ver [2].




Teorema 2.3 (Dunford - Pettis) Loo(O, T; H6(n) n L4(n» (resp. Loo(O, T; L2(n» es el dual
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de i(O, T; H-1(n) + LJ (0.» (resp. LI(O, T; L2(n».
Prueba.- Ver [4].
Teorema 2.4 (Inmersión de Sobolev) Sea 0. = lRn Ó un abierto acotado con frontera de clase
el, n Wo lR+, mEl\l,lsp<+oo.
inclusiones continuas:
Si R = -; - ~ entonces valen los siguientes enunciados con
l. Si R > ° entonces Wm,p(n) e Lq(n), donde q=.l..R'
2. Si R > O entonces w=> (0.) e Lq (0.), donde qE[p,+OO).
3. Si R> O entonces Wm,P(n) e Loo(n).
Prueba.- Ver [1], [2].
Lema 2.5 (Lema de diferencias de Nakao) Sea ~: IR+ ~ lR·+ una función acotada con
~(O) > O Y supongamos que existe M > O tal que
sup ~(s) sM {~(t) - rjJ(t + 1)}, 'tIt ~ 1.
SE[I,I+I) (2.2)
Entonces existen A > O Y M1 > O tal que r/J(t) su,«", 'tIt ~ 1.
Esto quiere decir que «r/J(t) decae exponencialmente a cero cuando t ~ + 00 ".
Prueba.- En [11] se presenta en detalle la demostración del Lema y otras aplicaciones. Es importan-
te citar los trabajos de Nakao [6], [7] Y [8].
3. EXISTENCIA Y UNICIDAD
Prueba del Teorema 1.1
Prueba de la existencia
Usaremos el método de Galerkin. Desde que H6(n) n L4 (0.) es separable, tenemos que existe
{w¡ LEN un subconjunto numerable y denso en H6 (0.) n L\n). i.e. 'tIm E N, w" ... , Wm son
linealmente independientes y las combinaciones lineales finitas de W¡ son densas en H6 (O.) n L4 (0.).
Denotemos por Um = umU) a las soluciones aproximadas para nuestro problema, siendo
m





donde a(u, v) =¿ f~~.dx.
i=IO
m




u~(O) = U1m' U¡m = ¿fiirnW¡ ~ m-HOO uI en L2(0).
i=l
(3.3)
El sistema de ecuaciones diferenciales ordinarias no lineales (3.1) con las condiciones iniciales (3.2)
- (3.3) tiene solución, desde que det tw., Wj) 1= Oya que {w¡, ... wm} son linealmente independientes.
Así existen so luciones um en [O, tm].
Afirmamos que tm = T (Estimaciones apriori).
Multiplicando la ecuación (3.1) por g;m (t) y sumando en i, tenemos
0= < u~(t), u~(t) > + a(um(t), u~(t)) + < u~(t), u~(t) >
+ < u~ (t), u~(t) >,
= ~~ {lu~(t)12 + a(um(t), Um(t)} + ~~ {f U!(t)dX}
2 at 4 at o




11 . 11 es una norma en HÓ(O) Ydebido a desigualdad de Poincaré Teorema 2.1 se tiene que es
equivalente a 1 ·IH1(O)·
Integrando de Oa t la igualdad (3.4), tenemos
~ {lu~(t)1~2(O) + 11 um(t)II~~(o)} + ±IUm(t)1~4(O) + f~IU~(t)I~(O) ds







~ {IU~(t)1~2cn) + 11Um(t)/I~5cn)} + ¡IUm(t)1~4cn) + f~lu~(t)1~2(n) ds s; e (3.5)
donde e es independiente de m.
t
También, lu~ (t)1~2(n) s 2e ::;2e + flu~ (t)I~2(n) ds. Usando la desigualdad de Gronwall Lema
o
2.1, tenemos Iu~ (t)1~2cn) ::; zc«, donde e es independiente de m.
Por otro lado, de (3.5) tenemos
De ahí que
donde e es independiente de m.
Luego 1m =: T.
Por otro lado cuando m ~ +<X.l, tenemos que
um cae en un conjunto acotado de Loo(O,T; H¿(Q) (1 L\Q» y
u~ en un conjunto acotado de LCO(O, T; L2(Q». (3.6)
Recuerde que 11·/IHbcn) es una norma completa en H¿(Q) íl L4(Q).
Usando el Teorema 2.3 de Dunford-Pettis, podemos extraer de (um) una subsucesión (uf.1) tal que
satisfagan
*
uf.1 ~ u en Loo (O, T; H¿(Q) íl L4(Q»
I.e. f: (uf.1 (t), g(t) dt ~ f: (u(t), g(t» dt, vs E LI(o, T; H-1(Q) + L1 (0.».
(3.7)
*
u~ ~ Lco (O, T; L2(Q»
i.e. u~ ~ u' en D'(O,T; H¿(Q) (1 L4(Q».
En particular de (3.6) tenemos que um está acotada en L2(0, T; H¿(Q») y u~ está acotada en
(3.8)
L2(0, T; L2(Q). Por consiguiente Um está acotada en Hl(Q): =: {f, f E L2(0, T; H¿(Q)) Y
f' EL2 (O, T; L2(Q»}.
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Debido al Teorema 2.2 de Rellich-Kondrachoff existe una subsucesión extraída de um que además
de satisfacer (3.7) - (3.8), verifica:
Ufi ~ u en L2(Q) fuertemente, en casi todo punto (c.t.p.). (3.9)
También tenemos que u! pertenece al conjunto acotado de LOCJ (O, T; L1 (n))
3 * 00 .1
ufi ~ W en L (O, T; 13 (n». (3.10)
De (3.9), (3.10) YLema 2.2 tenemos w=u3 (estamos usando U=Q,gfi =u!, y s=t).
Usando m = f-l tenemos
y como
a(ufi' w) ~ a(u, wj) en Loo(O, T).
a(u~, wj) • (u',wj) Loo(O, T).~ en
" o, ) * (u",wj) D'(O, T).(ufi' Wj) - (ufi' wj ~ enat
a(u!,wj) • (u3, wj) en Loo(O, T).~
a(u~, u~) • (u', u').~
entonces tenemos
Por la densidad de la base {w¡, ... } entonces
a2 3-2 (u, w) + a(u, w) + (u ,w) + (Ut, Ut) =0, \iw E HÓCn) r-. L4Cn).at
Así u satisface la ecuación
a2 3-u - f1u + u + u = O.ot2 t
Probaremos ahora que u (O) = Uo y u¡ (O) = Uj .
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De (3.7), (3.8) YLema 2.3 tenemos que UfL(O) ~ u(O) en L2(o.).
Por otro lado de (3.2) tenemos que u,u(O) = uo,u ~ Uo en H¿(o.) Í) L
4(o.). Entonces u(O) = uo'
De (2.1) tenemos
(U~, wj) ~ (u"; w;) en ["(O, T).
Usando el Lema 3.2, con X = lR. tenemos
(U~(O), w) ~ (u', wj)lt=o = (u'(O), wj)
ycomo (u~(O),Wj) ~ (u¡,wj) entonces (u'(O),wj)=(u¡,wj), vi Así u'(O)=u¡.
Prueba de la unicidad
Sean u, v soluciones de (1.1) - (1.3) tales que u(O) = veO) =uo E H¿Co.) Í) L4(D.) Y
u¡(O) = v¡(O) = u¡ E L2(Q). Defina w: = u - v, entonces W es solución .de




W(O) = O, wtCO) = O
W E tr t», T; H¿(D.) Í) L4(D.»
W¡ = W' E Loo(O, T; L2(D.»





- u3 = (v - u)(u2 + UV + v2)
= w(u2 + uv + v2)
::;w(u2 + ~(u2 + v2) + v2)
2
322
= w-(u + v )
2
Iv3 _u31 ::;;lwl~(u2 +v2)
2
(3.16)
También, como u E H¿(Q) Y n = 3,entonces el Teorema 2.4 de Inmersión de Sobolev (caso 1) nos
garantiza que u E L6(Q), i.e. u2 E L3(D.). Obtenemos análogas conclusiones para v.
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Utilizando estas observaciones, la desigualdad generalizada de Holder y que u, v E LOCJ (O,T; H¿ (Q))
tenemos
11,(V3 -u3)W'dxl:::; l.1v3 -u3Iw'dx
:::;% fo~I~II~ldx
EL3 EL6 EL2
:::;% {llu(t)12 L3 + 11vct)12 L3 } Iw(t)IL6Iw' (t)!t2
:::;~ {lu(t)I~1 + 11v(t)II~, } IIw(t)IIH' Iw'(t)IL22 o o o
se {IIu(t)II~¿ + 11v(t),,~¿} IIw(t)IIH¿ Iw'(t)IL2
:::;C IIw(t)IIH¿ Iw'(t)IL2
Como Iw'(t)L2 :?: 0, tenemos de (3.15)
~~{lw'(t)1~2 + IIw(t)II~'(n)} :::;Cllw(t)IIH' Iw'(t)IL22 al o o
i.e.
:t {lw'(t)I~2 + IIw(t)II~¿(n)} :::;2Cllw(t)IIH¿ Iw'(t)IL2
:::;C{IIw(t)II~¿ + Iw' (t)1~2},
integrando de O a s tenemos
Usando la desigualdad de Gronwall Lema 2.1 tenemos
de donde obtenemos w = O, ie. u = v.
Sabemos que w
lI
E H-1(Q) Y Wt E L
2(Q), como no tenemos garantizado que Wt E H¿(Q), enton-
ces necesitamos justificar esta conclusión previa de unicidad, para lo cual utilizaremos el Método de
Visik - Ladyshenkaia, método clásico de las ecuaciones lineales hiperbólicas.
Sea s E (O, T], definimos ljI(t) = - rw(r)dr, si t :::;s y ljI(t) = O, si t > s. Así, ljI es continua de
[O, T] ~ H6(Q), ljI(s) = O Y 1jI'(t) = w(t).
Definimos también w¡ (t): = f~w(r)dr. Entonces 1jI(t) = w¡ (t) - wI (s) para t :::;s y ljIeO) = - w¡ (s).
Tomando la dualidad de la ecuación (3.11) con ljI(t), e integrando de Oa s tenemos
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f: (V3 - U3 , f//)dt = f: (w", f//) dt + fosa(w, f//) dt + f: (w', f//) dt
= - i
S
(w', f//') dt + i
S
a(f//' , f//) dt - i
S
(w, f//') dt




~ Iw(t)I~2 dt + ~ i
S
~a(f//, f//) dt - iSlw(t)I~2 dt
2 o ot 2 o ot o
= - rlw(t)l~z dt + ~ Iw(s)l~z + ~ Iw(O)1 ~z + ~a(f//(s), f//(s)
o 2 2~ ~ 2;0 (3.17)
1
= -- a (f//(s) , f//(O))
2 '-v-'= W1 (s)
Por otro lado, usando la desigualdad (3.16), la desigualdad generalizada de Holder, la inmersión
H~(Q) e L6(Q) y que u, v E LOO(O, T;H~(Q)), tenemos
f: (u3 - v3, f//) dt S;; f: 1.Jv3 - u311 f// Idxdt




s;;2. iS 1w ILZlu2 + v21L31W¡(t) - w¡ (s )IL6dt2 o
S;; 2. iSI wlLz (lu21L3 + Iv21L3) IIw¡(t) - w¡(s)IIH1 dt2 o o
S;; % f: 1 w IL2 (lul~6 + Ivl~6) IIw¡(t) - w¡ (s)IIH6 dt
s;; % f: 1 w IL2 (lIullH6 + IIvIlH6) IIw¡ (t) - w¡ (s)IIH6 dt
s;;e¡ f" IwlLzllw¡ (t) - w¡ (s)IIH1 dtJo o
s;; el es Iwl¡,2llw¡{t)IIH1 dt + e¡ es Iw1L211w¡(s )IIH1 dtJo o Jo o
(3.18)
e iS 2 e iS 2 e iS 2S;; -¡ Iwl 2 dt + -¡ Ilw¡(t)IIH1 dt + -¡ Iwl 2 dt
2 o L 2 o o 2E o L
e E iS 2+ _1_ IIwl(s)IIH1 dt2 o o
e iS 2 e 1S 2 e iS 2S;;-¡ Iwl 2 dt + _1 IIWl (t)IIH1 dt + _1 Iwl 2 dt
2 o L 2 o o 2E o L
+ el E sllw¡(s)1I2H1.2 o
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Entonces de la igualdad (3.17) Ydesigualdad (3.18) tenemos
~/W(S)/~2 + (~- c~E s) "W¡ (s),,~ó ~ C2 foSlwl~2 + "W¡ (t)II~6 dt (3.19)
Fijando so' en la desigualdad (3.l9) podemos escoger E> ° pequeño, de modo que + - C~E s » °
para todo s E [O, so], Luego basta escoger E> ° tal que + - C;E So > ° y obtenemos:
Por otro lado como W E LOO(O, T;H6(Q» y W¡ E LOO(O, T, L2(Q» entonces usando el Lema 2.4
tenemos que W E C(O, T, L2(Q».
De la desigualdad (3.20) y usando la desigualdad de Gronwall Lema 2.1 tenemos que w(t) = ° en
c.t.p. en [O, sol Pero como w es continua en [O, T], entonces w(t) = O para t E [O, So],
En efecto, ya tenemos que w(so) = O. Probaremos que w¡(so) = O. Observamos que
< w¡(r), B(t) > = -<l4(t), gel) >, VB E veo, so), Entonces f:<w¡Ct), B(t) > dt = - f:<w(t), B'Ct) > dt,
pero w(t) = ° en [O, so], luego, f:< w¡(t), B(t) > dt = 0, VBE VeO, so),
Desde que W¡ ELOO(0,T,L2(Q» y wlI EL(O,T,H-J(Q» tenemos que w¡ EC(O,T;H-J(Q» y
W¡ E C como subíndice ([O, T); L2 (0.», luego w¡(so) = O.
Repitiendo el argumento, obtenemos el mismo resultado en [so, 2so], .... , entonces 'vis E [O, T] tene-
mos w(t) == O, i.e. u = v.
4. DECAIMIENTO EXPONENCIAL
Sabemos que
~E(t) = - r /U'(t)/2 dx S; 0,at Jn (4.1 )
donde E(t) = +{/U'(t)/~2 + /'Vu(t)/~d + t/u (t)/14 .
Integrando la desigualdad (4.1), de ° a t, tenemos que
E(t) = ~{lu'(t)1~2 + l'Vu(t)1~2} + ~lu(t)114 S; ~{lu'(0)1~2 + l'Vu(0)1~2}+ ~lu(0)114 = E(O)
2 4 2 4
Así, O ~ E (t) S; ECO), i.e. está acotada y además es decreciente, debido a (4.1).
Consideremos E(O) > O.
Probaremos que, 3M > O tal que sup¡:O;s:O;t+JE(s) ~ M {E(t) - E(t + l)}, Vt 2: 1.
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Esto debido a Lema 2.5 de diferencias de Nakao, nos permitirá obtener: 3y y e constantes positivas
tal que E(t) ~ ce-rt.
De (4.1) obtenemos
ft+10E(S) fl+1 JE(t + 1) - E(t) = --ds = - (u; dx)ds,t as t n
de donde tenemos
r+1 rE(t) - E(t + 1) = J
t
(Jn u;dx) ds ¿ O
Defina F2(t) = E(t) - E(t + 1) Y f(s): = fu;(x, s) dx = lus(., S)I~2(n) ¿ o.
o
Particionamos el intervalo [t, t + 1] en cuatro subintervalos iguales. Usando en los intervalos extre-
mos, el Teorema del valor medio para integrales, tenemos:
rt+¡ 1 1J
t
f(s)ds =¡f(t¡), t¡ E(t,t+¡).
Análo gamente,
11+¡ 1 3f(s)ds = - f(tl), ti E (t, -, t + 1).t+~ 4 4
Así,
(4.2)
Multiplicando la ecuación (3.1) por u e integrando sobre n tenemos
o = In (utt - !1u + u3 + ut) udx
= fn uttudx - fn Suudx + fn u4dx + fn u.udx
= [:t(fnUUldX)- LUtdX]+ fnlVul2dx+ fnu4dx+ fnu1ud.x
(4.3)
Integrando de tI a t2 la igualdad (4.3) tenemos
f2( InIVu(s)12 dx + In u4(s) dX) ds
= In uttudx - In Suudx + Inu4d.x + In u.udx
= [:t (In UUtdX) - In u; ". + Inlvul2 dx + In u4dx + In u.udx
(4.4)
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Por otro lado, usando el Teorema del valor medio para integrales tenemos:
(4.5)
También tenemos,




Utilizando la igualdad (4.4) tenemos
f2( !nIV'U(S)12dx + fnZ?(S)dx) ds
= I In u(x, t2)us (x, t2) dxl + I In u(x, tI) Us(X' t¡)dXI +




Observe que podemos obtener las siguientes estimativas, usando la desigualdad de Holder y desigual-
dad (4.2)
IfnU(X,t¡)Us(x,t¡)dxISlu(.,t¡)IL2Iul(.,t¡)IL2 s 2F(t)lu(.,t¡)IL2 para i=1,2.
Usando la desigualdad de Poincaré, Teorema 2.1, Y sumando, tenemos
2IIi u(x, t¡) us(x, t¡)dXI s CF(t) sup IV'u(s)IL2
i=l n se[l, 1+ 1]
Por otro lado,




8 112 1 2S - E(s)ds -F (t)
2 ti 28
Así 1 queda mayorado de la siguiente forma
I I 2 8 i/2 1 21 s CF (t) sup V'u(s) ¡} + F (t) + - E (s) ds + -F (t)
se[I,/+I] 2 /1 28
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donde la constante 5 es arbitraria y la fijaremos en breve.
Usando la mayoración de 1, la ecuación (4,6) queda expresada
5 rt2 3 1
(l - -) J, E(s)ds:S; (- + -) F2(t) + CF(t) sup IVu(s)IL2
2 tI 2 25 SE[t,t+1]
Tomando O< 5 < 2, por ejemplo 5 = 1 tenemos
1 rt2 2- J, E(s)ds:S; 2F (t) + CF(t) sup IVu(s)IL2
2 /1 SE[t,t+1)
2 1 2 I I:s; (2 + e -) F (t) + 50 sup Vu(s) L2
50 sE[I,t+l]
2 1 2:s; (2 + e -) F (t) + 60 sup E(s),
50 SE[/ .t + 1)
(4.8)
donde la constante 50 es arbitraria y la fijaremos en breve
Desde que t2 - tI ¿!, tenemos usando (4.5) en (4.8) que




E(t*):s; E(t*) + F2(t) para sE[t,t+1] (4.10)
Luego, de (4.9) y (4.10) tenemos
9 1
sup E(s):S; 4(- + C2 -) F2(t) + 450 sup E(s),
sE[t,t+l] 4 50 sE[t,t+l]
esto es
9 2 1 2(1 - 460) sup E(s):S; 4(- + C -) F (t).
SE[t,I+I] 4 60
Tomando O < 60 < t, en particular para 60 = t tenemos
922sup E(s):S; 8(- + 8C ) F (t).
SE[t,t+1] ~
=Co
Que es lo que queríamos probar.
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