In the current era of data science, data quality has a significant and critical impact on business operations. This is no different for the meteorological data encountered in the field of meteorology. However, the conventional methods of meteorological data quality control mainly focus on error detection and null-value detection; that is, they only consider the results of the data output but ignore the quality problems that may also arise in the workflow. To rectify this issue, this paper proposes the Total Meteorological Data Quality (TMDQ) framework based on the Total Quality Management (TQM) perspective, especially considering the systematic nature of data warehousing and process focus needs. In practical applications, this paper uses the proposed framework as the basis for the development of a system to help meteorological observers improve and maintain the quality of meteorological data in a timely and efficient manner. To verify the feasibility of the proposed framework and demonstrate its capabilities and usage, it was implemented in the Tamsui Meteorological Observatory (TMO) in Taiwan. The four quality dimension indicators established through the proposed framework will help meteorological observers grasp the various characteristics of meteorological data from different aspects. The application and research limitations of the proposed framework are discussed and possible directions for future research are presented. key words: data quality, meteorological data, meteorological observatory, total quality management, data warehouse
Introduction
Data quality plays an important role in data engineering and information systems [1] - [3] . This is especially true in the field of meteorology, which relies heavily on data sources. Meteorological observation data is not only the critical basis for weather forecasting operations, but is also an important basis for the establishment of climate data. In addition, long-term cumulative observations are often cited in data engineering and information management studies. Jeffrey et al. [4] pointed out that the meteorological data cited by most users are from long-term records of government agencies. These users believe that the data are completely accurate or have never been aware of errors in the data, leading to research findings or operational decisions that may be flawed. It can be seen that the quality of meteorological observation data not only affects the accuracy of meteorological forecasting, but any research or management decisions based on such data.
In the field of meteorology, data quality is an important research issue. Data quality studies explore how existing technology can be used to generate reliable datasets, which in turn can provide the right meteorological data for use by weather forecasting centers or external organizations [6] - [10] . Given the importance of meteorological data quality and the scope of its influence, many countries and regions have established meteorological observatories to obtain more complete meteorological data and have transmitted these large amounts of data to central meteorological stations using information technology processes. They have also simultaneously developed various types of validation checks to ensure that the meteorological datasets are reliable and accurate.
Many meteorological data quality validation methods currently exist, such as range validation, change rate validation, and static data validation methods. These methods are based primarily on physical characteristics and focus on validating the result data. However, in this study, we found that these methods are still inadequate. Consequently, we focused on comprehensive data quality problems based on total quality management (TQM) and information technology (IT). In the TQM perspective, the generation and presentation of meteorological data is process-oriented and should not only be results-based [11] , [12] . For example, when the data are collected from a sensor, stored in the database, and manually corrected, do they suffer interference from other factors, which in turn affects data quality. From the IT perspective, the process of generating and using meteorological data is a form of IT presentation. Specifically, a data warehousing system processes large amounts of data and, therefore, there is a set of relevant data quality assurance requirements. Given these cross-disciplinary considerations, what can be done from a more comprehensive perspective when validating meteorological data? To answer this question and consequently solve this problem, in this study, the existing quality assurance methods in the field of meteorology and the concept of TQM were utilized as the foundation for integrating the IT and process focus perspectives. Consequently, the contribution in this paper is a proposed TMDQ framework that assists key personnel to fully ascertain meteorological data quality.
Regarding the application of data quality, Fu and Easton [13] used the four data quality dimensions-accuracy, consistency, completeness, and timeless understanding-in their design of the UK rail industry. They illustrated the process for deriving a data quality schema embedded in a data model. Karkouch et al. [14] categorized data quality into four dimensions for Internet of Things (IoT) data lifecycle: intrinsic, contextual, representational, and accessibil-ity. Three of those dimensions (intrinsic, contextual, and representational) are similar to accuracy, completeness, and timeliness. Jones-Farmer et al. [15] used the control chart method, a statistical monitoring approach, to measure aircraft maintenance data quality.
The system proposed in this paper employs the IT object concept and is established based on the four data quality dimensions: accuracy, consistency, completeness, and timeliness. In addition, whereas the dimensions of meteorological data quality in previous studies [11] , [12] stressed the accuracy, completeness, and consistency of the result-based historical data, in addition to the quality of the historical data, this study also focused on real time-specifically, the timeless quality dimension. Consequently, this paper defines the relevant operational metrics based on the practical needs observed during the implementation of the system. Further, in this study, Unified Modeling Language (UML) was applied to design and develop a system that not only verifies the feasibility of the proposed framework but also automates monitoring of the large amounts of meteorological data involved and improves its efficiency. Temperature data from 2005 to 2010 at the TMO were applied to implement system functions and usages and three labelsspecifically, correct, suspicious, and missing-were applied to check the meteorological data.
The remainder of this paper is organized as follows. Section 2 gives a literature review that includes studies from the fields of data warehousing and data quality along with an exploration and review of existing methods of data validation in the field of meteorology. Section 3 outlines the research method and design and gives an overview of the TMDQ framework. Section 4 describes the implementation of the system. Section 5 discusses the experiments conducted and analyzes the results obtained. Section 6 summarizes the paper, discusses the application and research limitations, and presents possible directions for future research.
Literature Review

Data Warehousing
The concept of data warehousing originated in the 1960s. With advancements in technology and substantial increases in the amount of information in enterprise information systems, related data warehousing applications have attracted increasing attention in recent years. Most companies use data warehousing as the core of their database and then build various analytical applications, such as financial analysis systems, customer relationship management systems, and decision support systems on top of it [17] . In the field of meteorology, the practice of storing meteorological data in data warehouses by the meteorological centers of many nations has gradually become more commonplace [18] , [19] . Data warehousing is a common and necessary step in business data analysis. According to the definition given in Janssen et al. [20] , data warehousing is thematically oriented and integrated, and considers time-correlated datasets that are used to assist in the management decision-making process.
The applications of data warehousing are extensive, but the fundamental reason for establishing a data warehouse is to provide users with higher quality data to assist their decision-making. Therefore, the quality of data provided by data warehouses is a key success factor. In the relevant literature on data warehousing, "quality management" is often mentioned. In quality management, the question of whether the information provided by the system is of a sufficient quality is critical. Therefore, this paper also discusses data quality and total quality management.
Data Quality
For a considerable period, researchers have widely used a variety of properties or facets to measure data quality synergies; these are the more objective assessment methods [2] , [3] , [21] . In this paper, data quality in data warehouses is discussed from the total quality management perspective. Several scholars have proposed process management as a critical component [21] - [23] . Therefore, when assessing the output quality of systems, it is necessary to start with the process flow.
Ballou and Pazer [16] studied data models and process quality models and revealed that data quality can be approached from many angles. They used four dimensions to assess inadequacies in the data quality of information systems-specifically, accuracy, completeness, consistency, and timeliness. Chen et al. [1] also pointed out that in order to measure the correctness of information systems, especially those used in data warehousing, it is important to use the above four dimensions to evaluate the data separately. Similarly, in this study, among the many aspects of quality, the four dimensions-accuracy, completeness, consistency, and timeliness-were deemed to be more in line with the TQM perspective for measuring data quality in a data warehousing scenario. Consequently, these four quality dimensions are used in this paper as the standard for measuring data quality and evaluating problems arising from data quality.
Existing Quality Management Methods in the Field of Meteorology
In the field of meteorology, data quality control is the most critical part of quality management. Thus, the main purpose of null data detection, error detection, and error correction is to ensure that the data are highly accurate before being provided to users [24] . Table 1 classifies the validation checks and definitions of quality control procedures for meteorological data based on existing research.
Combining the four quality dimensions, the concept of process focus, and the existing meteorological data quality assurance methods mentioned above, we found that although existing meteorological data validation checks can identify suspicious data, they are too narrow and can only indicate whether the data have passed the validation checks; they cannot adequately express the meaning behind the data. In addition, after comparing the quality of information required from the IT viewpoint and that of the existing meteorological data, we found that the existing validation checks for meteorological data are still inadequate. The existing meteorological data quality checks tend to use a variety of validation checks to determine whether the observed values meet certain meteorological characteristics or are aligned with certain meteorological relationships; that is, they only consider the results of data output. However, such validation methods ignore comprehensive data quality problems, which may arise from operational processes. For example, it Table 1 Validation checks and definitions is impossible to assess whether observers can apply manual corrections in a timely manner. Therefore, from the IT and TQM perspectives, data quality validation must also consider the impact the process flow has on data quality in addition to assessing data quality on the basis of results. As such, this paper integrates this concept and establishes a meteorological data quality framework, which is discussed below.
Research Design and Methods
Research Framework
TMDQ uses the works of [1] and [16] as a theoretical foundation for the use of the four data quality definitions as highlevel collections of performance indicators: accuracy, consistency, completeness, and timeliness. As shown in Fig. 1 , if the framework based on the TMDQ is presented as an IT concept and visualized using UML, it can be seen that data quality includes four dimensions in a so-called aggregation association, represented by the diamond shape (has-a relationships). This paper assesses the meteorological data quality using these four dimensions from different perspectives.
If the basic framework of TMDQ is presented as the objects concepts of IT and UML, it is possible to determine that data quality possesses the four dimensions of (has-a), i.e., the so-called aggregation association, which is represented by the hollow diamond shapes in Fig. 1 . Therefore, this paper, in assessing data quality, measures meteorological data through these four dimensions from different perspectives.
The TMDQ framework can be further expanded as represented in Fig. 2 by integrating existing meteorological data quality assurance methods on the basis of the four quality dimensions mentioned above. Data quality has four dimensions, with each dimension inheriting different meteorological validation rules, such as temporal checks, spatial checks, and consistency checks. Some of the validation rules can be subdivided into different tests.
In this paper, the temperature data at TMO are used as an example. The range check method is subdivided into sensor-based range test and climate-based test, and the temporal check method is subdivided into rate of change test, step test, and persistence test. The details of these tests are as follows.
• Sensor-based range test: This test is defined by the • C and 80
• C. The temperature data are treated as being in error if the value is outside the measurement range.
• Claim-based range test: This paper substitutes the record of the maximum temperature (38.8
• C) and minimum (15.4
• C) in summer, and the maximum (30.5
• C) and minimum (2.3
• C) in winter from 1943 to 2009 at TMO into Eqs. (1) and (2), provided by Fiebrich et al. [26] . The maximum and minimum temperature are also applied as the upper and lower thresholds for each season. After calculating the upper and lower thresholds in each season, any measured temperature that is outside of the following ranges is considered suspicious. Spring:
5.9-37.6
• C Summer: 13.6-38.8
• C Autumn:
8.9-38.5 • C or decreases by more than 9
• C, the measured data can be considered suspicious.
• Persistence test: According to the guidelines on quality control procedures in the World Meteorological Organization [24] and the experts at CWB in Taiwan, if the temperature is persistent with no change for 40 minutes, the data in the interval can be considered suspicious. If the temperature is persistent with no change for 60 minutes, the measurement is considered extremely suspicious.
• Rate of change test: According to Reek et al. [9] and the experts at CWB, if the temperature varies by 2
• C or more in one minute, the data can be considered as suspicious. Further, if the temperature varies by 4
• C or more within one minute, the data would be considered extremely suspicious.
Considering the above tests, in this study, the default value range for the proposed system was configured as depicted in Fig. 3 .
In the process of collecting information from information systems, data errors are often introduced because of instrument failures, false records owing to human intervention, clerical errors, and input errors. For this reason, this paper defines accuracy as "the observed value falling within a reasonable predefined range." The so-called reasonable range is defined by the upper and lower limits of the existing range-validation rule. The equation is as follows:
Number of data points that failed range checks Total number of data points tested
Generating meteorological observations is a continuous process. Therefore, the problem of missing data throughout the observation process must be minimized and factors such as sensor failures or problems during the transmission process, which can cause data interruptions, avoided. Therefore, this paper defines completeness as "the absence of null values in the dataset." The equation is as follows:
Number of missing data points Total number of data points tested (4) In the field of meteorology, most changes in meteorological elements have limitations defined by relationships between time, space, and other factors. Therefore, this paper defines consistency as "the observed value conforming to relationships between time, space, and other variables." The equation is as follows:
Number of data points that failed temporal checks + Number of data points that did not pass the spatial checks + Number of data points that did not pass the consistency checks
Total number of data points tested (5) During system operation, the generation or presentation of data is a process. The process of data generation often affects the quality of the data finally presented. Therefore, this paper defines timeliness as "received (or transmitted) observations reflecting the latest state of the dataset." The equation is as follows:
Number of data points not corrected for each receive/transmit period Total number of data points tested (6) This paper limits the quantified values of the dimensions between zero and one. The higher the value is, the more accurate, complete, consistent, and timely is the system.
Process and Functional Architecture
Meteorological data are typically collected through various meteorological sensors from various stations. The data collected by various sensors are called real-time data. The substantial meteorological data gathered by observatories are transmitted to the central station for storage and subsequent use. In other words, meteorological data are mainly stored in various observatories and the central station. These data stored in various observatories and the central station are called historical data. In general, the stored meteorological data (i.e., historical data) are used or applied monthly. The data from observatories include information about various meteorological elements in the area, whereas the data in the central station are an aggregation of the data stored by the various observatories. This paper uses UML to explain the TMDQ, thereby presenting its processes and functions.
TMDQ: Discussion of System Functions
The main function of the use case diagram in UML is to describe system requirements and model system functions and applications. Therefore, this paper uses such a diagram to explain the functions of the TMDQ framework, as shown in Fig. 4 . It can be seen from the figure that the actors include human observers and system administrators. The oval shapes represent use cases, which describe actions and functions that the validation system can perform. Here, the source of data, real-time data validation, historical data validation, the statistical quality of historical data, quality label generation, observed value correction, and quality criteria revision have been selected.
The following is a functional description of each use case:
• Select data source: select the source of the meteorological data to be validated • Validate real-time data: validate the observations received every period • Validate historical data: validate historical meteorological data • Generate quality label: each observation value is tagged with the corresponding label (i.e., correct, suspicious, or error) based on the results of validation against the quality dimensions • Correct observation value: observers perform numerical corrections directly on suspicious or erroneous data through the system interface • Data quality statistics of historical data: the number of correct, suspicious, and missing historical data • Revise quality criteria: revise the content, boundaries, execution time, and other properties of the quality criteria in response to climate changes Note that the observer and the system administrator are in charge of different system functions. However, owing to human resource allocation at TMO, the same person performed the system role of the observer and system administrator. That is, the observer at TMO was the system administrator. 
TMDQ: Discussion of System Processes
The purpose of the activity diagram in the UML is to model the execution process of a predefined information system process workflow. Therefore, this subsection analyzes the process further using the activity diagram, shown in Fig. 5 . In general, the system receives meteorological observation data every predetermined period. In order to assess the quality of the observed values, the system, in parallel, quantifies the three main quality dimensions-namely, accuracy, consistency, and completeness. According to the definitions in the previous section, these three dimensions are primarily used to determine whether the received values conform to the meteorological, physical, and logical relationships. At the same time, different validation results are stored depending on the implementation method. Therefore, after quantifying the three major quality dimensions, the system generates quality labels based on the results. Through this step, the system can first filter out suspicious data, and the observer can directly perform data correction on it. If the observer has corrected the observed value, the system recalibrates the quality values and generates new quality labels using the previous process. The purpose of this step is to avoid the influence of human input errors on data quality during manual corrections. Finally, the system periodically quantifies the timeliness dimension by calculating the correction ratio to ensure that the observer has been correcting suspicious or misleading data in a timely manner. In summary, the quality assessment process for meteorological data can be divided into two major steps. The first step is generation of quality labels according to the accuracy, consistency, and completeness dimensions in order to screen out suspicious or erroneous data. The purpose of this portion is to validate meteorological data. The second step is to have observers correct incorrect values based on the data labels generated in the first step. This step also ensures that manual corrections are performed in a timely manner by quantifying the timeliness dimension at the end.
System Implementation and Presentation
In this study, a system (called TMDQAP) was in the Java programming language to automate data processing and quantify quality aspects through built-in formulas to assist observers in determining meteorological data quality. A Microsoft SQL Server 2008 R2 database was used to store data. For data sourcing, minute-by-minute temperature data from TMO from 2005 to 2010 were used. A total of 2,779,205 data points were used as test objects. Owing to limitations in data acquisition and to avoid having an excessive amount of content, the scope of implementation was restricted to the TMO and tests were conducted only on the minute-byminute temperature data.
Prior to the implementation of the TMDQAP, system administrators could select the source of the data to be verified and confirm the validation checks. After the initial settings have been selected, the data can be validated. The meteorological data validated by the TMDQAP can be divided into two main types: real-time data and historical data. The system interface for validating real-time data, as shown in Fig. 6 , is divided into two main parts: the boundary-value display area (upper portion of Fig. 6 ) and the suspicious or null data display area (lower portion of Fig. 6 ). The system interface for validating historical data, as shown in Fig. 6 , is divided into three main parts: the time-selection area for data to be validated (upper portion of Fig. 7) , validation-check boundary-value display area (middle portion of Fig. 7) , and suspicious or null data display area (lower portion of Fig. 7) .
In the time-selection area for data validation, a dropdown menu is used to provide users with a quick way to select the time interval of the data they want to validate. The validation-check boundary values pane provides observers with a view of the currently used validation checks and allows changes to be made. The values currently shown in the system interface are those used by this paper based on the literature reviewed and are combined with boundary values derived from historical data and the local climate characteristic boundaries of the TMO. Finally, the suspicious or null data panes display individual information points determined by the system to be suspicious or containing null elements.
Validating Real-Time Data
When observers click on the "execute" button to validate real-time data, the system pops up a confirmation window to allow them to confirm the limits of each validation check.
If the boundary values are correctly set, the system begins to perform data quality validation and quantify accuracy, consistency, and completeness. Therefore, when observation data are received, the system performs validation based on the methods corresponding to the three major dimensions and stores these results in the database. After quantifying the three quality dimensions, the system combines the re- sults and generates a quality label for the minute-by-minute temperature data. When the system determines that the data is suspicious or may be missing certain elements, it presents these data points individually in the form of bars below the execution display.
As such, observers can use this interface to perform numerical corrections directly on suspicious or erroneous data. Finally, the system calculates a correction rate (a type of adjustment check) every 60 min to ensure that observers have been making data corrections in a timely manner each hour. When the preset 60 min period elapses, the system automatically stores the four quality dimension indicators and the list of suspicious or erroneous data in a .txt file. Using this output file, the user can clearly see the validation time of the file, the results of the four quality indicators, the original suspicious temperature data generated, the validation results before manual correction, and the missing values. The file represents the data quality report of a specific timeframe and serves as proof of quality assurance. The user can use the quantified quality results and the list of suspicious data points to determine whether to check and correct data that fall below a certain standard.
Validating Historical Data
When the observer wants to validate historical data, he/she must first select the period to be validated through the dropdown menu. Similarly, after the observer clicks on the "execute" button, the system pops up a confirmation window to allow them to confirm the period and the limits of each validation check. If it is determined that the set values are correct, the system starts data validation according to the settings.
The difference between real-time data validating and historical data is in the system interface, because validating historical data involves a much larger amount of data. Thus, when presenting the validation results, only the statistics pertaining to each data quality tag are shown. If the observer wishes to go further and see which data points are in question, he/she can click on the "list" button to view detailed information, including the validated time interval, temperature, and other values of the suspicious data points, the results of each validation, and the null data. Similarly, the list can be stored as a file in a location designated by the observer and serve as a reference for subsequent data inquiries or as proof of data assurance.
Moreover, if the observer did not click the "update" button after validating historical data, he/she can click the "query" button to retrieve the past validation results after querying the relevant time interval. The system then counts the number of correct, suspicious, and null values, and provides a detailed list of these values based on the selected interval so that the observers can update them.
Analysis and Discussion
Reliability Analysis
To evaluate the reliability of the system, the following tests were performed: First, 129,100 correct data points were selected from the dataset of TMO for 2010, out of which 500 data points were randomly selected for conversion into 262 null values and 238 error values as test data and imported into the system for data validation, as shown in Table 2 . The results of the data validation performed by the system are shown in Table 3 .
Based on the above results, we determined the system to be 100% accurate in detecting missing values (262/262 = Table 2 Original data before validation Table 3 Validation results 100%). However, the system found more instances of suspicious data than there actually were. After cross-checking, it was found that the suspicious data identified by the system included the original 238 erroneous data points and 31 misjudged data points. The reason for this is that after the system discovers a data error, the next data point is affected by the error detected in the previous data point and is unable to pass the step test and the rate of change test, consequently being misjudged by the system.
In addition, we adopted the method of statistical hypotheses and error to determine the reliability of the proposed system. A null hypothesis is a type of hypothesis used in statistics that proposes that no statistical significance exists in a set of given observations. The dataset used in this study is the historical temperature data for 2010 at TMO. Type I error is the rejection of a true null hypothesis (also known as a "false positive" finding); that is, errors in the test results can occur even when the system is able to filter out the error data. This is one of the specific reasons for rechecking for correct, suspicious, and missing data in the meteorological data used in this study.
From the test results presented above, it can be seen that although the system was able to filter out all the error data, it also committed Type I errors. Thus, it is clear that validation of meteorological data differs from the theoretical research of the general sciences. In this case, committing a Type II error causes a more considerable and irreparable impact compared to a Type I error. Therefore, the guiding principle behind the design is that "it is better to convict wrongly than to let a criminal escape," which means that it is better to wrongly tag a data point as suspicious rather than allow a suspicious data point to slip through. Although there are instances of Type I errors in the current system, the misjudgments are allowed, provided that the number is below a certain threshold.
Expected Benefits
In this study, a semi-structured interview format was primarily used to conduct in-depth interviews with CWB observers and system administrators to predict the benefits that the system will bring. The technology acceptance model was used as the basis for the interviews. Two variables, cognitive usefulness and cognitive ease of use, were used to predict the users' acceptance of the system and then infer the values and benefits the system will bring to users [27] .
Based on the results of the interviews, it was discovered that if the respondents' job is heavily reliant on information systems, then it is easier to establish cognitive usefulness. At present, the process of validating meteorological data requires a system to assist the relevant work units in validating the data. Therefore, all respondents responded positively to the system in terms of cognitive usefulness. In terms of cognitive ease of use, the results of the interviews show that the respondents found it easy to operate the system and that the interface design conforms to the requirements of userfriendly interfaces; in other words, it was easy to perform system operations.
Therefore, based on the above discussion, it can be concluded that positive cognitive usefulness and cognitive ease of use of the system can produce a positive attitude and willingness to use in the target users. According to the inferences made based on the technology acceptance model, we expect that the system will bring a certain degree of benefit and is confident that said system can improve the quality of meteorological data validation. However, it should be noted that in the future, the system must cover validation of all meteorological data elements in order to bring about tangible benefits.
Research Limitations
The quality validation system developed in this study is aimed at meteorological data in the field of meteorology and carries out data quality validations. At the same time, the data validation performed as part of this study was limited to temperature data, and so the system cannot be readily applied to the validation of other meteorological data elements. The boundary values of this system were set according to the temperature characteristics of the TMO. The boundary values of the validation checks should be adjusted based on the locations of different stations. If the system is to be used to validate the temperature data of other locations, the weather conditions and characteristics of the target location must be obtained in advance and then used to modify the upper and lower limit values of the validation checks of the system.
Conclusion
The TMDQ framework proposed in this paper is based on the quality requirements of total quality management and data warehousing. It helps functional units handling meteorological data validation to examine the quality of meteorological data according to four quality dimensions. Previously, in the field of meteorology, only the results of data output were considered when evaluating quality. Compared to conventional methods, the proposed TMDQ framework not only provides observers with a view of data quality from four quality dimensions, it also spots quality issues that may be caused by manual corrections, thereby taking a more comprehensive approach to validating meteorological data. The meteorological data quality validation system developed in this study can assist observers by improving their work efficiency and helping them grasp and monitor meteorological data quality more effectively.
However, the system currently only tags data according to three quality labels: correct, suspicious, and missing. In subsequent studies, the "suspicious" data quality label can be further divided into different degrees, such as "slightly suspicious," "moderately suspicious," and "definitely incorrect." By so doing, the observer can start performing manual corrections on the more obviously wrong data points while the system is sorting data according to the degree of suspiciousness. In addition, the system currently performs data validation only on minute-by-minute temperature data. It is hoped that the methods presented in this paper will be used to validate many types of meteorological data rather than just one type (temperature data). Therefore, in the future, the four quality dimensions of the TMDQ framework will be further developed for application with different meteorological elements, thereby enabling comprehensive meteorological data validation.
