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Re´sume´ – On s’inte´resse au proble`me de la localisation simultane´e dans la transformation de Mellin. On e´tablit et discute un
certain nombre d’ine´galite´s relatives a` des mesures de dispersion individuelles et conjointes. On en de´duit une nouvelle forme de
relation d’incertitude pour la transforme´e en ondelettes.
Abstract – Limitations for the simultaneous localization of Mellin transform pairs are investigated. A number of inequalities
are established and discussed, based on both individual and joint various measures of spread. As a by-product, a new form of
uncertainty relation for the wavelet transform is obtained.
1 Introduction
On conside`re en ge´ne´ral les signaux comme des fonctions
du temps t ou de la fre´quence f , les deux descriptions
e´tant mutuellement exclusives et lie´es par transformation
de Fourier. Dans certaines circonstances, il peut cepen-
dant eˆtre utile de faire appel a` d’autres transformations,
au premier rang desquelles on peut citer la transforma-
tion de Mellin. Suivant [4], nous nous restreindrons ici a`
une forme simplifie´e de cette transformation, qui s’ave`re
bien adapte´e a` l’analyse des signaux analytiques, et dont
la de´finition retenue sera :
De´finition 1 La transforme´e de Mellin X(s) d’un signal
analytique X(f) est
X(s) :=
∫ +∞
0
X(f)f i2pis−
1
2 df. (1)
On peut imme´diatement remarquer que cette trans-
forme´e admet l’e´criture e´quivalente :
X(s) =
∫ +∞
−∞
X˜(u) ei2pisudu, (2)
avec X˜(u) := X (eu) eu/2. Il apparaˆıt ainsi que la trans-
forme´e de Mellin {X(s), s ∈ IR}, d’un signal analy-
tique {X(f), f ∈ IR+}, n’est autre que la transforme´e
de Fourier d’une version convenablement anamorphose´e,
{X˜(u), u ∈ IR}, de X(f). Son importance en analyse du
signal provient du fait qu’elle est structurellement adapte´e
aux changements d’e´chelle, au sens ou` si un spectre est
transforme´ selon X(f) → Xα(f) := α− 12 X(f/α), α > 0,
sa densite´ d’e´nergie demeure inchange´e dans le domaine
de Mellin : |Xα(s)|2 = |X(s)|2.
On peut donner des interpre´tations diffe´rentes et
comple´mentaires de la variable sans dimension s. La
premie`re consiste a` conside´rer la formule d’inversion de
la transforme´e d’un point de vue “atomique”, le spec-
tre X(f) complet re´sultant d’une superposition line´aire
d’ondes e´le´mentaires de la forme
Hs(f) := f−i2pis−
1
2 U(f), (3)
U(f) de´signant l’e´chelon unite´. De telles formes d’onde
ont un retard de groupe (non constant) qui a pour valeur
tHs(f) := −(1/2pi) (∂/∂f) arg Hs(f) = s/f , ce qui permet
d’interpre´ter s comme un taux de modulation hyperbolique.
Dans cette interpre´tation, le parame`tre sans dimension s
s’ave`re homoge`ne a` un produit temps × fre´quence, ce qui
justifie une deuxie`me interpre´tation en terme d’e´chelle1.
La raison en est que l’ope´rateur S associe´ a` s = tf
(au sens, e.g., de la re`gle de Weyl [6, 11, 12]) est S =
(T F + FT )/2, en notant T et F les ope´rateurs temps
et fre´quence usuels, de´finis respectivement par (T x)(t) =
t x(t) et (Fx)(t) = (−i/2pi)(dx/dt)(t). Il suit de cette
de´finition que, pour tout α > 0, on a
(
αi2piSX
)
(f) =
α−1/2 X(f/α), faisant de S le ge´ne´rateur infinite´simal
de l’ope´rateur de changement d’e´chelle, ope´rateur dont
les fonctions propres sont pre´cise´ment les “chirps hyper-
boliques” Hs(f) de´finis en (3).
2 Ine´galite´s pour les transforme´es
de Mellin
2.1 Ine´galite´s de variance
Si l’on conside`re les distributions d’e´nergie—telles que
|x(t)|2, |X(f)|2 ou |X(s)|2—comme e´tant analogues a` des
densite´s de probabilite´, une fac¸on naturelle de mesurer
leur degre´ de localisation consiste a` e´valuer leur dispersion
autour d’une valeur centrale. Nous adopterons a` cette fin
les notations et conventions suivantes :
De´finition 2 E´tant donne´e une densite´ ρ(v), de´finie sur
IR et d’inte´grale E(ρ), sa moyenne arithme´tique ma(ρ) et
1Re´duite a` sa forme (1), la transforme´e de Mellin est d’ailleurs
parfois appele´e “transforme´e en e´chelle” [6].
sa variance arithme´tique Va(ρ) sont de´finies par
ma(ρ) :=
1
E(ρ)
∫ +∞
−∞
v ρ(v) dv, (4)
Va(ρ) :=
1
E(ρ)
∫ +∞
−∞
(v −ma(ρ))2 ρ(v) dv. (5)
Ceci e´tant pose´, un re´sultat classique en analyse de
Fourier est l’ine´galite´ d’Heisenberg-Gabor, selon laquelle
un signal x(t) et son spectre X(f) ve´rifient [13] :
Va
(|X|2) Va(|x|2) ≥ 116pi2 , (6)
avec e´galite´ si et seulement si X(f) (et, par suite, x(t))
est une fonction gaussienne de la forme :
X(f) = K exp
(−a(f − log b)2 + i(cf + d)) , (7)
avec a, b ∈ IR+ et c, d, K ∈ IR.
Dans l’espace des signaux analytiques, les gaussiennes
ne sont e´videmment pas autorise´es, avec la conse´quence
que la borne infe´rieure de cette ine´galite´ ne peut
eˆtre atteinte. On est alors en droit de chercher des
ine´galite´s de meˆme nature, mais qui puissent s’appliquer
spe´cifiquement aux signaux analytiques, et en particulier
lorsque l’on conside`re la transformation de Mellin en lieu
et place de celle de Fourier. Un premier re´sultat dans cette
direction (voir [16] ou [4, Sect. 11.3.1.2]) dit qu’un signal
analytique X(f) et sa transforme´e de Mellin X(s) ont des
variances arithme´tiques telles que
Va
(|X|2) Va(|X|2) ≥ m2a
(|X|2)
16pi2
, (8)
avec e´galite´ si et seulement si X(f) est une “ondelette de
Klauder” de la forme :
X(f) = K exp (a log f − bf + i(c log f + d)) U(f), (9)
avec a > − 12 , b ∈ IR+ et c, d, K ∈ IR.
Ceci fournit bien une borne infe´rieure pour la con-
centration simultane´e d’un signal dans ses variables de
fre´quence et d’e´chelle (de Mellin), mais l’utilisation d’une
variance arithme´tique dans (8) peut eˆtre remise en cause.
En effet, dans le cas des signaux analytiques, l’utilisation
d’une variance ordinaire introduit une pe´nalisation sur les
fre´quences ne´gatives qui est sans effet, puisque les sig-
naux analytiques sont, par de´finition, nuls sur ce domaine.
La mesure ainsi de´finie n’est en outre pas invariante par
changements d’e´chelle.
2.2 Ine´galite´s de variance modifie´es
Une de´finition de variance, mieux adapte´e aux signaux
dont le spectre est sur IR+ seulement, est alors la suivante :
De´finition 3 E´tant donne´e une densite´ ρ(v) de´finie sur
IR+ et d’inte´grale E+(ρ), sa moyenne ge´ome´trique mg(ρ)
et sa variance ge´ome´trique Vg(ρ) sont de´finies par
mg(ρ) := exp
(
1
E+(ρ)
∫ +∞
0
log v ρ(v) dv,
)
(10)
Va(ρ) :=
1
E+(ρ)
∫ +∞
0
log2
(
v
mg(ρ)
)
ρ(v) dv. (11)
On en de´duit facilement (en combinant (2) et (6)) que :
Proposition 1 Un signal analytique X(f) et sa trans-
forme´e de Mellin X(s) ont, respectivement, des variances
ge´ome´trique et arithme´tique telles que
Vg
(|X|2) Va(|X|2) ≥ 116pi2 , (12)
avec e´galite´ si et seulement si X(f) est une “ondelette
d’Altes” de la forme :
X(f) = K exp
(
−1
2
log f − a log2
(
f
b
)
+ i(c log f + d)
)
,
(13)
avec f ≥ 0, a, b ∈ IR+ et c, d, K ∈ IR.
Remarque — La famille des signaux (13) a e´te´ introduite
par R.A. Altes [1] dans un contexte de sonar actif, tel celui
utilise´ par les chauves-souris. Les “ondelettes d’Altes”
sont en fait les solutions du proble`me de tole´rance a` l’effet
Doppler, qui consiste a` estimer un retard au mieux (i.e.,
sans biais et avec un rapport signal-sur-bruit de sortie
maximal), en pre´sence d’un effet Doppler de taux inconnu.
Ayant introduit la variance ge´ome´trique comme une
mesure de dispersion bien adapte´e aux signaux analy-
tiques, on peut imaginer de s’en servir pour e´tablir des
ine´galite´s relatives, non seulement a` la fre´quence et a`
l’e´chelle, mais aussi a` la fre´quence et au temps. Pour ce
faire, il est ne´cessaire d’introduire la
De´finition 4 E´tant donne´e une densite´ ρ(v), de´finie sur
IR+ et d’inte´grale E+(ρ), sa moyenne harmonique mh(ρ)
est
mh(ρ) :=
(
1
E+(ρ)
∫ +∞
0
1
v
ρ(v) dv
)−1
. (14)
Moyennant cette de´finition, on peut montrer [10] que :
Proposition 2 Un signal analytique X(f) et sa trans-
forme´e de Fourier inverse x(t) ont, respectivement, des
variances ge´ome´trique et arithme´tique telles que
Vg
(|X|2) Va(|x|2) > 116pi2m2h(|X|2) , (15)
sous l’hypothe`se que ma
(|x|2) = 0, et que |X(f)|2
et |X(f)|2 log f s’annulent lorsque f tend vers ze´ro et
l’infini.
2.3 Limite a` bande e´troite
On peut remarquer de ce qui pre´ce`de que, suivant le choix
fait pour la mesure de dispersion, diffe´rentes solutions
existent quant aux signaux “les plus concentre´s”. Une
deuxie`me observation est cependant que les diffe´rentes
ine´galite´s mises en jeu (et, par suite, les diffe´rents signaux
“optimaux” associe´s) tendent a` devenir identiques dans la
limite des situations a` bande e´troite. Plus pre´cise´ment, il
est facile de se convaincre que si une densite´ ρ(v) existe de
fac¸on essentielle sur un support [ma(ρ)−ε/2, ma(ρ)+ε/2],
avec ε  ma(ρ), on a alors∫ +∞
0
log v ρ(v) dv ∼ log ma(ρ) E(ρ) (16)
et, par suite, mg(ρ) ∼ ma(ρ). On peut montrer
de la meˆme manie`re que mh(ρ) ∼ ma(ρ) et que
Vg(ρ) ∼ Va(ρ)/m2(ρ), avec m(ρ) := ma(ρ), mg(ρ) ou
mh(ρ), indiffe´remment. Par suite, en limite de bande
e´troite, l’ine´galite´ (15) se re´duit naturellement a` l’ine´galite´
d’Heisenberg-Gabor (6), et (12) se re´duit a` l’ine´galite´
fre´quence-e´chelle standard (8). De plus, on a dans la
meˆme limite |X(s)|2 ∼ |x (s/m(ρ))|2 /m(ρ), de telle sorte
que Va
(|X|2) ∼ m2a(|x|2) Va(|x|2) ∼ m2g(|x|2) Va(|x|2),
et les ine´galite´s (12) et (8) se re´duisent toutes deux a`
l’ine´galite´ d’Heisenberg-Gabor classique (6).
3 Ine´galite´s dans le demi-plan
fre´quence-e´chelle
Les limitations a` une localisation simultane´e d’un signal
en fre´quence et en e´chelle ont jusqu’ici e´te´ conside´re´es du
point de vue des densite´s d’e´nergie individuelles dans cha-
cune des variables. Une approche comple´mentaire consiste
a` e´valuer les capacite´s de localisation d’une distribution
conjointe de la fre´quence et de l’e´chelle, en analogie avec
des approches qui ont pu eˆtre suivies en analyse temps-
fre´quence ou temps-e´chelle (voir, e.g., [8, 11, 12, 15]). Pour
pre´ciser ce point, il est ne´cessaire de rappeler quelques
e´le´ments sur les distributions fre´quence-e´chelle.
3.1 Distributions conjointes en fre´quence
et en e´chelle
Il existe des proce´dures ge´ne´rales permettant d’obtenir
des classes de distributions conjointes construites sur des
variables arbitraires associe´es a` des ope´rateurs non com-
mutatifs [2, 5, 6, 11, 12]. Dans le contexte fre´quence-
e´chelle, une fac¸on de faire est d’imposer aux distributions
PˇX(s, f) recherche´es d’eˆtre covariantes aux changements
d’e´chelle et aux de´calages hyperboliques. Sous hypothe`se
que PˇX est sesquiline´aire en X, on obtient ainsi la ver-
sion fre´quence-e´chelle2 de la classe dite “hyperbolique”
[5]. Toutes les distributions de la classe hyperbolique peu-
vent s’exprimer a` partir de l’une d’entre elles, appele´e
“distribution d’Altes” et note´e QˇX(s, f). De la meˆme
fac¸on que la transforme´e de Mellin qui—suivant (2)—peut
s’exprimer comme transforme´e de Fourier d’un signal con-
venablement anamorphose´, la distribution d’Altes peut
s’e´crire QˇX(s, f) = WX˜(s, log f), ou` WX(t, f) est la distri-
bution de Wigner-Ville usuelle. Plus ge´ne´ralement, tous
les membres de la classe hyperbolique peuvent eˆtre re´-
e´crits selon PˇX(s, f) = CX˜(s, log f), ou` CX(t, f) est une
distribution de la “classe de Cohen” [5, 6, 11, 12].
3.2 Ine´galite´s de variance
Si l’on adopte le point de vue de caracte´riser un signal
analytique au moyen d’une distribution fre´quence-e´chelle,
2Les distributions de la classe hyperbolique sont habituellement
conside´re´es comme des distributions temps-fre´quence. Afin de met-
tre l’accent sur leur interpre´tation fre´quence-e´chelle, on adoptera la
convention suivante : une distribution temps-fre´quence sera e´crite
PX(t, f), et sa contre-partie fre´quence-e´chelle PˇX(s, f), avec les
e´quivalences PX(t, f) = PˇX(tf, f) et PˇX(s, f) = PX(s/f, f).
la question de sa localisation maximale dans le demi-plan
peut s’aborder moyennant l’introduction de mesures de
dispersion conjointes.
De´finition 5 E´tant donne´e une distribution fre´quence-
e´chelle R(s, f), de´finie sur IR × IR+ et d’inte´grale E(R)
par rapport a` la mesure ds df/f , sa variance arithme´tique-
arithme´tique Vaa(R) est
Vaa(R) :=
1
E(R)
∫ +∞
−∞
∫ +∞
0
Kaa(s, f)R(s, f) ds
df
f
;
(17)
Kaa(s, f) := (s−ma(R(s)))2 + (f −ma(R(f)))2,
ma(ρ) e´tant donne´ par (4), et les distributions marginales
R(s)(s) et R(f)(f) de´finies par
R(s)(s) :=
∫ +∞
0
R(s, f)
df
f
;R(f)(f) :=
1
f
∫ +∞
−∞
R(s, f) ds.
De la meˆme fac¸on, sa variance arithme´tique-ge´ome´trique
Vag(R) est
Vag(R) :=
1
E(R)
∫ +∞
−∞
∫ +∞
0
Kag(s, f)R(s, f) ds
df
f
;
(18)
Kag(s, f) := (s−ma(R(s)))2 + log2
(
f
mg(R(f))
)
,
mg(ρ) e´tant donne´ par (10).
Sur la base de ces de´finitions, il est clair que les dis-
tributions marginales sont amene´es a` jouer un roˆle-cle´ si
l’on souhaite faire des mesures de dispersion conjointes un
substitut convenable aux mesures individuelles utilise´es
pre´ce´demment. On montre ainsi [10] que
Proposition 3 Soit PˇX(s, f) une distribution fre´quence-
e´chelle “a` marginales correctes”, i.e., telles que Pˇ (s)X (s) =
|X(s)|2 et Pˇ (f)X (f) = |X(f)|2, alors
Vaa(PˇX) ≥
ma
(|X|2)
2pi
, (19)
avec e´galite´ si et seulement si X(f) est une ondelette de
Klauder (9). De la meˆme fac¸on,
Vag(PˇX) ≥ 12pi , (20)
avec e´galite´ si et seulement si X(f) est une ondelette
d’Altes (13).
Deux exemples de distributions satisfaisant ces relations
sont la distribution d’Altes pre´-cite´e et la distribution
(unitaire) de Bertrand BˇX(s, f) [3] (voir aussi [9]).
3.3 Une relation d’incertitude pour la
transforme´e en ondelettes
On trouve dans la litte´rature de nombreux commen-
taires relatifs aux proprie´te´s de localisation de la trans-
forme´e en ondelettes mais, a` de rares exceptions pre`s
[7, 17, 18], la localisation conside´re´e concerne en ge´ne´ral
l’ondelette analysante bien davantage que la transforme´e
qui en re´sulte. Les re´sultats obtenus pre´ce´demment
permettent d’apporter une contribution nouvelle a` cette
question, relativement au “scalogramme” —module carre´
d’une transforme´e en ondelettes TX(t, f)—qui, meˆme s’il
ne peut s’exprimer comme une distribution fre´quence-
e´chelle stricto sensu, admet une version fre´quence-e´chelle
(formelle) suivant :
∣∣TˇX(s, f)∣∣2 := |TX(s/f, f)|2.
Une de´finition nouvelle est ne´cessaire en pre´ambule :
De´finition 6 E´tant donne´e une densite´ ρ(v), de´finie sur
IR+ et d’inte´grale E+(ρ), sa moyenne quadratique inverse
miq(ρ) est
miq(ρ) :=
(
1
E+(ρ)
∫ +∞
0
1
v2
ρ(v) dv
)− 12
. (21)
En utilisant le fait qu’un scalogramme peut s’exprimer
comme “re´gularise´e affine” d’une distribution de Bertrand
unitaire [3] et en s’appuyant sur les re´sultats des Proposi-
tions 1 a` 3, on peut alors e´noncer :
Proposition 4 Soit X(f) un signal analytique de re-
tard de groupe nul, et tel que f |X(f)|2 tende vers ze´ro
lorsque f tend vers ze´ro et l’infini. Soit Ψ(f) une on-
delette de fre´quence de re´fe´rence f0 := mg
(|Ψ0|2), avec
Ψ0(f) := f−1/2Ψ(f). Sous l’hypothe`se que Ψ(f) ∈
L2(IR+, f−(n+1) df) pour n = 0, 1 et 2, la transforme´e en
ondelettes correspondante TˇX(s, f) est telle que
Vag
(|TˇX |2) ≥ D(Ψ)2pi , (22)
avec
D(Ψ) := mg
(|Ψ0|2)
(
1
m−2(|Ψ0|2) +
1
m−1(|Ψ0|2)
)
≥ 2.
(23)
Pour une ondelette fixe´e, l’e´galite´ est de plus atteinte dans
(22) pour les ondelettes d’Altes de la forme (13), avec
c = 0.
4 Conclusion
On a pre´sente´ un certain nombre de re´sultats relatifs
aux limitations impose´es a` une localisation simultane´e
d’un signal en fre´quence et en e´chelle (de Mellin). Faute
de place, ceux-ci n’ont pu eˆtre qu’e´nonce´s, les preuves
comple`tes e´tant donne´es dans [10]. On trouvera par
ailleurs dans la meˆme re´fe´rence des extensions et varia-
tions sur le meˆme the`me, utilisant en particulier diverses
formes d’entropies comme mesures de dispersion, en lieu
et place des variances conside´re´es ici.
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