We have analyzed and reduced a general (quantum-mechanical) expression for the atom-atom exchange energy formulated as a five-dimensional surface integral, which arises in studying the charge exchange processes in diatomic molecules. It is shown that this five-dimensional surface integral can be decoupled into a three-dimensional integral and a two-dimensional angular integral which can be solved analytically using a special decomposition. Exact solutions of the two-dimensional angular integrals are presented and generalized. Algebraic aspects, invariance properties and exact solutions of integrals involving Legendre and Chebyshev polynomials are also discussed.
Introduction
In [2, 9, 15] , a method for obtaining the exchange energy splitting E based on the Holstein-Herring method [9] for diatomic molecular systems was presented.
One starts from the electronic Schrödinger wave equation in atomic units for the one-active electron diatomic system:
for the wave functions ψ ± which are symmetric (+) or anti-symmetric (−) under exchange of the nuclei A and B. Here V is the potential energy function for the interaction between the electron and the atomic cores and E is the (electronic) energy of a given quantum mechanical state (eigenstate), with the electronic state function ψ = ψ(r) depending on the spatial coordinates of the electron. In previous work [15] , it was shown that by multiplying the wave equation of ψ + on the left by ψ − and the corresponding equation of ψ − on the left by ψ + , taking the difference of these results, exploiting symmetry and the divergence theorem, we could obtain the following result for the exchange energy splitting E [15, 16, 17, 18] :
where dS is a differential surface element and right represents volume integration over the space on the right of the surface M. The quantity φ A = (ψ + + ψ − )/ √ 2 is a wave function localized about atom A. Eq. (2) is known as the Herring-Holstein formula.
In the previous work [2, 15] , we solved the one-active-electron system applicable to a diatomic atom-ion molecule where dS in (2) is a surface element on the mid-plane between the nuclei A and B. The exchange energy E vanishes exponentially with increasing internuclear distance R and therefore becomes very difficult to calculate by conventional ab initio methods.
Exchange effects are of prominent importance in theories of molecular binding relevant to magnetism, atmospheric physics and astrophysics. Thus, though these exchange effects are physically interesting, they are small and elusive and consequently very difficult to calculate accurately by conventional variational methods [9, (c) ].
In this work, we present an extension of our method to atom-atom systems. This is far more difficult as it involves two-active electron diatomic molecules. Two active electrons entail electronic correlation, which often requires delicate handling for precise calculations. The atom-atom problem is important because it has direct applications to the calculation of exchange effects in molecules such as the hydrogen molecule H 2 , and all alkali dimers M 2 isovalent to H 2 .
Furthermore, since exchange operates pair-wise, a general formula for the two-active-electron case can be readily extended to the four-active electron case and allow us to calculate the exchange energies of diatomic calcium, Ca 2 , which is of great importance in Bose-Einstein condensation. A combination of the formula for the one-active electron case in previous work and those presented in [2] and here provides the means to handle a wide class of diatomic systems.
We emphasize that we do not want to resort to N-dimensional integration codes or Monte-Carlo methods carelessly: from our previous experience with the one-active electron problem in computing such an elusive quantity as the exchange energy E at large internuclear distances [15] , we need reliable and accurate computations. In view of the difficulty of the problem and, from our previous experience, the need for precise results, we emphasize numerical as well as an algebraic analysis. In general, the results are to be calculated using a FORTRAN program generated through a link from a computer algebra program.
As shown by Herring and Flicker [9, (e)] and in this work, the surface integral for the two-electron case is five-dimensional. This can be decoupled into a three-dimensional integral and a two-dimensional angular integral, but there is the issue of decoupling the correlation terms involving the distance between the two electrons r 12 .
This work focuses on the mathematical treatment for handling the correlation terms and should be viewed as an extension of the formula for the one-active electron case [15] . The results are tested on the ground state of H 2 . The work concludes with some general observations.
General Formula for a Diatomic Two-Active Electron System
The electronic Schrödinger wave equation for the simplest diatomic system, the hydrogen molecule H 2 (composed of two fixed nuclear centers, labeled A and B, and two electrons), can be written as:
with V = e 2 4πε 0
where the electronic state function ψ = ψ(r 1 , r 2 ) depends on the spatial coordinates of the electrons. An additive term 1/R, which is constant for fixed internuclear distance R, has been omitted in the potential V , since it merely shifts all the eigenvalues. The distances between the nuclei A and B and the electron k are denoted respectively by r Ak and r Bk . In atomic units = m e = e = 4πε 0 = 1. The term 1/r 12 represents the Coulomb repulsion between the two electrons and gives rise to electronic correlation. Its presence is what prevents the partial differential equation in (3) from being exactly separable, thus making the many-body problem intractable. In general, correlation terms are problematic and necessitate special treatment (and considerable "machinery") in quantum chemistry.
For sufficiently large internuclear distances R, the volume integration over the space to the right of M in the Holstein-Herring formula eq. (2) is exponentially sub-dominant and can therefore be neglected. Consequently, the denominator in (2) can be taken as unity; deviations from unity can be and should be calculated by the standard methods of e. g. quantum chemistry. Thus, we need only consider the surface integral in the numerator of the Holstein-Herring formula:
The extension to the two-active electron case is relatively straight forward. Since the two active electrons have exactly the same mass, we can formally combine the two electrons into one "object" with six rather than three spatial coordinates. 
or equivalently:
The end result is a five-dimensional hypersurface. As derived in the work of [19] , the surface integral as expressed in (4) can be written as [8, (1) ]:
where {x i , y i , z i }, i = 1 and 2, are the electronic Cartesian coordinates and:
The quantity ζ is a dimensionless variable whose usefulness will become clearer when we need to differentiate the resulting integral with respect to R. The integration over the (x i , y i ) coordinates is over all space as shown by Herring and Flicker [9, (e)] and the integration over the final coordinate z = z 1 = z 2 is only over the region −
( or equivalently −1 < ζ < 1), since integration outside this region contributes only exponentially sub-dominant terms.
In the general case of two-active-electron systems, such as diatomic alkali dimers M 2 , isovalent to H 2 , the wave functions are constructed as linear combinations of Slater-type functions φ in complete analogy to the atom-ion case [2] . They are corrected by a polarization term χ(r 1 , r 2 ). [20] . In the case when z 1 = z 2 = z, these functions are, for z > 0 (1, 2) and for z < 0
where
Note that the expression for χ I (1, 2) for z < 0 can be obtained from that for z > 0 simply by replacing z with −z and by exchanging these parameters:
By inserting the wave functions of (7) with the polarization corrections of (9) and (10) into the surface integral of (5), we finally get:
where P ( ,m) k are coefficients in the decomposition of the associated Legendre functions [1] according to:
and
1/2 and
Note that m A + m B and m A + m B are even integers, which ensures that M 1 and M 2 defined above are integers.
Method of Solution
Each term in the finite sum of eq. (11) includes a very challenging five-dimensional surface integral.
Symbolic and Numerical Analysis
Integration over the pairs of Cartesian coordinates (x i , y i ) where i = 1, 2 can be readily transformed into integrations over cylindrical coordinates as follows:
We note that most terms in the surface integral (11) depend on the (scalar) radial coordinates ρ 1 and
(a large number of cases), is multiplicative and consequently separable from the radial integrals. We also note that the P ( ,m) k are coefficients of the associated Legendre functions according to eq. (12) . Thus the five-dimensional integral could be exactly decoupled if it were not for the correlation term ρ 12 which appears in the polarization factors of eqs. (9) and (10) .
For the sake of accuracy and economy of computation (both symbolic and numeric), it is highly desirable to deal with functions of the correlation term ρ 12 . This becomes acute when we apply numerical analysis to the integrals. Consider an integral of the form:
where f i is an algebraic function and i = 1, 2 corresponds to one of the integrations over ρ 1 or ρ 2 1 . We make the variable transformations:
(or equivalently 0 ≤ ζ ≤ 1), we obtain an integral of the form:
where g i is an algebraic function. If we let:
this imposes the quadratic condition:
For simplicity, we consider the case when c = c 1 = c 2 , and thus
The lower endpoint u o is given by:
Although the analysis was done for the simple case c 1 = c 2 , for c 1 = c 2 , one can always return to the roots of (17) . Thus the twice transformed integral of (16) has the simple and recognizable form:
where h i is algebraic. This result is very instructive. From our experience and in analogy to the one-active electron case [2, 4] , we can see that the numerical integrations over ρ i where i = 1, 2 can be performed accurately by normalized (scaled) Gauss-Laguerre quadrature, namely [1, 25.4.45] . We can also see that final integration over z of the surface integral in (11) can also be readily obtained from Gauss-Legendre quadrature using [1, 25.4.29] . Everything can be reduced to a three-dimensional integral which can be accurately calculated via three nested quadratures provided, of course, that the remaining angular integrations over φ 1 and φ 2 are addressed.
The function Q(ζ, R) in the surface integral (11) involves the product U = χ I (1, 2)χ I I (2, 1). Smirnov and Chibisov have considered the case where ρ 12 is negligible compared to R. We can consider formal expansions of this product, and its derivatives with respect to R, which are required in (11) , with respect to Y = R 2
(1 ± ζ ). Thus we can consider three regimes and their associated functional forms:
The expansions can be worked out to high order using a computer algebra system and the resulting coefficients stored for computation in FORTRAN using Macrofort [5] . In each of these regimes, we have to deal with an angular average of the form: (24) where ν is a real number.
Decomposition of Correlation terms
Correlation terms of the form ρ n 12 can be expanded as follows (see [14, eq. (19) ] and [23, 5.17.5] ):
where ω is the angle between the two vectors ρ 1 and ρ 2 and ρ < = min(ρ 1 , ρ 2 ) and ρ > = max(ρ 1 , ρ 2 ). In the two-dimensional plane considered here (z 1 = z 2 = 0), the magnitude of this angle is simply ω = φ 1 − φ 2 . The coefficients a n k of this decomposition are given by: 
Varshalovich et al. assume that n is an integer. However, it is found that this decomposition holds not only for integer n but more generally for any n = ν real! This can be verified by examining the details of the derivation of these formulae. At any rate, this can be readily demonstrated by plugging in specific values and verifying the numbers with a computer algebra system. The realization that n = ν can have any real value is vital to this analysis.
Angular Integration
It appears that we are faced with evaluating the integral:
where ω = φ 1 −φ 2 and f = cos or sin (or a product of trigonometric functions), and for which there is no expression in the literature. Complete closed form analytical solutions are shown in the appendix. This corresponds to a complete class of definite double integrals. What makes the solutions possible is the realization that the inner integral of (26) is independent of φ 2 . Because of this invariance, the outer integration trivially reduces to simple multiplication by 2π . Armed with the realization that these particular integrals are invariant with respect to φ 2 , we can now obtain the solution by setting φ 2 = 0, since the value of φ 2 does not affect the final result. This invariance allows us to decouple the angular integrations and reduces the complexity of the computations by an order of magnitude. The expressions for all the angular integrals have closed forms in terms of fractions. These can be obtained directly or from recursion formulae as shown in the appendix.
The inclusion of a factor cos i ω into the integral (26) is important because it allows us to exploit the following recursion procedure:
and thus the double angular integration denoted < > ω yields:
Thus for a given < ρ n 12 > ω , we can readily calculate < ρ n+2 12 > ω , < ρ n+4 12 > ω , etc. in the series expansion for small ρ 12 in (21). This is important for the following reasons. The hypergeometric coefficients in the expansion for ρ n 12 can be readily calculated from Robert Forrey's program [3] , but this is more "expensive" than by using the rational expressions for the double integrated angular components.
Thus for the same effort in computing the hypergeometric coefficients for any given < ρ n 12 > ω , we can also compute < ρ n 12 > ω cos i (ω) to obtain < ρ n+i 12 > ω where i = 1, 2, . . . for the series expansion in small ρ n 12 of the polarization terms. This is made all the more feasible by using the optimizer for finding common sub-expressions in computer algebra. In the case of large ρ 12 , it is found that the resulting series requires only integer inverse powers of ρ 12 , namely ρ −i 12 where i = 1, 2, . . . , allowing the possibility of more rapid computation by simplification of the hypergeometric coefficients.
Moreover, since the invariance property holds for any < ρ n 12 > ω , where n is a real number, it follows that the same property should hold for the product U = χ I (1, 2)χ I I (2, 1) before any series expansions. This has been checked numerically. This allows one to set φ 2 = 0 in the direct numerical integration of this product over φ 1 using a Gauss-Legendre procedure and multiply the result by 2π to obtain the final integrated result over φ 2 . This is a feasible alternative for the mid-range when ρ 12 is neither very large nor very small in relation to Y = R 2
(1 ± ζ ) and provides a numerical check for the double angular integration of the series expansions in (21) and (22).
Results

Herring and Flicker (revisited)
The hydrogen molecule H 2 provides a good test because we know closed-form eigensolutions for the hydrogen atom. Also it is illustrative for other atom-atom systems. We consider the ground state where i = m i = 0 and thus a special case of (11) 
which has been written in terms of the dimensionless variable ζ , where z = R 2 ζ and where it is understood that integration over the Cartesian coordinates (x i , y i ) is exactly as in our own formula (11) . After decoupling the correlation term ρ 12 in terms of ρ i where i = 1, 2 and transforming to cylindrical coordinates (as discussed in section 3), we find that the resulting integrals in ρ i are exactly solvable [4] and implemented in various computer algebra systems.
For the integration in z, we make the transformation q = 1 − |ζ | to obtain:
An exact expression for the integral in (29) can be obtained from (3.385) of [6] (with parameters:
). Thus, 
where I n (z) is the modified Bessel function and L n (z) is the Struve function which are available in most symbolic computer packages and standard references (e. g. see [1] ). According to eq. (19) of Herring and Flicker [9, (e)], the constant C = C H F is given by:
This result has been verified by very accurate ab initio calculations and found to be valid down to R = 6 a.u. [10] . We also get the result in (29), but the value of C varies depending on how many terms we use in the series expansion in (25) for the radial separation ρ 12 .
To this end, we multiplied the coefficient a n k in (25) by λ k , where λ acts as an ordering parameter, and we computed the ratio C λ /C H F as a series in powers of λ:
If the decomposition in (25) converges, we expect this infinite series to converge to unity at λ = 1. This convergence is demonstrated in Table 1 . Upon examination of this table, what is striking is that the first term (N = 0) already provides about 98% of the result and by the next term, 99.8%. The sum of the first terms converges rapidly but after N = 2, the convergence becomes slower. The convergence can be accelerated by using the Levin transformations as in the previous work [15] (see e. g. [7, 11, 24] for more details). The result from the Levin-u transformation at N = 20 gives unity within 18 digits. Thus, we can be confident that (33) is indeed unity at λ = 1.
What is instructive about this exercise is that it shows that only the leading term of the expansion of ρ 12 in (25) is sufficient to get the correct asymptotic behavior of the exchange energy. Moreover, only a few terms of the decomposition in (25) are needed to obtain a sufficiently accurate calculation.
General Asymptotic Expansions
We follow the methods of Umanskii and Voronin [22] and consider expansions of the arguments of the exponential terms in Q(ζ, R) in eqs. (13) of the form (for ρ i < R/2 ± z, i = 1, 2):
R(1 − ζ ) and similarly for the other terms in the surface integrals of eq. (13) . Note that these expansions yield integrals for (11) of the form already encountered in Herring and Flicker, namely (29).
We must also note that these expansions, though yielding the leading asymptotic behavior, become uncertain beyond the first term. Moreover, we will limit ourselves only to this term because polarization corrections, as for the Herring function [9, (c) ], the function of Chibisov ( see [2, 15] ) in the one-active electron case, and the polarization functions of (9) and (10) can only yield the correct physical leading term. In other words, the higher-order terms, though mathematically instructive, are not physically meaningful. Thus, we can neglect them for now; having obtained a counterpart of the Herring and Flicker formula for excited states of the hydrogen molecule is itself a considerable achievement.
Returning to the H 2 case, the wavefunctions φ A , φ B etc . . . in eqs. (7) can be written in the generic form:
It is well known that the Slater basis set expansions truncate to simple closed form solutions in the case of hydrogen; consequently k f is a small number. The ground state 1s of the hydrogen atom has the quantum numbers n = 1, = 0, m = 0 and the eigensolution is
In matching this to eq. (35), the parameters here are obviously k f = 1 and:
When we input these values, we obtain exactly the ground state result of H 2 shown previously. Obtaining this result required making use of a relatively small computer algebra program similar to that used for the Herring-Flicker surface integral in (29).
In the same way, we can use our general formula to yield the correct leading asymptotic behavior for the exchange energies for excited states of hydrogen as reported elsewhere, and also for the ground and excited states of other systems.
Conclusions and Comments
We have developed and analyzed a general (quantum-mechanical) formula for the exchange energy in diatomic systems which is suitable for obtaining analytic results and for numerical calculations. Analytically, the methods presented in this work allow us to get the leading asymptotic terms for any pair of symmetric and anti-symmetric states in any given diatomic molecular system. An important dividend of this work is found when using cylindrical coordinates in integrating over the five-dimensional hypersurface arising in the Herring-Flicker theory. Here one has an invariance property which greatly simplifies the successive angular integrations. This invariance not only allows us to eliminate one level of integration; it also allows us to evaluate exactly the general class of double angular integrals associated with correlation terms of the form ρ ν 12 where ν is any real number. Our simple results for this five-dimensional hypersurface integration may be instructive in dealing with similar problems in quantum chemistry.
In particular, apart from the findings in mathematical physics, we wish to emphasise that we have obtained previously unknown exact solutions to a large class of double definite integrals over Legendre polynomials with a method of solution which could be useful in other circumstances. The solutions are in terms of simple fractions obtainable directly or by recursion relations. These could be used to enhance the method of solutions of integrals obtained by the exploitation of special functions [4] .
In the one-active electron case [2] , we were able to get an explicit form for the leading term of the asymptotic expansions. In principle, this should apply to the two-active electron as well. In practice, however, obtaining these terms for the two-active electron case requires extensive computer algebra for any set of symmetric and anti-symmetric states. We anticipate that these programs can be generalized to larger sets of quantum states.
The leading asymptotic behavior has been obtained for the ground state of the hydrogen molecule, reproducing the Herring and Flicker result [9, (e)]. Moreover, as reported elsewhere [19] , the same methods have been used to obtain the leading terms for a few excited states.
Just as in the previous one-active electron case, we have avoided "bruteforce" techniques and presented solutions which are "natural" in that they come out of the mathematical properties of the quantities we analyzed. In view of the elusive nature of the quantities to be calculated, i.e. that the exchange energy is an exponentially vanishing function of R, this is even more essential in the two-active electron case which requires the solution of a five-dimensional integral.
The computer algebra and FORTRAN codes developed here can be used with confidence within a variety of physical/chemical calculations. In particular, we are now equipped with the necessary means by which to calculate the exchange energies for 2-active electron systems and eventually 4-active electron systems, such as diatomic calcium Ca 2 .
Appendix 6 Double integrals over azimuth angles
In this appendix, we consider double integrals of functions f (φ 1 , φ 2 ) over the full range of both angles, i.e. 0 ≤ φ i ≤ 2π (i = 1, 2). We do this first without further specification of the integrand. Subsequently, special cases, where the integrand involves a Legendre polynomial P l (cos ω), with ω = φ 1 − φ 2 , will be discussed in more detail.
General considerations
For later reference, we summarize a few results for the general case of a double integral I of a function f (x, y) over a region with 0 ≤ x ≤ a, 0 ≤ y ≤ a (i.e. a square-shaped region with sides of length a, see Fig. 1 ):
Various sets of Cartesian coordinates have been used here (see Fig. 1 ), and the corresponding integrands are connected to the initial f (x, y) through the relations:
In Fig. 1 
, the origin of the (x, y)-and (u, v)-coordinates is at the lower left edge of the square (marked by a circle), whereas the (s, t)-and (p, q)-coordinates
have their origin at the center of the square (marked by a filled box).
Of particular importance for the following is the case, where the integrand is a function of p = u = x − y only. In this case we obtain, from eq. If the function f is periodic with period a, f (u + a) = f (u), the integral reduces to a one-dimensional integral, since integration of a periodic integrand over a full period is invariant with respect to the offset:
Starting, on the other hand, from eq. (38) leads to:
where g(u) = g (u, v) . Again, a one-dimensional integral results, but with a linear factor in the integrand. The substitution w = a − u, together with the assumption g(a − w) = g(w − a) = ε g(w), leads to
We rename the integration variable as u, and add this latter result to the expression in eq. (44), to obtain
This leads, for periodic functions g, g(u − a) = g(u), where ε = +1, to
(g even and a-periodic)
which is almost equivalent to eq. (43), since f (
, with the only difference that eq. (47), as a part of eq. (44), also takes advantage of the parity property of the function g.
Double integrals with Legendre polynomials
The results from the previous section will now be applied to the special case where a = 2π , x = φ 1 , y = φ 2 , u = x − y = φ 1 − φ 2 = ω, and where the integrand involves a Legendre polynomial P l (ξ ), with ξ = cos ω. The Legendre polynomials may be defined through Rodrigues' formula [1, 8.6 .18],
where k!! denotes the double factorial of k, defined recursively by 
where we used [x] to denote the largest integer less than or equal to x. For the special case ξ = cos ω, an expansion in terms of cos kω (k is an integer) is known, see e. g. [1, 22.3.13] :
or, equivalently, but now with restriction to non-negative multiples of ω as arguments of the cosines,
We will now consider the following types of integrals (i, j , l, m, n are non-negative integers):
Some identities, which follow immediately from these definitions, are:
Thus an explicit discussion of the integrals I l , J 
Thus all the integrals J s l,m are zero, due to the factor sin mω in the integrand. In the case of L l,m,i,j a parity factor has been introduced, which makes the integral vanish for odd j ('odd integrand'), but gives one for even j ('even integrand').
The two remaining types of non-vanishing integrals, J 
where T m (cos ω) = cos mω denotes the Chebyshev polynomial of the first kind of degree m in the variable cos ω [1, 22.3.15 ]. An explicit expression for the Chebyshev polynomials is known (from [1, 22.3.6] , modified to give correctly t (0)
In eq. (63), we now substitute ω = π + τ (cos ω = − cos τ ) to reduce the range of integration finally to 0 ≤ τ ≤ π:
The parity relations Table 22 .4], as well as the fact that the integrand is an even function of τ have been used here. The substitution cos τ = t leads then to the result
The factor introduced in the last step makes the integral vanish, if the integrand is of odd symmetry (the prefactor (−1) l+m is ineffective and could be omitted, but is kept for completeness).
With eq. [21, 32:10:26] , or by first rewriting that expansion in terms of the Chebyshev polynomials and subsequent application of the orthogonality relation [21, 22:10:4] . Both ways lead to
so that the integral J 
which is consistent with results from the literature, e. g. 
which is obtainable e. g. from eq. (63) and the well known recurrence relations for the polynomials [1, Table 22 .7], We proceed by substituting first ω = π +τ , and then, in a second step, cos τ = t, so that:
To obtain an explicit expression for L l,m,i,j , we return to eq. (78), and use the expansions eq. (49) and eq. (64) for the polynomials (with ξ = cos ω), together with the formula [12] 2π 0 cos 
Hence it follows that the integrals L l,m,i,j also vanish if m > l + i + j (see Fig.  3 ). In all other cases, the integral is essentially given by a single coefficient b v , which might itself be zero, e. g. if m and l + i + j have different parity. We note that there occur also 'accidental zeros', e. g. L 1,2,1,2 = 0, which should be non-zero according to the rules given so far. 
where both l and m remain constant. The recurrence relations for the polynomials, eq. (74) 
so that either l or m can be kept constant, or in a combined manner, as for J 
which is the equivalent of eq. (73) above, and leaves both i and j unchanged. We briefly discuss a few simple cases of the integrals L l,m,i,j (where j is always assumed to be even), based on eqs. 2 ), to involve only rational numbers.
