We consider the non-nested testing prqblem of non-parametric regressions. We show that, when the regression functions are unknown under both the null and the alternative hypotheses, an extension of the J-test procedure of Davidson and Mackinnon (1981) We consider the non-nested testing problem of non-parametric regressions. We show that, when the regression functions are unknown under both the null and the alternative hypotheses, an extension of the J·test procedure of Davidson and MacKinnon (1981) will lead to a test statistic with well defined asymptotic properties. The derivation of the test statistic involves double kernel estimation. Monte Carlo simulations suggest that the test has good size and power characteristics.
Introduction
This paper proposes a testing procedure for discriminating between alternative sets of re gressors in a non-parametric context. The literature on non-parametric testing of regression models is quite extensive. Non-parametric methods have been used for specification test ing of a parametric model against a non-parametric alternative, see Eubank and Spiegelman (1990) , Hall and Hart (1990) , Hong and White (1991) , Wooldridge (1992) , Hardle and Mam men (1993) , Whang and Andrews (1993) , Horowitz and Hardle, de Jong and Bierens (1994) , Fan and Li (1994) , and Delgado and Stengos (1994) , to mention only a few.
Discriminating between non-nested sets of regressors is a well motivated problem. Existing tests assume a particular functional form of the regression function and are consistent in the direction of precisely parameterized alternatives, see Cox (1961 Cox ( , 1962 , Pesaran (1974) , Davidson and MacKinnon (1981) and Fisher and McAleer (1981) , also see MacKinnon (1992) for a survey. Recently Delgado and Stengos (1994) h~ve proposed an extension of the J-test of Davidson and MacKinnon that is consistent against non-parametric alternatives. The above test still assumes a particular parametric regression curve under the null hypothesis.
Hence, it is still not robust to functional mis-specification. In this paper, we propose to test a non-parametric regression model in the direction of non-parametric non-nested alternative.
As in Delgado and Stengos (1994) , the present paper is an extension of the J-test to the non-parametric environment. The proposed test relies on the use of double kernel estimation and is, after multiplied by the vn factor, normally distributed.
In the next section we present a consistent non-parametric test for non-nested models; the proofs of the main results are collected in Appendix A. Section 3 presents results of some Monte Carlo simulations.
The Test Statistic and Its Asymptotic Distribution
Data consists of independent observations {(Xj,Zj,Yi),i = 1, ... ,n} identically distributed as the R'P x Rq x R-valued multivariate random variable (x, z, y) . The researcher faces the 1 problem of choosing between the alternative sets of explanatory variables x and Z which are non-nested, in the sense that none of the u-algebras corresponding to x and z are contained in the other. Our selection rule is based in a non-parametric model specification procedure.
Under the null hypothesis Ho: E [ylx, z] =m(x), we have i = 1, ... , n,
(1)
where E(filxi,Zi) = O. Proceeding in the way as suggested by Davidson and MacKinnon (1981) , we nest the null and the alternative hypothesis in the artificial nested regression model, where a is the nesting parameter and TJi = (1 -a)ui +afi is the composite error. The null hypothesis is reformulated as Ho: a =0, and the alternative as Ha: a =1.
The analog of the J-regression of Davidson and MacKinnon (1981) in the case of the two non-parametric regression functions examined here is given by (3) where ma(z) is replaced by its non-parametric kernel estimator ma (Zi) 
Following Robinson's (1988) semi-parametric estimation approach, a in (3) could be es timated by
where E( 'Ix) is a nonparametric estimate of E{ ·Ix). Our proposed, test statistic is based On the numerator of &, given by A direct application of Robinson's (1988) method in (3) requires two trimming parameters (in addition to the two smoothing parameters) to overcome the random denominator problem that arises in kernel estimation. Moreover, the technical difficulties of using a trimming method in the context of double kernel estimation prove difficult to overcome. Therefore, we choose to estimate a density-weighted relationship to avoid the random denominator problem, see Powell et al (1989) . A density-weighted approach leads to a wider range of choices of smoothing parameters than the trimming method and the regularity conditions needed are
n 1 a j'f:i and f(Xi), the probability density 
Our density-weighted test statistic will be based on (7) which is, roughly speaking, a sample analogue of
where ;(z) = E(ylz)fa(z).
To derive the asymptotic distribution of In, the following definitions and assumptions will be used. Let Qt' denote the class of functions such that if 9 E Qr (a > 0 and I 2: 1 is an integer), then 9 is I times differentiable, 9 and its derivatives (up to order 1) are all bounded by some function that has ath order finite moments. Also K/, I ~ 1, denote the class of even functions k : R -R satisfying Jk(1. 1. )umdu = cO m for m = 0,1, ... , I -1 and
where O'
As n -00, nb 2q -00 and nb4~ _ O.
Assumption (AI) presents some smoothness and moments conditions. (A2) is similar to the conditions used by Robinson (1988) or Fan, Li and Stengos (1992) . It requires a higher order kernel to be used for
The following theorems justify In as an asymptotic test. The proofs are presented in the appendix.
Theorem I Under assumptions (AI) and (A2), if Ho is true, then as n -00, 
Monte Carlo Results
In this section we investigate the small sample performance of the test statistic I n in the context of some Monte Carlo experiments. "vVe take the null model and the alternative model as given by Ho: Yi =.80+(,8IXli+,8X2i)2+UOi and Ha: Yi =,0+(,IZIi+,2Z2i)2+Uli respectively.
The parameters ,80, ,81, ,82, 10, /1, 12 are all set to unity. The x~s and u's are generated as independent normal variates N(O, 1). We generate the z's as ZIi = PXIi + Vii (l = 1,2), where Vii is distributed independently as N(O, 1). By varying p we control the correlation coefficients between Zi'S and Xi'S. Similar Monte Carlo designs have been considered by Davidson and MacKinnon (1982) , Godfrey and Pesaran (1983) and Delgado and Stengos (1994) .
The sample size was chosen as n = 50, 100, 200 and the number of replications is 2000.
We used a second order normal kernel and we set the bandwidth as a/ = CXI••d.n-1/6 and hi =CZI,.d.n-1/6, where XI,.d. (z/,.d.) is the sample standard deviation of XI (z/, 1 =1,2) and C is a constant. We. chose C = 0.8, 1.0, 1.2. Table 1 reports the size results. It can be seen that the results for our non-parametric test statistic are quite encouraging. In samples as small as n = 50, the size performance of the proposed test is quite good. Also the estimated size is not sensitive to the different c values used. For comparison purposes we also report the conventional J and J A test statistics that are computed based on the assumptions that the null and the alternative models are linear in x:s and z's respectively.
The power results are presented in Table 2 . The powers for different c values are virtually the same, hence we will only report the results for c = 1 to save space. Again the proposed non-parametric test performs quite well. As expected the test is asymptotically powerful.
Also different values of p does not seem to affect the results considerably. Note that as p increases the correlation between the x's and z's increases as well and hence the two models become less distinguishable. As expected we also observe that the conventional J and J A tests are inconsistent, the number of rejections for both the J and the J A tests decreases as n mcreases.
The limited Monte Carlo results suggest that the proposed test performs adequately with respect to its size and power characteristics especially when compared to the traditional J and J A tests. Table 2 Power Results: Proportion of Rejections when Ha is true. Ai = (n-l)b q L#i AjKij, and Ai = (n-l)ClP Lj~i ~LI~j AIKjdKij ; they are kernel estI-
. We will write rni = rn(xi), gi = g(Zi), "fi = "f(Zi), ei = e(Xi), Wi = rni -gi, fi = f(Xi) and fCli =fCl(Zi). There should be no confusion about these because when we define a function, it is clear from the context whether its argument is x, Z or (x, z). 
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2 ), where r = w or u. It suffices
2 ), (r = w or u). Because (i)-(viii), together with lemma BA and the Cauchy inequality imply that all the other terms in 1 2n are also 01'(n-1 / 2 ), we prove (i)- (viii) in propositions 1 to 8 below.
Proof: First by adding and subtracting term, we have (gi We prove these below. 
Next we consiqer the case that i, i ',j,j' (in (A.3 
For case (2): j = j', and (A.3) becomes (using lemmas B.1 and B.3)
For case (3), the two subcases are symmetric, we only consider j' = i, then (A.3) becomes
When i, i',j,j' take no more than two values, we will have at most two summations, and using similar arguments as above, it is easy to show that, in this case, (A.3) will have a
Comparing (AA).with (A.3), the main difference is that (91 -glja(ZI)) in (A.3) is replaced by (ja(zd -!a(zd) here. This amounts to replacing lemma B.3 by lemma B.2 in the proof.
Hence (AA) has the same order as (A.3), and SH = Op((nbqt1 + b2~).
Proposition 2 Sb-"I = O((nb q t 1 + b2~) . Proof: By adding and subtracting terms, we can rewrite 9
By the Cauchy inequality, we only need to show that SM = op(n-1 / 2 ) and ST = op(n-1 / 2 ). We prove them below.
We consider two different situations: (I) j and j' are both different from 1 and (II) at least one of the j and j' equals 1. The proof for case (I) is the same as in the proof of (A.3). For (1), first assume j =/: 1, then (A.5) becomes (using lemmas B.1 and B.2)
For cases (2) and (3), there are at most two summations and using the same arguments as above, it is easy to show that, in these cases, (A.5) will have a smaller order. Hence for case (II), (A.5) is of the order 0(n-1 b 2 1' + n-2 ). Summarizing the results for cases (I) and (II) above, we have shown that EISMI = O((nbqtl + b 2 1').
Comparing (A.6) and (A.5), the main difference is that ia,(Zi) -fa, (Zi) SA,u! and SA,u(i-J) We first consider the case of r = w. 2 ) (see lemma BA) and the the Cauchy inequality, we know that Sw(i-J) =
op( n-1/2).
The proof is identical to the case of r =w. Simply replacing W by u in the above proof.
Proposition 6 Sf =op(n-
/
2 )J (w = r or u). 
