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In this paper we introduce an intermediate field representation for random matrices and random
tensors with positive (stable) interactions of degree higher than 4. This representation respects the
symmetry axis responsible for positivity. It is non-perturbative and allows to prove that such models
are Borel-Le Roy summable of the appropriate order in their coupling constant. However we have
not been able yet to associate a convergent Loop Vertex Expansion to this representation, hence
our Borel summability result is not of the optimal expected form when the size N of the matrix or
of the tensor tends to infinity.
I. INTRODUCTION
The functional integrals of quantum field theory are often considered simply as formal expressions. Certainly they
are the generating functions for Feynman graphs and their amplitudes in the sense of formal power series. However
their non-perturbative content is essential to their physical interpretation, in particular for investigating stability of
the vacuum and the phase structure of the theory.
It is perhaps the main result of the constructive quantum field theory program [1–3] that the functional integrals of
many (Euclidean) quantum field theories with quartic interactions are the Borel sum of their renormalized perturbative
series [4–6]. This is a crucial fact because Borel summability means that there is a unique non-perturbative definition
of the theory, independent of the particular cutoffs used as intermediate tools. It is less often recognized that such
a statement also means that all information about the theory is in fact contained in the list of coefficients of the
renormalized perturbative series. It includes in particular all the so-called “non-perturbative” issues. Of course
to extract such information often requires an analytic continuation beyond the domains which constructive theory
currently controls.
Since Borel summability is such an essential aspect of local quantum field theory with quartic interactions, one
should try to generalize it both to higher order interactions and to non-local ones. This paper is a small step in these
two important research directions.
Generalized quantum field theories with non-local interactions might indeed hold the key to a future ab initio
theory of quantum gravity. To get rid of the huge symmetry of general relativity under diffeomorphisms (change of
coordinates), discretized versions of quantum gravity based on random tensor models have received recently increased
attention [7]. Random matrix and tensor models can indeed be considered as a kind of simplification of Regge calculus
[8], which one could call simplicial gravity or equilateral Regge calculus [9]. Other important discretized approaches
to quantum gravity are the causal dynamical triangulations [10, 11] and group field theory [12–15], in which either
causality constraints or holonomy and simplicity constraints are added to bring the discretization closer to the usual
formulation of general relativity in the continuum.
Random matrices are relatively well-developed and have been used successfully for discretization of two dimen-
sional quantum gravity[16–18]. They have interesting field-theoretic counterparts, such as the renormalizable Grosse-
Wulkenhaar model [19–26].
Tensor models extend matrix models and were therefore introduced as promising candidates for an ab initio quan-
tization of gravity in rank/dimension higher than two [9, 27–29]. However their study is much less advanced since
they lacked for a long time an analog of ’t Hooft 1/N expansion for random matrix models [30] to probe their large N
limit. Their recent modern reformulation [31–34] considered unsymmetrized random tensors, a crucial improvement.
Such tensors in fact have a large and truly tensorial symmetry, typically in the complex case a U(N)⊗d symmetry at
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2rank d instead of the single U(N) of symmetric tensors. This larger symmetry allows to probe their large N limit
through 1/N expansions of a new type [35–40].
Random tensor models can be further divided into fully invariant models, in which both propagator and interaction
are invariant, and field theories in which the interaction is invariant but the propagator is not [41]. This propagator
can incorporate or not a gauge invariance of the Boulatov group field theory type. In such field theories the use
of tensor invariant interactions is the critical ingredient allowing in many cases for their successful renormalization
[41–46]. Surprisingly the simplest just renormalizable models turn out to be asymptotically free [47–51].
In all examples of random matrix and tensor models, the key issue is to understand in detail the limit in which the
matrix or the tensor has many entries. Accordingly, the main constructive issue is not simply Borel summability but
uniform Borel summability with the right scaling in N as N → ∞. In the field theory case the corresponding key
issue is to prove Borel summability of the renormalized perturbative expansion without cutoffs.
Recent progress has been fast on both fronts [52]. On one hand, uniform Borel summability in the coupling
constant has been proven for vector, matrix and tensor quartic models [53–57], based on the loop vertex expansion
(LVE) [53, 58, 59], which combines an intermediate field representation with the use of a forest formula [60, 61]. On
the other hand, Borel summability of the renormalized series has been proved for the simplest super-renormalizable
tensor field theories [62–64], using typically a multi-scale loop vertex expansion (MLVE) [65], which combines an
intermediate field representation with the use of a two-level jungle formula [61].
What are the next steps in this program? One obvious direction is to generalize these results to more difficult
super-renormalizable and to just renormalizable quartic models. But in matrix models as well as tensor models it can
be also important to consider higher order interactions. They allow for multi-critical points [66] and are also essential
in the search for interesting new models with enhanced 1/N expansions [40, 67].
However it remains a difficult issue to generalize uniform Borel summability theorems to higher-than-quartic positive
interactions. Proving that such higher order models admit an intermediate field integral representation involving non-
singular determinants is a first step in that direction. Such a representation has been indeed the cornerstone of all
results mentioned above in the quartic case.
In a previous paper [68] the authors have derived such a representation for the (zero dimensional, combinatorial)
scalar (φφ¯)k model. In the first part of this paper we provide the generalization of this representation to random
matrix models with even positive interaction λ
Nk−1 Tr(MM
†)k of arbitrary order k. Our main result is to prove in
this representation Borel-Le Roy summability of the right order m = k − 1 for the perturbative expansion in powers
of λ. However the lower bound on the Borel radius which we prove shrinks as N →∞, unlike the true radius which
is expected not to shrink as N →∞.
We then turn to tensor models. We introduce first a definition of positivity for connected tensor interactions of any
order. It is based on existence of a Hermitian symmetry axis which allows to write the interaction as as scalar product
in a certain tensor space of arbitrarily high rank. Then we prove that such positive random tensor models admit
an intermediate field representation which we call Hermitian since it respect in a certain sense this symmetry axis.
This Hermitian representation is different from the one introduced in [67]. In contrast with the latter, it holds in a
non-perturbative sense. Our main result is to establish, in that Hermitian representation, Borel-Le Roy summability
of the right order for the initial perturbative expansion, although again not with the right expected scaling of the
Borel radius as N →∞.
We can therefore consider this paper both as a first step in the extension of the quartic constructive methods to
higher order interactions, and as a constructive counterpart of the perturbative intermediate field-type representation
of general tensor models through stuffed Walsh maps introduced in [67].
Our main results (Theorems 3, 4, 5 and 6) prove that in the case of positive interactions this new intermediate field
representation contains exactly the same non-perturbative information than the initial representation.
However we are not fully satisfied with the current situation. Indeed we cannot prove, in any of the representations,
that the Borel radius of analyticity scales in the expected optimal way for N large. More precisely we conjecture that
Borel summability holds uniformly in N after a suitable rescaling of the coupling constant by a certain optimal power
of N . However let us stress the difficulty of the problem. First, even in the simpler matrix case we have not been
able yet to prove this last result, which is postponed to a future study. Second in the case of tensor models, even an
explicit formula for the optimal perturbative rescaling is not yet known for the most general invariants [67].
The plan of this paper essentially extends the one of [68], as we follow the same strategy. In section II we provide
the mathematical prerequisites about the contour integrals and kind of Borel theorems we shall use. In section III
we consider the matrix case and give its Hermitian intermediate field representation. In section IV we provide a
similar Hermitian intermediate field representation for a general positive tensor interaction. Several cases are treated
explicitly in detail: sixth order interactions (which are all planar) and a particular non-planar tenth order interaction.
3II. PREREQUISITES
This section essentially reproduces for self-contained purpose material already contained in [68].
A. Imaginary Gaussian Measures
The ordinary normalized Gaussian measure of covariance C > 0 on a real variable σ will be noted as dµC
dµC(σ) =
1√
2piC
e−
σ2
2C . (1)
Consider a function f(z) which is analytic in the strip =z ≤ δ and exponentially bounded in that domain by Keη|z|
for some 0 ≤ η < δ, where K is some constant.
Definition 1. We define the imaginary Gaussian integral of f with covariance ±iC, where C > 0, by∫
dµ±iC(x)f(x) :=
∫
C±,
e−z
2/±2iCdz√±2piiC f(z) (2)
where the contour C±, can be for instance chosen as the graph in the complex plane (identifying C to R2) of the real
function <z = x→ =z = y = ± tanh(x) for any  ∈]Cη, δ[.
Remark indeed that from our hypotheses on f , the integral (2) is well defined and absolutely convergent for
Cη <  < δ, and by Cauchy theorem, independent of  ∈]Cη, δ[. The contour C+, is shown in Figure 1. Of course
the choice of the tanh function is somewhat arbitrary, as by Cauchy theorem, many contours of similar shape would
lead to the same integral.
FIG. 1. The integration contour C+,.
Notice that such imaginary Gaussian integrals oscillate, in contrast with the ordinary ones. They are not positive,
hence in particular they are not probability measures. Also remark that although the result of integration does not
depend on the contour, actual bounds on the result typically depend on choosing particular contours for which  is
not too small.
Remark also that if f is a polynomial, the Gaussian rules of integration (found by Isserlis and called Wick theorem
in physics) apply to such imaginary Gaussian integrals. More precisely, defining (2n−1)!! := (2n−1)(2n−3) · · · 5.3.1,
we have ∫
dµ±iC(x)x2n = (±iC)n(2n− 1)!! . (3)
This is easy to check since a polynomial is an entire function and we can deform the contour into z = x+ ix, in which
case we recover an ordinary Gaussian integration. Similarly∫
dµ±iC(x)eax = e±iCa
2/2, (4)
the integral being absolutely convergent for any contour such that C|a| <  1.
We can also define imaginary complex normalized Gaussian integrals dµc±iC(z) of covariance ±i for a complex
variable z. This is in fact just the same as considering a pair of identical imaginary normalized Gaussian integrals
1 We can extend these formulas to the case C = 0 by defining dµ in this case to be the Dirac measure at the origin.
4of the previous type, one for the real part and the other for the imaginary part of z. Let us make this explicit. An
ordinary complex Gaussian measure is usually written as
dµcC(z) :=
e−|z|
2/Cdzdz¯
piC
(5)
so that ∫
dµcC(z)z
mz¯n = δmnC
nn! (6)
What we call imaginary complex normalized Gaussian integrals dµc±iC(z) are defined by writing z = x + iy and
separately writing two complex line integrals, one for x and one for y. Let us rewrite a function f(z) as a function of
the real and imaginary parts of z as f(x + iy) = φ(x, y). Assuming that φ admits an analytic continuation both in
x and y in the product strip =x ≤ δ,=y ≤ δ and is exponentially bounded in that domain by Keη(|x|+|y|) for some
0 ≤ η < δ, where K is some constant, we define∫
dµc±iC(z)f(z) =
1
±ipiC
∫ +∞
−∞
dx
∫ +∞
−∞
dye−[(x±i tanh x)
2+(y±i tanh y)2]/±iCφ(x± i tanhx, y ± i tanh y) (7)
for which we have indeed the integration rules generalizing (5)-(6)∫
dµc±iC(z)z
mz¯n = δmn(±iC)nn! (8)
and ∫
dµc±iC(z)e
az+bz¯ = e±iabC , (9)
again the last integral being absolutely convergent if C sup{|a|, |b|} < .
Following [68], we would also like to introduce some notations for pairs of imaginary Gaussian integrals with opposite
imaginary covariances. More precisely suppose we have two variables a and b, one with covariance −i and the other
+i and corresponding integration contours in the complex plane of the type above. This integration being denoted
as dµ±i(a, b) := dµ−i(a)dµi(b), we can perform the simple change of variables
α =
a+ b√
2
, β =
a− b√
2
, (10)
and define the imaginary conjugate pair Gaussian integral dµX(α, β) by its moments
< αβ >X= −i, < α2 >X= 0, < β2 >X= 0. (11)
Hence this pair integral has two by two covariance X =
(
0 −i
−i 0
)
. Remark that the two dimensional surface of
integration in C2 remains defined by the one of the a, b variables. Hence it is parametrized by (α+β√
2
, α−β√
2
) ∈ C−,×C+,.
We should now define a more general class of Gaussian integrals combining a finite number of ordinary Gaussian
measures and imaginary conjugate pair integrals.
Definition 2. We call mixed Gaussian integral the product of finitely many ordinary real Gaussian measures and
finitely many Gaussian imaginary conjugate pair integrals.
dν(ξ) =
p∏
i=1
dµ1(σi)
q∏
j=1
dµX(αj , βj). (12)
We have a similar notion also for the complex integrals, which have twice as many real variables than the real ones.
Finally we can define such imaginary Gaussian measures for vectors, matrix or tensor variables ~x = (x1, · · ·xn)
(real or complex) and a positive covariance matrix C by deforming separately each integration contour for all real
components, staying in the analyticity domain of the function f where it remains exponentially bounded. For instance
the imaginary Gaussian unitary ensemble with covariance ±i is defined as a product of normalized imaginary Gaussian
integrals of covariance ±i on each of the N2 real components {Hii, 1 ≤ i ≤ n,Hij , 1 ≤ i < j ≤ N} of a Hermitian
matrix H.
5B. Borel-LeRoy-Nevanlinna-Sokal Theorem
We note Rqf the q-th order Taylor remainder of a smooth function f(λ). It writes
Rqf = λq
∫ 1
0
(1− t)q−1
(q − 1)! f
(q)(tλ)dt. (13)
Theorem 1. (Borel-LeRoy-Nevanlinna-Sokal)
A power series
∑∞
n=0
an
n! λ
n is Borel-Le Roy summable of order m to the function f(λ) if the following conditions
are met:
• For some real number ρ > 0, f(λ) is analytic in the domain Dmρ = {λ ∈ C : <λ−1/m > ρ−1}.
• The function f(λ) admits ∑∞n=0 anλn as a strong asymptotic expansion to all orders as |λ| → 0 with uniform
estimate in Dmρ :
|Rqf | 6 ABqΓ(mq)|λ|q. (14)
where A and B are some constants and Γ the usual Euler function.
Then the Borel-Le Roy transform of order m, which is
B
(m)
f (u) =
∞∑
n=0
an
Γ(mn+ 1)
un, (15)
is holomorphic for |u| < B−1, it admits an analytic continuation to the strip {u ∈ C : |=u| < R,<u > 0} for some
R > 0, and for λ ∈ Dmρ
f(λ) =
1
mλ
∫ ∞
0
B
(m)
f (u)e
−(uλ )
1
m
(u
λ
) 1
m−1 du. (16)
For m = 1 remark that D1ρ is simply the usual disk of diameter ρ tangent at the origin to the imaginary axis on
the positive real part side of the complex plane. The proof of this theorem is a simple rewriting exercise on the usual
Nevanlinna theorem [70] but in the variable λ1/m.
III. MATRIX MODELS
Definition 3. We say that a function Z has an Hermitian Intermediate Field (HIF) representation if it can be written
as a convergent integral of the type
Z =
∫
dν(ξ)e−Tr ln
[
1−M(ξ)
]
, (17)
in which dν(ξ) is a mixed Gaussian measure in the sense of the previous section, M(ξ) = iCH(ξ), the matrix H is
linear in term of all the ξ variables, is Hermitian in term of their real parts (i.e. if we set  = 0 in all contours), and
C is a mixed covariance, i.e. a sum of blocks made of diagonal 1 and finitely many X =
(
0 −i
−i 0
)
factors.
We consider now a complex, size-N , one-matrix model with U(N)⊗2 invariant interaction of order 2k, where N ∈ N?.
We always write k − 1 = m in what follows since it will be the order of Borel summability to consider, and use the
notation O(1) for some constants independent of N and k whose exact values are not essential. The partition function
of the model is
Zk(λ,N) :=
∫
dµc(M) exp
[− λ
Nm
Tr(MM†)k
]
, (18)
6where dµc is the normalized Gaussian measure dµc(M) = dMdM†e−TrMM
†
, dMdM† = pi−N
2 ∏N
i,j=1 dMijdM¯ij . The
associated free energy is
Fk(λ,N) := N
−2 logZk(λ,N). (19)
It is a famous consequence of ’t Hooft 1/N expansion [30] that the Nm = Nk−1 scaling in (18) is the correct one
to ensure a non-trivial perturbative limit of Fk(λ,N) when N →∞. More precisely with this particular scaling each
(connected, vacuum) Feynman amplitude with q vertices scales as λqN−2g, where g is the genus of the surface dual
to the Feynman (ribbon) graph. Therefore in the sense of formal power series, limN→∞ Fk(λ,N) = F
planar
k (λ) exists
and is the generating function of planar ribbon graphs with (bipartite) vertices of degree 2k and coupling constant λ.
However it is much more difficult to perform the planar limit limN→∞ Fk(λ,N) = F
planar
k (λ) not in the sense
of formal power series but in a constructive sense, that is as a uniform limit of functions analytic in a well-defined
domain. In the case of a quartic matrix interaction, the Loop Vertex Expansion which combines an intermediate field
representation with a forest formula was introduced precisely to settle this issue [53, 57]. For instance it allows to
prove the following:
Theorem 2. There exist some ρ > 0 such that all functions F2(λ,N) are analytic and Borel-summable (of ordinary
order m = 1) in λ in an N -independent cardioid domain Cardρ defined in polar coordinates by λ = ρe
iφ, φ ∈]− pi, pi[
and ρ < [cos(φ/2)]2. This domain is shown in Figure 2.
ρ
FIG. 2. A cardioid domain
Furthermore in that domain the sequence F2(λ,N) uniformly converges as N →∞ to the function F planar2 (λ). This
limit is not only Borel summable in Cardρ but also analytic in a disk centered at the origin containing Cardρ.
The proof of this Theorem can be found in [57]. It states in particular that for k = 2 the analyticity domain for
F2(λ,N) does not shrink as N →∞.
However a constructive version of ‘t Hooft expansion remains to our knowledge a completely open issue in the case
k ≥ 3, hence for higher than quartic matrix trace interactions. We shall prove in this section the following result in
this direction.
Theorem 3. The partition function Zk(λ,N) and free energy Fk(λ,N) are Borel-LeRoy summable of order m = k−1,
in the sense of Theorem 1. More precisely they are analytic in λ in the shrinking domain Dmρm(N) = {λ ∈ C :
<λ−1/m > [ρm(N)]−1} with ρm(N) = N−1−2/mρm, ρm > 0 independent of N . In that domain Zk(λ,N) has an HIF
representation in the sense of Definition 3
Zk(λ,N) =
∫
dν(ξ)e−N Tr ln
[
1−gkMk(ξ)
]
, (20)
in which
• the Gaussian measure dν(ξ) is of the mixed Gaussian type in the sense of Definition 2
7• gk = ( λNm )
1
2k ,
• the matrix Mk(ξ) = iCk.Hk(ξ) is a (k + 1)N × (k + 1)N matrix,
• Ck is a mixed covariance , i.e. a sum of blocks of type
(
1 0
0 1
)
and
(
0 −i
−i 0
)
factors,
• Hk is linear in the {ξ} variables and is Hermitian when these variables are taken on undeformed contours, i.e.
at  = 0.
This theorem is proven in the following subsections. We conjecture that for k ≥ 3, just as for k = 2, there should
exist an analyticity domain common to all functions Zk(λ,N) and Fk(λ,N) of the type {λ ∈ C : <λ−1/m > ρ−1m } for
some ρm > 0 independent of N , hence which does not shrink as N → ∞. However for the moment we do not know
how to prove this stronger result, either using (18) or (20). We feel (20) may be a better starting point to attack this
conjecture since in the case k = 2, the only one in which the conjecture is proved, the proof uses such an intermediate
field representation rather than the direct representation [53, 57].
A. Formal intermediate field decomposition
To prove Theorem 3 let us first introduce the Hermitian intermediate field representation for Zk, following the
strategy of [68]. This calls for a repetitive use of the Hubbard-Stratonovich decomposition applied to matrices
e−gTr(AB) =
∫
dµc(τ)ei
√
g Tr(Aτ+Bτ†), (21)
and variations for intermediate fields of imaginary covariances ±i
eigTr(AB) =
∫
dµc±i(τ)e
i
√
g Tr(Aτ∓Bτ†). (22)
Throughout this subsection we shall consider all Gaussian imaginary integrals in the → 0 formal limit. Therefore
these integrals are not absolutely convergent, and the mathematically inclined reader may consider the computations
of this subsection just as heuristic. However in the next subsection, the  regulator will be reintroduced for all imagi-
nary covariances, resulting in well defined convergent integrals confirming rigorously all these heuristic computations.
In all following sections, we shall use a graphical representation of the trace invariants in the action and of their
iterated splittings. While it could seem a bit trivial in this section, it will prove very useful in the section treating
tensorial invariants. We shall represent an integrated matrix M by a white vertex and its complex conjugate by a
black vertex. Edges between vertices carry a color, 1 or 2, and represent the contraction of the first or the second
index between the two vertices. A matrix trace invariant of the form Tr((MM†)k) is therefore pictured as a bipartite
cycle, with alternating colors 1 and 2. This is shown in the k = 3 case on the left of Figure 3,
Tr((MM†)3) =
∑N
a,b,c,d,e,f=1MabM¯cbMcdM¯edMefM¯af .
2 2 21 1
Intermediate fields will be represented by black and white squares or triangles. As we shall see later, the associated
graphs are not generally bipartite cycles of alternating colors.
Using relation (21), we first split the interaction term in two (Fig. 3), depending on the parity of k,
e−
λ
Nk−1 Tr(MM
†)2p+1=
∫
dµc(σ)ei
√
λ
Nm Tr[(MM
†)p(σM†+Mσ†)], (23)
e−
λ
Nk−1 Tr(MM
†)2p =
∫
dµc(σ)ei
√
λ
Nm Tr[(MM
†)p(σ+σ†)]. (24)
82 2
2
11
1 M¯
M¯
M
M
MM¯
1
1 1
12
2 2
2
σ¯ σ
FIG. 3. k = 3 Matrix invariant and first intermediate field step.
Defining gk = (
λ
Nk−1 )
1
2k , we now rewrite the interactions as√
λ
Nk−1
Tr[(MM†)p(σM† +Mσ†)] =
1
2
Tr
[
((g2kMM
†)p + gkMσ†)(gkσM† + (g2kMM
†)p)
+((g2kMM
†)p − gkMσ†)(gkσM† − (g2kMM†)p)
]
, (25)
√
λ
Nk−1
Tr[(MM†)p(σ + σ†)] =
1
2
Tr
[
((g2kMM
†)p−1M + gkσ†M)(gkM†σ +M†(g2kMM
†)p−1)
+((g2kMM
†)p−1M − gkσ†M)(gkM†σ −M†(g2kMM†)p−1)
]
.
Now applying (22) with complex intermediate fields a1 and b1 of covariances −i and +i respectively,
e−
λ
Nk−1 Tr(MM
†)2p+1=
∫
dµc(σ)dµc±i(a1, b1)e
i√
2
Tr
[
(g2kMM
†)p(a1+b1+a
†
1+b
†
1)+gkMσ
†(a†1−b†1)+gkσM†(a1−b1)
]
(26)
e−
λ
Nk−1 Tr(MM
†)2p =
∫
dµc(σ)dµc±i(a1, b1)e
i√
2
Tr
[
(g2kMM
†)p−1(M(a†1+b
†
1)+(a1+b1)M
†)+gkσ†M(a
†
1−b†1)+gkM†σ(a1−b1)
]
,
where the measure is dµc±i(a1, b1) = dµ
c
−i(a1)dµ
c
+i(b1).
Changing variables for
α1 =
a1 + b1√
2
, β1 =
a1 − b1√
2
, (27)
and complex conjugates, one finds that
e−
λ
Nk−1 Tr(MM
†)2p+1=
∫
dµc(σ)dµcX(α1, β1)e
iTr
[
(g2kMM
†)p(α1+α
†
1)+gkMσ
†β†1+gkσM
†β1
]
e−
λ
Nk−1 Tr(MM
†)2p =
∫
dµc(σ)dµcX(α1, β1)e
iTr
[
(g2kMM
†)p−1(α1M†+Mα
†
1)+gkσ
†Mβ†1+gkM
†σβ1
]
, (28)
the Gaussian measure dµcX being defined by its moments, that all vanish apart from
∀j, k ∈ {1, ..., N}, < α1|jkβ¯1|jk >X=< α¯1|jkβ1|jk >X= −i. (29)
Inductively applying the same reasoning leads to the following expressions for the partition function,
Zk,odd(λ,N) =
∫
dµc(φ)dµc(σ)
k−2∏
j=1
dµcX(αj , βj)e
igk Tr
[
M†
(
β1σ+α1β2+β3α2+···+βk−2αk−3+gkαk−2M
)
+ c.t.
]
,
Zk,even(λ,N) =
∫
dµc(φ)dµc(σ)
k−2∏
j=1
dµcX(αj , βj)e
igk Tr
[
M†
(
σβ1+β2α1+α2β3+···+βk−2αk−3+gkαk−2M
)
+ c.t.
]
, (30)
where c.t. stands for conjugate transpose. The i’th splitting introduces the matrix intermediate fields αi+1 and
βi+1, with complex covariances as in (29) (respectively represented by a square vertex and a triangle vertex) and is
represented in Figure 4 (this may also apply for α0 = σ). Note that the graphs representing the interactions have
9(i) (i)
1
αi
M¯
1
2
Fi
1
α¯i
M
1
2
F¯i
(i)
1
α¯i
M
1
2
(i)
1
αi
M¯
1
2
β¯i+1 βi+1
1
2
α¯i+1(i + 1)
1
2
(i + 1)αi+1
F¯i Fi
FIG. 4. Step i of the intermediate field decomposition, when Fi has an odd number of vertices. In the even case, the edge
between M and α¯i and symmetric are of color 2, while the edges toward Fi are both of color 1.
plain lines.
The partition function rewrites in both cases as
Zk(λ,N) =
∫
dµc(M)dµc(σ)
k−2∏
j=1
dµcX(αj , βj)e
igk Tr
[
M†Rk+R
†
kM
]
, (31)
where, defining α0 := σ, βk−1 := M and β0 = α−1 = 0,
Rk(σ, {αj , βj}) =
b k2 c∑
j=1
(αk−2jβk−2j+1 + βk−2jαk−2j−1), (32)
We now integrate over a subset of the intermediate fields using relation∫
dµcX(α, β)e
iTr[Aα+Bβ+Cα†+Dβ†] = eiTr[AD+BC]. (33)
We choose to integrate over M and all αk−1−2j , βk−1−2j , for j ∈ {0, ..., bk2 c}, i.e.
• for k odd, over the k − 1 matrix fields M , σ and all even α2j , β2j , for j ∈ {1, .., k−32 } and complex conjugates.
• for k even, over the k− 1 matrix fields M and all odd α2j−1, β2j−1, for j ∈ {1, .., k−22 } and complex conjugates.
Each integration step is done independently of the others. It gives∫
dµcX(αk−1−2j , βk−1−2j)e
igk Tr
[
M†(βk−2jαk−1−2j+αk−2(j+1)βk−1−2j)+c.t.
]
= e
ig2k Tr
[
M†βk−2jα
†
k−2(j+1)M+c.t.
]
, (34)
except for the σ integration for k odd, which gives∫
dµc(σ)eigk Tr
[
M†β1σ+c.t.
]
= e−g
2
k Tr
[
M†β1β
†
1M
]
. (35)
Let ξ = (...αk−2j , βk−2j , ...) be the vector containing the k − 1 remaining variables, ξodd = (α1, β1, ..., αk−2, βk−2)
and ξeven = (σ, α2, β2, ..., αk−2, βk−2). Note that the indices of the remaining intermediate fields have the parity of k.
The partition function therefore rewrites
Zk(λ,N) =
∫
dν(ξ)e−N Tr ln
[
1−g2k
(
iHk(ξ)−η(k)β1β†1
) ]
, (36)
where 1 is the N by N identity matrix, dν factorizes over the measures dµcX of each α, β pair plus the measure dµ
c(σ)
for k even, and η(k) is 0 for k even and 1 for k odd, and where we denoted Hk the N ×N Hermitian matrix
Hk(ξ) =
b k2 c∑
j=0
βk−2jα
†
k−2(j+1) + c.t. . (37)
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The detailed graphical representation of the successive intermediate field splittings is summarized in Figures 5 and
6 for the k = 4 case.
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FIG. 5. k = 4 matrix trace invariant and initial intermediate field step.
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FIG. 6. Successive intermediate field splittings for matrices
Hermitian Intermediate Field Representation
Expression (36) can be reformulated using a (k + 1)N × (k + 1)N determinant
Zk(λ,N) =
∫
dν(ξ)e−N Tr ln
[
1⊗(k+1)−gkMk(ξ)
]
, (38)
where Mk(ξ) = iCk.Hk(ξ), Ck is the complex symmetric covariance of the integrated fields
Codd =

1 0
0 1
0 −i1 0
−i1 0
0 −i1
0 −i1 0
. . .

, Ceven =

1
0 −i1 0
−i1 0
0 −i1
0 −i1 0
. . .

. (39)
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The matrix Hk is Hermitian, and has two different forms depending whether k is odd or even
Hoddk =

0 β1 α1 · · · αk−2 1
β†1
0
α†1
...
α†k−2
1

, Hevenk =

0 σ β2 · · · αk−2 1
σ†
0
β†2
...
α†k−2
1

. (40)
Therefore we have explicitly
Moddk =

0 iβ1 iα1 · · · iαk−2 i1
iβ†1
0
β†3
...
1
α†k−2

, Mevenk =

0 iσ iβ2 · · · iαk−2 i1
β†2
0
σ†
...
1
α†k−2

. (41)
Examples. In the simplest cases k = 3, 4, hence the e−
λ
N2
Tr[(MM†)3] and e−
λ
N3
Tr[(MM†)4] models, we obtain the
representations:
Z3(λ,N) =
∫
dµcX(α1, β1)e
−N Tr ln
[
1⊗4−g3M3(α1,β1)
]
, g3 =
λ1/6
N1/3
, M3 =

0 iβ1 iα1 i1
iβ†1 0 0 0
1 0 0 0
α†1 0 0 0
 (42)
and
Z4(λ,N) =
∫
dµc(σ)dµcX(α2, β2)e
−N Tr ln
[
1⊗5−g4M4(α2,β2)
]
, g4 =
λ1/8
N3/8
, M4 =

0 iσ iβ2 iα2 i1
β†2 0 0 0 0
σ† 0 0 0 0
1 0 0 0 0
α2† 0 0 0 0
 . (43)
B. Analyticity Domain and Borel Summability
Our main task in this subsection is to complete the proof of Theorem 3. We still have to prove
Theorem 4. For any fixed N the normalization Zk(λ,N) and the free energy Fk := N
−2 logZk(λ,N) are Borel-Le
Roy summable of order m = k − 1, in the shrinking domain Dmρm(N) with ρm(N) = N−1−2/mrm, rm > 0 independent
of N .
We shall in fact prove analyticity and uniform Taylor remainder estimates in a slightly larger (but similarly shrinking
as N → ∞) domain Emρm(N) consisting of all λ’s with |λ| < [ρm(N)]m, and | arg λ| < mpi2 , hence for λ1/m in an open
half-disk of radius ρm(N), which obviously contains the smaller tangent disk D
m
ρm(N)
of diameter ρm(N) necessary
for Theorem 1.
Our strategy is to bound the determinant factor e−N Tr ln
[
1⊗(k+1)−gkMk(ξ)
]
in the Hermitian representation (38) by
computing the eigenvalues of the matrix 1⊗(k+1) − gkMk. In order to have absolutely convergent formulas instead of
formal expressions we need however to now reinstall everywhere the correct contour integrals with the  regulator.
It means that in every integral over α and β variables we have to return to the a + b or a − b real and imaginary
parts, which we call collectively the {a, b} variables. Instead of being formally integrated each over the real line with
an oscillating factor e−ia
2
or e+ib
2
, we need to integrate each such a or b variable with the appropriate C± contour.
This is equivalent to keep every a or b contour real but then first substitute a → a − i tanh a and b → b + i tanh b
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into all imaginary factors e−ia
2
and e+ib
2
, and second perform the same substitution into all a and b linear-dependent
coefficients of Mk({a, b}). Remark that this destroys the Hermitian character of the matrix Hk. More precisely since
the Mk matrix depends linearly of all {a, b} variables, this second substitution corresponds to substitute
Mk({a, b})→Mk({a, b}) + Nk({a, b}) (44)
where Nk is (k + 1)N × (k + 1)N with matrix elements all zero except on the first N rows and first N columns. In
these rows and columns, remark that any non zero matrix element is of the form ±(i) 1√
2
(tanh ajk± tanh bjk) for some
j, k where the factor i may or may not be present. Hence
Lemma 1. The operator norm of Nk is uniformly bounded by 2
√
kN , hence
‖gkNk({a, b})‖ ≤ 2|gk|
√
kN ∀{a, b}. (45)
Proof Simply bound ‖Nk‖ by its Hilbert-Schmidt norm ‖Nk‖2 (we took into account that the first N by N block
in Nk is zero).
Returning to the Mk({a, b}) matrix, we now study its spectrum by computing its characteristic polynomial in term
of the Hermitian matrix Hk.
Lemma 2. Considering Mk, Hk and η(k) as defined before, the characteristic polynomial of the (k+ 1)N × (k+ 1)N
matrix 1⊗(k+1) − gkMk is
det[(1− x)1⊗(k+1) − gkMk] = (1− x)(k−1)N det[(1− x)21N − g2k(iHk − η(k)β1β†1)] (46)
Proof It follows from the (k + 1)N × (k + 1)N square matrix identity

(1− x)21 −gkA1 · · · −gkAk
−(1− x)gkB1 (1− x)1 0 0
... 0
. . .
...
−(1− x)gkBk 0 · · · (1− x)1

=

U −gkA1 · · · −gkAk
0 (1− x)1 0 0
... 0
. . .
...
0 0 · · · (1− x)1


1 0 · · · 0
−gkB1 1 0 0
... 0
. . .
...
−gkBk 0 · · · 1

,
where U = (1 − x)21 − g2k
∑k
j=1AjBj . Choosing 0, A1, · · · , Ak, as the first row of Mk and 0, B1, · · · , Bk as the first
column of Mk, and taking the determinant of this identity, one obtains that
(1− x) det[(1− x)1⊗(k+1) − gkMk] = det(U)(1− x)kN , (47)
so that
det[(1− x)1⊗(k+1) − gkMk] = det(U)(1− x)(k−1)N . (48)
More precisely, for k odd we choose A1 = iβ1, A2 = iα1, . . .Ak−1 = iαk−2, Ak = i1 and B1 = iβ
†
1, B2 = β
†
3,
. . .Bk−1 = 1, Bk = α
†
k−2, and for k even we choose A1 = iσ, A2 = iβ2, . . .Ak−1 = iαk−2, Ak = i1 and B1 = β
†
2,
B2 = σ
†, . . .Bk−1 = 1, Bk = α
†
k−2. In all cases we find
U = (1− x)21− g2k
k∑
j=1
AjBj = (1− x)21− g2k[iHk − η(k)β1β†1]. (49)
To prove Borel-Le Roy summability of order m of Zk and logZk of order m = k − 1 in the intermediate field
representation (38) the key step is an upper bound on the norm of the resolvent [1 − gkMk({a, b})]−1. This bound
must be uniform both in λ in that domain and uniform in the intermediate fields along the contours.
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Lemma 3. For λ ∈ Emρm(N) we have
‖(1⊗(k+1) − gkMk)−1‖ ≤ [sin pi
4k
]−1. (50)
Proof Let us compute the spectrum of the matrix 1⊗(k+1)− gkMk({a, b}). By the previous Lemma it has a trivial
eigenvalue 1 with multiplicity N(k−1) and an additional non trivial spectrum, which is exactly made of the elements
x of the form x = 1 ± gk√y where y belongs to the spectrum of the matrix iHk − η(k)β1β†1. But y belongs to the
spectrum of that matrix if and only if
det(−y + iHk − η(k)β1β†1) = 0. (51)
This is equivalent to the existence of an eigenvector u with ‖u‖ = 1 such that (−y+ iHk − η(k)β1β†1)u = 0, hence for
which y = −η(k)‖β†1u‖2 + i < u,Hku >. Hence, since Hk is Hermitian, no matter whether η(k) = 0 or 1, y must be
of the form −v2 + iw with v and w real. It means that any square root of y (written as ±√y) must be either 0 or
have a complex argument in I = [pi4 ,
3pi
4 ]∪ [− 3pi4 ,−pi4 ]. But in the domain Ekρ the argument of gk is bounded by (k−1)pi4k
hence the argument of ±gk√y (when y 6= 0) must lie in
Ik = [
pi
4
− (k − 1)pi
4k
,
3pi
4
+
(k − 1)pi
4k
] ∪ [−3pi
4
− (k − 1)pi
4k
,−pi
4
+
(k − 1)pi
4k
]
= [
pi
4k
, pi − pi
4k
] ∪ [−pi + pi
4k
,− pi
4k
], (52)
hence in that domain the spectrum of 1⊗(k+1) − gkMk lies out of the open disk of center 0 and radius sin pi4k .
We denote Rk = r
m
2k
m = r
k−1
2k
k−1 .
Lemma 4. For λ ∈ Emρm(N), choosing  = R−1k
sin(pi/4k)
4
√
k
we have 2
‖[1⊗(k+1) − gk(Mk + Nk)]−1‖ ≤ 2[sin pi
4k
]−1. (53)
Proof We recall that for λ ∈ Emρm(N), |λ| ≤ ρm(N)m. Since ρm(N) = N−1−
2
m rm, it implies
|gk| = |λ| 12kN−m2k ≤ ρm(N)m2kN−m2k = N−m2k− 1kN−m2k r
m
2k
m = N
−mk − 1kRk = N−1Rk. (54)
Hence by Lemma 1 we have ‖gkNk‖ ≤ 12 sin pi4k . Since
[1⊗(k+1) − gk(Mk + Nk)]−1 = [1⊗(k+1) − (1⊗(k+1) − gkMk)−1gkNk]−1(1⊗(k+1) − gkMk)−1, (55)
it implies
‖[1⊗(k+1) − gk(Mk + Nk)]−1‖ ≤
(
1− [sin pi
4k
]−1
1
2
sin
pi
4k
)−1
[sin
pi
4k
]−1 = 2[sin
pi
4k
]−1. (56)
Remark that this bound also implies a bound on the factor e−N Tr ln
[
1⊗(k+1)−gk(Mk+Nk)(ξ)
]
in (38), namely
e−N Tr ln
[
1⊗(k+1)−gk(Mk+Nk)(ξ)
]
= |det−N [1⊗(k+1) − gk(Mk + Nk)]| ≤ e2N2| log
sin pi
4k
2 | = 22N
2
[sin
pi
4k
]−2N
2
, (57)
since there are only at most 2N non zero eigenvalues of Mk + Nk. It means a uniform upper bound on the integrand
in (38). Since the integration in dν is over 2(k − 1)N2 integration contours, taking absolute values for each of them
2 We decided to put the N dependence on the Borel radius and none on . Other choices could include an N dependence on  but would
lead to contour integrals no longer defined in the large N limit.
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with  = R−1k
sin(pi/4k)
4
√
k
leads to a loss of O(1)k3/2 per contour. Hence since [sin pi4k ]
−1 ≤ O(1)k in the shrinking domain
we have the uniform bound
|Zk(λ,N)| ≤ O(1)k3/2N2 =⇒ |Fk(λ,N)| ≤ O(1)k3/2 . (58)
Analyticity of Zk and Fk (for any finite N , but non-uniformly in N) then follows by the standard theorem that a
uniformly convergent integral of an analytic integrand is analytic.
For any finite N the perturbation theory of Zk in the intermediate field representation is identical to the standard
one in the direct representation (this just follows from the fact that they are independent of the  regulator, see (8)).
As usual, Borel-LeRoy Taylor remainder bounds just correspond to the factorial growth of perturbation theory and
follow easily. Indeed they correspond to insert q additional vertices (with a 1/q! symmetry factor) in the functional
integral for Z, hence qk pairs of fields. It is by now well known that this adds simply qk resolvents to the functional
integral [55], together with a factor (qk)! for pairing the arguments into the resolvents. But since our bounds for
the determinant in Z precisely followed from a uniform bound on such resolvents (Lemma 4), we obtain a bound in
O(1)kq for addition of such resolvents. Combining the two factorials leads to a bound in [O(1)|λ|]q qk!q! , hence since
m = k − 1, this bound is exactly of the desired type (14).
By unicity of the Borel sum, we can claim that representation (38), although derived by some formal computations
at  = 0, is in fact convergent when -dependent contours are used, and that it defines non-perturbatively the same
partition function and free energy that the direct initial representation. These results extend easily to free energy
with sources, hence to cumulants of the theory.
IV. POSITIVE TENSOR MODELS
A. Random tensor models
We include here for self-containedness a brief remainder about invariant (uncolored) tensor models, essentially
reproduced from [34].
Let H1, . . . ,HD be complex Hilbert spaces of dimensions N1, . . . , ND. A rank D covariant tensor Tn1...nD is a
collection of
∏D
i=1Ni complex numbers supplemented with the requirement of covariance under independent change
of basis in each Hi. The complex conjugate tensor T¯n1...nD is then a rank D contravariant tensor. Under independent
unitary base change U (i) in each U(Ni), T and T¯ transform as
T ′a1...aD =
∑
n1,...,nD
U (1)a1n1 · · ·U (D)aDnD Tn1...nD , T¯ ′a1...aD =
∑
n1,...,nD
U¯ (D)aDnD · · · U¯ (1)a1n1 T¯n1...nD . (59)
From now on we shall restrict to the case where all Ni, i = 1, · · ·D are equal to N . A trace invariant is a connected
monomial in T and T¯ invariant under that action of the external tensor product of the D independent unitary groups
U(N), namely U(N)⊗D. It is built by contracting all tensor indices two by two, a tensor entry always with a conjugate
tensor entry, respecting the positions of indices. Note that a trace invariant has necessarily the same number of T
and T¯ . Any trace invariant is then represented by a D-bubble, which is a D-regular edge-colored bipartite graph:
Definition 4. A closed D-colored graph, or D-bubble, is a connected graph B = (V, E) with vertex set V and
line set E such that
• V is bipartite, i.e. there exists a partition of the vertex set V = A ∪ A¯, such that for any element l ∈ E, then
l = {v, v¯} with v ∈ A and v¯ ∈ A¯. Their cardinalities satisfy |V| = 2|A| = 2|A¯|.
• The line set is partitioned into D subsets E = ⋃Di=1 E i, where E i is the subset of lines with color i, with |E i| = |A|.
• It is D-regular (all vertices are D-valent) with all lines incident to a given vertex having distinct colors.
To draw the graph associated to a trace invariant we represent every T by a white vertex v and every T¯ by a black
vertex v¯. Each position of an index is represented as a color or number: n1 has color 1, n2 has color 2 and so on.
The contraction of two indices ni and n¯i of tensors is represented by a line l
i = (v, v¯) connecting the corresponding
two vertices. Lines inherit the color of the index, and always connect a black and a white vertex. Examples of trace
invariants for rank 3 tensors are represented in Figure 7.
15
T
2
1
2
1
2
1
3
2
1
2
1
2
1
3 3
3
T
2 2
2
2
1
2
1
2
1
3
3
3
1
1
13 3
3
FIG. 7. Graphical representation of trace invariants.
The trace invariant associated to the graph B writes as
TrB(T, T¯ ) =
∑
{~nv,~¯nv}v,v¯∈V
δB{~nv,~¯nv¯}
∏
v,v¯∈B
T~nv T¯~¯nv¯ , with δ
B
{~nv,~¯nv¯} =
D∏
i=1
∏
li=(v,v¯)∈B
δnvi n¯v¯i , (60)
where li runs over all the lines of color i of B. δB{~nv,~¯nv¯} is the product of delta functions encoding the index contractions
of the trace invariant associated to the graph B. Notice that there exists a unique D-colored graph with two vertices,
namely the graph in which all the lines connect the two vertices. Its associated invariant is simply noted as a scalar
product
T · T¯ =
∑
~n,~¯n
T~n T¯~¯n
[ D∏
i=1
δnin¯i
]
. (61)
For example the trace invariant associated with the K3,3 example in the left of Figure 7 is
TrK3,3(T, T¯ ) =
∑N
a,b,c,d,e,f,g,h,i=1 TabcT¯adeTfdgT¯hbgThieT¯fic.
21 3 (62)
The free action at rank D is defined as the normalized Gaussian measure
dµ0(T, T¯ ) =
(∏
n
dT¯ndTn
2ıpi
)
e−T ·T¯ . (63)
A generic tensor model with trace invariant interaction B(T, T¯ ) is given by the (invariant) normalized measure
dµB(T, T¯ ) =
1
ZB(λ,N)
dµ0(T, T¯ )e
−λN−s(B)B(T,T¯ ) , (64)
where λ is the coupling constant and s(B) an appropriate scaling power, which we keep undetermined at this stage.
The normalization ZB(λ,N) and free energy FB(λ,N) are defined by
ZB(λ,N) =
∫
dµ0(T, T¯ )e
−λN−s(B)B(T,T¯ ), FB(λ,N) = N−D logZB(λ,N). (65)
The cumulants of the model are then written in terms of the moment-generating function
FB(λ,N, J, J¯) = log
∫
dµ0(T, T¯ ) e
−λN−s(B)B(T,T¯ )+J˙¯T+T˙¯J , (66)
via the usual formulas
κ(Tn1 T¯n¯1 ...Tnk T¯n¯k) =
∂(2k)
(
lnZ(J, J¯)
)
∂J¯n1∂Jn¯1 ...∂J¯nk∂Jn¯k
∣∣∣∣∣
J=J¯=0
.
The nice properties of tensor models stem from their relationship to colored triangulations and crystallization theory
[71–73]. In particular they support a full D-homology and have a simple canonical definition of faces3. Faces are
3 This is the crucial property from the point of view of gravity quantization since it allows to associate to the dual space a canonical
discretized Einstein-Hilbert action.
16
simply subgraphs with two fixed colors. We denote them F . For instance graphs with three colors have three types
of faces, given by the subgraphs with lines of colors 12, 13 and 23. As every line belongs to exactly two faces (for
instance a line of color 1 belongs to a single face 12 and to a single face 13...), the graphs with three colors can be
represented as ribbon graphs, i.e. can be embedded into the sphere, giving a combinatorial map.
The analysis of tensor models at large N and their relationship to quantum gravity relies on the existence of a
non-negative integer, the Gurau degree, governing the 1/N tensor expansion [35–37]. We recall briefly its definition
and properties. First one needs the notion of jacket.
Definition 5. Let B be a D-bubble and τ be a cycle (up to orientation) on {1, . . . , D}. A jacket J of B is a ribbon
graph having all the vertices and all the lines of B, but only the faces with colors (τ q(1), τ q+1(1)), for q = 0, . . . , D−1,
modulo the orientation of the cycle.
Any jacket J of B is a ribbon graph containing all the vertices and all the lines of B. Each of the (D−1)!/2 jackets
associated to a D-bubble defines therefore a compact oriented surface which has therefore a well-defined genus gJ ,
related to its Euler characteristic by the usual relation χJ = 2− 2gJ . The Gurau degree ω(B) of the D-bubble B is
then defined as the sum of the genera of its jackets, ω(B) = ∑J gJ . Graphs with three colors are ribbon graphs, hence
have a single jacket. In that case the degree reduces to the genus. But for D > 3 the degree provides a generalization
of the genus which is not a topological invariant, as it combines topological and combinatorial information about the
graph. It is related to the total number of faces FB of a bubble B with |V| black or white vertices through
FB = (D − 1)(D − 2)
2
|V|+ (D − 1)− 2
(D − 2)!ω(B) , (67)
an equation simply obtained by combining Euler’s formula for the genus of each jacket with the observation that any
face belongs always to the same number of jackets, those for which the two colors of the face are adjacent in any
of the two cycles τ defining the jacket. Observing that the Gurau degree is a positive integer and reorganizing the
perturbation expansion according to increasing values of that integer leads to the tensorial 1/N expansion.
The main reason for physicists interest in the Gurau degree stems from quantum gravity. Since in any dimension
faces are dual to D − 2 dimensional hinges, equation (67) means that the Gurau degree provides in any dimension a
discretization of the Einstein-Hilbert action on equilateral triangulations.
The graphs with zero Gurau degree are called melonic. They can be exactly enumerated [32].
B. Positivity
Definition 6. A bubble B(T, T¯ ) is said to be positive if there exist an edge-cut I which divides the graph into two
connected components F and F¯ which are identical up to inversion of the black and white vertices in one of the
components.
To each vertex v in F is therefore canonically associated a vertex v¯ of the opposite color in F¯ . The connected
components F and F¯ have boundaries. The positivity of B requires one last constraint : the edge-cut must be without
crossing, meaning that the permutation of S|I| induced by the edge-cut I when identifying the vertices in the boundary
of F with their canonical companion in F¯ is the identity.
F F¯
a¯
b¯
d¯
f¯
g¯
i¯
I
1
1
2
4
2
3
a
b
d
f
g
i
c
e
h
c¯
e¯
h¯
FIG. 8. Positive unitary tensorial invariant.
In other words positive graphs have therefore the edge-cut as symmetry axis. Some graphs of this type are pictured
in Figure 9. Remark that the edge-cut with the above properties may not be unique, see examples in Figure 9. Some
graphs without any such symmetry axis are pictured in Figure 10.
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FIG. 9. Some rank-four invariants with two or three Hermitian axis of symmetry, pictured as dotted lines.
11
1
3
3
2 2
2
3
FIG. 10. Some rank-six invariants with no Hermitian symmetry, respectively of order 6 (left) and 18 (right). The first one, the
complete bipartite graph K3,3, is not-melonic, but the second is melonic.
Consider in more detail the D = 3 bubbles with six vertices, pictured on the left of Figure 10 and in Figure 11.
The latest are positive and pictured along with a choice of edge-cut. They are also melonic [32], which allows an easy
identification of the 1/N expansion of the corresponding interacting models. The first one, the complete bipartite
graph K3,3, also called utility graph, is non-positive, non-melonic and non-planar, and will not be studied further in
this paper.
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3 3
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c c¯
b b¯
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c c¯
b b¯
FIG. 11. Melonic D = 3 bubbles with 6 vertices
C. Intermediate Field Representation
Theorem 5. For any positive B with 2k(B) vertices the partition function ZB(λ,N) has an HIF representation in
the sense of Definition 3
ZB(λ,N) =
∫
dν(ξ)e−Tr ln
[
1Γ(B)−gBMB(ξ)
]
, (68)
in which
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• the Gaussian measure dν(ξ) is of the mixed Gaussian type in the sense of Definition 2,
• gB = λ 12k(B)N
−s(B)
2k(B) ,
• the matrix MB(ξ) = iCB.HB(ξ) is a NΓ(B) × NΓ(B) matrix, with Γ(B) an integer depending on the following
developments (see the end of subsection IV C 2)
• CB is a mixed covariance, i.e. a direct sum of blocks of type 1 (size N identity matrix) and
(
0 −i1i
−i1i 0
)
factors (1i being a size i identity matrix),
• the matrix HB is linear in the {ξ} variables and Hermitian when these variables are taken on undeformed
contours, i.e. at  = 0.
1. First step, along the cut
We choose an arbitrary ordering of the vertices in F and name them {a, b, c, · · · } accordingly. As the vertices
in F¯ each have a single associated vertex in {a, b, c, · · · }, they inherit the order and we name them {a¯, b¯, c¯, · · · },
as shown in Figure 8. In this section, as in the section that deals with matrix invariants, each successive splitting
will introduce new intermediate fields. The edge-cut I will require the introduction of a tensor field σ of rank
|I|, that may have more than one index summed up e.g. with the first index of some tensor T or T¯ . To distin-
guish between edges of the same color reaching such a vertex σ, we give new colors to the edges of the cut. An
edge of color i ∈ J1, DK now gets color ij , where j is the name of the tensor vertex they link. This goes back to
distinguishing the corresponding copies of the Hilbert spaces Hij for different values of j. This is only necessary
when more than one edge of the same color belongs to the cut. To an edge-cut I as defined above is associated the
set I of colors of its edges. For instance, the set I corresponding to the edge-cut I in Figure 8 is I = {1a, 1b, 2d, 2g, 3, 4}.
The tensor model associated with a positive invariant with chosen edge-cut I can be rewritten as
ZB(λ,N) =
∫
dµ(T, T¯ )e−λN
−s(BF (T,T¯ ).I F¯ (T,T¯ ), (69)
where s is the appropriate scaling associated to the invariant considered to ensure a non-trivial limit as N → ∞
dµ(T, T¯ ) =
∏N
i1,...,iD=1
dTi1,...,iDdT¯i1,...,iDe
−ND−1Ti1,...,iD T¯i1,...,iD .4
We generalize now the developments of the matrix section. Relations (21) and (22), which formally justify every
upcoming intermediate field split, become
e−gA.IB =
∫
dµc(Φ)ei
√
g (A.IΦ+B.I Φ¯), (70)
and variations for intermediate fields of imaginary covariances ±i
e−gA.IB =
∫
dµc±i(Φ)e
i
√
g (A.IΦ∓B.I Φ¯), (71)
where now A,B,Φ are tensors.
Again, Gaussian imaginary integrals are considered in this section in the → 0 formal limit, and the corresponding
computations will be justified by reinstating later the  regulator, as in the matrix section.
As sketched above, we decompose the bubble B along the edge-cut I. This requires the introduction of an inter-
mediate tensor field σ of rank |I|.
ZB(λ,N) =
∫
dµ(T, T¯ )e−λN
−s(B)F.I F¯ =
∫
dµ(T, T¯ )dµ(σ, σ¯)ei
√
λN−s(B)
[
F.I σ¯+σ.I F¯
]
, (72)
4 Beware however that the optimal scaling s is not known for general tensor invariants [67].
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as pictured in Figure 12. The contraction of the κ’th index of σ or σ¯ with the ith index of some other tensor T or
T¯ of the boundary of F¯ denoted j is graphically represented by an edge of color κ = ij ∈ I. As before for matrices,
the tensor σ (resp. σ¯) will be represented by a white (resp. black) square. For instance, the contraction of σ¯ and the
boundary of F (if T is of rank 4) in Figure 12 is :∑
i1a ,i1b ,i2d ,i2g ,i3,i4
Ti1a ,h2,h3,h4 T¯i1b ,j2,j3,j4Tk1,i2d ,k3,k4 T¯l1,i2g ,l3,l4Tm1,m2,i3,m4Tn1,n2,n3,i4 σ¯i1a ,i1b ,i2c ,i2e ,i3,i4 . (73)
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FIG. 12. Intermediate field along the edge-cut I.
The examples of the positive D = 3 bubble with 6 vertices are shown in Figure 13.
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FIG. 13. Positive D = 3 bubbles with 6 vertices and intermediate field along the chosen cut.
Remark The non-crossing condition is important. When the product between F and F¯ crosses and we still implement
the intermediate field decomposition, as illustrated in Figure 14 in the case of the K3,3 graph, which is the only non-
positive D = 3 bubble with 6 vertices, we get either unitary invariants or Hermiticity but not both.
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b b¯
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3 3
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FIG. 14. Non-positive K3,3 bubble. On the left is a unitary intermediate field decomposition, which produces a non-Hermitian
term. On the right is a Hermitian term which is not unitary invariant.
2. Full decomposition
We now pair σ¯ with the first tensor a. The contraction F.I σ¯, which is graphically represented by a connected
graph, can be rewritten in order to make this pairing explicit. We denote I1 the edge-cut which separates tensors a
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and σ¯ from the rest, F¯1, of its connected component, J1 the set of edges between tensor a and F¯1, and the edges in
J˜1 are the other edges reaching a, all contracted with σ. Note that J1 is not empty if the initial bubble has more
than 2 vertices, which is the case considered here.
As before for I, we change the colors of the edges in I1 by adding the vertex they reach in F¯1 as a subscript, and
denote I1 the corresponding set of colors. Note that if an edge in I1 of color i ∈ J1, DK reaches a vertex j ∈ {a, b, · · · }
which previously belonged to the boundary of F , then that edge already carries color ij from the previous splitting.
To the subset J1 ⊂ I1 is associated the corresponding subset J1 ⊂ I1. The edges in J˜1 are precisely those with color
ia ∈ I, where i spans all the color of J1, DK that are not in I1. Those new sets of colors are such that I = (I1 \J1)unionsq J˜1,
and I1 = J1 unionsq (I \ J˜1), which is easily seen on Figure 15, with the convention that α0 = σ. This allows to re-express
F.I σ¯ = [F¯1.J1T ].I σ¯ = F¯1.I1 [T.J˜1 σ¯]. (74)
For an initial bubble B with 2k(B) vertices, we define
gB = λ
1
2k(B)N
−s(B)
2k(B) , (75)
and generalize the trick we used in the matrix section,√
λN−s(B)
[
F.I σ¯ + σ.I F¯
]
= gkB
[
F¯1.I1 [T.J˜1 σ¯] + [T¯ .J˜1σ].I1F1
]
(76)
=
1
2
[
(gk−1B F¯1 + gB[T¯ .J˜1σ]).I1(gB[T.J˜1 σ¯] + g
k−1
B F1)
+(gk−1B F¯1 − gB[T¯ .J˜1σ]).I1(gB[T.J˜1 σ¯]− gk−1B F1)
]
. (77)
(i) (i)
αi
T¯
Fi
α¯i
T
F¯i
{1, ..D}
Ji+1
J˜i+1
Ii
Ii+1
Ii
Ii+1
(i)
α¯i
T (i)
αi
T¯
β¯i+1 βi+1
α¯i+1(i + 1)(i + 1)αi+1
F¯i Fi
FIG. 15. Step i of the intermediate field decomposition, which also applies for i = 0, in which case α0 = σ.
Now applying (71) with complex intermediate tensor fields a1 and b1 of covariances −i and +i respectively,
e−λN
−s(B)F.I F¯=
∫
dµc(σ)dµc±i(a1, b1)e
i√
2
[
gk−1B F¯1.I1 (a1+b1)+gB[T.J˜1 σ¯].I1 (a¯1−b¯1)+c.c.
]
(78)
where the measure is dµc±i(a1, b1) = dµ
c
−i(a1)dµ
c
+i(b1) and c.c. stands for complex conjugate.
As in the matrix subsection, we now change variables,
α1 =
a1 + b1√
2
, β1 =
a1 − b1√
2
, (79)
and complex conjugates. With those variables,
e−λN
−s(B)F.I F¯=
∫
dµc(σ)dµcX(α1, β1)e
i
[
gk−1B F¯1.I1α1+gB[T.J˜1 σ¯].I1 β¯1+c.c.
]
, (80)
the Gaussian measure dµcX being defined by its moments, that all vanish apart from
∀i1, · · · , i|I1| ∈ {1, ..., N}, < α1|i1,··· ,i|I1| β¯1|i1,··· ,i|I1| >X=< α¯1|i1,··· ,i|I1|β1|i1,··· ,i|I1| >X= −i. (81)
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The term F¯1.I1α1 is of the exact same form as the term F¯ .Iσ before. We apply therefore the same reasoning again.
We couple α1 with the first black vertex a
′ in the boundary of F¯1 such that there existed an edge (aa′) ∈ J1 in the
previous step. It is always possible as J1 is not empty. We denote I2 the edge-cut which separates tensors a′ and α1
from the rest, F2, of its connected component, J2 the set of edges between tensor a′ and F2, J˜1 those between a′ and
α1, and as before we change the colors of the edges when necessary and name I2, J2, J˜2 the associated sets of colors.
Our choice for vertex a′ ensures that J˜2 ∩ J1 6= ∅. As in the previous step, F¯1.I1α1 = [F2.J2 T¯ ].I1α1 = F2.I2 [T¯ .J˜2α1],
and after developments such as in (76)-(81),
eig
k−1
B F¯1.I1α1 =
∫
dµcX(α2, β2)e
i
[
gk−2B F2.I2 α¯2+gB[T¯ .J˜2α1].I2β2+c.c.
]
. (82)
Note that we could choose any black vertex in F¯1 but this choice ensures that J˜2 is not empty. We also stress that
we use pairings which are not necessarily optimal, in the sense that we do noty try to introduce intermediate fields of
the smallest possible ranks.
We inductively apply the same reasoning until step k − 2, which leaves us with Fk−1 having only two remaining
tensor vertices. As we decomposed the initial interaction into a sum of connected interactions involving only three
tensors each, we shall later be able to do a Gaussian integration over T and other fields. The partition function
currently has the following expression
ZB(λ,N) =
∫
dµc(T )dµc(σ)
k−2∏
j=1
dµcX(αj , βj)e
igB
(
[T¯ .J˜1
σ].I1β1 + [T¯ .J˜2
α1].I2β2 + [T¯ .J˜k−2αk−3].Ik−2βk−2 +··· (83)
···+ gB[T¯ .Jk−1T ].Ik−2αk−2 +c.c.
)
,
where we recall that k is the number of vertices of F and c.c. stands for complex conjugate. The i’th splitting
introduces the tensor intermediate fields αi+1 and βi+1, with complex covariances as in (81) and is represented in
Figure 15 (this may also apply for α0 = σ). As in the two first steps, the sets of newly introduced colors are such
that Ji is non-empty, and
J˜i+1 ∩ Ji 6= ∅, and Ii+1 \ Ji+1 = Ii \ J˜i+1, (84)
and in particular,
Ii = (Ii+1 \ Ji+1) unionsq J˜i+1 = Ji unionsq (Ii−1 \ J˜i), (85)
the sets having empty intersections because two edges of the same color cannot reach the same tensor.
T¯
βi+1αi
{1, ..D}
Ji+1J˜i+1
Ii Ii+1
Ii \ J˜i+1 = Ii+1 \ Ji+1
FIG. 16. Triangular connected term in the full decomposition (83).
As each connected interaction is now a contraction of three tensors, T¯ , αi, and βi (or complex conjugates), we
may now naturally organize each tensor αi (resp. βi) as a rectangular matrix of size N
|J˜i+1| × N |Ii\J˜i+1| (resp.
N |Ji| × N |Ii\Ji|), in the sense that we specify its first and second sets of indices, respectively those contracted to T
and the remaining ones (see Figure 16). More precisely, we understand αi and βi as matrices of linear maps :
⊗j∈Ii\J˜i+1Hj −→ ⊗j∈J˜i+1Hj
XIi\J˜i+1 −→
∑
Ii\J˜i+1 αi | J˜i+1 ; Ii\J˜i+1 XIi\J˜i+1
and
⊗j∈Ii\JiHj −→ ⊗j∈JiHj
XIi\Ji −→
∑
Ii\Ji βi | Ji ; Ii\Ji XIi\Ji .
22
For the last term, [T¯ .Jk−1T ].Ik−2αk−2, the convention is that αk−2 is a N
|Jk−1|×N |J˜k−1| square matrix, since |Jk−1| =
|J˜k−1| = D − |Jk−1|. These conventions will be very useful at the end of the section. The sizes of the matrices
are easily readable on the connected triangular graphs of the graphical representation of the full intermediate field
decomposition (Figure 16 and examples in subsection IV E). The following relations are also verified:
F¯i.Iiαi = [T¯ .Ji+1Fi+1].Iiαi = [T¯ .J˜i+1αi].Ii+1Fi+1, (86)
and similarly after the intermediate field split (Figure 16),
[T¯ .Ji+1βi+1].Iiαi = [T¯ .J˜i+1αi].Ii+1βi+1 = T¯ .J1,DK [βi+1 αTi ], (87)
where with our new convention, βi+1α
T
i is a N
|Ji+1| ×N |J˜i+1| matrix.
We shall now integrate over a subset of the intermediate fields using the following relation,∫
dµcX(α, β)e
i(A.Iα+B.Iβ+C.I α¯+D.I β¯) = ei(A.ID+B.IC). (88)
The integration is performed over T and all αk−1−2j , βk−1−2j , for j ∈ {1, ..., bk2 c}, i.e.
• for k odd, over the k intermediate tensor fields T , σ, all even α2j , β2j , for j ∈ {1, .., k−32 } and complex conjugates.
• for k even, over the k intermediate tensor fields T , all odd α2j−1, β2j−1, for j ∈ {1, .., k−22 } and complex
conjugates.
To use (88) we must rewrite, using relation (87),
[T¯ .J˜k−2jαk−2j−1].Ik−2jβk−2j = [T¯ .Jk−2jβk−2j ].Ik−2j−1αk−2j−1. (89)
Each integration step is then done independently of the others:∫
dµcX(αk−1−2j , βk−1−2j)e
igB
(
[T¯ .Jk−2jβk−2j ].Ik−2j−1αk−2j−1+[T¯ .J˜k−2j−1αk−2(j+1)].Ik−2j−1βk−2j−1+c.c.
)
= e
ig2B
(
[T¯ .Jk−2jβk−2j ].Ik−2j−1 [T.J˜k−2j−1 α¯k−2(j+1)]+c.c.
)
, (90)
except for the σ integration for k odd,∫
dµc(σ)eigB
(
[β1.J1 T¯ ].Iσ+c.c.
)
= e−g
2
B
(
[T¯ .J1β1].I [β¯1.J1T ]
)
, (91)
which leaves us with the integration of the T variable in
ZB(λ,N) =
∫
dν(ξ)dµc(T )e
ig2B
(∑b k
2
c
j=1 [T¯ .Jk−2jβk−2j ].Ik−2j−1 [T.J˜k−2j−1 α¯k−2(j+1)]
+ [T¯ .Jk−1T ].Ik−2 α¯k−2 + c.c.+ iη(k)[T¯ .J1β1].I [β¯1.J1T ]
)
,
(92)
in which ξ = (...αk−2j , βk−2j , ...) is the vector containing the k− 1 remaining variables, ξodd = (α1, β1, ..., αk−2, βk−2)
and ξeven = (σ, α2, β2, ..., αk−2, βk−2), and α0 = σ, βk = 1, α<0 = 0 and β≤0 = 0, and η(k) is 0 for k even and 1 for k
odd.
In order to perform the integration over T , we must factorize
[T¯ .Jk−1T ].Ik−2 α¯k−2 =
∑
Jk−1,J˜k−1,J′k−1,J˜
′
k−1
T¯Jk−1 ; J˜k−11Jk−1 ; J′k−1αk−2|J˜k−1 ; J˜′k−1TJ′k−1 ; J˜′k−1
= T¯ .J1,DK( αk−2 ⊗ 1⊗|Jk−1|).J1,DKT, (93)
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since the indices that aren’t contracted in [T¯ .Jk−1T ] are both the indices of T¯ and of T with colors in J˜k−1. Also
tensor T does not see the subscript colors, and regardless of those, Jk−1 unionsq J˜k−1 = J1, DK.5 In these equations, αk−2
is to be understood as a square N |J˜k−1| ×N |J˜k−1| matrix, as outlined before.
Similarly, as I = (I1 \ J1) unionsq J˜1, the indices of β1 in [T¯ .J1β1].I [β¯1.J1T ] that are not contracted with T¯ are precisely
the indices in I that are summed up with those of the same colors in β¯1, so that
[T¯ .J1β1].I [β¯1.J1T ] =
∑
J1,J˜1,J′1,J˜
′
1
T¯J1 ; J˜1 [β1.I1\J1 β¯1]J1 ; J′11J˜1 ; J˜′1TJ′1 ; J˜′1
= T¯ .J1,DK( β1β†1 ⊗ 1⊗|J˜1|).J1,DKT, (94)
in which β1β
†
1 is a square N
|J1| ×N |J1| matrix.
α¯i−2
T
{1, ..D}
Ii−2Ii−1
βi
T¯
{1, ..D}
J˜i
Ii
Ji
Ji−1
J˜i−1
J˜i \ Ji−1
Ji−1 \ J˜i
FIG. 17. Terms in Hk after integration, taking i = k − 2j.
The other terms of the sum require a slightly subtler treatment, as Jk−2j and J˜k−2j−1 may have a non-empty
intersection (see Figure 17),
[T¯ .Jiβi].Ii−1 [T.J˜i−1 α¯i−2] =
∑
Ji, J˜i∩Ji−1, J˜i−1,
J˜i\Ji−1, Ji−1\J˜i
T¯Ji ; J˜i\Ji−1 ; J˜i∩Ji−1 [βi.Ii−1\(Ji−1∪J˜i)α¯i−2]Ji ; J˜i\Ji−1|J˜i−1 ; Ji−1\J˜iTJ˜i−1 ; Ji−1\J˜i ; J˜i∩Ji−1
= T¯ .J1,DK
(
[βi.Ii−1\(Ji−1∪J˜i)α¯i−2]⊗ 1⊗|J˜i∩Ji−1|
)
.J1,DKT, (95)
where [βi.Ii−1\(Ji−1∪J˜i)α¯i−2] might be understood as a N
D−|J˜i∩Ji−1| ×ND−|J˜i∩Ji−1| square matrix with its first half
indices contracted to sub-indices of T¯ and the other half to sub-indices of T , since Ji unionsq J˜i \ Ji−1 corresponds to the
edges reaching T¯ that are not in J˜i ∩ Ji−1, and J˜i−1 unionsq Ji−1 \ J˜i to the edges reaching T that are not in J˜i ∩ Ji−1
(Figure 17). This might be rewritten using the matrix conventions introduced earlier,
[T¯ .Jiβi].Ii−1 [T.J˜i−1 α¯i−2] = T¯ .J1,DK
(
[βi ⊗ 1|J˜i|].[α†i−2 ⊗ 1⊗|Ji−1|]
)
.J1,DKT, (96)
where the tensorial products might be understood as a Kronecker product of matrices. The central dot in (96) stands
for the usual matrix product. Recall indeed that βi ⊗ 1|J˜i| : ⊗j∈(Ii−1\J˜i)unionsqJ˜iHj −→ ⊗j∈JiunionsqJ˜iHj , and α
†
i−2 ⊗ 1⊗|Ji−1| :
⊗j∈J˜i−1unionsqJi−1Hj −→ ⊗j∈(Ii−1\Ji−1)unionsqJi−1Hj .
5 We use a simplifying notation to have clearer expressions. The sum over a color set J here means a sum for variables indexed with each
color in J .
24
The complex conjugate term gives
[T¯ .J˜i−1αi−2].Ii−1 [T.Ji β¯i] = T¯ .J1,DK
(
[αi−2.Ii−1\(Ji−1∪J˜i)β¯i]⊗ 1⊗|J˜i∩Ji−1|
)
.J1,DKT
= T¯ .J1,DK
(
[βi.Ii−1\(Ji−1∪J˜i)α¯i−2]⊗ 1⊗|J˜i∩Ji−1|
)†
.J1,DKT
= T¯ .J1,DK
(
[αi−2 ⊗ 1⊗|Ji−1|].[β†i ⊗ 1|J˜i|]
)
.J1,DKT, (97)
and the β1 term may also be written as
[T¯ .J1β1].I [β¯1.J1T ] = T¯ .J1,DK
(
[β1 ⊗ 1|J˜1|].[β1 ⊗ 1|J˜1|]†
)
.J1,DKT. (98)
so that if we denote the ND ×ND Hermitian matrix
HB(ξ) =
b k2 c∑
j=0
[βk−2j .Ik−2j−1\(Jk−2j−1∪J˜k−2j)α¯k−2(j+1)]⊗ 1⊗|J˜k−2j∩Jk−2j−1| + c.t.
=
b k2 c∑
j=0
[αi−2 ⊗ 1⊗|Ji−1|].[β†i ⊗ 1|J˜i|] + c.t., (99)
the integration over T leads to the following expression of the partition function,
ZB(λ,N) =
∫
dν(ξ)e−Tr ln
[
1⊗D− g2B
(
iHB(ξ) − η(k)β1β†1⊗1⊗|J˜1|
) ]
, (100)
where dν factorizes over the measures dµco of each α, β pair plus the measure dµ
c(σ) for k even, and η(k) is 0 for k
even and 1 for k odd.
In the previous expression however, it may be possible to factorize some identity factors of the sum of tensorial
products when they act on the same color i. Here, only the color as defined in the first place matters, i.e. identity
factors acting on spaces Hia and Hib for the same i are factorized. We denote ΘB,{Ii} the number of tensorial products
of the N ×N identity one can factorize in the sum iHB(ξ) − η(k)β1β†1⊗1⊗|J˜1| . In the matrix case this ΘB,{Ii} was
always exactly 1, leading to the factor N in front of the logarithm in (36). In the tensor case we always choose to pair
tensor αi with a vertex of the boundary of the edge-cut Ii which belonged to Ji, and we know that ∀i, |J˜i ∩ Ji−1| ≥ 1
and |J˜1| ≥ 1, so that ΘB,{Ii} ≥ 1. As det(1⊗Θ⊗M) = det(M)N
Θ
, this factorisation lays out a global factor NΘB,{Ii} ,
ZB(λ,N) =
∫
dν(ξ)e
−NΘB,{Ii} Tr ln
[
1
⊗
(
D−ΘB,{Ii}
)
− g2B
(
iHB(ξ) − η(k)β1β†1⊗1
⊗
(
|J˜1|−ΘB,{Ii}
) ) ]
, (101)
where we denoted HB the Hermitian ND−ΘB,{Ii} × ND−ΘB,{Ii} matrix that verifies HB ⊗ 1⊗(ΘB,{Ii}) = HB. It is
straightforward to determine Θ graphically. The fields that are not integrated and thus remain in the final representa-
tion have the parity of k. In the graphical decomposition of the interaction into connected graphs with three vertices,
among which a single T or T¯ , the identity tensor products are the edges between T (or T¯ ) and the field which is to
be integrated. Θ is the number of colors for which such an edge exists in every connected graph of order 3. See the
example in subsection IV E.
Obviously, ΘB,{Ii} depends heavily on the successive choices of edge-cuts Ii. Some splittings will give a maximal
value ΘB = max{Ii}ΘB,{Ii}. We shall treat in detail the melonic examples of order 6 in D = 3 for which we give this
maximal value. From now on we write simply Θ for ΘB,{Ii}.
Linear Hermitian Intermediate Field Representation
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With a similar proof, Lemma 2 generalizes to rectangular matrices, so that expression (100) can be reformulated
using a NΓ(B) × NΓ(B) determinant. Γ is an integer that depends on the choices of edge cuts {Ij}, Γ = 3D + |I| +
2(|I2|+ |I4|+ · · · |Ik−3|) for k odd, and Γ = 3D + 2(|I1|+ |I3|+ · · · |Ik−3|) for k even
ZB(λ,N) =
∫
dν(ξ)e−Tr ln
[
1⊗Γ(B)−gBMB(ξ)
]
, (102)
where MB(ξ) = iCB.HB(ξ), CB is the complex square symmetric covariance of size NΓ(B) × NΓ(B)of the integrated
fields
Codd =

1⊗D 0
0 1⊗|I|
0 −i1⊗|I2| 0
−i1⊗|I2| 0
0 −i1⊗|I4|
0 −i1⊗|I4| 0
. . .

, (103)
Ceven =

1⊗D
0 −i1⊗|I1| 0
−i1⊗|I1| 0
0 −i1⊗|I3|
0 −i1⊗|I3| 0
. . .

.
(104)
The matrix HB is Hermitian, and has two different forms for k odd or even
HoddB =

0 β1 ⊗ 1⊗|J˜1| α1 ⊗ 1⊗|J2| · · · αk−2 ⊗ 1⊗|Jk−1| 1⊗D
β†1 ⊗ 1⊗|J˜1|
0α†1 ⊗ 1⊗|J2|
...
α†k−2 ⊗ 1⊗|Jk−1|
1⊗D

, (105)
HevenB =

0 σ ⊗ 1⊗|J1| β2 ⊗ 1⊗|J˜2| · · · αk−2 ⊗ 1⊗|Jk−1| 1⊗D
σ† ⊗ 1⊗|J1|
0β†2 ⊗ 1⊗|J˜2|
...
α†k−2 ⊗ 1⊗|Jk−1|
1⊗D

. (106)
In this block matrix, the various blocks may not have the same size. The (k+1) blocks of the first raw are ND×N |Ij |
rectangular matrices, where j = i − 1 when it regards βi and j = i + 1 when it comes to αi, which are Kronecker
products
[αi ⊗ 1⊗|Ji+1|]m1,··· ,mD ; n1··· ,n|Ii+1| = [αi]mi1 ,··· mi|J˜i+1| ; nj1 ···nj|Ii+1\Ji+1| δmi′1 ,nj′1 · · · δmi′|Ji+1| ,nj′|Ji+1| , (107)
[βi ⊗ 1⊗|J˜i|]m1,··· ,mD ; n1··· ,n|Ii−1| = [βi]mi1 ,···mi|Ji| ; nj1 ···nj|Ii−1\J˜i| δmi′1 ,nj′1 · · · δmi′|J˜i| ,nj′|J˜i|
. (108)
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or using the simplified notations introduced previously,
[αi ⊗ 1⊗|Ji+1|]Ji+1unionsqJ˜i+1 ; Ii+1 = αi | J˜i+1 ; Ii+1\Ji+1 δJi+1 ; Ji+1 , (109)
[βi ⊗ 1⊗|J˜i|]JiunionsqJ˜i ; Ii−1 = [βi]Ji ; Ii−1\J˜i δJ˜i ; J˜i . (110)
Note that the first block is of size ND × ND, as the two last ones. This is because Ik−1 always has D colors, as it
contains all the colors that reach a tensor vertex. Therefore we have explicitly
ModdB =

0 iβ1 ⊗ 1⊗|J˜1| iα1 ⊗ 1⊗|J2| · · · iαk−2 ⊗ 1⊗|Jk−1| i1⊗D
iβ†1 ⊗ 1⊗|J˜1|
0β†3 ⊗ 1⊗|J˜3|
...
1⊗D
α†k−2 ⊗ 1⊗|Jk−1|

, (111)
Mevenk =

0 iσ ⊗ 1⊗|J1| iβ2 ⊗ 1⊗|J˜2| · · · iαk−2 ⊗ 1⊗|Jk−1| i1⊗D
β†2 ⊗ 1⊗|J˜2|
0σ† ⊗ 1⊗|J1|
...
1⊗D
α†k−2 ⊗ 1⊗|Jk−1|

. (112)
Again, some tensorial products of the N × N identity are redundant and might be factorized, as explained for
HB. Please notice that in the matrix case the notation H and M was used for matrices after factorizing one N by N
identity factor. In the tensor case the different notation H and M is used since we have not yet performed any similar
factorization.
Returning to the factorization (101) we have a representation in terms of slightly smaller matrices
ZB(λ,N) =
∫
dν(ξ)e−N
Θ Tr ln
[
1⊗Γ(B)−(k+1)Θ−gBMB(ξ)
]
, (113)
where MB = iCHB are now matrices similar to MB = iCHB but of smaller size.
D. Analyticity Domain and Borel Summability
This section is devoted to reintroduce the  regulators and prove the following theorem confirming non-perturbatively
the previous representation. The arguments mirror exactly those of Section III B but with different powers of N .
Theorem 6. The partition function ZB(λ,N) is Borel-LeRoy summable of order m = k(B) − 1, in the sense of
Theorem 1. More precisely it is analytic in λ in the shrinking domain Dmρm(N) = {λ ∈ C : <λ−1/m > [ρm(N)]−1}
with ρm(N) = N
−u(B)rm, rm > 0 independent of N and
u(B) := 2t(B)k(B)− s(B)
k(B)− 1 , t(B) :=
1
2
max
[
sup
i=0,···k−2
|Ii|+ |Ji+1| −Θ; D −Θ
]
. (114)
In that domain ZB(λ,N) admits the convergent HIF representation (102) with all integration contours regularized in
the manner of Section II A.
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Remark that we could also study the free energy FB(λ,N) = N−D logZB(λ,N), but since we have not yet a
sufficiently strong estimate on the scaling behavior in N to prove a constant bound (independent of N) on FB in the
most general case for B, we postpone this to a future study.
Again we shall in fact prove analyticity and uniform Taylor remainder estimates in a slightly larger (but similarly
shrinking as N → ∞) domain Emρm(N) consisting of all λ’s with |λ| < [ρm(N)]m, and | arg λ| < mpi2 containing the
smaller tangent disk Dmρm(N) of diameter ρm(N).
We reintroduce again the  regulators, substituting a→ a− i tanh a and b→ b+ i tanh b into all imaginary factors
e−ia
2
and e+ib
2
, and into all a and b linear-dependent coefficients of MB({a, b}). Hence the matrix MB becomes
MB({a, b})→MB({a, b}) + NB({a, b}) (115)
where NB is a NΓ(B)−(k+1)Θ×NΓ(B)−(k+1)Θ matrix with any non zero matrix element of the form ±(i) 1√2 (tanh ajk±
tanh bjk) for some j, k where the factor i may or may not be present. Hence we have the following generalization of
Lemma 1
Lemma 5. The norm of NB is uniformly bounded by 2
√
k(B)N t(B), hence
‖gBNB({a, b})‖ ≤ 2|gB|
√
k(B)N t(B) ∀{a, b}. (116)
Proof Simply bound ‖NB‖ by its Hilbert-Schmidt norm. Each rectangular matrix αi ⊗ 1⊗|Ji+1|−Θ has at most
N |J˜i+1|+|Ii+1\Ji+1|+|Ji+1|−Θ = N |Ii|+|Ji+1|−Θ non-zero coefficients (where we made use of (84)), and each βi⊗1⊗|J˜i|−Θ
has at most N |Ji|+|Ii−1\J˜i|+|J˜i|−Θ = N |Ii−1|+|Ji|−Θ non-zero coefficients. The last block has ND−Θ non zero coeffi-
cients, as it is a tensor product of identities. This implies that NB has at most 2[
∑k−2
i=0 N
|Ii|+|Ji+1|−Θ + ND−Θ] ≤
2k(B)N2t(B) non-zero coefficients, and each one of them has a squared module smaller than 2.
We compute again the characteristic polynomial of MB({a, b}) by generalizing the identity
(1− x)21⊗n0 −gBA1 · · · −gBAk
−(1− x)gBB1 (1− x)1⊗n1 0 0
... 0
. . .
...
−(1− x)gBBk 0 · · · (1− x)1⊗nk

=

U −gBA1 · · · −gBAk
0 (1− x)1⊗n1 0 0
... 0
. . .
...
0 0 · · · (1− x)1⊗nk


1⊗n0 0 · · · 0
−gBB1 1⊗n1 0 0
... 0
. . .
...
−gBBk 0 · · · 1⊗nk

,
to rectangular matrices Aj of sizes N
n0×Nnj and Bj of sizes Nnj ×Nn0 , where U = (1−x)21⊗n0−g2B
∑k
j=1AjBj =
(1 − x)21⊗n0 − g2B
(
iHB(ξ) − η(k(B))β1β†1 ⊗ 1⊗(|J˜1|−Θ)
)
, since the Aj and Bj are taken in the first generalized row
and column of (111)-(112).
It follows that the characteristic polynomial of 1⊗(Γ−Θ) − gBMB is
det[(1−x)1⊗(Γ−Θ)−gBMB] = (1−x)NΓ−Θ−2D det
[
(1−x)21⊗(D−Θ)− g2B
(
iHB(ξ)−η(k(B))β1β†1⊗1⊗(|J˜1|−Θ)
)]
(117)
We deduce in exactly the same way an upper bound on the resolvent:
Lemma 6. For λ ∈ Emρm(N) we have
‖(1⊗(Γ−Θ) − gBMB)−1‖ ≤ [sin pi
4k(B) ]
−1. (118)
Proof By the previous Lemma the non-trivial eigenvalues of 1⊗(Γ−Θ) − gBMB must be of the form x = 1± gB√y
where y belongs to the spectrum of the matrix iHB(ξ)− η(k(B))β1β†1 ⊗ 1⊗(|J˜1|−Θ). But y belongs to the spectrum of
that matrix if and only if
det(−y + iHB(ξ)− η(k(B))β1β†1 ⊗ 1⊗(|J˜1|−Θ)) = 0. (119)
28
Therefore, since in the domain Emρm(N) the argument of gB is bounded by
(k(B)−1)pi
4k(B) , the argument of ±gB
√
y (when
y 6= 0) must lie in
Ik(B) = [
pi
4
− (k(B)− 1)pi
4k(B) ,
3pi
4
+
(k(B)− 1)pi
4k(B) ] ∪ [−
3pi
4
− (k(B)− 1)pi
4k(B) ,−
pi
4
+
(k(B)− 1)pi
4k(B) ]
= [
pi
4k(B) , pi −
pi
4k(B) ] ∪ [−pi +
pi
4k(B) ,−
pi
4k(B) ]. (120)
We conclude then in exactly the same way as for Lemma 4.
As before we introduce Rk = r
k−1
2k
k−1 .
Lemma 7. For λ ∈ Emρm(N), choosing again  = R−1k
sin(pi/4k(B))
4
√
kB
we have
‖[1⊗(Γ−Θ) − gB(Mk + Nk)]−1‖ ≤ 2[sin pi
4k(B) ]
−1. (121)
Proof We recall that for λ ∈ Emρm(N), |λ| ≤ ρm(N)m. Since ρm(N) = N−u(B)rm and m = k − 1, it implies
|gB| = |λ| 12kN
−s
2k ≤ ρm(N)m2kN− s2k = N−
u[k−1]+s
2k r
k−1
2k
k−1 = N
−tRk, (122)
where k, m, s, t, u all depend on B (see (114)). Hence by Lemma 5 we have ‖gBNB‖ ≤ 12 sin pi4k . Since
[1⊗(Γ−Θ) − gB(MB + NB)]−1 = [1⊗(Γ−Θ) − (1⊗(Γ−Θ) − gBMB)−1gBNB]−1(1⊗(Γ−Θ) − gBMB)−1 (123)
it implies
‖[1⊗(Γ−Θ) − gB(MB + NB)]−1‖ ≤
(
1− [sin pi
4k
]−1
1
2
sin
pi
4k
)−1
[sin
pi
4k
]−1 = 2[sin
pi
4k
]−1. (124)
The rest of the proof of Theorem 6 then parallels the end of Section III B.
E. Explicit Example: Melonic Sixth Order Interactions and a Non-Planar Tenth Order Interaction
At any rank D there are two types of melonic invariants B6 of order 6, pictured in Figure 11 for D=3. The first
type contains D invariants B1c , one for each color c. B1c is obtained by picking a color c, and performing a partial trace
Ac(T ) = [T¯ .cˆT ] (125)
where the notation cˆ stands for all colors except c. The matrix Ac is therefore a matrix acting on Hc and B1c is
obtained by tracing the cube of this matrix
B1c =: Trc[Ac(T )]3. (126)
The corresponding partition function is
ZB1(λ,N) =
∫
dµ(T )e−λN
−4B1 . (127)
The edge-cut I is shown in Figure 18, as well as the full graphical decomposition. The successive chosen color sets
are I = {1, 2, 3}, and I1 = {1b, 1c}. Also, J1 = {1b}, J˜1 = {2a, 3a}, and J2 = {2c, 3c}. The expression of the partition
function corresponding to these choices is
ZB1(λ,N) =
∫
dµc(T )dµc(σ)dµcX(α1, β1)e
igB1
(
[T¯ .J˜1
σ].I1β1+gB1 [T¯ .J2T ].I1α1+c.c.
)
. (128)
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FIG. 18. Graphical decomposition for the simpler melonic graph of order six in D=3.
After the σ integration, one obtains
ZB1(λ,N) =
∫
dµc(T )dµcX(α1, β1)e
g2B1
(
i[T¯ .J2T ].I1α1+c.c.−[T¯ .1bβ1].I [β¯1.1bT ]
)
(129)
=
∫
dµc(T )dµcX(α1, β1)e
g2B1 T¯ .J1,DK
(
i(α1+α
†
1)⊗1⊗(2)−[β¯1.1cβ1]⊗1⊗(2)
)
.J1,DKT , (130)
so that, taking into account that α1 and β1 are actually matrices with first index 1b and second index 1c, the integration
over tensor σ gives
ZB1(λ,N) =
∫
dµcX(α1, β1)e
−N2 Tr ln
[
1− g2B1
(
i(α1+α
†
1) − β1β†1
) ]
. (131)
With the notation of the previous sections, this model has k = 3, m = 2, t = 1, s = 4, and u = 1. The only differences
with the matrix invariant of order six are the squared factor N2 in front of the trace and the power of N in gB1 ,
leading to a different value of u :
ZB1(λ,N) =
∫
dµcX(α1, β1)e
−N2 Tr ln
[
1⊗4−gB1MB1 (α1,β1)
]
, gB1 =
λ1/6
N2/3
, MB1 =

0 iβ1 iα1 i1
iβ†1 0 0 0
1 0 0 0
α†1 0 0 0
 . (132)
Here Θ(B1) = 2 is optimal and the Θ(B1) identity tensorial factors have been factorized in MB1 , giving the N2 factor.
The second type of invariant is obtained by picking two colors c, c′, hence there are d(d− 1)/2 such invariants B2c,c′ .
We define the N2 ×N2 matrix (acting on Hcc′),
Ac,c′(T ) = [T¯ .{̂c,c′}T ], (133)
with first indices those of T left free in the above summation, and second indices the free indices of T¯ . The previously
defined Ac and Ac′ act on Hc and Hc′ , so their matrix tensor product [Ac⊗Ac′ ] is a matrix also acting on Hcc′ . Then
B2c,c′ is defined by
B2c,c′ =: Trcc′
(
[Ac(T )⊗Ac′(T )].Ac,c′(T )
)
, (134)
and corresponds to the graph in the left of Figure 19 (in the case D = 3). The associated partition function is
ZB2(λ,N) =
∫
dµ(T )e−λN
−4B2 . (135)
We choose the edge-cut I ias on the left of Figure 19. The successive chosen color sets are I = {1a, 2c, 3a, 3b, 3c},
and I1 = {1b, 1c, 3b, 3c}. Here, J1 = {1b} and J˜1 = {2a, 3a}, but J2 = {2c}. The expression of the partition function
corresponding to these choices is
ZB2(λ,N) =
∫
dµc(T )dµc(σ)dµcX(α1, β1)e
igB2
(
[T¯ .J˜1
σ].I1β1+gB2 [T¯ .2cT ].I1α1+c.c.
)
, (136)
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FIG. 19. Graphical decomposition for the other melonic graph of order six in D=3.
where now α1 and β1 are rank 4 tensors. We will however understand α1 as a N
2 ×N2 square matrix α1|1b,3b ; 1c,3c
and β1 as a rectangular N ×N3 matrix, β1|1b ; 3b,1c,3c . After the σ integration, one obtains
ZB2(λ,N) =
∫
dµc(T )dµcX(α1, β1)e
g2B
(
i[T¯ .2cT ].I1α1+c.c.−[T¯ .1bβ1].I [β¯1.1bT ]
)
(137)
=
∫
dµc(T )dµcX(α1, β1)e
g2BT¯ .J1,DK
(
i(α1+α¯1)⊗1⊗(1)−[β¯1.{1c,3b,3c}β1]⊗1
⊗(2)
)
.J1,DKT , (138)
ZB2(λ,N) =
∫
dµcX(α1, β1)e
−N Tr ln
[
1− g2B2
(
i(α1+α
†
1) − β1β†1⊗1⊗(1)]
) ]
. (139)
This example has k = 3, m = 2, t = 3, s = 4, and u = 7. It exhibits rectangular matrices and identity factors that
are not factorable, which is the case for general symmetric tensor invariants. One can express this result in terms of
a linear Hermitian matrix,
ZB2(λ,N) =
∫
dµcX(α1, β1)e
−N Tr ln
[
1⊗(10)−gB2MB2 (α1,β1)
]
and MB2 =

iβ1 ⊗ 1 iα1
i1 0
0 i1
β†1 ⊗ 1
01 00 1
α†1

,
where gB2 = λ
1/6
N2/3
, Θ(B2) = 1 is optimal and the Θ(B2) identity tensorial factors have been factorized, giving rise to
the N factor before the trace. We recall that here β1 ⊗ 1 is a N2 ×N4 matrix, and α1 a N2 ×N2 matrix, 1 being
the N ×N identity, as usual.
The previous k = 3 examples are a bit special, in particular because all positive tensor invariants at k = 3 are planar,
and in fact melonic. We could worry what happens when the initial invariant, hence also the initial decomposition
step F.σ¯ is a non-planar graph. Hence in our last explicit example we treat an example of this type with k = 5.
We consider the partition function ZB(λ,N) =
∫
dµ(T )e−λN
−sB, where B is represented on the left of Figure 20
together with its axis of symmetry. Note that the correct scaling s for a non-trivial perturbative 1/N expansion for
this invariant is not known. However, we know that for s = D − 1 the 1/N expansion is at least defined, although
possibly trivial.
For this example we only provide a graphical decomposition and the resulting expression of the partition function.
By looking at the triangular graphs of the intermediate field decomposition, one can read the sizes of the involved
rectangular matrices, together with the colors of the spaces in which they act. As k is odd in this case, the remaining
fields after integration are those labeled with odd indices. One can see that α1 is N ×N3, β1 and α3 are N2 ×N2,
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FIG. 20. A non-planar positive k = 5 tensor invariant and its initial intermediate field step.
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FIG. 21. Full intermediate field decomposition, before integration of the field with even indices.
β3 is N × N3, all acting on spaces of color 2,3. Color 1 is therefore factorable in the sum of tensor products
iHB(ξ) − η(k)β1β†1 ⊗ 1⊗|J˜1|
)
. Γ(B) is 3× 3 + 5 + 5 + 5 = 24, and the factorization of the identity acting on color 1
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leaves a size Γ− (k + 1)×Θ = 24− 6× 1 = 18 linear matrix,
ZB(λ,N) =
∫
dµcX(α1, β1)dµ
c
X(α3, β3)e
−N Tr ln
[
1⊗(18)−gBMB
]
, gB = (λN−s)1/10, (140)
MB =

iβ1 ⊗ 1 iα1 ⊗ 1 iβ3 ⊗ 1 iα3
i1 0
0 i1
β†1 ⊗ 1
β†3 ⊗ 1
0
α†1 ⊗ 1
1 0
0 1
α†3

. (141)
For s = D − 1 = 2, we obtain k = 5, m = 4, t = 3, and u = 7.
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