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CONVERGENCE RATES FOR APPROXIMATIONS OF
FUNCTIONALS OF SDES
RAINER AVIKAINEN
Abstract. We consider upper bounds for the approximation er-
ror E|g(X) − g(Xˆ)|p, where X and Xˆ are random variables such
that Xˆ is an approximation of X in the Lp-norm, and the function
g belongs to certain function classes, which contain e.g. functions
of bounded variation. We apply the results to the approximations
of a solution of a stochastic differential equation at time T by the
Euler and Milstein schemes. For the Euler scheme we provide also
a lower bound.
1. Introduction
Convergence schemes for the solutions of SDEs are rather well known.
Let X be the solution of the one-dimensional equation
dXt = σ(t, Xt) dWt + b(t, Xt) dt, X0 = x0,
where W is a standard Brownian motion, t ∈ [0, T ], and σ and b satisfy
certain assumptions specified in Section 2. P.E. Kloeden and E. Platen
[12] have showed that any order of strong convergence can be achieved
by the strong Itoˆ-Taylor approximations, i.e. for any order γ > 0 there
exists a scheme Xpi corresponding to a partition pi of the interval [0, T ]
with mesh size |pi| such that
E
(
sup
0≤t≤T
|Xt −Xpit |
)
< C |pi|γ .
The simplest and most common examples are the Euler scheme XE and
the Milstein scheme XM , which have the order of strong convergence
0.5 and 1, respectively.
Lately this topic has been considered by N. Hofmann, T. Mu¨ller-
Gronbach and K. Ritter in [7, 8], Hofmann and Mu¨ller-Gronbach in
[9], and Mu¨ller-Gronbach in [14, 15]. In these papers they cover errors
with respect to both global and pointwise error criterions. The latest
result concerning the pointwise error is due to Mu¨ller-Gronbach [15],
where the author defines certain classes of convergence schemes and
finds optimal (adaptive) schemes for each class.
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The pointwise weak error Ef(XT ) − Ef(XpiT ) is also considered by
several authors, e.g. Kloeden and Platen [12], under certain smooth-
ness conditions on f . In the case of the Euler scheme the smoothness
conditions were relaxed by V. Bally and D. Talay in [2], where f was
required to be only measurable and bounded. This was done under
a Ho¨rmander type condition for the infinitesimal generator of X . A
recent contribution to this field is given by Moon et al. in [16].
This paper considers the error of the type E|g(XT )− g(XpiT )|p. The
question is motivated by discretization schemes for BSDEs. The termi-
nal condition g(XT ) is approximated by g(X
pi
T ), and Lp-estimates for
the difference g(XT )− g(XpiT ) are required. If g is Lipschitz, this error
returns immediately to the error of the underlying scheme. Therefore
the aim of this paper is to give results for relevant non-Lipschitz func-
tions. It is proved that if approximations (Xpit )t∈[0,T ] satisfy
||XT −XpiT ||p ≤ C1p |pi|γ
for some γ > 0 and all 1 ≤ p <∞, then
E|g(XT )− g(XpiT )|p ≤ C2p |pi|γ−ε
for any 0 < ε < γ and for any g in a special class of functions. This
class contains functions of bounded variation, polynomials and jump
functions controlled by the tail distributions of XT and X
pi
T , and there-
fore by Minkowski’s inequality the result is true for any sum of these
three types of functions.
Finally, for the Euler scheme a lower bound is presented indicating
that the error under consideration can not converge faster than |pi|1/2.
This is done by giving an example, namely the geometric Brownian mo-
tion, for which the lower bound is obtained. There is still a difference,
although arbitrarily small, between the upper and lower bounds, and it
remains open whether the rates could be equalized. These results are
achieved under certain conditions on the SDE, including the existence
of a bounded density for the solution XT .
The structure of the paper is such that the assumptions that hold
throughout the paper are collected in Section 2. Sections 3 – 5 contain
the main results concerning upper bounds. The first result is given in
Section 3, where Theorem 3.4 clarifies the convergence rate for indica-
tor functions. This is then applied to the Euler and Milstein schemes
in Theorem 3.7. The result is then extended to functions of bounded
variation in Theorem 4.3 in Section 4, and applied to the Euler and
Milstein schemes in Theorem 4.5. Another extension is developed in
Section 5, where the result for the function class Gp,ϕ is given in The-
orem 5.7. The class Gp.ϕ is then analyzed in Section 6, including the
result that it contains all polynomials in Theorem 6.3. An application
to the Euler and Milstein schemes is presented in Corollary 6.6. Section
7 contains a lower bound for the convergence, stated in Theorem 7.2.
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Finally, a proof of a Theorem from the book of Bouleau and Le´pingle
[1] is presented with explicit constants in Appendix A.
2. Assumptions
We fix a terminal time T > 0 and suppose that (Wt)t∈[0,T ] is a stan-
dard one-dimensional Brownian motion defined on a complete filtered
probability space (Ω,F ,P, (Ft)t∈[0,T ]), where the filtration is the aug-
mentation of the natural filtration of W and F = FT .
We consider a diffusion process X , which is a solution to
(2.1)
{
dXt = σ(t, Xt) dWt + b(t, Xt) dt,
X0 = x0
with x0 ∈ R and σ, b : [0, T ] × R → R. We assume that σ, b ∈
C0,1([0, T ]×R) and for f ∈ {σ, b} there exist constants CT and α ≥ 12
such that
(i) |f(t, x)| ≤ CT (1 + |x|),
(ii) |f(t, x)− f(t, y)| ≤ CT |x− y|,
(iii) |f(t, x)− f(s, x)| ≤ CT (1 + |x|)|t− s|α.
Assumptions (i)-(iii) imply the existence of a unique adapted strong
solution X of the SDE (2.1), see e.g. [11, p. 289]. For estimates
concerning the Milstein scheme we assume in addition that
(iv) the state derivatives ∂σ
∂x
and ∂b
∂x
satisfy the condition (ii).
Moreover, we assume that
(v) XT has a bounded density.
Remark 2.1. Assumption (v) is satisfied (see [6, p. 263]), if we as-
sume that σ, b ∈ C∞b ([0, T ]×R) and σ satisfies the uniform ellipticity
condition, i.e. there exists a constant β such that
σ(t, x) ≥ β > 0 for all (t, x) ∈ [0, T ]×R.
Another sufficient condition is given by Caballero et al. in [5, Theorem
2]. They assume that σ and b are C2 in x, the second derivatives
have polynomial growth, the functions |σ(0, x)|, |σx(t, x)|, |b(0, x)| and
|bx(t, x)| are bounded, and
E
(∣∣∣∣∫ t
0
σ(s,Xs)
2 ds
∣∣∣∣−p0/2
)
<∞
for some p0 > 2 and for all t ∈ (0, T ]. Then there exists a continuous
density fXt of Xt such that for all p > 1
fXt(x) ≤ Cp
∣∣∣∣∣
∣∣∣∣∣
(∫ t
0
σ(s,Xs)
2 ds
)−1/2∣∣∣∣∣
∣∣∣∣∣
p
for some constant Cp > 0.
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Denote by pi a partition 0 = t0 < t1 < . . . < tn = T of the interval
[0, T ], and let
|pi| = max
0≤i<n
|ti+1 − ti|
be the mesh size of pi. Moreover, denote an approximation of X cor-
responding to pi by Xpi. Two such approximations are the well known
Euler and Milstein schemes.
Definition 2.2 (Euler scheme). Let XE be the Euler scheme relative
to pi, i.e. XE0 = x0, and for i = 0, . . . , n− 1,
XEti+1 = X
E
ti
+ b(ti, X
E
ti
)(ti+1 − ti) + σ(ti, XEti )(Wti+1 −Wti).
Given the values at the partition points, we also define the Euler scheme
in continuous time by setting
XEt = X
E
tk
+ σ(tk, X
E
tk
)(Wt −Wtk) + b(tk, XEtk)(t− tk)
for t ∈ (tk, tk+1). This can be written using the integral representation
(2.2)
XEt = x0 +
∫ t
0
n−1∑
k=0
σ(tk, X
E
tk
)χ[tk,tk+1)(u) dWu
+
∫ t
0
n−1∑
k=0
b(tk, X
E
tk
)χ[tk ,tk+1)(u) du
for t ∈ [0, T ] a.s., which coincides a.s. with the discrete scheme at the
partition points. In this paper we need the continuous time version
only for the Euler scheme.
Definition 2.3 (Milstein scheme). Let XM be the Milstein scheme
relative to pi, i.e. XM0 = x0, and and for i = 0, . . . , n− 1,
XMti+1 =X
M
ti
+ b(ti, X
M
ti
)(ti+1 − ti) + σ(ti, XMti )(Wti+1 −Wti)
+
1
2
σ(ti, X
M
ti
)σ′x(ti, X
M
ti
)((Wti+1 −Wti)2 − (ti+1 − ti)).
We remind that the Euler and Milstein approximations of XT , de-
noted XET and X
M
T , always depend on the corresponding partition pi.
This is omitted from the notation for simplicity.
These assumptions hold throughout the paper.
3. Indicator Functions
3.1. General Approximation. Suppose that we have a probability
space (Ω,F ,P) and two random variables X, Xˆ : Ω→ R. Consider Xˆ
to be an approximation of X in the Lp-norm. First we find an estimate
for the quantity E|g(X)− g(Xˆ)|, where g is an indicator function.
Definition 3.1. Recall the non-increasing rearrangement of a random
variable X , defined by X∗ : [0, 1]→ R ∪ {+∞,−∞},
X∗(s) := inf{c ∈ R : P(X > c) ≤ s}.
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Here we use the convention that inf ∅ =∞.
Remark 3.2. Definition 3.1 is slightly different from the standard non-
increasing rearrangement as defined e.g. in [4], where the absolute
value of the function X is taken. However, by analoguous arguments
we can show the following properties:
(i) X∗(1) = −∞, X∗(0) = ∞ if X is not essentially bounded and
X∗(s) ∈ R for s ∈ (0, 1),
(ii) X∗ is right-continuous,
(iii) X∗ has the same distribution as X with respect to the Lebesgue
measure on [0, 1],
Definition 3.3. Denote the minimal slope of the function X∗ from the
level K by dX : R→ [0,∞),
dX(K) := inf
s∈[0,1]
s 6=α(K)
{ |X∗(s)−K|
|s− α(K)|
}
,
where
α(K) = P(X ≥ K).
Theorem 3.4. Suppose that X is a random variable. Then the follow-
ing assertions hold:
(i) If X has a bounded density fX , then for all K ∈ R, all random
variables Xˆ and all 0 < p <∞ we have
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| ≤ 3DX(K)
p
p+1
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ pp+1
p
,
where
DX(K) :=
1
dX(K)
∈ (0, sup fX ].
Moreover, the power p
p+1
of the Lp-norm is optimal, i.e. if
(3.1) E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| ≤ C(X,K, p)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ pp+1
p
for all random variables Xˆ, then the power p
p+1
can not be re-
placed by a power q such that p
p+1
< q <∞.
(ii) If there exists p0 > 0 such that the formula (3.1) holds for all
p0 ≤ p < ∞, all K ∈ R and all random variables Xˆ, and
there exists BX > 0 such that C(X,K, p) ≤ BX , then X has a
bounded density.
Proof. Let us first show (i). Fix K ∈ R and 0 < p <∞, and let Xˆ be
a random variable such that
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| = ε
for some ε ∈ (0, 1]. Define ε1 := P(X ≥ K, Xˆ < K) and ε2 := P(X <
K, Xˆ ≥ K), so that ε = ε1 + ε2. Denote by α the number α(K)
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introduced in Definition 3.3 and notice that α− ε1 ≥ 0 and α+ ε2 ≤ 1.
Now
E|X − Xˆ|p ≥ E|X − Xˆ|pχ{X≥K,Xˆ<K}∪{X<K,Xˆ≥K}
≥ E|X −K|pχ{X≥K,Xˆ<K}∪{X<K,Xˆ≥K}
= E|X −K|pχ{X≥K,Xˆ<K} +E|X −K|pχ{X<K,Xˆ≥K}.
Since X has a bounded density, we can find a number c0 ∈ [K,∞] such
that P(K ≤ X < c0) = ε1, thus also |{K ≤ X∗ < c0}| = ε1. Note
that c0 may not be unique. But {K ≤ X < c0} is a set of probability
ε1 where E|X − K|pχA is minimized over all A ⊂ {X ≥ K} with
P(A) = ε1, which implies that
E|X −K|pχ{X≥K,Xˆ<K} ≥ E|X −K|pχ[K,c0)(X)
=
∫
[0,1]
|X∗(s)−K|pχ[K,c0)(X∗(s)) ds =
∫ α
α−ε1
|X∗(s)−K|p ds
≥
∫ ε1
0
|dX(K)s|p ds = dX(K)
pεp+11
p+ 1
and by similar arguments
E|X −K|pχ{X<K,Xˆ≥K} ≥
∫ α+ε2
α
|X∗(s)−K|p ds ≥ dX(K)
pεp+12
p + 1
.
Thus
(3.2) E|X − Xˆ|p ≥ dX(K)
p(εp+11 + ε
p+1
2 )
p+ 1
≥ dX(K)
pεp+1
2p(p+ 1)
.
Now the equation (3.2) gives
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)|
≤ 2 pp+1 (p+ 1) 1p+1
(
1
dX(K)
) p
p+1 (
E|X − Xˆ|p
) 1
p+1
.
By elementary computations we can show that
2
p
p+1 (p+ 1)
1
p+1 ≤ 2e 12e ≤ 3,
and keeping in mind the definition of DX we can write
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| ≤ 3DX(K)
p
p+1
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ pp+1
p
.
Using the definition of X∗ and the boundedness assumption for the
density of X we see that 1/dX(K) ≤ sup fX .
Moreover, the power p
p+1
of
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣
p
is sharp. To see this, we
construct an example where the lower bound given by equation (3.2)
is achieved. Suppose that Ω = [0, 1] is equipped with the Lebesgue
measure, K = 1
2
and ε < 1. If we take X(ω) = ω, then X has a
bounded density and dX(
1
2
) = 1. Now define
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Xˆ =

X, if ω ∈ [0, 1
2
− ε
2
) ∪ (1
2
+ ε
2
, 1],
X + ε
2
, if ω ∈ [1
2
− ε
2
, 1
2
],
X − ε
2
, if ω ∈ (1
2
, 1
2
+ ε
2
].
Then
E|X − Xˆ|p = E
∣∣∣ε
2
∣∣∣p χ[ 1
2
− ε
2
, 1
2
+ ε
2
](X) =
εp+1
2p
=
dX(
1
2
)pεp+1
2p
,
which coincides with the lower bound in equation (3.2) up to the con-
stant. Hence the power p
p+1
of
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣
p
can not be increased in the
assertion (i).
Now we verify (ii). Let δ > 0 and choose Xˆ = X − δ. Then
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)|
= P(X ≥ K, X − δ < K) +P(X < K, X − δ ≥ K)
= P(K ≤ X < K + δ),
so that by assumption we get, for p > p0, that
P(K ≤ X < K + δ) ≤ BX (E|δ|p)
1
p+1 ≤ BXδ
p
p+1 .
We let p go to infinity and conclude that
P(K ≤ X < K + δ) ≤ BXδ.
Let N ⊂ R be a null set with respect to the Lebesgue measure and let
ε > 0. Since the Lebesgue outer measure of N is also zero, we find a
sequence (Ij) of open intervals such that N ⊂
⋃
Ij and
∑ |Ij| ≤ ε. Let
LX be the law of X . Then we have
LX((a, b)) ≤ LX([a, b)) ≤ BX |b− a|
and
LX(N) ≤ LX
(⋃
j
Ij
)
≤
∑
j
LX(Ij) ≤ BX
∑
j
|Ij| ≤ BXε.
This implies that LX(N) = 0, so LX is absolutely continuous with
respect to the Lebesgue measure. By the Radon-Nikodym theorem
there exists a measurable function f : R→ [0,∞) such that
LX(M) =
∫
M
f(x) dx
for all measurable M ⊆ R. Moreover, f is integrable since LX(R) = 1.
Define a function Φ : R→ [0, 1] such that
Φ(t) =
∫ t
−∞
f(x) dx.
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Then by [18, Thm. 8.17] we have that Φ′(t) = f(t) a.e. in R. On the
other hand, we have that
Φ′(t) = lim
h→0
Φ(t + h)− Φ(t)
h
≤ lim
h→0
BXh
h
= BX a.e. in R,
because Φ(t + h)− Φ(t) = LX((t, t + h)). Therefore we conclude that
f(t) ≤ BX a.e. in R. 
Remark 3.5. By considering complements of the intervals in the indi-
cator functions and the random variables −X and −Xˆ , we have corre-
sponding results for the functions χ(K,∞), χ(−∞,K] and χ(−∞,K).
As an immediate consequence of Theorem 3.4, we can derive
Corollary 3.6. Let X be the solution of the equation (2.1), K ∈ R
and 0 < p < ∞. Let XT have a bounded density and suppose that XpiT
is an approximation of XT such that
||XT −XpiT ||p ≤ Cp |pi|θ
for some θ > 0 and some constant Cp ≥ 0. Then for all K ∈ R we
have
E|χ[K,∞)(XT )− χ[K,∞)(XpiT )| ≤ 3DXT (K)
p
p+1C
p
p+1
p |pi|
θp
p+1 .
3.2. Euler and Milstein Schemes. Now we can apply the results of
Section 3.1 to the Euler and Milstein schemes:
Theorem 3.7. For any 0 < ε < 1/2 there exists a constant Cε > 0
such that for all K ∈ R we have that
E|χ[K,∞)(XT )− χ[K,∞)(XET )| ≤ (DXT (K) ∨
√
DXT (K))Cε |pi|
1
2
−ε
and for any 0 < ε < 1 there exists a constant C ′ε > 0 such that for all
K ∈ R we have that
E|χ[K,∞)(XT )− χ[K,∞)(XMT )| ≤ (DXT (K) ∨
√
DXT (K))C
′
ε |pi|1−ε .
Proof. Let 1 ≤ p <∞. Then for the Euler scheme we have by Theorem
A.1 in the Appendix that∣∣∣∣XT −XET ∣∣∣∣p ≤ Cp |pi| 12 ,
i.e. the assumption of Corollary 3.6 is satisfied with θ = 1
2
. Thus
(3.3) E|χ[K,∞)(XT )− χ[K,∞)(XET )| ≤ 3DXT (K)
p
p+1C
p
p+1
p |pi|
p
2(p+1) .
Similarly for the Milstein scheme we have by [13, Proposition 1, p. 140]
that ∣∣∣∣XT −XMT ∣∣∣∣p ≤ C ′p |pi| ,
which gives the assumption of Corollary 3.6 with θ = 1, and therefore
(3.4) E|χ[K,∞)(XT )− χ[K,∞)(XMT )| ≤ 3DXT (K)
p
p+1 (C ′p)
p
p+1 |pi| pp+1 .
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The claim follows in both cases by choosing p such that p = (θ−ε)/ε,
where 0 < ε < θ, and noticing that for any a > 0 we have a
p
p+1 ≤ a ∨√
a. The constant 3 and the constants coming from the approximation
schemes are included in Cε or C
′
ε, which now depend on ε through the
choice of p. 
Since we have information about the constant Cp in Theorem A.1,
i.e. Cp = e
Mp2, we can write an extended version of Theorem 3.7 for
the Euler scheme:
Theorem 3.8. Let K ∈ R. Then there exists m ∈ (0, 1) such that for
|pi| < m we have
E|χ[K,∞)(XT )−χ[K,∞)(XET )| ≤ (DXT (K)∨
√
DXT (K)) |pi|
1
2
− 2+M
(− log|pi|)1/3 ,
where the constant M =M(x0, T, CT ) ∈ (0,∞) is taken from Theorem
A.1.
Proof. By Corollary 3.6 and Theorem A.1, using a
p
p+1 ≤ a ∨ √a for
a > 0 and p ≥ 1, we get
(3.5)
E|χ[K,∞)(XT )− χ[K,∞)(XET )| ≤ 3DXT (K)
p
p+1C
p
p+1
p |pi|
p
2(p+1)
≤ (DXT (K) ∨
√
DXT (K))3e
Mp2· p
p+1 |pi| p2(p+1)
≤ (DXT (K) ∨
√
DXT (K))3e
Mp2 |pi| p2(p+1)
for all p ≥ 1. Now choose p such that
4p(p+ 1)2 = − log |pi|
for |pi| ≤ m with m = e−16.This gives p3 ≤ − log |pi| and p2 ≤
(− log |pi|)2/3. Thus we have
eMp
2 ≤ eM(− log|pi|)2/3 = |pi|−M(− log|pi|)−1/3
and
1
2(p+ 1)
=
√
p
− log |pi| ≤
√
(− log |pi|)1/3−1 = (− log |pi|)−1/3.
Using these we get
3eMp
2 |pi| p2(p+1) = 3eMp2 |pi| 12− 12(p+1) ≤ 3 |pi|
1
2
− 1+M
(− log|pi|)1/3 ≤ |pi|
1
2
− 2+M
(− log|pi|)1/3 ,
where in the last step we used the inequality
3 |pi|
1
(− log|pi|)1/3 ≤ 1
for |pi| < m. Now we come back to equation (3.5) and conclude that
E|χ[K,∞)(XT )− χ[K,∞)(XET )|
≤ (DXT (K) ∨
√
DXT (K)) |pi|
1
2
− 2+M
(− log|pi|)1/3 .

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4. Functions of Bounded Variation
From Theorem 3.4 we deduce the same error for functions of bounded
variation, up to a constant. Let us first recall the definitions of the
spaces BV and NBV .
Definition 4.1. Let
Tf(x) := sup
N∑
j=1
|f(xj)− f(xj−1)|,
where the supremum is taken over N and all partitions −∞ < x0 <
x1 < . . . < xN = x, be the total variation function of f . Then we say
that f is a function of bounded variation, f ∈ BV , if
V (f) := lim
x→∞
Tf(x)
is finite, and call V (f) the (total) variation of f .
Definition 4.2. Let NBV be the set of functions f ∈ BV such that
f is left-continuous and f(x)→ 0 as x→ −∞.
4.1. General Approximation.
Theorem 4.3. Suppose that X and Xˆ are random variables and X has
a bounded density. If g ∈ BV and 1 ≤ p <∞, then for any 1 ≤ q <∞
we have
E|g(X)− g(Xˆ)|p ≤ 3p+1 (sup fX)
q
q+1 V (g)p
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ qq+1
q
.
Proof. First we show the result for functions g ∈ NBV . By [18, Thm.
8.14] there is a unique signed measure µ such that
g(x) = µ((−∞, x)) and |µ|((−∞, x)) = Tg(x),
where |µ| is the total variation measure of µ. We consider the Jordan
decomposition of µ , i.e. µ = µ1 − µ2, where µ1 = 12(|µ| + µ) and
µ2 =
1
2
(|µ| − µ) are positive measures. Then |µ| = µ1 + µ2, and all
three measures |µ|, µ1 and µ2 are finite since |µ|(R) = V (g) < ∞.
Thus we get
g(x) = µ((−∞, x)) =
∫
R
χ(−∞,x)(z) dµ(z) =
∫
R
χ(z,∞)(x) dµ(z).
Now by Theorem 3.4 and Remark 3.5 we get
∣∣∣∣∣∣g(X)− g(Xˆ)∣∣∣∣∣∣
p
=
∣∣∣∣∣∣∣∣∫
R
χ(z,∞)(X) dµ(z)−
∫
R
χ(z,∞)(Xˆ) dµ(z)
∣∣∣∣∣∣∣∣
p
=
∣∣∣∣∣∣∣∣∫
R
[
χ(z,∞)(X)− χ(z,∞)(Xˆ)
]
dµ(z)
∣∣∣∣∣∣∣∣
p
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≤
∣∣∣∣∣∣∣∣∫
R
∣∣∣χ(z,∞)(X)− χ(z,∞)(Xˆ)∣∣∣ d|µ|(z)∣∣∣∣∣∣∣∣
p
≤
∫
R
∣∣∣∣∣∣χ(z,∞)(X)− χ(z,∞)(Xˆ)∣∣∣∣∣∣
p
d|µ|(z)
≤ 3 1p (sup fX)
q
p(q+1)V (g)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ qp(q+1)
q
,
which completes the proof for functions in NBV .
Next, let g be an arbitrary function in BV . By [18, Thm. 8.13], there
exists a unique function g˜ ∈ NBV and a unique constant c ∈ R such
that g(x) = g˜(x)+ c at all points of continuity of g, with V (g˜) ≤ V (g).
Also by [18] we know that g can have only countably many points of
discontinuity, so define ∪∞j=1{aj} to be the set of these points and let
λj := g(aj)− g˜(aj)− c. Then we can write
g(x) = g˜(x) + c+∆(x),
where
∆(x) :=
∞∑
j=1
λjχ{aj}(x) =
∞∑
j=1
λj
(
χ(−∞,aj ](x)− χ(−∞,aj)(x)
)
.
We define a measure
ν =
∞∑
j=1
λjδaj ,
where δa is the Dirac measure in a. Again by [18] we know that g(aj−)
exists, so we have g˜(aj) + c = g(aj−) and
|ν|(R) =
∞∑
j=1
|λj| =
∞∑
j=1
|g(aj)− g(aj−)| ≤ V (g).
Now we can write
∆(x) =
∫
R
χ(−∞,z](x)− χ(−∞,z)(x) dν(z).
and compute, similarly as in the NBV case, that∣∣∣∣∣∣∆(X)−∆(Xˆ)∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣∫
R
|χ(−∞,z](X)− χ(−∞,z](Xˆ)| d|ν|(z)
∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣∫
R
|χ(−∞,z)(X)− χ(−∞,z)(Xˆ)| d|ν|(z)
∣∣∣∣∣∣∣∣
p
≤
∫
R
∣∣∣∣∣∣χ(−∞,z](X)− χ(−∞,z](Xˆ)∣∣∣∣∣∣
p
d|ν|(z)
+
∫
R
∣∣∣∣∣∣χ(−∞,z)(X)− χ(−∞,z)(Xˆ)∣∣∣∣∣∣
p
d|ν|(z)
≤ 2 · 3 1p (sup fX)
q
p(q+1)V (g)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ qp(q+1)
q
.
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This, combined with the NBV result, implies that∣∣∣∣∣∣g(X)− g(Xˆ)∣∣∣∣∣∣
p
=
∣∣∣∣∣∣g˜(X)− g˜(Xˆ) + ∆(X)−∆(Xˆ)∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣g˜(X)− g˜(Xˆ)∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∆(X)−∆(Xˆ)∣∣∣∣∣∣
p
≤ 3 · 3 1p (sup fX)
q
p(q+1)V (g)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ qp(q+1)
q
,
which gives the statement. 
As in Corollary 3.6 for indicator functions, we can now write an
analoguous statement for functions of bounded variation:
Corollary 4.4. Let X be the solution of the equation (2.1), 1 ≤ p <∞
and g ∈ BV . Suppose that XT has a bounded density, 1 ≤ q <∞ and
XpiT is an approximation of XT such that
||XT −XpiT ||q ≤ Cq |pi|θ
for some θ > 0 and some constant Cq ≥ 0. Then
E|g(XT )− g(XpiT )|p ≤ 3p+1 (sup fXT )
q
q+1 V (g)pC
q
q+1
q |pi|
θq
q+1 .
4.2. Euler and Milstein Schemes.
Theorem 4.5. Let g ∈ BV and 1 ≤ p < ∞. Then we have for
0 < ε < 1/2 that
E|g(XT )− g(XET )|p ≤ 3p(sup fXT ∨
√
sup fXT )V (g)
pCε |pi|
1
2
−ε
and for 0 < ε < 1 that
E|g(XT )− g(XMT )|p ≤ 3p(sup fXT ∨
√
sup fXT )V (g)
pC ′ε |pi|1−ε ,
where Cε and C
′
ε depend on ε and the constants of the corresponding
schemes.
Proof. The statement follows from Corollary 4.4 with arguments similar
to the proof of Theorem 3.7. 
For the Euler scheme we can write an extended version corresponding
to Theorem 3.8:
Theorem 4.6. Let 1 ≤ p <∞ and g ∈ BV . Then there exists m > 0
such that for |pi| < m we have
E|g(XT )− g(XET )|p ≤ 3p(sup fXT ∨
√
sup fXT )V (g)
p |pi|
1
2
− 2+M
(− log|pi|)1/3 ,
where M is the constant in Theorem A.1.
Proof. By Theorem A.1 and Corollary 4.4 we get for 1 ≤ q <∞ that
E|g(XT )− g(XET )|p ≤ 3p+1(sup fXT∨
√
sup fXT )V (g)
peMq
2· q
q+1 |pi| q2(q+1)
≤ 3p+1(sup fXT ∨
√
sup fXT )V (g)
peMq
2 |pi| q2(q+1) ,
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which by the arguments in Theorem 3.8 implies that
E|g(XT )− g(XET )|p ≤ 3p(sup fXT ∨
√
sup fXT )V (g)
p |pi|
1
2
− 2+M
(− log|pi|)1/3 .

5. Extension
Next we extend the result into a function class, to be called Gp,ϕ, that
contains e.g. all polynomials. The main result is given in Theorem 5.7
and the class Gp,ϕ is analyzed in Section 6.
Definition 5.1 (Bump function). Let ϕ : R → R be a function such
that 0 < ϕ(z) ≤ 1 for all z ∈ R, ϕ is increasing in (−∞, 0] and
decreasing in (0,∞), and
lim
|z|→∞
ϕ(z) = 0.
Then ϕ is called a bump function.
Definition 5.2 (Class Gp,ϕ). Fix p ∈ [1,∞) and let ϕ : R → R be a
given bump function. Let M be the set of all signed measures µ on
(R,B(R)) such that |µ| is σ-finite. Define
Mp,ϕ = {µ ∈M : ϕ ∈ Lloc1 (R, |µ|) ∩ L1+ 1
p
(R, |µ|)}.
Then for any µ ∈Mp,ϕ define a function related to µ by
gµ(x) =
{∫
(0,x]
ϕdµ, for x ≥ 0,∫
(x,0]
ϕdµ, for x < 0,
where (0, 0] = ∅. Also define a set of jump functions
∆p,ϕ = { ∆A(x) =
∞∑
i=1
λiϕ(ai)χ{ai}(x) : A = (ai)
∞
i=1 ⊂ R countable ,
ai 6= aj if i 6= j, (λi)∞i=1 ⊂ R and
∞∑
i=1
|λi|ϕ(ai)1+
1
p <∞}.
Then we set
Gp,ϕ = {g : g = c+ gµ +∆A for some c ∈ R,
µ ∈Mp,ϕ and ∆A ∈ ∆p,ϕ},
where the decomposition of g is unique, as we will see in Theorem 5.4.
Moreover, denote the (p, ϕ)-variation of g ∈ Gp,ϕ by
Vp,ϕ(g) =
∫
R
ϕ1+
1
p d|µ|+
∞∑
i=1
|λi|ϕ(ai)1+
1
p .
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Remark 5.3. The definition implies that any function gµ ∈ Gp,ϕ is right-
continuous and gµ(0) = 0. To relax these restrictions, we add to the
function gµ a constant c and a function ∆A, which can be used to
alter the left- or right-continuity of gµ at the points of discontinuity or
to add point discontinuities anywhere. For example, we can make gµ
left-continuous by choosing
∆A(x) =
{
gµ(x−)− gµ(x) for x ∈ A,
0 elsewhere,
where A is the set of points of discontinuity of gµ. We see that g can
have only a countable number of jumps, because otherwise µ({x}) 6=
0 for uncountably many x ∈ R, which is a contradiction to the σ-
finiteness of the measure |µ|. Moreover, both g and gµ may jump at
zero; the jump height of gµ is then given by ϕ(0)µ({0}), and the jump
of g depends on ϕ(0)µ({0}) and ∆A(0).
Theorem 5.4. The decomposition g = c + gµ +∆A for functions g ∈
Gp,ϕ is unique.
Proof. Take g1, g2 ∈ Gp,ϕ such that gi = ci + gµi + ∆Ai, i ∈ {1, 2},
and suppose that g1 = g2. Now A1 ∪ A2 is countable and ∆Ai = 0 in
(A1 ∪A2)c. Let us take a sequence (xj) ⊂ (A1 ∪A2)c such that xj ց 0
as j → ∞. Since gµi is right-continuous and gµi(0) = 0, we get that
gi(xj) = ci + g
µi(xj) → ci, and thus c1 = c2. This implies that for
x0 ∈ (A1 ∪ A2)c we have gµ1(x0) = gµ2(x0). Now let x0 ∈ A1 ∪ A2.
Again we choose a sequence (xj) ⊂ (A1 ∪ A2)c such that xj ց x0 as
j → ∞, and by right-continuity of gµi we get that gµ1(x0) = gµ2(x0).
Thus gµ1 = gµ2 everywhere, and also ∆A1 = ∆A2 . 
Theorem 5.5. Functions of bounded variation are a special case of
functions in Gp,ϕ, i.e. BV ⊂ Gp,ϕ.
Proof. Let g ∈ NBV and let µBV be the signed measure related to
g. At the points of continuity of g we have g = g(0+) + gµ, where
the measure µ is chosen such that dµ = dµBV /ϕ on (0,∞) and dµ =
−dµBV /ϕ on (−∞, 0]. Here |µ| is σ-finite by the finiteness of µBV and
the properties of ϕ. It also holds that
||ϕ||L
1+ 1p
(R,|µ|) ≤ V (g)
p
p+1 <∞.
Now let g ∈ BV . Then g = g˜ + c for some g˜ ∈ NBV and c ∈ R at the
points of continuity of g, thus satisfying g = g˜(0+) + c + g˜µ. At the
points of discontinuity we correct this by choosing ∆A such that A is
the set of the points where g is not right-continuous, and the values λ
correspond to the jump heights of g. Then
∞∑
i=1
|λi|ϕ(ai)1+
1
p ≤
∞∑
i=1
|λi| ≤ V (g).
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
5.1. General Approximation. As before, let X and Xˆ be random
variables. We define a function ϕ that connects the random variables
with their tail behavior.
Definition 5.6. Take two strictly positive monotone functions
ϕ+θ : (0,∞)→ (0, 1]
and
ϕ−θ : (−∞, 0]→ (0, 1]
for 0 < θ < 1 with properties
ϕ+θ (K)→ 0 as K →∞,
ϕ−θ (K)→ 0 as K → −∞,[
P(X ≥ K) ∨P(Xˆ ≥ K)
]θ
≤ ϕ+θ (K) for K > 0
and [
P(X ≤ K) ∨P(Xˆ ≤ K)
]θ
≤ ϕ−θ (K) for K ≤ 0.
Then we define a bump function ϕX,Xˆθ : R→ (0, 1] by
ϕX,Xˆθ (K) :=
{
ϕ+θ (K) if K > 0,
ϕ−θ (K) if K ≤ 0.
Now the main result is the following convergence theorem for func-
tions in the class Gp,ϕ associated with the function ϕX,Xˆθ .
Theorem 5.7. Let X and Xˆ be random variables such that X has a
bounded density. Suppose that 0 < θ < 1 and let ϕX,Xˆθ be a function
as in Definition 5.6. If 1 ≤ p < ∞ and g ∈ G
p,ϕX,Xˆθ
, then for all
1 ≤ q <∞ we have
E|g(X)− g(Xˆ)|p ≤ 3 · 2p (sup fX)
q(1−θ)
q+1
(
V
p,ϕX,Xˆθ
(g)
)p ∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ q(1−θ)q+1
q
.
Proof. Let g ∈ G
p,ϕX,Xˆθ
. Then by definition g = c + gµ +∆A and∣∣∣∣∣∣g(X)− g(Xˆ)∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣gµ(X)− gµ(Xˆ)∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∆A(X)−∆A(Xˆ)∣∣∣∣∣∣
p
.
Now we can compute
gµ(x)χ[0,∞)(x) =
∫
(0,x]
ϕX,Xˆθ (z) dµ(z) χ[0,∞)(x)
=
∫
(0,∞)
χ[z,∞)(x)ϕ
X,Xˆ
θ (z) dµ(z)
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and similarly
gµ(x)χ(−∞,0)(x) =
∫
(x,0]
ϕX,Xˆθ (z) dµ(z) χ(−∞,0)(x)
=
∫
(−∞,0]
χ(−∞,z)(x)ϕ
X,Xˆ
θ (z) dµ(z).
Thus ∣∣∣∣∣∣gµ(X)− gµ(Xˆ)∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣gµ(X)χ[0,∞)(X)− gµ(Xˆ)χ[0,∞)(Xˆ)∣∣∣∣∣∣
p
+
∣∣∣∣∣∣gµ(X)χ(−∞,0)(X)− gµ(Xˆ)χ(−∞,0)(Xˆ)∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣∫
(0,∞)
|χ[z,∞)(X)− χ[z,∞)(Xˆ)|ϕX,Xˆθ (z) d|µ|(z)
∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣∫
(−∞,0]
|χ(−∞,z)(X)− χ(−∞,z)(Xˆ)|ϕX,Xˆθ (z) d|µ|(z)
∣∣∣∣∣∣∣∣
p
≤
∫
(0,∞)
∣∣∣∣∣∣χ[z,∞)(X)− χ[z,∞)(Xˆ)∣∣∣∣∣∣
p
ϕX,Xˆθ (z) d|µ|(z)
+
∫
(−∞,0]
∣∣∣∣∣∣χ(−∞,z)(X)− χ(−∞,z)(Xˆ)∣∣∣∣∣∣
p
ϕX,Xˆθ (z) d|µ|(z).
Denote by ψ(X, Xˆ) the error function from Theorem 3.4, i.e.
ψ(X, Xˆ) := 3(sup fX)
q
q+1
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ qq+1
q
and notice that a ∧ b ≤ a1−θbθ for any a, b ≥ 0 and 0 < θ < 1. Since
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| = P(X ≥ K, Xˆ< K) +P(X < K, Xˆ ≥ K)
≤ 2(P(X ≥ K) ∨P(Xˆ ≥ K)),
it follows from Theorem 3.4 that, for K > 0,
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| ≤ ψ(X, Xˆ) ∧ 2
[
P(X ≥ K) ∨P(Xˆ ≥ K)
]
≤ ψ(X, Xˆ)1−θ2θ
[
P(X ≥ K)∨P(Xˆ ≥ K)
]θ
≤ 2θψ(X, Xˆ)1−θϕ+θ (K),
where 0 < θ < 1. In a similar way we get for K ≤ 0 that
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| ≤ 2θψ(X, Xˆ)1−θϕ−θ (K),
so we can write for K ∈ R that
E|χ[K,∞)(X)− χ[K,∞)(Xˆ)| ≤ 2θψ(X, Xˆ)1−θϕX,Xˆθ (K).
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This gives an estimate for
∣∣∣∣∣∣χ[z,∞)(X)− χ[z,∞)(Xˆ)∣∣∣∣∣∣
p
, and the same es-
timate holds for
∣∣∣∣∣∣χ(−∞,z)(X)− χ(−∞,z)(Xˆ)∣∣∣∣∣∣
p
by the observation in Re-
mark 3.5. Therefore∣∣∣∣∣∣gµ(X)− gµ(Xˆ)∣∣∣∣∣∣
p
≤
∫
R
2
θ
pψ(X, Xˆ)
1−θ
p ϕX,Xˆθ (z)
1
pϕX,Xˆθ (z) d|µ|(z)
≤ 2 θp
∫
R
3
1−θ
p (sup fX)
q(1−θ)
(q+1)p
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ q(1−θ)(q+1)p
q
ϕX,Xˆθ (z)
1+ 1
p d|µ|(z)
≤ 3 1p (sup fX)
q(1−θ)
(q+1)p
∫
R
ϕX,Xˆθ (z)
1+ 1
p d|µ|(z)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ q(1−θ)(q+1)p
q
.
It remains to show a similar estimate for the jump function ∆A. This
can be done by the same argument as in the case of bounded variation,
namely by writing
∆A(x) =
∫
R
χ(−∞,z](x)− χ(−∞,z)(x) dν(z),
where
ν =
∞∑
i=1
λiϕ
X,Xˆ
θ (ai)δai
and δa is the Dirac measure in a. Then by arguments similar to the
first part of the proof and Remark 3.5 we get∣∣∣∣∣∣∆A(X)−∆A(Xˆ)∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣∫
R
|χ(−∞,z](X)− χ(−∞,z](Xˆ)| d|ν|(z)
∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣∫
R
|χ(−∞,z)(X)− χ(−∞,z)(Xˆ)| d|ν|(z)
∣∣∣∣∣∣∣∣
p
≤
∫
R
∣∣∣∣∣∣χ(−∞,z](X)− χ(−∞,z](Xˆ)∣∣∣∣∣∣
p
d|ν|(z)
+
∫
R
∣∣∣∣∣∣χ(−∞,z)(X)− χ(−∞,z)(Xˆ)∣∣∣∣∣∣
p
d|ν|(z)
≤ 2 · 3 1p (sup fX)
q(1−θ)
(q+1)p
∫
R
ϕX,Xˆθ (z)
1
p d|ν|(z)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ q(1−θ)(q+1)p
q
≤ 2 · 3 1p (sup fX)
q(1−θ)
(q+1)p
( ∞∑
i=1
|λi|ϕX,Xˆθ (ai)1+
1
p
)∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ q(1−θ)(q+1)p
q
,
so finally we get∣∣∣∣∣∣g(X)− g(Xˆ)∣∣∣∣∣∣
p
≤ 2 · 3 1p (sup fX)
q(1−θ)
(q+1)pV
p,ϕX,Xˆθ
(g)
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣ q(1−θ)(q+1)p
q
.

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6. Analysis of the Class Gp,ϕ
We study the class Gp,ϕ with the underlying function ϕ = ϕX,Xˆθ .
This function depends on the approximation Xˆ , and our first task is
to handle this dependence. We show in Lemma 6.2 that we can choose
the function ϕX,Xˆθ such that it decays faster than any polynomial, and
then we prove in Theorem 6.3 that with this choice, the class G
p,ϕX,Xˆθ
contains all polynomials. Then we apply the results to solutions of
SDEs, and collect our knowledge in the main result, Corollary 6.4.
Lemma 6.1. Suppose that ϕ and ψ are bump functions.
(i) If ϕ ≤ ψ, then Gp,ψ ⊂ Gp,ϕ.
(ii) If g ∈ Gp,ψ and ϕ ≤ ψ, then Vp,ϕ(g) ≤ Vp,ψ(g).
Proof. First we show (i). Let g ∈ Gp,ψ and µψ be related to g, i.e.
g = c+gµψ +∆A. We choose a measure µϕ such that dµϕ = (ψ/ϕ)dµψ,
which implies that d|µϕ| = (ψ/ϕ)d|µψ| and |µϕ| is σ-finite. Now we get
for x ≥ 0 that
gµψ(x) =
∫
(0,x]
ψ(z) dµψ(z) =
∫
(0,x]
ϕ(z) dµϕ(z)
and similarly for x < 0. The integrability conditions are satisfied, since∫
A
ϕ(z) d|µϕ|(z) =
∫
A
ψ(z) d|µψ|(z) <∞
for all A ⊂⊂ R and∫
R
ϕ(z)1+
1
p d|µϕ|(z) =
∫
R
ψ(z)ϕ(z)
1
p d|µψ|(z)
≤
∫
R
ψ(z)1+
1
p d|µψ|(z) <∞.
The representation of the jump part ∆A changes correspondingly in
the change of measure, i.e. we set
λϕi = λ
ψ
i ·
ψ(ai)
ϕ(ai)
and see that
∞∑
i=1
|λϕi |ϕ(ai)1+
1
p ≤
∞∑
i=1
|λψi |ψ(ai)1+
1
p <∞.
This proves the assertion (i), and (ii) follows by a similar argument. 
Lemma 6.2. Suppose that X and Xˆ are random variables such that
X ∈ ⋂p∈[1,∞)Lp, and suppose there exists C = (Cp)p∈[1,∞) ⊂ (0,∞)
such that
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣
p
≤ Cp for all p ∈ [1,∞). Let θ ∈ (0, 1). Then we
can choose the function ϕX,Xˆθ such that ϕ
X,Xˆ
θ = ϕ
X
C,θ, where the function
ϕXC,θ is a bump function that decays faster than any polynomial.
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Proof. The triangle inequality gives that Xˆ ∈ Lp and∣∣∣∣∣∣Xˆ∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣X − Xˆ∣∣∣∣∣∣
p
+ ||X||p ≤ Cp + ||X||p .
Thus by Chebychev’s inequality we have for all λ > 0 that
P(|X| ≥ λ) ≤ E|X|
p
λp
and
P(|Xˆ| ≥ λ) ≤ E|Xˆ|
p
λp
≤ (Cp + ||X||p)
p
λp
.
So we have a polynomial tail estimate for X and Xˆ that depends only
on the constants Cp of the Lp-estimates, not directly on Xˆ . This implies
that[
P(|X| ≥ λ) ∨P(|Xˆ| ≥ λ)
]θ
≤ inf
p∈[1,∞)
(Cp + ||X||p)θp
λθp
∧ 1 =: ϕX,0C,θ (λ)
for λ > 0. For λ < 0 we define ϕX,0C,θ (λ) := ϕ
X,0
C,θ (|λ|), and ϕX,0C,θ (0) :=
1. The function ϕX,0C,θ satisfies the monotonicity properties of a bump
function, but is not necessarily strictly positive. However, if we take a
bump function ψ and define
ϕXC,θ := ϕ
X,0
C,θ ∨ ψ,
then ϕXC,θ is a bump function suitable for the choice of ϕ
X,Xˆ
θ . Since ϕ
X,0
C,θ
clearly decays faster than any polynomial and we can choose ψ(λ) =
e−|λ|, we see that ϕXC,θ also decays faster than any polynomial. 
Let P be the set of all polynomials from R to R. Then we have the
following:
Theorem 6.3. Suppose that ϕ is a bump function that decays faster
than any polynomial. Then P ⊂ Gp,ϕ for all p ∈ [1,∞).
Proof. Let p ∈ [1,∞) and suppose that g ∈ P. Then by the funda-
mental theorem of calculus we have for x > 0 that
g(x) = g(0) +
∫ x
0
g′(z) dz
and for x ≤ 0 that
g(x) = g(0)−
∫ 0
x
g′(z) dz.
Thus by defining c = g(0) and a signed measure µ such that
dµ(z) = sgn(z)
g′(z)
ϕ(z)
dz,
we have that |µ| is σ-finite and the representation g = c + gµ holds.
Now g′ also has only polynomial growth, say |g′(x)| ≤ C(1 + |x|s) for
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s ≥ 1. But ϕ decays faster than any polynomial, so we have ϕ(x) ≤
C˜|x|−p(s+2) ∧ 1 and
Vp,ϕ(g) =
∫
R
ϕ1+
1
p d|µ| = ∫
R
ϕ
1
p (z)|g′(z)| dz
≤ CC˜ 1p ∫
R
(|z|−(s+2) ∧ 1)(1 + |z|s) dz <∞,
which implies that g ∈ Gp,ϕ. 
Let us now come back to the SDE (2.1) and summarize our knowl-
edge:
Corollary 6.4. Let p ∈ [1,∞). Suppose that X is the solution of the
equation (2.1), XT has a bounded density, and X
pi
T is an approximation
of XT such that
||XT −XpiT ||p ≤ Cp |pi|γ
for some constants γ > 0 and Cp ≥ 0. Then for any 0 < ε < γ we
have for θ = ε
2γ−ε , ϕ
XT
C,θ according to Lemma 6.2 and g ∈ Gp,ϕXTC,θ that
E|g(XT )− g(XpiT )|p ≤ 3 · 2p(sup fXT )1−
ε
γ
(
V
p,ϕ
XT
C,θ
(g)
)p
C
1− ε
γ
1/θ |pi|γ−ε .
Especially, P ⊂ G
p,ϕ
XT
C,θ
.
Proof. By Lemma A.2 we have that XT ∈
⋂
p∈[1,∞)Lp, so by Lemma
6.2 we can choose ϕ
XT ,X
pi
T
θ = ϕ
XT
C,θ, where ϕ
XT
C,θ is a bump function with
decay faster than any polynomial. Now using Theorem 5.7 we get for
any q ∈ [1,∞) and θ ∈ (0, 1) that
E|g(XT )− g(XpiT )|p
≤ 3 · 2p(sup fXT )
q(1−θ)
q+1
(
V
p,ϕ
XT
C,θ
(g)
)p
C
q(1−θ)
q+1
q |pi|
γq(1−θ)
q+1 .
Let 0 < ε < γ. Now choose q = 2γ
ε
− 1 and let θ = 1/q. Note that
q > 1 since ε < γ. Then
q(1− θ)
q + 1
=
q − 1
q + 1
= 1− ε
γ
and thus we get for all g ∈ G
p,ϕ
XT
C,θ
that
E|g(XT )− g(XpiT )|p ≤ 3 · 2p(sup fXT )1−
ε
γ
(
V
p,ϕ
XT
C,θ
(g)
)p
C
1− ε
γ
1/θ |pi|γ−ε .
Moreover, by Theorem 6.3 we have that P ⊂ G
p,ϕ
XT
C,θ
. 
Remark 6.5. In Corollary 6.4 the function ϕ
XT ,X
pi
T
θ depends on the dis-
tribution of XpiT and is replaced by the uniform bound ϕ
XT
C,θ. However,
when considering convergence rate we are looking at partitions with
small mesh size. Thus if approximating random variables XpiT corre-
sponding to partitions with large mesh size had heavy tailed distribu-
tions, the use of the uniform bound could unnecessarily narrow down
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the class of functions. Therefore in such a case it would be better to
take more delicate approach and study the result
E|g(XT )− g(XpiT )|p ≤ 3 · 2p(sup fXT )1−
ε
γ
(
V
p,ϕ
XT ,X
pi
T
θ
(g)
)p
C
1− ε
γ
1/θ |pi|γ−ε .
Corollary 6.4 now gives convergence rates for both Euler and Milstein
schemes:
Corollary 6.6. Let 1 ≤ p < ∞. Then for 0 < ε < 1
2
, θ = ε
1−ε and
g ∈ G
p,ϕ
XT
C,θ
that
E|g(XT )− g(XET )|p ≤ 3 · 2p(sup fXT )1−2ε
(
V
p,ϕ
XT
C,θ
(g)
)p
C1−2ε1/θ |pi|
1
2
−ε .
and similarly for 0 < ε < 1 and θ = ε
2−ε we have that
E|g(XT )− g(XMT )|p ≤ 3 · 2p(sup fXT )1−ε
(
V
p,ϕ
XT
C,θ
(g)
)p
C1−ε1/θ |pi|1−ε .
Especially, the statements hold for any g ∈ P.
Example 6.7. Let us generate a jump function by choosing the measure
µ to be a sum of Dirac measures,
µ =
∑
k∈Z
αk
ϕXTC,θ(ak)
δak ,
where αk, ak ∈ R for all k ∈ Z and ak 6= al for k 6= l. Then from the
integrability condition for µ we see that g ∈ G
p,ϕ
XT
C,θ
if
(6.1)
∑
k∈Z
|αk|ϕXTC,θ(ak)
1
p <∞.
Therefore the result of Corollary 6.4 holds for jump functions with
jumps controlled by the decay of the function ϕXTC,θ in a way that the
condition (6.1) is satisfied.
6.1. Euler scheme. In the case of the Euler scheme we can again
use our knowledge about constants to get more explicit results for the
decay of the function ϕ
XT ,X
E
T
θ . Let us recall the following result from
Bouleau and Le´pingle [1]:
Lemma 6.8 ([1, Ch. 5, Lemma B.1.2.]). For 1 ≤ p <∞,
sup
t≤T
|XEt | ∈ Lp
and there exist M(x0, T, CT ) > 0 such that∣∣∣∣∣∣∣∣sup
t≤T
|XEt |
∣∣∣∣∣∣∣∣
p
≤ eMp2 .
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Proof. By Theorem A.1 and Lemma A.2 in the Appendix we get∣∣∣∣∣∣∣∣sup
t≤T
|XEt |
∣∣∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣sup
t≤T
|Xt −XEt |
∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣sup
t≤T
|Xt − x0|
∣∣∣∣∣∣∣∣
p
+ |x0|
≤ (2
√
T + |x0|)eMp2,
and we absorb the constant (2
√
T + |x0|) into the constant M . 
Theorem 6.9. We can choose the function ϕ
XT ,X
E
T
θ in a way that
ϕ
XT ,X
E
T
θ ≤ ϕXTθ,E, where ϕXTθ,E is a bump function such that
(i) if the functions σ and b are bounded, i.e. |σ|, |b| ≤M , we have
ϕXTθ,E(z) =

e−
θ(z−(x0+MT ))2
2M2T if z > max(x0 +MT, 0),
e−
θ(z−(x0−MT ))2
2M2T if z < min(x0 −MT, 0),
1 elsewhere,
(ii) if the functions σ and b are Lipschitz, then there exists z0 > 1
such that we have
ϕXTθ,E(z) =
{
|z|− 2θ3√3M (log |z|)1/2 if |z| > z0,
1 if |z| ≤ z0,
where M =M(x0, T, CT ) > 0.
Proof. (i) We consider the Euler approximation with n time nodes in
the integral form (2.2). If we denote
Lu :=
n−1∑
k=0
σ(tk, X
E
tk
)χ[tk,tk+1)(u),
then by the boundedness of σ and the Novikov condition
Mt := e
α
R t
0 Lu dWu−α
2
2
R t
0 L
2
u du
is a martingale for any α > 0, and EMt = 1. Thus by Chebychev’s
inequality we have for λ > 1 that
P
(
eα
R T
0 Lu dWu−α
2
2
R T
0 L
2
u du ≥ λ
)
≤ 1
λ
.
By taking logarithm this implies
P
(
α
∫ T
0
Lu dWu − α
2
2
∫ T
0
L2u du ≥ λ
)
≤ e−λ
for λ > 0. Since ∫ T
0
L2u du ≤M2T,
we get
P
(∫ T
0
Lu dWu ≥ λ
α
+
αM2T
2
)
≤ e−λ,
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which we can reparametrize to get
P
(∫ T
0
Lu dWu ≥ λ
)
≤ eα
2M2T
2
−λα
for λ > αM2T/2. Now we can choose α = λ/(M2T ) to get
P
(∫ T
0
Lu dWu ≥ λ
)
≤ e− λ
2
2M2T
for λ > 0. A similar proof with L˜u = −Lu shows that
P
(∫ T
0
Lu dWu ≤ λ
)
≤ e− λ
2
2M2T
for λ < 0. Therefore, for λ > max(x0 +MT, 0)
P
(
XET ≥ λ
) ≤ P(x0 + ∫ T
0
Lu dWu +MT ≥ λ
)
≤ e− (λ−(x0+MT ))
2
2M2T ,
and for λ < min(x0 −MT, 0)
P
(
XET ≤ λ
) ≤ P(x0 + ∫ T
0
Lu dWu −MT ≤ λ
)
≤ e− (λ−(x0−MT ))
2
2M2T .
Obviously a similar proof works for the random variable XT instead
of XET , so by the definition of ϕ
XT ,X
E
T
θ the assertion follows. Moreover,
to get a bump function we choose the upper bound to be one on the
interval [min(x0 −MT, 0),max(x0 +MT, 0)].
(ii) If σ and b are Lipschitz, then we know from Lemma 6.8 that∣∣∣∣XET ∣∣∣∣p ≤ eMp2,
where the constant M > 0 depends on x0, T and CT . Now by Cheby-
chev’s inequality we have for λ > 0 that
P(|XET | ≥ λ) ≤
E|XET |p
λp
≤ e
Mp3
λp
.
Choose 3Mp2 = log λ for λ > λ0 = e
3M . This gives
p =
(log λ)1/2
(3M)1/2
,
and thus for λ > λ0 we get
P(|XET | ≥ λ) =
e
1
3
p log λ
λp
= λ−
2
3
p = λ
− 2
3
√
3M
(log λ)1/2
.
Again the same proof works for the term P(|XT | ≥ λ) because of
Lemma A.2 in the Appendix. 
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Theorem 6.10. Let c > 0. If the functions σ and b are bounded, and
g(z) = ec|z|
γ
if 0 < γ < 2,
or
g(z) = ec|z|
2
with c < θ/p,
then g ∈ G
p,ϕ
XT
θ,E
.
Proof. Since g is not differentiable at zero, define g˜(x) := g′(x) if x 6= 0
and g˜(0) := 0. By choosing a signed measure
dµ(z) =
sgn(z)g˜(z)
ϕXTθ,E(z)
dz,
we get that |µ| is σ-finite and the representation g = g(0) + gµ holds.
The definition of the class G
p,ϕ
XT
θ,E
gives the condition∫
R
(
ϕXTθ,E(z)
) 1
p |g˜(z)| dz =
∫
R
(
ϕXTθ,E(z)
) 1
p ec|z|
γ
cγ|z|γ−1 dz <∞,
which is by Theorem 6.9 satisfied, because the singularity at zero for
0 < γ < 1 is not too strong, and integrability is determined by the
parameters γ, c, θ and p as proposed in the formulation of this Theorem.
Similarly we see that the local integrability condition is satisfied. 
7. Lower bound
In this section we find a solution X1 (i.e. T = 1) of an SDE of the
type (2.1) such that it gives a lower bound for the approximation rate of
the Euler scheme in Theorem 3.7. This is achieved by choosingXt = St,
the geometric Brownian motion. Let St = e
Wt−t/2 for t ∈ [0, 1], so that
S is a solution of
St = 1 +
∫ t
0
Ss dWs
and let Un := SE−S, where SE is the Euler scheme as defined in (2.2)
corresponding to the equidistant partition of [0, 1], i.e. pi = (i/n)ni=0.
Lemma 7.1. We have (W,
√
nUn) =⇒ (W,U) in the Skorohod topol-
ogy, where U is the strong solution of the equation
(7.1) Ut =
∫ t
0
Us dWs − 1√
2
∫ t
0
Ss dBs
and B is a standard Brownian motion independent of W .
Proof. The statement is an immediate consequence of a result by Jacod
and Protter, [10, Corollary 5.4]. 
Theorem 7.2. There exists K0 > 0 such that
lim inf
n→∞
√
n sup
K≥K0
E|χ[K,∞)(S1)− χ[K,∞)(SE1 )| > 0,
where SE1 is the equidistant Euler approximation of S1.
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Remark 7.3. Theorem 7.2 states that the convergence rate 1
2
−ε for the
Euler scheme obtained in Theorem 3.7 and consequently in Theorem
4.5 and Corollary 6.6 is optimal up to the factor ε, i.e. any rate γ > 1
2
leads to a contradiction with the statement of Theorem 7.2.
Proof of Theorem 7.2. Let us consider the setting of Lemma 7.1 and
the process U defined by the equation (7.1). If U1 = 0 a.s., then for all
t ∈ [0, 1] we have Ut = 0 a.s., which leads to a contradiction. Therefore
P (U1 > 0) > 0 or P (U1 < 0) > 0. If P (U1 > 0) > 0, then there exist
ε ∈ (0, 1], δ > 0 and K ≥ 1 +K0 with K0 > 0 such that
P (S1 ∈ [K − 1, K), U1 > ε) = δ.
The case P (U1 < 0) > 0 can be treated in a similar way by chang-
ing the condition U1 > ε to U1 < −ε. By Lemma 7.1 we know
that (W,
√
nUn) ⇒ (W,U) in the Skorohod topology. This implies
that (W1,
√
nUn1 ) ⇒ (W1, U1), since the projection mapping pi1, i.e.
the mapping α 7→ α(1) for a process α, is continuous in the Sko-
rohod topology. Because the function ex−
t
2 is continuous, we have
(S1,
√
nUn1 )⇒ (S1, U1). Therefore
lim inf
n→∞
P
(
S1 ∈ [K − 1, K),
√
n[SE1 − S1] > ε
)
= lim inf
n→∞
P
(
S1 ∈ (K − 1, K),
√
nUn1 > ε
)
≥ P (S1 ∈ (K − 1, K), U1 > ε)
= P (S1 ∈ [K − 1, K), U1 > ε) ,
and we see that there exists n0 ≥ 1 such that for all n ≥ n0
P
(
S1 ∈ [K − 1, K), [SE1 − S1] >
ε√
n
)
≥ δ
2
.
Assume a partition K − 1 = Km0 < Km1 < · · · < Kmm = K. Then
sup
l=1,...,m
P
(
S1 ∈ [Kml−1, Kml ), [SE1 − S1] >
ε√
n
)
≥ δ
2m
.
Now choose the partition (Kml )
m
l=1 to be equidistant with
(7.2)
1
m
≤ ε√
n
.
Then there exists l0 ∈ {1, . . . , m} such that
δ
2m
≤ P
(
S1 ∈ [Kml0−1, Kml0 ), SE1 > S1 +
ε√
n
)
≤ P (S1 < Kml0 , SE1 ≥ Kml0 ) .
Let m = ⌈√n/ε⌉, which satisfies the condition (7.2) for the mesh size.
Hence
δ
2⌈√n/ε⌉ ≤ P
(
S1 < K
m
l0
, SE1 ≥ Kml0
)
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≤ E|χ[Kml0 ,∞)(S1)− χ[Kml0 ,∞)(S
E
1 )|.
Since ⌈√n/ε⌉ ≤ 2√n/ε we have
E|χ[Kml0 ,∞)(S1)− χ[Kml0 ,∞)(S
E
1 )| ≥
δ
2⌈√n/ε⌉ ≥
δε
4
√
n
.
Therefore
√
n sup
K≥K0
E|χ[K,∞)(S1)− χ[K,∞)(SE1 )| ≥
δε
4
for all n ≥ n0, which implies the assertion. 
Appendix A.
Here we prove the following Theorem from the book of Bouleau and
Le´pingle, [1, pp. 275-276]. The proof is given in the book, but without
computing the constant explicitly.
Theorem A.1. If the assumptions (i)-(iii) in section 2 hold, and 1 ≤
p <∞, then ∣∣∣∣∣∣∣∣ sup
0≤t≤T
|Xt −XEt |
∣∣∣∣∣∣∣∣
p
≤ eMp2 |pi| 12 ,
where the constant M > 0 depends at most on x0, T and CT .
For the proof we need the following Lemma:
Lemma A.2. For 1 ≤ p <∞ and 0 ≤ s ≤ t ≤ T ,∣∣∣∣∣
∣∣∣∣∣ supu∈[s,t] |Xu −Xs|
∣∣∣∣∣
∣∣∣∣∣
p
≤ √t− s eMp2,
where M > 0 depends at most on x0, T and CT .
Proof. Without loss of generality we can suppose that p ≥ 2. For fixed
s ∈ [0, T ] define
F (t) =
∣∣∣∣∣
∣∣∣∣∣ supu∈[s,t] |Xu −Xs|
∣∣∣∣∣
∣∣∣∣∣
p
for all t ∈ [s, T ]. Then by the Burkholder-Davis-Gundy inequality (as
in [1, p. 269]) and the linear growth condition we get
F (t) ≤ 2
∣∣∣∣∣∣∣∣∫ t
s
σ(u,Xu) dWu
∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣∫ t
s
|b(u,Xu)| du
∣∣∣∣∣∣∣∣
p
≤ 8p
∣∣∣∣∣
∣∣∣∣∣
(∫ t
s
|σ(u,Xu)|2 du
) 1
2
∣∣∣∣∣
∣∣∣∣∣
p
+
√
t− s
∣∣∣∣∣
∣∣∣∣∣
(∫ t
s
|b(u,Xu)|2 du
)1
2
∣∣∣∣∣
∣∣∣∣∣
p
≤ CT (8p+
√
t− s)
∣∣∣∣∣
∣∣∣∣∣
(∫ t
s
(1 + |Xu|)2 du
)1
2
∣∣∣∣∣
∣∣∣∣∣
p
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≤ C˜
∣∣∣∣∣
∣∣∣∣∣
(∫ t
s
(1 + |Xs|)2 du
)1
2
∣∣∣∣∣
∣∣∣∣∣
p
+
∣∣∣∣∣
∣∣∣∣∣
(∫ t
s
(|Xu −Xs|)2 du
) 1
2
∣∣∣∣∣
∣∣∣∣∣
p

≤ C˜
√t− s ||1 + |Xs|||p +
∣∣∣∣∣∣
∣∣∣∣∣∣
(∫ t
s
sup
v∈[s,u]
|Xv −Xs|2 du
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
p

≤ C˜
√t− s(1 + ||Xs||p) +
∫ t
s
∣∣∣∣∣
∣∣∣∣∣ supv∈[s,u] |Xv −Xs|
∣∣∣∣∣
∣∣∣∣∣
2
p
du

1
2

= C˜
√
t− s(1 + ||Xs||p) + C˜
(∫ t
s
F (u)2 du
)1
2
,
where C˜ = CT (8p+
√
t− s). Thus we have
F (t)2 ≤ 2C2T (8p+
√
t− s)2(t− s)(1 + ||Xs||p)2
+2C2T (8p+
√
t− s)2
∫ t
s
F (u)2 du
and by the Gronwall lemma we get
F (t)2 ≤ 2C2T (8p+
√
t− s)2(t− s)(1 + ||Xs||p)2e2C
2
T (8p+
√
t−s)2(t−s).
By taking the square root and choosing a suitable constant M we get
F (t) ≤Mp√t− s(1 + ||Xs||p)eMp
2
,
where M =M(T, CT ). In particular, the above estimate gives that
||Xs||p ≤ |x0|+ ||Xs −X0||p ≤ |x0|+Mp
√
s(1 + |x0|)eMp2,
so if we redefine the constant M , we get∣∣∣∣∣
∣∣∣∣∣ supu∈[s,t] |Xu −Xs|
∣∣∣∣∣
∣∣∣∣∣
p
≤ √t− s eMp2,
where M =M(x0, T, CT ). 
Proof of Theorem A.1. Suppose that p ≥ 2. Now define
F (t) =
∣∣∣∣∣∣∣∣sup
s≤t
|Xs −XEs |
∣∣∣∣∣∣∣∣
p
.
Here XE is the Euler scheme related to the equidistant partition pi,
and is defined for continuous time by formula (2.2). Then by the
Burkholder-Davis-Gundy inequality ([1, p. 269]) we get
F (t) ≤ 8p
∣∣∣∣∣∣
∣∣∣∣∣∣
(∫ t
0
n−1∑
k=0
|σ(u,Xu)− σ(tk, XEtk)|2χ[tk ,tk+1)(u) du
)1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
p
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+
√
t
∣∣∣∣∣∣
∣∣∣∣∣∣
(∫ t
0
n−1∑
k=0
|b(u,Xu)− b(tk, XEtk)|2χ[tk,tk+1)(u) du
)1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
p
≤ 8p
∫ t
0
(
n−1∑
k=0
∣∣∣∣σ(u,Xu)− σ(tk, XEtk)∣∣∣∣p χ[tk,tk+1)(u)
)2
du

1
2
+
√
t
∫ t
0
(
n−1∑
k=0
∣∣∣∣b(u,Xu)− b(tk, XEtk)∣∣∣∣p χ[tk ,tk+1)(u)
)2
du

1
2
.
By the conditions in Section 2 we have that
|σ(u,Xu)− σ(tk, XEtk)| ≤ |σ(u,Xu)− σ(u,Xtk)|
+|σ(u,Xtk)− σ(tk, Xtk)|+ |σ(tk, Xtk)− σ(tk, XEtk)|
≤ CT
(|Xu −Xtk |+ (1 + |Xtk |)|u− tk|α + |Xtk −XEtk |) ,
and a corresponding inequality holds for the function b. Thus by
Lemma A.2 we have for u ≥ tk that∣∣∣∣σ(u,Xu)− σ(tk, XEtk)∣∣∣∣p
≤ CT
(
||Xu −Xtk ||p + ||(1 + |Xtk |)|u− tk|α||p +
∣∣∣∣Xtk −XEtk∣∣∣∣p)
≤ CT
(
eMp
2 |u− tk| 12 +
(
1 + |x0|+
√
tke
Mp2
)
|u− tk|α + F (u)
)
≤ CT
(
(1 + |x0|+
√
T )eMp
2
(|pi| 12 + |pi|α) + F (u)
)
,
and again a corresponding inequality holds for b. Denote C(x0, T ) =
1 + |x0|+
√
T . Now we can continue our estimate for F (t) to get
F (t) ≤ CT (8p+
√
T ) ·∫ t
0
[
n−1∑
k=0
[
C(x0, T )e
Mp2(|pi| 12 + |pi|α) + F (u)
]
χ[tk ,tk+1)(u)
]2
du

1
2
≤ CT (8p+
√
T )
(∫ t
0
(
C(x0, T )e
Mp2(|pi| 12 + |pi|α) + F (u)
)2
du
) 1
2
≤ CT (8p+
√
T )
[√
T C(x0, T )e
Mp2(|pi| 12+|pi|α) +
[∫ t
0
F (u)2 du
] 1
2
]
≤ eM1p2(|pi| 12 + |pi|α) +M1p
(∫ t
0
F (u)2 du
) 1
2
,
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where M1 = M1(x0, T, CT ) does not depend on p. Taking a square we
get
F (t)2 ≤ 2e2M1p2(|pi| 12 + |pi|α)2 + 2M21 p2
∫ t
0
F (u)2 du,
and thus Gronwall’s Lemma gives
F (t)2 ≤ 2e2M1p2(|pi| 12 + |pi|α)2e2M21 p2T = 2e(2M1+2M21T )p2(|pi| 12 + |pi|α)2.
By taking square root on both sides and recalling the assumption α ≥ 1
2
this gives
F (t) ≤
√
2e(M1+M
2
1T )p
2
(|pi| 12 + |pi|α) ≤ eM2p2|pi| 12 ,
where M2 = M2(x0, T, CT ). The case 1 ≤ p < 2 follows from the case
p = 2 by redefining the constant M2. 
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