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Abstract
Transmit diversity usually employs multiple antennas at the transmitter. However, many
wireless devices such as mobile cellphones, Personal Digital Assistants (PDAs), just to name
a few, are limited by size, hardware complexity, power and other constraints to just one
antenna. A new paradigm called cooperative communication which allows single antenna
mobiles in a multi-user scenario to share their antennas has been proposed lately. This
multi-user configuration generates a virtual Multiple-Input Multiple-Output system, leading
to transmit diversity. The basic approach to cooperation is for two single-antenna users to use
each other's antenna as a relay in which each of the users achieves diversity. Previous
cooperative signaling methods encompass diverse forms of repetition of the data transmitted
by the partner to the destination. A new scheme called coded cooperation [15] which
integrates user cooperation with channel coding has also been proposed. This method
maintains the same code rate, bandwidth and transmit power as a similar non-cooperative
system, but performs much better than previous signaling methods [13], [14] under various
inter-user channel qualities.
This dissertation first discusses the coded cooperation framework that has been proposed
lately [19], coded cooperation with Repeat Convolutional Punctured Codes (RCPC) codes
and then investigates the application of turbo codes in coded cooperation.
In this dissertation we propose two new cooperative diversity schemes which are the
Repeat-Punctured Turbo Coded cooperation and coded cooperation using a Modified
Repeat-Punctured Turbo Codes. Prior to that, Repeat-Punctured Turbo codes are introduced.
We characterize the performance of the two new schemes by developing the analytical bounds
for bit error rate, which is confirmed by computer simulations. Finally, the turbo coded
cooperation using the Forced Symbol Method (FSM) is presented and validated through
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1.1 The Wireless Channel
Wireless devices, technologies and networks such as cellular telephones, ha
ndheld Personal
Digital Assistants (PDAs), bluetooth, walkie-talkie, Wireless LAN (WL
AN) etc ... are
omni-present and remarkably used nowadays. This is due to the fac
t that wireless
communication has increased to a great extent over the past decade. The main
goal of wireless
communications is to enable us to communicate with anybody from anywher
e at anytime for
anything flawlessly and in real or non-real time, which is impossible in
most cases and
impractical in wired communication systems. While accomplishing this goa
l, the challenge
lies in how much information can be transferred through the system which is r
eferred to as the
capacity of the system. Two main characteristics of the wireless channel are
its randomness
and unpredictability. An important problem in the wireless channel is fading,
which is a deep,
delayed and phase shifted attenuation of the received signal caused by t
he out-of-phase
reception of multipaths or multipath propagation. The time varying fading pro
vokes distortion
that is caused by the superposition of delayed, reflected, scattered and diffra
cted of multiple
copies of the transmitted signal, each of them using a different path. The m
ovements of the
mobile units and objects in the environment cause variation over time which
is also a source
of difficulty in the wireless channel.
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Single-antenna systems are communication systems used today in great numb
er. As explained
above, fading arises from multipath propagation present in wireless channel w
hich causes the
capacity of a single wireless channel to be very low. Single-antenna system
s suffer another
great setback which is, its high error rate. This is due to the fact that, th
e pairwise error
probability (PEP), the probability of detecting a signal when a different signa
l is transmitted,
decreases linearly with the signal-to-noise ratio (SNR) over a fading channel
. Single-antenna
systems are unlikely to be used since its disadvantages discussed above do n
ot allow them to
provide the needs of future wireless communications such as voice, multi
media and data
services. It is then in this perspective that communication systems with high c
apacity and low
error rate must be designed.
New communication systems have been introduced lately in order to meet the
requirements of
future wireless communication systems. These systems use multiple-input
multiple-output
(MIMO) wireless links, in other words, they use multiple transmit and re
ceive antennas.
The emergence of these systems is ranked among the most important discov
eries in modem
communications. MIMO systems have the ability to turn multipath propa
gation, causing
unreliable communication, particularly in the case of single-antenna wireless
channels, into a
benefit to the users. Investigations on information theory in [1] and [2] h
ave shown that
MIMO communication systems can achieve much higher channel cap
acity [3] than
single-antenna systems. It was also shown in [1] and [2] that the capacity in
creases linearly
with the number of antennas at the transmitter or the number of antennas
at the receiver,
whichever is smaller. Multiple-antenna systems have been shown a lot of att
ention and great
interest, because of its undisputed superiority over single-antenna systems
. But results on
MIMO systems based on Shannon capacity, do not represent in an appr
opriate way the
performance of real transmission systems. Hence, the development of algo
rithms that take
advantage of spatial diversity provided by multiple antennas is imperati
ve and crucial.
Various algorithms with fair complexity that yield reasonable performan
ce such as the
diversity schemes and diversity combining techniques [4, 22, 76, 77] have
been proposed.
Two of these algorithms include the Bell Labs Layered Space-Time Archit
ecture (BLAST)
and Space-Time Coding (STC). STC has attracted more attention than BLA
ST. The idea of
2
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space-time coding was first proposed in [4] making use of the diversity (both transmit and
receive) to improve the data rate as well as the bit error rate performance with no extra cost of
spectrum over fading channels. The increase of the data rate and reliable communications is
primarily due to the fact that transmission of independent copies of the signal generates
diversity and consequently, can restrict the effects of fading in an effective way. In the case of
MIMO systems, multiple replicas of the signal with decorrelated fading characteristics are
transmitted from different spatial locations and obtained at the receiver(s), thus providing
spatial diversity.
Despite all these advantages, transmit diversity is not practical in many scenarios. This is
because certain wireless devices such as mobile handsets cannot accommodate more than one
antenna due to their size, hardware complexity, power and other constraints. In the next
section, cooperative diversity introduced in [5] and [6] is discussed. It is a new and effective
method of generating spatial diversity in wireless networks.
1.2 Cooperative Communication
The basic idea behind cooperative communication is to have multiple mobiles, each of them
with single antenna, sharing these antennas and create a virtual MIMO system that can reap




Figure 1.1: Cooperative communication between two mobiles and the base station.
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Figure 1.1 illustrates communication between two mobiles and the base statio
n or destination.
Transmit diversity cannot be generated from each individual mobile or user
because of their
single antenna. Since antennas are almost omni-directional in wireless comm
unication, users
may hear each other, in which case they can retransmit a replica of the recei
ved information
along with their own data. The fading paths from the two mobiles to the
base station are
independent, thus transmit diversity is generated. In the following sections,
we review some
background works on cooperative communication such as its genesis and di
fferent two-user
signaling methods that have been proposed so far.
1.2.1 Background of Cooperative Communication
The basic idea behind cooperative communication can be traced back to the
innovative work
of Cover and El Gamal on the relay channel [7], more precisely on its infor
mation theoretic
properties. Cover and Gamal's work focused on the analysis of the capacity o
f the three-node
network consisting of a source, a relay and a destination. The relay channel
model shown in
Figure 1.2 works as follows: the transmitter A sends a signal X to both th
e relay Band
destination C via channels 2 and 1, respectively. A noisy version of the
signal X is then
received by both B and C. Based on what is received from the transmitter A
. the relay then
transmits a signal XI to the destination. An assumption that all nodes operate in t
he same band
was made. This allows the system to be separated into a broadcast channel f
rom the point of
view of the source and a multiple access from the point of view of the desti
nation. Work on
the relay channel first introduced by Cover and Gamal has been further deve
loped. In [7], it
was assumed that the relay can simultaneously receive and transmit in the
same frequency
slot due to the impracticality of current RF technology. Alternative capacity
results on relay
channel have also been developed in [8] for the systems in which the relay rec
eives the source





Channel 2 Channel 3
~1
'f---- Channel 1 .;0
Figure 1.2: The relay channel.
The relay channel [7] and cooperative communication are different in m
any respects as
elaborated in [9]. First of all, the work in [7] mostly analyzes capacity in an
Additive White
Gaussian Noise (AWGN) channel whereas latest developments are motivate
d by the concept
of diversity in fading channel. Secondly, in cooperation the total system res
ources are fixed,
and users act both as information sources as well as relays while in the r
elay channel, the
relay's sole aim is to help the main channel. In the next section we review t
he main signaling
schemes developed in cooperative communication.
1.2.2 Cooperative Signaling Methods
One of the dissimilarities between the relay channel model and cooperativ
e communication
mentioned previously is that, in cooperative communication each user
is assumed to
transmit data as well as play a partner role for another user. The coop
erative signaling
methods are therefore designed in such a way that users can help other users
while still being
able to send their own data, whenever that is possible. Figure 1.3 [9] show
s the reciprocal
arrangement in cooperative communication. The main signaling schemes pre
viously proposed





Figure 1.3: Reciprocal arrangements between two mobile users.
1.2.2.1 Detect-and-Forward Method
The detect-and-forward method was first proposed by Sendonaris et al. [5, 6, 10] and was the
first work in the area of cooperative communication. In this method, both the users try to
detect their partner's bits and then may retransmit estimates of the received bits obtained via












This method was proposed by Laneman et al. in [11]. In the amplify-and-forward method,
each user receives a noisy version of the signal sent by the partner through the inter-user
channel. The user then amplifies and retransmits the noisy signal to the base station as shown
on Figure 1.5 [9]. Once the base station receives the noisy amplified version of the signal
from each user, it then combines those signals and makes a final decision on the transmitted
signal. The destination is still able to make better decisions on the transmitted signal, since it
receives two statistically independent noisy versions of the signal, even though noise is
amplified due to cooperation.
Laneman et al. analyzed this method for the two-user cooperation and showed that it achieves
diversity of order two. In order to do optimal decoding, this signaling scheme assumes that
the base station knows the inter-user channel coefficients. So techniques to estimate these
coefficients must be integrated during the implementation process.
Figure 1.5: Amplify-and-Forward method.
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1.2.2.3 Hybrid Decode-and-Forward Method
In order to avoid the problem of error propagation faced by the detect-a
nd-forward and
amplify-and-forward methods, a modified version of the decode-and-forward
method termed
hybrid decode-and-forward was proposed in [11,12]. In this method, decode
-and -forward is
applied depending on the quality of the inter-user channel. That is, whe
n the inter-user
channel has high instantaneous signal-to-noise ratio (SNR), both users det
ect and forward
their partner's data, but revert to a non-cooperative mode at times when the in
ter-user channel
has low SNR. This protocol proposed by Laneman et al. is not similar to
the method of
Sendonaris et al. [5, 6], in the sense that the multiplicative factors ai . j
do not adapt
themselves based on the quality of the inter-user channel.
Laneman et al. [11] [12] showed that the hybrid decode-and-forward schem
e does provide
some gains over a non-cooperative mode similar to those of the amp
lify-and-forward
signaling method [11] and also achieves diversity of order two.
1.2.2.4 Coded Cooperation
The protocols discussed above, however present some limitations. First of all
, these signaling
methods either include propagation of the partner's noise (amplify-and-fo
rward) or allow
forwarding of erroneous estimates of the partner's data (detect-and-forward
protocol). Error
propagation reduces the performance, especially when the quality of the in
ter-user channel
deteriorates. Secondly, from a channel coding point of view, these schemes d
o not exploit the
available bandwidth efficiently, since they involve some form of repe
tition. Thirdly,
forwarding the analog signal in the amplify-and-forward method [11] takes p
lace after some
delay. This is impractical as the delay causes complications in storing suffic
ient information
to reproduce the analog signal. Finally, knowledge of either the instantane
ous SNR or bit
error rate (BER) of the inter-user channel at the base station is required
by the methods




To address these limitations, a new signaling protocol called coded cooperation
was proposed
in [15]-[ 19] in which cooperative signaling is integrated with channel c
oding. In the
conventional user cooperation schemes (amplify-and-forward and detect-and
-forward), the
partners repeat the received data via forwarding or hard detection, whe
reas in coded
cooperation framework, cooperation is done through partitioning a user's data
or codeword.
That is, one part of the codeword is transmitted by the user itself and the
other part is
transmitted by the partner both to the destination as shown on Figure 1.6 [9].
Whenever the
user cannot transmit the incremental redundancy for its partner, the user autom
atically reverts
to a non-cooperative mode. Thus, in the worst case scenario, coded cooperatio
n performs as
well as a comparable non-cooperative system. Another advantage of coded coo
peration is that
error propagation is avoided through error detection by the partner unlike previ
ous schemes in
which error propagation is unavoidable. It should also be noted that, no kno
wledge of the
inter-user channel by the base station is required in order to perform optimal de
coding. Coded
cooperation also maintains the same bandwidth, code rate, information rat
e and transmit
power as a similar non-cooperative system. Coded cooperation will be disc
ussed in more
detail in the next chapter since most of the systems discussed further in this d
issertation are
based on coded cooperation framework.




The outline for the remainder of this dissertation is as follows. In Chapter 2, the coded
cooperation scheme is reviewed in detail, starting with a description of its operation as well as
implementation issues. We present and discuss the numerical results of the coded cooperation
with rate-compatible punctured convolutional (RCPC) codes under various conditions. Turbo
codes and their performance are also reviewed, starting with the description of the encoder
and decoder structures. The principle of the Maximum A Posteriori (MAP) decoding
algorithm is presented as well as a brief explanation of iterative decoding. An investigation of
some of the factors affecting turbo code performance, such as the interleaver size, the number
of decoding iterations, the generator polynomial and constraint length of the component codes,
is performed. The application of turbo codes with coded cooperation is then investigated and
the performance of the turbo coded cooperation is determined by computer simulations under
various inter-user channel conditions.
Chapter 3 considers two extensions to turbo coded cooperation. The first extension involves
implementing coded cooperation using repeat-punctured turbo codes. Prior to introducing the
repeat-punctured turbo coded cooperation scheme, repeat-punctured turbo codes are
investigated. The second extension to turbo coded cooperation is a modified version of the
latter scheme, termed the modified repeat-punctured turbo coded cooperation scheme.
Numerical results of both schemes are provided to demonstrate the performance improvement
over the turbo coded cooperation under various inter-user channel qualities.
In Chapter 4, we develop the transfer function bounds and paUWlse error probability
expressions to obtain tight upper bounds on bit error rate. Transfer function bounds for
repeat-punctured turbo codes are obtained by detenruning the term-by-term joint enumerator
for all possible combinations of input weights and output weights of error events. The
analyses of both schemes are then compared with the respective computer simulations
presented in Chapter 3.
10
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In Chapter 5, we present a new protocol tenned turbo coded cooperation with the forced
symbol method. The principle of the forced symbol method applied on single binary turbo
codes is first presented and its performance is detennined by computer simulations in the
additive white Gaussian noise (AWGN) channel. Turbo coded cooperation using the Forced
Symbol Method is presented. Two cases arise from this scheme: turbo coded cooperation
scheme using the Forced Symbol Method at the destination and at each user. Simulation
results show the perfonnance of this new scheme and the gain achieved over turbo coded
cooperation with standard decoding is discussed.
Chapter 6 presents conclusions by summarizing the results and work done in this dissertation and
discusses some topics for future work in this area.
1.4 Original Contributions in this Dissertation
The original contributions of this dissertation can be summarized as follows:
1. In Chapter 3, we propose two extensions to coded cooperation using the repeat-punctured
turbo codes (RPTC) and the dual repeat-punctured turbo codes (DRPTC) under
quasi-static fading channel. System models of the proposed schemes are described and
simulation results are presented
2. In Chapter 4, the theoretical bounds for bit error probability via numerical analysis of the
proposed schemes described in Chapter 3 are presented. The numerical analysis of the
proposed schemes confinns the simulation results perfonned in Chapter 3.
3. In Chapter 5, we present a scheme that improves turbo coded cooperation frame error
performance under various channel SNRs. This scheme combines turbo coded
cooperation with the Forced Symbol Method. Comparison of the proposed scheme and
turbo coded cooperation is presented via computer simulations.
11
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TURBO CODES AND TURBO CODED
COOPERATION
In this chapter, we discuss the coded cooperation method that has been introd
uced in Chapter
1. The coded cooperation scheme can be implemented using various channel
coding schemes.
We first review the implementation of the coded cooperation using RCPC cod
es as developed
in [15]-[19]. The application of turbo codes in coded cooperation is then inve
stigated. Prior to
that, a survey on turbo codes is given.
2.1 Overview of the Coded Cooperation Framework
As mentioned in the previous chapter, the basic idea behind coded cooperati
on protocol [19]
is that each user transmits incremental redundancy for its partner whenever
possible. If it is
not the case, both users automatically return to a non-cooperative case. It shou
ld be noted that,
all this is managed automatically through code design, with no need for feedb
ack between the
users. Coded cooperation occurs via partitioning, that is, a part of the user's
data is sent by
itself and the remainder of the data is transmitted by the partner to the destina
tion. In order to
avoid error propagation, this method uses error detection at the partner's nod
e. It is shown in
[15]-[19] that, partitioning of codeword and employing error detection in code
d cooperation
13
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could be implemented in a natural and simple manner by a method that uses error control
codes.
This method operates by sending various portions of each user's data via two independent
fading paths for two user cooperation. The users partition their source data into blocks that are
appended with cyclic redundancy check (CRC) code [20], which is used for error detection.
Each user's block is encoded into a codeword of N = K / R ,where K is the total bits per
source block, R is the overall code rate and N represents the total code bits per block. The
CRC bits are included in the total bits per source block. After the encoding process, the N bits
are divided into two segments containing NI bits and N2 bits respectively. In the fust time
segment or frame, each user transmits a code partition NI = K / RI bits which is a valid
codeword despite being weaker (codeword), to the destination and the partner. Both users try to
decode the transmission of each other's partner. If the decoding is successful (determined by
checking the CRC code), the users then calculate and sends the second code partition
N2 = K / R2 bits of its partner in the second time segment as shown on Figure 2.1 [15, 19]. If the
user does not successfully decode the transmission of its partner, the user transmits its own second
code partition of N2 bits. So each user always sends N =N, +N 2 bits per source block in total















/ Base Stationo N2 bits
User 1
IS' frame 2nd frame
Figure 2.1: Transmission in coded cooperation.
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In the second frame, both users work independently with no knowledge of what happened in
the first frame. That is, whether their own first frame was correctly decoded or not.
Consequently, four possible cases arise for the transmission of the second frame. Figure 2.2






























Figure 2.2: Cooperative cases for second frame transmission based on the first frame
decoding results.
In Case 1, each user successfully decodes each other's first frame, so both users transmit their
partner's second frame. This results in a full cooperation mode. In Case 2, neither User 1 nor
User 2 successfully decodes its partner's first frame; thus each user transmits its own second
15
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frame. This corresponds to the non-cooperative case, since both users send their own bits in
both frames. In Case 3, User 1 successfully decodes User 2's first frame, but User 2 does not.
So in the second time segment, both users transmit User 1's bits. Case 4 is similar to Case 3
with the roles of Users 1 and 2 interchanged. In Case 3 or 4, either User 2 or User 1 does
benefit from cooperation while the other user does not. It should be noted that the destination
must know which cooperative case has taken place in order to make correct decisions of the
received bits.
2.2 Implementation Issues
The coded cooperation scheme offers great flexibility compared to just relaying the user's
partner bits. It can be implemented with various codes such as convolutional codes, block
codes or a combination of both classes of codes. Also the codeword partitioning can be
achieved through product codes, puncturing or other forms of concatenation. The other
advantage of coded cooperation over simple relay of the partner's codeword is that the level
of cooperation which is defined as N2 / N can be varied easily by changing the level of
puncturing. This leads to various degree of cooperation and consequently matches the channel
conditions. Namely, if the inter-user channel is poor, both users will cooperate less and if the
inter-user channel is good both users will cooperate more. Hence the level of cooperation can
be varied to adapt inter-user code rate as well as provide robustness for the system.
A simple but very effective implementation of coded cooperation using RCPC codes [21] is
developed in [15]-[19]. In this implementation, the first frame codeword is obtained by
puncturing a codeword of length N to obtain NI bits by applying the puncturing matrix
corresponding to rate RI . In the second time segment, the user transmits the remaining bits
which are the punctured code bits, namely N2 bits. The overall code rate R is chosen from
a given RCPC code or mother code. Figure 2.3 [15, 19] illustrates a user's implementation of
coded cooperation framework using RCPC codes.
16
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This scheme operates as follows. In the first time frame, a user starts work
ing by taking its
own bits(N), appends a CRC and encodes it (in this particular implementation, RCPC codes
[21] are used). Since this is a punctured code, the encoder outputs the punct
ure NI bits and
the punctured Nz bits. NI bits are first transmitted. In the same time, th
e partner is also
transmitting and his partner is going to be received. A soft decision Viterb
i decoder is then
employed and two cases arise. The CRC either checks YES or NO. If the C
RC checks YES,
the partner recalculates the puncture bits of the user and then transmits in the
second frame. If
the CRC checks NO, the switch goes to the NO position and the user transm
its the punctured
Nz bits itself. The Viterbi decoder used here works with 3-bit precision,
that is, 23 = 8
quantization levels. A Viterbi decoder working with I-bit precision is called
a hard decision
decoder and does perform about 2dB worse than a soft-decision Viterbi decod
er.
Four cooperative cases are possible and have been discussed above. This com
es from the fact
that each user acts independently in the second frame. In the particular im
plementation of
coded cooperation with RCPC codes, if both users do not decode each
other (CRC is
unsuccessful), then both transmit their own puncture bits in the second fr
ame. This is the
worst case scenario and corresponds to the non-cooperation mode.
"--_.... Puncture (Nz) bits
eRC
Check


















Figure 2.3: Implementation of coded cooperation with RCPC codes.
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2.3 Performance of Coded Cooperation with RCPC Codes
In order to evaluate its perfomlance, implementation of coded cooperation using RCPC codes
as described in the previous section, is performed in [15]-[19]. A family of RCPC codes with
memory M = 4 is used, puncturing period P = 8 and rate 1/4 mother code given in [21].
Unless otherwise specified, the source block size is K =128 bits. For simulation purposes, a
16-bits CRC with generator polynomial given by coefficients (15935) HEX is used. The results
in Figures 2.4 and 2.5 were obtained they match those from [15]-[ 19]. All the simulations in
this dissertation were performed with the C++ compiler.
Figure 2.4 illustrates the Bit Error Rate (BER) for quasi-static (slow) fading with different
qualities of the inter-user channels. In quasi-static or slow fading, the fading coefficients are
assumed to be constant over a certain period. The level of cooperation is 50% and it is
assumed that both the uplink channels are statistically similar. The improvement of coded
cooperation for various qualities of inter-user channels over the non-cooperative case is
spectacular. For example, when the inter-user channel has OdB average SNR, that is, the
inter-user channel is sitting at 20dB below the uplink channels, the gain is about 2dB over the
range of 0-20dB average uplink SNR. For the case of 10dB inter-user channel, that is, the
inter-user channel is still worse than the uplink channels (lOdB worse), it is still good to
cooperate. The gain is about 9-1 OdB at a BER of 10.3 over no cooperation. The gain increases
as the inter-user channel improves. The best scenario in coded cooperation is when the
inter-user channel is much better than the uplink channels and is referred to as perfect
inter-user channel (equivalent to Case 1 since both users always decode each other
successfully). It can be noted that coded cooperation with a perfect inter-user channel [16]
performs almost similarly to a comparable two-antenna transmit diversity system. The
transmit diversity system used here, is the space-time block code proposed by Alamouti [22],
concatenated with an outer code, in this case the RCPC codes that was used for coded
cooperation. Therefore, coded cooperation does achieve full diversity of order two as the
Alamouti code [22], for perfect inter-user channel or Case 1 [19].
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Figure 2.5 show the BER perfonnance comparison of coded cooperation with various degrees
of cooperation, in this case 50% and 25% (level of cooperation) for both a 10dB inter-user
channel and a perfect inter-user channel. The uplinks channels are assumed to be statistically
similar. For the perfect inter-user channel, 50% cooperation (that is, 50% of the total code bits
are transmitted cooperatively) perfonns better than 25% cooperation. This make sense since
each user would like to cooperate more (by sending as many punctured bits as possible to the
partner) when the inter-user channel is very good. When the inter-user channel deteriorates,
this is no longer the case. Figure 2.5 shows that for the 10dB inter-user channel, the 25%
cooperation outperfonns the 50% cooperation by as much as 2dB for higher uplink SNRs.
Hence, for poor quality inter-user channel the overall perfonnance of the system depends on
the strength of the first frame, i.e. the stronger the code in the first frame is, the better the
overall perfonnance becomes.
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Figure 2.4: Perfonnance in slow fading with 50% cooperation, equal uplink SNR and
reciprocal inter-user channel.
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Figure 2.5: BER performance comparison of 50% and 25% in slow fading, equal uplink SNR,
and reciprocal inter-user channel.
2.4 Iterative Decoding in Coded Cooperation
In this section, we discuss an extension to coded cooperation franlework introduced in [16]
[23]. This protocol termed turbo coded cooperation, significantly improves the BER
performance of the system under various inter-user channel qualities. Coded cooperation
involves two code components and therefore turbo codes are a perfect candidate to this
framework. Prior to that, we give a survey on turbo codes.
2.4.1 Introduction to Turbo Codes
Turbo codes which are one of the most powerful error correcting codes presently available,
were introduced in the early 90's by Berrou, Glavieux and Thitimajshima [24] [25]. Turbo
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codes were reported to yield extremely impressive results. Berrou et al. showed that turbo
codes could approach Shannon limit [26] to about O.7dB with reasonable complexity at BER
of 10-5. They have become a popular area of communications research as well as being
implemented into standardized systems such as Third Generation (3G) systems.
A conventional turbo encoder consists of two parallel concatenated recursive systematic
convolutional (RSC) encoders with their inputs separated by an interleaver or permuter. An
optional puncturer can be combined with the RSC encoders as in [1]. The turbo decoder
comprises two Maximum A Priori (MAP) decoders connected in series through interleavers
and deinterleavers. The output of the second decoder is fed back to the input of the first
decoder. In the remainder of this section, we investigate turbo codes in detail by describing
the structure of turbo encoders and decoders and by showing their perfonnance with various
parameters.
2.4.1.1 Turbo Code Encoder
The turbo code is also called parallel concatenated coding. This is because both encoders
separated by an interleaver act on the same set of input bits, unlike a serial concatenated
scheme in which the output of one encoder is encoded by the other encoder. For this reason,
turbo codes are also referred to as parallel concatenated convolutional codes (PCCC) [27].
Figure 2.6 shows a block diagram of a standard turbo code encoder. Both convolutional
encoders [69] are recursive systematic and are assumed to be identical. The choice of
recursive convolutional encoders over non-recursive systematic encoders will be discussed
later. In the remainder of this sub-section, we describe the building blocks that form a
standard turbo code encoder: constituent encoders, interleaver and puncturer. In Figure 2.6,
x;, x{; and XiJk represent the systematic, first parity and second parity bits respectively.
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Figure 2.6: A standard turbo code encoder.
2.4.1.1.1 Recursive Systematic Encoders
Most convolutional codes have been used in their non-recursive or feed-forward form and are
represented by a set of generator polynomials GNR =(gj (D),g2 (D))s' Turbo codes use
recursive systematic convolutional (RSC) encoders which are convolutional codes with
feedback ("recursive or feedback") and in which the uncoded data sequence appears in the
transmitted data sequence ("systematic"). A feedback or recursive systematic encoder can
easily be obtained from a feed-forward convolutional code without changing its distance
property, in other words feed-forward and feedback convolutional encoders generate the same
set of encoded sequence. This is done by feeding back the generator polynomials g\ (D) ,
GR = (1,g2(D)/gl(D))s where gl(D) is the feedback polynomial and g2(D) is the
feed-forward polynomial, both in octal notation. The term g2(D)/ g,(D) is not an actual
division but rather a notation allowing the feed-forward and feedback taps of the code to be
distinctly defmed. Figure 2.7 gives a description of a recursive systematic encoder, where
g, (D) = 1+ D2, g2 (D) = 1+ D + D2 (D is the delay operator and Dm represent a delay of
m symbol times).
22
Chapter 2. TURBO CODES AND TURBO CODED COOPERATION
Figure 2.7: Recursive systematic convolutional encoder.
Unlike feed-forward convolutional encoders, recursive systematic encoders prevent the
encoders from going back to the all-zero state by zero symbols. For a data sequence
dk = (0, ... ,0,1,0, ... ,0) and assuming that the RSC codes terminate in the all-zero state, the
data sequence dk will end up with at least two non-zero bits or symbols. It is probable that
one of the RSC codes have high inputs, since the data sequence dk is permuted by an
interleaver before going through the second RSC encoder. This is not the case for a non-RSC
encoder, because a data sequence dk = (0, ... ,0,1,0, ... ,0) and its permuted version (despite
the permutation) will always generate a low output codeword. It is known that codes with low
minimum Hamming distance have poor error correction capability. This is why feedback
convolutional or RSC encoders are suitable in turbo codes.
2.4.1.1.2 The Interleaver
An interleaver is a device for permuting or reordering bits or symbols in an information
sequence. The primary role of the interleaver in communications is to protect data
transmission against burst errors. This is done by spreading the errors apart in a systematic
pattern. Another role of the interleaver is to decrease the number of codewords with small
Hamming distance by breaking low weight input sequences that can generate low weight
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outputs. The final function of the interleaver is to have the inputs to the two decoders
uncorrelated, so that an iterative decoding algorithm based on information exchange between
the two decoders can be employed. There is a high probability that after correction of some
errors in the first component decoder, some of the remaining errors can be corrected in the
second decoder provided that the inputs sequence to both encoder are uncorrelated.
In turbo coding, structured codes do not perform as good as random codes. Codes with
structure can be obtained not only with block interleaver which is a rectangular matrix that
permutes the input sequence in a systematic fashion, but also with random interleavers. But
some structured codes can permit decoding with reasonable complexity. Berrou et al.
introduced a pseudo-random interleaver to solve this coding dilemma. Also the size of the
interleaver or the number of elements to permute N should be large, since large
block-length random codes approach the capacity limit.
2.4.1.1.3 The Puncturing Unit
The code obtained from a turbo code encoder shown in Figure 2.6 without the puncturer is a
(3N,N) linear block code. Puncturing is the process of periodically deleting some selected
bits from the codeword. The main role of the puncturer is to increase or vary the rate of the
overall system. In turbo coding, puncturing is only applied on both parity bits or symbols of
both encoders and can lead to rates of l/2, 3/ 4... depending on the puncturing matrix used.
Rates l/ 2 and 3/4 can be obtained from the unpunctured (3 N , N) code by using the
respective puncture matrices:
I I 1 1 1]
00000·
o 0 1 0 0
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2.4.1.1.4 Trellis Termination
The term trellis termination refers to a process in which the encoder is driv
en back to the
all-zero state. As discussed above, in turbo coding it is impossible to termina
te the trellis of
any of the encoders by transmitting the all-zeroes tail bits. This is because th
e encoders are
recursive. It is very difficult to terminate both encoders simultaneously w
ith the use a
pseudo-random interleaver, because the terminating sequence of the fir
st encoder is
interleaved and may not by itself temllnate the second encoder. Interleaver des
igns have been
devised [29-32] which can drive both encoders back to all-zero state. It was
shown in [28]
that the performance degradation produced by terminating both encoders is
negligible for
large interleaver size.
We assume in the sequel of the dissertation that only the first encoder is term
inated leaving
the second encoder in an unknown state.
2.4.1.2 Turbo code Decoder
A block diagram of the turbo code decoder structure is shown in Figure
2.8. The two
constituent decoders are soft-in soft-out (SI80) and are linked by interleaver
s in a manner
reminiscent of the turbo code encoder structure. Each of the 8180 decoders take
s three inputs:
• The corrupted version of the transmitted systematic symbols y;, from the output of
the demodulator.
• The faded version of the transmitted parities associated with the 8180, th
at is, y;;
for decoder 1 and yfk for decoder 2, from the output of the demodulator.
• The information referred to as a-priori, from the other decoder about
the likely
values of the bits concerned. The a-priori information is also termed int
rinsic
information [24].
In other words, the component decoder I is used to decode the sequences from
the encoder I
and the same applies for decoder 2. Each decoder provides two soft outputs:
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• An extrinsic information [24] which is to be exchanged between the two SISO
decoders. It is the additional information provided by the decoder based on the
a-priori information and the received sequence.
• A posteriori information which is the information given by the decoder considering
all variable sources of information about a particular bit.
We assume BPSK modulation is used in the following discussion. The outputs of the two
decoders are expressed in terms of the Log Likelihood Ratios (LLRs), which are the
logarithm of the ratio of the two probabilities (for single-binary turbo codes). For example the
LLR for the value of a decoded bit dk (a-priori information) is given by
(2.1)
where p(dk = +1/-1) is the probability that the decoded bit dk = +1 or dk = -1 respectively.
The LLRs give two valuable information: the amplitude of the probability for the correct




Figure 2.8: Structure of an iterative (turbo code) decoder.
There are two types of SISO decoding algorithms which are appropriate for turbo codes:
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MAP algorithm also known as BCJR algorithm introduced by Bahl, Cocke, Jelinek and Raviv
[33] and the Soft Output Yiterbi Algorithm (SOYA) proposed by Hagenauer and Hoeher [34].
In this dissertation, we will only describe the MAP algorithm and its modifications, since the
performance of the MAP algorithm is better than SOYA.
2.4.1.2.1 Iterative Decoding
The turbo code decoder shown in Figure 2.8 works in an iterative manner. In the first iteration,
the first MAP decoder takes as inputs the received sequences of the systematic y: and first
parity symbols y{; from the output of the demodulator and calculates a soft output as its
estimate of the information sequence. This soft output is the extrinsic information L~2. L~2
is then interleaved, using an interleaver similar to the one used in the turbo code encoder, and
then used as a priori information Et to the second MAP decoder along with the other
channels outputs, which are in this case, an interleaved version of the systematic bits and the
second parity bits yik. The second MAP decoder yields the extrinsic information L~1 which
is deinterleaved before being fed back to the first MAP decoder as its a-priori information
before the second iteration starts. This cycle is repeated and after reaching a number of
iterations, the second decoder yields a posteriori infomlation E'/>O2 which is deinterleaved
and then passed through a threshold to determine the decoded bit dk •
The BER performance of the turbo codes improves as the number of iterations used increases.
The error performance of most error correcting codes is divided into three regions as shown in
Figure 2.9. In the low SNR region, the error performance of turbo codes is very poor as it is
the case for other error correcting codes. However the error rate can be lowered by increasing
the number of iterations, but is not appropriate for most communication systems. In the
waterfall region, the error performance drops quickly and can be further lowered by
increasing the number of iterations. In the error floor region, the error rate is almost flat and
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Figure 2.9: Regions ofTurbo code error rate performance.
2.4.1.2.2 The MAP Algorithm
The MAP algorithm also referred to as the BCJR algorithm or a posteriori probability (APP)
proposed by Bahl et al. [33] was modified for recursive convolutional codes by Berrou et al.
[24] to produce APP for each information symbol. The reasons of using MAP algorithm over
the Viterbi algorithm [69, 72, 73] are various. Firstly, unlike the Viterbi algorithm which finds
the most likely data sequence initially sent, the MAP algorithm determines the most likely
information symbol given the received coded sequence. Secondly, as mentioned above MAP
which is also SISO algorithm yields a priori probabilities, appropriate for iterative decoding,
whereas Viterbi algorithm is a hard output algorithm making it inappropriate for iterative
decoding. Some modified versions of the MAP algorithm have also been proposed in order to
reduce the complexity of the original MAP algorithm. The derivation of the MAP algorithm
has been well documented and described in [24, 28, 33, 35 and 36] and is repeated in
Appendix C.
2.4.1.2.3 Simplifications of the MAP Algorithm
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Some modifications of the MAP algorithm have been proposed in ord
er to reduce its
complexity due to the multiplications and divisions required to compute
the forward and
backward recursive terms. Koch and Baier [37], and Erfanian et al. [3
8] proposed the
Max-Log-MAP algorithm, in which the multiplications and divisions are
transformed to
additions and subtractions and an approximation is used as shown in (2.2),
thus reducing the
computational complexity of the MAP algorithm,
In Ie
x
; '" max(x j ).
j 1·
(2.2)
But its error rate performance diminishes due to this approximation. Anoth
er algorithm that
reduces the deterioration in performance by correcting the approximation wh
ile still reducing
the complexity of the MAP algorithm was proposed in [39]. This algorithm
is known as the
Log-MAP algorithm with a performance similar to that of the MAP algorithm
.
2.4.1.3 Effects of Various Parameters on Turbo Code Performance
The performance of turbo codes is affected by various parameters as describ
ed in [36], some
of which are:
• The interleaver size or frame-length.
• The number of decoding iterations used.
• The component decoding algorithm used.
• The generator polynomials and constraint length of the component codes
.
• The puncturing pattern on component codes.
• The design or type of interleaver used.
In this sub-section, we illustrate the performance of turbo codes using Bi
nary Phase Shift
Keying (BPSK) over AWGN channels as a function of the interleaver size
or frame- length,
the number of decoding iterations used, puncturing pattern on component co
des used and the
generator polynomials. The RSC encoders of memory length m = 3
and generator
polynomials (1,15/13) in octal representation are used. The MAP decoding
algorithm is used
in all the simulations, with a total of 8 iterations, a pseudo-random i
nterleaver and a
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terminated first component code unless specified otherwise.
2.4.1.3.1 Turbo Code Performance as a Function of the Interleaver Size
The performance of conventional turbo codes greatly depends on the interleaver size or
frame-length. Many research papers on turbo codes including the seminal paper by Berrou et
al. [24] have presented impressive performance results for large frame lengths. Namely, the
performance of the turbo codes improves as the frame length increases which results in the
code's free distance being dependent on the interleaver size. This comes at a cost, since large
frame lengths generate large delays. The large interleaver length systems would only be
important in non-real time applications where large delays are acceptable. Figure 2.10 shows
the BER performance of turbo codes versus increasing frame length. We observe that the BER
dramatically decreases as the interleaver size increases.
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Figure 2.10: BER performance of an 8-state, rate 1/3 turbo code with MAP algorithm on an
AWGN, interleaver length 1024 bits, 8 iterations.
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2.4.1.3.2 Turbo Code Performance as a Function of the Number of Iterations Used
Turbo code decoder uses an iterative decoder (MAP decoding algorithm) and yields error
rates which are function of the number of the iterations used. Figure 2.11 shows the BER
performance of a turbo code decoder versus the number of iterations used. The BER
performance improves as the number of iterations used by the turbo code decoder increases.
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Figure 2.11: BER perfonnance of an 8-state, rate 1/3 turbo codes using di fferent number of
iterations of MAP algorithm on AWGN channel, inerleaver size 1024 bits.
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2.4.1.3.3 Effect of Puncturing Component Codes on Turbo Code Performance
The overall code rate of turbo codes can be increased by puncturing the parity bit sequences.
For a rate 1/3 turbo code, puncturing can achieve rates 1/2, 2/3, 3/4 ... Figure 2.12 compares
the performance of rates 1/3 and 1/2 turbo codes, where the rate 1/2 turbo code is obtained by
puncturing half of both parity bit sequences. The increase in rate comes with a little
performance loss of about O.7dB at a BER of 10-4 .
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Figure 2.12: BER performance comparison between rates 1/2 and 1/3 8-state turbo codes in
AWGN channel.
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2.4.1.3.4 Effect of the Generator Polynomials on Turbo Code performance
As shown in Figure 2.13, the BER performance of turbo code is affected by different
generator polynomials of the component codes. We note that by swapping (13,17)8 and
(17,13)8' this leads to a significant degradation in turbo code. This is not the case for
convolutional codes, as they both have same distance properties. It is important to mention
that the generator polynomials yielding the best performance for convolutional codes do not
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Figure 2.13: BER perfonnance of an 8-state, rate 1/3 turbo codes using different generator
polynomials.
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2.4.2 Turbo Coded Cooperation
2.4.2.1 Implementation ofTurbo Coded Cooperation
Figure 2.14 [23] shows a block diagram of coded cooperation using turbo codes. This is a
rather straightforward extension to coded cooperation using RCPC codes. In the first time
segment, because of the RSC encoders, each user transmits the systematic and first parity bits
which constitute the frame 1. Prior to that, CRC bits are appended to the bits to be transmitted.
Each partner receives frame 1 and attempts to decode. If the user decodes successfully its
partner's bits, it then interleaves the systematic bits, sends it through the second RSC encoder.
The second parity sequence is combined with frame 1(systematic + first parity sequence from
the other user) at the destination where turbo decoding is performed. If the CRC does check
NO, in other words, the decoding has been unsuccessful, each user interleaves its own
systematic bits sequence and encodes it (second RSC encoder) to get the second parity



































Figure 2.14: Turbo code encoding in coded cooperation framework.
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Near-optimum decoding performance of turbo codes is obtained with low complexity iterative
decoder [24, 40]. The description of iterative decoding turbo codes has been discussed in
great detail above as documented in [24, 28, 33, 35 and 36].
2.4.2.2 Performance Evaluation
Figure 2.15 illustrates the performance of turbo coded cooperation in quasi-static fading under
various scenarios. The code used for computer simulations is an 8-state turbo code with
generator polynomials G = (1,15/13)8 and 1/2 rate RSC encoders. The length of the source
block code is K = 128 bits with an overall code rate of 1/3. The level of cooperation is 33%
and it is assumed that the uplink channels are statistically similar. The improvement of coded
cooperation for various qualities of inter-user channels over the non-cooperative mode is
dramatic. There are approximately 6dB, 8dB and 10dB gain at 10.3 for the respective 6dB,
12dB and perfect inter-user channels in slow fading.
20
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Figure 2.15: Turbo coded cooperation in slow fading, users have equal uplink channel.
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2.5 Conclusion
This chapter reviews the coded cooperation framework beginning with the coded cooperation
using RCPC codes. A description of its operation and implementation is given. Simulation
results of this scheme are then presented to illustrate the performance improvement of
cooperation over the comparative non-cooperation mode under various conditions of the
inter-user channel. Turbo codes are investigated in great details. This investigation starts with
the description of the turbo code encoder and decoder structures. An explanation of iterative
decoding is given prior to the complete description of MAP decoding algorithm. Some
parameters affecting turbo codes performance are briefly discussed. Finally an extension to
coded cooperation framework is presented. This extension which involves turbo codes in
coded cooperation is termed turbo coded cooperation. The results obtained in this chapter
confirm that, coded cooperation using either RCPC codes of Turbo Codes under different
inter-user SNR values yields impressive performance gain over the corresponding





In this chapter, two extensions to the coded cooperation using turbo codes that improve
performance under different inter-user channel qualities are proposed. The first scheme uses a
modified structure of turbo codes termed repeat-punctured turbo codes (RPTCs) and we refer
to it as repeat-punctured turbo coded cooperation. In RPTCs, interleaver of size larger than
the data frame length, is possible due to the use of a repeater-puncturer combination.
Increasing the interleaver length improves the distance spectrum of turbo codes.
The second extension to the turbo coded cooperation uses a modification structure of RPTCs,
which is called dual repeat-punctured turbo codes (DRPTCs) and is referred to as dual
repeat-punctured turbo coded cooperation. DRPTCs use a double combination of
repeater-puncturer for both RSC encoders. We demonstrate via computer simulations that
dual repeat-punctured turbo coded cooperation outperforms coded cooperation with the
conventional turbo codes and also improves performance over non-cooperative dual
repeat-punctured turbo coded systems with the same complexity.
Firstly, a review ofRPTCs is presented. Secondly, its applications in coded cooperation with a
system model and an implementation of RPTCs in coded cooperation are described. We
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also give a description of dual repeat-punctured turbo coded cooperation in a similar manner
to coded cooperation using RPTCs. Simulations results are presented to show performance
improvement over turbo coded cooperation.
3.1 Review of Repeat-Punctured Turbo Codes
The effect of increasing interleaver size or frame length on the performance of turbo codes is
discussed in Chapter 2. It is shown that turbo codes performance gradually improves as the
interleaver length increases. This is primarily due to the interleaver gain [27, 41]. As the
interleaver length increases, the distance spectrum of the code becomes thinner and the
performance of turbo code is dominated down to smaller SNRs by the error floor [42, 43]. In
other terms, the free distance (the minimal Hanmring distance amongst encoded sequences)
asymptote dominates the turbo code performance for low SNR values to achieve
near-capacity performance. A pseudo-random interleaver [24] is used to randomize
information bits in order to minimize the chance of both RSC encoders generating low-weight
codewords. This reduction in low-weight parity sequences leads to spectral thinning. Figure
3.1 [42] illustrates the effect of increasing the interleaver size on distance spectrum. N" in






Figure 3.1: Spectral thinning illustration.
38
Chapter 3. REPEAT-PUNCTURED TURBO CODED COOPERATION
In the conventional turbo codes, the interleaver length is identical to the frame length. Hence,
increasing the interleaver size requires increasing the information frame length by the same
factor. The increase in frame length comes at a cost, since the larger the frame length or
interleaver size, the longer the delays. Thus, TCs with large interleavers cannot be used in real
time applications requiring low transmission delays such as voice applications [70], [71].
Kim et al. [44] proposed a turbo code structure employing a repeater and a puncturer in order to
allow the use of interleavers of sizes larger than the information frame length. This proposed TC
scheme with modified structure is termed repeat-punctured turbo codes.
3.1.1 Repeat-Punctured Turbo Code Encoder
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Figure 3.2: Structure ofRPTC encoder.
The encoder structure of RPTC consists of two RSC encoders concatenated in parallel
reminiscent of TC encoder structure. The encoder of the first component code is similar to the
corresponding TC encoder. However, the second component code is not identical to the one
generated by the second RSC encoder of TC. In the conventional TC, the information
39
Chapter 3. REPEAT-PUNCTURED TURBO CODED COOPERATION
sequence of length N is directly permuted by an interleaver, whereas in RPTC, this
information sequence is first repeated L times prior to permuting by an interleaver of size
LN . A puncturer is cascaded in series with the second RSC encoder, so as to recover the loss
in code rate due to the repeater. The output of the second RSC encoder of length LN is
punctured to a sequence of length nN. Various code rates could be obtained depending on
the values of the L and n parameters. For example, when n = I , the overall code rate is
1/3 similar to the overall code rate ofTC.
RPTCs may be useful in generating low rate TCs from which codes with various rates may be
designed with suitable puncturing [44]. This can be done by decreasing the number of
bits/symbols punctured and/or increasing the repetition factor L. In [41, 45], construction of
low rate TCs consists of decreasing the code rate of the component RSC encoders or
increasing the number of parallel RSC encoders.
3.1.2 Repeat-Punctured Turbo Code Decoder
A block diagram of the repeat-punctured turbo code decoder structure is shown in Figure 3.3.








Figure 3.3: Structure of the RPTC decoder.
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The two MAP decoders are linked by a repeater and an interleaver of length LN in a similar
fashion to the encoder structure. This decoder operates iteratively as described in Chapter 2
for turbo code decoder, with the only difference that RPTC decoder combines repeaters and
interleavers so as to match the structure of RPTC encoder.
3.2 Coded Cooperation with Repeat-Punctured Turbo Codes
3.2.1 System and Channel Models
The system model ofRPTC in coded cooperation is similar to the one documented in [16,19]
and is repeated here. A communication system between two users and a destination is
considered. This can be extended to a scenario with more than two users. The channels
between the users (inter-user) and from the users to the destination (uplink) are independent
of each other and under slow Rayleigh fading. Assuming that the inter-user channels are
reciprocal and considering the case in which the destination or receiver maintains Channel
State Information (CSI) and employs coherent detection (so that in the analysis, only the
fading coefficient magnitudes are taken into account). The system uses BPSK modulation,
with all users having the same transmit power. For BPSK modulation, the
baseband-equivalent discrete-time signal transmitted by user i E {1,2} and received by user
j E {O, 1, 2} with j::i= i , where j = 0 denotes the destination, is defined as
r .(n) = a(n) re-h ben) + zen),i,} 1•./ \jLh,i'l } (3.1)
where Eh.; is the transmitted energy per symbol for user i, b; (n) E (-1, +1) is the BPSK
modulated signal at time n, a;(n) is the fading coefficients magnitude between users i
.j
and j, and zj(n) represent the effects of AWGN and other forms of interference, and is
modeled as zero-mean, mutually independent, white Gaussian random variables with variance
a 2 = No /2 per dimension. The fading coefficients a;.j (n) are modeled as independent
sample of Rayleigh-distributed random variable characterized by mean-square value
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Di,} = Ea)aj~}(n)), where the expectation operator with respect to random variable x is
denoted by EX]. For slow fading, the fading coefficients remain constant over the entire
transmission of each source block, that is a j .} (n) = a i .}. In the case of reciprocal channels,
ai)n) = a}.j(n) for slow fading [5, 6, 11, and 14].
The instantaneous received SNR per bit for the channel between users
as
and j is defined
(3.2)
For aj)n) Rayleigh distributed, the instantaneous received SNR per bit Yi./n) has an
exponential distribution with mean
Eh;r =E [y(n)]=D . .-' .
I,] U;,j 1,.J I,} No (3.3)
It is assumed that the channel statistics are not changing with time, that is, D i .} and r i .} are
constant over n for a given channel. The quality of the channel is quantified by its
corresponding average received SNR obtained in (3.3). No is the variance of the noise.
3.2.2 Implementation of Coded Cooperation with RPTC
The implementation ofrepeat-punctured turbo coded cooperation [74] is shown in Figure 3.4.
The codeword of the first frame is obtained using the first RSC encoder. The user repeats the
information sequence of length N (in our case L =2, i.e., the information sequence is
repeated twice) before being permuted by an interleaver of size 2N, encodes it and punctures
the RSC encoder output sequence to N, so as to maintain the code rate to 1/3. This is done
upon successful decoding of the partner. This scheme has a fixed cooperation percentage of
33%. The destination combines both the first (systematic + first parity bits) and second frames
prior to repeat-punctured turbo decoding.
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Own
Systematic bits " Frame 1, I,, I, ,, ,













Systematic .• 2-'" "
Decooer'
+ parity 1 -.
Figure 3.4: Repeat-punctured turbo encoding in a coded cooperation.
3.2.3 Simulation Results
We present the BER performance of repeat-punctured turbo coded cooperation under slow
fading. The results were obtained via computer simulations. The RPTC used for simulations
is an 8-state turbo code with generator polynomials G =(1,15/13)8 and 1/2 rate RSC
encoders. The source block code length is K = 128. The overall code rate is 1/3. As
mentioned before, the level of cooperation is 33% and it is assumed that the uplink channels
are statistically similar, that is, the two channels experience the same fading process. Figure
3.5 compares the performance of turbo coded cooperation and coded cooperation using
RPTCs under various qualities of the inter-user channeL
The improvement of coded cooperation using RPTCs for various qualities of the inter-user
channel (6dB and 12dB) over the non-cooperative RPTC is dramatic. More importantly, we
note that RPTC cooperation outperforms turbo coded cooperation by almost 2dB for higher
uplink SNRs, both for 6dB and 12dB inter-user channels.
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3.3 Dual Repeat-Punctured Turbo Coded Cooperation
Motivated by [44], the work in [75] proposed a dual Repeat-Punctured Turbo Codes (DRPTC)
in coded cooperation. The system and channel models are identical to the ones described
above and therefore will be omitted here. We only present the implementation of this code in
coded cooperation and evaluate its BER performance in slow fading.
3.3.1 Implementation of Dual RPTCs in Coded Cooperation
The implementation of coded cooperation using DRPTCs is described here. The modified
RPTC consists of two parallel concatenated RSC encoders. The encoding structure of this
code is different from the conventional TC encoding and RPTC encoding. In the conventional
TCs, the information sequence of length N is directly permuted by an interleaver, whereas
in the case of DRPTC, this information sequence of length N is first repeated L times and
then permuted by an interleaver of size LN similar to [44], but for both encoders. We use a
repeater coefficient of L = 2. The block diagrams of DRPTC encoding and decoding
structures are shown in Figures 3.6 and 3.7. In Figure 3.7, the faded versions of the systematic
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Figure 3.6: Dual RPTC encoding structure.
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Figure 3.7: Structure of the DRPTC decoder.
The block diagram illustrating the implementation of coded cooperation dual
repeat-punctured turbo codes is shown in Figure 3.8. The first parity sequence in the first
frame is obtained via an RSC encoder as described in Figure 3.6. The user first repeats twice
the source bits of length N prior to permuting through an interleaver 7Z't of size 2N ,
punctures to nN bits (where n =1), and transmits together with the systematic bits to the
destination and the partner. The partner then receives the first frame and attempts a soft
Viterbi decoding. The partner transmits the second parity sequence (obtained via repeating,
interleaving 7Z'2' encoding and puncturing) for the other user upon successful decoding. If the
decoding is not a success, the other user will send its second parity sequence itself via
interleaver 7Z'3' At the destination, the combination of the first and second frames offers the
possibility of DRPTC decoding.
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Figure 3.8: Dual RPTC encoding in coded cooperation.
3.3.2 Simulation Results
An 8-state dual repeat-punctured turbo code with generator polynomials G = (1,15/13)8 and
1/2 rate RSC encoders is used. The source block code length is K = 128 . The overall code
rate is 1/3. The level of cooperation is 33% and we assume that the uplink channels are
statistically similar.
Figure 3.9 compares the BER performance of the turbo coded cooperation, repeat-punctured
turbo coded cooperation and the dual repeat-punctured turbo coded cooperation in slow
fading. The overall rate for this scheme is 1/3. For good clarity, we omit the performance of
the 6dB inter-user SNR for these schemes here. We observe that DRPTC in coded cooperation
performs better than the TC and RPTC in coded cooperation by almost 4dB and 2dB
respectively for higher uplink SNR, under the 12dB inter-user channel. For the
47
Chapter 3. REPEAT-PUNCTURED TURBO CODED COOPERATION
non-cooperative mode, the new scheme outperforms the existing TC and DRPTC cooperation
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Figure 3.9: Comparison of turbo coded, repeat-punctured turbo coded and dual
repeat-punctured turbo coded cooperation schemes under slow Rayleigh fading.
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3.4 Conclusion
In this chapter, two new coded cooperation schemes using repeat-punctured turbo codes and
dual repeat-punctured turbo codes are presented. Both schemes are presented separately in
almost a similar manner. The system and channel models of these schemes are first introduced,
followed by their codes implementation in coded cooperation framework. Finally, simulation
results of both schemes are discussed. It is shown that, the dual RPTC cooperation framework
achieves approximately 4dB and 2dB gains for a 12dB inter-user SNR at a BER of 6x 10-5,
over TC and RTPC cooperation respectively. These gains represent significant improvements.
However, these gains come at the cost of some processing delay introduced in both proposed
schemes by the repetition and puncturing structure. DRPTCs outperforms regular TCs and
RPTCs because they introduce more randomness due to the second interleaver, thus reducing
the codewords of low weight.The proposed schemes are more complex than the conventional
turbo coded cooperation due to the additional repetition-puncturing structure.
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PERFORMANCE ANALYSIS OF RPTC
AND DRPTC COOPERATION
In this chapter, the theoretical bounds for bit error probability via numerical analysis for
repeat-punctured turbo coded and dual repeat-punctured turbo coded cooperation over slow
fading channels are presented. This is done by first deriving the pairwise error probabilities
using the tools and techniques developed in [46] and [47] in Section 4.1. In Section 4.2, the
weight enumerators are derived using the transfer bounding techniques [48] to obtain bounds
on bit error rate. Finally, the upper union bounds for the end-to-end bit error probability are
determined using the techniques developed by Malkamaki and Leib [49]. Comparisons
between theoretical bounds and computer simulations of TC, RPTC and DRPTC cooperation
show that the analytical bounds obtained are accurate.
4.1 Pairwise Error Probability
In this section the pairwise error probability (PEP) as exactly developed in [15, 16, 18, and 19]
is presented. The PEP for a coded system is the probability of detecting an erroneous
codeword e when codeword c was transmitted. The PEP is written as [47, (12.13)],
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(4.1 )
where Q(x) denotes the Gaussian Q -function [50, (2-1-97)] and yen) IS the
instantaneous received SNR per bit for code bit n. The set 17 is defined as the set of all n
for which c(n) ~ e(n) , hence the cardinality (the number of elements in a set) of 17,
1171 = d ,where d is the Hamming distance between c and e. Assumption of a linear
code is made, where the transmitted codeword c is always chosen as the all-zero codeword
only for error analysis purposes. Therefore, the PEP does not depend on the particular
codewords c and e, but only on the Hamming distance d. In this case, the conditional
PEP will denoted by P(d Iy) .
It is assumed that the uplink channel coefficients remain constant over the codeword, that is,
a,.o(n) =a,.o and y,.o(n) =Yi.O are constant for n = I, ... ,N user i's uplink channel for
quasi-static fading. For two-user cooperation, four cases arise as shown in Figure 4.1 [15, 19].
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Figure 4.1: Four cooperative cases for a two-user cooperation.
4.1.1 Case 1: Both Users Successfully Decode Each Other
For the full cooperation case or equivalently Case 1, when both users successfully decode
each other data in the first frame, each user's coded bits are segmented between the two user
channels. User's 1 codeword is considered here, so (4.1) can be written as
(4.2)
where d, and d 2 represent the portions of the error event bits transmitted via user 1's and
user 2's channel respectively, such that d = d l + d 2 • It should be noted that d,and d 2 are
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independent of YI.O and ho'
The unconditional PEP can be obtained by averaging (4.2) over fading distributions as
P(d) = ffP(d IY,.o' ho )p(YI.O )p(Y2,o)dY,.ody2,0'
00
(4.3)
where p(x) is the probability density function of random variable x. An exact solution to
(4.3) can be obtained using the techniques developed by Simon and Alouini [47]. Using the
following alternative representation for the Gaussian Q -function [46], and then applying to
performance analysis in fading channels in [47] will lead to the exact solution to (4.3)
I r/ 2 (Q(x) = 7r.b exp






[ r (d,yI.O ) ][r (dZh O) ]P(d)=-.b exp --,-,- p(YI,o)dy,.o exp --.-z- p(Yz,o)dyz,o d().
7r sm- () sm ()
(4.5)
The two inner integrals in (4.5) are similar to the moment- generating functions for the two
densities p(Y.,o) and p(Yz,o) [51, (3.5-1)-(3.5-3)],
(4.6)
where Mx(s) is the moment-generating function of random variable x, Thus (4.5) can be
written as
P(d) = ~ r/ 2M (__d_, )M (_~1~() .
7r .b r"U sin z () hu sinz ()r (4.7)
The moment-generating function is identical to the Laplace transform, the only difference
being a change of sign in the exponent. Therefore, various techniques for evaluating
moment-generating functions and Laplace transforms can be used to find the solution to the
integrals of this form. The moment-generating function for the instantaneous SNR Y is [52,




Using (4.8) in (4.7) results in
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1 fR12( d r J-J ( d r J-
1
P(d)=- ob 1+~ 1+~ dB,
7r sm B sm 2 B
where r i .O is the mean exponential distribution defined in (3.3).
(4.9)
An exact expression for the unconditional PEP is given by (4.9) and is well evaluated using
numerical integration techniques. Furthermore, using [47, (5A.58)-(5A.60)], a
closed-expression can be obtained for (4.9). The resulting closed-expression does not give
extra information insight into coded cooperation.
The following upper bound from (4.9) can be obtained. This is done by remarking that the
integrand is maximized for sin2 B=1, so that
(4.10)
For large SNR values, the PEP is inversely proportional to the product of the average SNR of
the uplink channels, i.e.
(4.11 )
Full diversity of order of two is achieved for this case (Case 1), if both d, and d2 are
non-zero. At high SNRs, this case also achieves full diversity.
4.1.2 Case 2: Neither User Successfully Decodes Each Other
For Case 2 or non-cooperative transmission, all the code bits for either user 1 or user 2 are
transmitted through the same channel, i.e. d, =d and d2 =O. In slow fading, the
conditional PEP is obtained from (4.2) to give
P(d Ir) = QU2dr),
and the unconditional PEP becomes
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(4.13)
Eventually, this case will not provide diversity.
4.1.3 Case 3: Only One User Successfully Decodes the Other User
For Case 3, where user 2 does not successfully decode user 1, but user I successfully decodes
user 2, the same additional parity bits are sent by both users for user 2 in the second time
interval. These bits are combined at the destination to give the following conditional PEP
obtained from (4.2)
(4.14)
and the unconditional PEP obtained by averaging (4.14) over the fading distributions is
( )
-1 ( )-11 /2 d r dr,
P(d)=-r I+~ 1+~ dB
~ srn-B srn B
(4.15)
At high SNRs, this case also achieves full diversity for user 2. The last possible case is when
user 1 does not successfully decode user 2, but user 2 does decode user 1. This is similar to
case 3, but with the roles reversed. In this case, user 1 achieves full diversity at high SNRs.
4.2 Weight Distribution
The weight distribution or weight enumerating function A(d) is essential in deriving the
union bounds of a given code. In (4.11) and (4.15), the PEP is a function of the partitions of
the Hamming distance, dl and d2 • For turbo codes, obtaining the weight distribution is
55
Chapter 4. PERFORMANCE ANALYSIS OF RPTC AND DRPTC COOPERATION
exceedingly complicated for a given interleaver, since the redundant bits generated by the
second encoder will depend on the weight of the input word and more importantly on how the
bits have been interleaved. Theoretically speaking, an exhaustive enumeration over all
possible cases is the best solution. But this turns out to be impractical for long interleavers.
An average weight distribution was proposed in [27, 48, 68], where the average is over all
interleavers of a given length. Turbo codes can be viewed as the concatenation of multiple
code fragments x:' x~ and xi. as shown in Figure 4.2. Figure 4.2 shows that the code
fragments x{~ and xi. generated by the constituent encoders depend on the input weight
and on how the bits within the fragments have been interleaved by I, and 12 respectively.






Figure 4.2: Concatenation of multiple code fragments.
The union upper bound for the BER for ML decoding of an (n,k) block code over a
memoryless channel is given as shown in (4.16) provided that the interleavers I, and 12
are known.
n
P'""r" (I1'/ 2 ) '5, L. A(d /I1'/2 )P(d)
tI:::dlllin
(4.16)
where A(d / 1),/2 ) is the number of codewords of Hamming weight d and P(d) is the
PEP having weight d. For a given pair of interleavers (Ip/2), A(d /I1'/2) is constructed
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by encoding all valid input sequences and determining its output weight. The word error










where P(I\'/2) is the probability of some gIven interleavers and A(d) is the average
weight enumerating function. A(d) IS formed by averagmg over all interleaver paIrs.
Assuming that the interleaver paIrs are uniform and independent from all possible
permutations of N elements, the average enumerating distribution can be written as
A(d) = IIp(I\)P(I2)A(d 11\>/2).
I, I,
In addition, A(d I 1\>/2 ) can be written as
(4.18)
(4.19)
where P(d I i,!p/J is the conditional probability obtained from an input of weight i and
interleaver pair (Ip/2) to produce a codeword of weight d. Moreover, because turbo codes
are a parallel concatenation of three code fragments, the weight of the codeword can be
calculated as the sum of the weights of the three code fragments, i.e. d = i + d] + d2' where
d] and d2 represent the Hamming weights of the input and first parity sequences x~ and
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Since the interleavers are assumed to be independent, P(i,dpdz /i,1\,1z) can be rewritten as
P(i/ i)P(d\ 1i,1\ )P(dz 1i,1z) which substituting in (4.18) gives





=~~~ (~)fP(!\)P(d\ 1i,1\>"'fP(!z)P(dz li,1z)
'-v------'
d=i+dJ +d'1




where P(d\ Ii) and P(dz 1i) are obtained usmg Bayes' Theorem and denote the
conditional probability of producing a codeword fragment of weight d gIven an input
sequence of weight i randomly selected.
In the sequel, the derivation of the conditional probabilities using transfer function bounding
techniques as described in [48] is shown. First of all, the state diagram ofa (1,15/13)8 code
fragment as illustrated in Figure 4.3 is described.
Figure 4.3: RSC (1,15/13)8 encoder.
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The state transition diagram and the state transition table for the (1,15/13)8 code fragment
are shown in Table 4.1 and Figure 4.4 below. The transition between states is labeled by the
input information bit and the corresponding output bits (the first bit represents the encoded bit
and the second one is the systematic bit). In the state transition table, Sin where i = {a, 1, 2}
represent the current state of the encoder and s;n+1 represent the next state of the encoder. 0 J
represents the encoded output bit and O2 represents the systematic bit.
Table 4. 1: State transition table of the (13, IS)g code fragment.
s~ I Sln I S; Input S~+l Sln+1 s;'+1 0 1 0 7
0 0 0 0 0 0 0 0 0
1 0 0 1 1 1
0 0 1 0 0 I 1 1 0
1 0 1 0 0 1
0 1 0 0 I 0 0 1 0
1 1 0 1 0 1
0 1 ] 0 1 1 ] 0 0
1 ] 1 0 1 1
1 0 0 0 0 0 ] 0 0
1 0 0 0 1 1
I 0 I 0 0 1 0 1 0
1 0 1 1 0 1
] ] 0 0 1 0 I 1 0
1 1 0 0 0 1
1 1 1 0 1 1 0 0 0
1 ] 1 I 1 1
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0/00
Input bit/ encoded bit systematic bit
Figure 4.4: State transition diagram of(13, 15)8 code fragment.
Each edge label as shown in Figure 4.4 can conveniently be substituted with a monomial
I!t Dd which describes the input/output relationship for a particular transition, where I is
always equal to 1 for a rate 1/ m, and i and d depending on whether the corresponding
input and output bits are 0 or 1, can take the values 0 or 1 respectively.
For example:
State 000 ~ State 000, input/encoded output is 0/0, I! t Dd =LIoDO =L .
State 000 ~ State 001, input/encoded output is 1/1, I!tD'{ =LI'D' =LID.
State 000 ~ State 010, no connection, I!tDd=o.
State 000 ~ State 011 , no connection, I!rDd=0.
A state transition matrix A(L,I,D) shown below is obtained from the information state
transition diagram in Figure 4.4
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L LID 0 0 0 0 0 0
0 0 LI LD 0 0 0 0
0 0 0 0 LD LI 0 0
0 0 0 0 0 0 LID L
A(L,J,D) =
LID L 0 0 0 0 0 0
(4.22)
0 0 LD LI 0 0 0 0
0 0 0 0 LI LD 0 0
0 0 0 0 0 0 L LID
The rows represent the previous states of the encoder, while the columns represent the next
states of the encoder.
For a given code fragment, defined by a state diagram with 2m states, t(l,i,d) represent
the number of paths of length I, input weight i, and output weight d, starting and ending
in the zero state, with the condition that the trellis is terminated by m bits and these
termination bits do not have length nor input weight [48]. The corresponding generating
function or transfer function is then defined as
T(L,J,D) = LLZJltD"t(l,i,d).
I~O ;:~o ,/~O
As reported in [54, (4.7)], T(L,I,D) is the (om ,om) entry in the matrix
(I + A(L,I,D) + A(L,I,D)2 + A(L,I,D)3 + ... )A(1,l,D)m .
(4.23)
(4.24)
The factor A(1,I,D)"' does care for the tennination bits in the trellis. Since
1 + A + A2+ A3+ ... = (I - Af', we obtain from (4.24)
T(L,I,D) = [(I - A(L,I,D)f'·A(l,l,D)m Jom om (4.25)
An approximate expression of (4.25) can be obtained by omitting the termination factor
A(1,l,D)m, so as to get the transfer function
T(L,I,D) = [(I - A(L,I,D)fl Jom 0'" • (4.26)
Two methods can be used to determine the [I - A(L,I,D)f' Jom om' The first method described in
61
Chapter 4. PERFORMANCE ANALYSIS OF RPTC AND DRPTC COOPERATION
[55] is described in Appendix A. The other method uses the symbol operation in MATLAB and
yields the same transfer function as found in Appendix A. The transfer function for (15/13)8
code fragment is determined in Appendix A using one of the two methods given above. The
other method is omitted here In Appendix A, the term tL0_0 represents the transfer function
T.,SII3 (L,!, D) .
By multiplying both sides of (B. 1) in appendix B by the denominator of the right-hand side,
and taking the coefficient t(l,i,d) of both sides of the resulting equation, the following
recursion formula is obtained
t(I,i,d) = t(I -I,i,d) + t(I -I,i -I,d -1) - t(I - 6,i - 5,d - 5)
-t(I - 6,i -I,d -I) + t(I - 6,i - 5,d -I) + t(I - 6,i -I,d - 5)
-t (I - 7,i - 5,d -1) + t (I - 7,i - 7,d - 3) - 2t(I - 7,i - 5,d - 5)
-t (I - 7, i-I, d - 5) + t (I - 7, i - 3, d - 7) - t (I - 7, i - 6, d - 2)
-t (I - 7, i - 2, d - 6) + 2t (I - 7, i - 3, d - 3) - 2t (I - 7, i - 2, d - 2)
+t(I - 7,i,d - 4) +t(I -7,i -4,d) + 2t(I - 7,i -4,d -4)
-t(I -8,i -8,d -4) -t(I -8,i -4,d -8)-t(I - 8,i - 4,d)
+2t(/-8 i-6 d-6)+2t(/-8 i-2 d-6)+2t(/-8 i-6 d-2)
" " '"
+2t(I - 8,i - 2,d - 2) - t(I - 8,i,d - 4) - 4t(I - 8,i - 4,d - 4)
+8(I,i,d) - 8(1-I,i -I,d -I) - 8(1- 2,i -I,d -1) - 8(1- 3,i -I,d -1)
(4.27)
where 8(/,i,d)=I if l=i=d=O and 8(1,i,d)=O otherwise.
P(d / i) can be computed as follows
P(d /i) = t(N,i,d) = t(N,i,d) .
L",t(N,i,d') (;)
(4.28)
Figure 4.5 shows the plot of the conditional probability P(d /i) for the (15/13)8 code
fragment, for block length N = 128 and a binomial probability distribution for 128 trials with
probability 1/2, for reference. We note that the code fragment (15113)8 only admits for even
input weights i even output weights d and admits for odd input weights i odd output
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weights d. We also observe that the conditional probability P(d! i) tends to the reference
binomial distribution for moderate to high values of the input weight i, whereas for low
values of the input weight i, P(d ! i) has more or less a skewed distribution. The fact that
P(d ! i) gets closer to the reference binomial distribution for large values of i, is an
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Figure 4.5: Conditional probability distribution p(dli) for output weight given input weight,
with block length N= 128.
4.3 Bit Error Rate Analysis
The PEP and weight distribution obtained in the previous sections will be used in the
computation of the end-to-end bit error probabilities. The following BER analysis has been
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derived in [15]-[ 19] and is repeated here. Firstly, the calculation of the probability of
operating in the cooperative mode, which can be parameterized with \f' = {1,2,3,4}, where
\}J =1 corresponds to Case 1 described above (full cooperation case), \}J =2 is the
no-cooperation case, \}J = 3 and \}J =4 correspond to Case 3 and Case 4 respectively, is
imperative. Reciprocal inter-user channels are assumed.
For the full cooperation case, the conditional inter-user block error probability is given by
P(\f' =11 y) =(1- ~'~~Ck (y))(1- P,,~~;k (y))
~ (1- BPil ) (y))(I- BP?) (y)),
where P"'ock (y) is the block error rate probability bounded by [49, (12)), [56, (11)]
(4.29)
(4.30)
In Equation (4.30), B is the number of trellis branches in the codeword and P£ (y) is the
error even probability conditioned on y. For a rate 1/ n convolutional code, B equals the
uncoded block length N. P£(y) is bounded by [57, (4.4.8)]
'"
P£(y) ~ L a(d)P(d Iy),
d=tll1l1n
(4.31)
where dmin is the mllllmum Hamming distance of the code and a(d) is the weight
enumerating function or the number of error events with Hamming distance d.
The conditional inter-user block error probability for Cases 2, 3 and 4 are given below
P(\}J = 21 y) = P,,~~k (y )P,,~~~ (y)
(4.32)
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P(\}l = 31 y) = (1- ~}~~ck (y))P,,~~~k(y)
(4.33)
(4.34)
The end-to-end bit error rate probabilities are computed using the unconditional inter-user
block error probability P('¥) , which is given by
P(tfI) = fp(\}l Iy)p(y)dy . (4.35)
Using (4.30) yields loose bounds in the case of slow fading as presented in [49]. The
limit-before-average technique [49] can be used in (4.30) to give tight bounds on the block
error probability. We only discuss the full cooperation (Case 1) here, as it is similar for the
remaining 3 cases. Applying the limit-before-averaging techniques in (4.29), the tight upper
bound obtained is
P(\}l = 1) ~ f(l-min[l, 2>1 (d)P(d Iy)Jr
r
(4.36)
The overall end-to-end BER is obtained by averaging the unconditional BER over the four
cooperative cases,
4
P" = I P" (tfI)P(\}l = i) ,
j=l
where P"(\}l) is the BER. The conditional BER is bounded by [57, (4.4.8)]
00




Chapter 4. PERFORMANCE ANALYSIS OF RPTC AND DRPTC COOPERATION
where a(d) is given by
(4.39)
The unconditional BER is obtained by averaging (4.38). As mentioned above, tight bounds on
the unconditional BER are obtained using the Iimit-before-average method [49]. The
unconditional BER is thus given by
p,,('¥) = fmin[~,p,,(y, '¥) ]P(Y)dY .
y
In (4.39) the conditional probability for the both encoders for the DRPTC is given by




where L = 2 is the repeater coefficient. In RPTC, only the conditional probability of the
second encoder is similar to (4.41) , whereas the first encoder conditional probability is
identical to (4.28).
4.4 Numerical Results
In this part of the dissertation, the plots of the upper bounds on the unconditional BER p"
using the Iimit-before-average method [49] and the simple average technique are compared.
The probabilities of occurrence of the four cooperative cases under three different inter-user
channels SNR are then presented. The BER theoretical bounds for RPTC and DRPTC
implementations of coded cooperation with the simulation results are compared.
The convergence of the union bound on the bit error probability of turbo coded cooperation
(non-cooperation case) using the simple average method and the one obtained from the
Iimit-before-average technique is shown in Figure 4.6. An observation is made that the
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limit-before-average union bound on the bit error probability converges quite fast, whereas
the union bound based on the simple average method calculates as the sum of the average
PEPs does not. The summation in (4.38) where the upper limit corresponds to dmax is
truncated such that only the error events having the total distance d = d
J
+ ... + dL ~ dmax are
considered. A rate 1/3 Turbo code with (1,15113)8 generator polynomials is used, and source
block length K =N =128 bits.
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Figure 4.6: Union bounds on the bit error probability p" for different values of dmax .
Table 4.3 lists the inter-user block error rate (BLER) and cooperative case probabilities to
DRPTC with coded cooperation for reciprocal inter-user channels. We should note that the
-15dB inter-user SNR is approximately equivalent to the non-cooperative case. As expected,
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the probability of occurrence of Case 1 in the 12dB inter-user channel is almost equal to 1,
since it perfonns as good as in the perfect inter-user channel most of the time, whereas Case 2
almost never occurs and the probabilities of occurrence of Case 3 and Case 4 approach O. In
the 6dB inter-user channel, the probability of occurrence of Case 1 decreases while the
probabilities of Cases 2, 3 and 4 increase. This makes sense, as the inter-user channel worsens.
Finally for the non cooperative case, the probability of occurrence of Case 2 is equal to 1,
whereas Cases 1,3 and 4 do not occur in theory. Table 4.2 lists the inter-user block error rate
(BLER) and cooperative case probabilities to RPTC in coded cooperation for reciprocal
inter-user channels.
Figures 4.7 and 4.8 show the theoretical BER bounds versus simulation results for
repeat-punctured turbo coded cooperation and dual repeat-punctured turbo coded cooperation
in quasi-static fading with reciprocal inter-user channels, respectively. Combining [48] which
uses a short recursion fonnula to compute transfer function coefficients and [49] yields tight
bounds on the BER as shown in Figures 4.7 and 4.8.
It is noted that, the analytical bounds almost match the simulations results in both schemes
under various inter-user channel qualities. This shows that the method used to derive the
bounds yield tight bounds.
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Table 4. 2: Inter-user BLER and cooperative case probabilities corresponding to RPTC in
coded cooperation.
Inter-user Case Probabilities
SNR \f = 1 \f =2 \f =3 \f =4
12dB 0.966 0.0311 0.0022 0.0022
6dB 0.874 0.1182 0.0080 0.0080
-15dB ~O 1 ~O ~O
Table 4. 3: Inter-user BLER and cooperative case probabilities corresponding to DRPTC in
coded cooperation.
Inter-user Case Probabilities
SNR \f = 1 \f =2 \f =3 \f =4
12dB 0.979 0.0192 0.0018 0.0018
6dB 0.922 0.0743 0.0069 0.0069
-15dB ~O 1 ~O ~O
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Figure 4.7: BER comparison between theoretical bounds and simulation of RPTC
cooperation.
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Figure 4.8: BER companson between theoretical bounds and simulation of DRPTC
cooperation.
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4.5 Conclusion
This chapter presents the BER analysis of the two schemes presented in Chapter 3, that is,
repeat-punctured turbo coded cooperation and dual repeat-punctured turbo coded cooperation
over quasi -static fading channels. In Section 4.1, the conditional and unconditional PEPs for
the four cooperative cases are derived. The conditional probability is later used for the
computation of the end-to-end BER, since the conditional PEP yields loose BER bounds.
In Section 4.2, we derive the weight enumerating function which is essential in the
computation of the union bounds of a given code. An algorithm that employs a short recursion
formula to compute the transfer function coefficients is used in the derivation of weight
enumerators.
The BER analysis is presented in Section 4.3. The unconditional PEP and weight enumerators
derived in the previous sections are combined together to yield the end-to-end probabilities.
Prior to combining unconditional PEP and weight enumerators, we calculate the probability
of operating in the cooperative mode for the four cooperative cases.
Finally, numerical results are discussed in Section 4.4. A comparison of the theoretical BER
bounds versus computer simulations of RPTC and DRPTC in coded cooperation is presented.
This comparison shows that the simulated results confirm the analytical bounds.
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CHAPTERS
TURBO CODED COOPERATION WITH
FORCED SYMBOL METHOD
In this chapter, an improvement of turbo coded cooperation scheme under the 6dB and 12dB
inter-user channels SNR, which uses the Forced Symbol Method (FSM) [58,59], is presented.
In the first section of this chapter, we briefly introduce this method which improves the error
rate of turbo codes and present previous works related to lowering the error floor of turbo
codes. In Section 5.2, the Forced Symbol Method is described and some simulation results of
turbo codes with FSM are presented. In Section 5.3, we introduce the new scheme which is
the FSM with turbo coded cooperation. Two cases are presented here via computer
simulations: the first one is the implementation of FSM at the destination while the second
case is the implementation of FSM at each user. The latter case shows an improvement over
the conventional turbo coded cooperation discussed in Chapter 2, especially under the 6dB
inter-user channel. Finally, conclusions are drawn in the last section.
5.1 Introduction
It is known that the error floor of turbo codes mainly depends on the distance properties of the
code. One of the methods to reduce the error floor of turbo codes is to increase the
73
Chapter 5. TURBO CODED COOPERATION WITH FORCED SYMBOL METHOD
minimum distance or free distance of the code which is determined by the interleaver. The
design of interleavers which produce high free distances is a complicated task. Previous
works have been done in order to lower the error floor using various methods. We briefly
present some of these works here. In [24, 60-62], a serial concatenation of turbo code and
high rate algebraic outer code was introduced to reduce the error floor. The use of
Reed-Solomon (RS) outer code was proposed in [60], whereas the use ofa Bose, Chaudhuri,
and Hocquenghem (BCH) outer code was proposed by Andersen [61]. Narayanan et al. [62]
proposed a method that employs a BCH outer code that protects a few positions in the
information packet having the tendency to be in errors as oppose to Andersen's method in
which the BCH outer code is used to protect the entire packet.
Another method for lowering the error floor was proposed by Narayanan and Stuber [63] that
uses the List Viterbi Algorithm (LVA). The encoder structure comprises a concatenation of an
outer CRC code and an inner turbo code. The CRC serves two purposes here: error detection
and early stopping criterion for turbo decoding. A method for reducing the error floor based
on distance spectrum analysis was presented in [67]. This method gets rid of the contribution
of lowest distances to the error performance at the cost of the reduction of the code rate.
Independent methods related to the Forced Symbol Method have been developed by Pishro
[64] and Varnica [65] and by Papagiannis [66] for Low-Density Parity-Check (LDPC) codes
and serial concatenated convolutional codes (SCCC) respectively. A new method has been
proposed in [58,59] to lower the error rate without modifying the encoder structure, namely
the interleaver structure. This method termed Forced Symbol Method also improves the error
performance in the water fall region.
5.2 The Forced Symbol Method
5.2.1 Description of the FSM
The FSM as presented in [58, 59] is described. As mentioned above, the FSM improves the
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error floor as well as waterfall region of turbo codes without modifying the encoder structure.
This method required the use of an error detection and in this case, CRC code is used. The use
of CRC code leads to a small reduction in the code rate and SNR, which can be negligible if
the frame length is long enough. In general, the use of an n-bit CRC in an N - bits
information length, reduces the code rates by a factor of N - n . We use a "genie" CRC here
N
for error detection, that is, the decoded codeword is compared to the transmitted sequence and
there is no reduction in the code rate. In [59], it is noted that the 16-bit CRC should provide
essentially the same performance as the genie for improvements up to four order of
magnitudes.
The FSM involves the following steps as described in [59]. First, the received sequence is
decoded normally, that is, using a standard decoding algorithm. Secondly, in the case of error
detection, find a few positions in the decoded sequence, that are most likely to have bit errors,
with the order of the positions based on their increasing reliability values. One at a time and
in the increasing order of reliability values, each potential bit/symbol position that is found to
have a bit/symbol error respectively is flipped to the opposite value corresponding to the
opposite value obtained after the first decoding. The newly received codeword with forced
bit/symbol is decoded once again. The decoding on newly received codeword obtained after
each bit flipping is repeated until all candidate bit positions have been tested. The candidate
bit positions can vary but should be less than the frame length. Another stopping criterion of
the repeated decoding is based upon successful decoding. The iterative decoding in this
method is allowed to use the new information, that is, the positions of least reliable bits
obtained from the first decoding, to make better decisions. The use of this new information
and the error detection allow for an improvement of the reliability of the soft output values,
hence an improvement of the error performance. It should be noted that the FSM does not
require the determination of all bits errors in the decoded frame, only a few probable bit errors.
The pseudo-code of the FSM as presented in [59] is repeated in Appendix B.
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5.2.2 Simulations Results
The FSM is applied to single-binary turbo codes 8-state with generator polynomials
(1,15/13)8 and code rate 1/3. The information frame length is 1024 bits and the log-MAP
decoding algorithm is performed with a maximum of 8 iterations. The transmission is
assumed to be over an AWGN channel. Figure 5.1 shows the Frame Error Rate (FER)
performance with the FSM of turbo codes with the parameters as listed above. We show here
the performance improvement in the waterfall region. We denote by FSM(L) , the error
performance obtained by testing the least reliable L symbols in the decoded sequence. The
simulation results show that FSM(l) outperforms FSM(O) (standard decoding). Similarly
FSM(l6) outperforms FSM(4) and FSM(O) by O.15dB and O.5dB respectively.
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Figure 5.1: FER performance for an 8-state, single binary turbo code over AWGN channel
with FSM.
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5.3 Turbo Coded Cooperation with Forced Symbol Method
5.3.1 FSM Applied at the Destination
Since turbo decoding is employed at the destination, the Forced Symbol Method is applied as
described in [58, 59]. The results on Figure 5.2 show that there is a very little (negligible)
improvement (about O.ldB gain at 10-4) under various inter-user SNR channel. This is
predictable, since the inter-user channel under various qualities (various SNRs) is not
improved and remains the same as in the case of the conventional turbo coded cooperation.
Figure 5.2 show the comparison of the FER performance between the conventional turbo
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Figure 5.2: FER performance comparison between TC cooperation with standard decoding
and TC cooperation with FSM.
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5.3.2 FSM Applied at Each User
Instead of using the FSM at the destination, we apply the method at each user in order to
enhance the inter-user channel quality. By doing so, the perfect inter-user channel SNR is
considered as the bound for this scheme, in other words any inter-user channel SNR (6dB or
12dB) cannot outperform the perfect inter-user channel.
The FSM applied here is almost similar to the one applied at the destination. The algorithm
used for the FSM is similar to the one described in Appendix B, except that, in this case, the
Viterbi decoding algorithm for convolutional encoding is employed instead of the iterative
decoding that was used in the case of turbo encoding. By applying the FSM at each user, we
correct some bit errors, hence improve the quality of the inter-user channel. This means that, a
6dB inter-user channel with FSM can perform as good as or better than a 12dB inter-user
channel without applying FSM.
Figure 5.3 shows the FER performance of the turbo coded cooperation with FSM at each user
and the conventional turbo coded cooperation under the 6dB inter-user channel. The turbo
coded cooperation with FSM (16) outperforms the conventional turbo coded cooperation
scheme by almost 3dB at high SNR values. This is an impressive improvement over the
conventional turbo coded cooperation scheme.
Figure 5.4 shows the FER performance of turbo coded cooperation with FSM at each user
under the 6dB and 12 dB inter-user channels versus the conventional turbo coded cooperation
scheme under the 6dB, 12dB and perfect inter-user channel SNRs. It is noted that the 6dB
inter-user SNR with FSM(16) performs as good as the 12dB inter-user for low to moderate
SNR values and outperforms the 12dB inter-user channel for high SNRs by approximately
IdB. The turbo coded cooperation with FSM(16) under the 12dB inter-user SNR performs
as good as (they overlap) the perfect inter-user channel which confirms our predictions. We
also note that the turbo coded cooperation with FSM (16) under the perfect inter-user SNR
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is the bound for this new scheme.
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Figure 5.3: FER performance comparison between TC cooperation with standard decoding
and FSM under 6dB inter-user channel.
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Figure 5.4: FER performance comparison of TC cooperation with standard decoding and
FSM under various inter-user SNRs.
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5.4 Conclusion
In this Chapter, a modified turbo coded cooperation scheme is presented. This scheme combines
turbo coded cooperation with the FSM. The proposed scheme presents some improvement over
the conventional turbo coded cooperation when applied at the users. This works by flipping the bit
that might seem to be in error and decode once again. By doing so, the inter-user channel
improves, hence the end-to-end BER improves as well. The proposed scheme presents some
processing delay due to the additional FSM algorithm at the users or base station, which will
require more decoding whenever a bit is in error.
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6.1 Conclusions
Cooperative diversity allows multiple single-antenna systems to cooperate and share their
antenna creating virtual MIMO systems, and hence reaping the benefits of diversity. Early
works on user cooperation have been proposed by Sendonaris et al. [5] [6], Laneman et al.
[11]. It should be noted that the genesis of cooperation goes back to the work of Cover and
Gamal [7]. Coded cooperation [15-19] have been introduced recently and combined channel
coding with coded cooperation. The work in this dissertation is based on coded cooperation.
In Chapter 1, a brief history of cooperative communication is given. Cooperative signaling
techniques to date are described.
Chapter 2 describes coded cooperation framework in detail. Coded cooperation integrates
user cooperation with channel coding. Various coding methods can be implemented in coded
cooperation. Implementation of coded cooperation using RCPC codes [15-19] is first
discussed here, followed by coded cooperation with turbo codes [23]. An overview of turbo
codes is presented with various simulation results, prior to describing turbo coded cooperation.
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Two new protocols termed repeat-punctured turbo coded cooperation and dual
repeat-punctured turbo coded cooperation are designed and presented. These two schemes are
the extensions of coded cooperation using turbo codes. The first scheme uses the
repeat-punctured turbo codes, which was introduced in [44] and yield some gain over turbo
codes at moderate to high SNRs. DRPTC based on RPTC, in coded cooperation is then
introduced. The performance of the three schemes altogether in quasi-static fading channel,
under various inter-user channels SNR in Chapter 3 is compared via computer simulations.
DRPTC outperforms both TC and RPTC in coded cooperation with significant gains at low
BER. It can therefore be concluded that RPTC and DRPTC are promising error correcting
techniques that can be applied in coded cooperation since they yield impressive results over
existing conventional turbo coded cooperation scheme with the same rate.
An analysis of the bounds for bit error probability of the coded cooperation using RPTCs and
DRPTCs is made. The analysis begins with the derivation of the PEP for the four cooperative
cases, since we assume a two-user cooperation. It is later found that the unconditional PEP
leads to very loose bounds. Thus, we consider the conditional PEP. The second part of this
analysis consisted of the derivation of the weight enumerating functions, which a short
recursion formula and yield tight bounds for bit error probability. Finally, we combine the
PEP and weight enumerating function to derive the end-to-end bit error probabilities and
illustrate the comparison between the theoretical bounds and simulation results obtained in
Chapter 3. It is found that the analytical bounds developed for the two new schemes are
confirmed by simulations results, since they yield almost the same perfonnance. The analysis
based on transfer function yield good results and can therefore be applied in any turbo coded
related cooperation scheme.
6.2 Future Work
Many open problems related to the work in this dissertation still remain to be investigated.
The work performed in Chapter 3 on Repeat-Punctured Turbo Coded and Dual-Repeat
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Punctured Turbo Coded cooperation has been done over quasi-static or slow Rayleigh fading
channels. Future research work could extend the work in Chapter 3 to fast fading channels or
multi-path fading and analyze the performance.
In chapter 5, turbo coded cooperation using the FSM under various inter-user channel SNRs
is implemented and simulations results show a considerable improvement over the turbo
coded cooperation using standard decoding with corresponding inter-user channel SNRs.
Future work should extend to the derivation of the theoretical bounds and complexity analysis
of this scheme.
Coded cooperation integrates channel coding with cooperation. Various channel coding
schemes can be implemented in coded cooperation. In this dissertation, RPTCs and DRPTCs
in cooperation are implemented. Previous work [16] [23] have integrated turbo codes with
cooperation and yield impressive results. Other channel coding schemes such as Low-Density
Parity-Check (LDPC) codes can also be implemented and investigated in coded cooperation
framework. LDPC codes, like turbo codes are part of a broad family of error-control coding
techniques termed compound codes. LDPC codes which perform as good as turbo codes in
AWGN channels, present some advantages over turbo codes such as:
~ Lower complexity of the iterative decoding.
~ The inexistence of Iow weight codewords.
The channel model used throughout this research work is the Rayleigh fading. Other channel
models such as Rician fading channels mostly encountered in satellite channels and land
mobile channels, where a Line of Sight (LOS) is possible, and Nagakami fading channels






Derivation of [1 - A(L,I,D)fl]om,om Using the Adjoint Matrix
Method and the Transfer Function.
Using the following notation,
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0 0 -LD -LI 0 I 0 0
0 0 0 0 -LI -LD I 0
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1 -LI -LD 0 0 0 0
0 I 0 -LD -LI 0 0
0 0 I 0 0 -LID -L
CII = -L 0 0 I 0 0 0
0 -LD -LI 0 1 0 0
0 0 0 -LI -LD 1 0
0 0 0 0 0 -L I-LID
We use MATLAB to compute (A.3), since it is computationally difficult to get determinant of










Pseudo-Code for the Forced Symbol Method
Let u and y be the information frame and the received codeword, respectively. For
simplicity assume the use of antipodal signaling that maps the bit b to (_l)h. Let E be a
real number greater than d min • To force the turbo decoder to decide for the bit bi at position
i in u, it is sufficient to insert the impulse I; = (_l)h, E at position i in y, in other
words to flip the bit in the corresponding received codeword. Let Q be the set of positions
in the decoded frame, U, that are most likely to have bits errors. Let L be the number of
elements in Q. The positions of interest are recorded in Q according to their increasing
reliabilities (i.e., position QU) is more likely to have an error than position QU + I) ). In the
sequel, j is the position of the bit forced to change or flip.
~ Set the noise variance a 2 , if it is required for iterative decoding;
~ Choose E (E > dmin );
~ iterative decoding of y => Cl ;
~ If ( error detected )
11 determine Q;
11 set i = 0;
11 while ( (error detected) and (i < L ) )
set j = QU) ;
set z = y(j) ;
set y(j) = -(-1)',(j) E ;
iterative decoding of y;
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set y(j) = z ;






Derivation of the Turbo Code Decoder Equations (MAP
algorithm)
A modified version of the BCJR algorithm for performing symbol-by-symbo
l MAP decoding
is first discussed. It is then shown how this algorithm is incorporated into an
iterative decoder













El is a notation for encoder 1.
E2 is a notation for encoder 2.
D1 is a notation for decoder 1.
D2 is a notation for decoder 2.
m is the constituent encoder memory.
S is the set of all 2
m constituents encoder states.
x· =(x; ,x~ , .. .,x~) = (u, ,u2 ' ••• ,uN ) is the encoder input word.
xP = (xi' ,xi , .. .,x~) is the parity word generated by a constituent encoder.
Yk = (yt ,yI') is a noisy (AWGN version) of (xt ,xI') .
y~ =(Y"'Y"+"""Yh)'
The modified BCJR algorithm
In the symbol-by-symbol MAP decoder, the decoder decide
s uk = +1 if
P(U k =+lly»P(uk =-1Iy), and it decides U k =
-1 otherwise. More succinctly, the
decision uk is given by
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where L(uk ) is the log a-posteriori probability (
LAPP) ratio defined as
( ) _ [P(Uk =+lIY))L uk -log (_ ).Puk--l!y




where Sk E S is the space of the encoder at time k, S+ is the set of ordered
pairs (s',s)
corresponding to all state transitions (Sk_1 = s')~ (Sk = s) caused by da
ta input uk = +1,
and S- is similarly defined for uk = -1 .
Observe we may cancel p(y) in (C.3) which means we require only a
n algorithm for
computing p(s',s,y) = P(Sk_1 = S,Sk = s,y). The BCJR algorithm [33] for d
oing this is
where ak(s) = P(Sk = s,y~) is computed recursively as






(These conditions state that the encoder is expected to start in state
0.) The probability
Yk(S',S) in (C.S) is defined as
(C7)
and will be discussed further below. The probabilities f3k (s) = P(Y:+I ISk = s) in (CA) are
computed in a "backward" recursion as






f3N (0) = 1 and f3N (s "* 0) = 0 for the first encoder.
1
f3N (s) = - for the second encoder.
2m
(C9)
(The encoder is expected to end in state 0 after N input bits, implying that th
e last m input
bits, called termination bits, are also elected.) Figure Cl shows how ak(0)
and f3k (0) are
computed recursively in a trellis.
Unfortunately, cancelling the divisor p(y) in (C3) leads to a num
erically unstable




0 a k_1(0) • (00) ~, (0 0)>. f3k+1 (0)
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a k_1(1)
,
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rk+,(0,2) >~
• f3k+1 (2)2 • •
3 •
ak(0) =ak_1(O)Yk (0,0) + a k_1(l)rk (1,0)
f3k(0) = f3k+1 (O)Yk+1 (0,0) + f3k+1 (2)Yk+1 (0,2)
Figure C.l: Recursive calculation of ak (0) and f3k (0) .
I Unfortunately, dividing by simply p(y) to obtain p(s',s Iy) also leads to an unstable algorithm.
Obtaining p(s', sly)P(Yk) instead of the APP pes ',s Iy) presents no problem since an APP ratio










But since we would like to avoid storing both {ak(s)} and {ak(s)}, we
can use (CS) in
(C.II) to obtain a recursion involving only {ak (s)},




where the second equality follows by dividing the numerator and the
denominator by
( k-I)P y\ .
The recursion for Pk (s) can be obtained by noticing that
= "" a (s ')y (s' s). P(Y:+I Iy;)
L.L. k-I k' ( k-I)
s s' P Y 1
= LLak_l(s')Yk(S',S),p(Y:+lll)
s s'




In summary, the modified BCJR-MAP algorithm involves computing the LAPP ration L(uk )
by combining (C.3) and (C.lO) to obtain
(C.14)
where the a's and !J 's are computed recursively via (C.12) and (C.I3), respectively.
Clearly the {ak(s)} and {!Jk(S)} share the same boundary conditions as their counterparts
as given in (C.6) and (C.9). Computation of the probabilities Yk(S',S) will be discussed
shortly.
Iterative MAP decoding
From Bayes' rule, the LAPP ratio for an arbitrary MAP decoder can be written as
L(u
k
) =10g( P(y IU k =+1») + 10g( P(uk =+1»)
P(y Iuk =-1) P(uk =-1)
with the second term representing a priori information. Since P(uk =+I)=P(uk =-1)
typically, the a priori term is usually zero for the conventional decoders. However, for
iterative decoders, DI receives extrinsic or soft information for each U k from D2. Similarly,
D2 receives extrinsic information from DI and the decoding iteration proceeds as
DI ~D2~DI ~D2~ ... , with the previous decoder passing soft information along to the
next decoder at each half-iteration except for the first. The idea behind extrinsic information
is that D2 provides soft information to DI for each uk ' using only information not available to
D1 (i.e., E2 parity); D1 does likewise for D2.
An iterative decoder using component BCJR-MAP decoders is shown in Figure 2.8. Observe
how permuters and de-permuters are involved in arranging systematic, parity, and extrinsic
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information in the proper sequence for each decoder.
We now show how the extrinsic information is extracted from the modifie
d-BCJR version of
the LAPP ratio embodied in (C.14). We first observe that Yk(S',S) may
be written as (cf.
equation C.7)
Yk (5',5) = pes IS')P(Yk 15',5)
= P(Uk)P(Yk IUk)
where the event Uk corresponds to the event 5' -4 s. D
efining




observe that we may write
where the first equality follows since it equals
( JPfl:J~=P when Uk =+1 andI+P.-IP+ + - +
( JPfl: )Jp I P+ = P when uk = -1 ,I+P_IP+ - -
(C.IS)






Now since Yk(S',S) appears in the numerator (where Uk =+1) and the denominator (where
Uk = -1) of (C.14), the factor AkBk will cancel as it is independent of uk • Also, since we
assume BPSK transmission over the channel, ~ =- so that 0'2 = No /2Ee whereNo /2 0'2
Ee = rEh is the energy per channel bit. From (C.16), we then have
(C.17)
where Le = ~e and where y;(s',s) = eXP[~LeYtX{ ].
Combining (C.17) with (C.14) we obtain
(C.18)
Ck (uk =-1) can be factored out of the summations in the numerator and denominator,
respectively. The first term in (C.18) is sometimes called the channel value, the second term
represents any a priori information about Uk provided by a previous decoder, and the third
term represents extrinsic information that can be passed on to a subsequent decoder. Thus, for
example, on any given iteration, 01 computes
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where L~I(Uk) is the extrinsic information passed from 02 to 01, and L72(Uk) which is to
be used as an extrinsic information from 01 to 02.
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