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ON FUNDAMENTAL FOURIER COEFFICIENTS OF SIEGEL MODULAR FORMS
SIEGFRIED BÖCHERER AND SOUMYA DAS
ABSTRACT. We prove that if F is a non-zero (possibly non-cuspidal) vector-valued Siegel modu-
lar form of any degree, then it has infinitely many non-zero Fourier coefficients which are indexed
by half-integral matrices having odd, square-free (and thus fundamental) discriminant. The proof
uses an induction argument in the setting of vector-valued modular forms. In an Appendix, as an
application of a variant of our result and building upon the work of A. Pollack, we show how to
obtain an unconditional proof of the functional equation of the spinor L-function of a holomorphic
cuspidal Siegel eigenform of degree 3.
1. INTRODUCTION
Fourier coefficients of Siegel modular forms have been objects of continued interest over the
years. It is a very useful fact, not only theoretically, but also in computation, that such a form
F ∈Mnk (M
n
k (resp. S
n
k) being the space of (resp. cuspidal) Siegel modular forms on Sp(n,Z)) is
determined by finitely many of its Fourier coefficients aF(T ), described uniformly in terms of
the weight k and n. Here and henceforth, for F ∈Mnk , we write the Fourier expansion of F as
F(Z) = ∑
T∈Λn
aF(T )e(TZ),
and Λn is the set of all half-integral positive semi-definite matrices (see section 2) of size n and
e(TZ) := exp(2piitrTZ). Such a result is known in the literature as ‘Sturm’-bound, see [17, 22],
even though this result was known from the works of Hecke or Maaß. For a more recent version
of this in the context of elliptic cusp forms by ‘square-free’ Fourier coefficients, see [1].
Equally important are results concerning the determination of a Siegel modular form F by
Fourier coefficients aF(T ) supported on T ∈ Λ+n (which are positive-definite members of Λn)
with the discriminant of 2T (which we denote by disc(2T )) varying in an arithmetically interest-
ing subsetS of natural numbers, e.g., square-free numbers or fundamental discriminants. Of the
many works along this line of research, we refer the reader to the introductions in [1, 33]. Let us
just note here that in the case of newforms of half-integral weights (via Waldspurger’s formula)
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such a result is equivalent to the determination of these forms by the twisted L-functions of their
Shimura lifts.
When the set S as above consists of all fundamental discriminants, A. Saha [33] proved an
affirmative result on S2k ; this result has applications to the representation theory of automorphic
forms, see the discussion in [33, Introduction]. It is of course desirable to generalise the results
of [33] to higher degree Siegel cusp forms (including vector-valued modular forms), and also to
include the space of Eisenstein series. In fact, these aspects were mentioned as ‘difficult open’
problems in [33, remark 2.6, 2.7]. While the latter (in degree 2) was addressed to in [7, Prop. 7.7]
by the authors, in this paper, we settle both of these questions in the most general case (for full
level), in particular including vector-valued modular forms. We note that one of the most natural
settings of the problem at hand (also noted in [33, remark 2.7]), is to consider the set S to be all
those lattices 2T which are maximal in the category of even integral lattices. It is this viewpoint
that we would consider in this paper.
Let us now state our main result. Let ρ be a polynomial, not necessarily irreducible represen-
tation of GL(n,C). Denote byMnρ the vector space of holomorphic vector-valued Siegel modular
forms on Sp(n,Z)with automorphy factor ρ (see section 2 for more details) with ‘determinantal’
weight k(ρ) (see section 2 for the definition). We need one more piece of notation. Let M ∈ Λ+n
and denote by dM its ‘absolute discriminant’ (i.e., ignoring the usual sign), defined by
(1.1) dM := |disc.(2M)|=
det(2M) if n is even,1
2 det(2M) if n is odd.
Further for X ≥ 1, put
SF(X) := {d ≤ X , d odd, square-free |dT = d for some T and aF(T ) 6= 0}.
Theorem 1.1. Let F ∈ Mnρ be non-zero and k(ρ)−
n
2 ≥ 3/2. Then there exist T ∈ Λ
+
n with
dT assuming infinitely many odd and square-free values, such that aF(T ) 6= 0. Moreover, the
following stronger quantitative result holds: for any given ε > 0,
#SF(X)≫

X1−ε if n is odd and F is cuspidal,
X5/8−ε if n is even and F is cuspidal,
X1−ε if F is non-cuspidal.
where the implied constant depends only on F and ε .
In particular, taking ρ = detk (for k− n2 ≥ 3/2) Theorem 1.1 applies to scalar-valued Siegel
modular forms of weight k. For more information about the lower bound on the quantity k(ρ),
see Remark 4.8. In particular when n is odd the lower bound can be relaxed to 1. Since the T
FUNDAMENTAL FOURIER COEFFICIENTS 3
appearing in Theorem 1.1 arise from maximal (even) lattices, the statement of Theorem 1.1 also
holds a fortiori for maximal lattices.
We add here that the different lower bounds for the quantity #SF(X) in Theorem 1.1 depend-
ing on the parity of the degree n occurs due to the existence of different unconditional bounds on
Fourier coefficients of integral and half-integral elliptic cusp forms. More precisely if n is odd,
we encounter integral weights, and half-integral weights otherwise.
Our proof uses induction on the degree n, with the Fourier-Jacobi expansion as a main tool.
The proof clearly decomposes into a preparatory part (called part A) of algebraic and number
theoretic considerations and an analytic part (called part B), where non-vanishing properties of
Fourier coefficients for elliptic modular forms of half-integral or integral weight via some version
of the Rankin-Selberg method play an essential role.
Let us now briefly explain the steps of part A. The main aim of this part is to reduce the
question to a problem on certain elliptic modular forms. The results in this part should hold
more generally over the classical tube domains I-IV (as in e.g. [41]), but we do not pursue it here
mainly because such a treatment may obscure the technical points of the paper. We may return
to this point in a future work.
Step 1. This step assures the existence of a non-vanishing Jacobi coefficient ϕT = ϕ(τ,z) (T ∈
Λ+n−1,τ ∈H,z ∈ C
n−1) of F with discriminant of T being odd and square-free. To prove this, we
consider the Taylor expansion of F with respect to z around the origin. Then the non-vanishing
Taylor coefficients of the lowest homogeneous order give rise to a possibly vector-valued modu-
lar form of degree n−1. We mention here that in order to make the induction work, we have to
deal with vector-valued modular forms from the beginning, even if we started from scalar-valued
modular forms (see Proposition 3.1).
Step 2. This step assures that the (possibly vector-valued) non-vanishing Fourier-Jacobi coeffi-
cient ϕT from Step 1 has a non-vanishing component ϕ
(r)
T which is actually a scalar valued Jacobi
form. It is this Jacobi form which we will focus on throughout the rest of our proof.
Step 3. This step is concerned with the theta expansion of ϕ
(r)
T : we show that there exist at least
one non-zero theta-component hµ = hµ(τ) (µ ∈ Zn−1/(2T )Zn−1) of ϕ
(r)
T such that T
−1[µ] has
the highest possible denominator (essentially equal to dT ); we call such µ ‘primitive’. This result
(Proposition 3.5) is of independent interest, and is an intrinsic result in the theory of Jacobi forms.
We finish Step 3 by setting up the desired non-vanishing properties for the Fourier coefficients of
such hµ , which follows from part B to prove our theorem. Here we encounter both integral and
half-integral weights according to the parity of n mod 2. We also have to take special care of the
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prime p = 2 during the induction step (while passing from odd to even degrees), and ensure we
do not get unnecessary high powers of 2, see subsection 3.4.
Let us now briefly explain the steps of part B. Our induction steps in Part A do not ‘see’
whether the modular form is cuspidal or not; however in this part, such a distinction becomes
prominent. Moreover let us note that Part B actually serves two purposes:
(i) first, it covers the base case n = 1 of the induction procedure; i.e., proves Theorem 1.1
when f ∈ M1k with k ∈ N. If f ∈ S
1
k , then such a result is already known from [1, Thm. 6 and
Prop. 5.8]. The extension toM1k is trivial.
(ii) second, and more importantly, it helps to glue the non-zero ‘square-free’ Fourier coef-
ficients of hµ (from the steps below) with T ∈ Λ
+
n−1 to obtain some T ∈ Λ
+
n which is also
‘square-free’. The treatment of these hµ ’s however leads us to both integral and half integral
weights over the principal congruence subgroups. Thus in the discussion below, we focus only
on (ii).
Step 1. The analytic part first analyses the Fourier expansion of the degree one cusp forms hµ for
primitive µ from the previous step. Here some analytic number theory of modular forms comes
in, and we essentially adapt an argument from [1, 33] using either a classical Rankin-Selberg
method or a ‘smoothed’ version in the case of half-integral weights to the groups Γ1(N). The
primitiveness of µ is crucial here.
Step 2. The last step is to treat non-cusp forms. When n = 1, we are reduced to usual elliptic
modular forms; for which we again use an extended Rankin-Selberg method for non-cusp forms.
The main new idea here is that we show, and use the fact that the Rankin convolution R( f , f ;s)
of a non-cusp form f of weight κ ∈ 12Z must have a (simple) pole at s = 2κ − 1. After that,
some old results of H. Petersson [27, 31] on Eisenstein series of half-integral weight finishes the
proof in the same vein as in the case of the cusp forms. Since we cannot guarrantee that the
elliptic modular form arising out of Step 1 here to be non-cuspidal, we have the bound X1−ε in
the statement of Theorem 1.1; otherwise we would have got the better bound X instead (up to
constants). See Theorem 4.6.
We finally combine the main results from these steps and finish the proof at the end of the
paper in section 4.3.
As a side result arising from part B, Step 2, we prove the statement that (see Proposition 4.4)
• an elliptic modular form f of integral or half-integral weight κ ≥ 2 on any principal
congruence subgroup whose Fourier coefficients a f (n) satisfy the bound a f (n)≪ f n
c for
all n≥ 1 and for any fixed c< κ−1, must be a cusp form.
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This result may be of independent interest, and seems to be new for half-integral weights, and
for the proof we do not use explicit combinatorics of (linear combinations of) Fourier coefficients
of Eisenstein series for such weights. Let us however note that this result should also follow from
the arguments in [8, § 5] or by adopting the methods of [6] with some technical modifications,
but it seems these has not been worked out in the half-integral setting yet.
To put things into perspective, let us mention that in degree 2 our proof looks somewhat
similar to that in [33] (here the setting is that of scalar-valued cusp forms) in that we also reduce
the question to a suitable Jacobi cusp form, say φ . However there are quite a few interesting
differences.
(i) First, instead of using the Eichler-Zagier map to reduce the question further to half-integral
weight elliptic modular forms, we work directly with any of the ‘primitive’ theta components of
φ (i.e., those theta components hµ for which (µ,4m) = 1, where m = index of φ ). These hµ
automatically have Fourier expansion supported away from the level, so the analytic treatment
becomes easier (cf. [1, Prop. 5.1], [33, Prop. 3.7]). More importantly, these primitive theta
components are crucial for us since we are led to deal with levels which are squares, and these
levels does not satisfy the conditions of [1, Thm. 2] or [33, Thm. 2].
(ii) Second, our induction procedure only allows for the indexm to be square-free, whereas in
[33] one could take m to be an odd prime. This is not serious when n= 2, but for higher degrees
this is a non-trivial point; it may not be possible to choose a non-zero Fourier-Jacobi coefficient
φT with T ∈ Λ
+
n−1 and dT a prime, see Remark 3.2. However we show in Corollary 3.3 that one
can always choose such a φT 6= 0 with dT odd and square-free.
(iii) Third, by choosingm (sticking to n= 2 for illustration) odd and square-free and invoking
Proposition 3.5, we avoid the subtlety of the injectiveness (this was a non-trivial difficulty in
[1]) of the Eichler-Zagier map. This injectiveness property ensures smooth passage from Jacobi
forms to elliptic modular forms, and is known only when m is a prime and n = 2. For degrees
n≥ 3 the theory of Eichler-Zagier maps is not well-developed. We circumvent this by using what
we call ‘primitive’ theta components of φT . Moreover, we believe that this method should work
with suitable modifications for other kinds of modular forms, e.g., Hermitian modular forms.
Concerning a possible application of our main result, let us recall the recent work of A.
Pollack [30], where a meromorphic continuation of the degree 8 spinor L-function ZF(s) attached
to a Siegel Hecke eigenform F on Sp(3,Z) was proved. Further it was shown that its functional
equation follows under the assumption of nonvanishing of some Fourier coefficient aF(T )with T
corresponding to a maximal order in a quaternion algebra over Q ramified at ∞. In an Appendix
(see section 5) we show, as an application of a variant of our main result, how to remove the
aforementioned assumption to get an unconditional result, which may be stated as follows.
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Let ΛF(s) denote the completed spinor L-function attached to the Hecke eigenform F (see
e.g., [30, p. 2] for the description of the Gamma factors).
Theorem 1.2. Let F be a non-zero Siegel cuspidal eigenform form on the group Sp(3,Z) of
weight k ≥ 3. Then the spinor L-function ZF(s) attached to F has a meromorphic continuation
to C, is bounded in vertical strips and satisfies the functional equation ΛF(s) = ΛF(1− s).
As another application, let us mention that if one studies the standard L-function via Andri-
anov identity (see [2]), one has to use a Rankin convolution involving a theta series attached to
a quadratic form T . It is quite convenient to know from the beginning (from Theorem 1.1) that
one may choose T to have square-free discriminant (and hence the nebentypus character of the
theta series is a primitive quadratic character), see [2, 3, 14] for details.
As a last remark, let us mention that we have not considered the case of higher levels as
the content of the paper is already quite technical; but it definitely is an interesting problem to
consider. Let us just mention that our methods should also work in this more general setting, but
we expect more complicated answers (cf. [1] for n= 1). One may have to take into account the
Fourier expansions at all cusps simultaneously and one may expect new difficulties concerning
primes dividing the level.
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sations. S.B. thanks IISc Bangalore and S.D. thanks Universität Mannheim and Alfréd Rényi
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supported by a MATRICS grant MTR/2017/000496 from DST-SERB, India. The authors are
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2. NOTATION AND PRELIMINARIES
2.1. General notation. (1) Let ρ be a polynomial, and not necessarily irreducible representation
ρ : GL(n,C)→GL(V ) whereV is finite-dimensional with m= dim(V ). The largest nonnegative
integer k such that det−k⊗ρ is still polynomial, will be called the (determinantal) weight k(ρ).
We tacitly use the fact that this weight does not decrease, if we tensor ρ with another polynomial
representation or restrict it to some GL(n′,C) sitting inside GL(n,C) as an algebraic subgroup.
This follows easily by looking at the entries of ρ(g) in any matrix realization of ρ .
(2) For a commutative ring R with 1, we denote by Mm,n(R) to be set of m×n matrices with
coefficients in R. If m= n, we put Mn,n(R) =Mn(R). We denote the transpose of a matrix M by
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Mt . Further, for matrices A,B of appropriate sizes, A[B] := BtAB. We denote the n×n identity
matrix over a subring of C by 1n.
Further Zq denotes the ring of q-adic integers for a prime q, and νq the q-adic valuation.
(3) We define the set of half-integral, symmetric, non-negative matrices, by
Λn := {S= (si, j) ∈M(n,
1
2Z)∩Symn(R) | si,i ∈ Z, and S is positive semi-definite}
and denote the subset of positive definite matrices in Λn by Λ+n .
(4) For T real and Z ∈Mn(C) we define e(TZ) := exp(2piitr(TZ)), where tr(M) is the trace
of the matrixM.
(5) Throughout the paper, ε denotes a small positive number which may vary at different
places. Moreover the symbols A≪c B and OS(T ) have their standard meaning, implying that the
constants involved depend on c or the set S.
2.2. Siegel modular forms. We denote by
Hn := {Z ∈Mn(C) | Z = Z
t ,ℑ(Z)> 0}
the Siegel’s upper half space of degree n. The symplectic group Sp(n,R) acts on Hn by Z 7→
g〈Z〉= (AZ+B)(CZ+D)−1; for a polynomial representation ρ with values in GL(V ) we define
the stroke operator action on V -valued functions F on Hn by
( f |ρ g)(Z) := ρ(CZ+D)
−1F(g〈Z〉).
A Siegel modular form of degree n and automorphy factor ρ is then a V -valued holomorphic
function F onHn satisfying F |ρ γ = F for all γ ∈ Sp(n,Z)with the standard additional condition
in degree 1. We denote by Mnρ the vectorspace of all such functions and by S
n
ρ the subspace of
cusp forms; if ρ is scalar valued, we write as usual Mnk and S
n
k if ρ = det
k. An element F ∈Mnρ
has a Fourier expansion
F(Z ) = ∑
S∈Λn
aF(S)e(SZ ) (aF(S) ∈V ).
If F is cuspidal, then this summation is supported on Λ+n .
For g ∈ Sp(n−1,R) we denote by g↓ the image of g under the diagonal embedding
(2.1) Sp(n−1,R) →֒ Sp(n,R); g=
(
a b
c d
)
7→
(
1 0 0 0
0 a 0 b
0 0 1 0
0 c 0 d
)
.
We also use the embedding of GL(n−1,R) →֒ GL(n,R) given by g 7→
(
1 0
0 g
)
.
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2.3. Jacobi forms. Throughout this paper, we use a decomposition for Z ∈ Hn into blocks as
follows:
(2.2) Z =
(
τ z
zt Z
)
(z ∈ C(1,n−1),Z ∈Hn−1).
Clearly, every F ∈ Snρ has a Fourier-Jacobi expansion with respect to the decomposition above:
F(Z ) = ∑
T∈Λn−1
φT (τ,z)e(TZ).
The φT are then “Jacobi forms” of automorphy factor ρ and index T , i.e. the functions ψ(Z ) :=
φT (τ,z)e(TZ) on Hn are holomorphic, satisfy ψ |ρ g = ψ for all g ∈ Cn,n−1(Z) := {
(
A B
C D
)
|
(C,D)=
(
∗ 0 ∗ D2
0 0 0 D4
)
}, where ∗ denotes some scalar entries, and verify the boundedness condition
(Fourier expansion at ∞) that
ψ(Z ) = ∑
S=
(
n r/2
rt/2 T
)
∈Λn
aψ(S)e(SZ ).
Note that this definition of vector-valued Jacobi forms does not agree with the one in [42]; for
degree 2 our definition is the same as in [18]. In our set-up, where we work with Fourier-Jacobi
coefficients, the above definition is obtained from the corresponding automorphy for Siegel mod-
ular forms, and we must use it. In [42], ρ acts only on the ‘toroidal’ variable τ . Unless the
automorphy factor is ρ = detk, the definition given here does not match with that in [42] (cf. [18,
p. 785, eq. (1)]).
The case ρ = detk is well known (see e.g.[22, 42]), in particular scalar-valued Jacobi forms
φT admit a “theta expansion”
φT (τ,z) = ∑
µ
hµ(τ) ·ΘT [µ](τ,z)
with summation over µ ∈ Zn−1/2T ·Zn−1 and
ΘT [µ](τ,z) = ∑
R∈Zn−1
e2pii(T [R+µ˜]τ+2zT (R+µ˜).
Here we use µ˜ := (2T )−1 ·µ . We note here that the hµ are then modular forms of weight k−
n−1
2
on some congruence subgroup; the Fourier expansion of hµ is of shape
(2.3) hµ(τ) = ∑
n
aµ(n− (2T )
−1[µ])e2pii(n−(2T )
−1[µ])·τ
and its Fourier coefficients are given by
(2.4) aµ(n− (2T )
−1[µ]) = aF(
(
n µ
µ t T
)
)
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provided that φT is the Fourier-Jacobi coefficient of some scalar-valued Siegel modular form
F ∈Mnk . We denote the space of (scalar-valued) Jacobi forms of weight k and index T by Jk,T .
2.4. Maximal lattices and primitivity. When we talk about the ‘latticeM’ for someM ∈Λ+n , of
course we are tacitly identifying 2M with the ‘even’ lattice (Zn,µ 7→ 2M[µ]) inside Qn. Hence-
forth throughout this paper we assume that d is odd and square-free, in particular this im-
plies that 2M corresponds to a maximal lattice LM; in other words there exist no even integral
lattice properly containing LM. This can be seen easily: if LM (L for another even lattice L
with gram matrix A, then LM = H ·L for some invertible H ∈ Mn(Z), and dM = det(H)2dL .
Clearly H can’t be unimodular, and thus dM couldn’t have been square-free.
Let us recall that the level ℓM of 2M is the smallest ℓ≥ 1 such that ℓ · (2M)−1 is even integral.
We next compute the level in terms of the discriminant.
Lemma 2.1. Let dM be odd and square-free. Then ℓM is equal to dM if n is even and equal to
4dM if n is odd.
Proof. When n is even this follows from the facts that ℓM | dM, dM | ℓnM. When n is odd, we
have ℓ | 4dM, 4dM | ℓn which imply 2dM | ℓ | 4dM. To get the exact power of 2, we appeal to the
local theory of quadratic forms. Namely one knows that (2M)[U2] = H ⊥ . . .H ⊥ 2 for some
U2 ∈ GLn(Z2) and H being the hyperbolic plane (see section 3.3.1 for more discussion). Our
claim then follows from that facts that the
(i) levels of 2M and (2M)[U2] are the same ;
(ii) for the even quadratic form H⊥ . . .H⊥ 2 over Z2, the level clearly equals 4; and
(iii) the level of 2M over Z2 divides that over Z. 
Lemma 2.2. Let dM be odd, square-free. There is a µ ∈ Zn such that
1
4M
−1[µ] has exact denom-
inator d = dM if n is even and 4d if n is odd.
This lemma would be crucial for us, and we would call such µ to be primitive in the sequel.
Proof. To show this, we note that maximality is a local property (see e.g., [21]); therefore, for
primes p and µ ∈ Znp we have the crucial property:
(2.5)
(2M)−1[µ] ∈ 2Zp if and only if µ ∈ 2M ·Z
n
p (p odd, n≥ 1),
(2M)−1[µ] ∈ Z2 if and only if µ ∈ 2M ·Z
n
2 (n odd).
To see this, lets note that the ‘if’ statements are trivial. In the other direction, for any prime q,
write µ = (2M) · µ˜ and assume that µ˜ 6∈ Znq. Consider the lattice L˜ := LM+ 〈µ〉. It’s very easy
to verify (it boils down to having (2M)[µ˜] = (2M)−1[µ] ∈ 2Zq) that L˜ is even integral if q is
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odd. If q= 2 and n is odd, then we need some care, namely we observe that
(2M)−1[µ] ∈ Z2 if and only if (2M)
−1[µ] ∈ 2Z2.
This then takes care of the prime q = 2. To prove the above assertion, we appeal to the dyadic
theory of quadratic forms (e.g., see [12, Lem. 4.1]) to recall that since n is odd and ν2(det(2M))=
1, 2M is equivalent to the quadratic form H ⊥ ·· · ⊥ H ⊥ 2 over Z2. Here H =
(
0 1
1 0
)
is a
hyperbolic plane and ⊥ means orthogonal direct sum. This shows that (with µ = (µ1, . . . ,µn)t)
(2M)−1[µ] =
1
2
µ2n +2Z2,
from which our claim follows.
We choose µ ∈ Zn such that for all p | det(2M) we have µ /∈ 2M ·Znp. This can certainly be
done locally (2M is equivalent over Zp to the quadratic form 〈∗ ⊥ · · ·∗ ⊥ ∗p〉 for odd p (e.g.,
see [12, Thm. 3.1]), where the ∗ are units), and then by strong approximation we get µ ∈Zn with
the requested properties.
We claim that such a µ is primitive. This follows from first showing that d and 4d are indeed
the largest possible denominators (because of the level ofM). The exactness of the denominator
then follows from (2.5). 
3. PART A: ALGEBRAIC ASPECTS
3.1. Step 1: A non-vanishing property for Fourier-Jacobi coefficients. The statement below
seems to be new only when we start from a vector-valued function. In the scalar-valued case
variants have appeared in works of Eichler-Zagier [15], Yamana [41], Ibukiyama [18] and others.
We consider the following situation. Let ρ : GL(n,C)→GL(V ) be a polynomial representa-
tion and F : Hn −→V a holomorphic function, not identically zero. We decompose Z ∈Hn into
blocks as in (2.2). We then consider the Taylor expansion of F as a function of z= (z2, . . . ,zn) ∈
Cn−1 as follows. We can write
(3.1) F(Z ) = ∑
λ
Fλ (τ,Z)z
λ ,
where λ = (λ2, . . .λn) ∈ Nn−1 is a polyindex and zλ := z
λ2
2 . . .z
λn
n .
We put ν = ν(λ ) = ∑ni=2λi and
ν0 :=min{ν(λ ) | Fλ 6= 0}.
Then we look at all the Taylor coefficients of homogeneous degree ν0 and we study a polynomial
in variables X2, . . . ,Xn of homogeneous degree ν0:
(3.2) Fo(τ,Z) := ∑
λ :ν(λ )=ν0
Fλ (τ,Z)X
λ2
2 , . . .X
λn
n .
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We may view Fo as a function onH×Hn−1 with values inV ⊗C[X2, . . . ,Xn]ν0 , where we denote
by C[X2, . . . ,Xn]ν0 the C-vector space of homogeneous polynomials of degree ν0. Let us denote
by Symm the symmetric m-th power representation of GL(n,C).
Recall the embedding Sp(n−1,R) →֒ Sp(n,R) given by g 7→ g↓, from (2.1).
Proposition 3.1. Let the setting be as above. Then for any g=
(
a b
c d
)
∈ Sp(n−1,R)
(3.3)
(
F |ρ g
↓
)o
(τ,Z) = ρ
((
1 0
0 cZ+d
))−1
⊗Symνo(cZ+d)−1Fo(τ,g〈Z〉).
In particular if F ∈ Mnρ , then F
o, viewed as a function of Z, is in Mn−1
ρ ′⊗Symν0
, where ρ ′ is the
restriction of ρ to GL(n−1) →֒ GL(n) (cf. subsection 2.2). Moreover if F is cuspidal, then Fo
is also cuspidal. Further if F 6= 0, then for some τ = τ0, Fo(τ0,Z) is non-zero as a function of Z.
Proof. We recall that (see [17])
g↓ < Z >=
(
τ− z(cZ+d)−1czt z(cZ+D)−1
∗ g〈Z〉
)
Then we compute from (3.1) that
F |ρ g
↓ = ρ(
(
1 0
czt cZ+d
)
)−1∑
λ
Fλ (τ− z(cZ+d)
−1czt ,g〈Z〉)
(
z(cZ+d)−1
)λ
.
We pick out the contributions to zλ with ν(λ ) = ν0: Due to the minimality of ν0, all summands
on the right hand side have degree ≥ ν0 as polynomials in z.
Now putting h = h(z) := −z(cZ+d)−1czt , and Taylor expanding around the polynomial h,
we get
Fλ (τ +h,Z) = Fλ (τ,Z)+O(h)
hereO(h)means a multiple of h. Thus by minimality (see (3.2)) only Fλ (τ,g〈Z〉)may contribute.
Moreover only ρ(
(
1 0
0 cZ+d
)
)−1 has to be considered. To see this note that
(3.4) ρ(
(
1 0
czt cZ+d
)
)−1 = ρ(
(
1 0
−(cZ+d)−1czt 1n−1
)
) ·ρ(
(
1 0
0 cZ+d
)
)−1.
Let us observe here that considering the homogeneous decomposition of ρ(
(
1 0
−(cZ+d)−1czt 1n−1
)
)
as a polynomial in z we can write
ρ(
(
1 0
−(cZ+d)−1czt 1n−1
)
) = 1n+Pol.(z),
where Pol.(z) ∈ M(n,C)⊗C[z] has entries which are polynomial in z. Since Pol.(z) can only
increase the degree of z in the factor ρ(
(
1 0
0 cZ+d
)−1
Fλ (τ,Z)
(
z(cZ+d)−1
)λ
, which however al-
ready has degree ν0, it follows that only ρ(
(
1 0
0 cZ+d
)
)−1 has to be considered. This proves the
automorphy of Fo.
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The assertion about cuspidality of Fo follows easily by looking at its Fourier expansion as
a function of Z and that about Fo(τ0,Z) being not identically zero for some τ0 is trivial. This
proves the proposition. 
Remark 3.2. The situation in [33] was very special: a result of Yamana [41] states that a non-
vanishing Siegel cusp form of level one always has a non-vanishing Fourier coefficient supported
on a primitive (binary) quadratic form. From this one could immediately get a non-vanishing
Fourier-Jacobi coefficient of prime index. The argument here relies on the fact that a primitive
binary quadratic form always represent infinitely many primes.
In order to pursue this procedure in our situation, say for degree 3, we would need to prove
that every primitive ternary quadratic form represents a binary quadratic form whose determinant
is square-free. Unfortunately this is not true in general. We give a counterexample.
From the local theory of ternary quadratic forms, we can find a ternary quadratic form T ,
which for an odd prime p is equivalent over Zp to a form
diag.(ε, p2,µ · p2)
with ε,µ ∈ Z×p . Clearly, all binary quadratic forms integrally represented by such T have deter-
minant divisible by p2. 
By an inspection of the Fourier expansion of Fo as a function of Z (the T -th Fourier coefficient
of Fo(τ0,Z) is proportional to
∂
∂ zφT (τ0,z)|z=0, where T ∈ Λ
+
n−1 and φT (τ,z) are the Fourier-
Jacobi coefficients of F) we get, from the above proposition, our avenue for carrying out an
induction argument.
Corollary 3.3. Let C ∈ N be given. Assume that Theorem 1.1 holds for all non-zero forms
in Mn−1θ for all polynomial representations θ of GL(n− 1,C) with k(θ) ≥ C. Then for any
polynomial representation ρ with k(ρ) ≥ C, all non-zero F ∈ Mnρ has (infinitely many) non-
vanishing Fourier-Jacobi coefficients φT with T of size n−1 and square-free odd discriminant.
3.2. Step 2: Reduction to the case of scalar-valued Jacobi forms. The Fourier-Jacobi coeffi-
cients of (the vector-valued) F do have a theta expansion, which is more complicated than in the
scalar-valued case. We do not pursue writing this down, but our aim here is to show that we may
choose a nonzero (vector-) component of φT , which behaves as a Jacobi form in the scalar-valued
case. Throughout this section, we use the block decomposition (2.2).
We consider the two transformation laws responsible for the theta expansion. The first one is
ϕT (τ,z+ r) = ϕT (t,z)
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for any r ∈ Z1,n−1; this comes from the transformation law of F for the matrix
(
1n S
0 1n
)
with
S =
(
0 r
rt 0n−1
)
. The second transformation law is obtained from M =
(
U t 0
0 U−1
)
∈ Sp(n,Z) with
U =
(
1 ℓ
0 1n−1
)
; it gives
(3.5) ϕT (τ,τℓ+ z) = ρ(U
−1)ϕT (τ,z)e
−2pii(T [ℓt ]τ+2τzT ℓt).
Let ∆n ⊂ GL(n,C) be the subgroup of all upper triangular matrices. Since ∆n is a connected,
solvable algebraic group, by the Lie-Kolchin theorem (cf. [5, Thm. 10.5]), there exist a basis of
V such that the set ρ(γ) is upper triangular for all γ ∈ ∆n. Thus without loss, from now on we
assume that V = Cm and that all elements of ρ(∆n) are upper triangular.
We view ϕT as a Cm-valued function, ϕT = (ϕ
(1)
T , . . . ,ϕ
(m)
T )
t . We put
r :=max{i | 1≤ i≤ m,ϕ
(i)
T 6= 0}.
For this r, the equation (3.5) reads (for ℓ ∈ Z)
ϕ
(r)
T (τ,τℓ+ z) = ϕ
(r)
T (τ,z)e
−2pii(T [ℓt ]τ+2τzT ℓt).
We must finally check the transformation law for SL(2,Z). Namely:
e−2pii
c
cτ+d zT z
t
ρ
((
cτ +d cz
0 1n−1
))−1
ϕT
(
aτ +b
cτ +d
,
z
cτ +d
)
= ϕT (τ,z)
gives (when applied to ϕ
(r)
T ) the requested transformation property with weight k
′ given by
ρ(diag(λ ,1 . . . ,1)) = (gi j(λ ))i, j
with λ 7−→ grr(λ ) being a (polynomial) character of GL(1,C), i.e. grr(λ ) = λ k
′
for some integer
k′ ≥ 0. This follows by looking at the r-th components on both sides of the above equation and
here we crucially use the upper triangular property of ρ(∆n).
This means that ϕ
(r)
T is a non-vanishing scalar-valued Jacobi form of weight k
′ ≥ k(ρ). Sum-
marizing, we have shown that:
Proposition 3.4. If ϕT 6= 0 is a vector-valued Jacobi form of index T with respect to ρ in the
sense of subsection 2.3, then there exist a component of ϕ
[r]
T of ϕT which is a scalar-valued Jacobi
form (of integral weight k′ ≥ k(ρ))) in the sense of [15].
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3.3. Step 3: On primitive components of theta expansions. We now work with the scalar-
valued Jacobi form ϕ
(r)
T from the previous section. More generally we prove the existence of
‘primitive’ theta components of any such form whose index has absolute discriminant odd and
square-free. Note the switch from n−1 to n in this subsection, for convenience. We would later
apply the result of this subsection to a T ∈ Λ+n−1. The following result is independent of the
previous considerstions.
Proposition 3.5. Let M ∈ Λ+n be such that d = dM is odd and square-free. Let
φM(τ,z) = ∑
µ
hµ(τ)ΘM[µ](τ,z) ∈ Jk,M
be the theta decomposition of φM (see e.e., [42, p. 210]). Assume that hµ = 0 for all primitive µ .
Then φM = 0.
Remark 3.6. (1) This property is weaker than irreducibility of the theta repesentation; note
that in the case of scalar index m Skoruppa [37] showed that irreducibility holds only for
index m= 1 or a prime p.
(2) This result is expected to hold only whenM is a maximal lattice, for example when n= 1
and dm is not square-free, there are non-zero Jacobi forms with vanishing primitive hµ
which ‘come’ from index-old forms, see [38, Lem. 3.1].
Proof of Proposition 3.5. The proof is rather long, and has been divided into several parts for
convenience. Let φM be a Jacobi form satsfying the assumption of the proposition. Then for all
primitive µ , by considering hµ |
(
0 −1
1 0
)
, we obtain the relation
∑
ν∈Zn/2M·Zn
e(
1
2
〈ν,µ〉)hν = 0,
where for vectors ν,µ as above, we have put 〈ν,µ〉= νtM−1µ .
By applying translations τ 7−→ τ + t with t ∈ Z the equation above becomes
∑
ν∈Zn/2MZn
e(
1
2
〈ν,µ〉+
1
4
〈ν,ν〉 t) ·hν = 0.
We observe that ν and ν ′ define the same character t 7−→ e(14〈ν,ν〉 t) of (Z,+) if and only if
1
4
〈ν,ν〉−
1
4
〈ν ′,ν ′〉=
1
4
M−1[ν]−
1
4
M−1[ν ′] ∈ Z.
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Using the linear independence of pairwise different characters we get a refined system of equa-
tions: we fix some νo ∈ Zn and are led to consider
(3.6) ∑
ν∈Zn/2MZn
1
4M
−1[ν]− 14M
−1[νo]∈Z
e(
1
2
〈ν,µ〉) ·hν = 0.
Only the case of imprimitive ν0 is of interest here, since for primitive ν0, all ν appearing in the
sum (3.6) will also be primitive, and for these the hν are zero anyway.
• Claim 1: For all fixed νo the matrix
(
e(12 < ν,µ >)
)
ν,µ
(with µ varying over primitive
vectors and ν varying over all vectors as in (3.6)) is of maximal rank (equal to the cardinality of
the set of ν occurring here).
Let us now grant ourselves the claim above and show how to finish the proof of Proposi-
tion 3.5. Indeed, as noted above, we only need to show that all imprimitive hµ are zero. The
condition ν ∼ νo if and only if 14M
−1[ν]− 14M
−1[νo] ∈ Z defines an equivalence relation on the
set of imprimitive indices, and (3.6) along with Claim 1 just says that all the hν = 0 for all ν in
the equivalence class of νo. But since νo can be any arbitrary imprimitive index, we are done.
3.3.1. Reduction to degree one. Our aim is to show that we can reduce everything to the case of
degree 1, in other words, we show next that it is enough to prove theClaim 1 above whenM,µ,ν
are scalars. The idea is to choose representatives of Zn/2M ·Zn which are similar to those for
n= 1. We give all details when n is odd and indicate the main points for the other case.
• The case n odd. First of all, we may findU ∈ SL(n,Z) such that M˜ := (2M)[U ] satisfies for
f ≥ 2
(3.7) M˜ ≡ diag(∗, · · ·∗,ζd) mod d f
where ∗,ζ are units mod d and
(3.8) M˜ ≡H⊥ . . .H⊥ 2 mod 2 f ,
where H denotes the hyperbolic plane
(
0 1
1 0
)
. Indeed, from the local theory of quadratic forms
(see e.g., [12, Prop. 3.1, Lem. 4.1]) we can find for every q | 2d, matrices Uq ∈ GL(n,Zq) such
that (since n is odd and 2d is square-free),
(3.9) (2M)[Uq] =
diag(∗, · · ·∗,q) if q 6= 2H⊥ . . .H⊥ 2 if q= 2 .
Then by strong approximation for SL(n), we may find U ∈ SL(n,Z) such that U ≡Uq mod q f
for any f ≥ 1 for any prime q | 2d. ThisU works. To get the statement (3.7), we use the Chinese
remainder theorem for the moduli q f with f ≥ 2.
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As representatives of Zn/M˜Zn we may choose
(3.10) ν˜ := {(0,0, . . . , ν˜n)
t | ν˜n mod 2d}.
Using (3.7), (3.8) we see that indeed these are pairwise inequivalent by checking locally and
noting that the cardinality of this set is the right one.
Let now M = (mi, j) be the adjoint of M˜, so that M˜M = 2d · In. Then for ν˜ , µ˜ ∈ Zn/M˜Zn
(assuming they are in the nice form as in (3.10)), we see that
(3.11) ν˜tM˜−1µ˜ =
1
2d
ν˜nmn,nµ˜n
We claim that (mn,n,2d) = 1. To see this, we multiply (3.7), (3.8) by M on both sides and
compare the resulting congruences to obtain that
ζdmn,n ≡ 2d mod d
f , 2mn,n ≡ 2d mod 2
f ,
which clearly implies our above claim since f ≥ 2.
Furthermore for ν˜, ν˜o ∈ Zn/M˜Zn, we see that
(3.12)
1
2
M˜−1[ν˜]−
1
2
M˜−1[ν˜o] ∈ Z if and only if ν˜2n ≡ (ν˜
o
n )
2 mod 4d,
Also it’s clear from (3.11) along with (mn,n,2d) = 1 that ν˜ is primitive (with respect to M˜) if
and only if (ν˜n,2d) = 1.
These considerations allow us to reduce the case of odd n to n = 1 with d′ = 2d as follows.
We note that
(3.13) νt(2M)−1µ = νtUM˜−1U tµ = ν˜tM˜−1µ˜ ,
whence we make a change of variables ν˜ =U tν, µ˜ =U tµ; and observe that as ν,µ vary over
Zn/2M ·Zn, ν˜ , µ˜ vary over Zn/U t(2M) ·Zn = Zn/M˜Zn. Clearly ν is primitive forM if and only
if ν˜ is so for M˜. Moreover the condition on ν in (3.6) can be seen to be exactly the one in (3.12)
upon using (3.13).
The reduction to n= 1 is now clear from (3.11) and (3.12) where in (3.11) we make a change
of variable µ˜ 7→m−1n,nµ˜ mod 2d. We would spell this out at the end of this subsection after taking
care of the analogous case of n being even, see Claim 2 below.
• The case n even. We may find, arguing as in the previous case, an U ∈ SL(n,Z) such that
M˜ := (2M)[U ] satisfies
M˜ ≡ diag(∗, · · ·∗,d) mod d f
where ∗ is any unit mod d
M˜ ≡H⊥ ·· · ⊥H mod 4 f or M˜ ≡ M˜ ≡H⊥ . . .H⊥ F mod 4 f ,
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where F=
(
2 1
1 2
)
.
As representatives of Zn/2MZn we may choose
ν := {(0,0, . . . ,νn)
t | νn mod d}
and ν is primitive iff (νn,d) = 1. Furthermore,
e(
1
2
νtM−1µ) = e(
1
d
νnmn,nµn)
where the matrix adjoint of M˜ is (mi, j) and
1
4
M−1[ν]−
1
4
M−1[νo] ∈ Z ⇐⇒ ν2n ≡ (ν
o
n )
2 mod d
These considerations allow us to reduce the case of even n to n= 1 with d′ = d.
Summarizing, we now have to prove the following.
• Claim 2: Let d be a square-free odd positive integer, d = p1 · . . . pt . To cover also even
numbers we put (with the convention that d′ = 2 if t = 0)
d′ :=
d if n is even2d if n is odd .
We assume that d′ > 1. We fix ν0 mod d′. Then the following matrix has maximal rank:
(3.14)
(
e(
µν
d′
)
)
µ mod d′,(µ ,d′) = 1
ν mod d′,ν2 ≡ ν20 mod d
′
.
3.3.2. Proof of Claim 2. By the chinese remainder theorem, the set
{ν mod d′ | ν2 ≡ ν20 mod d
′}
has cardinality 2t
′
, where t ′ is the number of odd primes dividing d and not dividing ν0; note that
in the case of even d′ we might as well describe the congruence by ν2 ≡ ν20 mod 4d.
Lemma 3.7. With all the conditions from above, we claim that such a matrix always has maximal
rank (equal to the number of columns 2t
′
).
To prove the above lemma, we argue by induction on t. For t = 0 and d′ = 2 the matrix in
question is just a non-zero scalar. For t = 1 we consider two cases:
• Case I: t = 1,d′ = p. If ν0 ≡ 0 mod p the matrix in question is a nonzero column.
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Now we look at p ∤ ν0. We have to consider ν =±ν0; with a µ still to be determined so that
the matrix of size 2 as below (
e(ν0p ) e(−
ν0
p )
e(µν0p ) e(−
µν0
p )
)
whose determinant is equal to
e(
(1−µ)ν0
p
)
(
1− e(−
2(1−µ)ν0
p
)
)
;
should have the determinant non-zero. This clearly implies the maximality of the rank of the
original matrix.
We may choose any µ , coprime to p and different from 1. This settles case I.
• Case II: t = 1,d′ = 2p. This works similarly: if ν0 ≡ 0 mod p, the matrix is again just a
nonzero column.
Now we assume p ∤ ν0: we have to consider ν =±ν0; and with a µ still to be determined we
look at the matrix of size 2: (
e( ν02p) e(−
ν0
2p)
e(µν02p ) e(−
µν0
2p )
)
.
The determinant is equal to
e(
(1−µ)ν0
2p
)
(
1− e(−
(1−µ)ν0
p
)
)
.
We may choose any µ coprime to 2p and different from 1. Thus the lemma follows in this case
as well.
• Induction step t 7−→ t+1 with t ≥ 1:
We write q for the prime pt+1. We decompose ν0 mod d′q as
ν0 = d
′ν ′0+qν
′′
0
with ν ′0 mod q and ν
′′
0 mod d
′ and similarly for ν and µ . Then
µν
d′q
=
(d′µ ′+qµ
′′
)(d′ν ′+qν
′′
)
d′q
=
d′µ ′ν ′
q
+
qµ ′′ν ′′
d′
mod Z.
Thematrix attached to d′q and ν0 is then the tensor product (“Kronecker product”) of thematrices
attached to q and d′ ·ν ′0 and attached to d
′ and q ·ν ′′0 . The induction step follows from well known
property of Kronecker products that the rank of A⊗B is the product of the ranks of A and B.
This finishes the proof of Claim 2 and hence also that of Proposition 3.5. 
FUNDAMENTAL FOURIER COEFFICIENTS 19
3.4. Formulation of the desired properties of hµ . We consider a nonzero F ∈Mnρ and choose
(by induction hypothesis) a T ∈ Λ+n−1 with dT odd and square-free such that ϕT is non-zero (cf.
Corollary 3.3).
Let (h0, . . .hµ , . . .) denote the components of the theta expansion of ϕ
[r]
T 6= 0 (cf. Proposi-
tion 3.4). By Proposition 3.5, we get hold of a primitive µ such that hµ 6= 0. We work with this
hµ (of weight k′−
n−1
2 ) for the rest of the paper.
We should keep in mind that in the general vector-valued case the relation (2.4) only holds
true for the r-component of F and for ϕ
(r)
T . The basic starting point is an equation of type
(3.15) detnT = detn(
(
ℓ µ2
µ t
2 T
)
) = (ℓ−
1
4
T−1[µt ]) ·detn−1(T )
for the determinant detn(T ) of a half-integral matrix T of size n occurring on the left hand side.
Recall that dT is the (absolute) discriminant of 2T and similarly for T .
3.4.1. Case n is odd. We should multiply the equation (3.15) above by 2n−1:
dT = (ℓ−
1
4
T−1[µ]) ·dT .
The first factor has exact denominator dT since µ is primitive (see Lemma 2.2). In the next sec-
tion (Part B) we would show that there are (infinitely many) non-vanishing Fourier coefficients
of hµ for some primitive µ with summation index
ℓ−
1
4
T−1[µ] =
α
dT
,
(see (2.3)) where α is co-prime to d (this is satisfied automatically by the primitiveness of µ) and
moreover is α square-free and odd.
3.4.2. Case n is even. Here we must multiply (3.15) by 2n to get
dT = 4(ℓ−
1
4
T−1[µ]) ·dT = (4ℓ−T
−1[µ]) ·dT .
The middle factor has exact denominator 4dT since µ is primitive (see Lemma 2.2). In the
next section (Part B) we would show that there are (infinitely many) non-vanishing Fourier co-
efficients of hµ for some primitive µ with summation index (see (2.3))
ℓ−
1
4
T−1[µ] =
α
4dT
,
where α is co-prime to 4dT (this is satisfied automatically) and α and square-free.
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The proposition below summarizes the findings from Part A and also makes clear the role of
Part B in the remainder of the proof. Let us put
(3.16) Hµ(τ) =
hµ(dT τ) if n is odd,hµ(4dTτ) if n is even.
We now apply the results of this section to ϕ
[r]
T from Proposition 3.4 and keep in mind the Fourier
expansion of hµ from (2.3) to arrive at the following.
Proposition 3.8. Let F ∈Mnρ be non-zero and n≥ 2. Then there exist infinitely many T ∈ Λ
+
n−1
with dT odd, square-free; and for each such T there exist a primitive index µ ∈ Zn−1/(2T )Zn−1
and an elliptic modular form Hµ(τ) = ∑ℓ≥1aµ(ℓ)q
dT (ℓ−
1
4T
−1[µ]) as defined in (3.16) with the
following property:
aF(T ) 6= 0 for T ∈ Λ+n of the form T =
(
ℓ µ
µ t T
)
(ℓ≥ 1) if and only if aµ(ℓ) 6= 0.
Such a T as above satisfies the property that dT is odd and square-free provided one has
that dT (ℓ−
1
4T
−1[µ]) is odd and square-free.
Therefore in Part B, we must investigate the non-vanishing property of the Fourier coefficients
aµ(ℓ). The reader would find the results in Theorem 4.3 and Theorem 4.6.
4. PART B: THE ANALYTIC PART
We start with a non-zero hµ with µ ∈ Zn−1/2TZn−1 being primitive. The arguments are a
little different according as n is even or odd, but we try to treat them simultaneously. Put
(4.1) κ = k−
n−1
2
, d = dT ,
and moreover for N ≥ 1 and κ ∈ 12Z, we put (for the remainder of the paper)
(4.2) N′ =
N if κ ∈ N,4N otherwise. .
In any case we note that hµ ∈Mκ(Γ(d′)) with κ ∈ Z. This follows by noting that the kernel of
the Weil representation attached to 2T factors through (and thus is trivial on) Γ(d) when n is odd
(i.e., κ ∈ Z, and in general is trivial on ˜Γ(level(2T)) = Γ˜(d′) (where Γ˜ denotes the metaplectic
cover of Γ, see e.g. [39, Lem. 5.5] for this well-known result). For uniformity of notation, we
suppress the tilde in Γ˜ even when κ 6∈ Z.
Let us put f = hµ(d′τ). Therefore in Proposition 3.8 we take Hµ := f .
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Then it is clear that f ∈Mκ(Γ1(d′2)). Crucial for us would be the fact that the Fourier expan-
sion of f is supported away from its level (follows from section 3.4):
(4.3) f (τ) = ∑
n≥1,(n,d′)=1
a f (n)e(nτ).
For later purposes, we have to consider the modified cusp form
(4.4) g(τ) := ∑
(n,M)=1
a f (n)e(nτ),
whereM (to be chosen later) is a square-free integer containing all the prime factors of d if either
f is non-cuspidal or f is cuspidal and κ is integral; otherwise M is the square-free number N f
appearing in [33, Thm. 3]. We note that g ∈ Sκ(Γ1(d′2M2)).
Lemma 4.1. The modular form g in (4.4) is non-zero.
Proof. This essentially follows since f satisfies the property in (4.3), see [1, Prop. 5.8] for integral
weights, where this is proved for Sκ(N,χ) with χ any Dirichlet character modN; but the proof
carries over verbatim toMκ(Γ1(N)) for any N ≥ 1.
For half-integral weights, this is a bit subtle. Again we refer the reader to [33, Prop. 3.7] for
the spaces Sκ(N,χ) and follow its proof. Inspecting the argument in the proof of [33, Prop. 3.7],
it is clear that one needs to prove that if 0 6= f ∈Mκ(Γ1(N′)) for some N ≥ 1 such that af(n) = 0
for all n such that (n, p) = 1, then p | N (note that we can and would assume that p is odd, since
N′ and N f (cf. [33, Thm. 3]) are both even and here we are concerned with those primes p which
divide N f but not N′). It is not immediately clear how to adapt the proof in [36, Lem. 7] in our
setting. The lemma below however completes the proof. 
Lemma 4.2. Let κ ∈ 12Z and f ∈Mκ(Γ1(N
′)). If af(n) = 0 for all n co-prime to an odd prime
p ∤ N′; then f= 0.
Proof. The trick is to reduce to integral weights. Suppose that f 6= 0 and put g(τ) := f(τ)f(pτ).
Then from the formula
ag(n) = ∑
r+ps=n
af(r)af(s)
we see that g ∈ M2κ(Γ1(N′p)) is such that ag(n) = 0 for all n with (n, p) = 1. Thus (see [23,
Chapter VIII, Thm. 3.1]) there exist h ∈M2κ(Γ1(N′)) such that g(τ) = h(pτ).
By considering the square of both sides the relation below, it follows that
f(τ/p)f(τ) = h(τ)
that f(τ/p)2 ∈M2κ(Γ1(N′)). However this forces f to be zero upon invoking [23, Chapter VIII,
Thm. 4.1] which states that
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• Let L ∈N and p be a prime such that p ∤ L. If f∞(q) is a power series such that f∞(qp) belongs
to M j(Γ1(L)) for some j ≥ 1, then f = 0.
Now taking f∞(q) = f(τ/p)2, j = 2κ and L = N′, we see that the conditions of the above
statement is satisfied. Hence f= 0. This contradiction finishes the proof of the lemma. 
4.1. Step 1: f cuspidal. First of all, let us note that we can not just quote the corresponding
results from (cf. [1, Theorem 2] or [33, Theorem 2]) since the results therein are only for the
spaces Sκ(N,χ), and our problem of finding non-zero square-free Fourier coefficients does not
behave in a desirable way under the decomposition by characters.
We now pursue the cases of integral and half-integral weights separately, by closely following
[1, 33]. We would henceforth work with g from (4.4).
4.1.1. f cuspidal and κ integral. Let us put D= d2M2 and for (r,D) = 1, define
G :=U(r2)g= ∑
n≥1
ag(r
2n)e(nτ),
so that g ∈ Sκ(Γ1(D)), G∈ Sκ(Γ1(Dr2)) (actually the level would be Dr but we won’t need this).
We apply the Rankin-Selberg method to g = ∑n≥1 a
′
g(n)n
κ−1
2 e(nτ) to get (see [32, p. 357,
Theorem 1], also [35, eq. (1.14)] and note that ag(n) = a′g(n)n
κ−1
2 )
(4.5) ∑
n≤X
|a′g(n)|
2 = AgX+Og(X
3
5 ),
where for any g ∈ Sκ(Γ1(D)) (D≥ 1) the constant Ag is given by
(4.6) Ag :=
3
pi
(4pi)κ
Γ(κ)
[
SL(2,Z) : Γ1(D)
]−1
〈g,g〉D .
Here, and henceforth 〈g,g〉D denotes the Petersson norm of g with respect to Γ1(D) defined by
〈g,g〉D :=
∫
Γ1(D)\H
|g(τ)|2vkdudv/v2, (τ = u+ iv).
We now need to prove a result of the form AG ≤ Bω(r)Ag for some suitable B > 0 where for
an elliptic cusp form g as above; Ag in (4.6) is the residue of g in the Rankin-Selberg asymptotic
formula for it’s Fourier coefficients, with the normalization as in (4.5). We achieve this by
comparing Petersson norms of certain cusp forms in the integral weight case.
It is possible to rework all the calculations done for this in [1] on the spaces Sκ(N,χ) in our
situation, but since we need only upper bounds on the sum of square of Fourier coefficients, we
may reduce to this as follows.
The space Sκ(Γ1(D)) has an orthogonal basis consisting of eigenforms for all Tn,σn with
(n,D) = 1. Here σn are the diamond operators. This set is just the union of eigenforms away
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from the level D in the spaces Sκ(D,ψ) with ψ varying modD. Let this set be {g1,g2, . . . ,gJ}.
Therefore if
(4.7) g=
J
∑
j=1
c jg j, (J = dimSκ(Γ1(D)))
then putting G j =U(r2)g j, we get
(4.8) 〈G,G〉= ‖∑
j
c jG j‖
2 = (∑
j
|c j|
2 · ‖G j‖
2),
by noting that all the {G j} are pairwise orthogonal with respect to the Petersson inner product.
If two of the G j are from the same space Sκ(D,χ) then this follows from [1, Cor. 5.4] and if they
are from spaces with different characters modulo D, then they are anyway orthogonal.
We further quote the following results from [1, Corollary 5.2]. Put dκ =
3
pi
(4pi)κ
Γ(κ) . For any
h ∈ Sκ(D,ψ) one has,
(4.9) AU(r2)h = dκ
[
SL2(Z) : Γ0(Dr
2)
]−1
r2−2κ
〈
U(r2)h,U(r2)h
〉
Dr2
.
Furthermore from [1, Proposition 5.6] (with ω(r) denoting the number of distinct prime divisors
of r),
(4.10)
〈
G j,G j
〉
Dr2
≤ 19ω(r)r2κ−2
〈
g j,g j
〉
Dr2
.
Now using (4.7), (4.8), (4.9), (4.10) we compute
AG = dκ
[
SL2(Z) : Γ0(Dr
2)
]−1
r2−2k 〈G,G〉Dr2
= dκ
[
SL2(Z) : Γ0(Dr
2)
]−1
r2−2k(∑
j
|c j|
2 · ‖G j‖
2
Dr2)
≤ dκ
[
SL2(Z) : Γ0(Dr
2)
]−1
19ω(r)(∑
j
|c j|
2 · ‖g j‖
2
Dr2)(4.11)
≤ dκ
[
SL2(Z) : Γ0(Dr
2)
]−1
19ω(r) 〈g,g〉Dr2(4.12)
≤ dκ
[
SL2(Z) : Γ0(D)
]−1
19ω(r) 〈g,g〉D
≤ 19ω(r)Ag;(4.13)
where the implication from (4.11) to (4.12) is actually an equality in view of (4.7), since the {g j}
are pairwise orthogonal.
Let S be the set of square-free integers, and SM = {n ∈S |(n,M) = 1}. Define
(4.14) S f (M,X) := ∑
n≤X ,n∈SM
|a′f (n)|
2 (= ∑
n≤X ,n∈S
|a′g(n)|
2)
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keeping in mind that a′g(n) is 0 if (n,M))> 1, and equal to a
′
f (n) otherwise, see (4.4). Hence
S f (M,2X) = ∑
n≤2X
∑
r2|n
µ(r)|a′g(n)|
2 = ∑
r≤2X ,r∈SM
µ(r) ∑
m≤2X/r2
|a′g(mr
2)|2(4.15)
Therefore for X large enough, we can use the inequality in (4.13) and write
S f (M,2X)≥ AgX− ∑
r≤2X ,r∈SM
AU(r2)g2X/r
2
≥ AgX(1−2 ∑
r≥2,r∈S ,(r,M)=1
19ω(r)/r2).(4.16)
Now let us chooseM= ∏p≤T p with T large enough such that all the primes in d occur inM
(cf. (4.1) and the few lines after (4.4)).
(4.17) ∑
r≥2,r∈S ,(r,M)=1
19ω(r)/r2 =−1+ ∏
p>T
(1+19/p2)
The latter sum is bounded as O(1/T ). Thus we are done in the integral weight case.
4.1.2. f cuspidal, κ ∈ 12Z\Z. Here as well, we try to reduce to the calculations in [33]. In the
remainder of this subsection, let us put for convenience
L := d′2, L f := the square-free integer divisible by all primes factors of L
appearing in [33, Thm. 3].
The asymptotic formula (4.5) using the Rankin-Selberg method, holds for the half-integral
weights as well, see [32, Remark B.], [35, Comment after (1.15)]. So recalling that
g(τ) = ∑
n≤X ,(n,L f )=1
a′f (n)q
n,
we start from the formula (see )
(4.18) ∑
n≤X
|a′g(n)|
2 = A fX+O f (X
3
5 ),
where the constant A f > 0 depends only on f (or equivalently on g). Let M be any square-free
integer divisible by L f and put M = L fM0. From (4.18) and Lemma 4.1 (which guarrantees that
g 6= 0) one can deduce easily (following the proof of [33, Prop. 3.4])
(4.19)
∑
n≤X ,(n,M)=1
|a′( f ,n)|2 =
φ(M0)
M0
B f ·X+O f
(
σ0(M0)
M
3/5
0
X3/5
)
>
φ(M)
M
D f ·X
for some constant D f > 0 depending only on f since
σ0(M0)
M
3/5
0
≪ 1, and X large enough.
FUNDAMENTAL FOURIER COEFFICIENTS 25
To pass onto the setting in [33] (and to avoid some subtelty of Hecke theory for half-integral
weights while dealing with Petersson norms) we note that for any subset S⊂ N
(4.20) ∑
n≤X ,n∈S
|a′f (n)|
2 ≤ e ∑
n≥1,n∈S
|a′f (n)|
2e−n/X .
After this, we follow athe argument in the previous subsection, i.e., choose an orthogonal basis
of Sκ(Γ1(L)) and write f = ∑ j f j as in (4.4), with { f j} consists of a basis of pairwise orthogonal
eigenforms on the spaces Sκ(L,χ) (χ mod L) which are away from L. We obtain analogous to
[33, Prop. 3.5] that for any square-free r (including 1) co-prime with L
(4.21) ∑
n≥1
|a′U(r2) f (n)|
2e−n/X ≤ 19ω(r)B fX ,
where B f depends only on f .
Let us now finish the proof. We write using (4.20) that
∑
n≥1,(n,M)=1
|a′f (n)|
2e−n/X ≥
φ(M)
eM
D f ·X−
B f
e
X · ∑
r≥2,(r,M)=1
|µ(r)|19ω(r)r−2.(4.22)
The right hand side is shown to be≫ X in [33, p. 377] and thus we are done.
4.1.3. Quanitative bounds. To obtain quantitative versions of the non-vanishing results, we use
Deligne’s bound (a′f (n)≪ f n
ε , n≥ 1 square-free) when κ ∈Z and Bykovskii˘’s bound (a′f (n)≪ f
n3/16+ε , n ≥ 1) [11] otherwise. More precisely, when the weight κ is integral, from (4.14) and
its lower bound from (4.16), we can write
(4.23) #{n≤ X ,n ∈SM|a
′
f (n) 6= 0} ·X
ε ≫ ∑
n≤X ,n∈SM
|a′f (n)|
2≫ f X .
When κ is half-integral, we start from the lower bound in (4.22) writing it in the form
(4.24) ∑
n≤X ,(n,M)=1
|a′f (n)|
2e−n/X + ∑
n>X ,(n,M)=1
|a′f (n)|
2e−n/X ≫ f X .
The second sum above can be estimated as follows.
∑
n>X ,(n,M)=1
|a′f (n)|
2e−n/X ≤
∫ ∞
X
y3/8+εe−y/Xdy≤ X−5/8+εΓ(11/8).(4.25)
Therefore using (4.25) in (4.24), and arguing in the same way for the first sum in (4.24) as
done in (4.23), we get for large enough X that
(4.26) #{n≤ X ,n ∈SM|a
′
f (n) 6= 0} ·X
3/8+ε ≫ ∑
n≤X ,(n,M)=1
|a′f (n)|
2≫ f X .
We summarize the above in a theorem.
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Theorem 4.3. Let κ ≥ 2,N ≥ 1 and f ∈ Sκ(Γ(N′)) (N′ as defined in (4.2)) be such that a f (n) = 0
for all n such that (n,N′) > 1. Then there exist infinitely many odd and square-free n such that
a f (n) 6= 0. More precisely, for any ε > 0,
#{n≤ X , n square-free |a f (n) 6= 0}≫
X1−ε if κ ∈ ZX5/8−ε otherwise .
4.2. Step 2: f not cuspidal. We now treat the case of non-cusp forms. Here the argument is
somewhat different from the above, even though morally the same, and we take care to give all
the details.
We aim to be a little more general in our (intermediate) statements, and so we start with
f∈Mκ(Γ(N
′)). By the theory of invariant differential operators and Rankin-Selberg method, one
can obtain a meromorphic continuation of the series (defined initially for ℜ(s)≫ 1)
R(f, f;s) = ∑
n≥1
|af(n)|
2n−s.
One obtains by the usual unfolding method the integral representation
∫
FN′
EN′(τ,s+1−κ)R(ℑ(τ)
κ|f(τ)|2)d∗τ = 21−spi−nsN′
−s−2
s(s+1−2κ)Γ(s)R(f, f;s),
(4.27)
where EN′ is the real analytic Eisenstein series at ∞ for the group Γ(N
′) (see e.g., [20], [31,
(5.1.8)]), R denotes a ‘growth-killing’ SL(2,R)-invariant differential operator defined on two
real analytic functions f and g by
R(vκ f ·g) = 4f′ · g¯′vκ+2+2iκ(f′ · g¯− f · g¯′)vκ+1 (v= ℑ(τ))
and d∗τ the invariant measure on H.
From [20] we note that the only pole of EN′ is at s = 1 and is simple with residue a constant
function of τ . Now (4.27) suggests that R(f, f;s) has a (simple) pole at s= 2κ−1. We confirm
this in Proposition 4.5 below.
We plan to proceed as in the integral weight case, and the following lemma comes in handy
for that. It seems this lemma is not available in the literature in the generality that we want,
especially when the weight is half-integral, see e.g., [13].
Lemma 4.4. Let N ≥ 1,κ ≥ 3/2 and f ∈Mκ(Γ(N′)) be non-zero. If |af(n)| ≪f n
c for any fixed
c< κ−1. Then f must be a cusp form.
Proof. If κ ∈ N, then this follows directly from [6, Theorem 1.2]. So assume κ = k+ 1/2 ∈
1
2Z \Z and let f be as in the statement of the lemma. Consider the modular form (recall that
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N′ = 4N)
g(τ) := f(4Nτ) ·θ(τ) ∈Mk+1(Γ1(16N
2)),
where θ(τ) = ∑n∈Z q
n2 . Thus if f(τ) = ∑n≥1 af(n)q
n/4N , then from the definition of g,
ag(n) = ∑
ℓ+m2=n
af(ℓ).
Since {(ℓ,m)|ℓ+m2 = n}≪ n1/2, by using the bound |af(n)| ≪ f n
c we easily get that
|ag(n)| ≪g n
c+1/2.
That g is a cusp form now follows again from [6, Theorem 1.2] noting that k+1 ≥ 2. This
imples that f4N(τ) := f(4Nτ) ∈ Mk+1/2(Γ1(16N
2)) is also a cusp form since the theta function
looks like ∑n∈Z q
n2 , ∑n∈Z q
n2/4, q1/4∑n∈Z q
n2+n at the cusps ∞,0,1/2 of Γ0(4) respectively, pos-
sibly up to some non-zero constants. Indeed, the question boils down to the behaviour of θ at
the aforementioned cusps, and assertion is clear when the first two cusps occur. For the third, let
s ∈ P1(Q) be a cusp such that s ∈ Γ0(4) · (1/2). We see that
1≤ ords(g) = ords(f4N)+ord1/2(θ) = ords(f)+1/4.
This implies therefore fN is cuspidal, and hence so is f. 
Proposition 4.5. Let f ∈ Mκ(Γ(N′)) be a non-cusp form, where κ ≥ 3/2. Then the Rankin-
Selberg series R(f, f;s) has a simple pole with positive residue at s= 2κ−1.
Proof. First of all from (4.27), it is clear that R(f, f;s) has meromorphic continuation to C with
the exception of possible simple poles at s = κ ,2κ − 1. We claim that there must be a pole at
s = 2κ−1. If not, then by Landau’s theorem on Dirichlet series with non-negative coefficients,
the Dirichlet series representing R(f, f;s)would actually converge for all σ > κ . Thus |ag(n)|=
O(nc) for any c such that κ/2< c. In particular considering such a c satisfying c< κ−1 violates
Lemma 4.4.
Therefore by a version of Landau’s theorem we would get an asymptotic formula of the kind
provided we knew a ‘generalized’ functional equation for R∗(f, f;s), where R∗(f, f;s) denotes
the completion of R(f, f;s) defined by (cf. [4, Rmk. 3.3] taking l = 0 there)
(4.28) R∗(f, f;s) = 21−spi−sΓ(s)ξ (2s+2−2κ)R(f, f;s).
As mentioned above, this would then imply (see eg. [9, Lem. 4.10])
∑
n≤x
|af(n)|
2 = ∑
all poles
Res
(
R∗(f, f;s)xs
s
)
+OF(x
η)(4.29)
where ‘all poles’ means contribution from all the poles of R(f, f;s), and η < 2κ−1.
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Indeed by Selberg’s remarks (see [35, Comment after (1.15)]) and [32, Remark B.], their
method would apply for the function R(ℑ(τ)κ |f(τ)|2) since it has exponential decay and it boils
down to the functional equation of EN (which comes from the scattering matrix for Γ(N′)); which
fortunately has been worked out by Rankin (see [32, Thm. 4 part (iv)]).
Clearly the ‘leading term’ in (4.29) is of the form cFx2κ−1 and cF is necessarily non-zero
since there is a simple pole at s= 2κ−1. It must be positive, since the L.H.S. of (4.29) is strictly
positive for large x. 
Theorem 4.6. Let κ ≥ 2,N ≥ 1 and f ∈Mκ(Γ(N′)) (N′ as defined in (4.2)) be a non-cusp form
such that af(n) = 0 for all n such that (n,N
′) > 1. Then there exist infinitely many odd and
sqaure-free n such that af(n) 6= 0. More precisely,
#{n≤ X , n square-free |af′(n) 6= 0}≫ X .
Proof. If f is cuspidal, this is known from the previous subsection. We borrow the same notation
from subsection 4.1, the only difference is that our forms may not be cuspidal. So accordingly
we put D′ := N′2M′2 and for M′ ≥ 1,
(4.30) f′(τ) := f(N′τ) = ∑
n≥1
af(n)e(nτ), g
′(τ) := ∑
(n,M′)=1
af′(n)e(nτ).
so that f′ ∈Mκ(Γ1(N′2)),g′ ∈Mκ(Γ1(D′)). Here M′ ≥ 1 is any square-free integer divisible by
all the prime factors of N′.
Then g′ 6= 0 (cf. Lemma 4.1) and thus invoking Proposition 4.5 (more precisely (4.29)) for
f′ we can use the same argument (we do not repeat it here, but remark that we do not have and
do not need to use Duke and Iwaniec’s result from [33, Thm. 3]) used to arrive at (4.19). We put
Sf′(M
′,X) := ∑n≤X ,n∈SM′ |af′(n)|
2 and note that
Sf′(M
′,2X)≥
φ(M′)
M′
cf′X
2κ−1− ∑
2≤r≤2X ,r∈SM′
∑
m≤2X/r2
|af′(mr
2)|2(4.31)
for some positive constant cf′ not depending on X or r.
At this point, we would recall some information on the size of Fourier coefficients of Eisen-
stein series. Since Eκ(Γ1(N′2))⊂ Eκ(Γ(N′2)) and the latter space is actually easier to work with
from the point of view of our requirements, we write from [27, Satz 3, p. 226] (see also [31,
Thm. 5.1.2])
(4.32) f′ =
P
∑
j=1
c jf
′
j+
Q
∑
i=1
diqi,
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where {g′j} and {qi} run over a basis of Eκ((Γ(N
′2)) and Sκ((Γ(N′2)) respectively. For the
space of Eisenstein series, we refer the reader to [34] for integral weights, and [27], [28] for
half-integral weights in what follows.
Namely, in each of these cases, we know from [27, 28] that Eκ((Γ(N′2)) is generated by
Eisenstein series at the regular cusps; we do not recall the involved definition of such Eisenstein
series for κ half-intergal, but refer the reader to [27] and [31, Sec. 5.1]. However when κ is
integral, of course Eκ((Γ(N′2)) is spanned by Eκ(a1,a2) = ∑m1,m2(m1τ +m2)
−κ (the summation
is over non-zero m j ≡ a j(N′2), j = 1,2) as (a1,a2) vary over finitely many tuples.
Furthermore, and important for us, is the fact that the Fourier coefficients cf(aa,a2;n) are
bounded by (see [27, Eqn.(14)] or [31, Thm.5.33], this follows essentially from the Lipschitz
formula)
(4.33) af′(n)≪ n
κ−1,
where the implied constant depends only on f′,κ and not on n. Therefore using the Cauchy-
Schwartz inequality, Hecke’s bound for cusp forms and the bound from (4.33) in the expression
for ag′(n) in (4.32), we get
(4.34) |af′(mr
2)|2 ≤ λf′m
2κ−2r4κ−4.
Here the implied constant depends on f′ but not on n or r. Putting this bound in (4.31), we get
Sf′(M
′,2X)≥
φ(M′)
M′
cf′X
2κ−1−λf′ ∑
2≤r≤2X ,r∈SM′
r4κ−4(2X/r2)2κ−1
≥
φ(M′)
M′
cf′X
2κ−1−λf′2
2κ−1X2κ−1 ∑
2≤r≤2X ,r∈S
r−2
≥ X2κ−1
(
φ(M′)
M′
cf′−λf′2
2κ−1
(
∑
2≤r≤2X ,r∈SM′
r−2
))
≫ X2κ−1 ,(4.35)
where SM′ is the set of square-free numbers co-prime with M
′ and if we choose M′ = ∏p≤T ′ p
with T ′ large enough (cf. [33, Lem. 3.6]). Also the constants λf′,Af′ do not depend on r.
From (4.33) and (4.35), we get the quantitative bound by arguing in exactly the same way as
in section 4.1.3:
#{n≤ X , n square-free |af′(n) 6= 0}≫ X . 
This takes care of the case when f is not cuspidal by taking N′ = d′2 in Theorem 4.6.
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Remark 4.7. The reader may have noticed that we have actually used both the methods in [1, 33]
when f was cuspidal (its nice to have more than one method), but resorted to that of [33] in the
non-cuspidal case to avoid complications arising from considering extended Petersson products.
4.3. Conclusion of the proof of Theorem 1.1. We start with F 6= 0 of degree n with the given
condition on the weight that k(ρ)− n/2 ≥ 3/2 and consider the non-zero modular form Fo ∈
Sn−1ρ ′′ (with ρ
′′ denoting the represenation appearing in Proposition 3.1) of weight k(ρ ′′)≥ k(ρ).
To apply the induction hypothesis to Fo we need to verify that k(ρ ′′)− (n−1)/2≥ 3/2. Indeed
this follows from the above inequality and the hypothesis on F . Now using Corollary 3.3, we
get hold of a scalar-valued Jacobi form φ
[r]
T 6= 0 (T ∈ Λ
+
n−1) which is a Jacobi form of weight
k′ ≥ k(ρ) and is certain vector component of a Fourier-Jacobi coefficient φT of F . Here T has
odd, square-free discriminant.
Now we use that k(ρ)− n2 ≥ 3/2, so that κ = k
′−(n−1)/2≥ k(ρ)− n−12 ≥ 5/2 in section 4.
See Remark 4.8 for more on this restriction. Then we pass on to the realm of elliptic modular
forms by using Proposition 3.8, by getting hold of a primitive theta component hµ of φ
[r]
T of
weight κ . In fact we work with its close relative Hµ (cf. (3.16)) and then use Theorem 4.3 and
Theorem 4.6 to get suitable nonvanishing properties of their Fourier coefficients. This finishes
the proof of Theorem 1.1 as we can demonstrate (via Proposition 3.8) the requisite nonvanishing
properties of the Fourier coefficients of F .
Here we remind the reader that since we cannot, at the time of writing the paper, control
whether the Hµ as above be cuspidal or not; we have to settle with the worse possible scenario,
and that explains the lower bound X1−ε in Theorem 1.1 as opposed to the desired (and perhaps
expected) lower bound X (up to constants); which we could have got in case Hµ were non-
cuspidal, from Theorem 4.6. Let us note also that we had to work out the non-cuspidal case
treated in subsection 4.2 because Hµ may actually be non-cuspidal, andwe have to ensure that in
such a case no worse bound than X1−ε may occur. 
Remark 4.8 (Condition on weights). Let us remark here that the condition on the weight k(ρ)−
n
2 ≥ 3/2 in Theorem 1.1 is technical, and is used at many places in section 4. Let us put ℓ :=
k(ρ)− n−12 . In particular, the lower bound of ℓ is used in section 4 in order to invoke the results
from [6] (for n odd, here the bound (for the integer) ℓ ≥ 1 or 2 is enough, see next paragraph)
and from [24], [33] (for n even, here the bound (for the half-integer) ℓ≥ 5/2 is needed). In either
case, this bound implies that F is not singular.
To be more precise let us point out that the results of subsections 4.1.1 and 4.1.2 are valid for
κ (= weight of the cusp form considered there) at least 1 and 5/2 respectively. The lower bound
5/2 can be improved to 3/2 if one uses the results of [24], however one has to ensure that we do
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not encounter unary theta series of weight 3/2. Whereas in section 4.2 we request κ ≥ 2 if it is
integral and κ ≥ 3/2 if it is half-integral. The first condition above perhaps can be relaxed.
We note here that in the scalar-valued cuspidal case it is necessary that k− n2 ≥ 0, otherwise F
is singular. Moreover our result is false for the weight k such that k= n/2+1. Counterexamples
are furnished by the theta series ϑ ∈ Snn/2+1 given as
ϑ(Z) = ∑
X∈Mn(Z)
det(X)e(S[X ]Z)
where S is even unimodular and does not have an automorphism with det = −1. In particular it
is not clear whether our theorem would hold for k = (n+1)/2. Similar remarks as above apply
to the vector-valued case as well.
However in the non-cuspidal case as well our theorems may not hold for small weights; e.g.,
the classical theta function of weight n/2 defined as ϑ above, but with the det(X) removed, is a
counterexample.
5. Appendix: APPLICATION TO THE SPINOR L-FUNCTION
In this Appendix we first show how a variant of our main result (Theorem 1.1) can be used to
refine it to a statement about “prime discriminants". We state this explicitly next. Let P denote
the set of all primes.
Theorem 5.1. Let n be odd. Let F ∈ Snρ be non-zero and k(ρ)−
n
2 ≥ 3/2. Then there exist
T ∈ Λ+n with dT assuming infinitely many odd prime values, such that aF(T ) 6= 0. Moreover, the
following stronger quantitative result holds: for any given ε > 0,
#(SF(X)∩P)≫ X/ logX ,
where the implied constant depends only on F and ε .
We now show how to use the above theorem (for n = 3) along with the work of A. Pollack
[30] to obtain the standard analytic properties (meromorphic continuation, functional equation
etc.) of the spinor L-function ZF(s) of a holomorphic Siegel cuspidal eigenform F on Sp(3,Z)
unconditionally (cf. Theorem 1.2 which was stated in the Introduction). We briefly discuss the
background behind this result. Pollack used the correspondence between ternary quadratic forms
and quaternion algebras to study a certain Rankin-Selberg integral (with respect to a suitable
Eisenstein series) indexed by orders in quaternion algebras (or equivalently by some T ∈ Λ+3 ).
This integral could be evaluated by unfolding using an expression for the spinor L-function as a
Dirichlet series (essentially due to Evdokimov [16]); with a factor aF(T ) in the front: where T
corresponds to a maximal order in the quaternion algebra in question. The moment one knows
that aF(T ) 6= 0, one can read off the analytic properties of ZF(s) from those of the Eisenstein
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series in question. This is what we are going to do in this Appendix. But first, let us postpone
the proof of Theorem 5.1 and show how one can obtain Theorem 1.2 from it.
5.1. Proof of Theorem 1.2. In view of [30, Theorem 1.2] and Theorem 5.1, it is enough to
check that T ∈ Λ+3 with dT = p (p odd prime) defines a maximal order in a quaternion algebra
(necessarily) ramified at ∞ since T is positive-definite.
Since the correspondence between Λ+3 and orders in quaternion algebras (see e.g. [30, Propo-
sition 3.3] or [40, Chapter 22]) preserves discriminants (cf. [30, Corollary 3.4]); if T corresponds
to an orderOT in some quaternion algebraQ overQ ramified at ∞, then dT = p= |rd(OT )|. Here
rd(OT ) denotes the reduced discriminant of OT . This implies that OT is a maximal order. In-
deed, if OT ⊂ O for some maximal order O of Q, then |rd(O)|
∣∣|rd(OT)| = p. However rd(O)
can’t be 1 as it must be ramified at another finite place (viz. p) since the number of ramified
places is even. Thus |rd(O)|= |rd(OT)|, i.e., O = OT and OT is maximal. 
In order to prove Theorem 5.1, we need a lemma.
Let us denote the set of normalised newforms on Γ1(M) of weight k by F 1M and those on
Γ0(M) with nebentypus χ (with mχ |M) by FM,χ . We begin with a lemma on integral weight
cusp forms. For ℓ≥ 1, f ∈ Sk(Γ1(N)), let f |k Vℓ(τ) := f (ℓτ). In this section we allow k ≥ 1.
Lemma 5.2. Let f ∈ Sk(Γ1(N)) be non-zero. Suppose that f does not belong to the C-span of
F 1M |k Vℓ (where M | N and ℓ | N/M) with ℓ > 1. Then there exist infinitely many primes p such
that a f (p) 6= 0. More precisely,
#{p≤ x, (p,N) = 1 | a f (p) 6= 0}≫ f x/ logx.
The proof of the above lemma is based on the celebrated Ikehara-Wiener theorem on Dirichlet
series with non-negative coefficients, which we recall next.
Theorem 5.3 (Ikehara-Wiener, [26]). Let A(s)=∑∞n=1 ann
−s be a Dirichlet series. Suppose there
exists another Dirichlet series B(s) = ∑∞n=1 bnn
−s with bn ≥ 0 such that
(a) |an| ≤ bn,
(b) B(s) converges in ℜ(s)> 1,
(c) B(s) (respectively A(s)) can be extended meromorphically to ℜ(s) ≥ 1 having no poles
except (resp. except possibly) for a simple pole at s= 1 with residue R≥ 0 (resp. r ≥ 0). Then,
∑
n≤x
an = rx+o(x); (ii) ∑
n≤x
bn = Rx+o(x).
Proof of Lemma 5.2. Since F 1M = ∪χFM,χ where χ runs over Dirichlet characters modM such
that mχ |M, we can write,
(5.1) f (z) = ∑
χ
∑
M
∑
ℓ
cχ,M,ℓ fM(ℓz),
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where χ runs over Dirichlet characters modN, M runs over divisors of N such that mχ |M, fM
runs over FM,χ , ℓ runs over the divisors of N/M; and cχ,M,ℓ are scalars. By our assumption,
there exist an χ ,M such that cχ,M,1 6= 0.
From (5.1), it follows immediately that for primes (p,N) = 1 we can write
(5.2) a f (p) = ∑
f
cfλf(p)
where f runs over the set ∪χ,MFM,χ , with χ and M varying as above; and not all the cf are zero.
The point to note here is that all the f are newforms of level dividing N.
By a theorem of Brumley [10, Theorem 5], we know that the Rankin-Selberg convolution (in
the sense of Langlands) L(f⊗ g,s) 6= 0 on the line ℜ(s) = 1, if f 6= g. Moreover, it is classical
(see e.g., [19]) that L(f⊗ g,s) is analytic in C except for a simple pole with positive residue at
s= 1 if and only if f= g.
Then we compute
∑
p≤x,(p,N)=1
|af(p)|
2 log p= ∑
f
|cf|
2 ∑
p≤x,(p,N)=1
|λf(p)|
2 log p+ ∑
f6=g
cfcg ∑
p≤x,(p,N)=1
λf(p)λg(p) log p
= ∑
f
|cf|
2 ∑
p≤x,(p,N)=1
|λf⊗f(p)|
2 log p+ ∑
f6=g
cf ∑
p≤x,(p,N)=1
λf⊗g(p) log p
Wewould now appeal to (a relative version of) the Ikehara-Wiener theorem (see Theorem 5.3)
applied to the Dirichlet series defined by the logarithmic derivatives L
′
L (f⊗ f,s) and then to
L′
L (f⊗
g,s). Let us denote the Satake parameters of f and g at a prime p (which we suppress mostly) by
{ai,p} and {b j,p} respectively.
Further let us put
(5.3)
L′
L
(f⊗g,s) =
∞
∑
n=1
Λf⊗g(n)n
−s;
where
Λf⊗g(n) =
(∑i, j ami b j
m
) log p, if n= pm
0 otherwise.
Thus by the Cauchy-Schwartz inequality, we see that
(5.4) |Λf⊗g(n)| ≤
1
2
(
Λf⊗f(n)+Λg⊗g(n)
)
,
and moreover Λf⊗f(n) = |∑i a
m
i |
2 ≥ 0 for all n.
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Thus all the conditions of the Ikehara-Wiener theorem (Theorem 5.3) for L
′
L (f⊗ f,s) and
L′
L (f⊗g,s) are satisfied, and we have
(5.5) (i) ∑
n≤x
Λf⊗f(n) = x+o(x), (ii) ∑
n≤x
Λf⊗g(n) = o(x)
as x→ ∞.
It is then easy to finish the proof by noting that
(5.6) ∑
n≤x
Λf⊗g(n) = ∑
p≤x
Λf⊗g(p)+O(x
1/2 logx)
and Λf⊗g(p) = λf⊗g(p) log p. Indeed combining (5.3), (5.5) and (5.6) we get
(5.7) ∑
p≤x,(p,N)=1
|af(p)|
2 log p= ∑
f
|cf|
2x+of(x),
as x→ ∞, and where ∑f |cf|
2 > 0. This immediately implies the assertion of Lemma 5.2. 
Remark 5.4. One may look for a better error term in (5.7) from the point of view of analytic
number theory. This maybe obtained (using the same arguments as above) by using the prime
number theorem for the Rankin-Selberg L-functions L(f⊗g,s). However one has to be careful
about Siegel zeros in case L(f⊗g,s) has a quadratic Dirichlet L-function as a factor.
5.2. Proof of Theorem 5.1. First we note that in the statement of Proposition 3.8, we can replace
the condition: “odd and square-free" in the second part of the proposition “by odd and prime".
We appeal to Corollary 3.3 (which is now unconditional, as we have proved Theorem 1.1) to
conclude that our F ∈ Snρ has infinitely many non-zero Fourier-Jacobi coefficients φT (T ∈ Λ
+
n−1)
with dT odd and square-free. Then Proposition 3.8 gives us the non-zero cusp form Hµ (µ
primitive) as defined just before Proposition 3.8. Let us keep the notation used there.
From now on we assume that n is odd. Now let us observe that Lemma 5.2 can be applied
to Hµ ∈ Sk′− n−12
(Γ1(d
′2)) (recall that d′ = dT in the present case and k′−
n−1
2 ∈ N) because its
Fourier expansion is supported on indices which are co-prime to dT by the primitiveness of µ .
This in turn implies by old-form theory that it can not entirely lie in the old-space (see [25,
Theorem 4.6.8]), and hence must have a non-zero new component.
Thus by the first paragraph of this section, we conclude that when n is odd, there exist infin-
itely many odd primes p such for for each such p, F has at least one non-zero Fourier coefficient
aF(T ) with dT = p. The quantitative version follows immediately from the corresponding
statement of Lemma 5.2. 
Remark 5.5. It is desirable to prove an analogue of Theorem 5.1 for n even; however, the nec-
essary properties of elliptic modular forms of half-integral weight (i.e., a suitable version of
Lemma 5.2) seem to be not available.
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