Abstract: Ultrashort-pulsed lasers have been attracting worldwide interest in science and engineering. Studying the thermal deformation induced by ultrashort-pulsed lasers is important for preventing thermal damage. This article presents a new numerical method for studying thermal deformation in 3D double-layered film micro-structures exposed to ultrashort-pulsed lasers. The method is demonstrated by investigating thermal deformations in a 3D double-layered thin film and a 3D double-layered sphere, respectively.
INTRODUCTION
Ultrashort-pulsed lasers have been attracting worldwide interest in science and engineering, because their pulse durations are of the order of sub-picoseconds to femtoseconds and because they possess exclusive capabilities of limiting the undesirable spread of the thermal process zone in the heated sample [1] . The success of using high-energy ultrashort-pulsed lasers in real applications relies on three factors [1] : (1) well characterized pulse width, intensity and experimental techniques; (2) reliable microscale heat transfer models; and (3) prevention of thermal damage. Up to date, a number of models that focus on heat transfer in the context of ultrashort-pulsed lasers have been developed. However, only a few mathematical models for studying thermal deformation induced by ultrashort-pulsed lasers have been developed [1] [2] [3] [4] [5] [6] [7] . Tzou and his colleagues [1] presented a onedimensional model in a double-layered thin film. The model was solved using a differential-difference approach. Chen and his colleagues [5] considered a two-dimensional axisymmetric cylindrical thin film and proposed an explicit finite difference method by adding an artificial viscosity term to eliminate numerical oscillations. Dai and his colleagues [2, 4] developed a new method for studying thermal deformation in 2D thin films exposed to ultrashort-pulsed lasers. The method was obtained based on the parabolic two-step heat transport equations and implicit finite difference schemes on a staggered grid. It accounts for the coupling effect between lattice temperature and strain rate, as well as for the hot-electron blast effect in momentum transfer. Numerical results show that there are no numerical oscillations in the solution. Unfortunately, when applied to a 3D thin film case, they found that the nonphysical oscillations appeared again in the normal stress in the thickness direction. Recently, Dai and his colleagues [8, 9] have improved their previous method by developing a fourth order compact finite difference scheme for solving the dynamic equations of motion. Results show that the non-physical oscillations disappear. In this article, we extend this method to study thermal deformation in 3D double-layered metal thin films and micro spheres exposed to ultrashort-pulsed lasers. Layered metal thin films are considered because they are widely used in engineering applications due to the fact that a single metal layer often cannot satisfy all mechanical, thermal and electronic requirements, while micro spheres are of interest related to micro resonators in optical applications, such as ultra-lowthreshold lasing, sensing, optoelectronic microdevices, cavity quantum electrodynamics and their potential in quantum information processing. This research provides a numerical method for studying thermal deformations induced by ultrashort-pulsed lasers when layered micro-structures are considered.
MATHMATICAL MODEL
Consider a 3D double-layered thin film in Cartesian coordinates, which is exposed to an ultrashort-pulsed laser, as shown in Fig. (1a) . The governing equations for studying thermal deformation in the thin film can be expressed as follows:
(1) Dynamic Equations of Motion [1, 2, 5, 9] , 2 ) ( ) ( 
. , , where the heat source introduced by [5] (7) are given in [11, 12] . Eqs. (5) and (6) are often referred to as parabolic two-step heat transport equations [13] . It should be pointed out that the term
Eq. (6) to consider the coupling effect between lattice temperature and strain rate. However, from our experience the strain rate effect is insignificant.
The boundary conditions are assumed to be stress free [1, 5] and no heat losses from the surface in the short time response [12] :
where n is the unit outward normal vector on the boundary. 
It should be pointed out that the laser beam is applied on the top surface ) 0 ( = z at 0 = t and the peak intensity occurs
For micro spheres as shown in Fig. (1b) , the above governing equations may be transformed to the equations under spherical coordinates ); , , (( r ) 0 , 2 0 as follows:
(1') Dynamic Equations of Motion [8, 4] ) ). sin
Here, m = 1,2 denote the outside layer and the inside layer, respectively.
(2') Energy Equations [8, 15] , ) ( where the heat source term, which is obtained based on that in Eq. (7) under spherical coordinates, is given by
Here, L is the radius of the micro-sphere and is the optical penetration depth.
FINITE DIFFERENCE METHOD
Following the approach in [2-4, 9], we introduce three velocity components 1 v , 2 v and 3 v into the model and rewrite the dynamic equations of motion, Eqs. (1)- (4), as follows: 
Here, i , j and k are indices with , 
To avoid non-physical oscillations in the solution, we further follow the approach in [2] [3] [4] 9] and employ a fourthorder compact finite difference scheme for obtaining stress 
On the other hand, the energy equations, Eqs. (15)- (16) 
The interfacial conditions for the velocity components Eq. (33) is nonlinear. Therefore, the above scheme must be solved iteratively. An iterative method for solving the above scheme at time level n + 1 is developed as follows:
Step 1. Set the initial values for , ) ( Step 2. Solve for , ) ( Step 3. Solve for the derivatives of , ) ( Step 5. Update , ) ( Given the required accuracy 1 (for temperature) and 2 (for strain), repeat the above steps until a convergent solution is obtained based on the following criteria. Using a similar argument, a numerical method can be obtained for studying thermal deformation in a doublelayered micro sphere induced by an ultrashort-pulsed laser.
NUMERICAL EXAMPLES
To test the applicability of the developed numerical scheme, we investigated the temperature rises and thermal deformations in a 3D double-layered thin film consisting of a gold layer on a chromium padding layer with dimensions m 1 . 0 m 100 m 100 μ μ μ , and in a 3D double-layered micro sphere consisting of a gold layer on a chromium padding layer with a radius of m 05 . 0 μ for each layer, respectively. The thermophysical properties for gold and chromium are listed in Table 1 [1, 5, 17] . We assumed that the laser was ) is about 3765 K, which is close to the 3727 K obtained by Tzou et al. [1] . It can be seen from this figure that there is a slight difference between the thin film and the sphere. This is probably because of the different geometries. Fig. (3b) Fig. (4) that the electron temperature is in maximum at t = 0.25 ps, then it decays with time and it is almost uniform at t = 20 ps along the thickness direction. On the other hand, Fig.  (5) shows that the lattice temperature increases gradually with time in both gold and chromium layers, due to constant heating of acoustic phonons by electrons. Since the heat is transferred from the gold layer to the chromium layer and the conductivity of chromium is smaller than that of gold, the lattice temperature increases drastically across the interface. A clear discontinuity of the temperature gradient at the interface can be seen in Fig. (5) , which is the same prediction as was obtained in [1, 11] . The difference of electron and lattice temperatures in Figs. (4 and 5) gives a strong flavor of nonequilibrium heating during the picosecond transient. . It can been seen that the displacement w , particularly at t = 20 ps, changes from negative to positive for each layer along the thickness direction. The negative value indicates that the displacement moves in the negative z direction, while the positive value implies that it moves in the positive z direction. From this figure, one may see that the film is expanding. At t = 10 ps and 20 ps, the displacement shows a clear alteration across the interface, implying that both layers push each other and the bond between these two layers could be damaged under high intensity laser irradiation. . In our experience, the conventional finite difference method produces local oscillations in the normal stress z (see Fig. (5) in [2] ). It can be seen from We now turn our attention to the sphere. Figs. (13) and (14) show profiles of the electron temperature and the lattice temperature along the diameter at 0 = and = with three different laser (J =500 J/m 2 , 1000 J/m 2 and 2000 J/m 2 ) at different times(a) t = 0.25 ps, (b) t = 0.5 ps, (c) t = 10 ps, and (d) t = 20 ps, respectively. Again, it can be seen from Fig. (13) that the heat is transferred from the gold layer to the chromium layer, and the lattice temperature increases drastically across the interface. A clear discontinuity of the temperature gradient at the interface is also seen in Fig. (14) . sphere is expanding. However, the displacement gradient shows a clear difference across the interface, implying that the bond between these two layers could be damaged under high intensity laser irradiation.
Figs. (16) and (17) show contours of the electron temperature distribution and the lattice temperature distribution in the cross section of 0 = and = at different times (a) t = 0.25 ps, (b) t = 0.5 ps, (c) t = 10 ps, and (d) t = 20 ps, respectively. Again, both figures show that the heat is transferred from the upper hemisphere to the lower hemisphere and also from the gold layer to the chromium layer. upper hemisphere expands more than the lower hemisphere because the laser irradiates the upper hemisphere.
CONCLUSION
We have developed a finite difference method for studying thermal deformation in 3D double-layered thin films and micro spheres exposed to ultrashort-pulsed lasers. The method, based on the parabolic two-step heat transport equations, accounts for the coupling effect between lattice temperature and strain rate, as well as for the hot-electron blast effect in momentum transfer. By replacing the displacement components in the dynamic equations of motion using the velocity components, developing a fourth-order compact method for evaluating stress derivatives in the dynamic equations of motion, and employing a staggered grid, we have developed a numerical method that allows us to avoid non-physical oscillations in the solution. Numerical results show that the central part of the thin film and the micro sphere expand and the bond between these two layers could be damaged under high intensity laser irradiation. 
