The Douglas-Rachford method (DR) and its product space variant are often employed as iterated maps for solving the feasibility problem of the form: Find x ∈ N k=1 S k . The sets S k typically represent constraints that are easy to satisfy individually, but more challenging when imposed together. When the constraints under consideration are modeled by closed, convex, nonempty sets, convergence is well-understood. The method also demonstrates surprising performance with nonconvex sets. Recently, the method of circumcentering reflections has been introduced, with the aim of accelerating convergence of averaged reflection methods like DR in the convex setting of hypersurfaces. We introduce a generalization, GCR, that is amenable to employment when the circumcentering reflections operator fails to be proper. We prove local convergence for certain plane curves together with lines, the natural prototypical setting of most theoretical analysis of regular nonconvex DR. In particular, for GCR, we demonstrate local convergence to feasible points in cases where DR only converges to fixed points. For those cases where DR is proven to converge to a feasible point, we show that GCR provides a better convergence rate. Finally, as a root finder, we show that GCR has local convergence whenever Newton-Raphson does, exhibits quadratic convergence whenever Newton-Raphson does so, and exhibits superlinear convergence in many cases where Newton-Raphson fails to converge at all. Motivated by our theoretical results, we introduce a new 2 stage DR-GCR search algorithm, and we apply it to wavelet construction recast as a feasibility problem, demonstrating its acceleration over regular DR.
Introduction
The Douglas-Rachford method (DR) is frequently used to solve feasibility problems of the form
where, here and throughout, A and B are closed subsets of a finite dimensional Hilbert space H and A ∩ B = / 0. For such problems the method consists of iterating the DR operator, an averaged composition of two over-relaxed projection operators defined as follows:
where, here and throughout, Id is the identity map and the projection map P S is as defined below in (6) . The DR operator owes its colloquial name to its indirect introduction in the context of nonlinear heat flow problems [22] , though it was independently discovered by Fienup in the nonconvex setting of phase retrieval [24] , and so it has been known under various other names [31] . Its broader versatility in the nonconvex context was highlighted in by Elser and Gravel [28] , who applied it to solve various combinatorial problems modeled as stochastic feasibility problems. The method has since been applied to a host of other discrete feasibility problems, including Sudoku puzzles [5, 3] , matrix completion [4, 18] , graph coloring [6, 7] , and bit retrieval [23] , among others. For a more comprehensive overview of the history, including the broader context of DR as a splitting method for solving optimization problems, see for example, [31] . For more on the use of DR for solving both nonconvex and convex feasibility problems, see also [8] . The aforementioned seminal work of Elser and Gravel [28] piqued the interests of Borwein and Sims, who in 2011 made the first rigorous attempt at analysing the behaviour of DR in the nonconvex setting of hypersurfaces [17] . The spiralling convergence pattern observed therein (see Figure 1 ) has since been observed when DR is applied to many other nonconvex hypersurface feasibility problems, which we will recall in Section 4. This characteristic spiralling is also well documented for the Alternating Direction Method of Multipliers (ADMM) [37] , an algorithm which is said to be dual to more general Douglas-Rachford method, which is a proximal point algorithm for monotone inclusion problems [27, 31] .
In the convex setting, the idea of circumcentering with the reflections has been recently introduced with the motivation of accelerating convergence by obviating the excessive spiralling with a reasonable step towards the feasible point [11, 12, 13, 14] . Other methods have also been introduced, based on using the spiral trajectory to predict future iterates [37] . What motivates the present work is the ubiquity of apparent spiralling for nonconvex problems [2, 16, 17, 26, 30, 32] and the appetizing prospect of accelerating convergence in the nonconvex setting.
Outline
The remainder of this paper is outlined as follows. In Section 2, we provide the preliminaries on Douglas-Rachford and circumcentering. New contributions begin in 2.2, where we introduce the generalized cirumcentered reflections (GCR) operator; we explain why and how it differs from the usual circumcentering operator or Douglas-Rachford operator, and under what conditions it specializes to the one or to the other.
In Section 4, we consider GCR in the case where the sets are a line and some hypersurface in R 2 . For reasons that we will explain, this is the setting in which most analysis of the nonconvex DR algorithm has been principally focused [2, 16, 17, 20, 32] , and it is also the natural context to begin our analysis of GCR. We show local convergence to a feasible point for GCR in the hypersurface settings considered previously for DR [2, 16, 17, 20, 32] , along with convergence rate guarantees that are quadratic in many cases. Our analysis exploits a connection between GCR and Newton-Raphson method, but we also show superlinear convergence of GCR for a collection of problems where Newton-Raphson method fails to converge at all.
Motivated by our local convergence results, we introduce the 2 stage DR-GCR search method in Section 5. In Section 6, we demonstrate its advantages over regular DR for the feasibility problem of finding wavelets, a setting in which DR has shown great promise [25, 26] . We discuss broader lessons and summarize our results in Section 7.
Preliminaries
Splitting methods such as the method of alternating projections and the Douglas-Rachford method (DR) are frequently used to solve the optimization problem given by Find x ∈ argmin
where f and g are proper, lower semicontinuous, convex functions on a Hilbert space H. The indicator function ι S for a set S is defined by
When the functions under consideration are indicator functions for closed and convex sets A and B, (3) specializes to the feasibility problem in (1). This problem is frequently presented in the slightly different form
where A and B are maximally monotone operators, which the reader may simply consider to be the subdifferential operators ∂ f and ∂ g for the convex functions f and g.
For more background thereon, we refer the reader to the book of Bauschke and Combettes [9] , which is the definitive source for the relationship between convexity and maximal monotonicity. For present purposes, it suffices to understand that whenever a set S is closed and convex, ι S is convex and lower semicontinuous, and its subdifferential operator
is the normal cone operator associated with S. The classical result on the Douglas-Rachford method is typically presented in terms of resolvents of maximally monotone operators. Let the resolvent for a setvalued mapping F be defined by J λ F := (Id + λ F) −1 with λ > 0. In particular, the resolvent J N S of the normal cone operator N S for a closed, convex set S is simply the projection operator given by
In the nonconvex setting, P S is a set-valued map where image values may contain more than one point or be empty. For the sets we will consider, P C is nonempty, and we simplify the exposition by working with a selector
The classical result in the convex setting is as follows. 
the sequence given by x n+1 = T A,B x n converges weakly to some v ∈ H as n → ∞ such that J λ A v is a zero of A + B.
When the operators A and B are the normal cone operators P A and P B , the associated resolvent operators T A and T B are projection operators P A and P B , and (7) becomes
where the operator given by R C := 2P S − Id is called the reflection operator for the set S. The operator described in (8) may be seen to be the Douglas-Rachford operator (2) , and from this equation one may see why DR is often referred to as reflect-reflect-average in the feasibility context. We formalize it in the following definition.
. Let A, B ⊂ H be closed sets, and let x 0 ∈ H. The Douglas-Rachford method (DR) generates a sequence (x n ) ∞ n=1 as follows:
Generically, fixed points may not themselves be feasible, as illustrated in Figure 1b from [31] . This figure also illustrates the useful fact that, even in the nonconvex context, fixed points satisfy
To see why, let x = T A,B x and obtain from the definition of
Extension to N sets
The usual adaptation of the Douglas-Rachford method from 2 sets to finding x ∈ ∩ N k=1 S k = / 0 is Pierra's product space method [36] . Working in the Hilbert product space H = H N , let S := S 1 × · · · × S N and D := {(x 1 , . . . , x N ) ∈ H :
We may then apply the 2 set DR method of (9) to the two sets S and D. For for x = (x 1 , . . . , x N ) ∈ H, the product space projections are given by
The method was nicknamed divide and concur by Simon Gravel and Veit Elser [28] , and D in this context is referred to as the agreement set or sometimes the diagonal. It is easily seen that any point x ∈ S ∩ D has the property that x 1 = x 2 = · · · = x N ∈ ∩ N k=1 S k . Since D is a closed subspace of H, and since S is closed and convex if and only if S 1 , . . . , S N are also closed and convex, the convergence result in the case of closed and convex sets is given by the two set result in Theorem 2.1. An augmented discussion of the above details and history are given in the recent survey article of Lindstrom and Sims [31] . 
Circumcentering
Given three points U,V,W , we denote the circumcenter by C(U,V,W ) and define it to be a point equidistant to all three points and lying on the affine subspace defined by them.
It may be readily verified that when U,V, and W are not colinear, C(U,V,W ) is the intersection of the perpendicular bisectors of the sides of triangle UVW . Figure 2 illustrates that C(U,V,W ) is not necessarily contained within the convex hull of the triangle UVW .
When {U,V,W } has cardinality 1, the definition clearly implies that C(U,V,W ) = U = V = W . When {U,V,W } has cardinality 2, C(U,V,W ) is the average of the two distinct points.
When "circumcentering" the reflections, we compute a new iterate by taking the circumcenter of x, R A x, and R B R A x. Following [14] , we denote this by
The case when x, R A x, and R B R A x are distinct and colinear does not occur when the sets in question are intersecting affine subspaces, as is the case in [14, 13] . In such a case, C T is said to be proper; conditions sufficient for C T to be proper are given in [11] . See also [12] .
Generalized circumcentered reflections algorithm (GCR)
For nonconvex feasibility problems, C T generically fails to be proper, and so we must choose a reasonable definition for the mapping in the nonconvex setting. Fortunately, a clear choice presents itself. When x, R A x, and R B R A x are colinear, the possibilities are as follows.
in which case the average of the two distinct points is just 1 2 
Altogether, in cases (i) and (ii) C T x and T A,B x coincide, and in case (iii) it does not matter whether we update with C T x or T A,B x, since P A x solves the feasibility problem.
We choose to update with T A,B x in case (iv), which is consistent but is also a reasonable choice, given what is known about the "searching" behaviour of DR for many nonconvex problems (see [16] ). Finally, for the sake of simplicity, we will also choose to "update" with T A,B x in case (iii); in this way, our definition differs in the convex setting from that in [14] , but it does not differ in a consequential way, since case (iii) only occurs when we have already solved the problem. The complete definition of our nonconvex circumcentered reflection operator is
Since C A,B specifies to C T when C T is proper-except in the uninteresting case of ((iii)) when the feasibility problem is essentially solved-we name this the generalized circumcentered reflections (GCR) operator. We immediately have the following fixed point result.
Proof. Let x ∈ FixC A,B . Then we have from (13) that either x = T A,B x or x = C T x. If x = T A,B x, then the result follows from (10) .
We define the generalized circumcentered reflection method (GCR) as follows.
where C A,B is as in (13).
Hypersurface feasibility problems
For DR, Borwein and Sims considered in detail the case of a unit sphere S in R n and a line L [17] . Based on experimentation with the dynamical geometry software Cinderella [1] , they hypothesized global convergence of the sequence for starting points not on the singular set: the line perpendicular to L and passing through the center of S. Aragón Artacho and Borwein later provided a provisional proof [2] , and Benoist showed convergence definitively by constructing the Lyapunov function in Figure 1 [15] .
With the proof of Benoist [15] , the case of a 2-sphere and line was mostly resolved, though Borwein and Sims' conjecture of chaos on the singular manifold [17] was later disproven in the seemingly different context of [10] , where Bauschke, Dao, and Lindstrom proved it to be aperiodic but fully describable in terms of generalized Beatty sequences. Two generalizations of the 2-sphere were considered in [16] . In this setting, the singular set has nonzero measure, and the dynamical system is characterized by basins of varying periodicities. These are illustrated in Figure 3a . In contradistiction, as long as x 0 is not in the singular set of measure zero, GCR exhibits global convergence for any configuration of an ellipse and line, and spiralling is entirely absent. Figure 33b is a representative example of what the behaviour looks like, and it suggests the following result. x 0
where the second equality again uses the condition x = R A x, and so C A,B x ∈ B = L.
Note that the above proposition is not necessarily true if the hyperplane L is replaced with an affine subspace. For example, the perpendicular bisector of a reflection across a line is a hyperplane containing that line; the circumcenter will be in the hyperplane, but not necessarily the line. Whenever x, R A x, R B R A x are not colinear for a smooth plane curve A and line B (a hyperplane in the plane), Proposition 4.1 allows us to describe the behaviour of GCR as follows. C A,B x is the point of intersection of B and the tangent line to A at P A (x). This is because the tangent line is the perpendicular bisector of the segment x R A x. Figure 4 illustrates this in the case when A is the graph of the function x → x/ √ x and B is the horizontal axis. Solving the feasibility problem amounts to finding the root of the function x → x/ |x|, a problem that Newton's method on R fails to solve. The use of DR to find roots of functions on R, as well as this example in particular, was first considered in [32] . Dao 
Theoretical approaches for plane curves
Most local convergence results in the nonconvex setting of hypersurfaces have focused on plane curves and lines in R 2 [17, 2, 16, 32, 15, 20] ; this is a natural context for analysis, because DR has variously been observed to spiral in lower dimensional subspaces, a phenomenon theorized to often occur in a lower dimensional affine subspace of R n . For example, Aragón Artacho has created an image that shows this behaviour for a line and sphere in R 3 [19, slide 33] . Under mild assumptions, we will show local convergence in R 2 for the algorithm generated by iteratively applying the map C S,L with a curve S and line L. Our approach differs from those in previous works both in terms of the methods used and the results obtained.
Comparing approaches
The first theoretical result on the convergence of DR in the nonconvex setting is that of Borwein and Sims [17] , who used the Perron theorem [17, Theorem 6.1] [29, Corollary 4.7.2] on the stability of almost linear difference equations to show local convergence in the setting where S is a unit sphere in R n and L is a line. This approach has since been adapted [16] to show local convergence for plane curves more generally. The strategy relies upon the fact that T A,B x may be described as a continuous function of the 3-tuple (x, R A x, R B R A x). This continuity does not extend to the case of the operator C A,B , and so the same approach does not immediately extend to this new context.
The approach of Benoist, Dao, and Tam relies on a Lyapunov function (see Figure 1) for which the tangent to its level curve at a point T A,B x corresponds to the trajectory of T A,B x − x [15, 20] . It is less clear how to adapt such an approach when the spiral itself is obviated by circumcentering the method.
Our approach is to use calculus and trigonometry to show results about the intersections of the tangents taken for the curve S with the line L. Without loss of generality, we let L be the horizontal axis. We then use the observation that, under mild assumptions, C S,L locally behaves like a step of alternating projections for S and L followed by a step of Newton-Raphson method employed to find a root of the function whose graph is the curve S. Figure 5 is helpful in understanding this observation; when L is the horizontal axis and S is the graph of a function f , we may associate the points x n , x n+1 , and y n in
n , x u n+1 , and y u n . We then have the relationship
, where y n = P L P S (x n ).
Here N is the Newton-Raphson operator that is commonly used to search for a root of the function f , and for which convergence results are well known. For the sake of cleanliness in Figure 5 , we abuse notation slightly by assigning the label N (x u n ) to the point that is actually (N (x u n ), 0).
Comparing results
Unlike in the case of the Douglas-Rachford method, we obtain local convergence results for cases where S and L intersect tangentially. Unlike in the case of regular Newton-Raphson iteration, we obtain local convergence in cases like S = {(t, |t|) | t ∈ R}; in fact, the rate is superlinear. Finally, we show that in many cases the convergence rate of Newton-Raphson provides an upper bound on the convergence rate of GCR.
Local convergence of GCR for a line and a plane curve
Throughout this section, L is simply the horizontal axis R × {0} ⊂ R 2 . Letting x 0 ∈ L, we deal with the operator C S,L . The conditions we impose will prevent colinearity of R S x n , R L R S x n , and x n , so that we always have x n ∈ L by Proposition 4.1. This simplifies our analysis greatly. We will first consider the case where the curve S is the graph of a continuous function f : R → R and where 0 ∈ S ∩ L is an isolated feasible point. Suppose there exists ε 1 > 0 such that 0 is the only root of f on B 0 (ε 1 ), and that f is continuous on B 0 (ε 1 ) and differentiable on B 0 (ε 1 ) \ {0}. Suppose further that there exists ε 2 > 0 such that zer f ∩ B 0 (ε 2 ) ⊂ {0} (in other words, f has no other roots in B 0 (ε 2 ) except, possibly, for 0). The astute reader will notice that the isolated root condition we have imposed on f excludes such pathological cases as
while the analogous condition we have imposed on f further excludes such pathological cases as f : t → t sin(1/t).
Finally, we will assume a similar condition about f , and for similar reasons. Namely, we assume there exists ε 3 > 0 such that f is continuous and
In other words, f has no other roots in B 0 (ε 3 ) except, possibly, for 0. From now on, we let
although we may revise ε to be smaller later on. Restricting to a specific quadrant will simplify our exposition. Because x n ∈ L, we have x n = (x u n , 0). To simplify our exposition, we work in the case x u n > 0. Since the sign of f does not change on ]0, ε], we may by symmetry let f be positive on ]0, ε], and do so with no loss of generality. Since f has a root at 0 and is positive on ]0, ε], we have that f is increasing on some subset of ]0, ε]; this, combined with the fact that f does not have a root on ]0, ε], means that f is positive on ]0, ε]. It is then straightforward to show that (y u n , f (y u n )) := P S (x n ) satisfies 0 ≤ y u n ≤ x u n . The conditions we have assumed about f leave us with four natural cases to consider: those illustrated in Figure 5 . For Cases 1, 2, and 3, we will show that as the point x n approaches zero, the ratio |x n+1 |/|x n | approaches zero. Additionally, for Cases 1, 3, and 4 we will show that for x n sufficiently near to zero, the ratio |x n+1 |/|x n | is bounded by the ratio of subsequent iterates for the Newton-Raphson method:
Once these four cases are established, local convergence and rates for many sets of plane curves can be established by appealing piecewise to these four cases.
For example, when f : t → sin(t), the local quadratic convergence for x u 0 ∈ [−π/4, π/4] is covered by Case 1 on the left and on the right. When f : t → |t|, superlinear local convergence is established by appealing to Case 2 on both the right and the left. When ). The astute reader will notice that our conditions have excluded the possibility that there exists δ > 0 such that f is zero on [0, δ ]. Of course, in this case, the graph of S is a line segment locally, and so we have convergence in a single step. Our use of the graph of a single-valued function f to represent S also precludes the possibility that S is locally a vertical line segment, another case where local convergence is immediate.
Case 1
We start by considering the case where f (t) < 0 for t ∈ [0, ε], and where f is left differentiable at 0, and f (0) = tan(ϕ) < ∞, where f (0) denotes the left derivative value at 0. Note that the negativity of f and nonnegativity of f on [0, ε] together force 0 < f (0). We illustrate this case in Figure 5a . We denote by B the unique point that lies at the intersection of L and the line passing through P S (x n ) whose slope is f (0).
By the continuity of f and the fact that f is negative on [0, ε], there exists δ ∈ [0, ε] so that
In particular, if we update ε so that ε ≤ δ and x u n ∈ [0, ε], then we have y u n ∈ [0, ε], and so f (y u n ) ≥ (1/2) f (0). Consequently, we have that ∠x n x n+1 P S (x n ) = arctan( f (y u n )) ≥ (1/2)ϕ. and so cot (∠x n x n+1 P S (x n )) ≤ cot ((1/2)ϕ) . We thus obtain the following.
x n+1
Here (17a) follows from the fact that x n+1 ≤ x n+1 − B and x n ≥ x n − B . We have the identity (17b) from the generalized angle bisector theorem, and (17c) is mere trigonometry. Finally, (17d) is from (16) . Now as x n → 0, the angle ∠x n P S (x n )B approaches π/2 while the angle ∠x n+1 P S (x n )B approaches 0. Consequently, for any K > 0, we may choose ε small enough to ensure that sin (∠x n+1 P S (x n )B) sin (∠x n P S (x n )B)
which combines with (17d) to ensure that
which demonstrates that convergence is eventually superlinear. We are not surprised to see such a result, because the nonpositivity of f on [0, ε] ensures that |N (x u n )| ≥ |x u n+1 |, where N (x u n ) is the Newton-Raphson update for x u n given by (15) . Consequently, we have that
and so the local convergence rate of the Newton-Raphson method serves as an upper bound on our convergence rate. The astute reader will notice that we might have appealed to Newton's method directly for our proof, but the scaffolding we have built using the generalized angle bisector theorem will be needed for Case 2, where a direct appeal to the rate of Newton-Raphson is not possible.
Case 2
We next consider the case where f (t) < 0 for t ∈ [0, ε] and lim t↓0 f (t) = ∞.
Our analysis in this case is similar to Case 1. We illustrate this case in Figure 5b . By the continuity of f and the fact that f is negative on [0, ε], there exists δ ∈ [0, ε] so that
In particular, if we let ε ≤ δ and x u n ∈ [0, ε], then we have y u n ∈ [0, ε], and so f (y u n ) ≥ 1. Consequently, setting ϕ := ∠x n BP S (x n ), we have that ∠x n x n+1 P S (x n ) ≥ π/4 ≥ (1/2)(π/2) = (1/2)ϕ. and so cot (∠x n x n+1 P S (x n )) ≤ cot ((1/2)ϕ) .
We then proceed to obtain (17) as in Case 1, recovering local superlinear convergence in the same way. Of interest in this case is the fact that we have local superlinear convergence for a setting in which Newton-Raphson is not guaranteed to converge at all and for which examples where it fails to converge are well known. One such example is t → |t|. The convergence of GCR for this problem is shown in Figure 4 .
Cases 3 and 4
We next consider the case where f (t) > 0 for t ∈ [0, ε]. In this case, we have that 0 ≤ y u n ≤ x u n , and 0 ≤ x u n+1 = N (y u n ) ≤ N (x u n ).
Altogether, we have both
either of which shows that that the Newton-Raphson convergence rate is an upper bound on the convergence rate for the circumcentered algorithm.
In Case 3 where f (0) > 0, this guarantees the local quadratic convergence rate afforded by Newton's method. In Case 4 where the root has multiplicity greater than one, the convergence rate of Newton-Raphson is only linear.
Discussion of GCR and plane curves
Local convergence of GCR to a feasible point for a line L together with many plane curves S may be handled by piecewise appeal to the arguments in 4.2. We will mention a few examples that highlight the importance of these results.
1. We have convergence whenever S is an algebraic curve and L is a line. This includes the classical problems of ellipses and p-spheres [16] . We also have the following results about rate.
(a) When S and L meet with multiplicity greater than one, as when L is the horizontal axis and S is the graph of t → t 2 , we have linear convergence to the feasible point. This is in contrast with the setting of DR, where convergence is usually observed to be to a fixed point rather than a feasible point. Local convergence results about DR with plane curves have typically excluded such cases.
(b) When S and L meet with multiplicity one, as when L is the horizontal axis and S is the graph of t → t 2 − 1, we have quadratic convergence.
2. We have local superlinear convergence for the case where S is the graph of t → t/ |t| and L is the horizontal axis, a case where the Newton-Raphson method cycles. This particular example is shown in Figure 4 . Such cases highlight importance of the projection onto the curve for preventing instability.
Succinctly put, for GCR with plane curves we have local convergence to feasible points in more cases than with Douglas-Rachford. For all cases where Douglas-Rachford exhibits convergence to a feasible point, GCR provides a better convergence rate. Finally, as a root finder, GCR has local convergence in all cases when Newton-Raphson does, exhibits quadratic convergence in all cases where Newton-Raphson does, and exhibits superlinear convergence in many cases where Newton-Raphson fails to converge at all.
The 2 Stage DR-GCR search algorithm
The results in R 2 from Section 4.2, and the geometric properties underpinning them, are suggestive of why we might suspect local stability in higher dimensional cases, particularly when the relative error pattern resembles what we are used to seeing when DR spirals as in Figure 6 . This image first appeared in [30] , to provide a visual comparison with similar convergence plots where the constraint sets under consideration are hypersurfaces whose point of intersection corresponds to the numerical solution of a discretized boundary value ODE. We recall some of the discussion therefrom. Importantly, the "relative error" (change from iterate to iterate) and "true error" (distance from the solution) in this plot are being measured in the line, which serves as the analog of the agreement subspace (11) for the product space adaptation of DR for solving a feasibility problem with more than 2 constraint sets. In other words, "relative error" at step n is computed by |P D (x n ) − P D (x n−1 )|, while the "true error' is being computed by d(P D (x n ), S ∩ D). The relationship between the oscillations and the spiral may be easily seen: at more "horizontal" parts of the spiral of DR iterates, the relative error sees a peak as P D (x n ) takes larger steps, while the true error sees a valley as P D (x n ) walks past the solution to the problem. At more "horizontal" parts of the spiral, P D (x n ) takes smaller steps, and so the relative error plot sees a valley; meanwhile the P D (x n ) are farther from the true solution, and so the true error sees a peak.
In Franklin's work on wavelets [25, 26] , product space DR solved every test case, and so wavelets pose a natural setting for us to compare performance of DR with that of GCR. Our experiments in Section 6 indicate that GCR may fail to locate the fea-sible point if it is used from the outset. However, GCR solved every problem when it was started after oscillations were observed in the relative error for product space DR method, and this 2 stage method was faster in all cases than DR on its own. This motivates our introduction of the 2 stage DR-GCR algorithm. It is as follows.
1. Search for an attractive basin by iteratively applying T S,D (DR), and monitor the relative error |P D x n − P D x n−1 | for the oscillations that indicate spiralling, as in Figure 6 ;
2. Once oscillations are observed, switch to iteratively applying C S,D (GCR).
We will show the effectiveness of the 2-stage DR-GCR algorithm in the next section.
An application of 2 stage DR-GCR: wavelets
From now on, DR refers specifically to its product space extension to N sets described in Section 2.1, which is not to be confused with other implementations of averaged reflection methods that have been used for finding wavelets [25] .
A wavelet ψ is a function whose shifts and dilates form an orthonormal basis for L 2 (R, C). For signal processing applications, compact support and regularity properties are desirable, among others. The earliest examples of wavelets on the line with such approximating properties were first achieved by Daubechies [21] through the multiresolution analysis (MRA) introduced by Mallat [34] and Meyer [35] .
Product space DR has been successfully applied to MRA-based wavelet construction recast as a feasibility problem, and has consistently solved the problem, yielding both known and previously unseen wavelets on the line [25, 26] . This approach has also been extended to find nonseparable wavelets on the plane; the extension involves a higher number of constraint sets, and the observed convergence is usually slower.
In this section, we use DR, GCR, and 2 stage DR-GCR for finding wavelets. We will first briefly introduce the problem; for additional details, the interested reader is referred to [25, 26] . We state the feasibility problem explicitly in Section 6.2. We will then illustrate the effectiveness of our splitting methods for solving it.
Wavelet construction on the line
The construction of wavelet orthonormal bases is normally achieved by finding a scaling function-wavelet pair (ϕ, ψ) with necessary properties following from the MRA. The construction reduces to finding a matrix-valued function U(ξ ) : R → C 2×2 subject to certain design criteria, and is of the form
where m 0 and m 1 are trigonometric series called filters associated to the scaling function ϕ and wavelet ψ, respectively. Finding the coefficients of these filters is essential to constructing a (ϕ, ψ) pair.
MRA conditions and wavelet properties
A consistency condition readily follows from this definition of U(ξ ), that is, U(ξ + 1/2) = σU(ξ ) where σ is the "row swap" matrix. Moreover, a necessary condition for the shifts and dilates of the wavelet to be orthonormal is that m 0 (0) = 1 and U(ξ ) is unitary almost everywhere. For ϕ and ψ to be compactly supported on [0, M − 1], we insist that m 0 and m 1 be trigonometric polynomials of the form m 0 (ξ ) = ∑ M−1 k=0 h k e 2πikξ and m 1 (ξ ) = ∑ M−1 k=0 g k e 2πikξ . Consequently, U(ξ ) = ∑ M−1 k=0 A k e 2πikξ with each A k ∈ C 2×2 . Finally, the regularity requirement can be achieved by requiring d dξ U(0) to be diagonal, for all 0 < ≤ M−2 2 .
Discretisation by uniform sampling
Note that the compact support condition allows for a discretisation of the problem by a uniform sampling at M points
, then the sampling procedure produces an ensemble of matrices U = (U 0 ,U 1 , . . . ,U M−1 ) ∈ (C 2×2 ) M . Moreover, the coefficient matrices A k may be obtained from the sample matrices U j by an M-point discrete Fourier transform, that is,
This establishes a connection between the uniform samples of U(ξ ) and the coefficient matrices A k .
Wavelet properties encoded on the ensembles of matrices
The consistency condition is imposed on the ensemble of samples to satisfy U j+ M 2 = σU j for all j ∈ {0, 1, . . . , M − 1}. On the other hand, unitarity of each sample U j = U( j M ) for j ∈ {0, 1, . . . , M − 1} is insufficient to ensure the unitarity of U(ξ ) almost everywhere. However, forcing U(ξ ) to be unitary at 2M samples, uniformly chosen to be U( j M ) and U( 2 j+1 2M ), for j ∈ {0, 1, . . . , M − 1}, is sufficient. Incidentally, given U = (U( j M )) M−1 j=0 , the other M samples written to form an ensembleŨ may be obtained
where (χ M ) j = e πi j/M for j = {0, 1, . . . , M − 1}. Lastly, the regularity condition may be written in terms of the sample matrices U j as
Wavelet construction as a feasibility problem
Let (C 2×2 ) M σ denote the collection of ensembles in (C 2×2 ) M that satisfy the consistency condition. Further, let U(2) denote the collection of all 2-by-2 unitary matrices. The feasibility approach to wavelet construction is described as follows.
Given an even integer M ≥ 4, find U = (U 0 , . . . ,
We note that C 1 and C 2 are nonconvex subsets of (C 2×2 ) M σ , whereas C 3 is a subspace. Figures 7a and 7b show that for a given starting point, the GCR converged faster than DR.
Numerical Experiments
For several starting points, we observed successful convergence for DR, while GCR iterates failed to show signs of convergence within our maximum number of iterations, which was set to 1,000,000. Similarly, it is as easy to find starting points wherein the DR iterates failed to converge within the set maximum number of iterations, while GCR succesfully converged. An example of this behavior is given in Figure 7c and 7d.
We also observed that even when DR and GCR are initialized at the same starting point, the two approaches may yield different wavelets and scaling functions. In feasibility problems with more than one solution, the final destination of DR is known to exhibit high sensitivity to starting point [16, 30] . Since GCR behaves differently than DR, it does not come as a surprise that the two methods may yield convergence to different feasible points from the same starting point.
2 Stage DR-GCR
In Figure 8a , we show an example where DR successfully converged to a fixed point after a prolonged search; in contradistinction, GCR did not converge within the maximum number of iterations, as shown in Figure 8b . Such a problem is an ideal candidate for 2 stage DR-GCR as described in Section 5.
For our examples with 2 stage DR-GCR, we run DR until the change in each iterate reached a threshold of 10e − 3. Thereafter, we switched to running GCR. We show an example of 2-stage DR-GCR in 9b. The 10e − 3 threshold is reached after 678 iterations and it only took another 1,815 iterations for GCR to reach the other 10e − 10 threshold. For comparison, we show regular DR in Figure 9b ; DR took another 17,274 iterations to reach the desired accuracy. Table 1 shows a summary of trials of 2-stage DR-GCR, where GCR was initiated after relative error 10e − 3 was reached. The second column shows the number of DR iterates prior to the 10e − 3 threshold. The third column displays the number of subsequent GCR iterates needed to reach 10e − 10, while the last column gives the number of subsequent iterates needed if we chose to proceed with DR. In all of these examples, the convergence is faster than when a full run of DR is used.
Conclusion
In Section 2, we recalled the recent introduction of circumcentering for accelerating splitting algorithms based on reflections in the setting of convex feasibility. In Sec- tion 3, we introduced the two set generalized circumcentered reflections operator C A,B and algorithm (GCR), explaining the relationship of C A,B to T A,B and the reason for the important modifications we must make in the setting when C T fails to be proper. In Section 4, we provided local convergence proofs in the context of plane curves and lines in R 2 that are analogs of those in the literature for DR [2, 16, 17, 20, 32] . The approach we used for GCR is novel, and it illuminates a connection between GCR and Newton-Raphson that we exploited to obtain quadratic convergence guarantees in many situations. We used the generalized angle bisector theorem to show superlinear convergence in cases where Newton-Raphson method fails; the question remains as to whether the convergence in these latter cases is also quadratic.
These results are of interest, because plane curve problems shed light on how DR is thought to behave more generally. They motivate our introduction of 2 stage DR-GCR in Section 5. Our theoretical results in Section 6 make clear the advantages of 2 stage DR-GCR in two dimensions, and our computational experiments on wavelets demonstrate improved linear rates of convergence in higher dimensions. However, we never recovered apparently superlinear convergence for any of our examples in higher dimensions. This is especially interesting when one considers that in R 2 , DR does not spiral when plane curves intersect at a tangent (see Figure 1b ), and so spiralling in the context of plane curves indicates that we would expect superlinear acceleration when GCR is applied.
The absence, so far, of observed superlinear acceleration in higher dimensions is intriguing. Methods for accelerating convergence for Newton-Raphson are well known and are found in any numerical calculus textbook. The connections discussed in Section 4.2 indicate that a natural next step is to attempt such methods with GCR. Another natural question is whether similar 2 stage methods-where GCR or a similarly constructed operator is employed to accelerate local convergence when spiralling is suspected-may be useful in other settings where spiraling has been observed, such as ADMM [37] . We leave these investigations as future work.
