Abstract. We study polynomials with complex coefficients which are nondegenerate with respect to their Newton polyhedron through data on contact loci, motivic nearby cycles and motivic Milnor fiber. Introducing an explicit description of these quantities we can answer in part to questions concerning the motivic Milnor fiber of the restriction of a singularity to a hyperplane and the integral identity conjecture in the context of nondegenerate singularities. Moreover, in the same context, we give calculations on the Hodge spectrum, the cohomology groups of the contact loci as well as their compatibility with natural automorphisms.
Introduction
Let f be a polynomial in C[x 1 , . . . , x d ] which is nondegenerate with respect to its Newton polyhedron Γ and vanishes at the origin O of C d . The problem of computing the motivic Milnor fiber S f,O of such an f at O in terms of Γ was firstly mentioned by Guibert in 2002, and it was solved by him in the case where every monomial of f contains whole d variables (see [8] ). Recently, Steenbrink obtains a full solution in terms of toric geometry, while Bultot and Nicaise also come back to this topic with a new approach using log smooth models, of course both of Steenbrink's method and Bultot-Nicaise's method do not require additional hypotheses (see [23] and [1] ).
Proposition 1 (Guibert, Bultot-Nicaise). Let f be a polynomial vanishing at the origin O of C d nondegenerate with respect to its Newton polyhedron Γ. Then the below identity holds in the monodromic Grothendieck ring of C-varieties withμ-action
where the sum runs over all the compact faces of Γ, and X γ (0) (resp. X γ (1)) stands for the subvariety of G d m,C defined by the face function f γ (resp. f γ − 1). On one hand, the nice formula for S f,O can help to compute the Hodge spectrum of the singularity of f at O by means of the additivity of the Hodge spectrum operator, namely, it reduces the computation of Hodge spectrum of a nondegenerate singularity to that of quasi-homogeneous singularities. On the other hand, however, the formula seems to prevent somewhat from approaching to other problems, such as the following This is a question on a motivic analogue of a monodromy relation of a complex singularity and its restriction to a generic hyperplane studied early by Lê in [14] . A purpose of the present article is to explore Problem 1 in the context of nondegenerate polynomials by developing Guibert's technique in [8] so as to lead to a more refined decomposition for S f,O . In fact, we take a look carefully at the definition of the so-called contact loci and the motivic zeta function. It is a fact that, for every natural n ≥ 1, the n-iterated contact locus X n,O (f ) admits a decomposition into µ n -invariant subvarieties X n,a (f ) along a ∈ N J >0 and J ⊆ [d] := {1, . . . , d}. Here X n,a (f ) is the set of n-jets of order a in X n,O (f ). The nondegeneracy of f allows to describe X n,a (f ) via Γ, as in Theorem 3.8, which is the key step to compute the motivic zeta function Z f,O (T ) and the motivic Milnor fiber S f,O in terms of combinatoric data of Γ, which yields Theorem 4.1. Let J be the maximal subset of J such that for every j in J \ J, x j do not appear in f when letting x i = 0 for all i ∈ J. Let Γ J c
• be the set of compact faces γ contained in {x j = 0} for all j ∈ J and not contained in other coordinate hyperplanes in R d .
Theorem (see Theorem 4.1). With the previous hypothesis on f , the identity
holds in the monodromic Grothendieck ring of C-varieties withμ-action.
We choose the hyperplane defined by x d = 0 to be H in Problem 1, and we consider for any n ≥ m in N >0 the so-called (n, m)-iterated contact locus X n,m,O (f, x d ) of the pair (f, x d ). It is a µ n -invariant subvariety of X n,O (f ). Then we show in this article that the formal series
is rational and it can be described via data of Γ. We put S we define X J,a := X n,a (f J ). Let P n be the set such that X n,O (f ) = (J,a)∈Pn X J,a . Consider the function σ : P n → Z defined by σ(J, a) = dim C X J,a . We shall prove Theorem 5.4 that states that, for f as in Problem 2 and nondegenerate, there always exists a spectral sequence as follows
Also, with the same hypothesis on f , we show in Theorem 5.6 that there is a spectral sequence
for any sheaf of abelian groups F on X n,O (f ). For the latter spectral sequence, we may ask for which sheaves F it is degenerate at the first page E 1 . Thanks to the description of X J,a in Theorem 3.8, this is equivalent to asking when the sheaf cohomology groups of the subvarieties X γ (0) and X γ (1) of (C * ) d defined by the vanishing of the compact-face functions f γ and f γ − 1, respectively, concentrate at the cohomology degree d − 1. An answer to the question can be found by the help of [6, Theorem 4.3] . Indeed, applying directly [6, Theorem 4.3] , we obtain in Lemmas 5.7 and 5.8 that
and for suitable nontrivial local systems L γ,0 and L γ,1 . Taking pullbacks we get a sheaf F n as in (5.6), and we compute the sheaf cohomology groups with compact support of X n,O (f ) with this sheaf. The following is one of the main theorems of the present article.
Theorem (see Theorem 5.12) . Let f be as in Problem 2 and nondegenerate, and m in Z.
γ,k,p is a finite set defined explicitly. Finally, we realize that we can make the previous result stronger by considering the compatibility of the isomorphism in the theorem with the automorphisms of C-vector spaces induced by the natural automorphism T n : X n,O (f ) → X n,O (f ) defined as T (ϕ(t)) = ϕ(e 2πi/n t), by the natural automorphisms of X γ (1) and by the identity on X γ (0). This result is given in Theorem 5.13. Since the information on T n can give important knowledges of the monodromy of the singular point O of f , as seen in [4, Theorem 1.2] for a constant sheaf, we hope that this compatibility would have some application to the study of monodromy of singularity.
Preliminaries
2.1. Monodromic Grothendieck ring of varieties. Let S be an algebraic C-variety. Let Var S be the category of S-varieties, with objects being morphisms of algebraic C-varieties X → S and a morphism in Var S from X → S to Y → S being a morphism of algebraic Cvarieties X → Y commuting with X → S and Y → S. Denote byμ the limit of the projective system µ nm → µ n given by x → x m , with µ n = SpecC[T ]/(T n − 1) the group scheme over C of nth roots of unity. An action ofμ on a variety X is an action of a group µ n on X, and the action is good if every orbit is contained in an affine open subset of X. By definition, an action ofμ on an affine Zariski bundle X → B is affine if it is a lifting of a good action on B and its restriction to all fibers is affine.
The Grothendick group Kμ 0 (Var S ) is defined to be an abelian group generated by symbols [X → S], X endowed with a goodμ-action and X → S in Var S , such that
if Y is aμ-invariant Zariski closed subvariety in X, and that
if σ and σ ′ are two liftings of the sameμ-action on X to X × A n C . There is a natural ring structure on Kμ 0 (Var S ) in which the product is induced by the fiber product over S. The unit 1 S for the product is the class of the identity morphism S → S with S endowed with trivial µ-action. Denote by L (or L S ) the class of the trivial line bundle S × A 1 → S, and define the localized ring Mμ S to be Kμ
Let f : S → S ′ be a morphism of algebraic C-variety. Then we have two important morphisms associated to f , which are the ring homomorphism f * : Mμ S ′ → Mμ S induced from the fiber product (the pullback morphism) and the M C -linear homomorphism f ! : Mμ S → Mμ S ′ defined by the composition with f (the push-forward morphism). When S ′ is SpecC, one usually writes S instead of f ! .
2.2. Rational series and limit. Let A be one of the rings
, and Mμ S . 
For I contained in {1, . . . , d}, we denote by R I ≥0 the set of (a i ) i∈I with a i in R ≥0 for all i ∈ I, and by R I >0 the subset of R I ≥0 consisting of (a i ) i∈I with a i > 0 for all i ∈ I. Similarly, one can define the sets Z I ≥0 , Z I >0 and N I >0 . Let ∆ be a rational polyhedral convex cone in R I >0 and let ∆ denote its closure in R I ≥0 with I a finite set. Let ℓ and ℓ ′ be two integer linear forms on Z I positive on ∆ \ {(0, . . . , 0)}. Let us consider the series
. In this article, we shall use the following lemmas.
Lemma 2.1 (Guibert [8] 
Proof. For a subset J of {1, . . . , m}, we denote by ∆ J the rational polyhedral convex cone in R I >0 defined by
We then have that ∆ is a disjoint union of the cones ∆ J with all J contained in {1, . . . , m}, and that dim(
The lemma is proved.
2.3.
Motivic nearby cycles of regular functions. For any C-variety X, let L n (X) be the space of n-jets on X, and L(X) the arc space on X, which is the limit of the projective system of spaces L n (X) and canonical morphisms
The groupμ acts on L n (X) via µ n in such a natural way that ξ · ϕ(t) = ϕ(ξt). Now we assume that the C-variety X is smooth and of pure dimension d. Consider a regular function f : X → A 1 C , with the zero locus X 0 . For n ≥ 1 one defines the n-iterated contact locus of f as follows
Clearly, this variety is invariant by theμ-action on L n (X) and admits a morphism to X 0 given by ϕ(t) → ϕ(0), which defines an element [
which is a formal power series in
. Using log-resolution, Denef-Loeser [2] prove that
is also invariant by theμ-action on L n (X), called the n-iterated contact locus of f at x. It is also proved that the zeta function
2.4.
Motivic nearby cycles of pairs of regular functions. We now modify slightly the motivic zeta functions of several functions on X given in [8] and [10] . Assume that X is smooth and that we have regular functions f and g on X; we then denote by X 0 := X 0 (f, g) their common zero locus. For n, m ≥ 1, define
One may check that X n,m (f, g) is invariant under the natural µ n -action on L n+m (X) and that there is an obvious morphism of varieties X n,m (f, g) → X 0 , thus we obtain the class [X n,m (f, g)] of that morphism in Mμ X 0 . Let C be a rational polyhedral convex cone in R 2 >0 . Then the motivic zeta function of the pair (f, g) is the series
For a closed point x in X 0 , we define the local motivic zeta function of (f, g)
. Let ℓ be a function on R 2 which is a linear form on Z 2 and strictly positive on the closure of C in R 2 \ {(0, 0)}. By [10] , the motivic zeta function Z 
, where Guibert-Loeser-Merle's result is done in the framework M Gm X 0 ×Gm . The rationality of these series can be also proved directly using [3, Lemma 3.4] with a log-resolution. A proof that uses a log-resolution of the zero locus of the product f g can show explicitly that the limit − lim T →∞ Z C,ℓ f,g (T ) is independent of the choice of the mentioned above ℓ, and one denotes it by S C f,g . For a closed point x in X 0 , we call the element S
in Mμ C the motivic Milnor fiber of the pair (f, g) at x.
3. Contact loci and motivic zeta function of a nondegenerate polynomial 3.1. Newton polyhedron of a polynomial. We remark that, during the present article, we shall use the following notation
where O is the origin of C d . Let Γ be the Newton polyhedron of f , i.e., the convex hull of the set cα
Denote by Γ c the set of all the compact faces of Γ. For γ in Γ c , we define
the face function of f with respect to γ. The polynomial f is called nondegenerate with respect to its Newton polyhedron Γ if for every γ in Γ c , the functionf γ is smooth on
≥0 , we denote by γ a the face of Γ on which the restriction of the function a, • to Γ gets its minimum. In other words, b ∈ Γ is in γ a if and only if a, b = ℓ(a). Note that γ a is in Γ c if and only if a is in R d >0 . Moreover, γ a = Γ when a = (0, . . . , 0) in R d , and γ a is a proper face of Γ otherwise. In general, every proper face of Γ has the form
where γ is in Γ c and I is a subset of [d] , and by abuse of notation we view R I ≥0 as a subset of R d ≥0 with coordinates outside I being zero. For γ in Γ c , γ + R I ≥0 and ε being proper faces of Γ, we define
Lemma 3.1 (Hoornaert [12] ). Let ε be a proper face of Γ. The following statements hold:
it is a polyhedral cone; (iii) The function ℓ Γ is linear on the cone σ(ε).
Proof. The Newton polyhedron Γ is in fact the convex hull of a finite set of points, say, P 1 , . . . , P s , and the directions of recession e 1 , . . . , e d , the standard basis of R d . By [22] , one can regard ε as the convex hull of some points of P 1 , . . . , P s and some directions of recession among e 1 , . . . , e d . For simplicity, we may assume that ε is associated to P 1 , . . . , P r and e 1 , . . . , e k , with some r < s and k < d. The cone σ(ε) is then defined by the following equations and inequations (3.1)
which is a relatively open set. The closure σ(ε) is described similarly as above, replacing the symbol < in (3.1) by the symbol ≤, and (ii) follows. Furthermore, (ii) implies that there exists a vector b(ε) in ε such that ℓ Γ (a) = a, b(ε) for every a in σ(ε). This proves (iii).
A fan F is a finite set of rational polyhedral cones such that every face of a cone of F is also a cone of F, and the intersection of two arbitrary cones of F is the common face of them. The following lemma shows that, when ε runs over the faces of Γ, σ(ε) form a fan in R d
≥0
partitioning R d ≥0 into rational polyhedral cones. (i) For a fixed proper face ε of Γ, the below correspondence is one-to-one
(ii) Let ε 1 and ε 2 be faces of
Recall that a vector a in R d is primitive if its components are integers whose greatest common divisor is 1. It is easy to see that every face ε of Γ is the intersection of a finite number of 1-codimensional faces of Γ. One can also prove that, for any 1-codimensional face of Γ, there exists a unique primitive normal vector in N d \ {(0, . . . , 0)}. Lemma 3.3 (Hoornaert [12] ). Let ε be a proper face of Γ which is the intersection of r 1-codimensional faces ε 1 , . . . , ε r with primitive normal vectors w 1 , . . . , w r , respectively. Then
Proof. We prove the first statement. Let γ + R I ≥0 correspond to the unique primitive normal vectors w 1 , . . . , w r . Since K is a subset of I, γ + R K ≥0 is a face of γ + R I ≥0 , thus there exists a set of primitive vectors {v 1 , . . . , v s } containing {w 1 , . . . , w r } which is the set of primitive normal vectors corresponding to γ + R K ≥0 . By assumption, a point of σ γ,I ⊆ R The second statement is a corollary of Lemma 3.2.
>0 if and only if I is a subset of [d].
Let M γ be the family of maximal subsets
≥0 is also a proper face of Γ. From now on, we shall write "I ∈ P γ " if I is contained in one of elements of M γ . 
First, observe that
and that
Moreover, the varieties X n,J (f ) and X n,(a i ) i∈J (f ) are invariant under the natural µ n -action on X n (f ) given by ξ · ϕ(t) := ϕ(ξt), for ϕ in X n (f ) and ξ in µ n . They also admit a morphism to X 0 sending ϕ to ϕ(0), thus define elements [X n,J (f )] and X n,(a i ) i∈J (f ) in Kμ 0 (Var X 0 ). Notice that, in the rest of this paper, we shall use the following notation. Let J denote the maximal subset of J such that for every j in J \ J, x j do not appear in f when letting x i = 0 for all i ∈ J. Then we have
which follows that
where * denotes the Hadamard product of two formal power series. Taking the limit we get
By this equality and to simplify arguments, from now to Theorem 3.8, we assume that J = J for every nonempty
If ϕ is an element of X n,a (f ) for a in [n] J , then ord t f (ϕ) ≥ ℓ J (a), where ℓ J stands for the real valued function ℓ Γ(f J ) on R J ≥0 . Therefore we may write
the sum of the formal power series defined as follows Proof. Similar to a part of the proof of Theorem 3.8 below.
For the notation explanation before Lemma 3.6, if we here replace Γ by Γ(f J ), we shall replace the condition "I ∈ P γ " by the condition "I ∈ P γ,J ", and this means that γ + R I ≥0 is a proper face of Γ(f J ). Denote by Γ J the set of all the compact faces of Γ(f J ), and if Γ J is nonempty, γ is in Γ J , we denote by σ J γ,I the rational polyhedral convex cone in R J ≥0 dual to the face γ + R I ≥0 of Γ(f J ). By Lemma 3.6 we get
and
We remark that the first sum of (3.3) and (3.4) must be in fact the sum over
. However, for every J, the term corresponding to Γ J = ∅ is zero, we thus remove the condition Γ J = ∅ for simplicity.
For every γ in Γ J and I ∈ P γ,J , we consider the morphism
Clearly, the group µ ℓ J (a) acts naturally on X γ,J (1) for a satisfying γ + R I ≥0 = γ a . We also consider the morphism
which sends x to (x 1 , . . . ,x d ). Clearly, the groupμ acts trivially on X γ,J (0). The classes in Kμ 0 (Var X 0 ) of the mentioned morphisms will be respectively denoted by X γ,I,J (1) and X γ,I,J (0).
, then there is naturally aμ-equivariant isomorphism of X 0 -varieties
then there is aμ-equivariant Zariski locally trivial fibration
, which commutes with the morphisms to X 0 . As a consequence, the identities
and, for k ≥ 1,
Proof. It suffices to prove the statements in the theorem for the case when J = [d] . In this case I must be the empty set, and we shall write simply X γ (1) (resp. X γ (0)) for
Firstly, an element ϕ(t) in X ℓ(a),a (f ) has the form
which is non-zero for every a in σ γa,∅ and (
(where the group µ ℓ(a) acts trivially
Indeed, for every ξ in µ ℓ(a) , the element ϕ(ξt) is sent to (
Checking that θ is compatible with the morphisms to X 0 is trivial.
J and for ϕ(t) = (ϕ 1 (t), . . . , ϕ d (t)) in X ℓ(a)+k,a (f ), putting
which induces a function
in such a way that f ( ϕ, t 0 ) = f ( ϕ(t 0 ), t 0 ). It thus follows from (3.6) that ϕ(t) is in X ℓ(a)+k,a (f ) if and only if f ( ϕ(t), t) = t k mod t k+1 . By putting ϕ i (t) = ℓ(a)−a i +k j=0
where p j , for 1 ≤ j ≤ k, are polynomials in variables b i ′ j ′ with i ′ ≤ d 0 , j ′ < j, and
Note that the function f does not depend on x i for all i > d 0 . We consider the morphism π : X ℓ(a)+k,a (f ) → X γa (0) which sends the ϕ(t) described previously to (b 10 , . . . , b d0 ). Sinceμ acts trivially on X γa (0), we only need to prove that π is a locally trivial fibration with fiber A d(ℓ(a)+k)−s(a)−k C and commuting with the morphisms to X 0 . For every 1 ≤ i ≤ d 0 , we put
then, by the nondegeneracy of f with respect to Γ, we obtain an open covering {U 1 , . . . , U d 0 } of X γ (0). We construct trivializations of π as follows of Φ U i is also regular morphism given explicitly as follows
where b lj = b lj for either l = i or l = i and k < j ≤ ℓ(a) − a l + k, and
for 1 ≤ j ≤ k − 1, and
This proves that π is a locally trivial fibration with fiber A e C . 
, then the identity
Proof. It suffices to prove the second identity and for the case J = J . By Lemma 3.7 we have
. Also, by the formulas (3.3), (3.4) and Theorem 3.8 we have
where, for k ≥ 0,
Now we only need to consider a fixed nonempty J. Denote by ∂Γ(f J ) the boundary of Γ(f J ). We first assume γ is in Γ J and γ + R I ≥0 is a face contained in ∂Γ(f J ). If I is nonempty, then ℓ J (a) = 0 all a in σ J γ,I , hence the sum over σ J γ,I does not contribute to Z 0 (T ), while the sum k≥1 a∈∆
has the limit zero by Lemma 2.2. If I = ∅, by the same argument we get that the series
and k≥1 a∈∆
have the limit zero. Now we assume that γ is in Γ J and γ + R I ≥0 is not contained in ∂Γ(f J ) for every I ∈ P γ,J . This is equivalent to that γ is in Γ J c
• . For such γ and I, it is clear that ∆
It follows that
hence the theorem is proved. 
holds in Mμ C , where X γ (1) and
Proof. Let γ be a compact face of Γ which is contained in the coordinate hyperplanes
and a similar expression for [X γ (0)]. Now, applying Theorem 4.1, the corollary follows. 
4.2.
Restriction to a hyperplane, an application to the integral identity conjecture. As previous, we consider a polynomial f in C[x 1 , . . . , x d ] which is nondegenerate with respect to its Newton polyhedron Γ and f (O) = 0. Here, we denote by O and O the origins of C d and C d−1 , respectively. Recall that for any subset J of [d], the restriction f J is also nondegenerate with respect to Γ(f J ). For simplicity, we shall write f for f [d−1] , that is, f (x 1 , . . . , x d−1 ) = f (x 1 , . . . , x d−1 , 0) . Let X 0 be the zero locus of f , and ι the inclusion of X 0 in X 0 . Let ∆ be the cone of points (n, m) in R 2 >0 defined by m ≤ n. A main result of this paper is the following theorem. It may be considered as a motivic analogue (in the context of nondegenerate polynomials) of D. T. Lê's work on a monodromy relation of a complex singularity and its restriction to a generic hyperplane (see [14] ). 
, then the following identity holds in Mμ
Proof. For simplicity of notation, we are only going to prove the first statement; the second one can be proved in the same way. It suffices to prove the case J = J for every
For integers n, m ≥ 1, and 1 ≤ a i ≤ n with i in J, we define
which is a subvariety of
is endowed with the natural µ n -action ξ · ϕ(t) = ϕ(ξt), which gives rise to an element X n,m,(
Let p be the projection (n, m) → n, which is clearly positive on ∆. Then we have 
and the theorem is proved.
In order to state and prove the following corollary, we denote by O l the origin of the affine space 
, the following identity holds in Mμ C :
where h is the restriction of f to A 
. By Theorem 4.5 we have
By the hypothesis on f , it is obvious that A
in Mμ C , for every 1 ≤ j ≤ d 2 , and we only need to check this with j = 1. Let u be the composition of the inclusions i 2 , . . . , i d 2 +1 and i. Using the proof of Theorem 4.5 we have
where the first sum runs over all
and J 2 always containing 1. Since J 2 is nonempty, it implies from the hypothesis on f that J 1 is nonempty, hence J 1 is also nonempty. Consider an arbitrary compact face γ in Γ J c • . By Lemma 3.4 and [15, Lemma 4.7] , the family P γ, J has a unique maximal element M = ∅ in the inclusion relation, and this set M is contained in J 1 . By definition, X γ,I, J (1) is the class of a morphism whose source is independent of I, and so is X γ,I, J (0).
for all J and γ in the sum expressing u * S ∆ f,y 1 .
Remark 4.7. In fact, the integral identity conjecture states for any formal series f (x, y, z) with coefficients in a field of characteristic zero k such that f (O) = 0 and f (λx, λ −1 y, z) = f (x, y, z) for any λ ∈ k × . It plays a crucial role in Kontsevich-Soibelman's theory of motivic DonaldsonThomas invariants for noncommutative Calabi-Yau threefolds (see [13] ). We refer to [15] , [16] , [19] and [17] for proofs of different versions of the conjecture. 
δ , which is a smooth locally trivial fibration, with diffeomorphism type independent of the choice of such ε and δ. The Milnor fiber F = B ε ∩ f −1 (δ) and the monodromy
are crucial objects to study the singularity of f at the origin O of C d . Let HS mon C be the abelian category of complex mixed Hodge structures endowed with an automorphism of finite order, and let K 0 (HS mon C ) its Grothedieck ring (the product will be denoted by ⊗, which is induced by the tensor product of Q-vector spaces). For an object (H, T ) of HS 
where H p,q α is the eigenspace of T | H p,q with respect to the eigenvalue e 2πiα . This gives rise to a linear map hsp :
By [23] , for any j ∈ Z, H j (F, C) (hence its reduced cohomology) carries a canonical mixed Hodge structure compatible with the semisimple part M s of M , which yields an object of the category HS 
with ι(t α ) = t −α . Denote by χ mon h the ring morphism Mμ C → K 0 (HS mon C ) which sends the class [X] of a complex variety X endowed with a good µ n -action to its monodromic Hodge characteristic
with T induced by the morphism X → X, x → e 2πi/n x. Then we get the group morphism
One defines S The following lemma is stated in [7] . Here we shall give it an elementary proof.
Lemma 4.9. For any complex variety X endowed with a goodμ-action, for any k in N, the identity
is a pure Hodge structure of weight 2k with Hodge decomposition
Assume that X is endowed with a good µ n -action. Using the Künneth formula
where T is the endomorphism of H j c (X, Q) induced by the morphism X → X, x → e 2πi/n x. Since the identification H k,k → H k,k has the unique eigenvalue 1, we have
The lemma is proved. 
where
• is the set of compact faces of Γ contained in the coordinate hyperplanes x j = 0 for all j ∈ [d] \ J and not contained in other coordinate hyperplanes in R d .
5.
Cohomology groups of contact loci of nondegenerate singularities 5.1. Borel-Moore homology groups of contact loci. Let f be in C[x 1 , . . . , x d ] which is nondegenerate with respect to its Newton polyhedron Γ and f (O) = 0, where O is the origin of C d . In this subsection, we consider the n-iterated contact locus X n,O (f ) of f at O and its subvarieties X n,a (f ), for every n in N >0 . By the computation in Subsection 3.2 we have the following decomposition of the contact loci
We consider the integer-valued function σ : P n → Z given by σ(J, a) = dim C X J,a , for every n ∈ N >0 . Put
for p ∈ N. The below is a property of σ and S p 's.
Lemma 5.3. Let n be in N >0 .
(i) If (J ′ , a ′ ) ≤ (J, a) in P n , then σ(J ′ , a ′ ) ≤ σ(J, a).
(ii) For all p ∈ N, S p are closed and S p ⊆ S p+1 . As a consequence, there is a filtration of X n,O (f ) by closed subspaces:
where d 0 denotes the C-dimension of X n,O (f ).
Proof. The first statement (i) is trivial. To prove (ii), we take the closure of S p ; then using Lemma 5.2 we get This decomposition and (i) imply that S p ⊆ S p , which proves that S p is a closed subspace. The remaining statements of (ii) are trivial.
A main result of this section is the following theorem. To express the result, we work with the Borel-Moore homology H BM * . γ,∅ . Let F a,0 be the pullback of the sheaf L ∨ γ,1 ⊗ C a via the isomorphism
We are going to prove that R j π * E = 0 for all j > 0, which then implies that this spectral sequence is degenerate at E 1 and we get H i (X, E) = H i (Y, π * E) for all i. Since L γ,0 is a local system on Y , the sheaf E is a local system on X (see [5] , section 2.5). Therefore, for every j > 0, R j π * E is a local system on Y whose stalk over an arbitrary point y in Y is equal to (R j π * E) y = H j (π −1 (y), E).
Since π −1 (y) is contractible for all y in Y , we have H j (π −1 (y), E) = 0 for all j > 0, which implies that R j π * E = 0 for all j > 0. This yields
Then the conclusion follows from this equality and Lemma 5.7.
Now we fix an n in N >0 . For k ∈ N and a ∈ N d >0 with n = ℓ(a) + k, we write i a,k for the inclusion X ℓ(a)+k,a (f ) ֒→ X n,O (f ). Consider the following sheaf on X n,O (f ), For γ ∈ Γ c , k ∈ N and p ∈ Z, we denote by D (n) γ,k,p be the set of all a ∈ ∆ (k) ∩ σ γ such that n = ℓ(a) + k and d − 1 + dn − s(a) − k = p. Clearly, this set is of finite cardinal. By the above construction, we have the following
