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Simulación y Tratamiento de Imágenes – 
11/F017”, del Instituto de Investigación en 
Informática LIDI acreditado por la UNLP 
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RESUMEN 
Este trabajo describe una línea de I/D y los 
resultados esperados de la misma. El obje-
tivo principal es analizar, desarrollar y eva-
luar modelos y métodos computacionales. 
A partir de los resultados obtenidos y los 
métodos propuestos el segundo objetivo es 
la transferencia de los mismos y el estudio 
de las técnicas de enseñanza-aprendizaje 
más adecuadas para los temas abordados.  
Los dos ejes principales de investigación 
son, generación de características y recono-
cimiento estadístico de patrones. Se anali-
zan métodos de generación de característi-
cas a partir de señales en general y de imá-
genes digitales en particular, considerando 
el método de aprendizaje supervisado sub-
yacente y su poder de discriminación. El 
segundo eje se centra en estudiar, desarro-
llar y evaluar métodos computacionales de 
reconocimiento estadístico de patrones, en 
particular métodos de clasificación supervi-
sada, no supervisada y reducción de dimen-
sión. Todos los sistemas de reconocimiento 
de patrones diseñados o analizados respon-
den a un modelo integral, en los cuales el 
énfasis esta dado en el análisis científico de 
cada etapa.  
 
Palabras Clave: Reconocimiento de Patro-
nes. Análisis de Imágenes. Aprendizaje Au-
tomático. Generación de Características. 
      
1. INTRODUCCION 
 
En general todo tipo de fenómeno físico o 
químico del cual podamos directa o indirec-
tamente extraer descriptores viables, es po-
tencialmente tratable por un sistema auto-
mático de reconocimiento de patrones. Al-
gunos de ellos tienen protocolos precisos 
para su implementación producto de años 
de investigación básica. Es necesario por lo 
tanto diferenciar claramente las hipótesis 
planteadas para proponer modelos o méto-
dos. Es de particular interés en esta línea de 
I/D el estudio de la adecuada  generación de 
características a partir de  imágenes digita-
les. El trabajo actual lo podemos clasificar 
en cuatro tópicos principales bien diferen-
ciados correspondientes a sub-disciplinas 
dentro del área. La primera sub-disciplina 
es clasificación supervisada donde el énfa-
sis de nuestro trabajo se centra en el estudio 
de métodos de clasificación basados en nú-
cleos dispersos, en particular máquinas de 
soporte vectorial. La segunda es clasifica-
ción no supervisada donde la principal línea 
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de trabajo son las técnicas de agrupamiento. 
Actualmente con énfasis en detección de 
valores atípicos, métodos basados en teoría 
espectral de grafos y su aplicación a imáge-
nes de rango. El tercer tópico de fundamen-
tal importancia es el de reducción de di-
mensión en particular selección de caracte-
rísticas. El cuarto tópico que involucra a los 
tres anteriores puede ser denominado como 
de transferencia y técnicas de enseñanza-
aprendizaje específicas para los temas de 




2. LINEAS DE INVESTIGACION y 
DESARROLLO 
 
 Selección y extracción de características. 
 Máquinas de soporte vectorial. Kernels y 
algoritmos de optimización. 
 Clasificación no supervisada. Técnicas 
de agrupamiento (clustering). 
 Detección de anomalías. 
 Modelos y métodos computacionales en 
Análisis de Imágenes y Reconocimiento 
de Patrones. 
 Métodos de estimación de parámetros 
para clasificadores Bayesianos.  
 Métricas y pseudométricas.  
 Criterios de evaluación de desempeño en 
sistemas de clasificación automática. 
 Criterios y algoritmos para combinación 
de clasificadores. 
 Clasificación de series temporales y cla-
sificación contextual. 
 Análisis de Señales Digitales. 
 
 
 3. RESULTADOS OBTENIDOS 
/ESPERADOS 
 
 Desarrollar modelos y optimizar algo-
ritmos particulares de clasificación su-
pervisada y no supervisada.  
 Evaluación de los métodos de análisis 
de desempeño y su aplicación sobre los 
clasificadores y conjuntos de datos pro-
puestos. 
 Construcción de una mesa multi-táctil 
basada en visión por computador para 
su uso en educación especial [29]. 
 Se estudiaron y propusieron métodos 
para detección en series temporales de 
fMRI [23][32]. 
 Se realizó la evaluación de rendimiento 
en sistemas de reconocimiento de pa-
trones supervisados y de clasificación 
binaria [16]. 
 Se desarrollaron métodos de segmenta-
ción de imágenes de rango [20][30][33]. 
 Desarrollo de técnicas de selección en 
espacios multi-dimensionales [31]. 
 
4. FORMACION DE RECURSOS HU-
MANOS 
 
La formación de recursos humanos en esta 
línea I/D se puede clasificar como indirecta 
o directa. En forma directa, actualmente, 
hay dos investigadores realizando su docto-
rado y cuatro alumnos han concluido tesi-
nas. Indirectamente como área permanente 
de consulta y transferencia para investiga-
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