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ON A CONJECTURE OF TEISSIER: THE CASE OF LOG CANONICAL
THRESHOLDS
EVA ELDUQUE AND MIRCEA MUSTAT¸A˘
Dedicated to Slava Shokurov, on the occasion of his seventieth birthday
Abstract. For a smooth germ of algebraic variety (X, 0) and a hypersurface (f = 0) in X,
with an isolated singularity at 0, Teissier [Tei80] conjectured a lower bound for the Arnold
exponent of f in terms of the Arnold exponent of a hyperplane section f |H and the invariant
θ0(f) of the hypersurface. By building on an approach due to Loeser [Loe84], we prove the
conjecture in the case of log canonical thresholds.
1. The statement of the conjecture
Let X be a smooth complex n-dimensional algebraic variety, f ∈ OX(X) a nonzero regular
function on X and P ∈ X a point in the zero-locus of f . We denote by mP the ideal sheaf of
regular functions vanishing at P and by Jf the Jacobian ideal of f : if x1, . . . , xn are algebraic
coordinates in an open subset U of X, then Jf is generated in U by
∂f
∂x1
, . . . , ∂f∂xn . From now
on, we assume that f has an isolated singularity at P , that is, there is an open neighborhood
U of P such that Jf does not vanish at any point in U r {P}.
Teissier introduced and studied in [Tei77] the invariant θP (f), that can be described by
comparing the order of vanishing of Jf with the order of vanishing of mP along the divisorial
valuations centered at P (for a precise definition and a brief discussion, see the beginning of
the next section). We also consider the Arnold exponent σP (f) of f at P , that can be defined
via the asymptotic behavior of integrals over the vanishing cycles of f at P , see for example
[Kol97, Section 9]. We consider the following conjecture of Teissier [Tei80]:
Conjecture 1. Let X be a smooth complex n-dimensional algebraic variety, f ∈ OX(X)
nonzero, and P ∈ X a point in the zero-locus of f , such that f has an isolated singularity at P .
If H1, . . . ,Hn−1 are hypersurfaces in X, passing through P , such that each Λi := H1∩ . . .∩Hi
is smooth at P , of dimension n− i, and such that fi := f |Λi has an isolated singularity at P ,
then
σP (f) ≥
1
1 + θP (f)
+
1
1 + θP (f1)
+ . . .+
1
1 + θP (fn−1)
.
Note that since dim(Λ1) = 1, we have
1
1 + θP (fn−1)
=
1
multP (fn−1)
= σP (fn−1).
Therefore the above conjecture is implied by the following statement concerning the case of
one hypersurface:
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Conjecture 2. Let X be a smooth complex n-dimensional algebraic variety, f ∈ OX(X)
nonzero, and P ∈ X a point in the zero-locus of f , such that f has an isolated singularity
at P . If H is a smooth hypersurface in X, containing P , such that f |H has an isolated
singularity at P , then
σP (f) ≥ σP (f |H) +
1
1 + θP (f)
.
Loeser proved the above conjecture in [Loe84] when θP (f) is an integer. More generally,
he showed that under the assumptions in Conjecture 2, we always have
(1) σP (f) ≥ σP (f |H) +
1
1 + ⌈θP (f)⌉
,
where for a real number α, we denote by ⌈α⌉ the smallest integer ≥ α.
Our main goal in this note is to prove a version of Conjecture 2 for log canonical thresholds.
For basic facts about log canonical thresholds, see [Kol97, Section 8] or [Mus12]. Recall that
if f is a regular function on X, having an isolated singularity at P , then the log canonical
threshold lctP (f) of f at P is related to σP (f) by
lctP (f) = min{σP (f), 1}
(see [Kol97, Theorem 9.5]). Our goal is to prove the statement corresponding to Conjecture 2
for log canonical thresholds:
Theorem 1.1. Let X be a smooth complex n-dimensional algebraic variety and let f ∈
OX(X) nonzero and having an isolated singularity at P . If H is a smooth hypersurface in
X, containing P , such that f |H 6= 0, then
lctP (f) ≥ min
{
lctP (f |H) +
1
1 + θP (f)
, 1
}
.
To prove the theorem, we build on Loeser’s idea from [Loe84]. Assuming that f ∈
C[x1, . . . , xn], P is the origin, and H is the hyperplane xn = 0, Loeser considers the family
ht = f(x1, . . . , xn−1, txn) + (1− t)x
⌈θ⌉+1
n ,
where θ = θP (f). The result is then obtained by making use of basic properties of Arnold
exponents (we give more details about this in the next section). Even when θ is not an
integer, we want to consider the family
ht = f(x1, . . . , xn−1, txn) + (1− t)x
θ+1
n .
In order to make sense of this, we pull back via the cyclic cover π given by (x1, . . . , xn) →
(x1, . . . , xn−1, x
d
n), where d is a suitable positive integer; instead of dealing with log canonical
thresholds, we have to consider the jumping numbers for the multiplier ideals of ht ◦ π with
respect to the equation xd−1n defining the relative canonical divisor of π.
Our proof of Theorem 1.1 thus relies on the connection between log canonical thresholds
and multiplier ideals and of various properties of multiplier ideals. Since the Arnold exponent
can be similarly characterized via Hodge ideals (see [MP18]), one can expect that a proof
of the full Teissier conjecture would follow via a similar approach, by making use of Hodge
ideals. However, this requires addressing some questions, of independent interest, about
Hodge ideals. We hope to return to this in future work.
Remark 1.2. We note that unlike in Conjecture 2, in Theorem 1.1 we do not need to require
that f |H has isolated singularities at P . On one hand, the log canonical threshold lctP (f |H) is
defined whenever f |H is nonzero; on the other hand, we can always find a smooth hypersurface
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H ′ containing P such that f |H′ has an isolated singularity at P and lctP (f |H′) ≥ lctP (f |H).
Indeed, after possibly replacing X by an affine open neighborhood of P , we may assume that
X is affine. We can choose a system of algebraic coordinates x1, . . . , xn on X, centered at P ,
such that H is defined by x1. If we take H
′ to be defined by a general linear combination of
x1, . . . , xn, then f |H′ has isolated singularities and lctP (f |H′) ≥ lctP (f |H) by the semiconti-
nuity of log canonical thresholds (see [DK01, Theorem 3.1] or [Mus02, Theorem 4.9]).
Remark 1.3. One could formulate Theorem 1.1 (and similarly Conjecture 2) in the more
general setting when X is a complex manifold and f is a holomorphic function having an
isolated singularity at P . However, this version follows easily from the algebraic case. Indeed,
without any loss of generality, we may assume that X ⊆ Cn is an open subset, P is the origin,
and H is the hyperplane (xn = 0). It is a basic result in singularity theory that if g is a
holomorphic function at 0, with mult0(g) ≫ 0 (in fact, it is enough to take mult0(g) ≥
2 + dimC(OCn,0/Jf ), see [GLS07, Corollary 2.24]), then f and f + g differ by an analytic
change of coordinates. The same property holds for f |H and (f + g)|H if mult0(g)≫ 0 (note
that we may assume by Remark 1.2 that f |H has an isolated singularity at 0 as well). We
thus have
lct0(f) = lct0(f + g), lct0(f |H) = lct0
(
(f + g)|H), and θ0(f) = θ0(f + g).
Therefore we may suitably truncate f to assume that f is a polynomial.
1.1. Acknowledgements. We are grateful to Tommaso de Fernex and Alexandru Dimca
for useful discussions.
2. Proof of the main result
We begin by reviewing the definition of Teissier’s invariant θP (f). Recall that X is a
smooth complex algebraic variety, f ∈ OX(X) is a nonzero regular function, and P is a point
in the zero-locus of f . We assume that f has an isolated singularity at P and denote by Jf
and mP the Jacobian ideal of f , respectively, the ideal defining P .
The description of θP (f) that we use is the following:
(2) θP (f) := sup
E
ordE(Jf )
ordE(mP )
,
where E varies over the prime divisors on normal complex algebraic varieties Y , with a
birational morphism π : Y → X, such that E maps to P . For such E, we denote by ordE(g)
the coefficient of E in the divisor associated to g ◦ π; for a coherent ideal J on X, we denote
by ordE(J) the minimum of ordE(g), where g runs over a system of generators of J in a
neighborhood of P . Note that if f does not have a singularity at P , then Jf = OX in a
neighborhood of P , hence θP (f) = 0; otherwise, we have Jf ⊆ mP and thus θP (f) ≥ 1.
Example 2.1. If n = 1 and m = multP (f) ≥ 1, then in a neighborhood of P we can find
a coordinate x1 such that f = gx
m
1 , where g(P ) 6= 0. In this case Jf is generated in a
neighborhood of P by xm−11 and it is clear that θP (f) = m− 1.
It is standard to see that if π : Y → X is a proper birational morphism, with Y normal,
such that mP · OY and Jf · OY are locally principal ideals (for example, this holds whenever
π factors through the blow-up of X along mP · Jf ), then
(3) θP (f) := max
Ei
ordEi(Jf )
ordEi(mP )
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where the Ei are the prime divisors on Y that lie in the fiber over P . Furthermore, we can
describe θP (f) in terms of the integral closure of the powers of Jf as follows (for the definition
and basic properties of the integral closure of ideals, see for example [Laz04, Chapter 9.6.A]).
If we denote by a the integral closure of a coherent ideal a, then for every positive integers r
and s, we have
(4) mrP ⊆ J
s
f in some neighborhood of P if and only if
r
s
≥ θP (f)
(this follows from the characterization of integral closure of ideals in [Laz04, Proposition 9.6.6]).
The proof of Theorem 1.1 follows the approach in [Loe84], so we begin by outlining the
proof of (1) in loc. cit. Recall that if f has an isolated singularity at P , then the Milnor
number of f at P is
µP (f) = dimC(OX,P /Jf ).
Arguing as in Remark 1.3, we reduce to the case when X = Cn, P is the origin, f ∈
C[x1, . . . , xn], and H is defined by xn = 0. We put g(x1, . . . , xn−1) = f(x1, . . . , xn−1, 0).
The key idea is to consider, for a positive integer m, the family of polynomials (ht)t∈C,
with
ht(x1, . . . , xn) = f(x1, . . . , xn−1, txn) + (1− t)x
m
n .
Note that we have
h0 = g(x1, . . . , xn−1) + x
m
n and h1 = f.
First, the semicontinuity of the Arnold exponent [Ste85, Theorem 2.11] implies that there is
a Zariski open neighborhood of U of 0 ∈ C such that
σ0(ht) ≥ σ0(h0) = σ0(g) +
1
m
for all t ∈ U,
where the equality follows from the Thom-Sebastiani property of the Arnold exponent (see,
for example, [Mal74, Example (8.6)]). Second, if m ≥ 1+ θP (f), then there is a Zariski open
neighborhood V of 1 ∈ C such that for every t ∈ V , the hypersurface defined by ht has
isolated singularities at P and the Milnor number at P is constant on V :
µ0(ht) = µ0(f).
By a result of Varchenko [Var82], this implies that the Arnold exponent is constant on this
open subset:
σ0(ht) = σ0(h1) = σ0(f).
By taking t0 ∈ U ∩ V , we conclude that
σ0(f) = σ0(h1) = σ0(ht0) ≥ σ0(g) +
1
m
.
By taking m = 1 + ⌈θ0(f)⌉, we get (1).
We take a similar approach towards the proof of Theorem 1.1, but allowing m to be a
rational number. We use a suitable finite cover in order to make sense of the corresponding
log canonical threshold and prove by ad-hoc methods the semicontinuity and the constancy
results needed in this case. In doing this we make use of various results concerning multiplier
ideals. For the the definition and basic results on multiplier ideals, we refer to [Laz04,
Chapter 9].
In order to justify the definition that follows, let us recall the behavior of the log canonical
threshold under finite morphisms. Recall first that if f ∈ OX(X) is a nonzero regular
function on the smooth variety X vanishing at P and λ is a positive rational number, then
λ < lctP (f) if and only if the multiplier ideal J (X, f
λ) is equal toOX around P . Suppose now
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that π : Y → X is a finite, surjective morphism between smooth complex algebraic varieties
and KY/X is the relative canonical divisor (this is the effective divisor locally defined by the
determinant of the Jacobian of π). In this case, it follows from the formula relating the
multiplier ideals J (X, fλ) and J
(
Y, (f ◦ π)λ
)
(see [Laz04, Theorem 9.5.42]) that
λ < lctP (f) if and only if OY (−KY/X) ⊆ J
(
Y, (f ◦ π)λ
)
around π−1(P ).
Set-up 2.2. We will be interested in the following set-up. Suppose that X = Cn, with
n ≥ 2, and f ∈ C[x1, . . . , xn] is nonzero and such that f(0) = 0. We put g(x1, . . . , xn−1) =
f(x1, . . . , xn−1, 0) and assume g 6= 0. We also fix a positive rational number α. Given t ∈ C,
we put
ht := f(x1, . . . , xn−1, txn) + (1− t)x
α
n.
We don’t attach any concrete meaning to ht, but we define the virtual log canonical threshold
vlct0(ht) of ht at 0, as follows. We consider a positive integer d such that dα is an integer and
the finite surjective morphism π : Y = Cn → X given by π(u1, . . . , un) = (u1, . . . , un−1, u
d
n).
We denote the standard coordinates on Y by y1, . . . , yn. Note that in this case the divisor
KY/X is defined by y
d−1
n . While ht does not make sense by itself, we may and will consider
h˜t = π
∗(ht) := f(y1, . . . , yn−1, ty
d
n) + (1− t)y
dα
n ∈ C[y1, . . . , yn] = OY (Y ).
Note that h˜t(0) = 0 and h˜t 6= 0 for all t: otherwise, by restricting to the hyperplane yn = 0
we would get g = 0, contradicting our assumption. We put
vlct0(ht) := sup{λ > 0 | y
d−1
n ∈ J (Y, h˜
λ
t ) around 0}.
Remark 2.3. Recall that if λ′ > λ, then J (Y, h˜λ
′
t ) ⊆ J (Y, h˜
λ
t ), with equality if λ
′ − λ is
small enough (depending on λ). This implies that yd−1n ∈ J (Y, h˜
λ
t ) around 0 if and only if
λ < vlct0(ht).
Remark 2.4. The definition of vlct0(ht) is independent of d. For this, it is enough to show
that if instead of d we consider rd, for a positive integer r, then the value of vlct0(ht) does
not change. Let ϕ : Z = Cn → Y be the finite, surjective morphism given by ϕ(u1, . . . , un) =
(u1, . . . , un−1, u
r
n) and let us denote by z1, . . . , zn the standard coordinates on Z. Note that
(π ◦ϕ)∗(ht) = h˜t ◦ϕ. Since KZ/Y is defined by z
r−1
n , it follows from the behavior of multiplier
ideals under finite surjective morphisms (see [Laz04, Theorem 9.5.42]) that
yd−1n ∈ J (Y, h˜
λ
t ) around 0 if and only if (y
d−1
n ◦ϕ)·z
r−1
n = z
rd−1
n ∈ J
(
Z, (h˜t◦ϕ)
λ
)
around 0.
This proves our assertion. In particular, we see that if ht ∈ C[x1, . . . , xn] (that is, if α is an
integer or if t = 1), then vlct0(ht) = lct0(ht).
Remark 2.5. Note that for every t, we have vlct0(ht) ≤ 1. Indeed, if λ ≥ 1, then J (Y, h˜
λ
t ) ⊆
(h˜t). If y
d−1
n ∈ J (Y, h˜
λ
t ) around 0, then there are u, v ∈ C[y1, . . . , yn], with u(0) 6= 0 such
that
(5) u · yd−1n = h˜t · v.
Note that yn does not divide h˜t: otherwise, by restricting to the hyperplane yn = 0 we would
get g = 0, contradicting our assumption. We deduce from (5) that yd−1n divides v and thus
h˜t divides u, contradicting the fact that u(0) 6= 0.
It is clear that
vlct0(h1) = lct0(h1) = lct0(f).
The next lemma gives the value at t = 0.
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Lemma 2.6. With the notation is Set-up 2.2, we have
vlct0(h0) = min
{
lct0(g) +
1
α
, 1
}
.
Proof. Since vlct0(h0) ≤ 1 by Remark 2.5, in order to prove the equality in the lemma it is
enough to show that for every λ < 1, we have
(6) vlct0(h0) > λ if and only if lct0(g) +
1
α
> λ.
By definition, we have vlct0(h0) > λ if and only if y
d−1
n ∈ J (Y, h˜
λ
0 ) in a neighborhood of 0.
Recall that h˜0 = g(y1, . . . , yn−1) + y
dα
n . We claim that if a is the ideal generated by g and
ydαn , then
(7) J (Y, aλ) = J (Y, hλ0 ).
In order to see this, note first that since λ < 1, it follows from [Laz04, Proposition 9.2.28]
that
J (Y, aλ) = J
(
Y, (c1g + c2y
dα
n )
λ
)
for general elements c1, c2 ∈ C. In particular, c1 and c2 are nonzero, and it is clear that we
may assume that c1 = 1. If we consider the action of C
∗ on Cn given by rescaling the last
coordinate, it is clear that a is preserved by this action, hence J (Y, aλ) is preserved as well.
Since we can rescale g + c2y
dα
n to get g + y
dα
n , we obtain our claim.
We now use the Summation theorem for multiplier ideals in the form given in [Tak06] (see
also [JM08]). This gives
(8) J (Y, aλ) =
∑
β+γ=λ
J (Y, gβydαγn ),
where the sum is over all nonnegative rational numbers β, γ, with β+γ = λ (note that in the
sum there are only finitely many distinct terms). On the other hand, since g only involves the
first n− 1 variables and since J (C, ydαγn ) = (y
⌊dαγ⌋
n ), we have by [Laz04, Proposition 9.5.22]
(9) J (Y, gβydαγn ) = J (C
n−1, gβ) · J (C, ydαγn ) ·C[y1, . . . , yn]
= J (Cn−1, gβ)y⌊dαγ⌋n ·C[y1, . . . , yn].
We thus conclude using (7), (8), and (9) that
(10) J (Y, h˜λ0 ) =
∑
β+γ=λ
J (Cn−1, gβ)y⌊dαγ⌋n ·C[y1, . . . , yn].
We next claim that this implies that yd−1n ∈ J (Y, h˜
λ
0 ) around 0 if and only if there is β,
with 0 ≤ β ≤ λ, such that β < lct0(g) and ⌊dα(λ − β)⌋ ≤ d − 1. Indeed, the fact that this
condition is sufficient follows immediately from (10). Conversely, if yd−1n ∈ J (Y, h˜
λ
0 ) around
0, then it follows from (10) that we can write
(11) q(y1, . . . , yn) · y
d−1
n =
r∑
i=1
ui(y1, . . . , yn)pi(y1, . . . , yn−1)y
γi
n ,
with q(0) 6= 0, ui ∈ C[y1, . . . , yn], pi ∈ J (C
n−1, gβi), and γi ≥ ⌊dα(λ−βi)⌋. After expanding
the ui according to the powers of yn, it follows that after replacing r by a suitable larger
integer, we may and will assume that ui = 1 for all i. By considering the order of vanishing
along yn = 0, we see that we may assume that γi ≥ d − 1 for all i. Dividing by y
d−1
n and
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evaluating at 0, we conclude that there is i such that pi(0) 6= 0 and γi = d − 1. Therefore
βi < lct0(g) and d− 1 ≥ ⌊dα(λ − βi)⌋. This completes the proof of our claim.
We thus see that λ < vlct0(h0) if and only if there is β, with 0 ≤ β ≤ λ such that β < lct0(g)
and d− 1 ≥ ⌊dα(λ− β)⌋. Note that d− 1 ≥ ⌊dα(λ− β)⌋ if and only if d > dα(λ− β), which
is equivalent to λ < β + 1α . Therefore λ < vlct0(h0) if and only if λ < lct0(g) +
1
α , which
completes the proof of the lemma. 
Lemma 2.7. With the notation in Set-up 2.2, there is a Zariski open neighborhood U of
0 ∈ C such that
vlct0(ht) ≥ vlct0(h0) for every t ∈ U.
Proof. It is standard to see, using the generic behavior of multiplier ideals in families (see
[Laz04, Theorem 9.5.35] and its proof) and the discreteness of the jumping numbers for
the multiplier ideals of a given ideal (see [Laz04, Lemma 9.3.21] and its proof) that the set
{vlct0(ht) | t ∈ C} is finite. It follows that in order to prove the lemma, it is enough to show
that if λ < vlct0(h0), then there is a Zariski open subset U ⊆ C such that vlct0(ht) > λ for
all t ∈ U . Note that λ < 1 by Remark 2.5.
Given an ideal I in S := C[y1, . . . , yn, t] and t0 ∈ C, we denote by It0 the restriction of I
to the hyperplane t = t0, identified with Y in the obvious way. Let us consider the ideal
a =
(
f(y1, . . . , yn−1, ty
d
n), y
dα
n
)
⊆ S
and let J = J (Y ×C, aλ). If we consider on S the grading given by deg(t) = −d, deg(yn) = 1,
and deg(yi) = 0 for 1 ≤ i ≤ n − 1, then a is a homogeneous ideal. This implies that J is
homogeneous as well.
Note that if t0 6= 0 and if s0 ∈ C is such that s
d
0 = t0, then after putting w = s0yn, we can
write
f(y1, . . . , yn−1, t0y
d
n) + (1− t0)y
dα
n = f(y1, . . . , yn−1, w
d) +
1− sd0
sdα0
wdα.
Since λ < 1, it follows from [Laz04, Proposition 9.2.28] that for s0 ∈ C general, we have
J
(
Y, (f(y1, . . . , yn−1, w
d) +
1− sd0
sdα0
wdα)λ
)
= J (Y, (f(y1, . . . , yn−1, w
d), wdα)λ
)
.
We thus conclude that for t0 ∈ C general, we have
J (Y, h˜λt0) = J (Y, a
λ
t0).
Furthermore, we deduce from the theorem regarding the generic behavior of multiplier ideals
in families (see [Laz04, Theorem 9.5.35]) that if t0 ∈ C is general, then J (Y, a
λ
t0) = Jt0 .
Since λ < vlct0(h0), it follows that y
d−1
n lies in J (Y, h˜
λ
0 ) in a neighborhood of 0. Therefore
we can find p ∈ C[y1, . . . , yn], with p(0) 6= 0, such that p · y
d−1
n ∈ J (Y, h˜
λ
0 ). Note that we
have
J (Y, h˜λ0 ) ⊆ J (Y, a
λ
0 ) ⊆ J0,
where the first inclusion follows from the fact that h˜0 ∈ a0 and the second inclusion follows
from the Restriction Theorem for multiplier ideals (see [Laz04, Example 9.5.4]). We thus
conclude that there are a1, . . . , ar ∈ C[y1, . . . , yn] such that
q := p · yd−1n +
r∑
i=1
tiai(y1, . . . , yn) ∈ J.
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By only considering the component of q of degree d− 1 (with respect to the grading that we
defined on S), we may assume that p ∈ C[y1, . . . , yn−1] and that ai = y
id+d−1
n bi(y1, . . . , yn−1)
for 1 ≤ i ≤ r. We can thus write
q = yd−1n · q1(y1, . . . , yn, t)
such that for every t0 ∈ C, we have q1(0, t0) 6= 0. We then deduce that y
d−1
n ∈ Jt0 in a
neighborhood of 0. Since for t0 general we have Jt0 = J (Y, h˜
λ
t0), we conclude that there is a
Zariski open subset U of C such that for all t0 ∈ U , we have vlct0(ht0) > λ. This completes
the proof of the lemma. 
Lemma 2.8. With the notation in Set-up 2.2, if m is a nonnegative integer such that m ≥
d · θ0(f), then y
m
n lies in the integral closure of Jf · OY,0.
Proof. Let ψ : k[x1, . . . , xn] → k[y1, . . . , yn] be the C-algebra homomorphism corresponding
to π. It follows from the characterization of integral closure in terms of divisorial valuations
(see [Laz04, Proposition 9.6.6]) that it is enough to show that if E is a prime divisor on a
normal variety Y˜ , with a proper, birational morphism Y˜ → Y , such that E lies over 0, and
if ordE is the corresponding valuation, then
m · ordE(yn) ≥ min
i
ordE
(
ψ(∂f/∂xi)
)
.
Note that there is a prime divisor F on a normal variety X˜ , with a proper, birational mor-
phism X˜ → X, such that ordE ◦ ψ is equal to q · ordF on k[x1, . . . , xn], for some positive
integer q. Indeed, this is equivalent with the fact that if A ⊆ C(x1, . . . , xn) is the valuation
ring corresponding to the restriction of ordE , then the residue field of A over C has tran-
scendence degree n− 1 (see [KM98, Lemma 2.45]). If B ⊆ C(y1, . . . , yn) is the valuation ring
of ordE , then A = B ∩ C(x1, . . . , xn) and the assertion follows from [ZS75, Chapter VI.6,
Corollary 1]. We note that F lies over 0 ∈ X.
By definition of θ0(f), we have
min
i
ordF (∂f/∂xi) ≤ θ0(f) ·min
i
ordF (xi) ≤ θ0(f) · ordF (xn).
On the other hand, we have
ordE
(
ψ(∂f/∂xi)
)
= q · ordF (∂f/∂xi)
and
ordE(yn) =
1
d
ordE
(
ψ(xn)
)
=
q
d
ordF (xn).
Since m ≥ d · θ0(f), we conclude that
m · ordE(yn) ≥ d · θ0(f) · ordE(yn) = q · θ0(f) · ordF (xn)
≥ q ·min
i
ordF (∂f/∂xi) = min
i
ordE
(
ψ(∂f/∂xi)
)
.
This completes the proof. 
The following general result is well-known, but we include a proof for the benefit of the
reader. We consider a smooth morphism ϕ : X → T between complex algebraic varieties
and a regular function f on X . For t ∈ T , we denote by Xt the fiber ϕ
−1(t) and by ft the
restriction f |Xt .
Proposition 2.9. With the above notation, suppose that s : T → X is such that ϕ ◦ s = idT
and f |s(T ) = 0. Let t0 ∈ T be such that ft0 is nonzero and has an isolated singularity at s(t0).
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i) There is a Zariski open neighborhood V ⊆ T of t0 such that for every t ∈ V , ft is
nonzero, has an isolated singularity at s(t), and
(12) µs(t)(ft) ≤ µs(t0)(ft0).
ii) If V is as in i) and such that the inequality in (12) is an equality for all t ∈ V , then
there is an open neighborhood U of s(V ) in ϕ−1(V ) such that for every t ∈ V , the
singular locus of ft in U ∩ Xt is contained in {s(t)}.
Proof. For the assertion in i), it is enough to find some nonempty open subset V ⊆ T such
that (12) holds for all t ∈ V . Indeed, if t0 6∈ V , then arguing by induction on dim(T ), we get
an open neighborhood V ′ of t0 in T r V that satisfies the required property for the induced
morphism ϕ−1(T r V )→ T r V . It is then clear that V ∪ V ′ satisfies i).
We have a closed subscheme Z of X such that for every t ∈ T , the fiber Zt →֒ Xt is the
subscheme defined by Jft . Let ψ : Z → T be the morphism induced by ϕ. It is easy to see
that in order to prove both i) and ii), we may assume that s(T ) ⊆ Z.
By assumption, s(t0) is an isolated point in Zt0 . By semicontinuity of fiber dimension,
there is an open neighborhood W of t0 such that s(t) is an isolated point in Zt for all t ∈W .
In order to simplify the notation, let us replace X and T by ϕ−1(W ) and W , so that we may
assume W = T . It is then clear that s(T ) is the support of an irreducible component of Z.
Let Z ′ ⊆ Z be the union of the other irreducible components of Z and Y the scheme-theoretic
closure in Z of ZrZ ′. Note that the induced morphism ψ0 : Y → T is finite, since it induces
a bijective map, with inverse s, between the corresponding reduced schemes. In this case the
function
(13) T ∋ t→ dimC(t)
(
(ψ0)∗(OY)⊗C(t)
)
is upper semicontinuous. Since
dimC(t)
(
(ψ0)∗(OY )⊗C(t)
)
≤ µs(t)(ft)
for every t ∈ T , with equality for general t, it follows that there is a nonempty open subset
V of T such that µs(t)(ft) ≤ µs(t0)(ft0) for all t ∈ V . As we have seen, this completes the
proof of i).
Suppose now that we have equality in (12) for all t in an open subset V of T . Of course, we
may and will assume that V is connected. In this case we conclude that in fact the function in
(13) is constant on V and µs(t)(ft) = dimC(t)
(
(ψ0)∗(OY)⊗C(t)
)
for all t ∈ V . The constancy
of the function implies that ψ−10 (V ) is flat over V (see for example [Har77, Theorem III.9.9]).
This flatness together with the fact that
dimC(t)
(
OZt,s(t) ⊗C(t)
)
= dimC(t)
(
OY ,s(t) ⊗C(t)
)
for every t ∈ V
implies that Z = Y in a neighborhood of Y ∩ ϕ−1(V ). This gives the assertion in ii). 
Lemma 2.10. With the notation in Set-up 2.2, suppose that 0 is a singular point of f and
that g = f(x1, . . . , xn−1, 0) has an isolated singularity at 0. If α ≥ θ0(f) + 1, then there is a
Zariski open neighborhood V of 1 ∈ C such that
vlct0(ht) ≤ vlct0(h1) for all t ∈ V.
Proof. Since h˜t = f(y1, . . . , yn−1, ty
d
n) + (1− t)y
dα
n , it follows that
(14)
∂h˜t
∂yi
=
∂f
∂xi
(y1, . . . , yn−1, ty
d
n) for 1 ≤ i ≤ n− 1
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and
(15)
∂h˜t
∂yn
=
∂f
∂xn
(y1, . . . , yn−1, ty
d
n) · dty
d−1
n + dα(1 − t)y
dα−1
n .
For t = 1, we see that u = (u1, . . . , un) ∈ Y lies in the zero-locus of Jh˜1 if and only if
π(u) lies in the union of the zero-locus of Jf and of the zero-locus of Jg. By assumption,
both f and g have isolated singularities at 0. Since π−1({0}) = {0}, we conclude that h˜1
has isolated singularities at 0. We deduce from Proposition 2.9i) that there is a Zariski open
neighborhood V of 1 such that h˜t has an isolated singularity at 0 and µ0(h˜t) ≤ µ0(h˜1) for
every t ∈ V . We may and will assume that 0 6∈ V . The key point is to show that the lower
bound on α allows us to conclude that µ0(h˜t) is constant for t ∈ V .
Given t 6= 0, let s ∈ C be such that sd = t, and consider the isomorphism ϕ : C[y1, . . . , yn]→
C[y1, . . . , yn−1, w], given by ϕ(yn) = w/s and ϕ(yi) = yi for 1 ≤ i ≤ n − 1. Note that the
ideal Js := ϕ(Jh˜t) is generated by
∂f
∂xi
(y1, . . . , yn−1, w
d), for 1 ≤ i ≤ n− 1, and
Qs :=
∂f
∂xn
(y1, . . . , yn−1, w
d) · wd−1 + α
1− sd
sdα
wdα−1.
If we put m = d(α − 1), then we have by hypothesis m ≥ d · θ0(f). By Lemma 2.8, we
know that wm lies in the integral closure of the ideal J of R = C[y1, . . . , yn−1, w](y1 ,...,yn−1,w)
generated by ∂f∂xi (y1, . . . , yn−1, w
d), for 1 ≤ i ≤ n. Note that for every two ideals a and b, we
have a · b ⊆ a · b. We thus see that
(16) wm+d−1 ∈ wd−1 · J ⊆ wd−1 · J ⊆ J1.
For an m-primary ideal a in R, where m is the maximal ideal in R, we denote by e(a)
the Hilbert-Samuel multiplicity of R with respect to a (for definition and basic properties
of multiplicity, see [Mat89, Chapter 14]). Note that by [Mat89, Theorem 14.13], we have
e(a) = e(a). Moreover, by [Mat89, Theorem 14.11], if a is generated by a system of parameters
in R (which is a regular sequence, since R is Cohen-Macaulay), then e(a) = dimC(R/a). Since
m + d − 1 = dα − 1, it follows from (16) that for every t and s as above, we have Qs ∈ J1,
hence Js ⊆ J1. The ideal Js ⊆ m is generated by a system of parameters, hence
µ0(h˜t) = dimC(R/Js) = e(Js) ≥ e(J1) = e(J1) = dimC(R/J1) = µ0(h˜1).
Since the opposite inequality holds by our choice of V , we see that the Milnor number µ0(h˜t)
is constant for t ∈ V .
By a result of Varchenko [Var82] (see also [Ste85, Theorem 2.8]), the constancy of the
Milnor number implies that the spectrum of h˜t at 0 is constant for t ∈ V . Another result of
Varchenko [Var81, Section 4] says that if λ ∈ (0, 1) is a rational number, then λ is a jumping
number for the multiplier ideals of h˜t at 0 if and only if λ is in the spectrum of h˜t at 0 (for
the definition of jumping numbers of multiplier ideals, see [Laz04, Chapter 9.3.B]). We thus
see that the jumping numbers in (0, 1) for h˜t at 0 are independent of t. In fact, we can be
more precise: the constancy of the spectrum implies that for every t ∈ V and every rational
number λ ∈ (0, 1), the length dimC
(
OY,0/J (Y, h˜
λ
t )OY,0
)
is independent of t (see [Bud03],
the main theorem as well as Proposition 2.9 and its proof).
Let us fix λ as above. We also consider the hypersurface H defined by h˜t in Y × V and
the multiplier ideal Jλ := J (Y × V, h˜
λ
t ). For every t0 ∈ V , we identify Y × {t0} with Y in
the obvious way. Since µ0(h˜t) is independent of t ∈ V , it follows from Proposition 2.9ii) that
there is an open neighborhoodW of {0}×V in Y ×V such that for every t0 ∈ V , the singular
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locus of the hypersurface defined by h˜t0 in W ∩
(
Y ×{t0}
)
is {0}. In particular, the singular
locus of H ∩W is contained in {0} × V . Since λ < 1, this implies that the subscheme Zλ of
W defined by Jλ is supported on {0} × V . Let τλ : Zλ → V be the finite morphism induced
by the projection Y × V → V . Note that the function
V ∋ t→ dimC(t)(τλ)∗(OZλ)⊗C(t)
is upper semicontinuous; moreover, it is constant if and only if Zλ is flat over V (for the latter
assertion, see for example [Har77, Theorem III.9.9]). On the other hand, it follows from the
Restriction Theorem for multiplier ideals (see [Laz04, Theorem 9.5.1]) that for every t0 ∈ V ,
we have
(17) J (Y, h˜λt0) · OY,0 ⊆ Jλ · OY×{t0},(0,t0).
Moreover, this is an equality for general t0 ∈ V by the behavior of multiplier ideals in
families (see [Laz04, Theorem 9.5.35]). Since dimC
(
OY,0/J (Y, h˜
λ
t0)OY,0
)
is independent of
t0 ∈ V , we conclude that Zλ is flat over V and we have equality in (17) for all t0 ∈ V . A
consequence of flatness is that Zλ is the scheme-theoretic closure of τ
−1
λ
(
V r {1}
)
in Y × V
(see [Har77, Proposition III.9.8] and its proof).
After possibly replacing V by a smaller neighborhood of 1, we may assume that vlct0(ht0) =
c for all t0 ∈ V r {1} (since there are only finitely many distinct ideals Jλ, with λ ∈ (0, 1),
and for every such λ, the set of those t0 with y
d−1
n ∈ Jλ ·OY×{t0},(0,t0) is a constructible subset
of V ). We need to show that vlct0(h1) ≥ c. For every rational number λ ∈ (0, c), we deduce
from (17) and our assumption that yd−1n ∈ Jλ ·OY×{t0},(0,t0) for all t0 ∈ V r{1}. This implies
that the closed subscheme of Y × V defined by yd−1n contains τ
−1
λ
(
V r {1}
)
and thus also
contains its scheme-theoretic closure Zλ. Therefore y
d−1
n ∈ Jλ ·OY×{1},(0,1) = J (Y, h˜
λ
1 ) ·OY,0,
that is, vlct0(h1) > λ. This holds for every λ < c, hence vlct0(h1) ≥ c, completing the proof
of the lemma. 
We can now give the proof of our main result.
Proof of Theorem 1.1. Note first that arguing as in Remark 1.2, we may assume that g = f |H
has an isolated singularity at P . Arguing as in Remark 1.3, we may further assume that
X = Cn and H is the hyperplane (xn = 0). If f is smooth at 0, then lctP (f) = 1 and
θ0(f) = 0, hence the assertion in the theorem is trivial. From now on, we assume that f is
not smooth at 0, hence θ0(f) > 0.
Let α = θ0(f)+1 and consider the definitions and notation in Setting 2.2. By Lemma 2.7,
there is a Zariski open neighborhood U of 0 ∈ C such that
(18) vlct0(h˜t) ≥ vlct0(h˜0) for all t ∈ U.
We also know that vlct(h˜0) = min{lct0(g) +
1
θ0(f)+1
, 1} by Lemma 2.6 and that vlct0(h˜1) =
lct0(f). Finally, it follows from Lemma 2.10 that there is a Zariski open neighborhood V of
1 ∈ C such that
(19) vlct0(h˜t) ≤ vlct0(h˜1).
By taking t ∈ U ∩ V , we thus conclude using (18) and (19) that
lct0(f) = vlct0(h˜1) ≥ vlct0(h˜t) ≥ vlct0(h˜0) = min
{
lct0(g) +
1
θ0(f) + 1
, 1
}
.
This completes the proof of the theorem. 
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3. Examples
We end the paper with two examples regarding the computation and the combinatorial
nature of the invariants involved in Theorem 1.1 (and Conjecture 2).
For u = (a1, . . . , an) ∈ Z
n
≥0, we write x
u = xa11 . . . x
an
n . Let a = (x
u1 , . . . , xuk) ⊆
C[x1, . . . , xn] for some positive integer k and u1, . . . , uk ∈ Z
n
≥0\{0}, all of them distinct.
Let fα =
∑k
i=0 αix
ui for α = (α1, . . . , αk) ∈ C
k. Note that for a general α ∈ Ck, we have
(20) lct0(fα) = min{lct0(a), 1}
(see for example [Mus12, Example 1.10]). On the other hand, it follows from Howald’s formula
(see [Mus12, Example 1.9]) that we can compute lct0(a) using monomial valuations to get
(21) lct0(a) = min
v∈Zn
≥0
r{0}
v1 + . . . + vn
min{〈u, v〉 | u ∈ P (a)}
,
where the minimum is over all nonzero v = (v1, . . . , vn) ∈ Z
n
≥0, we denote by 〈−,−〉 the usual
scalar product in Zn, and P (a) is the Newton polyhedron of a, defined as
P (a) = convex hull
(
{u ∈ Zn≥0 | x
u ∈ a}
)
.
In general, if f ∈ C[x1, . . . , xn] has an isolated singularity at 0, we get a lower bound for
θ0(f) using monomial valuations by the formula
(22) θ0(f) ≥ sup
v∈Zn
>0
min{〈u, v〉 | u ∈ P
(
b(Jf )
)
}
min{v1, . . . , vn}
,
where the minimum is over all v = (v1, . . . , vn) ∈ Z
n
>0 and b(Jf ) is the smallest monomial
ideal containing Jf . This follows from (2) and the fact that monomial valuations with center
{0} correspond to (primitive) v ∈ Zn>0; note also that for every such valuation w, we have
w(Jf ) ≥ w
(
b(Jf )
)
.
If, in addition, Jf is a monomial ideal, then we have the equality
(23) θ0(f) = max
v∈Zn
>0
min{〈u, v〉 | u ∈ P (Jf )}
min{v1, . . . , vn}
.
Indeed, this follows from (3) and the fact that the normalized blow-up at the monomial ideal
m0 · Jf is a map of toric varieties, hence the corresponding prime divisors over 0 are torus
invariant and give rise to monomial valuations corresponding to primitive elements in Zn>0.
We say that a divisorial valuation w = ordE of C(x1, . . . , xn) computes the log canonical
threshold lct0(f) of f if 0 lies in the closure of the image of E and if w achieves the minimum
in the definition of lct0(f) via divisorial valuations. If H is a hyperplane containing 0, then
it is a consequence of Inversion of Adjunction (see [Laz04, Corollaries 9.5.11, 9.5.17]) that
lct0(f |H) = lct0
(
(Cn,H), f
)
.
We thus say that a divisorial valuation w of C(x1, . . . , xn) computes lct0(f |H) if it computes
lct0
(
(Cn,H), f
)
.
We first give an example in which the inequality in Theorem 1.1 is an equality, we have a
unique divisorial valuation that computes lct0(f), this also computes lct0(f |H), but does not
compute θ0(f).
Example 3.1. Let f(x1, . . . , xn) = x
a1
1 + . . . + x
an
n , with a1 ≥ a2 ≥ . . . ≥ an ≥ 2, a1 > an
and n ≥ 2, and let H be the hyperplane defined by x1 = 0. Note that both f and f |H have
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isolated singularities at the origin. Suppose that 1a1 + . . . +
1
an
≤ 1. Using (20) and (21), we
see that
lct0(f) = lct0
(
(xa11 , . . . , x
an
n )
)
=
1
a1
+ . . . +
1
an
.
Moreover, the minimum in (21) is only achieved when v is a multiple of
lcm(a1, . . . , an)
(
1
a1
, . . . ,
1
an
)
;
the corresponding divisorial valuation ordE is the unique one computing lct0(f). Similarly, we
see that lct0(f |H) =
1
a2
+ . . .+ 1an and it is straightforward to check that ordE also computes
lct0(f |H).
Using (23), one can check that θ0(f) = a1 − 1, which is achieved, for example, when v =
(1, ℓ, . . . , ℓ) for large ℓ. However, we note that since a1 6= an, if we plug in
v = lcm(a1, . . . , an)
(
1
a1
, . . . , 1an
)
to the right-hand side of (23), we do not achieve the maxi-
mum. Hence, we cannot use the same valuation to compute both lct0(f) and θ0(f).
Finally, note that in this example, the inequality in Theorem 1.1 is an equality.
Our second example deals with the case when Jfα is not a monomial ideal. It shows that
in this case, even if α is general, we cannot use monomial valuations to bound θ0(fα) via (22)
well enough to prove Theorem 1.1 combinatorially.
Example 3.2. Let fα = α1x
7 + α2y
2 + α3x
5y ∈ C[x, y], with α = (α1, α2, α3) ∈ (C
∗)3
general. Let H be a line with equation of the form x = βy, for any β ∈ C. Using (20) and
(21), we compute
lct0(fα) =
9
14
and lct0(fα|H) =
1
2
.
We deduce from Theorem 1.1 that 11+θ0(fα) ≤
1
7 , or equivalently, θ0(fα) ≥ 6. However,
equation (22) only gives us the weaker bound
θ0(fα) ≥ sup
v∈Z2
>0
min{〈u, v〉 | u ∈ P
(
b(Jfα)
)
}
min{v1, v2}
= 5.
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