ABSTRACT Increasingly, software systems should self-adapt to satisfy new requirements and environmental conditions that may arise after deployment. Due to their high complexity, adaptive programs are difficult to specify, design, verify, and validate. Moreover, the current lack of reusable design expertise that can be leveraged from one adaptive system to another further exacerbates the problem. We studied over thirty adaptation-related research and project implementations available from the literature and open sources to harvest adaptation-oriented design patterns that support the development of adaptive systems. These adaptationoriented patterns facilitate the separate development of the functional and adaptive logic. In order to support the assurance of adaptive systems, each design pattern includes templates that formally specify invariant properties of adaptive systems. To demonstrate their usefulness, we have applied a subset of our adaptation-oriented patterns to the design and implementation of ZAP.com, an adaptive news web server.
INTRODUCTION
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and design constraints that it will encounter during its lifetime. Furthermore, many of these systems are required to run continuously, disallowing downtimes while code is modified. As a result, it is important for an application to self-adapt in response to changing requirements and environmental conditions [23] . Autonomic computing [18] has been proposed to meet this need, where a system manages itself based on high-level objectives from a systems administrator. Due to their high complexity, adaptive and autonomic systems are difficult to specify, design, verify, and validate [41] . In addition, the current lack of reusable design expertise that can be leveraged from one adaptive system to another further exacerbates the problem. To address these concerns, we studied over thirty adaptation-related research and project implementations available from the literature and open sources to harvest adaptation-oriented design patterns that support the development of adaptive systems. This paper describes these adaptation-oriented design patterns and their use in the design of ZAP.com, an adaptive news web server.
Adaptive and autonomic systems comprise a monitoring, decision-making, and reconfiguration infrastructure. Monitoring enables an adaptive system to be aware of its environment and detect conditions warranting reconfiguration. Decision-making processes monitoring information and determines which particular reconfiguration to apply in response. The reconfiguration infrastructure enables an application to change itself in order to fulfill its requirements. Developers must not only design and implement these elements correctly, they must also carefully determine their interactions. For instance, if the monitoring process fails to report an environmental change, then a decision-making process may incorrectly trigger an unnecessary and potentially detrimental reconfiguration. Until recently, however, most approaches have addressed adaptation through ad hoc techniques [12] . To address these concerns, researchers have built adaptation-enabling frameworks [1, 10] , middleware [20, 25] , and language-based support [34] . These approaches, however, may be tightly coupled with specific domains or technologies, possibly limiting their applicability across different domains. In contrast, design patterns work at the modeling and design level of abstraction, thus facilitating design reuse.
This paper presents twelve adaptation-oriented design patterns to facilitate the reuse of adaptation expertise. In the spirit of the original design patterns by Gamma et al. [9] , each adaptation-oriented design pattern was developed by generalizing several existing design solutions. Each design pattern comprises platform-independent models to represent the generalized solution. In addition, our adaptation design patterns separate the adaptive logic from the functional logic by focusing on the recurring challenges found in monitoring, decision-making, and reconfiguration activities. This separation of concerns facilitates reuse of adaptation designs across application domains. Moreover, while harvesting each candidate solution into a design pattern, we observed recurring interactions between monitoring, decision-making, and reconfiguration processes. This information enables us to suggest which adaptation-oriented design patterns should be used together.
To address the assurance of models developed with our adaptation-oriented design patterns, we extended the design pattern template introduced by Gamma et al. with Behavior and Constraints fields. Behavior is described in terms of state and sequence diagrams. Constraints comprise specification templates that capture invariant properties that must be satisfied by state-based models from the Behavior field once the design pattern is instantiated. In addition, specification templates can be instantiated with the Spider tool [21] that provides a natural language front-end for a syntax-driven approach to creating specifications. Moreover, our approach is compatible with the high-assurance modelbased development process for adaptive systems previously introduced by Zhang and Cheng [41] , thus facilitating the formal analysis of instantiated design patterns against functional and adaptation-specific properties.
Through our design pattern harvesting efforts we found that the adaptive systems community is applying recurrent design solutions to challenging problems in monitoring, decision-making, and reconfiguration. As a result, our adaptation design pattern collection provides a resource for developers to take advantage of this experience. To demonstrate how developers may leverage these patterns, we designed and implemented an adaptive news web server by applying a subset of our adaptation-oriented design patterns 1 . Specifically, the design of our adaptive news web server is based on the Z.com case study previously presented by Garlan et al. [3, 4] . The remainder of this paper is organized as follows. Section 2 presents a survey of related work. In Section 3 we introduce the adaptation pattern template and overview the set of adaptation design patterns harvested thus far. Section 4 presents a proof of concept case study that applies several of our patterns to the design of an adaptive news web server, and we discuss the results in Section 5. Lastly, in Section 6 we summarize our main findings and discuss future directions for this work.
RELATED WORK
This section overviews selected efforts conducted to facilitate the development of dynamically adaptive software. Although not exhaustive, the techniques and projects included in this Section are the most relevant with respect to our adaptation-oriented design patterns.
Middleware. Middleware, or the various layers of services that separate applications from operating system and network protocols [36] , has been extended to provide adaptation services [5, 25] . Different service layers of adaptive middleware serve as levels of indirection that intercept and modify messages as necessary. Two examples of middleware supporting adaptation include the Mobility and ADaptability enAbling Middleware (MADAM) [25] and the Adaptive CORBA Template (ACT) [34] . While MADAM provides a general component model and middleware infrastructure to support various adaptation styles for mobile applications, ACT enables run time improvements to CORBA applications in response to changing requirements and environmental conditions by weaving adaptive code into an object request broker (ORB) at run time. A key benefit of middleware-based adaptation approaches, such as MADAM and ACT, is that they abstract tasks such as resource distribution, component monitoring, and application reconfiguration, thereby alleviating complex tasks previously relegated to developers. Nonetheless, middleware tends to be highly domain-specific and, as a result, may not be readily applicable across different application domains.
Frameworks. Object-oriented frameworks have been implemented to support the development of dynamically adaptive systems [1, 10] . A framework is a set of cooperating classes that make up a reusable design for a specific class of software [9] . In particular, a framework dictates the overall architecture of the application and its thread of control, thereby leading to an inversion of control where developers write code that gets executed by the framework. Rainbow is an example of an architecture-based self-adaptation framework that provides reusable infrastructure [4, 10] . Specifically, Rainbow supports distributed component monitoring, probe and gauge deployment, architectural-based system representation and adaptation strategies, and effectors to reconfigure the system. In general, adaptation-enabling frameworks support large amounts of code reuse that enables developers to build adaptive software more rapidly. However, creative freedom may be lost because many design decisions have already been made by framework developers [9] . Moreover, frameworks typically involve an initial steep-learning curve while developers learn and understand how to use the framework.
Design Patterns. Gomaa et al. [12] introduced a set of design patterns for dynamically reconfiguring specific types of software architectures. These design patterns leverage the concept of dynamic change management [22] by specifying the behavior required to dynamically reconfigure master/slave, server/client, centralized, and decentralized architectures. Most importantly, Gomaa et al.'s reconfiguration patterns identify when it is safe to perform a reconfiguration based on the application's architecture. To this end, they used hierarchical UML state diagram templates to depict, at a high level of abstraction, the behavior required to reconfigure these system architectures. While these reconfiguration design patterns provide a valuable reference for developers implementing dynamically adaptive systems, their contents are not organized in a template format, such as Gamma et al.'s design patterns [9] . Moreover, the set of reconfiguration design patterns are neither presented, nor integrated, within the context of an adaptive system comprising monitoring and decision-making processes.
ADAPTATION DESIGN PATTERNS
This section presents the main results of our design pattern harvesting efforts. We first overview the harvesting process we applied to develop each adaptation design pat-tern. Next, we introduce the adaptation design pattern template. Lastly, we provide an overview of each design pattern that comprises the pattern's name, intent, general solution, consequences, and selected sources. The complete pattern descriptions and sources can be found elsewhere [29, 33] .
Harvesting Process
Harvesting design patterns is a difficult and subjective process because there is no standard methodology for developing design patterns in practice. Furthermore, no metrics are available to quantify the quality of a resulting design pattern. As such, we do not advocate a particular process for developing design patterns in this section, instead we simply document the process we applied to develop our adaptation design patterns.
The first step in the harvesting process is to identify and define a recurring problem related to adaptation. To this end, we analyzed research publications with common recurring topics related to adaptation. Next, we determined the intent, context, and motivation for addressing each problem as a design pattern. We then selected relevant data sources from both the open-sources and research projects to generalize existing solutions into a design pattern. The artifacts collected from these data sources were then abstracted and generalized into a representative design pattern solution. This step required the identification of structural and behavioral similarities between the various solutions, including the identification of objects, their interactions, associations, responsibilities, multiplicities, and constraints. We then applied two forms of validation to assess the resulting design patterns. First, we found additional instances of our design pattern solutions in other, previously unexamined, adaptive systems. Each new instance further strengthened the validity of the solution, as well as provided additional information for refining and generalizing the design pattern. Second, we applied the harvested design patterns to a number of case study applications to assess whether the detail provided by each pattern was sufficient to guide the development process of an adaptive system.
Adaptation Design Pattern Template
To facilitate the organization, understanding, and application of the adaptation design patterns, this paper uses a template similar in style to that used by Gamma et al. [9] . Specifically, we modified a few of the original design pattern template fields to address the specific needs of adaptive systems. First, the Known As, Implementation, and Sample Code fields have been removed. The Known As field is not applicable as, to the best of our knowledge, the majority of these design patterns, with the exception of the Gomaa reconfiguration patterns [12] , have not been previously documented. Likewise, the Implementation and Sample Code fields are too application-specific for the design patterns presented in this paper.
The original Gamma et al. design pattern template [9] used the Object Modeling Technique (OMT) to represent structural and behavioral diagrams. In contrast, we leverage the Unified Modeling Language (UML) to present information about each design pattern. In particular, we present structural diagrams through UML class and component diagrams. Similarly, we depict a pattern's behavior through UML state models and sequence diagrams. Furthermore, we extended the design pattern template by Gamma et al.
with Behavior and Constraints sections. The Behavior section presents either sequence or state diagrams that illustrate sample behavior of the design pattern's solution. The Constraints section leverages Linear Temporal Logic (LTL) and Adapt-Operator LTL (A-LTL) [40] , annotated with textual descriptions, to specify properties that must be satisfied by the instantiated design patterns. Note that while LTL constraints may be specified for any adaptation design pattern, we only specify A-LTL constraints for reconfigurationoriented patterns. Figure 1 presents the adaptation-oriented design pattern template and briefly describes each field's intent.
Pattern Name: A unique handle that describes the pattern. 
Catalogue of Design Patterns
This section presents the twelve adaptation design patterns harvested thus far. We have limited the scope of our design patterns to the software side of adaptive systems because software is more amenable to dynamic adaptation than hardware. Each of our design patterns can be classified as monitoring, decision-making, or reconfiguration based on their overall objective. Below we describe the intent, motivation, context, general solution, and selected sources for the patterns. Due to space constraints we cannot include the corresponding diagrams, example instantiations, and complete set of sources; additional details may be found elsewhere [29, 33] .
Monitoring Patterns
The main objective of monitoring design patterns is to enable an adaptive system to systematically observe system and environmental conditions that may warrant reconfiguration. As such, the following three monitoring design patterns focus on acquiring data from distributed and remote components, exposing encapsulated component attributes so these may be queried by sensors, and efficiently distributing data across the adaptive system. Sensor Factory. The monitoring infrastructure of an adaptive system must efficiently collect information about the system and its execution environment. The objective of this design pattern is to systematically deploy sensors across a distributed infrastructure to probe components. To leverage this design patterns, components to be monitored must provide an interface that can be queried for the required information. A SensorFactory class manages a collection of distributed sensors across a networked environment such that sensors are decoupled from clients and components, thereby facilitating a flexible monitoring infrastructure that is amenable to change. In addition, a Registry class determines whether data from existing sensors can be shared or not. To support a uniform interface to push and pull data from components, this pattern supports sensors that implement a common interface (AbstractSensor ). Specifically this pattern facilitates the uniform deployment and management of different types of sensors at run time by decoupling clients from sensors and enforcing a uniform querying interface. Moreover, new types of sensors can be dynamically loaded into the adaptive system while preserving compatibility between clients, other sensors, and the SensorFactory class. While this pattern may reduce computational resource usage by sharing data from existing sensors whenever possible, the new management layer introduced between a client and a sensor may also degrade performance. Sources: REsource MOnitoring for network-aware applicationS [7] , SNMP4J-Agent [8] , Rainbow Adaptation Framework [4, 10] , A Distributed Monitoring Service Architecture (MonALISA) [26] .
Reflective Monitoring. Component's attributes are often encapsulated and cannot be probed by external sensors. It is generally undesirable for developers to modify the functional logic to provide an interface to query such attributes. Reflection provides an alternative for providing an interface to a component's attributes without explicitly modifying the functional logic. As such, this design pattern instruments a component with introspection mechanisms to observe its internal state, expose an interface that sensors may query, and dynamically change the internal monitoring scheme. In particular, this pattern leverages reflection to bypass access modifiers of a component, as well as to introduce methods that may be invoked to retrieve the attribute's values. By applying this pattern, developers are able to separate the monitoring interface from the component's functional logic. Sources: InsECTJ [2] , Adaptive Monitor Exception [6] .
Content-based Routing. Typically, in dynamically adaptive systems, multiple clients request data from multiple sensors. Extensively probing a component, however, introduces a significant overhead that may interfere with a component's normal operation. This monitoring design pattern should be applied when multiple clients require access to the same monitoring information. Instead of clients directly requesting data from deployed sensors, this design pattern introduces a many-to-many publisher-subscriber architecture that gathers data from a sensor and distributes it to registered clients. In particular, clients specify types of events they are interested in monitoring and the publisher-subscriber architecture updates clients whenever sensors update the corresponding data. While this pattern may enable the number of clients to dynamically change without affecting the component being probed, scalability issues may arise as the notification service may become a bottleneck. Sources: SIENA [15] , Rebeca [39] .
Decision-Making Patterns
The main objective of decision-making patterns is to determine when and how to reconfigure an adaptive system in response to monitoring information. The following five decision-making patterns focus on detecting when observed behavior deviates from expected conditions, determining which target system configuration will produce the desired system behavior, and selecting a transition that will reconfigure the executing system to its target configuration.
Adaptation Detector. Adaptive systems must interpret raw data feeds provided by sensors. Once a sensor's data is interpreted, this information can be used to identify situations where observed behaviors deviate from expected behavior. This decision-making design pattern associates monitoring data feeds with values that indicate the level of divergence between expected and observed behaviors. If the deviation exceeds some specified threshold, then an event is triggered and forwarded to the decision-making process such that an appropriate reconfiguration is selected and applied. By applying this pattern, the monitoring and decision-making processes can evolve independently. In addition, this design pattern encapsulates the specific threshold values used to represent boundaries between normal and abnormal behavior, thus improving traceability and maintainability. Sources: SmartEvents (part of XUES) [13] , Java Agents for Monitoring and Management (JAMM) [37] .
Case-based Reasoning. Adaptive systems often leverage rule-based engines to select reconfigurations at run time. This decision-making pattern should be applied when runtime scenarios that require reconfiguration can be reliably identified, the decision-making logic is not complex, and can be succinctly expressed through if-then-else statements. This pattern leverages a knowledge repository that associates specific monitoring scenarios with series of reconfiguration instructions. In particular, incoming monitoring events are matched against conditionals statements. If any conditional statement matches, then the corresponding reconfiguration instructions are applied. Applying this pattern separates the functional logic from the decision-making logic, thus clustering the set of reconfiguration responses for distinct events and facilitating rapid reconfiguration responses at run time. Sources: Rainbow [10] , Kinesthetics eXtreme (KX) [17] .
Divide and Conquer. Complex adaptation scenarios may require applying multiple reconfigurations in succession to achieve the desired system behavior. To avoid potential system inconsistencies, dependency relationships between different reconfigurations must be preserved. This decisionmaking pattern systematically decomposes a complex reconfiguration into simpler reconfigurations. Specifically, this pattern first determines dependency relations between different reconfigurations. Next, this pattern creates an ordering that preserves reconfiguration dependencies to safely adapt the system. Lastly, independent reconfigurations may be parallelized to improve the performance of the adaptation. By applying this pattern, complex adaptation requirements may be satisfied by reusing and composing multiple simpler reconfigurations. Sources: Rainbow [4, 10] , Care-O-Bot II [14] .
Architecture-based. It is generally undesirable for decisionmaking processes to handle low-level adaptation mechanisms that are tightly coupled with application code. For instance, it may be difficult to determine the true source of a problem by working at such fine-level of granularities [10] . Architectural perspectives, on the other hand, represent an application as a set of components and their interconnections [27] . This decision-making design pattern provides an architecture-based approach for managing and selecting reconfigurations at run time. Specifically, architectural models are used to represent both the current system configuration, as well as possible target system configurations that may be reached through reconfigurations. The current system configuration is periodically evaluated to ensure properties are not violated at run time. If a reconfiguration is required, then the set of target architectural models is examined and the configuration which best addresses current system conditions is selected. By applying this pattern, reconfigurations map directly to target configurations, which are simpler for developers to understand, reason about, and verify for correctness. Sources: Rainbow [4] , MADAM [25] , C2 [27] .
TradeOff-Based. Rule-based decision-making approaches may be inadequate for expressing and managing adaptation expertise in decisions involving tradeoffs between multiple objectives [4] . This decision-making design pattern applies sets of utility functions to map each possible target reconfiguration to a scalar value, thus providing an objective function for selecting reconfigurations that best balance the overall system objectives. Specifically, this pattern evaluates candidate reconfigurations, maps the quality of the reconfiguration to a scalar value, and then selects the one with the highest value. By applying this pattern, a decisionmaking process is able to apply the reconfiguration which best balances multiple objectives at run time. However, applying this pattern requires developers to express utility functions for each objective. Since utility functions are typically application-specific, the reuse of utility functions may be limited. Sources: Rainbow [4] , MADAM [25] , Unity [38] .
Reconfiguration Patterns
The main objective of the reconfiguration patterns is to dynamically perform structural and behavioral changes in an adaptive system without leaving the system in an erroneous or inconsistent state. The following four reconfiguration patterns focus on identifying when distributed components may be safely inserted or removed in a dynamically adaptive system.
Component Insertion. Often, it is not sufficient to load a new component and immediately connect it with the adaptive system since this may lead the system to an inconsistent state [28] . Instead, new components should be initialized to either a default state or some previously preserved state. In addition, new components must be properly linked with the existing system such that it may communicate and process information as intended. This reconfiguration pattern facilitates the safe insertion and initialization of components at run time by explicitly controlling the operational status of components and their interconnections. Specifically, components that may request functionality from the inserted component must first be guided to a passive state, where new transactions may not be initiated, to preserve system consistency. These components may be reactivated once the new component has been initialized and properly connected to its neighbors. Applying this reconfiguration pattern prevents inconsistent transactions due to premature communications between components. Passivating many components at once, however, may induce a processing delay across the system until the reconfiguration completes. Sources: Rainbow [10] , Dynamic Change Management Protocol [22] .
Component Removal. Dynamically removing a component from an adaptive system may leave the application in an inconsistent state where transactions are either corrupted or lost. In general, this reconfiguration pattern should be applied when an adaptive system needs to remove components at run time, possibly to replace components. To safely remove a component at run time, this design pattern explicitly controls the operational status of components directly connected to the component being removed. Specifically, these components are guided towards passive states where no new transactions may be initiated, thereby preserving consistency within the system by isolating the component to be removed from any new transactions. Since all pending transactions complete before a component is removed, this reconfiguration pattern prevents the adaptive system from reaching an inconsistent state due to a component removal. Passivating many components at once, however, may induce a processing delay across the system until the component is removed. Sources: Rainbow [10] , Dynamic Change Management Protocol [22] .
Server Reconfiguration. Reconfiguring a server at run time is a challenging task because servers must be continuously available to service numerous incoming requests from clients, thereby disallowing downtimes [12, 19] . This reconfiguration pattern provides a template that describes how a server can be transparently reconfigured at run time without losing client requests in the reconfiguration process. To accomplish this goal, this pattern explicitly manages the operational status of components that comprise the server architecture and buffers incoming requests until the reconfiguration process completes. Specifically, no component in the server architecture may be reconfigured until all initiated transactions are complete and new incoming transactions are redirected to a temporary buffer. By applying this pattern, the server is in a consistent state before, during, and after a reconfiguration. Moreover, no incoming transaction is lost while the server is reconfigured and all buffered requests are eventually serviced. However, this pattern may increase latency during the reconfiguration process depending on the complexity of the reconfiguration. Sources: Rainbow [4] , Equus [19] , Software reconfiguration patterns by Gomaa et al. [12] .
Decentralized Reconfiguration. The lack of a centralized coordinator implies that every component is responsible for the collective reconfiguration of the entire application. If compo-nents do not adhere to a specific reconfiguration strategy and protocol, then reconfigurations may leave the distributed application in an inconsistent state. This reconfiguration pattern provides a behavioral template that every component in the distributed application should follow to properly engage and disengage from other components during a reconfiguration. Specifically, each component is responsible for initializing itself, setting up and tearing down connections, and for performing any necessary state clean up. In addition, components must request and acknowledge communications before transactions are begun. By applying this pattern, a uniform reconfiguration protocol is established between the distributed components, thereby facilitating the reconfiguration process and ensuring consistency is preserved. However, verifying and analyzing the correctness of a reconfiguration becomes increasingly difficult since each component enacts its own specific reconfiguration. Sources: Unity [38] , Dynamic Change Management Protocol [22] , Software Reconfiguration Patterns by Gomaa et al. [12] .
APPLYING DESIGN PATTERNS
This section presents a proof of concept study in which we re-engineer an adaptive news web server from scratch using our adaptation design patterns. First, we describe the adaptive web server and present its functional and adaptation requirements. We then overview our pattern-based design and compare it with the original framework-based design and implementation.
Application Description
The Z.com case study was originally developed using the Rainbow framework [4] . Z.com is a fictional news site that uses adaptation to address the "slashdotting effect" where news sites that are widely publicized are unable to handle the large number of content requests, and they either suffer from high latency or are unable to serve content altogether. Z.com was modeled as a set of clients and servers with the overall constraint that latency must fall within a given threshold. Nonetheless, adaptation concerns for Z.com are multi-faceted; some of the utility concerns that must be balanced include cost, latency, and fidelity.
This study applies several of the adaptation design patterns presented in this paper to re-engineer the Z.com adaptive web server [4] ; to distinguish the two designs, we call the pattern-based system ZAP.com. Although ZAP.com is implemented through a complementary approach, it exhibits the same functionality and observable behavior to Z.com, which was built with the Rainbow framework. Specifically, ZAP.com is able to handle the same reconfiguration scenarios as Z.com. Having two implementations of the same adaptive system enables us to perform a more comprehensive comparison of the key differences between the two adaptive design approaches.
Application Requirements
The same functional and adaptive requirements of Z.com apply to ZAP.com. In particular, Garlan et al. [4] identified the following requirements for Z.com. First, the news web server must provide basic HTML functionality to requesting clients. In addition, operational costs may not be exceeded at any given time. Furthermore, the quality of content should be the best one possible, and, whenever possible, client's requests should be serviced in graphical content mode. Lastly, the system should avoid losing customers due to high response times if it can somehow provide faster content. This last requirement implies that if the server's average response time is too high, then the content may be switched to textual mode to avoid transmitting large files.
Given the objective of minimizing operational costs and latency, while providing graphical news content whenever possible, Garlan et al. reasoned about the possible adaptation scenarios that might arise for Z.com. For instance, Z.com will increment its server pool by one integral amount if the response time is high and the budget will not be exceeded. Otherwise, Z.com will switch to textual content mode if it is not already in that mode. Additionally, when the response time is low, Z.com will decrement its server pool size by one integral amount if it is near budget limit. If the response time is low, then the servers will be switched to graphical mode if they are not already in that mode. Lastly, when the response time is in the medium range, Z.com will switch to graphical mode if the mode is textual, while the server pool size may either be incremented to decrease response time or decremented to reduce cost.
Application Design
Following the model-based development process for adaptive systems [31, 41] , we re-engineered the Z.com application in three major stages to obtain ZAP.com. Figure 2 illustrates the resulting elided designs of Z.com and ZAP.com. A numbering scheme has been superimposed over each object in the ZAP.com design to help distinguish which objects belong to a particular design pattern. First, we modeled and implemented the business logic according to the local properties and functional requirements identified for Z.com [4] . Next, we identified and instantiated monitoring and decision-making patterns applicable to ZAP.com based on possible adaptation scenarios. To ensure our design satisfied functional properties, we analyzed the resulting models against local properties and invariants before implementing them. Lastly, we modeled and implemented the adaptation logic that reconfigures the server architecture and integrated it with the rest of the system. Functional Logic. We modeled ZAP.com as an objectoriented multi-threaded server-client architecture comprising a set of classes that service HTML requests. In particular, a servlet accepts all incoming HTML requests. The servlet acts as a load balancer by deploying a thread to determine the workload of each server in the server pool. Lastly, the servlet redirects HTML requests to servers with lowest workloads to balance the overall system workload. We implemented the instantiated models in the Java programming language. Moreover, the ZAP.com implementation can be deployed to service basic HTML requests.
Monitoring and Decision-Making Logic. We selected a set of monitoring and decision-making patterns based on the context of the Z.com application. Specifically, we applied the Sensor Factory pattern (annotated with (1) in the class diagram in Figure 2b ) to periodically monitor the average latency of Servers for two reasons. First, a distributed monitoring scheme is required for Z.com's networked architecture. Second, our functional logic already provides an interface to the attributes that need to be monitored. Garlan et al. followed a similar approach based on the observation that system administrators would have access to monitoring information from the application's inter-face [4] . As Figure 2a illustrates, Rainbow uses a GaugeCoordinator to deploy and manage RegularPatternGauges, which implement the AbstractGauge interface. ZAP.com follows a similar approach in both structure and behavior by applying the Sensor Factory pattern. In particular, a Sensor-Factory object similar to the GaugeCoordinator manages access to SimpleSensors that implement the AbstractSensor interface across the distributed system. Both designs leverage these constructs, GaugeCoordinator or Sensor-Factory, respectively to ensure components are probed systematically and consistently by the decision-making process of the adaptive system. In addition, the Sensor Factory pattern also leverages a ResourceManager object to determine whether sensors that implement the AbstractSensor interface can be deployed across the system without violating resource constraints.
Next, we analyzed the instantiated Sensor Factory pattern for adherence to a property that ensures consistency in resource management across distributed sensors. Specifically, ((ResourceManager.deny(Client) → ¬ Sensor-Factory.createSensor(Client)) This LTL constraint states that if a ResourceManager denies a Sensor request, then Sensor-Factory will not grant access or deploy that Sensor to the client. We used Hydra [24] to automatically translate state-based models of ResourceManager, Sensor-Factory, and SimpleSensor into Promela code. The SPIN model checker [16] then analyzed the Promela code and found a constraint violation. In particular, the instantiated Sensor Factory pattern allowed the existence of multiple ResourceManagers that enabled the following undesirable and non-obvious scenario: "the same Sensor request is denied by instance x of ResourceManager and granted by instance y of ResourceManager." As a result of this interaction, the Sensor request is granted even though an existing ResourceManager explicitly denied the request. To ensure consistency within the monitoring infrastructure and the deployed Sensors, we revised our instantiated models of the Sensor Factory pattern to allow only one active ResourceManager at any time. The resulting models were then implemented in the Java programming language and integrated with the web server previously described. In particular, SimpleSensors are used to periodically gather performance measurements from active servers.
We also applied two decision-making patterns to ZAP.com, Adaptation Detector, which is useful for most adaptive systems, and Case-based Reasoning. The Adaptation Detector pattern (annotated with (2) in Figure 2b ) was selected to process monitoring data supplied by SimpleSensors and detect when a reconfiguration was required. Specifically, a HealthIndicator invoked a Observer object to compare values reported by SimpleSensors with values stored in a Threshold object. If a value exceeded these predetermined bounds, then HealthIndicator created a Trigger and sent it to the decision-making engine to determine how the system should be reconfigured at run time. Although Rainbow leveraged a different decision-making approach [4] (see Figure 2a) , it applied a similar approach to detect when reconfigurations were required. In particular, Rainbow compared monitoring values obtained from RegularPatternGauges with values encoded in ArchitectureConstraints to detect when measurements deviated from expected system behavior.
We then analyzed the instantiated Adaptation Detector pattern for adherence to several LTL properties. First, we verified that if an Observer received a monitoring value, then it would eventually be compared against its associated Threshold. Specifically, ( Observer.getData(Sensor) → ♦ Analyzer.compare(Data,Threshold)) Essentially, this property ensures unexpected behavior is eventually detected by the decision-making process. In addition, we also verified that if a Threshold was exceeded, then a Trigger for adaptation must be created in response. Specifically, ( Analyzer.compare(Data).'True' → ♦ HealthIndicator.send(Trigger) ) This property states that whenever system observations deviate from expected behavior, then the decision-making process is notified of the corresponding event such that a suitable reconfiguration may be selected and applied. We applied Hydra to automatically translate UML state models of HealthIndicator, Analyzer, and Observer into Promela code. The SPIN model checker did not find any constraint violations or non-progress cycles in the instantiated models. As such, we implemented the instantiated models and integrated them with the monitoring infrastructure previously described. In particular, the Observer objects in the Adaptation Detector pattern were configured to analyze monitoring data reported by SimpleSensors.
The second decision-making pattern we applied was Casebased Reasoning (annotated with (3) in Figure 2b ). This pattern selects reconfigurations based on specific scenarios or events. In particular, the InferenceEngine matches incoming Triggers with specific Rules. If a Trigger matches a specific condition in a Rule, then the associated reconfiguration is encapsulated in a Decision and sent to the reconfiguration infrastructure. Note that in this rule-based approach to decision-making, the reconfiguration encapsulated in a Rule implicitly defines the resulting target system configuration. In contrast, Rainbow applies a utility-based approach for selecting which target configuration will maximize system utility when architectural constraints are not satisfied [4] . In Rainbow, reconfigurations are encapsulated into series of reconfiguration operations, also known as Tactics. A set of Tactics can be further encapsulated into Strategies that collectively define how the adaptive system should be reconfigured in a particular scenario. Although the decision-making logic in ZAP.com is comparatively simpler than Z.com's, we leveraged the analysis conducted by Garlan et al. [4] to encode the reconfiguration scenarios they identified as a set of "if-then-else" rules.
We analyzed the instantiated Case-based Reasoning pattern for adherence to several LTL properties. First, we verified that if a Trigger is received, then a Decision is always produced in response. Specifically, ( InferenceEngine.trigger(Trigger) → ♦ InferenceEngine.action() ) Essentially, this property ensures that a reasoning engine selects a reconfiguration whenever an adaptation is required. In addition, we also verified that whenever a Decision is produced, then it is always the case that it is logged in the system for future analysis. Specifically, ( InferenceEngine.action() → ♦ Log.log(Trigger,Rule,Decision) ) Satisfying this property enables developers to diagnose how the adaptive system reconfigured itself in response to changing system and environmental conditions. We applied Hy- Reconfiguration Logic. At this stage, ZAP.com supports monitoring and decision-making capabilities in addition to satisfying its functional properties. Specifically, while the monitoring infrastructure periodically observes the performance of ZAP.com servers, the decision-making infrastructure analyzes the observed behavior, detects whether a reconfiguration is required, and selects applicable reconfigurations if observed behavior deviates from expected system behavior. While developing Z.com, Garlan et al. [4] identified four possible reconfigurations for their adaptive news web server. Two of these reconfigurations involve parameter tuning to alternate between content delivery modes. The two other reconfigurations either add or remove servers at run time. In contrast to the parameter reconfigurations, the adaptive infrastructure must first prepare the system before a Server is added or removed at run time. That is, Servers must be guided toward quiescent states to guarantee that reconfiguration will not leave the system in an inconsistent state. For Z.com, incoming client requests are queued so they may be processed after the reconfiguration is complete, otherwise client requests may be lost during reconfiguration.
We applied the Server Reconfiguration pattern (annotated with (4) in Figure 2b ) to safely reconfigure ZAP.com in scenarios where Servers had to be inserted or removed. The Server Reconfiguration pattern reuses the Component Insertion and Component Removal reconfiguration patterns to add and remove components while preserving system consistency, respectively. For instance, to add a Server at run time, the AdaptationDriver first loads and initializes a new Server and registers it with the LoadBalancer (from the business logic). The AdaptationDriver then inserts a Request Buffer to store incoming requests during the reconfiguration procedure. Then the AdaptationDriver sends passivate commands to both the Servers and LoadBalancer so they can be safely reconfigured. Once these components are passive, the LoadBalancer can be modified as necessary. Notifications are then sent by the AdaptationDriver to activate affected components. Finally, once all the queued requests are serviced, the reconfiguration is complete and the system continues to operate as normal.
At this stage, ZAP.com comprises implementations of one monitoring pattern, two decision-making patterns, and three reconfiguration patterns. These six design patterns provide ZAP.com with self-adaptive behavior. That is, sensors periodically probe Servers and, whenever system measurements deviate from expected behavior, a reconfiguration plan is applied by the AdaptationDriver. In ZAP.com, the AdaptationDriver either switches the content delivery mode to textual or graphical or adds/removes a Server at run time.
Compared to Z.com, ZAP.com provides the same observable functionality and reconfiguration capabilities. Nonetheless, both systems were designed and implemented using different development approaches. The similarities and differences between the designed and implemented adaptive applications suggest developers have complementary options for building adaptive systems depending on the application's requirements. We note that in several cases, different design patterns could have been used to account for new monitoring and decision-making technologies.
DISCUSSION
Re-engineering the Z.com application [4] enabled us to compare and contrast the advantages and disadvantages of both approaches. Our design patterns approach provide several advantages over a framework-oriented approach for developing adaptive systems. First, our design patterns provide reusable models that can be instantiated across different domains, thus facilitating the reuse of adaptation expertise. Moreover, our design patterns impose few initial constraints upon the system being developed. This creative freedom enables developers to select only those adaptation mechanisms their application will require. In contrast, adaptation-oriented frameworks provide infrastructure to perform monitoring, decision-making, and reconfiguration tasks for a wide range of applications within a domain; the overall infrastructure is needed for the adaptive application, even if not all features are needed or used. Lastly, instantiated versions of our design patterns can be analyzed through formal verification tools and techniques to ensure a design satisfies certain key properties before implementation. Unless verification capabilities were built into the design of a framework, attempting to verify its correctness can be extremely challenging.
In contrast, framework-oriented approaches provide several advantages over using design patterns for building adaptive systems. First, adaptation-enabling frameworks provide large amounts of reusable code. If the application and framework share the same context and domain, then a large portion of development overhead can be avoided by reusing the framework's code. Similarly, adaptation-enabling frameworks tend to support a wide range of adaptation mechanisms and techniques. With a pattern-based approach, however, each desired functionality must be carefully implemented and integrated with the application. Lastly, adaptation-enabling frameworks largely hide the internals of dealing with specific reconfigurations from developers. As a result, developers leveraging these frameworks typically do not have to identify quiescent states nor implement mechanisms to guide the application towards those states.
From this case study we are able to make some observations with regards to our pattern-oriented approach to developing dynamically adaptive systems. First, designing and implementing the adaptive logic in ZAP.com was not overly complex. As we designed, verified, and implemented the adaptive logic, we were able to better understand and reason about the resulting adaptive system and the interactions between its components. As a result, it may be simpler to modify and maintain adaptation logic in ZAP.com than in the Z.com implementation that leverages Rainbow. For example, consider a scenario where additional monitoring information must be analyzed to determine which reconfiguration to apply. In Rainbow, developers may have to modify probes, gauges, architectural models, architectural constraints, strategies, and tactics. To perform these modifications correctly, developers need to not only be familiar with each independent construct, but also with how they interact with each other. In contrast, developers would only need to extend the functionality of existing sensors (Sensor Factory pattern) and thresholds (Adaptation Detector pattern) in the ZAP.com implementation. Second, we acknowledge that adaptation-oriented frameworks are likely better candidates in complex application domains where reconfiguration scenarios can not be reliably identified at design time, as managing the adaptive logic would then become overly complex. However, adaptation-oriented frameworks are not always available for different application domains. In these situations, developers may leverage the adaptation design patterns presented in this paper to build adaptation-oriented frameworks in the corresponding application domain.
CONCLUSIONS
This paper introduced twelve adaptation-oriented design patterns to support monitoring, decision-making, and reconfiguration of adaptive systems. The patterns promote the separate development of the functional logic and the adaptive logic. Each design pattern is the product of studying at least two candidate successful design solutions and generalizing them so that they may be applied across different domains. We extended the pattern template used by Gamma et al. [9] for describing design patterns with Behavioral and Constraints fields. The information provided in the template enables developers to understand the consequences and trade-offs incurred by applying a pattern. Furthermore, the use of a design pattern template enforces the uniform organization of every adaptation design pattern, thus facilitating their use. For each pattern, we have also identified sets of related patterns that are frequently applied together in practice. To assess their maturity, we validated each design pattern against instances in adaptive systems that were not used in the harvesting process. In addition, we applied subsets of patterns in the development of an adaptive news web server. This example helped illustrate how our adaptation-oriented design patterns can be leveraged by developers to design, verify, and implement adaptive systems.
Several directions for future work are possible. First, additional design patterns for both domain-specific and domainindependent adaptation could be identified and integrated with the design patterns presented in this paper [30] . Second, we are examining how these design patterns can be inserted into a non-adaptive application through the use of aspect-oriented techniques [35] . Lastly, we are exploring the use of evolutionary computation techniques [11] to determine how adaptation design patterns can be automatically instantiated and integrated into legacy systems to meet adaptation needs.
