Head, Neck, Trunk and Pelvis Soft and Rigid Tissue Mass Prediction using Segment Anthropometric Measures and DXA by Kahelin, Charles
University of Windsor
Scholarship at UWindsor
Electronic Theses and Dissertations
2016
Head, Neck, Trunk and Pelvis Soft and Rigid Tissue
Mass Prediction using Segment Anthropometric
Measures and DXA
Charles Kahelin
University of Windsor
Follow this and additional works at: http://scholar.uwindsor.ca/etd
This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor students from 1954 forward. These
documents are made available for personal study and research purposes only, in accordance with the Canadian Copyright Act and the Creative
Commons license—CC BY-NC-ND (Attribution, Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the
copyright holder (original author), cannot be used for any commercial purposes, and may not be altered. Any other use would require the permission of
the copyright holder. Students may inquire about withdrawing their dissertation and/or thesis from this database. For additional inquiries, please
contact the repository administrator via email (scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208.
Recommended Citation
Kahelin, Charles, "Head, Neck, Trunk and Pelvis Soft and Rigid Tissue Mass Prediction using Segment Anthropometric Measures and
DXA" (2016). Electronic Theses and Dissertations. Paper 5741.
 Head, Neck, Trunk and Pelvis Soft and Rigid Tissue Mass Prediction using Segment 
Anthropometric Measures and DXA 
 
By 
Charles Kahelin 
 
A Thesis  
Submitted to the Faculty of Graduate Studies  
through the Department of Kinesiology 
in Partial Fulfillment of the Requirements for 
the Degree of Master of Human Kinetics 
at the University of Windsor 
 
 
 
Windsor, Ontario, Canada 
2016 
 
© 2016 Charles Kahelin 
 
  
 
Head, Neck, Trunk and Pelvis Soft and Rigid Tissue Mass Prediction using Segment 
Anthropometric Measures and DXA 
 
by 
Charles Kahelin 
 
APPROVED BY: 
______________________________________________ 
Dr. M. El-Masri 
Faculty of Nursing 
______________________________________________ 
Dr. N. Azar 
Department of Kinesiology 
 
______________________________________________ 
Dr. D. M. Andrews, Advisor 
Department of Kinesiology 
 
 
April 27th, 2016  
iii 
 
DECLARATION OF ORIGINALITY 
I hereby certify that I am the sole author of this thesis and that no part of this thesis 
has been published or submitted for publication. 
 
I certify that, to the best of my knowledge, my thesis does not infringe upon 
anyone’s copyright nor violate any proprietary rights and that any ideas, techniques, 
quotations, or any other material from the work of other people included in my thesis, 
published or otherwise, are fully acknowledged in accordance with the standard 
referencing practices. Furthermore, to the extent that I have included copyrighted material 
that surpasses the bounds of fair dealing within the meaning of the Canada Copyright Act, 
I certify that I have obtained a written permission from the copyright owner(s) to include 
such material(s) in my thesis and have included copies of such copyright clearances to my 
appendix.  
 
I declare that this is a true copy of my thesis, including any final revisions, as 
approved by my thesis committee and the Graduate Studies office, and that this thesis has 
not been submitted for a higher degree to any other University or Institution. 
  
iv 
 
ABSTRACT 
Charles Kahelin 
University of Windsor 
 
Head, Neck, Trunk and Pelvis Soft and Rigid Tissue Mass Prediction using Segment 
Anthropometric Measures and DXA 
 
Wobbling mass (WM), fat mass (FM), lean mass (LM) and bone mineral content 
(BMC) for the head, neck, trunk and pelvis were predicted using anthropometric 
measures in stepwise linear regression analyses. Reference tissue masses from 101 (51 
M, 50 F) adults (35 to 65 years of age), were collected via Dual Energy X-Ray 
Absorptiometry. Data from 76 participants were used to generate the equations; data from 
an independent sample of 25 participants were used to assess equation validity. Adjusted 
R2 values for the equations ranged from 0.326 (Head BMC) to 0.949 (Trunk WM) and 
mean percent errors between actual and predicted masses ranged from -2.63% (Trunk 
LM) to 6.08% (Trunk FM). These positive results are comparable to equations previously 
developed for the extremities. Having tissue mass prediction equations for all body 
segments of living people will help to improve biomechanical model fidelity, and 
evaluations of human movements involving impacts. 
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GLOSSARY 
%BF - Percent body fat refers to the portion of the body that is made up of fat. 
ADP - Air Displacement Plethysmography is a method of determining body volume by 
measuring the amount of air displaced by the body. Body volume determined this way is 
typically then used to find body density, which is in turn used to calculate percent body 
fat. 
 
BIA - Bioelectrical Impedance Analysis is a method of body composition analysis which 
measures the overall electrical impedance of the body in order to predict the proportions 
of different tissues in the body. 
 
BMC - Bone Mineral Content refers to the mass of bone tissue in the body or specific 
region therein. 
 
BMD - Bone Mineral Density refers to the density of bone tissue. 
CT - Computer Tomography is a body imaging technology that produces images of the 
body in the form of slices. 
 
CV - The Coefficient of Variation is the standard deviation of a variable, normalized to 
the mean of the value being predicted. 
 
D2O - Deuterium water is a form of water where the regular hydrogen atoms are replaced 
with a radioactive isotope, Deuterium. 
 
DXA - Dual Energy X-ray Absorptiometry is a technique for measuring body 
composition which utilizes x-rays to differentiate the lean tissue, fat tissue and bone 
tissue of the body by their respective densities. 
 
ECW - Extracellular water is the portion of the body's water which is located outside of 
cells. 
 
FFM - Fat-free mass is the mass of the portion of the body which is not composed of fat. 
FM - Fat mass is the mass of the portion of the body which is composed of fat. 
ICW - Intracellular water is the portion of the body's water which is located within cells. 
MRI - Magnetic resonance imaging is a technology which utilizes magnetic fields to 
determine body composition. 
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RMSE - Root mean squared error is a statistic used to describe the magnitude of the 
differences between sets of actual and predicted values for a given variable. It is 
calculated by taking the square root of the average squared difference between the actual 
and predicted values. 
 
RSM - Rigid-segment models are a form of biomechanical model of the body wherein the 
segments of the body are represented by rigid masses. 
 
TBW - Total body water is the amount of water in the body. 
 
WMs - Wobbling Masses refer to soft tissues (muscle, adipose, skin, etc.) of the body 
which may move relative to rigid tissues (bone). 
 
WMMs - wobbling mass models are biomechanical models of the body wherein 
wobbling masses are represented as masses connected to the rigid segments via visco-
elastic couplings. 
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1. Introduction 
1.1 Background 
Biomechanics is the study of forces acting throughout the body, and the 
movements that occur as a result. We seek to understand how the body produces force, as 
well as what effects various internal (e.g., knee joint reaction forces) and external forces 
(e.g., ground reaction forces) will have on the body and its components (Hall, 2012). 
However, the difficulty in measuring internal forces and moments directly has 
necessitated the use of different techniques to explore the various kinetic aspects of the 
body (Hatze, 2002). One such technique is to apply an inverse dynamics approach, 
wherein measured kinematic information, which describes the motion of the body, is used 
to determine the characteristics of internal forces or torques. This approach requires the 
development of a biomechanical model to represent the complex systems of the body that 
are to be examined. 
A biomechanical model is a representation of the body, whereby the complexities 
of the body are typically simplified in order to be more easily understood or studied 
(Robertson, Caldwell, Hamill, Kamen & Whittlesey, 2004). A model consists of a system 
of equations that define the motion of the body’s various segments in relation to one 
another. The degree to which a model is simplified reflects its purpose. A highly 
simplified model allows for easier computations, and therefore requires fewer resources 
when used for analysis. However, simplifying a model runs the risk of reducing that 
model’s validity (i.e., how well it represents reality), therefore introducing the potential 
for methodological errors (Hatze, 2002). 
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There are different types of biomechanical models, the characteristics of which 
are consistent with their purpose. Finite element models, mass-spring-damper models and 
musculo-skeletal models are all examples of models used in different types of 
biomechanical analyses. However, the models most commonly found in human motion 
analyses are rigid-segment biomechanical models (Robertson et al., 2004). Rigid-segment 
models (RSMs) consist of a series of linked, rigid segments representing the different 
segments of the body, which are held together by pin joints at their ends. RSMs have 
been shown to be useful for the analysis of many tasks, and are relatively easy to develop, 
validate and interpret (Robertson et al., 2004). However, a significant limitation of RSMs 
is that they do not include considerations for the possible effects of non-rigid tissue 
(muscle, fat, skin, etc.) movement relative to the rigid tissues (bones). Relative motion 
between the rigid and non-rigid tissues is known to occur during impulsive activities 
(e.g., landing during running or jumping) and can be considerable in magnitude (Schmitt 
& Günther, 2010). Indeed, it has been shown that models which feature the addition of 
“wobbling masses” (WMs) to represent the soft tissues of the body are better able to 
estimate kinetic data from highly dynamic motions, like impacts (Gruber, Ruder, Denoth 
& Schneider, 1998; Alonso, Castillo & Pintado, 2007). In order to realistically 
incorporate WMs into biomechanical models so that they might help to accurately predict 
the response of body segments to impact, the magnitude of the different tissues within the 
segments, and information regarding the coupling of the non-rigid tissues to bone (e.g., 
coefficients of stiffness and viscosity), are necessary. 
Many models which include WMs to date have relied on cadaver research 
conducted in the 20th century for data regarding the ratio of rigid to soft tissue masses in 
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the various segments (Cole, Nigg, van Den Bogert & Gerritsen, 1996; Nigg & Liu, 1999; 
Liu & Nigg, 2000; Wilson, King & Yeadon 2006, 2011; Pain& Challis; 2006; Alonso et 
al., 2007; Yeadon, King, Forrester, Caldwell & Pain, 2010; Kentel, King & Mitchell, 
2011). The main work referenced by most authors is that of Clarys and Marfell-Jones 
(1986), who provided a series of equations for the prediction of individual segment tissue 
proportions.  While the experimenters in this study went to considerable lengths to 
preserve the integrity of the segment masses, namely through reduction of fluid losses 
during dissection, the work is very limited in terms of its generalizability, due to the very 
small sample size (n=6) and the mean age of the samples (?̅? = 66.8 years). These key 
factors limit the application of these data considerably. 
An alternative to relying on analyses of cadaver specimens for the application of 
segment tissue parameters to living people is to use imaging technology to estimate the 
tissue parameters of living people directly (Alonso et al., 2007). Through the use of 
technologies such as Dual Energy X-ray Absorptiometry (DXA), Magnetic Resonance 
Imaging (MRI), and Computed Tomography (CT), researchers can accurately determine 
the proportions of various tissues in the segments of living people. Some of the 
drawbacks of these imaging technologies are that access to them can be limited, they can 
be expensive to purchase and use and they generally require access to special equipment 
as well as technicians trained in their operation. 
For these reasons, Holmes, Andrews, Durkin and Dowling (2005) and Arthurs 
and Andrews (2009) developed equations capable of predicting the magnitude of tissue 
masses as measured by DXA within the lower and upper extremity segments, 
respectively, requiring only surface anthropometric measures and sex as inputs. Both sets 
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of equations (24 in total) were validated using separate samples which were comparable 
to the population used to generate the equations. Mean percent errors between the 
measured (from DXA) and predicted (from equations) tissue masses of the validation 
samples ranged from -11.3% to 15.5%, where 20 out of 24 equations resulted in mean 
errors <±6%. Furthermore, Burkhart, Arthurs and Andrews (2008) assessed the 
anthropometric measures that were used in the development of these equations, and 
found good to excellent reliability for all measurement types. 
The main limitation of the equations produced by Holmes et al. (2005) and 
Arthurs and Andrews (2009) is that they were developed using samples taken from a 
healthy, university-aged population. Similar equations have been shown to be highly 
population specific (Lukaski, 1987). Therefore, the generalizability of the equations of 
Holmes et al. (2005) and Arthurs and Andrews (2009) to other populations, for instance, 
working-aged individuals, is questionable. Furthermore, only equations for the tissue 
masses of the upper and lower extremities have been developed to date. No such 
equations have been produced for the head, neck or trunk. 
1.2 Purpose 
The purpose of this study is to develop a set of multiple linear regression 
equations capable of predicting the proportions of lean mass, fat mass, wobbling mass 
and bone mineral content in the head, neck, trunk and pelvis segments of the body for a 
working-age population.  The validity of the equations will be quantified by comparing 
the predicted tissue masses from the equations with actual tissue masses (determined by 
DXA) from an independent sample of a comparable population. The variables used to 
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predict the tissue masses of individual living participants will include surface 
anthropometric measurements, sex, height, body mass, and age. 
Of particular interest related to this thesis is whether the equations predicting 
body composition from anthropometric measurements for the head, neck, trunk and 
pelvis will be as accurate as those for the upper and lower extremities. 
Extensive research has been performed to determine whether or not total, intra- or 
subcutaneous abdominal fat can be predicted using anthropometric measurements 
(Ashwell, Cole & Dixon, 1985; Seidell et al., 1987; Kvist, Chowdhury, Grangård, Tylen 
& Sjöström, 1988; Kullberg, Below, Lönn, Lind, Ahlström, & Johansson, 2007). 
Typically waist and hip circumferences and abdominal diameters are tested. While the 
results have been mixed as to which specific measurement is best, most studies are able 
to show a high correlation between at least one external measurement and one or more of 
the abdominal fat compartments. Therefore, it is expected that the equations developed in 
this study, which will utilize many of those same measurements, will be able to predict 
abdominal body composition with a high degree of accuracy. 
Another question to be addressed is: Will potential changes to the overall 
distributions of mass that occur with age have an effect on the predictive ability of the 
developed equations? One of the main changes that has been documented with aging is a 
loss in fat free mass and subsequent increase in the percentage of body mass that is made 
up of fat (Jackson, Janssen, Sui, Church and Blair, 2011). Studies have also shown that 
increases in adiposity with age tend to be reflected in increases in waist-to-hip ratio 
(WHR) (Tchernof & Després, 2013). Combining this with the fact that anthropometric 
variables have shown to be less reliable with an increase in subcutaneous adipose tissue 
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(Nordhamn, Södergren, Olsson, Karlström, Vessby & Berglund, 2000), may result in the 
development of prediction equations for abdominal tissue composition from an older 
population that are less accurate than those presented previously for the extremities of 
young, healthy adults (Holmes et al., 2005; Arthurs & Andrews, 2009). 
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2. Literature Review 
2.1 Biomechanics 
Biomechanics is the study of the interaction of forces that occur within living 
organisms. In human biomechanics, we seek to understand how our bodies produce force 
to generate movements or maintain postures, how external forces are distributed 
throughout the various structures of the body when it interacts with the external 
environment (e.g., during impacts), and how well our tissues can handle those loads. 
However, our ability to answer these questions depends on how well we understand the 
mechanical properties of the various tissues which make up the body. 
One of the goals of biomechanical analyses is to reduce the risk of injury 
associated with a given task. In order to determine the level of risk inherent in a task, 
biomechanists must be able to identify which tissues are being loaded, as well as the 
amount of force those tissues are bearing (Delleman, Drost & Huson, 1992). However, 
this can be problematic, as directly measuring forces acting inside the body generally 
requires invasive procedures. Therefore, the kinetic data associated with human posture 
and movement must usually be predicted through indirect measures. Inverse dynamics 
analyses are often used for this purpose (Alonso et al., 2007). 
Inverse dynamics analyses involve measuring the kinematic information 
(velocities, accelerations, etc.) associated with a task, and using this information, along 
with the inertial parameters (masses, moments of inertia, etc.) of the body segments 
involved, to determine the kinetic information (forces, moments) associated with the 
original movements (Robertson et al., 2004). This method of analysis also requires a 
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system of equations which defines the movement of the body segments relative to each 
other and the external environment. The kinematic and inertial data take the form of 
“known” variables in the system of equations, from which the kinetic variables can then 
be determined. The system of equations is said to “model” the body, as it provides a 
simplified representation of its behaviour for the given action. 
2.1.1 Biomechanical Models 
One of the most helpful techniques used for exploring the mechanical properties 
and behaviours of the human body is the development and utilization of biomechanical 
models. A model is a simplified representation of a complex phenomenon. 
Biomechanical models are representations of the body wherein the body’s networks of 
tissues are reduced to simpler forms whose mechanical properties are more easily 
understood. 
Biomechanical models of the human body have been developed in many forms. 
The various types are differentiated by the features incorporated in their design. Different 
types of models can be used to answer different biomechanical questions. For instance, 
finite element models recreate specific structures in the body to a high degree of fidelity, 
and can therefore be used to ascertain specific information about the mechanical 
properties of those structures (Robertson et al., 2004). However, the relatively high 
complexity of finite element models comes with increased costs. These costs can include 
increased computational demands, as well as increased time and training required for 
model development and results interpretation. Also, in order to develop such a model, a 
great deal must already be known about the system it is to represent (Hatze, 2002). 
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In order to be more cost efficient, a biomechanical model should only be as 
complex as necessary to provide accurate predictions of the desired variables (Alonso et 
al., 2007). In line with this concept, many biomechanical models are created by reducing 
the body down to a very simple form: a series of rigid segments linked together to 
represent the various segments and joints of the body. These rigid-segment models have 
been used extensively in attempts to quantify internal kinetic measures such as joint 
moments and compression and sheer joint forces (Chaffin & Andersson, 1991). While 
validation of RSMs against direct measures of joint forces is difficult, studies have shown 
that rigid-segment models can accurately simulate real movements through the 
comparison of ground reaction forces predicted by RSMs for a given movement (e.g., 
heel strike during running), and those obtained experimentally for the same movement 
(Kingma, de Looze, Toussaint, Klijnsma & Bruijnen 1996). However, Gruber et al. 
(1998) used a model featuring “wobbling masses” to show that rigid-segment models are 
too simplistic to accurately predict the forces experienced by the body in highly dynamic 
situations, such as impacts. 
2.1.2 Wobbling Mass Models 
Denoth, Gruber, Ruder and Keppler (1985) used the term “wabbling mass” (sic) 
to describe the soft tissues (muscles, skin, fat, etc.) of the body which moved relative to 
bone in dynamic actions. These tissues, later renamed “wobbling masses” (WM), can be 
represented as secondary masses and joined to their corresponding rigid segments via 
visco-elastic couplings, allowing them to move relative to the rigid "skeleton”. An 
example of a wobbling mass model is shown in Figure 1. 
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Figure 1.Wobbling mass model from Alonso et al. (2007). 
Rigid segments are shown as bold lines. Wobbling masses 
labelled as mwn are connected to the rigid segments via 
spring-damper couplings, labelled kn and cn, respectively. 
 
Extensive research has been conducted to determine the effect that soft tissue 
motion has on the attenuation of forces in the human body, with the goal of improving 
our ability to simulate and understand dynamic human motion. Gruber et al. (1998) 
illustrated the importance of accounting for WMs when analyzing impacts in a study 
comparing the predicted joint moments of a WMM to those of a RSM for the same 
kinematic input data. The joint moment time histories predicted by the WMM were 
shown to be much more realistic. This is explained by the fact that WMMs can directly 
represent the effect of WMs on the dissipation of impact forces. Passive dissipation of 
energy by the soft tissues has been explored for the upper (Pain & Challis, 2002) and 
lower limbs (Schmitt & Günther, 2011), and has been shown to account for the energy 
lost as highly dynamic forces travel through the limbs. For this reason, WMMs have been 
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used to analyze highly dynamic movements, like drop landings (Yeadon et al., 2010), 
running leaps (Wilson et al., 2011), and back-handed tennis strokes (Kentel et al., 2011). 
While WMMs have been shown to produce more accurate estimates of ground 
reaction forces in highly dynamic situations (Gruber et al., 1998; Alonso et al., 2007), the 
increased complexity of the model requires a greater number of known variables in order 
to perform an inverse dynamics analysis. These extra variables consist of the parameters 
defining the coupling of the WM to the rigid segment, as well as the mass, and potentially 
the moment of inertia of the WM. While these extra variables do create the potential for 
increased fidelity of the model (for instance, researchers could alter the coupling 
parameters throughout a simulation to represent neuro-muscular control), it is difficult for 
researchers to determine appropriate values for these parameters, as they cannot be 
measured directly (Hatze, 2002). The effects of changing the distribution of mass 
between rigid and wobbling segments, as well as the parameters which define the 
coupling between the two have been examined (Liu & Nigg, 1999, 2000; Pain & Challis, 
2004), and have been shown to have a considerable influence on the resulting impact 
forces. Therefore, it is important when developing a model to simulate a specific human 
movement, that these model parameters be accurate. 
While optimisation techniques have been used to determine the coupling 
parameters between the wobbling and rigid masses (Gruber et al., 1998), these techniques 
require measured external data to match against model predictions. Furthermore, inertial 
parameters determined through optimisation may not fall within realistic ranges (Pain & 
Challis, 2006). Instead, most studies to date have determined soft to rigid tissue mass 
ratios for individual segments from body composition data derived from in vitro research 
12 
 
(Clarys & Marfell-Jones, 1986).  However, this is not an optimal situation, as many 
factors exist which limit the validity of generalizing in vitro research to living 
populations. These factors include the limited samples sizes and specific populations used 
in such studies. 
Recently, a study has utilized the equations developed by Holmes et al. (2005) 
and Arthurs and Andrews (2009) to estimate soft tissue mass associated with the spine in 
order to develop a WMM to simulate sagittal trunk perturbations (Bazrgari, Nussbaum, 
Madigan & Shirazi-Adl, 2011). The model was able to predict trunk kinematics resulting 
from these perturbations with a good degree of accuracy, however the distribution of 
mass between soft and rigid tissues was determined from the mean values for soft to rigid 
tissue mass ratios from the upper and lower extremities as reported by Holmes et al. 
(2005) and Arthurs and Andrews (2009).This assumes that soft to rigid tissue mass ratios 
are the same in the trunk as they are in the extremities. Equations developed specifically 
for the trunk could provide a more accurate prediction. 
While most studies to date have focused on exploring the effects of soft tissue 
motion on impacts to the lower extremities, some work has been done to determine how 
soft tissue in the trunk can attenuate forces transferred to and along the spine. Bazrgari et 
at. (2011) developed a model of the spine featuring WMs that was able to simulate trunk 
kinematic response to anteriorly directed perturbations with a good degree of accuracy. 
2.2 Body Composition Analyses 
Body composition analyses are performed in a variety of settings, including 
clinical, nutritional, and athletic. There are several different types of body composition 
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analyses, but all are designed to determine the make-up of the human body at its various 
levels. Wang, Pierson and Heymsfield (1992) proposed a five level model to organize the 
many existing models describing human body composition. The five levels described are 
Atomic, Molecular, Cellular, Tissue-System, and Whole Body (Wang et al., 1992). 
Techniques for conducting body composition analyses can be categorized by the 
level at which the corresponding model compartmentalizes the body, but they are also 
commonly organized by the number of distinct compartments into which they divide the 
body. The most basic techniques divide the body into two components (2-C), classically 
fat mass (FM) and fat-free mass (FFM), however other 2-C models do exist. For instance, 
one might separate the body into bone mass and soft tissue mass to investigate the 
changes in bone mineral density (BMD) relative to soft tissue mass associated with aging 
(Laskey, 1996). 
Further differentiations can be made within these compartments, resulting in 
multi-component models, which consist of three or more compartments. An example of 
this is the differentiation of soft tissue into lean tissue and adipose tissue, resulting in a 
model representing the body as composed of lean, adipose, and bony compartments. 
Combinations of techniques are often used which allow for the quantification of greater 
numbers of compartments, allowing for models of greater complexity to be developed. 
Methods can also be combined in such a way as to minimize the assumptions made 
within the total model. For example, densitometry could be used to differentiate the body 
into its FM and FFM components. Hydrometry and DXA could then be used to separate 
total body water (TBW) and bone mineral content (BMC) from the FFM component, 
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resulting in a 4 component model of the body (Toombs, Ducher, Shepherd & de Souza, 
2012). 
The following sections describe various techniques for assessing body 
composition. These include: densitometry, hydrometry, bioelectrical impedance analysis 
(BIA), potassium counting, DXA, and MRI. 
2.2.1 Densitometry 
Densitometry is a method of assessing body composition based on the principle 
that the overall density of the body is determined by the densities of its components 
(Keys & Brožek, 1953). From this principle, if the total body density and the densities of 
the components are known, one can determine the masses of those components. Fat has a 
constant density which is lower than that of other body tissues (Keys & Brožek, 1953). 
Consequently, densitometry has been extensively used in the determination of the 
percentage of the body that is made up of fat (%BF). The simplest model relating to 
densitometry divides the total body volume into fat mass (FM) and fat-free (FFM) using 
Equation1:  
1/Db = Mfat/Dfat + Mffm/Dffm     [1] 
Where Db is the total body density, Mfat and Mffm are the proportions of FM and FFM, 
respectively, and Dfat and Dffm are the densities of the FM and FFM compartments, 
respectively. Therefore, in order to determine the %BF of an individual, it is necessary to 
determine the densities of the FM and FFM components, as well as their total body 
density.  
The density of human body fat has been determined experimentally to be 0.90074 
g/cc at body temperature, and has been shown to be quite constant between individuals, 
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as well as by the location from which the fat was taken from the body (Keys & Brožek, 
1953). The density of FFM has been assumed to be constant for all individuals at 1.1 g/cc 
(Wang et al., 1992). Furthermore, body mass is readily measurable, however determining 
body volume to calculate density requires more complex techniques, the most common of 
which are hydrostatic weighing and air displacement plethysmography (ADP). 
Hydrostatic weighing, also called underwater weighing, is a technique that utilizes 
Archimedes Principle, which states that the apparent reduction in weight of a submerged 
body is equal to the mass of fluid that object displaces. This mass can then be divided by 
the density of the fluid to determine the volume displaced. In order to determine the 
reduction in mass, an individual is weighed both in air, and fully submerged in water. In 
order to reduce the volume of air in the lungs, participants are instructed to exhale fully 
while submerged. Corrections are then made for gastric gas volume as well as residual 
lung volume (which can be determined using techniques involving closed-circuit 
spirometry (Ellis, 2000)). 
ADP is similar to hydrostatic weighing in that it involves measuring the 
displacement of a fluid to determine body volume; however, as implied by the name, this 
measurement is performed in air. Participants are seated in a sealed chamber of known 
volume called the test chamber. A second reference chamber is located behind the test 
chamber. An electronic diaphragm is located between the two chambers, and is 
programmed to oscillate, producing volume perturbations of known, constant magnitude 
in each of the two chambers. The ratio of pressures between the two chambers is then 
recorded for an empty chamber, as well as with an occupant. Because the reference 
chamber volume is fixed, the change in the recorded ratio of pressures is proportionate to 
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the reduction in the volume of the occupied test chamber (i.e., the amount of air displaced 
by the participant) (Dempster & Aitkens, 1995). Like hydrostatic weighing, corrections 
must also be made for the air present in the gastrointestinal tract, as well as residual lung 
volume. Furthermore, surface area of the individual must be predicted and accounted for, 
as heat from the body will cause changes in air temperature and affect pressure within the 
testing chamber. 
A number of accessibility and convenience factors, as well as fundamental model 
assumptions, limit both the underwater weighing and ADP techniques. In terms of 
functionality, hydrostatic weighing does not require elaborate equipment to be performed 
(swimming pools can be used, provided there is an adequate depth for full submersion). 
However, participants are required to hold their breath under-water for several seconds 
and for repeated trials, which can be inconvenient. This might limit the use of underwater 
weighing with certain clinical populations. On the other hand, while ADP is a much more 
convenient technique for the participant, it requires access to a specialized machine.  
The main source of measurement error for body composition techniques based on 
body density is associated with the determination of residual lung volume, which is often 
predicted rather than measured (Ellis, 2000). The calculation for the surface area artefact 
used in ADP must also be predicted, and is typically based on height and weight 
(Dempster & Aitkens, 1995). However, the main limitation inherent in both forms of 
densitometry stems from the fundamental assumption that FFM density is constant, when 
it is known that differences in the proportions of the tissues which make up the FFM 
compartment will result in inconsistencies in the FFM density (Fogelholm & van Marken 
Lichtenbelt, 1997). 
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2.2.2 Hydrometry 
Predicting the volume of water in various body compartments from hydrometry is 
based on the principle that the volume of TBW is equal to the ratio of the concentration 
of a dose of a measureable substance, called a "tracer", introduced into the body, to that 
of the concentration of that same substance identified in a sample taken from the body, at 
a time after the dose was administered (Ellis, 2000). Assumptions are made that the tracer 
remains within the desired compartment, and is evenly distributed therein (Ellis, 2000). 
Corrections can be performed if either of these assumptions are thought to have been 
violated (Gamble, Robertson, Hannigan, Foster & Farr, 1953). The procedure involves 
taking a sample of bodily fluid (urine, blood or saliva) from the participant to determine 
baseline levels of the substance to be used as the tracer. A dose of known concentration is 
then administered. The size of the dose is calculated such that the concentration will 
reach some desired level, and is typically based on age- and sex-related formulas 
(Westerterp, 1999). A second sample is then taken after enough time has elapsed for the 
tracer to circulate throughout the body. This is termed the “equilibrium time” and can be 
as long as 10 hours for a dosage of deuterium water (van Marken Lichtenbelt, Westerterp, 
& Wouters, 1994). This time may be such that a portion of the tracer may have been 
excreted or metabolized. In the case of excretion, a urine sample can be used to correct 
for the loss (Gamble et al., 1953). This method can be used to determine total body water, 
intracellular water (ICW) or extracellular water (ECW) through the use of different 
tracers. Deuterium (a non-radioactive isotope of hydrogen) water (D2O) can be used to 
determine TBW. Conversely, extracellular water can be predicted by adding bromine to 
water and then administering orally. Predicting intracellular water from the dilution 
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method is most often determined by subtracting ECW (predicted by bromine dilution) 
from predicted TBW (from D2O dilution) (Ellis, 2000). 
2.2.3 Bioelectric Impedance Analysis 
Bioelectric impedance is a technique that involves passing a weak alternating 
current (AC) through the body, which acts as a conductor, and measuring the impedance. 
Impedance (Z) can be defined as the frequency dependent opposition to the flow of an 
alternating current of a conductor, and can be represented as a vector whose components 
are resistance (R) and reactance (XC).Resistance is the opposition to the flow of 
electricity through a conductor. In the body, the conductor is water, with its dissolved 
electrolytes, and resistance can be assumed to be expressed as in Equation 2: 
R = 1 / [(1/Rm) + (1/Ra) + (1/Rb)]    [2] 
Where Rm, Ra and Rb are the resistances of muscle, adipose tissue and bone respectively. 
Since the resistances of bone and adipose tissue are both very large, R of the body can be 
estimated as Rm (Chumlea & Guo, 1994). 
Reactance also “opposes” the flow of a current through a conductor; however, this 
occurs through the storage of energy in capacitive tissue-like cell membranes. Reactance 
of a conductor is a function of the frequency of the current flowing through it, and when 
plotted, resembles an “inverted U”. At low frequencies, the current remains largely in the 
extracellular fluid of the body, not penetrating cell membranes. Therefore, reactance and 
impedance will be low. Conversely, at very high frequencies, the capacitive structures of 
the body become “transparent” to the current (Ellis, 2000), and so impedance is low. The 
critical frequency is an intermediate value when reactance and impedance are maximized. 
For muscle tissue, 50 kHz has been experimentally determined to be the critical 
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frequency. Thus, this frequency can be assumed to correspond with the impedance of 
TBW, as the current will have fully penetrated into the ICF. 
Assessment of body composition using BIA involves placing a pair of electrodes 
on the wrist, and another pair on the ankle, aligned along the longitudinal axes of both 
limbs. A 50 kHz alternating current is then passed between the two distal electrodes. The 
voltage drop between the two proximal electrodes is measured as the impedance of the 
TBW compartment. 
The impedance within a conductor is related to the volume of the conductor, 
assuming the conductor is a uniform, homogenous cylinder. If we assume this to be true 
of the body, then the TBW volume can be expressed as in Equation 3: 
V = ρL2 / Z       [3] 
Where L is the length of the conductor, which can be taken as the stature of the 
individual, and ρ is resistivity, which is assumed to be a known constant. Thus, TBW 
volume can be calculated, and along with the assumption that TBW constitutes 73% of 
FFM (Chumlea, Baumgartner & Roche, 1988), estimates for FFM and FM can also be 
made. Furthermore, regression equations based on whole body impedance have been 
developed for total skeletal muscle mass (Janssen, Heymsfield, Baumgartner & Ross, 
2000). 
Lukaski, Johnson, Bolonchuk and Lykken (1985) compared BIA estimates of 
FFM and TBW to those from hydrodensitometry and deuterium dilution, respectively. 
The precision of BIA was assessed by performing a test on each of five successive days 
for a subsample of participants. There was a high positive correlation between the BIA 
values and the respective values from underwater weighing (r = 0.98) and D2O dilution  
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(r = 0.95). BIA measures were also shown to be highly consistent over the five 
subsequent days (average precision was 2%) (Lukaski et al., 1985). However, a recent 
study examined the accuracy of five different BIA equations developed for females in a 
sample of young healthy Colombian women. The standard error of the estimates for all 
but one equation (that of Lukaski et al., 1985) were unacceptably high, and also differed 
significantly from those reported by the corresponding authors. 
The main advantage of BIA is that it can be used in the field. It is easily 
administered to participants outside of the lab or clinic to quickly and conveniently assess 
body mass. Also, the test does not take a great amount of skill to perform. However, the 
accuracy of the technique has been questioned (Ellis, 2000; Ackland et al., 2012), and 
many authors recommend its use only as a means to establish a baseline to assess short- 
to medium-term changes in body composition.  
2.2.4 Potassium Counting 
 Potassium (K) counting is a technique used to estimate FFM through the 
measurement of potassium in the body. Total body potassium (TBK) is determined by the 
detection of potassium-40 (40K) within the body. 40K is a radioactive isotope of potassium 
which emits detectable high-energy gamma-rays (1.46 MeV). Devices have been 
developed whose purpose is to count the rate at which these gamma-rays are emitted 
from the body. This information, combined with the natural rate of 40K gamma-ray 
emission per unit mass can be used to estimate TBK. The estimated value of TBK can 
then be used to determine FFM from empirically derived TBK to FFM ratios (Forbes & 
Lewis, 1956). ECW and ICW can also be estimated from intra- and extracellular 
Kconcentrations, which are assumed to be constant at 155 and 5 mmol/kg of water, 
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values which were determined empirically from other mammals (Wang, Zhu, Wang, 
Pierson & Heymsfield, 2003). Wang et al. (2003) then used their estimates of ECW and 
ICW to develop a model to predict skeletal muscle mass. This model was developed and 
validated using skeletal muscle mass measured by MRI, and displayed a high level of 
accuracy (r2 = 0.96, p<0.001; SEE = 1.52 kg) when applied to a cross validation group. 
The predicted skeletal muscle mass for the cross-validation group was 27.0 ± 7.8 kg 
(95% CI: 11.4, 42.6 kg). This was very close to the value measured by MRI, which was 
26.8 ± 7.9 kg (95% CI: 11.1, 42.5 kg). 
2.2.5 Dual Energy X-ray Absorptiometry (DXA) 
Dual-Energy X-Ray Absorptiometry (DXA) is a technique that allows for the 
prediction of BMC, FFM and FM. The technique is based on measurement of the 
attenuation of an X-ray beam as it passes through the body. As an X-ray beam passes 
through an object, the intensity of the beam will decrease in proportion to the material’s 
thickness, density and chemical composition, as well as the initial energy of the beam 
(Ellis, 2000). This attenuation is described by the function: 
I = Ioe
-µT       [4] 
Where I is the intensity of the beam, Io is the initial intensity, T is the thickness of the 
material, and µ is the linear attenuation coefficient. From this, and given the thickness 
and density of the material, the mass of the material can be expressed as: 
M = (1/µm)(ln Io/I)      [5] 
Where µm is the mass attenuation coefficient given by µ divided by the density of the 
material. The mass attenuation coefficient of a material composed of two different 
materials (µmc) can be expressed as: 
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µmc = (M1µm1 + M2µm2) / (M1 + M2)    [6] 
Where M1 and M2 are the masses of the components of the compound material, and µm1 
and µm2 are their respective mass attenuation coefficients. 
Combining Equations 5and 6theoretically allows for the determination of the 
masses of the components of the compound material, given knowledge of the mass 
attenuation coefficients, as well as a means of accurately measuring the attenuation of the 
beam energy. This also requires information from measurements utilizing two distinct 
initial beam energies. The photon energies used in DXA are referred to as high- and low-
energy, and have energy levels of 70-100 keV and ~40keV, respectively (Ellis, 2000). 
With 2 beams, each with high and low energy particles, regions of the body can 
only be differentiated into two different tissues. In order to arrive at a 3-compartment 
model, two separate differentiations must be made. The first will identify one tissue 
compartment’s mass, leaving the other two compartments combined together. The second 
differentiation will then separate the combined compartment into its two individual 
tissues. However, this second differentiation can only occur in areas of the scan that do 
not contain the first tissue. In those areas that do contain the first tissue, the proportions 
of the originally combined tissues must be predicted.  
Thus, the individual tissue that is present in the lowest percentage of the scan 
should be chosen as the initial individual compartment, thereby reducing the amount of 
prediction required to fully arrive at the 3-compartment model. As bone tissue is found in 
only ~40-45% of the pixels in a frontal scan of the body, DXA scans initially differentiate 
the body into bone tissue and soft tissue by identifying all bony regions. This is done by 
comparing the R-value (a measure of the magnitude of the attenuation of the beam's 
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energy) of each pixel to a threshold value, as the R-value will be much higher in pixels 
containing bone (Pietrobelli, Formica, Wang & Heymsfield, 1996). Proportions of fat and 
lean tissues overlaying bony areas are then assumed to be uniform with those of the 
surrounding regions not overlaying bone. This is called the uniform distribution model 
(Pietrobelli et al., 1996). Alternatively, a linear distribution model can be used, which 
utilizes the fact that, typically, soft tissue near bones tends to consist of relatively higher 
amounts of lean tissue than does soft tissue nearer the outer edges of the body. From this, 
the percentage of fat found in tissues overlaying bone can be predicted (Nord & Payne, 
1995). Finally, those pixels containing only soft tissue are differentiated into FM and LM. 
The result is the mass and location of whole body FM, LM and BMC. 
Sources of error associated with DXA include the assumptions required to 
differentiate soft tissue overlaying bone as discussed earlier, as well as magnification, 
beam hardening, and the assumption of constant FFM hydration. Magnification refers to 
the inherent magnification of more medial tissues by scanners utilizing a fan-beam X-ray 
generator. Fan-beams scan the body by performing a single sweep down the longitudinal 
axis of the body. Magnification is a result of the fact that more medial tissues are located 
closer to the beam generator, which is positioned above or below the midline of the body 
(Griffiths, Noakes & Pocock, 1997). 
Beam-hardening refers to the tendency of low-energy or “soft” photons to lose 
energy more rapidly than do high-energy photons. Therefore, while passing through the 
body, the average intensity of the two beams tends to increase or become “harder” 
(Pietrobelli et al., 1996). 
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Finally, when differentiating soft tissues based on their R-values, the DXA 
software assumes a constant FFM hydration of 0.73 mL/g (Van Loan, 1998). It has been 
shown through in vitro experimentation that changing the level of hydration of a tissue 
can effect that tissue’s measured R-value (Pietrobelli et al., 1996). However, repeated 
scans on individuals undergoing haemodialysis showed no changes in BMC or FM after a 
removal of bodily fluid (Horber, Thomi, Casez, Fonteille & Jaeger, 1992). In line with 
this finding, Formica, Atkinson, Nyulasi, McKay and Heale (1993) demonstrated that 
reductions in water post-dialysis were reflected in reductions in FFM from repeated DXA 
scans. 
DXA is currently considered the reference standard procedure for determining 
BMD (Lewiecki, Binkley & Petak, 2006; Laster, 2014). However, the ability of DXA as 
an imaging technique to discern the distributions of soft tissue as well as BMC at various 
locations throughout the body makes it valuable in many other body composition 
settings. DXA is also a much more convenient option than other techniques, based on a 
relatively low scan time. While original DXA scanners utilizing “pencil” X-ray beams 
and single detectors could take up to 40 minutes to scan the entire body (Adams, 2013), 
the introduction of fan-beams and multiple beam detectors, has reduced the time to 
approximately five minutes for a full body scan. This is also significantly shorter than the 
time required for full body MRI scans (~30 minutes – Ellis, 2000). 
A recent review of the literature by Toombs et al. (2012) compared the results of 
several studies which examined the differences between FFM measured by various DXA 
models and the current 4-C reference method. This comparison showed very little 
agreement between the various models. Furthermore, Soriano et al. (2004) observed 
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significant differences in measured BMD and %BF between models from different 
manufactures, as well as models from the same manufacturer employing different beam 
technology. These discrepancies are most likely due to differences in hardware, as well as 
the software used to analyse the raw data. For instance, the method used to differentiate 
soft tissue overlaying bone may be different between to manufacturers. Thus, it is widely 
recommended throughout the literature that longitudinal studies be consistent with their 
use of model and software, and that results from different DXA scanners be compared 
with caution. Despite its limitations, DXA is considered a reference method in the 
analysis of body compositions. With its relatively short scan time, results can be available 
immediately following the scan, increasing convenience for patients in a diagnostic 
setting, but also in research settings involving large numbers of participants. 
2.2.6 Magnetic Resonance Imaging 
Magnetic resonance imagining is a technique used to create images of internal 
tissues of the body in vivo. Much of the body is made up of tissues containing hydrogen 
atoms. A hydrogen atom nucleus is composed of a single proton, which naturally spins 
about the axis of its own magnetic field. When these protons are placed in an external 
magnetic field, they will align themselves either parallel (lower-energy state) or anti-
parallel (higher-energy state) to the axis of that field (termed B0). MRI machines create 
such a field, directed along the long axis of the body, using magnets placed in a cylinder 
along that same axis. In order to gain a signal from these protons, which can be used to 
create an image of internal tissues, a radiofrequency (RF) pulse is emitted 
perpendicularly to the axis of B0, and hence, also the axes of the protons. This RF pulse 
transfers energy to the protons, causing their orientation to flip from a parallel to anti-
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parallel orientation. The RF pulse also causes groups of protons to spin about the axis of 
B0 in-phase with one another. The net changes in orientation and spin phase of groups of 
protons resulting from the RF pulse can be detected. Shortly after the RF pulse has 
ceased, some protons will relax back to the lower-energy state orientation. The protons 
will also revert to spinning out of phase with one another. This relaxation will cause the 
net changes that were detected post-RF pulse to disappear. The time it takes for these net 
changes to vanish differs among tissues. These timings have been determined through 
experimentation. Therefore, by measuring the amount of time it takes for protons in a 
certain location of the body to revert to their pre-RF pulse state, one can determine the 
type of tissue found in that location. 
MRI is able to produce higher resolution images of the body, relative to other 
imaging techniques like plain radiography and CT, and therefore shows promise for use 
in determining body composition. Studies have been conducted which demonstrate that 
MRI produces accurate results when used to determine quantities and distributions of soft 
tissues (Ellis 2000; Ross, 1996). The main drawback of MRI is the high associated cost 
(Edelman & Warach, 1993). For diagnostic purposes, high resolution images are 
necessary, but the large sample sizes typically required for body composition research 
may preclude MRI from seeing major use in a research setting. 
2.2.7 In Vitro Analysis 
The only direct method of measuring the masses of tissues of the human body is 
through dissection in vitro. These dissections can be categorized as either “chemical” or 
“anatomical”. Chemical analyses typically divide the body into its “atomic” or 
“molecular” constituents as defined by the 5-level organization model developed by 
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Wang et al. (1992). Anatomical dissections correspond to the “tissue-system” level of 
body composition, in that they typically differentiate between gross tissue masses 
(Clarys, Martin, Marfell-Jones, Janssens, Caboor & Drinkwater, 1999).  
The quantification of the different anatomical components of the body can be of 
special interest to biomechanists. For instance, values for the masses of the different 
segments of the body are necessary for inverse dynamics analyses. The further 
differentiation of segmental masses into their soft and rigid components is necessary for 
the analysis of the relative motions of those tissues. 
 The first study that analyzed the proportions of gross tissues by segment was 
conducted by Dempster and Gaughran (1967), wherein seven cadavers were dissected. 
The means of the percentages of the body's mass (%Mass) attributed to skin and fascia 
combined, muscle and bone, were each provided for the thigh, shank, foot, arm, forearm, 
hand, and left shoulder. Mean volumes and %Mass were also given for the intact 
segments. Another group of dissections, termed "The Brussels Cadaver Study", was 
performed by Clarys and Marfell-Jones (1986), who reported the mean masses, volumes, 
densities and %Masses of skin, adipose tissue, muscle and bone for the thigh, shank, foot, 
arm, forearm and hand from six cadavers (three male, three female). 
The ultimate goal of body composition research is to develop techniques that can 
be used to measure and quantify the various distinct bodily compartments in living 
humans in order to improve quality of life, whether by aiding clinical diagnoses, 
improving nutritional status, or by providing direction for exercise behaviours, etc. In 
vitro research contributes to this goal by providing directly measured reference values 
from cadavers, which can be used to develop, calibrate, and validate in vivo techniques. 
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That being said, no in vivo body composition technique has ever been directly validated 
to date by comparison with data from dissection in humans. Instead, researchers must 
rely on validating their methods against other indirect methods.  
Despite the fact that in vitro dissection allows for the direct measurement of tissue 
masses, limitations to the use of the values determined from these studies, as references 
for in vivo body compositions analyses, do exist. These limitations include changes to the 
body which may occur post mortem, preservation procedures, relatively small sample 
sizes, and a lack of data from different populations (Clarys & Marfell-Jones, 1986). 
2.2.8 Anthropometry and Skinfolds 
Anthropometry refers to the measurement of the physical dimensions of the 
human body. Typically this involves measuring the lengths, depths, breadths and/or 
circumferences of body segments using measuring devices such as tapes, anthropometers 
and calipers. Anthropometry is used extensively in the disciplines of ergonomics and 
human factors, as well as in clinical and athletic settings. However, the most common use 
of anthropometric data is for developing and performing body composition analyses. A 
skinfold measurement is performed by pinching the skin and underlying adipose tissue 
into a fold and measuring the width of the fold with calipers. These widths are then 
inputted into an equation which predicts the participant’s %BF. Measurement of %BF via 
skinfolds is the most common form of body composition analysis (Ackland et al., 2012). 
The relationship between external anthropometrics/skinfolds and body 
composition has been extensively examined. Classical skinfold equations for predicting 
BF are developed through multiple linear regression, typically using hydrodensitometry 
to determine the percentage of fat for use as the dependent variable (examples: Jackson & 
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Pollock, 1978; Wilmore & Behnke, 1970). Models for predicting various compartments 
using a combination of skinfold and anthropometric measurements have also been 
developed using most, if not all other body composition techniques as reference methods. 
For this reason, anthropometric models have been criticized for being doubly-indirect, in 
that they require assumptions to provide predictions for other indirect body composition 
information (Clarys et al., 1999). In other words, the models developed from skinfold and 
anthropometric measurements possess their own inherent assumptions, but they also 
adopt those of the reference method from which they are developed. The potential 
limitations of these models include the subjective identification of the body landmarks 
which serve as reference points for standardized measurements. While studies have been 
conducted which demonstrate good inter- and intra-rater reliability (Burkhart et al., 2008; 
Stomfai et al., 2011), others show that inter-observer bias in measurement techniques can 
be a significant source of error (Kouchi, Mochimaru, Tsuzuki & Yokoi, 1999).  
Despite this, the advantages of using anthropometric measures and skinfolds to predict 
body composition, namely the fact that they can be quickly and inexpensively 
administered relative to other BCA techniques, have made them a widely used method. 
2.3 Changes to Body Composition with Aging 
 Most studies which examine body composition changes are longitudinal in nature 
(Forbes, 1999). In a review of his own data as well as several other longitudinal studies 
from the literature, Forbes (1999) showed that with age, changes in FFM were related to 
overall weight change. Individuals who did not experience a change in weight, tended to 
experience a loss in FFM (1.5 kg on average), and therefore a corresponding increase in 
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%BF. Many other studies have also reported losses in FFM in older individuals (Jackson 
et al., 2011). Sarcopenia, which is the loss of skeletal muscle mass associated with aging, 
may be closely associated with the loss of FFM reported to correspond with aging. A 
comparison between younger and older men and women showed reductions in cross 
sectional area of the quadriceps muscle of between 25-35% with increased age (Young, 
Stokes & Crowe, 1984, 1985). In a large longitudinal study (n = 7265) of men aged 20-96 
years, Jackson et al. (2011) showed %BF as a quadratic function of age, where %BF 
increased from age 20 years until levelling off around age 70 years. This increase in %BF 
results from a much larger relative increase in FM, which was shown to increase until 
roughly the age of 80 years, compared to FFM, which rises only slowly and levels off in 
the mid-40s. 
 Another change to the body’s composition which has been documented with 
aging is a decrease in bone mineral density. Wishart, Need, Horowitz, and Nordin (1995) 
reported accelerated bone loss in men at several sites on the body after the age of 50 
years. Bernsten, Fønnebø, Tollan, Søgaard, and Magnus (2001) reported similar results 
from a study conducted on 7,620 men and women between the ages of 25 and 84 years. 
Furthermore, their data suggests that variability in bone mineral density increases in older 
age groups. Results from a previous study by Talmage, Stinnett, Landwehr, Vincent & 
McCartney (1986), which examined 1,229 women between 18 and 98 years of age, are in 
further agreement. 
 As the human body ages, overall body composition changes occur, alongside 
changes in the relative distribution of tissues in the body. The aging process has been 
shown to result in increased central adiposity in both males and females (Horber, Gruber, 
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Thomi, Jensen & Jaeger, 1997). This increase in central adiposity will result in an 
increase in the ratio of WM to rigid mass in the trunk region, which could potentially 
affect the attenuation of impact forces as they travel along the spine. In fact, Bazrgari et 
al. (2011) showed, with the use of a finite element model of the spine, that consideration 
for soft tissue movement reduced impact forces on the spine predicted by the model, and 
increased the accuracy of the model predictions, compared to measured trunk kinetics. 
However, determining accurate WM parameters remains difficult, and these difficulties 
may be compounded when considering that populations may differ significantly in the 
distribution of various tissue masses, as is the case when comparing young and middle-
aged adults. 
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3. Methods 
3.1 Participants 
One hundred and one participants (50 females, 51 males) between the ages of 35 
and 65 years made up the sample for this study. An additional project, utilizing a healthy, 
university-aged population, was carried out in parallel. Participants for the current study 
were recruited from the staff of the hospital where the data were collected, and from the 
local community, via posters and word of mouth. Each participant received a University 
of Windsor Kinesiology research t-shirt and information regarding their body 
composition, as determined by the DXA scan. Participants were excluded from the study 
if they were taller than a maximum height of 198 cm (6.5 ft.). This represents the length 
of the scanning window of the DXA machine. Scans of individuals taller than this would 
not contain the entirety of their body mass, and would therefore be unusable for the 
purpose of this study. Female participants were also excluded if they were pregnant, due 
to the small amount of radiation exposure during a DXA scan.  All participants provided 
written, informed consent before participating in the study. This study was approved by 
the Research Ethics Boards of the University of Windsor and Windsor Regional Hospital. 
3.2 Generation and Validation Samples 
Participants were randomly assigned, using the random number generator in 
Excel, to two groups, each with roughly equal males and females. The data from the first 
group, the “generation sample” (n = 76), were used to develop the tissue mass prediction 
equations (see description below). The data from the second group were used as an 
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“independent validation sample” (n = 25) to assess the predictive ability of the equations 
for the head, neck, and pelvis. A subsample of the validation sample (n = 23) was used to 
validate the trunk equations. Two participants were identified after the data collection as 
having undergone breast augmentation surgery. Breast implants have been shown to 
cause significant overestimations of BMC by DXA in the trunk, but have no statistically 
significant effects on other areas. Therefore, the data from these two participants were 
still used to assess the validity of the other equations (Madsen, Lorentzen, Lauridsen, 
Egsmose & Sorensen, 2000). The number and proportion of participants in each group 
are similar to those used by Arthurs and Andrews (2009). The composition of the 
generation and validation samples was balanced based on the mean ages, heights and 
body masses of the participants by manually swapping pairs of participants until the 
means and variances were not significantly different between the groups. 
3.3 Instrumentation 
3.3.1 Anthropometry 
The purpose of this study was to develop equations which will output predicted 
segment tissues masses (BMC, FM, LM and WM) for the head, neck, trunk and pelvis 
segments of healthy, working-aged people, given simple anthropometric measurements 
as inputs. To develop and validate these equations, a sample of measurements including 
segment lengths, circumferences, breadths, depths, and skinfolds were acquired using 
fibreglass measuring tapes (lengths and circumferences), anthropometers (breadths and 
depths) (Lafayette Instrument Company, model #01140, 01291 & 01290), and skinfold 
calipers (skinfold thicknesses) (Slimguide Callipers®, Creative Health Products) (see a 
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full description of the measurements that were taken in the Procedures section below). 
The advantages of anthropometric measurements include: low cost, high reliability 
(George, Kahelin, Burkhart & Andrews, 2015), relative ease of use, and wide acceptance 
in research related to body composition (Klipstein-Grobusch, Georg & Boeing, 1997). 
3.3.2 DXA 
In order to generate tissue mass predictive equations using multiple linear 
regression, a sample of actual tissue masses (wobbling, lean, fat and bone tissue masses) 
was required. DXA was used to measure these values for the head, neck, trunk and pelvis 
segments. The model of DXA scanner at the Metropolitan campus of the Windsor 
Regional Hospital, where data were collected, was a GE Lunar Prodigy Advance. This 
scanner uses a narrow fan beam system. This system incorporates the advantages of both 
fan beam and pencil beam technologies in that it greatly reduces scan time from a pencil 
beam, but also increases accuracy by reducing magnification (Toombs et al., 2012). 
3.4 Procedures 
Data collection consisted of two parts, both occurring at the hospital. The first 
consisted of a battery of anthropometric measurements taken bilaterally for each 
participant. Two private rooms at the hospital were used so that two participants could be 
measured at the same time. After being measured, participants were directed to the room 
with the DXA machine to undergo a full body scan. 
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3.4.1 Anthropometric Measurements 
Anthropometric measurements were taken by two teams, each consisting of two 
measurers. Teams consisted of one male and one female, or, in some cases, both 
measurers were the same sex as the participant. The measurers underwent extensive 
training to develop expertise with the entire battery of anthropometric measures on 
individuals with varying body types. Training took place in the biomechanics lab in the 
Human Kinetics building at the University of Windsor, with volunteers mostly from the 
Human Kinetics student body. Two measures would administer the full battery of 
anthropometric measurements independently, and then repeat this process. Evaluation of 
skill was based on the level of consistency between and within measurers from the same 
individuals in the practice setting. Furthermore, the reliability of the measurements 
between- and within-measurers was determined in a separate laboratory study prior to 
data collection at the hospital. The results of the laboratory study revealed inter- and 
intra-measurer coefficients of variation for all measurements lower than 10% (George et 
al., 2015). Depending on the number of available measurers on a given day, the length of 
the scheduled data collection sessions ranged from 5 to 8 hours per session. The two 
working teams changed throughout the day to allow for breaks. 
The anthropometric measurements consisted of eight lengths, seven 
circumferences, nine breadths and five skinfolds, for the head, neck, trunk and pelvis 
segments (a total of 34 measurements), as well as standing height and body mass. The 
details for these measurements are provided in Table 1. In addition, measurements 
identical to those used by Holmes et al. (2005) and Arthurs and Andrews (2009) were 
also performed on the lower and upper extremities. Tables A1 and A2 contain the details 
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for all of the extremity measurements. Consistent with these studies on the extremities, 
all measurements for the head, neck, trunk and pelvis were recorded to the nearest 
millimetre. After the paper forms used for recording the measurements were filled in, 
they were checked by a third person for completeness. This occurred while that 
participant was being scanned, so any missed measurements could be obtained or obvious 
errors could be verified before the participant left the hospital. 
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Table 1: Description of measurements taken and recorded to the nearest millimetre from 
the head, neck, trunk and pelvis. 
Measurements Segment Description and landmarks 
Lengths Pelvis (A) Vertical distance between the pubic symphysis and the most superior point of the iliac 
crests 
 Pelvis (L) Vertical distance between the greater trochanter and the most superior point on the iliac 
crest 
 Abdomen (A) Vertical distance between the most superior point of the iliac crests and the xiphoid process 
of the sternum  
 Thoracic (A) Distance between the xiphoid process and the suprasternal notch of the sternum 
 Trunk (L) Distance between the most superior point of the iliac crests and the acromion 
 Trunk (P) Vertical distance between the posterior superior iliac spines and  the top edge of the spinous 
process of C7 
 Neck (A) Distance between the suprasternal notch and the base of the mandible, with a closed mouth 
and neutral spine 
 Neck (P) Distance between the top edge of the spinous process of C7 and the base of the external 
occipital protuberance 
 Head Vertical distance between the base of the mandible and the top of the skull 
Circumferences* Hips Horizontal distance around the hips at the level of the greater trochanters of the femurs 
 Pelvis Horizontal distance around the pelvis at the level of the superior aspects of the iliac crests 
 Waist Horizontal distance around the trunk at the level midway between the last ribs and the most 
superior point of the iliac crests 
 Underbust Horizontal distance around the trunk at the level of the xiphoid process  
 Bust Maximum distance around the trunk between the xiphoid process and the suprasternal 
notch of the sternum 
 Neck Distance around the neck, perpendicular to the long axis, at the level of C6 
 Head Horizontal distance around the head at the level supraorbital margins 
Breadths/Depths* Pelvis (M-L) Distance across the hips at the level of the maximum circumference in the frontal plane 
 Pelvis (A-P) Distance across the pelvis at the level of the sacral hiatus along the antero-posterior axis. 
 Abdomen (M-L)  
 Abdomen (A-P) Distance across the abdomen at the level of the waist circumference along the antero-
posterior axis 
 Chest (M-L) Distance between the anterior axillary folds 
 Chest (A-P) Distance across the chest at the level of the xiphoid process along the antero-posterior axis 
 Breast (A-P) Distance across the thoracic region at the level of the bust circumference along the antero-
posterior axis 
 Sternum (A-P)  
 Shoulders (M-L) Distance between the acromions 
 Head (M-L) Distance across the head at the level of the mandibular fossa along the medio-lateral axis 
 Head (A-P) Distance across the head at the level of the external occipital protuberance along the antero-
posterior axis  
Skinfolds† Subscapular  Oblique fold (45 degree angle) 1 cm below the inferior angle of the scapula. 
 Midaxillary Vertical fold on the midaxillary line at the level of the xiphoid process of the sternum. 
 Chest Oblique fold one third of the way down the line between the anterior axillary fold and the 
nipple (Closer to the axilla). (For men, the distance is increased to halfway)  
 Suprailiac Oblique fold taken in line with the natural angle of the iliac crest immediately superior to 
the iliac crest. 
 Abdomen Vertical fold 2 cm to the right side of the umbilicus 
A - anterior, P - posterior, M - medial, L - lateral, A-P - antero-posterior, M-L - medio-lateral. 
*All circumferences and depths measured after a normal exhalation. Participants were also instructed to stand with feet slightly 
narrower than shoulder width, in a normal, relaxed state. 
†Skinfold locations parallel those from Jackson & Pollock (1978). 
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3.4.2 DXA Scan 
The DXA scanning process required participants to lie supine on the scanning 
bed, arms at their sides, palms facing down and feet together, such that their entire body 
stayed within the boundaries of the scanning window (marked as a rectangle on the 
scanning bed). The scans were performed by a technician trained to operate the machine 
for the hospital. Following the scan, the digital data were saved for future analysis in the 
biomechanics and ergonomics lab at the University of Windsor. All data were labelled 
with a code, rather than the participant's name, in order to ensure confidentiality of their 
personal information. Participants were given a printout from the DXA scanner with their 
personal body composition results. A digital copy of the data for each scan was archived 
by the hospital, merely as a record of machine use. 
In order to facilitate reliable access to body landmarks during the anthropometric 
measurement portion of the data collection, participants were instructed to wear minimal, 
tight fitting clothing (e.g., spandex shorts, sports bras, shorts, tank tops, etc.). In addition, 
so as not to interfere with the DXA scan, participants were requested to abstain from 
wearing jewellery or clothing that is loose fitting or has metal components (e.g., buttons, 
zippers, bras with underwires, etc.). Participants with prosthetic limbs or joints, metal 
plates or pins, or non-removable jewellery or piercings were excluded from the study.  
Anthropometric measurements took approximately 20-30 minutes to perform for 
each participant. Including the DXA scan, the total time needed to collect data on each 
participant was approximately 30-40 minutes. 
Data collection occurred outside of normal hospital hours so as to avoid conflicts 
with clinical usage of the scanner. Therefore, participants maintained a “visitor” status in 
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the hospital (i.e., they were not admitted to the hospital and no records were taken, other 
than those required for the purposes of the study). 
3.4.3 DXA Analysis 
DXA scan files were analyzed using software (enCORE, 2006, GE Healthcare, 
version 15) provided by the manufacturer. The purpose of this study was to develop 
prediction equations for the masses of the different tissues in the head, neck, trunk and 
pelvis segments, so the analysis was focused on these regions. The data from the upper 
and lower extremities will be analyzed in other projects in the future. This was indicated 
on the consent and information forms provided to the participants before data collection 
began. The head, neck, trunk and pelvis segments were isolated from each other on the 
DXA scans using polygonal “regions of interest” (ROI) (as in Figure 2) within the 
software. Tissue masses (BMC, FM, LM and WM) specific to each ROI were outputted 
on the screen and then subsequently input into a spreadsheet for further analysis.  
This process of defining the ROIs was performed by an analyst and consisted of 
manipulating the vertices of a polygon surrounding each segment, such that only those 
tissues attributed to the segment were found within the polygon. This procedure limits the 
options for segmentation, for two reasons. First, the use of straight lines between the 
vertices made it difficult to accurately trace around curved bony processes, for instance, 
when separating the femurs and humeri from the trunk segment at the hip and shoulder 
joints, respectively. Second, the images from DXA are two-dimensional. Therefore, 
segmentation could only occur in the frontal plane. Thus, bony processes overlapping 
each other in the frontal plane were attributed to one segment or the other. For these 
reasons, the segmentation method was a combination of the methods used by Dempster 
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(1955) and Clarys, Martin and Drinkwater (1984), with most soft tissue (that not 
overlaying bone) being separated by a plane coincident with the approximate joint centre, 
and bones being “disarticulated” as closely as possible. In this way, minor portions of 
some segments ended up being misattributed to an adjacent segment. Examples of 
segmentation at the cervical spine, hip, and shoulder are shown in Figure 3. Examples of 
the regions that were used in the current study are shown in Figure 4. 
 
 
Figure 2. Images showing rigid (A) and soft (B) tissues from 
a DXA scan. The scan has been segmented to form the head, 
neck, trunk and pelvis regions of interest (ROI). 
 
 
 
 
 
A B 
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Figure 3. (A) Segmentation at the C2-C3 joint. (B) Segmentation at 
the shoulder joint. (C) Segmentation at the hip joint. The dashed 
lines represent Dempster’s segmenting technique (1955) and the 
solid black line represents the technique by Clarys et al. (1984) 
(Figures are from Clarys & Marfell-Jones, 1986). 
 
 
 
 
Figure 4. Regions of interest that were used for the 
segmentation of the DXA scans for the current study: 1) 
head, 2) neck, 3) trunk, 4) pelvis. 
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3.5 Statistical Analyses 
All statistical analyses were performed in SPSS for Windows, version 21.0. 
3.5.1 Initial Analysis 
All data were manually keyed into SPSS for statistical analysis. These data 
included sex, mass, age, and all anthropometric data from each participant (34 
measurements), as well as all tissue masses from the DXA scans.  These masses consisted 
of BMC, FM, LM and WM from the head, neck trunk and pelvis; a total of 16 masses (4 
segments x 4 tissue masses) for each participant. Overall, a total of 51values were entered 
for each participant. 
In order to ensure the accuracy of data entry, data from unilateral measurements 
were proofread by two people (the analyst who entered the data and one of the other 
measurers who was trained to take the measurements at the hospital). Cases in the Excel 
file that differed from those of the paper form that was filled out at the hospital were 
corrected to the value from the form. 
The total sample (n = 101) was divided into two groups: a generation sample and 
a validation sample. The generation sample consisted of a random selection of 76 
participants (taken evenly from females and males). The remaining participants made up 
the validation sample (as described in section 3.2), which was used to independently 
validate the prediction equations (as in Jackson & Pollock 1978; Holmes et al., 2005; 
Arthurs & Andrews 2009). The equations of Holmes et al. (2005) were generated using 
52 individuals, a number chosen based on the 4:1 ratio of participants to variables 
recommended as a minimum for multiple linear regression analyses by Kerlinger and 
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Pedhazar (1973). Arthurs and Andrews (2009) increased their generation sample to 76 to 
improve the statistical power of their equations. The size of the generation sample for this 
study was chosen to deliberately mirror Arthurs and Andrews (2009). 
Levene’s test for homogeneity of variance and independent samples t-tests were 
performed on the generation and validation samples to ensure that between group 
discrepancies across variables were minimized. Samples were rearranged participant by 
participant until the tests mentioned above showed no statistically significant differences 
for any of the independent variables. This is necessary, as an accurate validation of the 
generated equations requires equal variances between the two groups (as shown by 
Levene’s test). 
Finally, a correlation matrix for the anthropometric variables was generated in 
order to identify if any of the anthropometric variables were highly correlated with each 
other, prior to their input into the multiple linear regression analyses. Elimination of 
highly correlated variables prior to their entry into the linear regression is prudent for 
three reasons. First, it helps to prevent issues of inflation of variance explained by 
redundancies from highly correlated variables. Second, potentially reducing the number 
of variables while maintaining the same number of participants increases the participant-
to-variable ratio, thereby increasing statistical power. Finally, by identifying highly 
correlated pairs of variables, the investigators can favour variables that are more 
conveniently, reliably, or precisely measured (Harris, 2001). 
3.5.2 Prediction Equation Generation 
Prediction equations were generated using stepwise multiple linear regression. 
This technique combines forward selection and backwards elimination of independent 
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variables (i.e., the anthropometric measures and personal characteristics) in order to 
determine those which account for the greatest amount of explained variance in the 
dependent variables (i.e., the tissue masses). Multiple linear regression analyses require 
that certain statistical criteria are met. These criteria include: the absence of outlier values 
within variables, multicollinearity between variables, and normality and homoscedasticity 
of the overall data set. 
3.5.3 Outliers 
Outliers are data cases that fall a great distance away from the mean of a sample, 
relative to the standard deviation of the sample. In other words, outlier cases have a high 
probability of belonging to a population different from that which the rest of the sample 
was drawn. In a multiple linear regression analysis, outliers can adversely affect the 
ability of creating an equation capable of making accurate predictions. They can be said 
to “pull” the line-of-best-fit away from where it belongs for the intended population, 
thereby increasing the error of the regression model (Harris, 2001). 
Outliers can be univariate or multivariate. Multivariate outliers are cases wherein 
the combination of values for two or more variables results in the case sitting outside of 
the “normal” range for the given variables. As such, it is not necessary for the values in 
any of the individual variables to be outliers. Therefore, in order to detect a multivariate 
outlier, one must look at the distance of the case relative to the mean case, in relation to 
the spread over all variables in question. This distance is called the Mahalanobis distance 
(Dm). SPSS calculates minimum, mean, and maximum values for Dm within a model. To 
ensure a conservative analysis, the maximum value was selected. In cases where Dm 
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exceeds its critical value, Cook’s distance was examined. If Cook’s distance was not 
significant, (i.e., less than 1) the variable was left in the sample. 
3.5.4 Normality and Homoscedasticity 
For the assumptions of normality and homoscedasticity to be satisfied, the 
distributions of values of the dependent variable for every linear combination of values of 
the independent variables must be normal and of constant variance, respectively. It 
follows from this that the residuals for each combination of values for the independent 
variables will also be normally distributed about the corresponding mean value for the 
dependent variable. Consequently, normality and homoscedasticity were assessed by 
plotting the calculated residuals against probable residuals. 
These assumptions can also be verified by viewing histograms of the independent 
and dependent variables and residual frequencies, as well as evaluating the ratio between 
skewness and kurtosis. The magnitude of this ratio should not exceed 1.96, for an alpha 
level of 0.05 (Stevens, 2002). However, for large samples (~n < 100), it has been 
suggested that the significance of the level of skewness is less important than its 
magnitude (Tabachnick & Fidell, 2013). In light of this, Arthurs and Andrews (2009) 
referred to Kline’s (2011) rule of thumb and accepted absolute skewness and kurtosis 
values less than 3 and 10, respectively. This was also done in the current study. 
3.5.5 Multicollinearity 
The final assumption of multiple linear regression is the absence of 
multicollinearity. Multicollinearity refers to the presence of variables that are highly 
correlated with one another. In order to make predictions of the dependent variable, the 
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model must determine the individual influences of the independent variables. This 
becomes less precise if two or more variables are highly related. This was initially treated 
with the construction of covariance matrices, where highly correlated pairs of variables 
for each segment were identified. Decisions regarding which variables were removed 
from the regressions were made based on three factors. First, the predictive ability of 
each of the related variables combined with the other predictors. Second, the reliability of 
the measurement was assessed, as reported by George et al. (2015). Finally, for variable 
pairs that were very similar on the first two criteria, relatively more invasive 
anthropometric measurements were favoured for elimination with consideration for 
future participant comfort. Variable pairs displaying correlations higher than 0.8 were 
targeted. 
To identify collinearity across multiple variables, a post-regression examination 
of coefficient tolerance and variance inflation factor (VIF) values was also used to assess 
multicollinearity. Tolerance values less than 0.2, or VIF values greater than 10 indicated 
multicollinearity (Menard, 1995; Kline 2011). 
3.5.6 Prediction Equation Validation 
Anthropometric data from the validation sample were used as inputs for the 
prediction equations; the predicted tissue masses were then compared to those measured 
by DXA. Percent error, root mean squared error (RMSE) and correlation coefficients 
between the predicted and measured masses were then calculated to assess the accuracy 
of the equations. 
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4. Results 
4.1 Initial Results 
4.1.1 Accuracy of Data Input 
DXA segmentation using ROIs was performed twice by the same individual, with 
approximately 1 week between analyses. The inter-rater reliability of segmenting the 
DXA scans for each region of interest has been shown to be excellent, with CVs ranging 
from 0.00% to 6.92% (Gyemi, Kahelin, George & Andrews, 2016). Therefore, the 
decision was made to take an average of the values from the two trials, theoretically 
bringing the value used in the analyses closer to the true value. 
Careful proof reading of all data revealed some miss-keyed information. These 
errors were rectified by comparing them to the numbers recorded on the original forms 
filled out during data collection. Scatter plots and histograms were used to reveal any 
outliers. This assessment revealed a few cases where, upon inspection, values were likely 
recorded in the wrong units (e.g., inches vs. cm).  The instruments used for obtaining the 
anthropometric measurements all displayed values in inches and centimetres closely 
together.  Furthermore, there were three cases, one each for Head Length, Waist Breadth 
(M-L), and Subscapular Skinfold, where data were missing from the data set.  These 
values were not caught during inspection right after data collection at the hospital.  The 
mean value for each variable from the rest of the sample was used to replace the empty 
cells in these cases, as recommended by Tabachnick and Fidell (2013). 
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Finally, screening of z-scores and histograms revealed four cases where data did 
not seem realistic, given the distance of the score from the rest of the range, as well as a 
large discrepancy with other similar anthropometric measurements for the same 
participant. For instance, Posterior Neck Length measurements for 2 participants were 
recorded as 16.7 cm (z = 3.06) and 16.8 cm (z = 3.11). Compared to the measurements 
for Anterior Neck Length for these two participants, 8.9 cm (z = -0.25) and 7.2 cm  
(z = -1.18) respectively, it is highly probable that these values were recorded incorrectly. 
The other two cases were for Head Breadth (M-L) (15.6 cm, z = -4.24) and Neck 
Circumference (19.89 cm, z = -3.55). All four cases were replaced with the mean value 
from the corresponding variable. 
4.1.2 Creating Generation and Validation Samples 
Seventy-six participants were randomly assigned, using a random number 
generator in Excel, to the generation sample. The remaining 25 participants were 
assigned to the validation sample. Means and standard deviations for all independent 
variables for males and females from both samples are shown in Table 2. Independent 
samples t-tests were then run for Age, Height and Body Mass between the two groups. 
Levene’s test was also used to assess the homogeneity of variance across the two groups. 
Individuals were swapped between the two groups as required until homogeneity of 
variance was achieved between the samples for Age, Height and Body Mass, and the 
independent samples t-tests showed no significant differences between these variables. 
Levene’s test and independent samples t-tests were then run for all other independent 
variables (anthropometric measurements), revealing homogenous variances and no 
significant differences.  
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Table 2: Mean (± SD) values for the physical characteristics and anthropometric 
measures for male (M) and female (F) participants from the generation and 
validation samples. 
Variable/ 
Measure 
Generation Sample (n = 76) Validation Sample (n=25) 
M (n = 38) F (n = 38) M (n = 13) F (n = 12) 
Physical 
Characteristics         
Age (years) 49.4 (8.5) 49.3 (6.7) 49.4 (8.8) 48.2 (7.9) 
Height (cm) 177.6 (7.0) 162.0 (7.2) 177.6 (6.5) 163.7 (3.7) 
Body Mass (kg) 85.8 (17.0) 68.7 (12.6) 88.6 (12.2) 72.6 (17.9) 
Lengths (cm)         
Pelvis (A) 14.9 (2.9) 15.8 (3.9) 15.3 (3.0) 16.5 (2.1) 
Pelvis (L) 12.7 (1.8) 10.7 (2.8) 12.2 (2.1) 10.4 (2.6) 
Abdomen (A) 22.9 (3.1) 21.5 (3.1) 22.2 (3.3) 24.0 (4.0) 
Thoracic (A) 18.9 (2.2) 18.7 (1.7) 19.0 (1.7) 17.9 (1.6) 
Trunk (L) 43.0 (3.1) 38.7 (2.5) 42.1 (3.1) 39.2 (2.2) 
Trunk (P) 53.6 (3.5) 48.2 (3.2) 53.6 (3.0) 50.6 (2.6) 
Neck (A) 10.2 (1.9) 8.5 (1.4) 9.9 (1.2) 8.9 (2.0) 
Neck (P) 11.1 (1.5) 9.5 (2.0) 10.4 (1.9) 9.6 (1.5) 
Head 25.9 (1.0) 24.4 (0.7) 26.3 (0.6) 24.8 (0.7) 
Circumferences (cm)         
Hips 101.4 (8.1) 102.9 (9.3) 103.8 (6.2) 102.9 (14.0) 
Pelvis 95.3 (11.7) 95.9 (10.8) 97.0 (11.1) 96.0 (18.6) 
Waist 95.4 (12.9) 87.9 (13.5) 98.4 (12.0) 87.8 (17.4) 
Underbust 97.9 (10.1) 84.8 (9.1) 100.3 (8.9) 85.9 (14.5) 
Bust 102.9 (10.2) 97.2 (10.5) 105.3 (9.5) 97.8 (14.6) 
Neck 40.8 (3.9) 33.9 (2.7) 40.1 (2.5) 34.8 (3.4) 
Head 58.2 (1.8) 55.6 (2.0) 58.4 (2.0) 55.9 (1.7) 
Breadths (cm)         
Pelvis (M-L) 35.7 (2.3) 36.1 (3.3) 36.5 (2.4) 36.0 (3.9) 
Pelvis (A-P) 19.8 (2.5) 19.8 (2.5) 20.0 (2.6) 19.1 (3.2) 
Waist (M-L) 33.4 (3.5) 30.4 (3.5) 34.4 (3.2) 30.4 (5.3) 
Waist (A-P) 23.9 (4.6) 22.8 (4.2) 25.3 (4.3) 22.9 (6.0) 
Chest (M-L) 35.4 (3.0) 31.6 (2.7) 35.8 (2.2) 33.1 (3.3) 
Chest (A-P) 23.5 (3.3) 21.3 (3.7) 24.6 (3.5) 22.6 (4.6) 
Breast (A-P) 25.7 (3.1) 25.7 (3.9) 26.8 (3.7) 26.1 (4.2) 
Sternum (A-P) 17.8 (2.1) 14.6 (1.7) 17.4 (1.4) 14.8 (2.1) 
Shoulders (M-L) 41.0 (2.2) 36.5 (2.6) 41.3 (3.0) 37.1 (2.7) 
Head (M-L) 14.5 (1.0) 13.5 (0.7) 14.8 (0.9) 13.6 (0.9) 
Head (A-P) 20.0 (0.7) 19.1 (0.7) 20.1 (0.6) 19.1 (0.8) 
Skinfolds (mm)         
Subscapular  20 (10.0) 21 (8.36) 21 (8.4) 20 (111.0) 
Midaxillary 16 (8.8) 16 (8.65) 16 (8.5) 18 (9.3) 
Chest 11 (7.2) 13 (7.75) 12 (6.1) 17 (11.5) 
Suprailiac 20 (10.4) 21 (8.02) 21 (7.8) 20 (9.7) 
Note: A = anterior, P = posterior, M = medial, L = lateral. 
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4.2 Preliminary Verification of Multiple Linear Regression Assumptions 
4.2.1 Univariate Outliers 
After creating the generation sample, z-scores for each variable were calculated to 
check for the presence of outliers in this new sample. Z-scores for 11 cases across 10 
variables exceeded 3.29 (z = 3.89, 3.79, 3.58 and for the remaining eight cases, z ≤ 3.41).  
However, these cases were left in the analysis for two reasons. Firstly, the outlier cases 
were all observed from the same three participants. Z-scores across most other variables 
for these participants were also high, suggesting that the cases identified as outliers by 
their z-scores do in fact represent the actual measurements. Secondly, considering the 
large size of the data set, a few outliers are to be expected. Also, the majority of the 
outliers identified were only somewhat higher than the cut-off (within 0.12 SD). 
4.2.2 Univariate Normality 
The skew ratio (skewness statistic to skew standard error) exceeded ± 1.96 for the 
following variables: Body Mass, Head Breadth (M-L), Waist Circumference, Waist 
Breadth (A-P), Midaxillary Skinfold, Chest Skinfold, Subscapular Skinfold, Neck FM, 
Trunk WM, Trunk FM, and Pelvis WM. The kurtosis ratio also exceeded ±1.96 for the 
following variables: Body Mass, Head Breadth (M-L), Neck FM, Trunk WM and Pelvis 
WM. However, for all the variables listed above, the highest values for the skewness and 
kurtosis statistics were 1.524 and 3.144, respectively. Therefore, according to Kline’s 
(2011) rule of thumb (absolute values for skew and kurtosis < 3 and 10, respectively for 
large samples), the distributions of these variables should not violate the assumption of 
univariate normality made when performing a multiple linear regression analysis. 
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4.2.3 Independent Variable Assessment 
Before analyzing covariance, variables were grouped by the segment from which 
they were measured. Age, Sex, Height, Body Mass and each of the five skinfold 
measurements were also included in each group. Analysis of covariance between the 
independent variables for each segment revealed several pairs with r values exceeding 
0.8. Some of these variables existed in groups, with two or more variables being highly 
correlated with two to three others. In these instances, several “test” multiple linear 
regressions were performed with these related variables split up, and combined with all of 
the other, unrelated (r values < 0.8) variables. The set of variables which provided the 
greatest amount of explained variance were left in. Final decisions regarding which 
variables were left in and which were removed were based on the reliability of the 
measurement (George et al., 2015), as well as considerations of participant modesty. 
As a result of the preliminary verification measures taken prior to entering into 
the multiple linear regression analyses, sets of individual independent variables were 
narrowed down to 11 variables for the head, 11 for the neck, 14 for the trunk, and 8 for 
the pelvis. 
4.3 Prediction Equation Generation 
Sixteen prediction equations were generated through stepwise multiple linear 
regression, one for each of the tissue mass variables for each body segment (head, neck, 
trunk, pelvis). Each regression displayed statistically significant levels of explained 
variance, with F statistics ranging from 19.11 (Head BMC) to 469.30 (Trunk WM), all 
significant with p values < 0.01. Adjusted R2 values for the equations from the generation 
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sample ranged from 0.326 (Head BMC) to 0.949 (Trunk WM). All prediction equations, 
F statistics, adjusted R2 values and SEEs are shown in Table 3. 
 
Table 3: Prediction equations, adjusted R2 and standard errors (SEE) (g) for BMC, FM, 
LM and WM of the head, neck, trunk and pelvis. 
Mass Type and Segment Eq. 
# 
Adj. R2 SEE (g) 
Bone Mineral Content (BMC)    
Y(head) = -801.700 + 29.922x19 - 62.164x2 1 0.326 59.4 
Y(neck) = -11.210 + 2.848x2 + 0.133x4 + 1.151x6 + 0.122x1 2 0.568 3.7 
Y(trunk) = -228.322 + 12.973x5 + 2.855x4 + 82.265x2 3 0.665 81.5 
Y(pelvis) = -370.605 + 3.252x3 + 2.554x4 - 2.879x16 4 0.653 49.5 
Fat Mass (FM) 
   
Y(head) = 518.175 + 8.913x4 + 9.343x17 + 8.833x16 5 0.621 201.5 
Y(neck) = -316.541 + 3.277x15 + 5.242x10 + 2.597x1 + 2.368x17 6 0.768 38.1 
Y(trunk) = -25098.395 + 199.730x9 + 112.477x18 - 3544.304x2 + 401.850x13 7 0.882 1590.5 
Y(pelvis) = -8228.340 + 96.843x8 + 34.549x16 + 103.115x12 - 254.279x2 8 0.883 538.8 
Lean Mass (LM) 
   
Y(head) = -4399.313 + 447.690x2 + 74.066x20 - 8.522x18 9 0.796 223.4 
Y(neck) = 2.044 + 132.673x2 + 3.197x4 - 5.708x16 + 2.527x18 + 11.341x6 10 0.774 67.2 
Y(trunk) = 4332.201 + 4276.003x2 + 170.338x4 - 67.893x18 - 66.96x16 11 0.890 1437.0 
Y(pelvis) = -3495.675 + 40.396x3 + 55.558x4 - 47.088x18 + 731.606x2 12 0.788 692.0 
Wobbling Mass (WM) 
   
Y(head) = -4993.113 + 13.851x4 + 84.248x11 + 128.424x7 + 225.536x2 13 0.924 168.4 
Y(neck) = -656.216 + 32.233x10 14 0.715 97.1 
Y(trunk) = -19767.877 + 233.263x4 + 126.163x9 + 451.863x13 15 0.949 1580.5 
Y(pelvis) = -2752.395 + 110.619x4 + 51.092x8 - 21.821x18 16 0.925 628.4 
Where: x1 = Age (yrs.), x2 = Sex (f = 0, m = 1), x3 = Height (cm), x4 = Body Mass (kg), x5 = Trunk Length 
(L) (cm), x6 = Neck Length (A) (cm), x7 = Head Length (cm), x8 = Pelvis Circumference (cm), x9 = Waist 
Circumference (cm), x10 = Neck Circumference (cm), x11 = Head Circumference (cm), x12 = Pelvis Breadth 
(A-P) (cm), x13 = Chest Breadth (M-L) (cm), x14 = Chest Breadth (A-P) (cm), x15 = Subscapular Skinfold 
(mm), x16 = Chest Skinfold (mm), x17 = Suprailiac Skinfold (mm), x18 = Abdomen Skinfold (mm), x19 = 
Head Length (cm) + Head Breadth (A-P) (cm),  and x20 = Head Length (cm) + Head Circumference (cm) + 
Head Breadth (M-L) (cm). 
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4.4 Post Regression Verification of Assumptions  
4.4.1 Multicollinearity 
Multicollinearity was assessed in a post-regression examination of the tolerance 
and VIF values for each predictor in all 16 equations. Condition indices were also 
examined. This analysis indicated that moderate to severe multicollinearity was present in 
each of the regressions for the head segment, as well as those for Neck and Pelvis FM, 
and Trunk WM, FM and BMC. In order to rectify this, two approaches were taken: 
creation of construct variables from conceptually similar predictors, and elimination of 
variables. 
When multiple, conceptually similar predictors were identified in an equation, for 
instance: multiple measurements taken on the same area of the body – and those 
predictors were shown to be sources of multicollinearity – a factor analysis was 
performed to see if these predictors could be combined. Factor Loading values > 0.45 
were required for inclusion of predictors in composite variables. The composite variables 
were created through the summation of raw scores. This technique was used on predictors 
in the Head LM and BMC regressions. For the Head LM regression, Head Length, Head 
Circumference, and Head Breadth (M-L) were combined. Factor Loading values for these 
measurements were 0.850, 0.897 and 0.799, respectively. For the Head BMC regression, 
Head Length and Head Breadth (A-P) were combined. Factor Loading values were 0.930 
for both components. 
It was also necessary in some instances to simply remove predictors which were 
identified as being redundant. This was the case for the regressions for Head WM (Head 
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Breadth (M-L) removed), Head FM (Head Length and Sex removed), Trunk WM (Chest 
Breadth (A-P) removed), Trunk FM (Chest Breadth (A-P) and Abdomen Length (A) 
removed), Trunk BMC (Waist Circumference removed), Neck FM (Sex removed) and 
Pelvis FM (Body Mass removed).  
After combining select predictors and eliminating others, the regression analyses 
were re-run. In most cases, adjusted R2 values decreased slightly, and SEE values 
increased. The exception was Head BMC, which saw a very slight increase in adjusted R2 
and a reduction in SEE. No further problems with collinearity were identified, with 
tolerance values for all coefficients exceeding 0.204, with VIF values lower than 4.9.  
4.4.2 Outliers 
Post-regression analysis revealed that 5 of the 16 regressions each contained at 
least one case whose Mahalanobis distance exceeded the chi-square critical value (at p < 
0.001), indicating a possible multivariate outlier. However, Cook’s distance for each of 
these cases (Cook’s distance ≤ 0.816) was below the cut-off value (1.0), indicating 
insignificant influence (Tabachnick & Fidell, 2013). These cases were therefore left in 
the regressions. 
4.4.3 Normality, Linearity and Homoscedasticity 
Frequency histograms for the residuals from each regression revealed largely 
normal distributions. Expected normal probability plots for each regression also showed 
normal distributions with points for most cases falling along the diagonal line (which 
represents normality) with only minor deviations. This graphical analysis of the residuals 
to assess multivariate normality, combined with the results from the statistical analysis 
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used to assess univariate normality discussed previously, indicated that the assumption of 
normality was not violated (Tabachnick & Fidell, 2013). 
Linearity of the independent variables making up each regression equation was 
assessed graphically with the use of residual plots. Non-linearity is identifiable in plots of 
residuals vs. predicted values that show a curving plot as opposed to a rectangular plot, as 
well as groupings of points above or below the zero line for different levels of the 
predicted values. Residual plots for all regressions did not show curving trends, 
suggesting that linear relationships were appropriate for these models. Furthermore, plot 
points were generally evenly distributed above and below the zero line, indicating 
linearity in the regression variables (Tabachnick & Fidell, 2013).  
The assumption of homoscedasticity was also evaluated graphically using residual 
plots. Heteroscedasticity of the independent and dependent variables will be reflected in 
the plot of the regression residuals, and will be evident in a residual plot when the width 
of the cloud of plot points (representing the variance) changes at different levels of the 
predicted values (Tabachnick & Fidell, 2013). This narrowing/widening trend was not 
evident in the plots for the regression residuals for any of the regressions performed in 
the current study, which indicates that the variables are homoscedastistic. 
4.5 Validation Analysis 
Anthropometric data from the validation sample were entered into the prediction 
equations for each tissue mass and body segment. The resulting predicted tissue masses 
were compared to the validation sample actual tissue masses (from DXA) to assess the 
accuracy of the predictions (Table 4). Mean percent errors ranged from -2.63% to 6.08%, 
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with 15 out of 16 prediction equations resulting in mean percent errors ≤ ± 2.80%. RMSE 
ranged from 3.3 g (Neck BMC) to 1857.0 g (Trunk FM). 
The strengths of the relationships between the predicted and actual tissue masses 
were also examined. Pearson product moment correlations were calculated, and revealed 
that predicted and actual tissue masses were highly correlated in general (see Figure 5), 
with r values for 15 out of 16 equations greater than or equal to 0.635 (statistically 
significant at p < 0.01). The one exception was for Head BMC, which yielded predicted 
values which did not significantly correlate (r = 0.304) with those measured by DXA (p = 
0.140). 
 
Table 4: Mean (±SD) predicted and actual (DXA) masses and errors from the 
validation sample (n = 25 for head, neck and pelvis; n = 24 for trunk). 
Tissue and 
Segment 
Predicted (g) Actual (g) Error (g) % Error RMSE (g) 
BMC          
Head 518.1 (35.0) 515.9 (55.4) 2.2 (55.8) 1.3 (10.8) 54.7 
Neck 17.8 (4.0) 18.1 (4.9) -0.3 (3.4) 1.1 (18.3) 3.3 
Trunk 586.3 (99.4) 610.3 (154.8) -24.0 (108.6) -0.7 (18.2) 108.9 
Pelvis 349.7 (61.8) 355.4 (83.2) -5.7 (49.9) 0.2 (12.9) 49.2 
FM          
Head 1556.0 (269.4) 1565.8 (374.2) -9.8 (290.9) 2.8 (19.8) 285.2 
Neck 122.3 (60.7) 135.2 (91.1) -12.9 (52.1) -0.3 (47.8) 52.6 
Trunk 9144.4 (4997.6) 8719.8 (4960.9) 424.6 (1848.5) 6.1 (25.9) 1857.0 
Pelvis 3512.0 (1947.4) 3544.4 (1809.8) -32.4 (485.2) -1.7 (18.5) 476.5 
LM          
Head 2768.4 (470.6) 2785.1 (508.4) -16.6 (277.0) 0.2 (10.8) 271.9 
Neck 426.2 (120.3) 431.8 (97.0) -5.6 (69.1) -1.6 (16.9) 68.0 
Trunk 17783.4 (4160.5) 18163.4 (3628.8) -380.0 (1365.2) -2.6 (8.6) 1388.2 
Pelvis 6918.6 (1344.2) 6938.1 (1316.6) -19.5 (881.8) 0.3 (12.9) 864.2 
WM          
Head 4347.1 (565.1) 4351.8 (598.8) -4.6 (186.1) 0.0 (3.7) 182.4 
Neck 553.4 (128.3) 567.9 (153.9) -14.5 (97.9) -0.1 (17.8) 97.0 
Trunk 27170.0 (6801.4) 26886.2 (6867.8) 283.8 (1325.5) 1.2 (5.4) 1327.0 
Pelvis 10497.4 (2358.5) 10486.1 (2654.3) 11.2 (873.7) 1.0 (8.5) 856.2 
Note: RMSE = root mean squared error, BMC = bone mineral content, FM = fat mass, LM = lean 
mass, WM = wobbling mass. 
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5. Discussion 
5.1 Summary of Results 
Sixteen regression equations were developed for the prediction of fat mass, lean 
mass, wobbling mass, and bone mineral content for the head, neck, trunk and pelvis 
segments. Anthropometric measurements (lengths, breadths, circumferences and 
skinfolds) as well as Age, Sex, Height and Body Mass were used as predictors in the 
regression analysis. The F values for each prediction equation were significant, with p 
values < 0.01. The mean adjusted R2 value for all 16 equations was 0.758, with a range 
from 0.326 to 0.949. Four of the five lowest adjusted R2 were for the BMC equations 
(0.326 for the Head to 0.665 for the Trunk), while the highest three adjusted R2 values 
were for WM equations (0.924 for the Head to 0.949 for the Trunk). 
The validity of these equations was evaluated with data from an independent 
sample. Mean percent errors for the predicted values ranged from -2.62% to 6.08% for 
Trunk LM and Trunk FM, respectively. Root mean squared errors ranged from 3.336 g 
for Neck BMC to 1857.0 g for Trunk FM. Predicted and actual tissue masses from the 
validation sample were generally highly correlated, with15 out of 16 mass variables 
being statistically significant at a p value < 0.01 (the exception was for Head BMC, r = 
0.304), with r values ranging from 0.635 for Head FM to 0.981 for Trunk WM. 
5.2 Comparison to Previous Studies 
Compared to the tissue mass prediction equations previously developed for the 
upper (Arthurs and Andrews, 2009) and lower (Holmes et al., 2005) extremities, the 
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equations from this study for the head, neck, trunk and pelvis accounted for less 
explained variance overall (Table 5). This may be due to differences in the tissue 
composition of the core segments relative to those of the extremities. The composition of 
the limb segments is less variable than that of the trunk. The extremities typically consist 
of a long bone, layered with muscle, covered by fascia, a layer of subcutaneous fat, and 
finally skin, with nerves and blood vessels dispersed throughout. The core segments 
feature all of the above tissues; however they also include other tissues that vary in 
composition compared to the limb tissues, including the viscera, lungs, and brain. 
Differences in these tissues between individuals will be reflected in the DXA outputs, as 
DXA lean and fat values are calculated from a molecular foundation. For example, lipids 
in the brain and organs are attributed to the FM components of their respective regions, 
whereas proteins from smooth muscles of the viscera, for instance, would be attributed as 
LM (Pietrobelli et al., 1996). However, variation in the composition of these internal 
organs may have diminished the capacity of the external anthropometric measurements 
used in this study to predict the overall tissue composition of the core segments. 
Additionally, the presence and variability of visceral fat between individuals, which is 
difficult to estimate using surface anthropometric measurements, may have led to 
increased error in the soft tissue estimates (Ashwell et al., 1985).  
The BMC equations in general had considerably lower mean adjusted R2 values 
overall than the equations for the other tissue masses. This may be explained by two 
factors.  First, the bones in the extremities tend to be long bones, whose shape may make 
them easier to measure via surface anthropometric measurements relative to the more 
irregular bones of the core segments. For instance, a measurement of the distance from 
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the acromion to the lateral epicondyle of the humerus may give more information about 
bone mineral content of the arm than any single length measurement taken from the 
surface of the pelvis would yield for the bone mineral content of the pelvic region. This is 
likely, as the pelvis features more irregular morphology deep to the skin, which cannot be 
measured using surface anthropometrics (e.g., the size of the Obturator foramen). Thus, 
variations between individuals in the mass of these more irregular bones (e.g., pelvic 
bones, scapulae, and maxillae) may not be as readily quantifiable by surface 
anthropometrics as those for more uniformly shaped bones (i.e., the long bones of the 
extremities). 
 
Table 5: Comparison of the mean explained variance (adjusted R2) and standard errors 
(SEE) for each tissue mass, across all segments covered by the current study, and those 
by Holmes et al. (2005) and Arthurs & Andrews (2009). 
Study Segment BMC FM LM WM 
  R2 SEE(g) R2 SEE(g) R2 SEE(g) R2 SEE(g) 
Holmes, 
et 
al.(2005) 
Thigh 0.745 26.0 0.892 431.0 0.907 409.0 0.889 419.0 
Leg 0.673 22.0 0.811 193.0 0.862 187.0 0.920 121.0 
Leg + foot 0.737 24.0 0.785 200.0 0.872 209.0 0.925 139.0 
 Mean 0.718 24.0 0.829 274.7 0.880 268.3 0.911 226.3 
          
Arthurs 
& 
Andrews 
(2009) 
Arm 0.866 9.4 0.870 79.7 0.942 154.8 0.964 127.1 
Forearm 0.862 7.7 0.861 22.5 0.968 50.5 0.968 49.8 
Forearm + 
hand 0.854 10.7 0.860 22.4 0.967 65.4 0.963 69.4 
 Mean 0.861 9.3 0.863 41.5 0.959 90.2 0.965 82.1 
          
Current Head 0.326 59.4 0.621 201.5 0.796 223.4 0.924 168.4 
 Neck 0.568 3.7 0.768 38.1 0.774 67.2 0.715 97.1 
 Trunk 0.665 81.5 0.882 1590.5 0.890 1437.0 0.949 1580.5 
 Pelvis 0.653 49.5 0.883 538.8 0.788 692.0 0.925 628.6 
 Mean 0.553 48.5 0.789 592.2 0.812 604.9 0.878 618.7 
BMC = bone mineral content, FM = fat mass, LM = lean mass, WM = wobbling mass. 
 
Secondly, participants in the current study were considerably older and from a 
group with a much wider age range (36-65 years) than the participants from the previous 
studies for the extremities by Arthurs and Andrews (2009) and Holmes et al., (2005) 
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(both 16-35 years). These factors may have resulted in much greater variability in bone 
mineral density in the sample of the current study (Talmage et al., 1986; Wishart et al., 
1995; Bernsten et al., 2001), which could drastically diminish the accuracy of the bone 
mineral content predictions made by anthropometric measurements. 
Within the core segments, the equations for the neck segment tended to show the 
least explained variance, with adjusted R2 values ranging from 0.568 for Neck BMC to 
0.774 for Neck LM. The lower overall quality of the fit for the neck segment is clear in 
contrast to the trunk equations (with adjusted R2 values ranging from 0.665 for Trunk 
BMC to 0.949 for Trunk WM). These generally higher adjusted R2 values for the trunk 
may be due to the fact that relatively larger measurements were used as predictors in this 
segment. Previous studies with anthropometric measurements have shown that mistakes 
in the identification of landmarks lead to larger errors relative to the size of the 
measurement for smaller measurements (Kouchi et al., 1999). This makes intuitive sense. 
For example, the average Posterior Neck Length measurement in the current study was 
10.2 cm, whereas the average Posterior Trunk Length measurement was 51.2 cm. Both 
measurements require the identification of the C7 spinous process. A one centimetre 
deviation in the location of the C7 spinous process would result in a roughly 10% error in 
the Posterior Neck Length measurement, versus a roughly 2% error for the Posterior 
Trunk Length. This tendency for larger relative measurement error in smaller 
measurements may have resulted in the generally lower model fit for the neck segment, 
relative to the trunk. 
Another issue that may have exacerbated this problem was that of measurement 
precision from the DXA software. Measurements of segment WM, FM and LM were 
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returned by the software rounded to the nearest multiple of 45.4 grams (the software 
returned values in pounds, and rounded to the nearest 0.1 pounds). BMC measurements 
were returned to the nearest gram. This amount of precision seems to have been adequate 
for the measurements from the trunk and pelvis, where the mean tissue mass was ll.7 kg 
across WM, FM and LM. With values this large, the maximum amount of information 
lost when rounding in this way is at most on the order of a tenth of a percent. In contrast, 
the average measured value for the WM, FM and LM of the neck, as returned by the 
DXA software, was 362.9 g. In this case, it is possible for 6.25% of the information from 
the average value to be lost due to rounding. This rounding error may have led to 
significant variance in the smaller tissue mass values of this study, which would be 
unaccountable for by the predictors, thereby lessening the accuracy of predictions.  
5.3 Potential Sources of Error 
5.3.1 Measurement Error: 
In order to use anthropometric measurements as predictors for multiple linear 
regression, it is necessary to ensure that all of the measurements are taken in precisely the 
same way, as even small changes to the location of the measurement can have large 
effects on the outcome of the measurement. Thus, if a measurement is taken using 
improperly identified landmarks for instance, that measurement will be incompatible with 
the prediction equation, and large errors in the predicted tissue mass may result.  
To facilitate the reliability of the measurements, easily identifiable landmarks 
were used whenever possible. Usually the best landmarks are bony processes that can be 
felt through the skin.  However, these can be difficult to find on individuals who have 
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more superficial soft tissue, which can obscure the underlying landmarks. Furthermore, 
variability from person to person in the shape of a given landmark (e.g., more/less 
pronounced iliac crests) results in some subjectivity when taking measurements. Despite 
these issues, anthropometric measurements have been shown to be highly reliable in 
general when performed by trained individuals (George et al., 2015; Burkhart et al., 
2008). Due to the scope of the data collection for the current study, several data 
collection sessions were required, which necessitated the utilization of several observers. 
A total of eight different measurers were recruited to collect data over the course of the 
study. All measurers were trained prior to the data collection on the proper use of the 
measurement instruments, as well as methods for determining the proper location of the 
landmarks used to delineate the measurements. Furthermore, all measurers practiced the 
full battery of measurements on volunteers (mostly from the Human Kinetics student 
body) with different body types multiple times in order to gain familiarity with the 
process. This method of training and practice has been examined previously and has been 
shown to drastically improve the reliability of anthropometric measurements by novice 
measurers (Kouchi et al., 1999).  However, despite the training, it is possible that the 
number of different measurers may have led to more systematic error compared to if 
fewer measurers had been used. 
Due to the location on the pelvis and trunk, several measurements (e.g., Pelvic 
Circumference) may have had greater error associated with them because of clothing 
which covered these areas. Clothing was minimized as much as possible to allow access 
to landmarks and to facilitate taking measurements directly against the skin. This may 
have weakened the predictive capacity of such measurements, as variability in the 
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measurements may have been due to clothing thickness, rather than due to the amount of 
tissue that was being measured. 
5.3.2 DXA Segmentation Process 
Tissue mass values for the head, neck, trunk and pelvis were obtained through the 
manual segmentation of the DXA scans for each participant using custom regions of 
interest created using the manufacturer’s software. This process has been shown to be 
highly reliable for each segment (Gyemi et al., 2015), however, resolution issues from the 
DXA images in the shoulder and neck area, as well as considerable variability in the head 
position of participants during the scans (i.e., participants were scanned with differing 
amounts of cervical spine extension), may have led to the misattribution of some tissue 
mass between the trunk and neck, and neck and head. Furthermore, somewhat limited 
clarity of the images made it difficult to identify segment boarders at the sites of bony 
articulations. For example, the glenoid fossa was used as the border between the trunk 
and arm segments at the shoulder. However, discerning the exact outline of the glenoid 
fossa from the DXA images required a certain amount of judgment by the analyst. This 
could have led to further misattribution of tissues. It can be reasoned that the amount of 
tissue misattribution would be similar to the difference in mass for each tissue in each 
segment between the two segmentation trials. The grand mean of these differences was 
1.1%. The anthropometric measurements used in this study were selected to target 
specific regions. Thus, misattributed tissue may have led to variance that could not be 
explained by the anthropometric measurements. 
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5.3.3 Assumptions of Multiple Linear Regression 
The assumptions made when performing a multiple linear regression include the 
absence of outliers and multicollinearity, as well as normality, linearity and 
homoscedasticity within the data set. The largest potential violation of these assumptions 
made in this study was admitting the 11 cases whose z-scores exceeded the accepted limit 
of ± 3.29 standard deviations from the mean for the identification of potential outliers 
(Tabachnick & Fidell, 2013). However, the decision was made to leave these cases in the 
regression analyses, as they were deemed to be real measurements from those 
individuals, given that there were also other measurements that were similarly large for 
the same individuals. Removing the three participants involved from the study was 
considered, but this would have reduced the generalizability of the developed equations 
to a small degree. While the predictive strength of the equations may be somewhat 
diminished overall by including these cases, there was no concrete reason for eliminating 
these participants; they were large people who were representative of the population 
under study. Furthermore, despite the admission of several univariate outliers, no 
influential multivariate outliers were identified through the examination of Mahalanobis 
and Cook’s distances, suggesting that these cases may not have significantly skewed the 
fit of the regression equations. 
5.4 Validation Analysis 
The predicted tissue masses from the equations of the head, neck, trunk and pelvis 
over-estimated the measured tissue masses from DXA for 10 of the 16 equations (Table 
6).   This is comparable to the results reported by Arthurs and Andrews (2009) and 
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Holmes et al. (2005) for the upper and lower extremities, respectively. The magnitude of 
the differences between the actual and the predicted tissue masses were also similar to 
those of the previous studies. Finally, the smallest percent errors reported for the 
predicted values from all three studies tended to be those for the WM values, ranging 
from -1.0% for Forearm WM to 3.7% for Leg WM (Table 6). This is reflective of the fact 
that the regression equations for WM show the highest adjusted R2 values, averaged 
across segment, from each of the three studies (Table 5). 
 
Table 6: Mean (±SD) percent errors and root mean square errors (RMSE) for the 
current study and for Arthurs and Andrews (2009) and Holmes et al. (2005).  
Current 
Study 
% Error RMSE 
(g) 
Arthurs 
and 
Andrews 
(2009) 
% Error RMSE 
(g) 
Holmes 
et al. 
(2005) 
% Error 
BMC    BMC    BMC   
Head 1.3 (10.8) 54.7 Arm 4.3 (-16.1) 12.5 Thigh 5.1 (-12.6) 
Neck 1.1 (18.3) 3.3 FA 1.7 (-13.4) 7.9 Leg 7.3 (-20.7) 
Trunk -0.7 (18.2) 108.9 FA+ 
hand 
1.9 (-13.9) 11.2 Leg+  
foot 
5.6 (-21.6) 
Pelvis 0.2 (12.9) 49.2      
FM    FM    FM   
Head 2.8 (19.8) 285.2 Arm 1.2 (-20.9) 69.4 Thigh -11.3 (-25.5) 
Neck -0.3 (47.8) 52.6 FA 15.5 (-40.8) 30.1 Leg 5.9 (-25.8) 
Trunk 6.1 (25.9) 1857.0 FA+ 
hand 
12.5 (-33.4) 29.0 Leg+  
foot 
-0.8 (-19.6) 
Pelvis -1.7 (18.5) 476.5      
LM    LM    LM   
Head 0.2 (10.8) 271.9 Arm 3.2 (-10.1) 180.3 Thigh 2.2 (-9.9) 
Neck -1.6 (16.9) 68.0 FA 0.0 (-22.4) 152.1 Leg 4.5 (-10.6) 
Trunk -2.6 (8.6) 1388.2 FA+ 
hand 
-2.2 (-9.7) 85.5 Leg+  
foot 
4.7 (-8.4) 
Pelvis 0.3 (12.9) 864.2      
WM    WM    WM   
Head 0.0 (3.7) 182.4 Arm 0.1 (-5.3) 112.3 Thigh 0.7 (-8.2) 
Neck -0.1 (17.8) 97.0 FA -1.0 (-7.5) 49.9 Leg 3.7 (-6.0) 
Trunk 1.2 (5.4) 1327.0 FA+ 
hand 
-0.4 (-9.1) 69.2 Leg+ 
 foot 
3.0 (-4.4) 
Pelvis 1.0 (8.5) 856.2      
Note: FA = forearm, BMC = bone mineral content, FM = fat mass, LM = lean mass, WM = wobbling 
mass. 
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Assessing the sensitivity and specificity of the models created in this study was 
also contemplated.  Sensitivity and specificity analyses are used to determine the 
accuracy of tests which attempt to classify individuals into dichotomous categories. In 
clinical settings, these categories may be, for example, those individuals with a specific 
condition, and those without (e.g., normal or abnormal tissue composition). The 
equations generated in the current study do not lend themselves to such an analysis, as the 
results which they provide are continuous in nature. It would be possible to perform such 
a test by determining threshold values for the various tissue masses which would allow 
for the classification of individuals into dichotomous categories. However, given the 
biomechanical purpose of these equations, no meaningful threshold values currently 
exist.   
5.5 Combining Head and Neck Equations 
In an effort to investigate the effect of the limitations discussed in Sections 5.2 
and 5.3 for the head and neck, regression equations were generated for predicting tissue 
mass values for the head and neck segments together (Table A3). Tissue masses from the 
two segments were summed to create 4 new masses, Head+Neck BMC, FM, LM and 
WM. Anthropometric measurements from the head and neck, as well as the five skinfold 
measurements, Age, Sex, Height and Body Mass were examined as predictors. The 
adjusted R2 values from the equations for the head and neck combined were: 0.240 for 
BMC, 0.714 for FM, 0.853 for LM, and 0.947 for WM. In contrast, the adjusted R2 
values for the head ranged from 0.326 (BMC) to 0.924 (WM). For the neck, this range 
was from 0.568 (BMC) to 0.774 (WM).  
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The goal of adding the head and neck regions together was to try and reduce any 
tissue misattribution errors between the head and neck, and minimize the impact of 
rounding errors from the DXA software. While this approach was unsuccessful at 
improving the predictions for BMC of the head and neck regions, the regressions for FM, 
LM and WM did result in adjusted R2 values that compared favourably with those from 
the head and neck examined separately.  
5.6 Sample Size 
The equation from this study that contained the highest number of predictors was 
for Trunk FM, with 6 predictors. According to Tabachnick and Fidell (2013), to produce 
a meaningful regression equation, the number of participants should be greater than  
50 + 8m, where m is the number of predictors. Therefore, the number of participants 
should be at least 98, rather than the 76 that were used. However, according to Green 
(1991), an appropriate number of cases for a regression analysis would be N > (8/ f 2) + 
(m - 1), where f 2 is the effect size. Using this formula, and an a posteriori examination of 
effect size (the smallest effect size being for Head BMC, with a Cohen’s f 2 value of 
0.529), the minimum sample size required would be only 21 participants. Statistical 
regression analyses, like the stepwise regression used in the present study, do require 
relatively larger sample sizes to avoid type I statistical errors (Tabachnick & Fidell, 
2013). Therefore, the sample size used for this study appears to be adequate. 
That being said, a larger number of participants would increase the statistical 
power of the study, and add confidence to the generalizability of the equations that have 
been created. By increasing the size of the generation sample, one would hope to see a 
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reduction in the size of the standard errors of the current model, which signifies an 
increase in the precision of predictions of the model coefficients, as well as predictions of 
the dependent variable by the model as a whole. 
Replication of these results is also necessary in order to increase the confidence in 
the model predictions of tissue masses in living people. Independently produced models 
which show similar relationships between the predictors and the various tissue 
components of the body would verify the validity of the current study.   
 
5.7 Age Range 
As stated previously, the age range for this study is twice that used by previous 
studies to generate similar equations. The implications of this with regards to BMC 
prediction have also previously been discussed; however, the large age range may also 
limit the ability of the equations generated in this study to predict soft tissue masses. The 
population sampled for this study was chosen with generalizability in mind. Particularly, 
these equations were developed with the hope that they could be used to predict tissue 
masses for healthy individuals between the ages of 35 and 65 years. However, equations 
created to predict body composition from indirect measures have been shown to be 
highly population specific (Lukaski, 1987). Therefore, it may be the case that, given the 
significant effects that aging can have on the composition of the body (Forbes, 1999; 
Young et al., 1984, 1985; Horber et al., 1997; Bernsten et al., 2001), the heterogeneity of 
the sample in this study may lessen the generalizability of the generated equations.  
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In order to examine this, correlations between validation sample participant age 
and percent error in predicted tissue mass values, were examined for all tissues and 
segments. Twelve of the 16 correlations were shown to be statistically insignificant (p > 
0.05). The exceptions were for Head WM (r = -0.453, p < 0.05), Head FM (r = -0.707, p 
< 0.01), Head LM (r = 0.506, p < 0.05) and Pelvis WM (r = -0.472, p < 0.05). These 
results indicate that for the sample examined, the equations for Head WM, Head FM and 
Pelvis WM made larger errors when predicting tissue masses for younger individuals. . 
The opposite trend occurred for Head LM. Further assessments of these relationships 
should be performed in the future with a larger sample in order to confirm any age-
related effects. 
5.8 Future Directions 
This study has provided validated tissue mass prediction equations for the head, 
neck, trunk and pelvis, which are unique to the literature. These equations, together with 
those previously developed for the upper and lower extremities (Arthurs & Andrews, 
2009; Holmes et al., 2005), allow for predictions for FM, LM, BMC and WM to be made 
for the full body. Unfortunately, the upper and lower extremity prediction equations 
reported by Arthurs and Andrews (2009) and Holmes et al. (2005) are limited to younger 
male and female populations.  Furthermore, these studies did not address the core 
segments. Although the current study only reported equations for the core segments of a 
working age population (36-65 years), all of the necessary anthropometric measurements 
and DXA scans were collected for an equivalent younger age population as part of a 
larger study.  This will enable the development and validation of another full set of tissue 
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mass prediction equations for all segments of the body for the two age groups.  Taken 
together, prediction equations representing a total population of nearly 370 people will 
have been developed between the studies. 
 Determining the tissue masses of living people satisfies one of the requirements 
for the creation of wobbling mass biomechanical models. Additional information 
regarding the distribution of mass and the coupling of soft and rigid tissues within each 
body segment are also required to improve our modelling efforts. Hopefully, the capacity 
of these equations to predict specific segment tissue masses for the full human body from 
relatively easily measured data such as surface anthropometrics and personal 
characteristics, will facilitate further research into the biomechanical properties of soft 
tissue motion, and improve the biofidelity of models used to simulate and study highly 
dynamic movements. 
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6. Conclusions 
The equations generated in this study allow for the prediction of participant-
specific segment lean mass, fat mass, wobbling mass and bone mineral content for the 
head, neck, trunk and pelvis using simple anthropometric measurements as predictor 
variables. This information can be used by future researchers in the field of biomechanics 
to develop more accurate simulations of the body using wobbling mass models without 
necessitating expensive imaging technologies.  It is hoped that these models will in turn 
enhance our understanding of soft tissue motion in highly dynamic movements, such as 
those involving impacts. This increased understanding may guide improvements to 
human safety and efficiency in the performance of such tasks, be they in industrial, 
athletic, or clinical settings.  
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Appendix 
Table A1: Description of measurements taken and recorded to the nearest millimetre 
from the lower extremities. These measurements are identical to those used by Holmes 
et al. (2005). 
Measurements Segment Description and landmarks 
Lengths Thigh (L) Distance between the superior iliac crest and the lateral aspect of the tibial plateau 
 Thigh (M) Distance between the anterior level of the pubic symphysis and the medial aspect of the tibial 
plateau 
 Thigh (prox, 
mid) 
Distance between the anterior level of the pubic symphysis and the medial aspect of the femur 
midway between the superior iliac crest and the tibial plateau 
 Leg (L) Distance between the lateral aspect of the tibial plateau and the inferior base of the lateral 
malleoli 
 Leg (M) Distance between the medial aspect of the tibial plateau and the inferior base of the medial 
malleoli 
 Leg (prox, mid) Distance between the medial aspect of the tibial plateau and the medial aspect of the tibia 
midway between the tibial plateau and the malleoli 
Circumferences Thigh (prox) Distance around the thigh just inferior to the gluteal fold 
 Thigh (mid) Distance around the thigh midway between the superior iliac crest and the tibial plateau 
 Knee Distance around the outmost projections of the tibia 
 Leg (mid) Distance around the leg midway between the tibial plateau and the malleoli 
 Ankle Distance around the leg just superior to the malleoli 
 Malleoli Distance around the most lateral projections of the malleoli 
Breadths Thigh (prox) Distance across the thigh just inferior to the gluteal fold 
 Thigh (mid, M-
L) 
Distance across the thigh at the level of maximum circumference midway between the 
superior iliac crest and the tibial plateau 
 Thigh (mid, A-
P) 
Distance across the thigh at the level of maximum circumference midway between the 
superior iliac crest and the tibial plateau 
 Knee (M-L) Distance between the outmost projections of the tibia at the level of the tibial plateau 
 Leg (mid, M-L) Distance across the leg at the level of maximum calf circumference 
 Leg (mid, A-P) Distance across the leg at the level of maximum calf circumference 
 Ankle (M-L) Distance between the leg just superior to the malleoli 
 Malleoli Distance between the most lateral projections of the malleoli 
Skinfolds (cm) Thigh (mid, A) Vertical fold on the anterior aspect of the thigh at the level of maximum circumference 
midway between the superior iliac crest and the tibial plateau 
 Thigh (mid, P) Vertical fold on the posterior aspect of the thigh at the level of maximum circumference 
midway between the gluteal fold and the popliteal fossa with the subject lying prone 
 Calf (mid, M) Vertical fold on the medial aspect of the calf at the level of maximum circumference with the 
subject’s weight placed on the opposite leg 
 Calf (mid, P) Vertical fold on the posterior aspect of the calf at the level of maximum circumference with 
the subject lying prone 
A - anterior, P - posterior, M - medial, L - lateral, A-P - antero-posterior, M-L - medio-lateral; "prox" signifies that the measurement is 
taken from the proximal end of the segment, while "mid" signifies that the measurement is taken to the midpoint. 
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Table A2: Description of measurements taken and recorded to the nearest millimetre 
from the upper extremities. These measurements are identical to those used by Arthurs 
and Andrews (2009). 
Measurements Segment Description and landmarks 
Lengths Arm (L) Distance between the acromion process and the joint space just distal to the lateral 
epicondyle of the humerus 
 Arm (M) Distance between the anterior axillary fold and the joint space just distal to the medial 
epicondyle of the humerus 
 Arm (prox, mid) Distance between the anterior axillary fold and the medial aspect of the humerus midway 
between the acromion and the olecranon processes 
 Forearm (L) Distance between the lateral aspect of the joint space of the elbow and the distal aspect of the 
radial styloid 
 Forearm (M) Distance between the medial aspect of the joint space of the elbow and the distal aspect of 
the ulnar styloid 
 Forearm (prox, 
mid) 
Distance between the medial aspect of the joint space of the elbow and the medial aspect of 
the ulna at the level of maximum forearm circumference 
Circumference Arm (prox) Horizontal distance around the arm at the level of the anterior axillary fold 
 Arm (mid) Maximum distance around the arm between the acromion process and the joint space just 
distal to the humeral epicondyles 
 Elbow Distance around the epicondyles of the humerus 
 Forearm (mid) Maximum distance around the forearm between the joint space just distal to the humeral 
epicondyles and the radial and ulnar styloids 
 Wrist Distance around the forearm just proximal to the radial and ulnar styloids 
 Styloid Distance around the radial and ulnar styloids 
Breadths Arm (prox, M-L) Distance across the arm between the axilla and deltoid 
 Arm (mid, M-L) Distance across the arm at the level of maximum circumference in the frontal plane 
 Arm (mid, A-P)  Distance across the arm at the level of maximum circumference in the sagittal plane 
 Elbow Distance across the medial and lateral epicondyles of the humerus in the frontal plane 
 Forearm (mid, M-
L) 
Distance across the forearm at the level of maximum circumference in the frontal plane 
 Forearm (mid, A-
P) 
Distance across the forearm at the level of maximum circumference in the sagittal plane 
 Wrist Distance across the forearm just proximal to the radial and ulnar styloids in the frontal plane 
 Styloid Distance between the radial and ulnar styloids in the frontal plane 
Skinfolds Arm (mid, A) Vertical fold on the anterior aspect of the arm midway between the acromion and olecranon 
processes 
 Arm (mid, P) Vertical fold on the posterior aspect of the arm midway between the acromion and olecranon 
processes 
 Forearm (mid, M) Vertical fold on the medial aspect of the forearm at the level of maximum circumference 
 Forearm (mid, P) Vertical fold on the posterior aspect of the forearm at the level of maximum circumference 
A - anterior, P - posterior, M - medial, L - lateral, A-P - antero-posterior, M-L - medio-lateral; "prox" signifies that the measurement is 
taken from the proximal end of the segment, while "mid" signifies that the measurement is taken to the midpoint. 
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Table A3: Prediction equations, adjusted R2 and Standard Errors (SEE) (g) for BMC, 
FM, LM and WM of the head and neck combined. 
Mass Type and Segment Eq. # Adj. R2 SEE (g) 
Bone Mineral Content (BMC)    
Y(head and neck) = -341.527 + 44.137x21 17 0.240 64.3 
Fat Mass (FM) 
   
Y(head and neck) = -3750.533 + 19.025x17 + 40.843x10 + 9.351x1 + 
93.168x21 - 378.912x2 + 8.038x3 
18 0.714 208.2 
Lean Mass (LM) 
   
Y(head and neck) = -3518.589 + 646.559x2 + 75.651x11 + 154.484x22 - 
12.463x16 
19 0.853 229.3 
Wobbling Mass (WM) 
   
Y(head and neck) = -8175.877 + 84.61x10 + 107.556x23 + 5.602x3 20 0.947 173.7 
Where x1 = Age (yrs.), x2 = Sex (f = 0, m = 1), x3 = Height (cm), x10 = Neck Circumference (cm), x11 = 
Head Circumference (cm), x16 = Chest Skinfold (mm), x17 = Suprailiac Skinfold (mm), x21 = Head Breadth 
(A-P) (cm), x22 = Head Breadth (M-L) (cm), and x23 = Head Length (cm) + Head Circumference (cm) 
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