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This paper derives relations between the following properties of a C∗-algebra: (i) it has the
fpp, (ii) the spectrum of every self-adjoint element is ﬁnite, (iii) it is ﬁnite dimensional,
(iv) it is generated by two projections p and q and the spectrum of p+q is homeomorphic
to a compact ordinal α < ωω , (v) it is generated by two projections and the real Banach
algebra generated by every self-adjoint element has the w-fpp, (vi) it has the w-fpp.
We prove that (i) implies (ii) using standard ﬁxed point theory, give two proofs that (ii)
implies (iii), one based on a result of Ogasawara and another based on geometric properties
of projections, and observe that (iii) implies (i) by Brouwer’s ﬁxed point theorem. We
prove that (iv) implies (v) using the structure of the universal C∗-algebra generated by
two projections, and discuss a conjecture that ensures (iv) implies (vi).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminary results
In this paper R , C and N = {1,2,3,4, . . .} denote the ﬁelds of real and complex numbers and the set of natural numbers,
E denotes a real Banach space with norm ‖ ‖, B(E) denotes the closed unit ball in E , A denotes a C∗-algebra, X denotes
a locally compact Hausdorff topological space, and H denotes a complex Hilbert space. If K ⊆ E a map T : K → E is called
nonexpansive if ‖T (x) − T (y)‖ ‖x− y‖, x, y ∈ K . We deﬁne Fix(T ) = {x ∈ K : T (x) = x} and say that E has the ﬁxed point
property (fpp); weak ﬁxed point property (w-fpp) if Fix(T ) = φ whenever T : K → K is nonexpansive and K is a nonempty
closed bounded convex; nonempty weakly compact convex subset of E . E has a predual if there exists a Banach space D
whose dual D∗ = E and then E has the weak∗ ﬁxed point property (w∗-fpp) with respect to D if Fix(T ) = φ whenever
T : K → K is nonexpansive and K ⊂ E is nonempty, convex and weak∗ compact with respect to D . Clearly fpp ⇒ w-fpp,
these two properties are equivalent if E is reﬂexive, and if E has a predual D then fpp ⇒ w∗-fpp ⇒ w-fpp.
Section 1 introduces concepts and records facts about sets, spaces of continuous functions, operators on Hilbert spaces,
and spectral properties of C∗-algebras, uses them to review results that relate ﬁxed point to other properties of C∗-algebras,
and states our main results. Section 2 derives ﬁxed point properties of commutative C∗-algebras. Section 3 derives properties
of projections in C∗-algebras that we use to prove our main results. Section 4 discusses a conjecture whose validity would
enable Theorem 1.6 to be strengthened.
Ordinals (ordinal numbers) form a class of sets that are well ordered by inclusion and this order induces a topology
on each ordinal number. An ordinal number α is compact iff there exists an ordinal number β such that α = β + 1,
otherwise α is called a limit ordinal [20]. We let X ′ denote the set of accumulation points of X and for every ordinal α
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X (α) =⋂β<α X (β) . A subset W ⊆ X is called perfect if W = W ′ . X is called scattered if it does not contain a nonempty
perfect subset. We let ω = {0,1,2, . . .} denote the ﬁrst inﬁnite ordinal and ω1 denote the ﬁrst uncountable ordinal.
Lemma 1.1. If X is a locally compact Hausdorff topological space then:
(i) if X is not scattered then there exists a continuous surjection φ : X → [0,1],
(ii) X is scattered iff there exists an ordinal α such that X (α) = φ ,
(iii) if X is compact and scattered then there exists the smallest ordinal α such that X (α) = φ , α is compact, and X is homeomorphic
to ωαm + 1 where X (α−1) is ﬁnite and has m elements.
Proof. (i) is Theorem 8.5.4 in [31], (ii) is the Cantor–Bendixon theorem [31, p. 148], (iii) is the Mazurkiewicz–Sierpin´ski
theorem [31, p. 155]. 
If Ω1, Ω2 are topological spaces; Banach spaces; C∗-algebras we write Ω1 ≈ Ω2 if there exists φ : Ω1 → Ω2 that is
a homeomorphism; isometric isomorphism; isometric ∗-isomorphism of Ω1 onto Ω2 and we write Ω1 → Ω2 if there
exists φ : Ω1 → Ω2 that is a homeomorphism; isometric isomorphism; isometric ∗-isomorphism of Ω1 onto φ(Ω1). C(X, E)
denotes the Banach space of continuous bounded f : X → E with norm ‖ f ‖X = supp∈X ‖ f (p)‖, and for nonempty Y ⊆ X ,
rY : C(X, E) → C(Y , E) denotes the restriction map. We let C∞(X, E) denote the Banach subspace of C(X, E) consisting of
functions f such that for every  > 0 there exists a compact W ⊆ X such that ‖rX\W ( f )‖X\W <  . Clearly C∞(X, E) =
C(X, E) iff X is compact. If Y ⊆ X is closed we observe that rY (C∞(X, E)) ⊆ C∞(Y , E) and we deﬁne
C(X, Y , E);C∞(X, Y , E) =
{
f ∈ C(X, E);C∞(X, E): rY ( f ) = 0
}
.
We observe that C(X, A) and C∞(X, A) are also C∗-algebras under pointwise operations and C∞(X, A) is unital iff X is
compact.
Lemma 1.2. If A is a commutative C∗-algebra, E is a Banach space, X and Z are locally compact Hausdorff topological spaces, Y ⊆ X
is closed, and rY : C(X, E) → C(Y , E) is the restriction map, then:
(i) there exists a locally compact Hausdorff space Ω(A) such that A ≈ C∞(Ω(A),C),
(ii) if E is separable then E → C([0,1], R),
(iii) if there exists a continuous surjection φ : X → Z then C(Z , E) → C(X, E); furthermore, if φ is proper then C∞(Z , E) →
C∞(X, E),
(iv) there exists Z such that C(X, E) → C(Z , R),
(v) if either X is a metric space or if Y is compact and E is ﬁnite dimensional then there exists a function ΛY : C(Y , E) → C(X, E)
such that rY ◦Λ = IC(Y ,E) and hence rY is surjective,
(vi) if rY is surjective then C(Y , E) ≈ C(X, E)/C(X, Y , E), C∞(Y , E) ≈ C∞(X, E)/C∞(X, Y , E), C(Y , A) ≈ C(X, A)/C(X, Y , A),
C∞(Y , A) ≈ C∞(X, A)/C∞(X, Y , A).
Proof. (i) is Gelfand’s theorem for commutative C∗-algebras, see Theorems 1.3.5 and 2.1.10 in [28], Ω(A) is called the
spectrum of A and the isomorphism of A onto C(Ω(A),C) is called the Gelfand transform. (ii) is a theorem of Banach and
Mazur [4,30]. (iii) The map Φ : C(Z , E) → C(X, E) deﬁned by Φ( f ) = f ◦ φ is an isometric embedding. (iv) The Banach–
Alaglou theorem implies that B(E∗) equipped with the weak∗ topology is compact and hence that Z = X × B(E∗) is locally
compact, and the Hahn–Banach theorem implies that the map ψ2 : C(X, E) → C(Z , R) deﬁned by ψ2( f )(x, ) = ( f (x)) is
an isometric embedding (this result yields Theorem 1.29 in [11] when X is a singleton). (v) For a metric space X , Arens
[3] and Michael [27] constructed Λ for a class of topological vector spaces E that includes the class of Banach spaces
(thus extending Dugundji’s construction in [13] for E = R); for ﬁnite dimensional E we choose a basis {e1, e2, . . . , en} for E ,
let {e∗1, e∗2, . . . , e∗n} be the dual basis for E∗ , and deﬁne Λ( f ) =
∑n
k=1 λ(e∗k ◦ f )ek where λ : C(Y , R) → C(X, R) is a map
obtained from the Tietze extension theorem applied to extend continuous functions from Y to continuous functions on X
if X is compact and to continuous functions on the one point compactiﬁcation of X if Y is compact and X is not compact.
(vi) follows from the ﬁrst isomorphism theorems for Banach spaces and C∗-algebras. 
Let Bc(H); B1(H); B(H) denote the C∗-algebra of compact; trace class; bounded operators on H . We observe that
B1(H) ⊆ Bc(H) and that Bc(H) = B(H) iff dim(H) < ∞. For n ∈ N we let Mn denote the C∗-algebra of n × n matrices
with entries in C . For a C∗-algebra A we let As; Au; An denote its subset of self-adjoint; unitary; normal elements and for
a ∈ A we let σ(a) denote the spectrum of a. We say that A has the ﬁnite spectral property (fsp); ω spectral property (ωsp);
countable spectral property (csp) if σ(a) is homeomorphic to a compact ordinal number α < ω;ωω;ω1 whenever a ∈ As .
The spectral mapping theorem implies that As can be replaced by An in these deﬁnitions.
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(i) there exists a Hilbert space H such that A → B(H); furthermore, this embedding can be realized by an injective ∗-homomorphism
π : A → B(H) that is nondegenerate (π(A)H is dense in H),
(ii) if A is commutative and a ∈ C∞(Ω(A),C) then σ(a) = a(Ω(A)) if Ω(A) is compact and σ(a) = a(Ω(A)) ∪ {0} if Ω(A) is not
compact,
(iii) Bc(H) has the ωsp, Bc(H) has the fsp iff B(H) has the csp iff dim(H) < ∞,
(iv) C(α,C) has the fsp; ωsp; csp iff α <ω;ωω;ω1 . Furthermore, if α <ωω then C(α, R) has the w-fpp.
Proof. (i) is the Gelfand–Naimark theorem [28,16]. (ii) follows from Theorem 1.3.4 in [28, p. 14]. (iii) The ﬁrst assertion
follows since the spectrum of a compact operator is countable and each of its nonzero elements is isolated (Theorem 1.4.11
in [28]), if dim(H) < ∞ then both Bc(H) and B(H) have the fsp, if dim(H) = ∞ then H contains isometric copies of both
2(N) and L2([0,1]), hence Bc(H) contains the operators whose restriction to 2(N) equals pointwise multiplication by
the identity function on N so Bc(H) fails the fsp, and B(H) contains the operators whose restriction to L2([0,1]) equals
pointwise multiplication by the identity function on [0,1] so B(H) fails the csp. (iv) The ﬁrst two assertions are obvious,
the last assertion is equivalent to Corollary 3 in [15, p. 93]. 
Researchers have studied relations between ﬁxed point, spectral, and other properties of C∗-algebras for several decades.
Results include:
(1954) Ogasawara [29] proved that an inﬁnite dimensional C∗-algebra has an inﬁnite dimensional commutative C∗-sub-
algebra.
(1974) Wojtaszczyk [32] proved that if a separable C∗-algebra has the csp, then its dual equals a sum of subalgebras of
B1(H) equipped with the 1-norm, and hence every C∗-algebra with a separable dual has a Schauder basis.
(1979) Akemann and Doner [1] constructed (assuming the continuum hypothesis) a nonseparable C∗-algebra all of whose
commutative C∗-subalgebras are separable, thus showing that higher-dimensional analogues of Ogasawara’s result fail.
(1980) Lim [24] proved that a Banach space whose predual has a weak∗-normal structure has the w∗-fpp.
(1981) Alspach [2] proved that L1([0,1]) does not have the w-fpp.
(1981) Maurey [25] proved that reﬂexive subspaces of L1([0,1]) have the w-fpp.
(1981) van Dulst and Sims [14] proved that if a Banach space with a predual has the weak∗ uniform Kadec–Klee property
then it has a weak∗-normal structure.
(1983) Elton, Lin, Odell and Szarek [15] proved that if α is a compact ordinal <ωω then C(α, R) has the w-fpp.
(1986) Lau and Mah [21] proved that B1(H) has a quasi-weak∗-normal structure and asked if it has a weak∗-normal
structure.
(1990) Lennard [23] proved that B1(H) = B∗c (H) has the weak∗ uniform Kadec–Klee property, thus answering the ques-
tion above.
(1997) Lau, Mah and Ülger [22] proved that for C∗-algebras w-fpp ⇒ csp and having a weak normal structure is equiv-
alent to having ﬁnite dimension, and for von Neumann algebras they proved that the w-fpp is equivalent to having ﬁnite
dimension.
(2005) Domínguez Benavides and Japón Pineda [9] developed the concept of ω-almost weak orthogonality in the Banach
lattice C(X, R) to prove the existence of subspaces of C(X, R) that have the w-fpp where X is homeomorphic to a compact
ordinal >ωω .
(2008) Dowling, Randrianantoanina and Turett [12] proved that if (i) E∗ is weak∗ sequentially compact, and (ii) E∗ has
the weak∗ uniform Kadec–Klee property, then E has the w-fpp, answering a question posed by Lau, Mah and Ülger in [22].
(i) is always satisﬁed if E is separable since Theorem 2.6.23 in [26] implies that E is separable iff B(E∗) equipped with the
weak∗ topology is metrizable.
(2008) Dhompongsa and Fupinwong [8] showed that the fpp is equivalent to ﬁnite dimensionality for a class of unital
commutative Banach algebras that includes the class of unital commutative C∗-algebras.
Theorem 1.4. The following properties of a C∗-algebra A are equivalent:
(1) A has the fpp.
(2) A has the fsp.
(3) dim(A) < ∞.
Proof. If A has the fpp and a ∈ As then the C∗-algebra C(a) generated by a is commutative and it also has the fpp. Then
Corollary 2.2 implies that C(a) has the fsp so σ(a) is ﬁnite. Therefore (1) ⇒ (2). We give two proofs that (2) ⇒ (3).
If dim(A) = ∞ then by a result of Ogasawara (Theorem 1 in [29]) A contains an inﬁnite dimensional commutative C∗-
subalgebra B . Corollary 2.2 implies that B , and hence A, fails the fsp and hence (2) implies (3). The second proof follows
from Proposition 3.9. Finally, (3) ⇒ (1) by Brouwer’s ﬁxed point theorem (Theorem 18.1 in [17], Theorem 7.1 in [18]). 
Corollary 1.5. The group C∗-algebra C∗(G) of a locally compact group G has the fpp iff G is ﬁnite.
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Theorem 1.6. If a C∗-algebra A is generated by two projections p and q and σ(p + q) is homeomorphic to a compact ordinal α <ωω
then
(1) for every a ∈ As the real Banach algebra B(a) generated by a has the w-fpp,
(2) if C(γ ,M2) has the w-fpp for every compact ordinal γ < ωω then A has the w-fpp.
Proof. Proposition 3.11 implies that there exists a compact ordinal β < ωω such that B(a) → C(β, R), and hence assertion
(1) above follows from assertion (3) of Lemma 2.4. Proposition 3.11 also implies that there exists a compact ordinal γ < ωω
such that A → C(γ ,M2), thus implying assertion (2) above. 
2. Fixed point properties of commutative C∗-algebras
Lemma 2.1. The following statements are equivalent:
(1) X is ﬁnite.
(2) dim(C∞(X,C)) < ∞.
(3) C∞(X,C) has the fpp.
Proof. Clearly (1) ⇒ (2), and (2) ⇒ (3) by Brouwer’s ﬁxed point theorem. If X is inﬁnite then C∞(X,C) contains an
isometric copy of c0 = C∞(N) which lacks the fpp and hence (3) ⇒ (1). 
Corollary 2.2. If A is a commutative C∗-algebra with spectrum Ω(A), then the following properties are equivalent:
(1) Ω(A) is ﬁnite.
(2) dim(A) < ∞.
(3) A has the fpp.
(4) A has the fsp.
Proof. Lemma 1.2 implies that A ≈ C∞(Ω(A),C) and hence the equivalence of properties (1), (2) and (3) follows di-
rectly from Lemma 2.1. Lemma 1.3 implies the equivalence of properties (4) and (1) since a(Ω(A)) is ﬁnite for every
a ∈ C∞(Ω(A),C) iff Ω(A) is ﬁnite. 
Lemma 2.3. The following w-fpp properties hold:
(1) L1([0,1]) does not have the w-fpp.
(2) C([0,1], R) does not have the w-fpp.
(3) If C∞(X,C) has the w-fpp then X is scattered.
(4) If a commutative C∗-algebra A has the w-fpp then its spectrum Ω(A) is scattered.
Proof. (1) was proved by Alspach [2], (2) follows from (1), the fact that L1([0,1]) is separable, and assertion (ii) in
Lemma 1.2, (3) follows from (2), assertion (i) in Lemma 1.1, and assertion (iii) in Lemma 1.2, (4) follows from (3) and
assertion (i) in Lemma 1.2. 
Lemma 2.4. The following Banach spaces have the w-fpp:
(1) reﬂexive subspaces of L1([0,1]).
(2) Bc(H) for separable H.
(3) C(α, R) if α is a compact ordinal <ωω .
Proof. (1) was proved by Maurey [25], (2) follows from results of Lennard [23] combined with the results of Dowling,
Randrianantoanina and Turett [12], (3) was proved by Elton, Lin, Odell and Szarek [15]. 
3. Projections
In this section A denotes a (not necessarily commutative) C∗-algebra and P denotes the set of projections P = {p ∈
As: p2 = p}. For a ∈ A we let C(a) denote the C∗-algebra generated by a (the smallest C∗-subalgebra of C(a) that contains
both a and a∗). If a ∈ As then clearly C(a) is commutative. We observe that P admits the partial order p  q iff pq = qp = p.
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p + q ∈ P iff p ⊥ q. A projection p is maximal if there does not exist a projection q such that p < q. If A is unital then I is
the unique maximal projection. A projection p ∈ P is minimal if p = 0 and there does not exist a nonzero q ∈ P such that
q < p. Otherwise p − q is a nonzero projection and p = q + (p − q).
Lemma 3.1. If a ∈ As, a = 0, and σ(a) is ﬁnite, then there exist pairwise orthogonal nonzero projections p1, . . . , pd ∈ P ∩ C(a) and
nonzero λ1, . . . , λd ∈ σ(a) such that a =∑dj=1 λ j p j .
Proof. By assertion (i) in Lemma 1.2, we can identify the commutative C∗-algebra C(a) with C∞(Ω(C(a)),C) and (C(a))s
with its subset of real-valued functions. Assertion (ii) in Lemma 1.3 implies that the set {λ1, . . . , λd} of nonzero elements in
σ(a) coincides with the set of nonzero elements in a(Ω(C(a))) and is nonempty since a = 0. For j = 1, . . . ,d deﬁne p j to
be the characteristic function of the subset a−1(λ j) of Ω(C(a)). Then p j are pairwise orthogonal projections that satisfy the
asserted equation. 
Remark 3.2. Lemma 3.1 is a special case of the spectral theorem for normal elements in a C∗-algebra [28] and for normal
operators on a Hilbert space [19]. Furthermore, for each j = 1, . . . ,d, p j = aL j(a)/λ j where L j is the Lagrange interpolating
polynomial of degree d − 1 that satisﬁes L j(λi) = 1 if i = j and equals zero otherwise.
Lemma 3.3. If A has the fsp then every sequence in P that either strictly increases or strictly decreases must terminate.
Proof. Assume to the contrary that there exists an inﬁnite sequence pn , n ∈ N that is either strictly increasing or strictly
decreasing and construct the sequence of nonzero projections qn ∈ P by qn = pn+1 − pn if pn increases and qn = pn − pn+1 if
pn decreases. Observe that ak =∑kn=1(1/n)qn , k ∈ N is a Cauchy sequence in As since ‖ak+ j − ak‖2 ∑k+ jn=k+1 1n2 converges
(uniformly in j  0) to 0 as k → ∞. Therefore ak converges to q ∈ As . Furthermore, since the qn are pairwise orthogonal,
σ(q) = {1/n: n ∈ N} ∪ {0} is inﬁnite. This contradiction concludes the proof. 
Corollary 3.4. If A has the fsp then
(i) for every nonzero p ∈ P there exists a maximal pmax ∈ P and a minimal p1 ∈ P such that p1  p  pmax, and
(ii) nonzero pairwise orthogonal minimal p1, . . . , pd ∈ P such that pmax =∑dj=1 p j .
Proof. (i) follows since otherwise there exists an inﬁnite sequence of projections that either strictly increases or strictly
decreases thus contradicting Lemma 3.3, (ii) follows by recursively applying the ﬁrst assertion to the projection p − p1
whenever p − p1 = 0. 
In the remainder of this section we consider A to be a C∗-subalgebra of B(H) as justiﬁed by assertion (i) in Lemma 1.3.
If H1 and H2 are closed subspaces of H that are orthogonal we write H1 ⊥ H2 and if in addition their sum equals H we
write H = H1 ⊕ H2 and H2 = H⊥1 . We observe that if p,q ∈ P then pH is a closed subspace of H , p is the operator that
orthogonally projects vectors onto pH , ker(p) = (pH)⊥ , and p ⊥ q iff pH ⊥ qH . We also observe that for every a ∈ As ,
H = ker(a)⊕ aH . Furthermore, AH = AH and there exists a pA ∈ P such that pAH = AH .
Corollary 3.5. If A has the fsp then A is unital.
Proof. Lemma 3.1 and Corollary 3.4 ensure that there exists a maximal projection p ∈ P . It suﬃces to show that pH = H .
Assume to the contrary that pH = H . Since A is nondegenerate there exists a ∈ A such that aH is not a subset of pH
and hence ker(p) is not a subset of ker(a) = ker(a∗a). Therefore, since q ∈ As deﬁned by q = p + a∗a satisﬁes ker(q) =
ker(p) ∩ ker(a), it follows that ker(q) is a proper subset of ker(p) and hence pH is a proper subspace of qH . Lemma 3.1
implies that qH = qH and that there exists T ∈ P such that T H = qH . This implies that p < T thus contradicting the
assumption that p is maximal. 
If H1 and H2 are closed subspaces of H we let HomA(H1, H2) denote the subspace consisting of a ∈ A such that
aH1 ⊂ H2 and such that the restriction of a to H⊥1 equals 0. An element u ∈ A is called a partial isometry if u∗u ∈ P .
Lemma 3.6. Every a ∈ A can be factored uniquely as a = u|a| where H1 = (ker(a))⊥ , H2 = aH, |a| ∈ HomA(H1, H1) is the semipos-
itive operator such that |a|2 = a∗a, and u ∈ HomA(H1, H2) is a surjective partial isometry such that u∗u is the orthogonal projection
onto H1 .
Proof. This is the polar decomposition theorem [28, p. 51]. 
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of H and a ∈ A.
Lemma 3.7. If A has the fsp, p ∈ P is minimal, and a ∈ HomA(pH, pH) then there exists c ∈ C such that a = cp. Therefore, since p is
a nonzero element in HomA(pH, pH), it follows that dim(HomA(pH, pH)) = 1.
Proof. Since ar = 12 (a+a∗) and ai = 12i (a−a∗) are in As ∩HomA(pH, pH), Lemma 3.1 implies that ar and ai are either zero
or linear combinations having nonzero real coeﬃcients of projections. Each projection is in HomA(pH, pH) and therefore is
 p. Since p is minimal each projection must vanish or equal p. Since a = ar + iai the proof is complete. 





Proof. If nonzero elements a,b ∈ HomA(pH,qH) have polar decompositions a = u|a| and b = o|b| then o∗u ∈ HomA(pH, pH)
and Lemma 3.7 implies that |a|, |b|, and o∗u are multiples of p. This completes the proof. 
Proposition 3.9. If A has the fsp then A is ﬁnite dimensional.
Proof. Corollaries 3.4 and 3.5 imply that I ∈ A and that there exist nonzero pairwise orthogonal minimal projections
p1, . . . , pd such that I = ∑dj=1 p j . Then every a ∈ A equals ∑di, j=1 aij where aij = piap j ∈ HomA(p j H, pi H), and hence
A =⊕di, j=1 HomA(p j H, piH) and Corollary 3.8 implies dim A  d2. 
Remark 3.10. In Corollary 3.8 we can deﬁne an equivalence relation on the set {1, . . . ,d} by i ∼ j iff dim(HomA(p j H,
piH)) = 1. This partitions the set into n ∈ N equivalence classes having cardinalities d1, . . . ,dn ∈ N with d =∑nk=1 dk . There-
fore A is isomorphic to
⊕n
k=1 Md,k , and A is commutative iff each dk = 1.








cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
]
, θ ∈ [0,π/2],
and let C∗(p˜, q˜) denote the C∗-subalgebra of C([0,π/2],M2) generated by p˜ and q˜. For closed X ⊆ [0,π/2], let
rX : C([0,π/2],M2) → C(X,M2) denote the restriction map. Let D2 ⊂ M2 denote the subset consisting of real diagonal
matrices and let R p˜ denote the set of real multiples of p˜.
Proposition 3.11. Let p˜ and q˜ be deﬁned as above. Then:
(1) C∗(p˜, q˜) = {a ∈ C([0,π/2],M2): a(0) ∈ R p˜, a(π/2) ∈ D2},
(2) if A is a C∗-algebra that is generated by two projections then there exists a closed X ⊆ [0,π/2] such that A ≈ rX (C∗(p˜, q˜)) =
C∗(p,q) where p = rX (p˜), q = rX (q˜), and hence A ≈ {a ∈ C(X,M2): a(0) ∈ Rp, a(π/2) ∈ D2} (where the restrictions on a
apply when either 0 ∈ X or π/2 ∈ X ),
(3) if p and q are as above then σ(p + q) = {1± |cos θ |: θ ∈ X},
(4) if A is a C∗-algebra that is generated by two projections and a ∈ As then the real Banach algebra generated by a is ≈ to a
subalgebra of C(X, D2),
(5) C(X, D2) ≈ C(X1 ∪ X2, R) where X1 and X2 are disjoint topological spaces and X j ≈ X, j = 1,2.
Proof. (1) follows from a direct computation. Since C∗(p˜, q˜) is the universal C∗-algebra generated by two projections as
explained in [16, pp. 145–146] there exists a surjective ∗-homomorphism φ of C∗(p˜, q˜) onto A. Since M2 is simple, the
kernel of φ (which is an ideal) must consist of functions that vanish on some closed X ⊂ [0,π/2] and hence (2) follows
from assertion (vi) in Lemma 1.2. (3) follows from a simple computation. (4) follows since D2 is a maximal commutative
subalgebra of M2 and all maximal commutative subalgebras of M2 are conjugate. (5) is obvious. 
4. A conjecture about the weak ﬁxed point property
Conjecture 4.1. If α is a compact ordinal such that C(α, R) has the w-fpp and A is a C∗-algebra that has the w-fpp then C(α, A) has
the w-fpp.
If this conjecture is valid then (iv) implies (vi) in the abstract. Future research will examine the potential relevance of
several results to this conjecture including those in [5,10,6,7,33] as well as the following observation:




























































then G = Z42 and there exists a bijection  : G → {1,−1}{1,2,3,4} with g(e j) = (g) je j . Therefore ‖
∑4
j=1  jc je j‖ =
‖∑4n=1 c j e j‖ whenever  j ∈ {1,−1} and c j ∈ C . 
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