1. Introduction 1.1. Shan has proved that the categories O c (W n ) for rational Cherednik algebras of type W n = W (G( , 1, n)) = S n (µ ) n with n varying, together with decompositions of the parabolic induction and restriction functors of Bezrukavnikov-Etingof, provide a categorification of an integrablesl e Fock space representation F(m), [18] . The parameters m ∈ Z and e ∈ N ∪ {∞} arise from the choice of parameters c for the rational Cherednik algebra. This categorification gives rise to a crystal structure on the set of irreducible rational Cherednik algebra representations that belong to category O c ; it is isomorphic to the crystal introduced by Jimbo-Misra-Miwa-Okado, [11] .
The works of many authors, including Kleshchev, Brundan, Lascoux-Leclerc-Thibon, Ariki, Grojnowski-Vazirani, Grojnowski and Chuang-Rouquier, show that the categories H q (W n ) -mod for Hecke algebras of type W n with n varying, together with decompositions of the parabolic induction and restriction functors, provide a categorification of an irreducible integrablesl e -representation L(Λ), [6] . The weight Λ arises from the choice of parameters q for the Hecke algebra. This gives rise to a crystal structure on the set of irreducible Hecke algebra representations.
The Fock space is substantially more interesting than the representation L(Λ). It is not irreducible, and in fact has an infinite number of non-zero isotypic components. This reducibility reveals itself through distinct canonical bases one can define on F(m), each of which produces a corresponding crystal. Nonetheless for each n ∈ N there is an exact functor KZ n : O c (W n ) → H q (W n ) -mod, [10] , which intertwines the parabolic induction and restriction functors for Cherednik algebras and Hecke algebras and produces a compatibility between the corresponding crystals: the component of the Cherednik crystal containing the irreducible representation of W 0 = {1} is isomorphic to the Hecke crystal.
1.2. In this paper we give another construction of a decomposition of the parabolic induction and restriction functors for the rational Cherednik algebra of type an arbitrary complex reflection group. Our construction uses the monodromy of these functors. Together with an appropriate transitivity result for restriction, we explain how these give rise to ansl e -categorification and crystal structure on F(m) via O c (W n )'s. The structure of the proof of these last claims is as in [18] . We also A lot of thanks go to Peng Shan, for many useful discussions spread over a long time. We would also like to thank Ivan Losev for helpful conversations. The first author is grateful for the financial support of EPSRC grant EP/G007632, and also for the hospitality of the Hausdorff Institute for Mathematics in Bonn and ETH in Zürich, where the final writing up was completed.
show via a homotopy calculation that the decomposition we obtain is naturally isomorphic to the decomposition introduced in [18] .
1.3. The only small novelty in our approach is that we do not make use of the double centralizer property of the KZ-functor. It is a fundamental and fruitful technique of [18] to use this property to extend results systematically from Hecke algebras to Cherednik algebras, obtaining in this way definitive results. Optimistically, however, we hope that using the monodromy of the induction and restriction functors alone may be helpful towards generalizations, for instance to Cherednik algebras of varieties with a finite group action, where less is known about the corresponding KZfunctor and where one may imagine branching rules for affine type B and D appear, amongst other things.
1.4. Our results were proved in the second half of 2008, and announced by the first author at the conference "Algebraic Lie Structures with Origins in Physics" at the Isaac Newton Institute in March 2009. It is important to record that although we mentioned then that we knew biadjointness of parabolic restriction and induction, our proof for that turned out to be incomplete. This is one of the most useful results in [18] ; it is also proved by Losev without use of the KZ-functor, [13] . We use this result here, although it is not needed to obtain the crystal structure. Furthermore we want to say that the presentation of [18] has helped to simplify several of our arguments significantly.
1.5. The outline of the paper is as follows. We recall the restriction and induction functors in Section 2, in both the algebraic and holomorphic settings. In Section 3 we study the monodromy actions on restrictions of modules. Finally in Section 4 we specialize to the W n case to define i-restriction and i-restriction, and to explain the categorification that then arises. We also check that this does indeed match up with Shan's original results.
Definitions and notation
2.1. Rational Cherednik algebras. Let h be a finite dimensional vector space over C and W < GL(h) be a finite subgroup generated by complex reflections. Let S be the set of complex reflections in W and A be the corresponding set of reflecting hyperplanes. For each s ∈ S, let H s = ker(α s ) denote the reflecting hyperplane of s, and define α ∨ s ∈ h to be an element such that h = H s ⊕ Cα ∨ s is the s-stable decomposition of h, normalized by α s , α ∨ s = 2. Let c : S → C be constant on W -conjugacy classes. The rational Cherednik algebra attached to W with parameter c is the quotient H c (W, h) of T (h ⊕ h * ) W , the smash product of CW and the tensor algebra of h ⊕ h * , by the relations
There is a faithful representation of H c (W, h) on C[h] where h * and W act naturally, and each y ∈ h acts via the Dunkl operator
where ∂ y is the partial derivative in the direction of y, [8, §4] . Let {x i } be a basis of h * and let {y i } be the dual basis. Then
is an analogue of the Euler element in H c (W, h). We have
for all x ∈ h * , y ∈ h and w ∈ W .
2.2.
Centralizer algebras and the Bezrukavnikov-Etingof isomorphism. Let b ∈ h and let W b ⊂ W be the stabilizer of b and let c b denote the restriction of the function c to S ∩ W b . We write
The completion
can be identified with the subalgebra of End
, the Dunkl operators D y for y ∈ h, and the group
. For any b ∈ h there is an isomorphism of algebras
∧p produces a non-canonical isomorphism of algebras 
where N eu ⊂ N denotes the locally finite part of N under the action of eu, or equivalently the locally nilpotent part of N under the action of h. If W b = W these are quasi-inverse equivalences.
Furthermore there is an equivalence of categories
where C[h W b ] is the polynomial representation of the ring of polynomial differential operators
The parabolic restriction and induction functors are then defined as follows, [3, §3.5]: 
). This is a semisimple category whose simple objects are given by the standard modules ∆ K (λ) for λ ∈ Irr(W ). We can also construct standard modules over S, ∆ S (λ), and we define O ∆ S (W, h) to be the full subcategory of finitely generated H S (W, h)-modules that are free as S[h]-modules. This is motivated by [ 
where the arrows to the left denote − ⊗ S S/m and arrows to the right denote − ⊗ S K.
There is a commutative diagram of homomorphisms:
where the horizontal arrows denote the homomorphisms corresponding to the natural maps S → S/m and S → K.
We claim that the idempotent x b lifts uniquely from Z to Z S . Indeed, the isomorphism Φ is derived from a choice of decomposition 
. The claim now follows. As a consequence of this lifting, we have
We show that the left hand square of (1) commutes by establishing that
Let m be the ideal of positive degree formal power series, and let denote the completion with respect to m. By the proof of [3, Theorem 2.3], which is valid over S, we have E S (N ) = N . In particular, there exists a set n 1 , . . . , n l ∈ N consisting of generalized eu-eigenvectors that generate N as an
On the other hand, by the previous paragraph,
It remains to show that the right-hand square of (1) commutes. It is clear that
By the arguments above,
) is generated by a finite set of generalized eu-eigenvectors.
Therefore {n ∈ N ⊗ S K : n is locally finite for eu} is the image of the set of eu-finite vectors in N by the functor − ⊗ S K.
Holomorphic version.
Let X be a complex manifold and define K X to be the sheaf of holomorphic functions on X. For x ∈ X, we denote by K X,x the germs of holomorphic functions around x. We also denote by K X,x the algebra of formal series in local coordinates around x.
There is an injective algebra homomorphism K X,x → K X,x , sending a germ to its Maclaurin series around x. Given a sheaf M of K X -modules, we denote its stalk at x by M x and define M ∧x to be
2.9. We now consider h with the complex topology. Let U ⊆ h be a connected W -stable open subset containing b. Define H c (W )| U to be the sheaf of algebras on U/W whose sections at a Winvariant open subset V ⊆ U are the subalgebra of End C (K U (V )) generated by W , K U (V ) and the Dunkl operators
Thus W · U = w∈W/W w · U. Let c denote the restriction of c to S ∩ W . For each y ∈ h define Dunkl operators
As above, we can define a sheaf of algebras on U/W , which we denote
Theorem ( [3] ). Let W and U be as above. Then there is an isomorphism of sheaves of algebras
which is given as follows. Let f be a section of
where u, w ∈ W , φ is a section of K W ·U and y ∈ h.
2.10. Let O c (W, W ·U ) be the category of H c (W )| W ·U -modules that are coherent as K W ·U -modules. Letting 1 U play the analogous role to x b in 2.3, there are quasi-inverse equivalences
and
Let U ⊂ h and W ⊆ W be as above, and assume that b ∈ U has stabilizer W b contained in W . Then there are natural isomorphisms of
Proof. The first isomorphism is clear since
. For the second isomorphism we can
is the projection onto N | V , and we have a commutative diagram
where the vertical arrows denote the canonical morphisms into completions.
for the second isomorphism below the same commutative diagram logic, we deduce
as required.
2.12. We define
It then follows from Lemma 2.11 that
Corollary. The functors Res b,U and Res b are naturally isomorphic.
Now note that the module
There is a commutative diagram of algebra homomorphisms
where the vertical arrow denote inclusion maps. 
This proposition allows us to define C ⊆ N to be the pointwise stabilizer of h b . In particular C centralizes W b .
3.2. Let S b = S ∩ W b and A b ⊆ A denote the corresponding reflecting hyperplanes. We define S and A similary, using W . Let
, where we abuse notation by letting b denote the
Note that in the special case that b is generic, we have W b = 1, N = W and B W is the braid group attached to (W, h). 
This open subset is W -stable, and we choose small enough so that w · U ∩ U = ∅ for all w ∈ W \ W . In particular, U intersects only the reflecting hyperplanes in A b . Since Y r is homotopic to h W b r and X is simply connected we have
3.4. Holomorphic differential operators. Given a complex manifold V , let D V denote the sheaf of holomorphic differential operators on V .
Lemma. Keep the above notation. Let p 1 : U → X and p 2 : U → Y r be the projections.
Proof. Let V ⊆ U be an W -stable open subset. By our assumptions on Y r and X, the functions 1 αs for s ∈ S \ W b are well-defined on all of U . So H c (W , V ) contains the operators
defined in 2.9 for all y ∈ h. The subalgebra generated by K X (p 1 (V )), W b and D y for y ∈ h b generate a copy of H c b (W b , p 1 (V )). Similarly, the algebra generated by K Yr (p 2 (V )), N and the D y = ∂ y for y ∈ h W b yield a copy of D Yr (p 2 (V )) N . It is straightforward to check that the final assertion holds.
3.5. Monodromy. Let λ ∈ Irr(W ), and let M = ∆(λ) be the corresponding standard module. In the notation of 2.10, we set N = R U (M| W ·U ). By Lemma 3.4, the action of ∂ y , y ∈ h W b , on N (U ) defines an N -equivariant connection on Y r with parameters in K X (X), see [19, §13] for information on linear differential equations with parameters.
Proposition ([3], Proposition 3.20).
The local system on Y r attached to N (U ) is given by the connection form
This is a connection with parameters in K X (X) on the trivial bundle on Y r taking values in
We denote this connection by ∇ λ , and for a pair (c, p) ∈ C |S/W | × X we denote its specialization to this point as ∇ λ c,p .
3.6. Let m = dim E. By [16] , there exist functions φ 1 , . . . , φ m , holomorphic on C |S/W | × X × Y , where Y ⊂ Y r is an open ball containing b , such that specialising to a point (c, p) ∈ C |S/W | × X yields the horizontal sections of ∇ λ c,p in Y . Since the connection is N -equivariant, we can associate to each g ∈ B N a monodromy matrix acting on the span of the φ j . We call this g λ and its specialization g λ c,p .
Corollary. The stalk at b of the local system N ∇ λ on Y r can be evaluated by taking horizontal sections of ∇ λ in either N b or N ∧ b . In particular, we can identify the completion of
Proof. By the proposition, the connection on ∇ E (c,p) has regular singularities at b for all (c, p). The equality of horizontal sections in the convergent or formal setting is then well-known, see [15] for example. The second claim follows from Corollary 2.12.
3.7. Continue with the above notation.
Lemma. The elements w ∈ W b , f ∈ K X,0 and D y for y ∈ h b act on (N ∇ λ b ) ∧ 0 . Let P denote any of these operators. These P commute with g λ via (g λ ) −1 P g λ = β(g)(P ) where β is defined in (2).
Proof. By Lemma 3.4, any w ∈ W b , f ∈ K X,0 and D y , y ∈ h b , act on the completion of N b at 0 ∈ h b , and commute with the action of (π
So the operators certainly act.
Recall that g λ is calculated as follows. We represent g by a path p from b to nb for some n ∈ N . Then we let A p denote the analytic continuation operator along p, a linear isomorphism
and P denote one of the operators w, f or D y as above. Uniqueness of analytic continuation implies that A p (P v b ) = P (A p v b ) and so if A p denotes the reverse path to A p we have
3.8. Using the short exact sequence (2) we define we define an action of
Proof. Let us first suppose that M = ∆(λ) for some λ ∈ Irr(W ). By Lemma 3.7 and Corollary 3.6, there is an action of
and ζ are equivalences of categories, we thus obtain an action of
We use the argument from [10, §5.3] to extend this to any M ∈ O c (W, h). By 2.7 and 3.5, we can extend our constructions to the base rings S and K introduced in 2.6: there is an action of H S (W b , h b ) SB N on Res b,S (∆ S (λ)), and similarly for Res b,K (∆ K (λ)). These actions are compatible with the natural maps C S → K. Let M ∈ O ∆ S (W, h). Since M ⊗ S K embeds into a direct sum of standard modules, we establish the result for M by using Lemma 2.7. By [10, Corollary 2.7] and basechange, the result holds for projective modules in O c (W, h). By construction, for any morphism between projective modules P → Q, the resulting map Res b (P ) → Res b (Q) is a map of B N -modules.
But for any M ∈ O c (W, h) there is an exact sequence P 1
The functoriality also follows.
3.9. We rephrase the statement of the theorem as the existence of an exact functor 
There is a homomorphism Theorem. There is a natural isomorphism of functors from
where ↓ denotes the restriction of equivariant structure to a subgroup. is an affine open algebraic subset of h W b given by the non-vanishing of the polynomial π := s∈S\W b α s . Set π = w∈W w · π, a polynomial whose
r ] , D y for y ∈ h and w ∈ W . There is then an isomorphism of algebras
which is defined exactly as in Theorem 2.2. There is furthermore an isomorphism
The restriction functors are then defined as usual, splitting the centralizer with an element we label by 1 W W b , then taking locally-finite vectors with respect to eu ∈ H c b (W b , h). Now we move onto the proof. Corresponding to the natural algebra homomorphisms
we see that successive restriction to smaller formal neighbourhoods produces 1 W
. The space 1 W
).
The natural inclusion
is an isomorphism since the {α s } s∈W 2 have positive eu 2 -weights. For y ∈ h W 1 r ⊂ h 2 we have that
.
A similar argument to [18, Lemma 2.2], using the version of the comparison theorem over the formal neighbourhood of a subvariety due to Kashiwara-Schapira, [12, Corollary 6.2], allows us to deduce that the monodromy representations of the two above local systems on h W 2 r × h W 1 2,r agree. We then have a functorial morphism
This realizes the functor ι * (M )), this completes the proof. G( , 1, n) 4.1. The groups G ( , 1, n) . Fix ∈ N, and let W n = W (G( , 1, n)) = µ n S n for any n ∈ N, a complex reflection group with a Coxeter style presentation t, s 1 , . . . , s n−1 | s
Consequences for
The reflection representation h n = h of W n is the vector space C n = span{y 1 , . . . , y n }. With respect to the standard basis the s i generate a copy of the symmetric group acting by place permutation, and t acts by diag (η, 1, . . . , 1) , where η = exp(2π √ −1/ ). We write t i = (1, . . . , 1, η, 1, . . . , 1) where η appears at the i th coordinate. 4.2. When n > 1 there are conjugacy classes of reflections, the set of conjugates of the s i and the set of conjugates of t r for 1 ≤ r ≤ − 1; when n = 1 there are no s i and so only − 1 classes. The parameters we choose for the rational Cherednik algebra are
where k ∈ C, m = (m 1 , . . . , m ) ∈ Z and we set m +1 = m 1 .
4.3.
We identify the irreducible representations Irr(W n ) of W n with the set P (n) of -multipartitions of n, [17, 6.1.1]. Set P = n≥0 P (n). We write λ = (λ 1 , . . . , λ ) for the multipartition and the corresponding representation and we will often identify λ with an -tuple of Young diagrams. If a box p ∈ λ is in position (i, j) of the Young diagram of λ t we set β(p) = t, and define the residue as res(p) = j − i and the m-shifted residue res m (p) = res(p) + m β(p) .
Induction and restriction.
. . , a n−1 , 0) : a i ∈ C} and h W n−1 r = {(0, . . . , 0, a n ) : 0 = a n ∈ C}. We have
Let λ ∈ Irr(W ). Recall from Proposition 3.5 that the local system on h
(∆(λ)) arises from the N -equivariant connection
on Hom W n−1 (ν, λ ↓ W n−1 ) where we run over all ν ∈ Irr(W n−1 ). There are two types of s ∈ S \ W n−1 : (i n)t r i t −r n for 1 ≤ i ≤ n − 1, 0 ≤ r ≤ − 1, with α s = −η r y i + y n ; t r n for 1 ≤ r ≤ − 1 with α s = y n . Thus the above connection can be written explicitly as the following µ -equivariant connection on ν∈Irr(W n−1 )
4.5. To calculate the monodromy of this connection we will apply the following result which essentially appears in [4, Theorem 4.12] Lemma. Let V be a trivial vector bundle on C × , equipped with µ -equivariant structure and take a µ -equivariant connection on V of the form ω = 4.8.sl e -categorification. We proceed to the theorem which has been proved by Shan in [18, Theorem 5.1] using the KZ-functor and its double centralizer property. We will show in 4.13 our approach is identical to [18] . Nonetheless, we outline the result and its proof here as it avoids using the double centralizer.
4.9. Recall the choice of parameters from 4.2: k ∈ C and m = (m 1 , . . . , m ) ∈ Z . Let e ∈ N∪{∞} be the multiplicative order of q = exp(−2π √ −1k) ∈ C × and set e = e if e = 1 and set e = ∞ if e = 1. Let F(m) denote the Fock space with multicharge m, an integrablesl e -representation, see for instance [11] . As a vector space we have F(m) = λ∈P Cλ; for i ∈ Z/eZ the corresponding Chevalley generators act as
finally ∂(λ) = −τ 0 λ where τ 0 is the number of boxes in λ with m-shifted residue divisible by e. The weight spaces of F(m) are F(m) τ for τ = (τ 0 , . . . , τ e−1 ) ∈ Z ≥0 × Z/eZ where F(m) τ is spanned by the multipartitions having exactly τ i boxes with m-shifted residue equal to i for each i ∈ Z/eZ. Such elements have weight j=1 Λ m j − i∈Z/eZ τ i α i where Λ i is the i th fundamental weight ofsl e .
Let
Define X ∈ End(E) as the direct sum over n ≥ 0 of the operators Σ ∈ π 1 (h
. By Theorem 3.11 we may identify E 2 with the direct sum of the restrictions Resb
Wb n r = {(a n−1 , a n ) ∈ C 2 : a n−1 , a n = 0 and a n−1 = η j a n for 0 ≤ j ≤ − 1} and N (Wb n ) = Wb n W 2 where W 2 = s n−1 , t n−1 , t n .
Let T ∈ End(Resb n ) be the operator arising from the generator of monodromy in π 1 (h Wb n r /W 2 , ·) attached to the reflecting hyperplane a n−1 = a n in h Theorem. Let c be the parameters for the rational Cherednik algebra given in 4.2 and keep the notation above.
(1) The adjoint pair (E, F ), X ∈ End(E), T ∈ End(E 2 ) and the block decomposition For the fullsl e -categorification we also need that F is a left adjoint of E: this is a theorem of Shan, [18, Proposition 2.9], and Losev, [13] . Finally, the compatibilities and equalities required of T and X all follow from Theorem 3.11 and standard monodromy calculations in h . We have π 1 (h r /W n , x 0 ) = B n , the braid group attached to W n , which following [4] may be presented as
and H q (W n ) is the quotient of C[B n ] by the relations
There is an algebra isomorphism γ :
, but note that our normalization of the Hecke algebra H q (W n ) differs from [loc.cit] so we have a slightly different definition.) Set C n (z) = n−1 i=0 (z − J i ), a polynomial in the variable z whose coefficients lie in Z(H q (W n )). Let D n (z) = γ −1 (C n (z)). For a(z) ∈ C(z) let Q n,a(z) be the exact endo-functor of O c (W n ) that maps an object M to the generalized eigenspace of D n (z) in M with the eigenvalue a(z). The functor
is given by E i (n) = a(z)∈C(z) Q n−1,a(z)/(z−q i ) • Res b •Q n,a(z) , where b is chosen as in 4.4.
4.
13. The following result shows that the categorification here of F(m) arising from the monodromy of the restriction and induction functors is the same as that of [18] .
Proposition. For any i and any n there is a natural isomorphism Res i (n) ∼ = E i (n).
Proof. We will prove that KZ n−1 • Res i (n) ∼ = KZ n−1 • E i (n), so the result follows from [18, Lemma 2.4]. Let M ∈ O ∆ c (W n , h). We first consider KZ n−1 • E i (n)(M ). By [18, Theorem 2.1], this is the restriction of KZ n (M ) to H q (W n−1 ) followed by the projection onto a block corresponding to the eigenvalue a(z). The blocks of such a restriction are determined by the generalized eigenspaces of J n−1 in H q (W n ) acting on the restriction: on removing a box p from a multipartition, J n−1 acts by q res m (p) .
On the other hand KZ n−1 • Res i (n)(M ) equals the monodromy of the local system attached to
Res
W n−1 {1}
• Res i (n)(M ). By Theorem 3.11 this in turn equals the generalized eigenspace of the image of Σ M in B n acting on KZ n (M ). We saw in 4.6 that on removing a box p, Σ acts by q res m (p)+1−n−m 1 . By Lemma 4.14 below, the element Σ is mapped to σ n−1 . . . σ 1 τ σ 1 . . . σ n−1 = q 1−n−m 1 J n−1 under the homomorphism B n → H q (W n , h). Thus we have the required equality for objects with ∆-filtrations. The general case follows since projective objects have ∆-filtrations and O c (W n , h n ) has finite global dimension.
4.14. It remains only to explain the following lemma.
Lemma. Recall the notation ι W 1 ,W 2 of 3.11. Let ψ : Σ −→ B n be the canonical composition It follows from the argument in [2, Theorem 6.1] that this crystal equals the crystal defined from Uglov's canonical basis of the Fock space provided that we know that the decomposition matrix of the Hecke algebra is given by the evaluation of Uglov's canonical basis at 1. This is the well-known result of Ariki, [1] . Thus we have an explicit identification of the so-called KZ-component of the crystal with the combinatorial crystal on Uglov multipartitions.
