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Abstract — Recent developments in the field of -omics 
technologies brought great potential for conducting biomedical 
research in very efficient manner, but also raised a plethora of 
new computational challenges to be addressed. Extremely high 
dimensionality accompanied with poor signal-to-noise ratio and 
small sample size of data resulting from high-throughput 
experiments pose previously unprecedented problem, creating an 
increasing demand for innovative analytical strategies. In this 
work we propose an island model-based genetic algorithm for 
multivariate feature selection in the context of -omics data, which 
accommodates to a particular classification scenario via dynamic 
tuning of its parameters. We demonstrate it on two publicly 
available data sets containing gene expression profiles 
corresponding to the two distinct biomedical questions. We show 
that the algorithm consistently outperforms two additional 
feature selection schemes across data sets, regardless to which 
method is used in the subsequent classification step.  
Keywords—genetic algorithm, self-tuning, island model, feature 
selection, biomarker discovery  
I.  INTRODUCTION  
The rapid development of high-throughput technologies 
during the past few decades significantly accelerated 
biomedical research by facilitating studies of biological 
phenomena at a molecular level. Consequently, translational 
efforts also benefited, resulting in diagnostic tools based on the 
gene transcription measuring [1], therapeutic agents that target 
disease-causing mutations with the associated tests [2] and 
more.  However, the full potential of these technologies is yet 
to be reached, as the main difficulty associated with their 
utilization now arises on the analytical side of the biomarker 
discovery process.  
Typical high-throughput experiment results in several 
thousands measures per sample. Also, in many cases only a 
small number of samples are available in the context of a single 
study, which severely complicates standard statistical analysis.  
Furthermore, when using certain technologies (ex. 
microarrays), these measures could be extremely noisy and 
might vary significantly from a batch to a batch. In the same 
time, it is highly impractical and costly to perform 
confirmatory functional experiments on long lists of potentially 
interesting biological targets. The discussed factors eventually 
created a growing interest for machine learning methods which 
could aid biomarkers discovery [3].   
The computational biomarker mining can take one of the 
two major forms, depending on the overall goal of a study. In 
the first case, the aim can be identification of biomarkers which 
are causally related to a disease of interest, thus of these that 
can also serve as potential therapeutic targets. This approach 
heavily relies on an extensive in vivo validation, as the 
causality has to be proven via controlled experiments. The role 
of computational methods in this type of studies is to support 
the process by narrowing down the search space. Alternatively, 
selecting variables that are relevant in the context of 
diagnostics or predictive models can be aim on its own. 
Although informative for the classification or regression, 
features resulting from an application of methods that are 
appropriate in this case do not have to be necessary directly 
related to a biological phenomena under the study [4]. 
However, they can still potentially reveal valuable functional 
information.  
Having the later perspective in mind, we treat the 
biomarker mining as an instance of the feature selection 
problem; setting our focus on the two main goals - improved 
classification performance and parsimony of the resulting 
biomarker sets. In general, finding the optimal subset of 
variables given the objective function while taking into account 
all possible interactions is a NP complete combinatorial 
optimization problem, thus especially suitable for application 
of various meta-heuristics. The genetic algorithms are a class 
of methods belonging to this broad category which have been 
successfully applied in the feature selection context before. 
The genetic algorithms (GA [5],[6]) are iterative stochastic 
optimization meta-heuristics which mimic natural evolution 
process. Each candidate solution of an optimization problem is 
represented as an individual in a pool that constitutes a GA 
population.  A solution (individual) is characterized by number 
of genes, which are sometimes organized in chromosomes1. 
Depending on its fitness value, a single individual is selected 
for proliferation and subjected to the genetic operators – 
typically selection, crossover and mutation. The application of 
these operators results in a next generation of solutions whose 
                                                          
1
 Note that the terms individual and chromosome are sometimes used 
interchangeably in the literature. In this text we assume clear distinction 
between the two – when using the term individual we refer to a solution as a 
whole, while certain distinct aspects of it (various parameters, selected 
features) might be represented by smaller groups of genes, i.e. chromosomes. 
Fig. 1. The outline of the method 
average fitness is ideally better than that in the previous 
generation. The fitness value of an individual reflects a level to 
which optimization goal(s) are realized given the 
corresponding solution, and it is supplied by the fitness 
function. The fitness function encodes optimization goals and 
evaluates a degree to which these are fulfilled during the 
execution; so it is the crucial part of the GA-based solver 
design.            
The genetic algorithms have been successfully applied in 
the several subfields of bioinformatics, including RNA 
structure prediction [7], multiple sequence alignment [8], 
microarray data classification [9]-[11] and biomarker discovery 
[12]-[14]. However, in each of these applications a new GA 
has been developed and its parameters have been specifically 
tuned for the problem at hand. Thus, having a method that 
could be readily used by unspecialized user for a wider class of 
bioinformatics tasks would be of a great utility.  Several 
formulations of genetic algorithms with self-adjusting 
parameters have been developed before [15],[16]; but to our 
best knowledge the given type of GA has never been applied in 
this field. In this work we propose one such an algorithm, 
while keeping focus on the particularities of the biomarker 
discovery problem.  
II. METHODS 
A. The outline of the algorithm  
The general working mechanism of the method is depicted 
on Fig. 1. Initially, a class-balanced bootstrap replicate [17] is 
extracted from a full dataset. This sample is then subjected to a 
feature selection as defined by individuals in a population, after 
which reduced data sets are passed to one nearest-neighbor (1-
NN) classifiers [18]. The out-of-bag performance measures for 
all of the solutions are then used for fitness values calculations, 
consequently guiding selection of individuals to be included in 
a mating pool. The selection is preformed on sigma-scaled [19] 
fitness values using the stochastic universal sampling [20]. 
Finally, the crossover, mutation and immigration operators are 
applied, resulting in a next generation of individuals. This 
process is repeated until the maximum number of generations 
is reached.  
Each solution is represented as an individual that is 
composed of four chromosomes. The first chromosome is a 
binary string whose length equals the total number of variables 
in the full data set, and it encodes a selection of features to be 
used for subsequent classification step. The values of genes on 
this chromosome are initially randomly assigned such that in 
average every variable is selected once in a population of a 
single island. The next three chromosomes encode probability 
multipliers of the genetic operators (see subsection B), and they 
are randomly initialized with a chance of 0.1 for each gene to 
be activated (i.e. taking value 1 instead of 0). 
As displayed on Fig. 1, the whole population is divided to 
several subpopulations (islands), which interact via genetic 
operator called immigration. The main role of this division is to 
preserve genetic diversity while increasing efficiency of the 
search by expanding the population. In addition, it eases 
parallelization of the algorithm. It has been shown that 
application of this strategy results in better performance 
compared to single-population GAs, and that wider class of 
problems can be solved using it [21],[22]. 
B. Genetic operators, parameters and self-tuning mechanism 
The proposed GA utilizes three genetic operators – 
crossover, mutation and immigration. The probability that each 
operator will be triggered is defined as the product of its basic 
probability and a value of the multiplier. The probability 
multiplier is an integer ranging from 20 to (210-1) that is 
encoded by 10-bits chromosome.  So, in addition to chromo-
some that guides feature selection, each individual contains 
three additional chromosomes corresponding to these three 
genetic operators. That is, every individual is characterized by 
its own unique affinity for mutation, crossover and 
immigration; and this affinity is also subjected to the 
evolutionary pressure.  
We hypothesize that auto regulation would occur naturally 
within this setup, provided that the values of basic probabilities 
are reasonably initialized. For example, if an individual has 
high affinity for mutation it would ultimately decrease its own 
fitness trough destruction of high-quality solutions. 
Conversely, if an individual decreases its mutation potential too 
much, it will be eventually suppressed by these that adapt 
faster. This reasoning easily generalizes to other operators as 
well.  
The basic probabilities are introduced to control the effect 
of a large span size on the values of operator parameters. That 
is, if the allowed value domain is set too wide, a small change 
could have profound impact on the behavior of the 
corresponding operator. Thus, reasonable limits should be 
enforced beforehand. Formally, if s stands for the binary 
indicator function that is equal to 1 if feature f  (f=1..fmax ) is 
selected by the individual i (i=1..imax) that resides on the island 
p (p=1..pmax) during the generation g (g=1..gmax), and to zero 
otherwise; the basic probabilities (P) of the crossover, mutation 
and immigration (denoted by C,M and I, respectively) are 
given by the following expressions :  
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In plain words, as the probability of crossover is always 
between 0 and 1 for an individual, the value of its basic 
probability reduces to the scaling constant (1). The total 
probability that two selected individuals will engage in the 
(uniform) crossover is given by the geometric mean of their 
total crossover probabilities. The geometric mean is chosen 
over the simple multiplication to moderate influence of 
extremely low affinities.  Uniform crossover is utilized instead 
of its n-point counterpart for its recombination potential and 
exploratory power. 
The basic probability of the mutation (expressed per gene) 
of an individual depends on the activity status of that gene (1 or 
0). In a case when a gene is not active, it is set in such a way 
that every gene turns on once (in average) during the whole 
evolution on a single island (2). The basic probability of the 
opposite case (replacing 1 with 0) is given as the product of the 
first basic probability and the ratio of active versus inactive 
genes in an individual (3). These two-track mutation rates are 
set as such to avoid inflation of selected features. That is, the 
number of potentially interesting variables in biological 
problems is usually for several orders of magnitude smaller 
than their total number, which superimposes the likelihood of 
turning inactive gene active over likelihood of the opposite 
case. Note that this effect is not linear, so it is hard to control 
by parsimony pressure only. 
The basic probability of the migration (4) is adjusted 
dynamically; depending on how far is the current generation 
from the start of an optimization process. This mechanism is 
introduced to prevent early homogenization, thus to promote  
divergent evolution on distinct islands during the initial phase 
of execution. In average, if an immigration multiplier is set to 
the maximum and if the last generation is reached, every island 
should send one immigrant to every other island. A single 
individual is selected for migration according to its total 
immigration probability, after which it is replicated on a 
randomly selected island by replacing a random native 
individual.  
C. The fitness function    
The fitness function formulation reflects the trade-off 
between the two optimization goals defined before, namely the 
high classification performance and the small size of the 
resulting solutions. The values of the performance measure are 
obtained via application of the 1-NN classifier on the data 
matching selected features. In particular, the balanced accuracy 
of the classifier on out-of-bag examples serves as the indicator 
of the classification performance. The size of a solution is 
expressed in terms of a relative increase (or decrease) in 
number of activated genes with the respect to the average 
number of these in the initial population. The parsimony of 
solutions is achieved trough constant penalization (reward) of 
relative size gain (loss).     
The 1-NN has been chosen as the base classifier for several 
practical reasons. Firstly, it is capable of capturing nonlinearity 
in data and it displays surprisingly good performance on a wide 
range of heterogeneous classification problems [23]. 
Asymptotically, the error rate of 1-NN classifier never exceeds 
twice the Bayes rate [24]. The second, training time of 1-NN is 
effectively zero and the prediction time can be relatively short, 
provided that the training set is reasonably sized. Finally, the 1-
NN classifier has no parameters to be tuned; meaning that there 
is no need for embedding an internal parameter optimization 
loop. This extra loop typically increases complexity of the 
algorithm for an order of magnitude and reduces total amount 
of data available for training.  
The previous discussion can be summarized by a formal 
expression of the fitness function that takes the following form 
(using nomenclature introduced before) : 
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Here F stands for fitness function evaluated for the 
individual i residing on the island p and belonging to the 
generation g. Similarly, A stands for the classification 
performance of the same individual, expressed in terms of the 
balanced accuracy achieved on the out-of-bag data. The third 
term in the above expression (5) is actually a number of genes 
that are active in an individual divided by the average number 
TABLE I.   
FS method  
Classifier 
Adaptive GA  Simple GA RF-FI 
LDA 0.9900 0.9882 0.8685 
QDA 0.9862 0.9855 0.8786 
LR 0.9872 0.9866 0.8843 
DT  0.9672 0.9624 0.8321 
NB 0.9862 0.9854 0.8768 
RF 0.9889 0.9885 0.8897 L
iv
er
 
ca
n
ce
r 
FFNN 0.9839 0.9838 0.8937 
LDA 0.9605 0.9623 0.9247 
QDA 0.9629 0.9615 0.9279 
LR 0.9619 0.9616 0.9264 
DT  0.9110 0.9055 0.8588 
NB 0.9577 0.9575 0.9196 
RF 0.9486 0.9483 0.9091 G
a
st
ri
c 
ca
n
ce
r 
FFNN 0.9506 0.9497 0.9083 
The average values of AUC obtained by testining the three FS methods in 
conjuction with the seven classifiers on the two data sets. The 
abbreviations LDA, QDA, LR, DT, NB, RF and FFNN stand for Linear 
discriminant analysis, Quadratic discriminant analysis, Logistic 
regression, Decision tree, Naïve Bayes, Random forest and feed-forward 
neural networks; respectively. The bold typing indicates the best feature 
selection method given a classifier, while the bold underlined typing 
marks the overall best value of AUC obained on one data set.   
of active genes per individual in the initial population. This 
term introduces a small but constant shrinking pressure on the 
solutions which already reached the classification performance 
optimum.  Finally, the constant term is added to assure that 
every possible value of F remains positive. 
III. EXPERIMENTS 
A. The benchmark setup 
In order to estimate performance of the proposed algorithm 
we set the following benchmark. We test all combinations of 
three feature selection methods and seven classifiers on the two 
publicly available data sets containing gene expression profiles. 
Each of the datasets is initially randomly partitioned into the 
three segments - one for the feature selection, one for the 
classifier training and one for the testing. To assure stability of 
the result we repeat this procedure one hundred times for both 
data sets, each time making a different random data split. For 
facilitating a complete insight into a classification performance, 
ROC (receiver operating characteristic) curves are harvested 
during the execution of benchmark, and finally aggregated over 
iterations using the threshold averaging [25].  
In addition to our algorithm, we utilize two complementary 
feature selection methods – the Random forest feature 
importance measures (RF-FI, [26]) and the genetic algorithm 
specially tailored for the microarray data feature selection [13]. 
The estimation of variable importance with Random forest 
relies on measuring the difference in prediction error on out-of-
bag indices between two cases - when the values of a single 
feature are shuffled and that on undisturbed data. This method 
is multivariate in nature and characterized by the ability to cope 
with a huge number of features efficiently, which is the reason 
behind its growing popularity within bioinformatics 
community [27].  As it produces rankings rather than closed 
subset of features, it still has to be chosen how many variables 
will be used in the classification. This number can be either 
arbitrary assigned (ex. the first hundred features), obtained via 
statistical modeling or determined by posing certain thresholds 
(ex. on p-values). To keep the comparison fair, we chose to use 
the n top-ranked features as supplied by the method, where n 
stands for the cardinality of the feature subset resulting from an 
application of the self-tuning GA.      
To account for possible interactions between certain feature 
selection methods and classifiers we apply seven different 
classification algorithms on each of the biomarker lists 
obtained from the previous phase. Namely, Linear discriminant 
analysis (LDA, [28]), Quadratic discriminant analysis (QDA, 
[29]), Logistic regression [30], Decision trees [31], Naïve 
Bayes [32], Random forests [26] and Feed-forward artificial 
neural networks [33],[34] are used. These differ in complexity, 
learning biases and dependence on explicit distributional 
assumptions; so the consistency of performance across these 
classifiers can rule out a possibility that the obtained result 
comes from a specific feature selection/classifier combination.   
B. The data sets 
The method has been tested on the two publicly available 
microarray data set from the GEO (Gene Expression Omnibus 
[35]) database. The first data set contains 243 healthy liver and 
268 tumourus tissue samples obtained from hepatocellular 
carcinoma (HCC) cancer patients (GSE25097, [36]-[38]). The 
six samples from healthy donors and 40 samples of cirotic liver 
tissue have been removed. The second set includes paired 
(tumourus/healthy) gastric glands tissue samples from 134 
patients (GSE29272, [39]). The first data set has been created 
by using Rosetta/Merck Human RSTA Affymetrix 1.0 
microarrays, while the second one comes from Affymetrix HG 
U133 2.0 Plus platform.  Both data sets have been preprocessed 
by the RMA [40]; and in both of the cases, the tissue status 
(tumourus/healthy) was considered as the outcome of interest.  
IV.  RESULTS AND DISCUSSION 
Fig. 2 displays ROC curves obtained by application of the 
three feature selection methods in conjunction with the seven 
different classifiers on the two biomedical problems.  Table 1 
enlists corresponding numerical values of the area under the 
ROC curve (AUC). The best performing method on the liver 
cancer data set was the combination of self-tuning GA and 
LDA classifier, which achieved the AUC value of 0.99. The 
best performing method on the gastric cancer data set was the 
same feature selection algorithm (and QDA), with average 
AUC value of 0.96. Overall, the self-tuning GA won in 15 out 
of 16 possible classification scenarios.  
It is immediately apparent from the table that the self-
tuning GA outperforms Random forest feature importance 
measures by notable margin on both data sets, irrespective to a 
classifier used. We hypothesize that the main reason for this is 
ill behavior of the later when a correlation between variables is 
present. That is, RF-FI tends to underestimate importance of 
features that are correlated among themselves [41], even in the 
 Fig. 2. The average ROC curves obtained by testining the three FS 
methods in conjuction with the seven classifiers on the two data sets. The 
abbreviations for classifiers are the same as in Table I. Note that the ROC 
curves of the self-tuning genetic algorithm almost completely oclude 
these of the simple genetic algorithm 
situations when those are also individually strongly correlated 
with the outcome. In the same time, many biomedical data sets 
contain several groups of inter-correlated variables (ex. genes 
sharing the same genetic pathway); and very often some of 
these are good discriminators. Conversely, within the same 
setup, and if a parsimony pressure is imposed, a genetic 
algorithm tends to preserve at least one feature from the 
correlated group while selecting-out redundant ones. 
The difference in performance between the self-tuning and 
the customized GA is less obvious on the utilized data.  This is 
not surprising as the customized GA has been developed and 
tuned specially for the microarray feature selection. However, 
self-tuning GA still managed to adapt to a problem at hand; 
and even to marginally suppress the former in terms of the 
obtained AUCs on both data sets. This indicates that the 
method indeed can be used in various settings with no 
additional adjustments, while achieving the performance 
similar to that of problem-tailored genetic algorithms.   
V. CONCLUDION       
In this work we proposed a method for multivariate feature 
selection that is based on the adaptive genetic algorithm and 
which operates in the context of high-throughput data 
classification.  We demonstrated that the method consistently 
outperforms the Random forest feature importance measures, 
and behaves at least equally well as the genetic algorithm that 
is designed especially for this application. However, in contrast 
to the later, it requires no tuning or other customizations; so it 
can be readily used by an inexperienced user. In the future we 
plan to extend the application scope of self-tuning genetic 
algorithm beyond the classification problem discussed here, as 
we strongly believe that its utility extends to a wider class of 
computational problems within the field of bioinformatics. 
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