Abstract. A partially ordered Abelian group M is algebraically (existentially) closed in a class C M of such structures just in case any finite system of weak inequalities (and negations of weak inequalities), defined over M, is solvable in M if solvable in some N ⊇ M in C. After characterizing existentially closed dimension groups this paper derives amalgamation properties for dimension groups, dimension groups with order unit, and simple dimension groups. By determining the quantifier-free types that may be isolated by existential formulas the paper produces many pairwise nonembeddable countable finitely generic dimension groups. The paper also finds several elementary properties distinguishing finitely generic dimension groups among existentially closed dimension groups. The paper finally embeds nontrivial dimension groups functorially into existentially closed dimension groups.
Introduction
A dimension group is a partially ordered Abelian group whose partial ordering is directed 1 and isolated 2 and obeys the Riesz interpolation property. 3 This paper will focus on dimension groups that are existentially closed (e.c.) when viewed as structures for the language L = {+, −, 0, ≤} of partially ordered Abelian groups. While a simple argument shows that a dimension group is algebraically closed (as an L-structure) just in case it is divisible 4 , the nature of e.c. dimension groups is harder to determine. Section 2 exploits two ways of building new dimension groups from old to reveal six axioms, or axiom schemas, that are true in e.c. dimension groups. One of these schemas belongs to L ω 1 ω rather than L, and Section 2 exploits this fact to conclude that the e.c. dimension groups do not form an elementary class. Yet Section 3 shows that the schemas of Section 2 axiomatize the e.c. dimension groups. Because these schemas make every existential L-formula equivalent in e.c. dimension groups to a quantifier-free formula of L ω 1 ω , Section 4 can show that the class of dimension groups has the amalgamation property. The particular form of the schemas allows one to show that every nontrivial ideal 5 in an e.c. dimension group is an e.c. dimension group, that every nontrivial dimension group is cofinal in an e.c. dimension group, and that the class of dimension groups with distinguished Because the study of e.c. dimension groups does not depend on whether the weak or strict partial ordering is represented by an atomic formula, dimension groups will often be regarded as structures for the language L < = {+, −, <, 0}, with t ≤ v an abbreviation for t < v ∨ t = v. Let (G, ≤) be an e.c. dimension group. Since (G, ≤) is algebraically closed, G is divisible; and since {0} embeds in Q, (G, ≤) is nontrivial and contains a strictly positive element. Thus (G, ≤) is strictly directed: that is, any x, y ∈ G have a strict upper bound z > x, y.
Lemma 2.1. For each i in the nonempty index set I, let the L
< -structure M i be a nontrivial dense ordered 8 Abelian group: then the L < -product 9 i∈I M i is a dimension group that is strictly directed and satisfies the strict interpolation property
x, y < z, v → ∃w(x, y < w < z, v).
Proof. Each M i has the desired properties, which may be expressed by Horn sentences of L < and so are preserved by the product.
This result is applied to dimension groups in combination with and since all the q's are nonnegative rationals, q 1j + q 2j = 0 by the remarks in the first paragraph and q 1j = 0 = q 2j . Thus r = p 1 = −p 2 is both nonnegative and nonpositive and S ∩ (−S) = {0}. Invoke Zorn's Lemma to obtain P ⊆ M maximal with respect to inclusion among all T ⊆ M such that S ⊆ T , T + T ⊆ T , qT ⊆ T when 0 ≤ q ∈ Q, and T ∩ (−T ) = {0}. If P ∪ (−P ) = M , then P will be the nonnegative cone of an ordering , with ≤ ⊆ , making (M, ) an ordered Abelian group, and since −a 1 , . . . , −a n ∈ P and each a i = 0 by hypothesis, a 1 , . . . , a n ≺ 0 as desired. If y ∈ M \ P , then P ⊂ P + {qy : 0 ≤ q ∈ Q}, and the maximality of P implies that there are p 1 , p 2 ∈ P and q 1 , q 2 ≥ 0 in Q with 0 = p 1 + q 1 y = −(p 2 + q 2 y).
Thus
(q 1 + q 2 )y = −(p 1 + p 2 ). q 1 + q 2 ≥ 0. If q 1 + q 2 = 0, then q 1 = q 2 = 0 and 0 = p 1 = −p 2 , contrary to P ∩ (−P ) = {0}. Thus q 1 + q 2 > 0 and y = − 1 q 1 + q 2 (p 1 + p 2 ) ∈ −P.
So M \ P ⊆ −P and the argument is complete.
One may now state Because G is a nontrivial divisible group, the L < -structure (G, ≺) is a nontrivial dense ordered Abelian group whenever ≺ ∈ O(G). Since G contains negative elements, Lemma 2.2 makes O(G) nonempty; so by Lemma 2.1, G = ≺∈O(G) (G, ≺) is a nontrivial dimension group that satisfies strict interpolation. One easily checks that the diagonal map δ : G → G sending each g ∈ G to the constant function with License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use value g is an L < -embedding; so since (G, ≤) is existentially closed, it satisfies strict interpolation.
The hypothesis of (ii), and Lemma 2.2, provide orderings ≺ in O(G) with a 1 , . . . , a n ≺ 0; whenever ≺ has this property, a 1 , . . . , a n ≺ 1 2 max ≺ {a 1 , . . . , a n } ≺ 0 in the divisible ordered Abelian group (G, ≺). Since (G, ≤) is strictly directed, there is c ∈ G with a 1 , . . . , a n < c. If y is the element of G that sends each ≺ ∈ O(G) with a 1 , . . . , a n ≺ 0 to 1 2 max ≺ {a 1 , . . . , a n } and every other ≺ ∈ O(G) to c, then
Because G is existentially closed, the desired conclusion follows.
A simple argument shows that the converse of (ii) holds in any partially ordered Abelian group with isolated order.
Before describing other properties of e.c. dimension groups, one may exploit 2.3(ii) to show that
Corollary 2.4. The e.c. dimension groups do not form an elementary class.
Proof. Suppose otherwise, and let T be a set of L < -axioms for this elementary class. Let k > 0 be a strict upper bound on the entries of ordered pairs in U . The additive Abelian group Q( √ 2) may be partially ordered so that for a, b ∈ Q,
One easily sees that < makes Q( √ 2) a partially ordered group with directed, isolated order. Assume, for the moment, If m > 0, n = km ≥ k > n; so m = 0 = n, though (0, 0) ∈ U . This contradiction implies that
in (Q( √ 2), <) and in any partially ordered group containing (Q( √ 2), <). Since (Q( √ 2), <) is a dimension group (Lemma 2.5) it may be embedded in an e.c. dimension group (H, ), and in this model of T there is an element a with
On the other hand, 1
and 0 a because (H, ) has isolated order. This contradiction implies that there is no set T of L < -axioms for the class of e.c. dimension groups. To prove Lemma 2.5, consider the partially ordered group (F, ) of all linear functions
Since elements of Q( √ 2) are uniquely of the form
and one easily checks that ϕ : (Q( √ 2), <) ∼ = (F, ). So the desired result holds if (F, ) obeys strict interpolation.
If f, g h, k in (F, ), then
and l is the unique linear function on [−1, 1] with l(−1) = α and l(1) = β, then
Since Q is dense in Q( √ 2) there is a sequence {q n } n≥1 from Q that converges to l(0); if for n ≥ 1, l n is the unique linear function on [−1, 1] with l n (0) = q n and l n (1) = l(1), one sees that {l n } n≥1 converges uniformly on [−1, 1] to l. So without loss of generality,
then each m n ∈ F and {m n } n≥1 converges uniformly on [−1, 1] to l. Thus f, g m n h, k for some n and the argument is complete.
In L or L < , t|v
t is incomparable with v. Viewing the e.c. dimension group G as an L < -structure, consider the L < -power
of (G, <). Because one may express with Horn sentences the properties of being divisible, being strictly directed, and obeying strict interpolation, these properties transfer from (G, <) to (G ℵ 0 , < ℵ 0 ). Much as before, the diagonal map δ : 
Proof. (i)-(iii) are all established in the same way.
Suppose that for each s ∈ S,
Let the m elements of S be s 0 , . . . , s m−1 . If y ∈ G ℵ 0 is given by
Because (G, <) is existentially closed it obeys the consequent of (i).
, and suppose that for each i < m there are b
Because (G, <) is existentially closed it obeys the consequent of (ii). Finally, suppose that
Strict interpolation, or the property of being strictly directed, provides 
is existentially closed it obeys the consequent of (iii).
The class of nontrivial dimension groups with distinguished order unit, though not elementary, is inductive, and so every such dimension group may be embedded in another, with the same distinguished order unit, that is existentially closed with respect to this class. Structures in this class are naturally viewed as structures for the language L < ∪ {u}, where u is a new constant symbol naming the distinguished order unit. Arguments like those given above show that every nontrivial dimension group, with distinguished order unit, existentially closed among dimension groups of this kind is divisible and obeys the schemas examined in Theorems 2.3 and 2.6. The proofs change only in replacing
A characterization of e.c. dimension groups
One may show that e.c. dimension groups are characterized by the schemas discovered in Section 2 by using them to convert existential L < -formulas to quantifierfree L < ω 1 ω -formulas. The quantifier-elimination procedure is more easily described if one uses a language, extending L < , that takes advantage of the fact that e.c. dimension groups are divisible. Let
where each r· is a new unary function symbol. If T < is the L < -theory of divisible dimension groups and T Q is the Q-theory of divisible dimension groups-with r· representing scalar multiplication by r ∈ Q-then T Q |= T < , every model of T < expands uniquely to a model of T Q , every atomic Q-formula is T Q -equivalent to an atomic L < -formula, and the e.c. dimension groups are the e.c. models of T < , which when viewed as Q-structures are the e.c. models of T Q . In what follows Q will supplant L < wherever convenient. Section 2's schemas-in which initial universal quantifiers are suppressed-run as follows:
(
So formulas from schema (3) are infinitary formulas of Q ω 1 ω , while formulas from the other schemas are first-order Q-formulas. The converses of (2)-(5) are true in any partially ordered Abelian group with isolated order. When I ⊆ {1, . . . , 6} let T I be the expansion of T Q by the schemas (j) with j ∈ I. Thus T I is a first-order theory exactly when 3 ∈ I.
Lemma 3.1. Every quantifier-free formula
11 is T Q -equivalent to a positive propositional combination of identities t = v, inequalities t < v, and incomparabilities t|v.
Proof. The argument relies merely on the axioms of T Q guaranteeing a partial ordering. Every quantifier-free formula is logically equivalent to a positive propositional combination of atomic and negated-atomic Q-formulas: so the desired result holds if negations of atomic Q-formulas are T Q -equivalent to formulas of the given kind. The formula 
A simple argument exploiting the vector-space axioms in T Q shows that
and that t2v ↔ qt2qv when 2 ∈ {=, <, |} and 0 < q ∈ Q.
Since ∃ commutes with ∨, Lemma 3.1 reduces the study of existential Q-formulas to the study of existential quantifications of conjunctions of identities, inequalities, and incomparabilities. The following result brings the goal much closer: Proof. The proof goes by induction on l ≥ 1. Lemma 3.2 allows one to assume that ϕ is
where the as, bs, cs, and ws are Q-terms in x, y 1 , . . . , y l−1 and ψ is a conjunction of identities, inequalities, and incomparabilities in x, y 1 , . . . , y l−1 . If ϕ = ψ, ∃yϕ is equivalent to ∃y 1 . . . ∃y l−1 ϕ and the induction hypothesis gives the desired result: so assume that ϕ = ψ.
If m 0 ∈ M , the index set for the third conjunct of ϕ, then ∃yϕ is equivalent to
and any x i occurring only in inequalities of ϕ occurs only in inequalities of the quantifier-free part of this formula. So the induction hypothesis completes the argument if M = ∅, and one may assume that M = ∅. Thus the only identities in ϕ are in ψ. Schema (4) makes ∃y l ϕ equivalent to
and any x i occurring only in inequalities of ϕ occurs only in the terms a, b or in inequalities that are conjuncts of ψ. Lemma 3.2 makes the displayed formula equivalent to 
By the induction hypothesis, Using distinct variables z for the conjuncts ∃z(θ ∧ z|0) of γ, one may assume that the last displayed formula is
where α and the θs are conjunctions of inequalities, z m occurs neither in α nor in any θ n with n = m, β is a conjunction of identities and incomparabilities in which no y ls or z m occurs, β contains identities only if ψ does, and each x i occurring only in inequalities of ϕ occurs only in α or in some θ. So the last displayed formula is logically equivalent to
We simplify the notation by writing the first conjunct as 
where the as and bs are Q-terms not containing z.
Proof. Suppose the displayed formula holds. If
if, for example, the first disjunct holds, then 0 < z and z 0. Now assume that
If there are z, w with 
If the first disjunct holds and
schemas (1) and (2) provide w with
and so w < 0 by hypothesis and z < 0. Thus
follows from the first disjunct, and
follows from the second.
and to
So with the help of schema (3) one concludes that 6 , and let N ⊇ M be a dimension group in which an existential Q M -sentence ψ is true. ψ = ∃yϕ(m, y), where the ms come from M and ϕ(x, y) is a quantifier-free Q-formula. If P ⊇ N is e.c., the existential sentence ψ still holds in P. ∃yϕ(x, y) is T 1,...,6 -equivalent to a quantifierfree formula θ(x) of Q ω 1 ω ; so ψ is equivalent to θ(m) in both M and P. Because 
where 
The particular form of schemas (1) Proof. One shows that N |= T 1,..., 6 . The ideal N is a partially ordered Abelian group with directed, isolated order. Because N is nontrivial, it is strictly directed. Since the witness w in strict interpolation (2) is bounded by the parameters x, y, z, v, N obeys strict interpolation. Rational multiples of nonnegative elements of N are bounded by elements of N and so belong to N ; because it is directed, every element of N is the difference of two nonnegative elements, and so N is divisible. If 
and by schema (4) for M there is y ∈ M with
since c ∈ N and −c < y < c, y ∈ N . Schema (5) is verified for N in a similar fashion. If an instance of schema (6) has both as and bs, it is true in N for the same reason that N obeys strict interpolation; but if, for example, no bs are present, one may reduce to the previous case because the nontrivial ideal N contains a strictly positive element which may play the role of b.
So

Corollary 4.3. If M is a nontrivial dimension group, then there is an e.c. dimension group N ⊇ M in which M is cofinal.
Proof. If P ⊇ M is e.c. and N ⊆ P is the ideal in P generated by M-i.e., the set of all elements x − y with 0 ≤ x ≤ z and 0 ≤ y ≤ v for some z, v ∈ M -then M is cofinal in N and N is an e.c. dimension group (Theorem 4.2).
The class of nontrivial dimension groups with distinguished order unit-viewed as structures for L ∪ {u} or for L < ∪ {u}-is inductive, though not elementary; so every such (M, u) may be embedded in another such dimension group (N , u) that is e.c. in this class. One may show as follows that N is e.c. among all dimension groups. Let ϕ be an existential L N -sentence true in some dimension group P ⊇ N . Because ϕ is existential one may assume that P is e.c., and so the ideal I of P generated by u > 0 is also e.c. (Theorem 4.2). Since N ⊆ I and I is e.c., ϕ is true in I; so since (I, u) is a dimension group with order unit, ϕ is true in (N , u) and in N . One thus establishes the more difficult direction of One may also show that Rewriting the definition in ( [4] , p. 7), one says that an element a of a dimension group is a pseudo-zero just in case
For example, if one partially orders the vector space Q × Q so that
then Q × Q becomes a simple dimension group in which (1, 0) is an order unit and (0, 1) is a pseudo-zero. Since the definition of pseudo-zero is universal, an element c from a dimension group A will be a pseudo-zero in A if c is a pseudo-zero in a dimension group B ⊇ A. The converse may fail because an e.c. dimension group has isolated order and obeys schema (3), and these properties rule out pseudo-zeros. But the converse does hold in the following special case: Proof. Let A ⊆ B, C be simple dimension groups with distinguished order unit u. If A is trivial, then B and C are also trivial because all three groups have the same order unit; so one may assume that all the groups are nontrivial. By taking divisible hulls one may assume that A ⊆ B, C as Q ∪ {u}-structures. Let P A be the union of {0} with the set of pseudo-zeros of A. By ([4], 2.2) P A is a trivially ordered 12 subspace of A and A ∼ = (A/P A ) × P A , where A/P A carries the usual quotient partial ordering and (A/P A ) × P A is partially ordered so that
2) shows that A/P A has no pseudo-zeros, and one easily verifies that A/P A is a simple divisible dimension group. If one defines P B and P C in a similar fashion, one reaches similar conclusions about B ∼ = (B/P B ) × P B and C ∼ = (C/P C ) × P C . Lemma 4.6 says that P A = A ∩ P B = A ∩ P C . Therefore, P A ⊆ P B , P C as trivially ordered vector spaces and A/P A ⊆ B/P B , C/P C as Q ∪ {u}-structures. One may certainly find a trivially ordered vector space V ⊇ P B and an injective linear map f 0 : P C → V with f 0 P A the identity on 12 I.e., 0 is the only nonnegative element. 
exploiting the isomorphisms between these groups and A ⊆ B, C, one solves the original amalgamation problem.
The discussion so far has reduced the solution of the problem to the following task: given Q ∪ {u}-structures A ⊆ B, C that are nontrivial simple divisible dimension groups without pseudo-zeros, find a simple divisible dimension group M ⊇ B, satisfying strict interpolation, and a Q ∪ {u}-embedding h : C → M that is the identity on A. Corollary 4.5 provides a divisible dimension group D ⊇ B, with order unit u, and a Q ∪ {u}-embedding f : C → D that is the identity on A. The rest of the argument will collapse D to a simple dimension group without disturbing the copies of B and C inside D, and borrows heavily from the proof of ( [4] , 15.1), a representation theorem for a special class of simple dimension groups.
Let G be the set of maximal proper convex subgroups of D. Because D has an order unit and is nontrivial, G = ∅, and since every K ∈ G is maximal, every such K is also a Q-subspace of D. If K ∈ G, the nontrivial partially ordered vector space G/K has isolated order and an order unit but lacks nontrivial convex subgroups, and so may be identified with a unique ordered subgroup of R (with 1 ∈ R corresponding to u
Impose the product topology on R D , the set of all real-valued functions with
when a ≥ 0, and
All these sets are closed in R D , as is their intersection H. One may see that H is compact by looking at the restrictions 
All 
One concludes that R −1 : I → H is a continuous bijection; since I is compact, R −1 is a homeomorphism and H is compact.
then C(H) is a simple divisible dimension group, with order-unit H → 1, that satisfies strict interpolation, and ϕ : 
A. Therefore the amalgamation problem is solved.
The proofs of Theorem 4.1, Corollary 4.5, and Theorem 4.7 continue to work when A is any common substructure of B and C in the appropriate language: L for Theorem 4.1 and L∪{u} for Corollary 4.5 and Theorem 4.7. So in Theorem 4.1, for example, A may be a substructure of a dimension group rather than a dimension group.
Isolated quantifier-free types
As in ( [5] , p. 87), a (maximal) quantifier-free n-type is a maximal set of quantifier-free Q-formulas, in n distinct variables x 1 , . . . , x n , consistent with T Q (or with T 1,..., 6 , since every model of T Q has an e.c. extension). If Γ(x 1 , . . . , x n ) is a quantifier-free n-type and ψ(x 1 , . . . , x n ) is an existential Q-formula, ψ is said to isolate Γ just in case T Q ∪ {∃xψ} is consistent and ψ implies, modulo T Q , every formula in Γ. This section will describe the quantifier-free n-types that may be isolated by existential formulas, and conclude that when n > 1 every e.c. dimension group realizes a nonisolated n-type.
A quantifier-free 1-type in x must determine whether x is positive, negative, zero, or incomparable with zero, but this information determines the quantifier-free type. Thus 
So from now on one may assume that Γ contains no nontrivial identities. ∃y(
If one assumes now that Γ contains no nontrivial identities and contains c 0 for some nonzero Q-linear form c, then Γ must contain a > 0 for some nonzero Q-linear form a. To treat this case one needs Proof. Suppose that the existential sentence ψ is true in the divisible dimension group M. If M = {0} there is nothing to prove; so assume M = {0}. As in Section 2, M may be embedded in the dimension group
by the diagonal map δ : M → M , and each (M, ≺) is a nontrivial divisible ordered Abelian group. Since the negation of an atomic condition is satisfied in a product just in case the atomic condition fails in at least one coordinate, ψ may be satisfied in a finite product of nontrivial divisible ordered Abelian groups. The FefermanVaught theorem makes this product elementarily equivalent to a finite power of Q, and so the desired result holds.
Returning to the quantifier-free n-type Γ with n > 1, one may state Proof. Suppose, on the contrary, that the existential Q-formula ψ(x 1 , . . . , x n ) isolates Γ. Lemmas 3.1-3.4 make ψ T 1,2,4,5,6 -equivalent to a disjunction of formulas
in which the as, bs, cs, and ds are terms in x and the zs occur only as shown. Because any disjunct consistent with T 1,...,6 will also isolate Γ, one may assume that ψ is the displayed formula. Since Γ contains no nontrivial identities, one may assume that there are no conjuncts b j = 0; because Γ contains at least one inequality (and is consistent with T 1,...,6 ), one may assume that there is at least one conjunct a i > 0. In each such conjunct a i is a Q-linear form h i · x with h i ∈ Q n \ {0}. Let C ⊆ Q n be the cone generated by h 1 , . . . , h n : i.e.,
is the only subspace of Q |I| contained in C. By removing redundant inequalities one may assume that no proper subset of {h 1 , . . . , h |I| } generates C: i.e., for all J ⊂ {1, . . . , |I|},
Thus no h i is a linear combination, by nonnegative scalars, of the h j with j = i.
Suppose first that |I| > 1. Because ∃xψ(x) is consistent with T Q , Lemma 5.4 implies that
may be satisfied in the Q-power Q s for some positive integer s. Since a 2 > 0 in the simple divisible dimension group Q s , there is a positive rational r with
To argue by contradiction that a 2 > ra 1 is independent of ψ, suppose that
Whenever every a i > 0, one may choose the zs sufficiently large so that every d lm < z l , and then a 2 > ra 1 ; so
Assume, temporarily, Lemma 5.6. Let F be an ordered field, A a k × l matrix over F , and b ∈ F k . Suppose ∃y(y T A > 0). 13 The following conditions are equivalent:
Lemma 5.6 provides t ≥ 0 in Q |I| with i t i > 0 and
13 The row vector y T is the transpose of the column vector y, and ≥ 0 (> 0) means nonnegative (positive) in every coordinate.
If 1 − t 2 > 0, then h 2 is a linear combination, by nonnegative scalars, of the h j with j = 2; if 1 − t 2 = 0, then −h 1 ∈ C, which contains the subspace Qh 1 = {0} of Q |I| ; if 1 − t 2 < 0, then −h 2 ∈ C, which contains the subspace Qh 2 = {0} of Q |I| . This contradiction implies that
Expanding the previous interpretation in Q s to one in Q s+1 in which x and z receive, in coordinates s + 1, values corresponding to the last display, one obtains an interpretation making ψ ∧ a 2 > ra 1 true. So modulo T Q , ψ is consistent with a 2 > ra 1 and also with a 2 > ra 1 , contrary to the assumption that ψ isolates Γ.
Assume now that |I| = 1. Since a 1 is a nonzero linear form in x and n > 1, there is a variable x i such that a 1 is not a multiple of x i . As before, the conjunction
may be satisfied in the Q-product Q s for some positive integer s. a 1 becomes an order unit under this interpretation, and so there is r > 0 in Q such that 
14 The notions and results, exploited here, about semilinear sets may be found in the Appendix to [8] .
contrary to hypothesis. Thus there is h > 0 for which 
Farkas' Lemma now supplies nonnegative
and so
One easily concludes, from the analysis of isolated quantifier-free n-types, that 
Generic dimension groups
The results of Section 5 have an immediate application to the study of finitely generic dimension groups, i.e., finitely generic models of T Q . According to Theorems 4.1.4 and 4.1.5 and the proof of Theorem 4.1.6 in ( [5] , pp. 88-91), there is a family {D α } α<2 ℵ 0 of countable finitely generic dimension groups with the following property: when α = β, the only quantifier-free types realized in both D α and D β are isolated. Since finitely generic structures are e.c., every D α realizes a nonisolated quantifier-free 2-type (Corollary 5.7); so since embeddings preserve quantifier-free types, D α may not be embedded in D β when α = β. Thus
Corollary 6.1. There is a family of continuum-many countable, finitely generic dimension groups that are pairwise nonembeddable.
Because an algebraically prime e.c. dimension group would realize a nonisolated quantifier-free 2-type that would be realized in every D α , one concludes that
Corollary 6.2. There is no algebraically prime e.c. dimension group.
Despite the complexity revealed by Corollary 6.1, all finitely generic dimension groups are elementarily equivalent because the L-theory of dimension groups has the joint-embedding property (take the usual direct sum). The rest of this section will find properties shared by all finitely generic dimension groups or by all infinitely generic dimension groups; the direct-sum argument again implies that all of the latter are elementarily equivalent.
It will be convenient to consider model-theoretic forcing with respect to certain extensions of T Q . For each L-structure G which is an at most countable divisible ordered Abelian group, let 
−mv ≤ x ≤ mv
whenever v > 0 appears in a condition produced by ∀. The compiled structure will be a G-e.c. dimension group in which every positive element is an order unit. Therefore the group has no nontrivial ideals and is simple.
By showing that the property of being simple is elementary within the class of e.c. dimension groups, the next few results will imply that all finitely generic dimension groups are simple. 
Lemma 6.6. If a, b|0 in the divisible dimension group
D, then b = ra for some r > 0 in Q just in case ( m∈N 2 \{0} 0 ≤ m 1 (−a) + m 2 b) ∧ ( n∈N 2 \{0} 0 ≤ n 1 a + n 2 (−b)).∀z(−a, b < z → 0 < z) ∧ ∀z(a, −b < z → 0 < z).
Thus
Corollary 6.8. There is a universal
Q-formula q | (x, y) such that if a|0 in the e.c. dimension group D, then q | (a, y) defines Q · a.
Proof. When a|0 in D, (Q · a) \ {0}
consists of elements incomparable with 0, and so one may apply Corollary 6.7. q | (x, y) may be the following formula:
The next few results show that Q · a is definable in e.c. dimension groups when a > 0. First, note that a, b, c, g, h) , and pick r, s, t ∈ Q with g = rb, h = sc, and rb = sc + t(b − c).
, and since a = 0, c is a rational multiple of a > 0 and is comparable with 0. This contradiction implies that r = t; so 0 = (s − t)c, s = t, and
The last two lemmas yield the following analogue of Corollary 6.8: 
So q > (x, y) may be the formula
So one concludes that
Corollary 6.12. There is an ∀∃∀-sentence σ that is true in an e.c. dimension group just in case it is simple.
Proof. Informally, σ is
As noted before, the completeness of the theory of finitely generic dimension groups combines with Theorem 6.5 to yield Theorem 6.13. All finitely generic dimension groups are simple.
One may conclude also that Theorem 6.14. No infinitely generic dimension group is simple.
Proof. Let G be a dimension group that is not simple: a non-Archimedean ordered Abelian group, for example. There is an infinitely generic H ⊇ G ( [5] , pp. 153-157), and by Corollary 6.12, σ fails in H. Because all infinitely generic dimension groups are elementarily equivalent, σ fails in all infinitely generic dimension groups.
Despite the last two theorems, simple e.c. dimension groups need not be finitely generic. Much as before one may approach this result by building a special finitely generic dimension group. Proof. As in the proof of Lemma 6.4 one shows that if p ⊇ {v = 0} is a condition and d ∈ W is not in p, then there are a rational q and a condition r ⊇ p with r d|qv ∨ d = qv. Lemma 6.3 allows one to satisfy p in some Q-power Q n of Q. v = 0 in Q n ; so some coordinate v i of v is nonzero, and there is q ∈ Q such that the ith
n , then d|qv in Q n ; so at least one of p ∪ {d = qv}, p ∪ {d|qv} is a condition and the argument is complete.
Corollary 6.16. In every finitely generic dimension group,
Proof. Because all finitely generic dimension groups are elementarily equivalent and Lemma 6.11 is available, one need show merely that some finitely generic dimension group has the given property. Reverting to the terminology of [5] , let ∃ play to produce a finitely generic dimension group and to force Proof. Starting with the Archimedean ordered Abelian group G = Q( √ 2), invoke Theorem 6.5 to obtain a simple G-finitely generic dimension group H. Since G ⊆ H, H is e.c. In H, √ 2 is comparable with every element of Q · 1 but does not belong to Q · 1; so by Corollary 6.16, H is not finitely generic.
Because the most obvious way to create many different quantifier-free types is to fill cuts in the rationals, Corollary 6.16 leave mysterious the structure of the quantifier-free 2-type of (a, b) when a > 0. Some of the mystery is dispelled by Theorem 6.18. In a finitely generic dimension group,
Given this result, one may describe as follows the quantifier-free type of (a, b) when a > 0 in the finitely generic dimension group M. One possibility is that b = ra for some r ∈ Q. If this case does not happen, then since M is simple and a > 0 there are r < s in Q with ra < b < sa, and by Corollary 6.16 there is t ∈ Q with b|ta. So Q admits the partition Q = {r ∈ Q : ra < b} {t ∈ Q : b|ta} {s ∈ Q : b < sa}, and since a > 0 all elements of the first set are less than all elements of the second set which are less than all elements of the third set. Theorem 6.18 implies that all So Q 2 cannot be embedded in a finitely generic dimension group M. On the basis of Lemma 6.11 one may prove Theorem 6.18 by showing that for every r ∈ Q, the empty condition forces each of (1) ∀x > 0∀y(y < rx → s<r y < sx), (2) ∀x > 0∀y(rx < y → r<s sx < y), and (3) ∀x > 0∀y(y|rx → s<r<t y|sx, tx). Let a and b be distinct witnesses.
The empty condition will force (1) if every condition p extending {a > 0, b < ra} is consistent with b < sa for some s < r. p may be satisfied in Q k for some positive integer k. For i = 1, . . . , k, a i > 0 and b i < ra i ; so there is s < r with b i < sa
A similar argument shows that the empty condition forces (2) . Suppose now that p is a condition extending {a > 0, b|ra}, and as before assume that p is satisfied in Q k . If there are i, j ∈ {1, . . . , k} with ( ) ra i < b i and b j < ra j , then since every a l > 0 there are s < r < t in Q with sa i < ra i < ta i < b i and b j < sa j < ra j < ta j , and p∪{b|sa, ta} is satisfied in Q k . If there are no i, j ∈ {1, . . . , k} obeying ( ), then one may without loss of generality suppose that ra i ≤ b i for all i, ra j = b j for some j, and ra l < b l for some l. If p contains an identity with nontrivial occurrences of witnesses other than a and b, one may solve for such a witness-c, say-in terms of the others in the identity and then eliminate c from p. Repeating this process as often as possible, one obtains a condition q, satisfied in Q k , that contains no identities with nontrivial occurrences of witnesses other than a and b. If one can find s < r < t in Q for which q ∪ {b|sa, ta} is a condition, p ∪ {b|sa, ta} also will be a condition, since the previously eliminated witnesses may be restored with the help of the identities used to eliminate these witnesses. Because {a > 0, b|ra} ⊆ q, it contains no nontrivial identities, and without loss of generality consists of (strict) inequalities, negations of inequalities, and negations of identities; let q consist of all the inequalities in q. Since ra j = b j , q ∪ {ra = b} is consistent with the Q-theory of divisible ordered Abelian groups; so since q consists of (strict) inequalities, there are s < r < t in Q such that both q ∪ {sa = b} and q ∪ {ta = b} are consistent with the theory of divisible ordered Abelian groups. Thus q ∪ {sa = b} and q ∪ {ta = b} may be satisfied in Q, and one may adjoin corresponding assignments in Q to the earlier assignment in Q k to obtain an assignment in Q k+2 . This assignment satisfies q ∪{b|sa, ta}: the assignments in Q k and Q satisfy q ; the assignment in Q k satisfies the negated-atomic formulas of q \ q ; since s < r and a j > 0, b j = ra j > sa j , and so b|sa since b k+1 = sa k+1 ; since a k+1 > 0 and s < t, ta k+1 > sa k+1 = b k+1 and so b|ta since b k+2 = ta k+2 .
A different forcing argument reveals another way in which finitely generic dimension groups are small. Assume, for the moment, Before showing that all finitely generic dimension groups obey the conclusion of Corollary 6.20, one should prove Lemma 6.19. One need show merely that if w, w are distinct witnesses different from v, v and the condition p extends {v, v > 0}, then p is consistent with w = r 1 v + r 2 v + r 3 w for some r ∈ Q 3 , with r 1 v + r 2 w + r 3 w = 0 for some r ∈ Q 3 \ {0}, or with ¬(rv < w ↔ rv < w ) for some r ∈ Q. p may be satisfied in some Q k . If under this interpretation w is a linear combination of v, v , w or v, w, w are linearly dependent, the desired conclusion follows; so assume that neither of these relationships holds. If v, v , w, w are linearly independent in Q k , then as in the proof of Theorem 6.18 one may eliminate identities from p to obtain a condition q ⊇ {v, v > 0}, satisfied in Q k , such that p ∪ {¬(rv < w ↔ rv < w )} is consistent whenever q ∪ {¬(rv < w ↔ rv < w )} is consistent. that p∪{¬(rv < w ↔ rv < w )} is consistent whenever q ∪{¬(rv < w ↔ rf < w )} is consistent. So whether or not v, v , w, w are linearly independent in Q k , there are a linear form f in v, v , w and a condition q ⊇ {v > 0, f > 0}, satisfied in Q k , that contains no identities and has the property that p ∪ {¬(rv < w ↔ rv < w )} is consistent whenever q ∪ {¬(rv < w ↔ rf < w )} is consistent. Without loss of generality,
In some coordinate-say the ith-r 0 v i = w i . If q consists of all the inequalities in q, then the restriction ρ of the assignment in Q k to the ith coordinate satisfies q ∪ {r 0 v = w}. Because q consists of inequalities, one may change, in ρ, just the value of w to obtain a new Q-assignment σ satisfying q ∪{rv = w} for some r < r 0 . Since ρ makes rf < w , the assignments ρ and σ agree on all witnesses except w, and f is a linear form in v, v , and w , σ makes rf < w . So if one expands the assignment in Q k to an assignment in Q k+1 by using σ in the last coordinate, one obtains an assignment satisfying q ∪ {¬(rv < w ↔ rf < w )}, and the argument is complete.
To show that all finitely generic dimension groups obey the conclusion of Corollary 6.20 one must define certain notions in e.c. dimension groups. First one may state
Lemma 6.21. There is an ∃∀-formula q(x, y) such that for any element a of an e.c. dimension group D, q(a, y) defines Q · a.
Proof. If q | (x, y) and q > (x, y) are the formulas from Corollary 6.8 and Lemma 6.11, q(x, y) may be
Next one may state a variant of Lemma 6.10: ∃y(
Lemma 6.22. There is an ∃∀-formula ϕ(x, x , v, w) such that if a, a are linearly independent elements of an e.c. dimension group D, then ϕ(a, a , v, w) defines in
So the e.c. ∃y(
and e 1 , . . . , e n are linearly independent. n being arbitrary, the desired result follows.
The last two lemmas imply that 
Putting all these results together, one concludes that Proof. ι may be the sentence
Because all finitely generic dimension groups are elementarily equivalent, one may combine Theorem 6.25 with the proof of Corollary 6.20 to conclude that To find a single model of G M of cardinality ℵ 1 one may invoke the "Q-Omitting Types Theorem" of [2] . With the help of ( [2] , Theorem 1.1 and the Definition on p. 237) one sees that the "Q-Omitting Types Theorem" provides such a model if the new quantifier Q may be interpreted so that M satisfies seven schemas of Q(Q) ω 1 ω . These schemas are universal closures of the following formulas, which are subject to the restrictions given below: , t(a), a), which in turn implies ∃wQvξ(v, w, a) . Thus schema (vi) follows from Lemma 6.29.
One may prove Lemma 6.29 by induction on l ≥ 1, and the basis of the induction relies on Lemma 6.30. Let γ(x, y) be the Q-formula
where the as, bs, and ws are Q-terms in x = (x 1 , . . . , x k ). Then the empty condition forces
Proof. One need show merely that if d 1 , . . . , d k , e, f are distinct witnesses, p is a condition extending
and e and e are distinct witnesses not in p, then there is r > 0 in Q for which
The condition p may be satisfied in some Q n by an assignment ρ. Since f is positive in the simple divisible dimension group Q n , there is r 0 > 0 in Q such that for all rational t ∈ [0, r 0 ), e ± tf satisfies in Q n all the inequalities in γ(d, y). Each incomparability e|w s is true in Q n either because e − w s assumes both positive and negative values or because e−w s is always nonnegative (nonpositive) but not always zero and not always positive (negative). Call an incomparability of the second kind singular, and let s 1 , . . . , s q be the indices of all the singular incomparabilities. By copying ρ q + 1 times and letting e and e have the same denotation in Q n(q+1) as e, one obtains an assignment σ in Q n(q+1) that satisfies p and makes e ± tf = e ± tf = e ± tf satisfy all the inequalities in γ(d, y) whenever t ∈ [0, r 0 ) ∩ Q. One may now change σ as follows to a new assignment τ in Q n(q+1) that agrees with σ on every witness but e . For i = 1, . . . , q the incomparability e|w s i is singular with respect to ρ, and so there is j i with 1 ≤ j i ≤ n and
Change σ(e ) to τ (e ) by changing σ(e ) just at the coordinates ni+j i with 1 ≤ i ≤ q: One concludes that τ satisfies
If μ is the assignment in Q n(q+1) with μ W \ {e , e } = τ W \ {e , e }, μ(e ) = τ (e + (1/2)r 1 f ), and μ(e ) = τ (e ), then μ satisfies the second display of the first paragraph when r = (1/2)r 1 . γ(a, b) } contains an infinite linearly independent set as desired. If Qyγ(x, y) is satisfiable in M, then no conjunct of γ is an identity containing y nontrivially; so the prenexing rule for Q and ∧ allows one to assume that no conjunct of γ is an identity, and the earlier argument yields the desired conclusion.
Proof. One may assume that γ(x, y) is
To handle the induction step, assume that l > 1 and that Lemma 6.29 holds for formulas with l − 1 initial quantifiers Q, ∃. If γ(x, y) contains no identities, then the induction hypothesis implies that Q 2 y 2 . . . If one pretends that the diagonal maps are inclusions, the δ α,β s will be inclusions and M λ will be α<λ M α when λ is a limit ordinal; but the exact definitions are more complex. If λ is 0 or a limit ordinal and i < ω, δ λ+2i,λ+2i+1 : M λ+2i → M ℵ 0 λ+2i and δ λ+2i+1,λ+2i+2 : M λ+2i+1 → M λ+2i+1 are the corresponding diagonal maps. If α is an ordinal and 1 < n < ω,
If λ is a limit ordinal, α < λ, and 1 ≤ n < ω, then δ α,λ+n = δ λ,λ+n • δ α,λ . Finally, if λ is a limit ordinal, {M α } α<λ and {δ α,β } α<β<λ are available, and One easily shows that θ is a homomorphism of M into N and that γ • θ = γ • θ whenever γ : N → P is an embedding in C. θ will be an embedding just in case (4), (5) , or (6) Proof. The key to the second claim is that G F is always ω 1 -saturated ( [6] ). Suppose A ⊆ (M λ ) F is at most countable and {ϕ i (x 1 , . . . , x k ) : i ∈ N} is a collection of existential Q A -formulas finitely satisfiable in (M λ ) F . Since λ has uncountable cofinality there are a limit ordinal θ < λ and j < ω such that the elements of A come from (M θ+2j+1 ) F and {ϕ i (x) : i ∈ N} is finitely satisfiable in (M θ+2j+1 ) F .
16
Because this structure is ω 1 -saturated, {ϕ i (x) : i ∈ N} is satisfiable in (M θ+2j+1 ) F ; because the ϕs are existential, the desired conclusion follows. where the product has i + 1 factors. But functorial embedding seems to disappear when one replaces
where ≺ ∈ O(M 2i+1 ) is chosen to make a 1 , . . . , a n ≺ 0 for some a 1 , . . . , a n ∈ M 2i+1 with m∈N n \{0} 0 ≤ i m i a i . As long as every tuple of elements, with this last property, that arises at any stage is handled at some later stage, one produces an e.c. dimension group when the direct limit over all finite stages is taken, and if M is countable one can arrange that all tuples are handled in this way.
Some open problems
Any Skolem functions for Z (Z ) produce a corresponding idempotent functor embedding nontrivial dimension groups (with distinguished order unit) in e.c. groups of the same kind and cardinality. May one obtain functors with extra desirable properties by starting with Skolem functions having special properties?
Many of the properties discovered in Section 6 reveal ways in which finitely generic dimension groups are small, but there seems no reason to suppose that these properties characterize finitely generic dimension groups among e.c. dimension groups.
18 Though Theorem 6.28 shows that finitely generic dimension groups may not be small in the sense of lacking proper elementary substructures, is there some other minimality condition that distinguishes finitely generic dimension groups among the e.c. dimension groups?
A nontrivial simple dimension group contained in no simple e.c. dimension group appears in Section 4, but it does not characterize L ∪ {u}-structures e.c. within the class S of nontrivial simple dimension groups with distinguished order unit. One can show that the groups e.c. in S are divisible, and when viewed as Q-structures are exactly the models of 18 Added in proof : After submitting this paper, the author found that the only automorphisms of finitely generic dimension groups are multiplications by positive rationals, and that while no finitely generic dimension group has an arithmetic diagram, there are e.c. dimension groups, with recursive diagram, that have this smallest possible automorphism group and enjoy all the special properties established in Section 6 for countable finitely generic dimension groups (Theorem 6.13, Corollary 6.16, Theorem 6.18, and Corollary 6.26).
