










地道 (2020) では, 粗データ (raw data) を ｢読み込めるファイル形式｣
に変換する工程を ｢前処理｣ (preprocessing) と呼び, それを	
(Tange, 2018) を用いて並列化することによって, 処理速度 (velosity) を
改善した1). 本稿では, このように処理されたデータファイルをデータ解析
環境に読み込み, 分析・解析できるオブジェクトに変換する工程を ｢データ
ラングリング｣ (data wrangling) と呼び (Wickham and Grolemund, 2016参
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る企業 (一般事業会社) に関する財務データを前処理したものを, PG-
Stromを利用することによって並列処理し, データラングリングを行う
時間を短縮することを試みる. また, 探索的データ解析の端緒として, デー
タの要約と可視化も行い, さらに, この工程を自動実行することによって,
再現可能性を確保する方法についても述べる.
キーワード：探索的財務ビッグデータ解析 (Exploratory Financial Big Data
Analysis), 前処理 (Preprocessing), データラングリング




｢データサイエンス｣ や ｢ビッグデータ｣ に関する文献等における経験則
として, 前処理とデータラングリングの工程は, データを処理・分析・解析
する全工程の50％から90％を占めるともいわれることからも (cf. Patil
(2012), p. 18), この試みは重要な意味を持つ.
具体的には, 財務関連の情報を含むデータベースから抽出された規模の大
きい粗データファイルを, 前処理を行うことによってファイル2) に変
換したもの (地道, 2020参照) を, PostgreSQL3)でデータベース化する. さら
に PG-Strom4) を利用することによって, GPGPU5) で並列処理し, データラ
ングリングを高速化することによって, 処理速度を向上させることを試みる.
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図１ 探索的財務ビッグデータ解析の全工程 (地道, 2020, 図１を再掲)













みを提供する. 海外 (2019-a, b) を参照されたい.
5) GPGPUとは, General-Purpose computing on Graphics Processing Unitsの略語であり,




本稿の構成は次のようなものである. まず, Ⅱ節では, 本稿で利用するデー
タベースとデータセット, そして前処理されたデータセットファイルについ
て述べ, Ⅲ節では, 従来から行ってきた, 	
6) (以下, 	

と略) を用いたデータラングリングについて述べる. 次に, Ⅳ節では PG-
Strom環境を利用してデータラングリングを行い, 	
環境を用いた場合
と比較する. さらに, この応用として, Ⅴ節では, データラングリングの結
果として抽出されたデータオブジェクトに対する探索的データ解析の端緒と
して, データの要約と可視化を行う. 最後に, Ⅵ節では総括を行う. なお,
本稿で利用した計算機環境についての情報を付録に与えている.
 データベースとデータセット
本研究では, Bureau van Dijk7) (ビューロー・ヴァン・ダイク) 社 (以下
BvDと略) のデータベース Orbis (オービス) を利用する. このデータベー
スには, 世界の全企業 (データ抽出時点で約2.4億社以上を収録) の情報が
国際比較可能な統一のフォームで収録されている. このデータベースから,
データセットとして, 主要財務情報 (売上高, 資産合計など) を最長10年分
抽出した以下のようなものを利用する：
(1) 連結 (consolidated) 財務諸表を優先的に抽出した24,014,352社
(2) 非連結 (un-consolidated) 財務諸表を優先的に抽出した24,012,807社
データセットのファイルは, １個のサイズが 5 GB程度の25個のファ
イル8) (２セット) からなり, 表１, 表２には, それぞれ, データセットの
仕様とサイズを与えている.





7) BvD Web Page : 
8)  (Tab Sepelated Values) ファイルとは, 項目 (カラム) 間がタブ区切りのテキ
スト形式のファイルである.
なお, 処理後のファイル (形式) のサイズは, DS-Orbis-C-2018 (連結





パッケージも提供されている. 地道 (2018-a) では, BvDのデータベース
Osirisから世界157カ国の全上場企業を対象に抽出されたデータセットを前






析ノード (FENNEL) 上で, 環境を利用して, DS-Orbis-C-2018 (連
結優先) のデータセットファイル	
を	へ読み込み,
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表３ 前処理後のデータセット：サイズ
データセット名 社数 総行数 CSVファイル サイズ
DS-Orbis-C-2018 24,014,352社 240,143,521行 	
 約 124.5 GB
DS-Orbis-U-2018 24,012,807社 240,128,071行 	
 約 124.8 GB
表２ 粗データセット：サイズ
データセット名 社数 総行数 粗データファイル トータルサイズ




 約 127 GB




 約 125 GB
表１ データセット：仕様
データセット名 抽出年度 データベース 上場情報 抽出主体 抽出期間 抽出指標数
DS-Orbis-C-2018 2018 0rbis 上場・非上場 連結優先 10年 82
DS-Orbis-U-2018 2018 0rbis 上場・非上場 非連結優先 10年 82





































ここでは, 行選択の基準として, 決算年を2015年 (	











































ログレスバーが CPU コアの稼働状態をあらわしており, ８個の
CPUコアが全てほぼ100％で稼働していることが読み取れる
), 売上高, 従業員数, 資産合計を正値 (	
	
   	




) している. また, 以下の列を抽出対象とした：
以上のデータラングリングの工程をイメージ化したものが図３である.
以上のデータラングリングの工程を計測した結果として, 約30分 (1765





























ここでは, 設定 (PG-1) に関する簡単な説明を行い, 設定 (PG-2) に関す
る詳細は割愛する12). PostgreSQLデータベースの構築にあたっては, 一旦,
























12) 本研究で利用する PG-Strom 環境は, JHPCN プロジェクト (

  	 !"#$) の一環として, 実験













通常, から RDBMSへ接続するためには, 専用のパッケージを利用















図４ PostgreSQL データベース 34567のテーブル
89:;<=>?@6A89:;<=>?@Bへのデータのコピー












ホスト名 (RDBMSサーバ名) (), 接続ポート番号 ( 
!"#$) , ユ ーザ名 (% ) , パ スワード ( &







２, ３) と同等の条件で行うために, スクリプト５を利用する.
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図５ , 	パッケージによる Postgre
SQLとの接続







トするための情報を定義し, に付置している. なお, この段階では, デー
タ抽出はまだ行われておらず, 最終的には３行目で関数の引数に与
えることによって, データの抽出を行っている. ただし, 引数 は先
頭行を読み飛ばすための指定である.
このラングリング時間の計測結果は, 約640秒 (10分40秒) であり, この
結果はを用いた場合 (約30分) からは改善 (約３分の１に短縮) さ




























スクリプト４, ５を実行する工程で, 見かけ上は PostgreSQLの環境下で
実行した場合と見分けがつかないが, GPGPUの稼働率を	
16) コマンド














PostgreSQL データベース  !"のテーブル
#$%&'()*+!からのデータラングリング
によってモニタリングした結果 (図８) から, GPU稼働率が36％であるこ
とがわかり, PG-Stromが GPUコアを並列的に利用して処理を行っている
ことがわかる17).
このラングリング時間の計測結果は, 約86秒 (１分26秒) であり, この結
果はを用いた場合 (約30分) から飛躍的な改善 (約20分の１に短縮)














17) 今回利用した NVIDIA Tesla Volta (V100) (PCIe), 32 GBのコア (CUDAコア)
数は5120である.
18) データラングリングの時間を計測することに関するシステム間の差異を比較するため
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とによってラングリングを行った (図14も参照). なお, 一見すると特別な
設定は行っていないよう見えるが, PG-Strom環境で実行している.
ここでは, 行選択の基準として, 決算年を2015年 (	
) とし,
決算月数を12カ月 (	), さらに非連結のものに限定 (
	) している. また, 列として表５のようなものを
抽出対象とした：
なお, このラングリングに要した時間は約３分19) であり, この程度の時間
であれば複数年にわたってラングリングを行うことも可能である.
次に, このラングリングによって抽出されたオブジェクト 

























19) 正確には176.755秒であり, パッケージの, 関数を用いて測定した.




























20) ファイルは, の作業空間 (workspace) を保存するためのバイナリー形式
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ける税金 (), 税引前利益 (), 資産合計 (
) における欠測値を パッケージに付属する関数 と
を使って取り除いている. また, ５行目では税引前利益 (
) が正の値のみに限定 () し
ている. さらに, ６行目で関数を用いて会社毎にグループ分け
した後, ７, ８行目で各会社の総資産利益率 (Return On Asset : ROA) と
実効税率 (EffectiveTax Rate : ETR) を関数 を使って求めてい
る. なお, 総資産利益率は税引前利益を資産合計で割ったもの (!"#$
%) で定義され, 実効税率は税金を税引前
利益で割ったもの (&'!$%) で定義されている. 要
約の結果として得られるオブジェクト !"#&'!
は, 各会社の社名と ROA, ETRの値を列として持つデータ・フ
レーム・オブジェクトであり, 具体的には以下のようなものである：
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的ではなかった. この問題に対して, 本小節で行った PG-Strom環境を利
用することによって, 利用可能な全期間にわたるデータを使って可視化を行
うことを次に考える.
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図17 ROA (縦軸) と ETR (横軸) の散布
図：2015年
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以上の処理は, ローカル環境のもとで実行しており, この工程 (10個の
PNGファイルの出力) にかかった時間の計測結果は, 以下のようなもので



























図21 ETR (横軸) と ROA (縦軸) の散布図：2008年～2017年
ある：
この結果から, 28分27秒かかっていることがわかる.







され, 10年分の ファイル 		
～	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22) GIFは, Graphics Interchange Formatの略であり, 画像データを圧縮して記録するファ
イル形式の一つである. アニメーションはアニメーション機能を持つように拡
張された仕様の一つで, 動画を保存することができる形式である. (IT 用語時点
<5==>&?=参照.)





に与える. なお, これらの実行時間は, FENNEL環境で行った処理に約41
分, ローカル環境では約28分であり, (転送時間を除いて) 全体で１時間強
である.











したものを再度読み込み, を用いて行った. この理由としては, ネットワー
クを超える環境でリアルタイムで可視化することが速度などの観点から難し







ここで, ｢書き出し｣, ｢転送｣, ｢読み込み｣ の時間を改善するための簡単
な方法としては, (M1) で指摘しているようにの作業空間をシリアライ
探索的財務ビッグデータ解析 31
図24 ファイルの ｢書き出し｣, ｢転送｣, ｢読み込み｣
ズ (serialize) するファイル形式を見直すことであろう. つまり, の標準
的なシリアライズのファイル形式であるファイルではなく, Apache
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29) 今回利用しているノードは, GPUがある環境が２ノードであり, GPUがない環境が
２ノードの合計４である.
OS: 16.04
CPU: IntellXeonプロセッサー E5-2620 v4, 8 Cores
Main Memory : 16 GB
Storage : 1 TB
GPU Memory : 8 GB




CPU: IntelXeonBronze 3104, 6 Cores
Main Memory : 128 GB
Storage : 600 GB




CPU: IntelCore i9-8950HK, 6 Cores
Main Memory : 32 GB
Storage : 4 TB
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