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A BANACH ALGEBRA APPROACH TO
AMALGAMATED R- AND S-TRANSFORMS
LARS AAGAARD
Abstrat. We give a Banah algebra approah to the additive-
ness property of Voiulesu's amalgamated R-transform. We also
dene an amalgamated S-transform and prove that it is multiplia-
tive on produts of amalgamated free random variables when the
algebra of amalgamation is ommutative.
1. Introdution
If A is a unital algebra and φ is a unital linear funtional on A we will
say that (A, φ) is a free probability spae. The elements of A are then
the free random variables, and φ serves as the probability measure
on A. Given two random variables a1, a2 ∈ A we say that a1 and a2
are free wrt. φ if for all n ∈ N and all polynomials (pi)
n
i=1 we have
φ(p1(ai1)p2(ai2) · · ·pn(ain)) = 0,
whenever i1 6= i2 6= · · · in 6= i1 and φ(pj(aj)) = 0 for j = 1, . . . n.
It turns out that freeness of a1 and a2 and knowledge of φ(a
k
1) and
φ(ak2) for all k ∈ N is enough to ompute the distributions of a1+a2 and
a1a2, i.e. nding the moments φ((a1+a2)
k) and φ((a1a2)
k) respetively
for all k ∈ N. This is done in turn by use of Voiulesu's R- and
S-transforms.
For xed a ∈ A one dene the Cauhy-tranform of a by
Ga(z) = φ((z − a)
−1)
for z ∈ C whenever this makes sense, and also dene
ψa(z) = φ((1− za)
−1)− 1
for z ∈ C. The R- and S-transforms are then dened by
Ra(z) = G
〈−1〉
a (z)− z
−1
and
Sa(z) =
1 + z
z
ψ〈−1〉a (z)
1
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for z ∈ C, where supersript 〈−1〉 denotes inversion wrt. omposition.
Voiulesu then proved the following formulas [Voi1℄, [Voi2℄:
(1.1) Ra1+a2(z) = Ra1(z) +Ra2(z)
and
(1.2) Sa1·a2(z) = Sa1(z) · Sa2(z).
when a1 and a2 are free wrt. φ and z ∈ C is hosen suitably.
Alternative proofs of the above formulas an be found in [Haa℄, [Sp1℄
and [NS1℄. A nie ombinatorial review an be found in [Sp3℄.
Instead of onsidering a lassial free probability spae one an
onsider the more general notion of an amalgamated free probability
spae, i.e. let A be a unital Banah algebra, 1 ∈ B ⊂ A a unital
Banah sub-algebra of A, and E : A → B a onditional expetation.
Thus E is linear, E(b) = b for all b ∈ B, E is norm-dereasing, and E
has the B-bimodule property;
E(b1ab2) = b1E(a)b2
for b1, b2 ∈ B and a ∈ A. We will say that (B ⊂ A, E) is aB-probability
spae.
By replaing freeness above by the orresponding freeness with amal-
gamation Voiulesu proved an amalgamated version of (1.1) in [Voi3℄,
and Speiher reproved this by ombinatorial means in [Sp2℄. The def-
inition of freeness wih amalgamation is as follows. Let a1, a2 ∈ A be
random variables in A. We will say that a1 and a2 are free with amal-
gamation over B wrt. E (or free wrt. B or simply B-free) if for all
n ∈ N and for all xj ∈ alg(B, aij) we have
(1.3) E(x1x2 · · ·xn) = 0,
whenever i1 6= i2 6= · · · 6= in and E(xj) = 0 for all j = 1, . . . , n. In
other words the indies has to be alternating sine we are only dealing
with two random variables.
Note, that if the ondition E(xj) = 0, 1 ≤ j ≤ n is relaxed to
E(xj) = 0 for 2 ≤ j ≤ n− 1, (1.3) should be hanged to
(1.4) E(x1x2 · · ·xn−1) =
{
E(x1)E(xn−1), n = 2
0, n ≥ 3
.
This an be seen by writing x1 = x
0
1 + E(x1) and xn = x
0
n + E(xn),
where E(x01) = E(x
0
n) = 0.
In the unital Banah-algebra seting we give a new proof of the ad-
ditiveness property of the amalgamated R-transform. We also prove
an amalgamated version of (1.2) for the amalgamated S-transform in
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the ase where B is abelian. Our methods are strongly inspired by se-
tion 3 of [Haa℄ and as in [Haa℄ we give onrete neighboorhoods where
amalgamated versions of (1.1) and (1.2) are valid.
2. Amalgamated R-transform in Banah-algebras
Throughout this paper we let A be a unital Banah algebra, 1 ∈
B ⊂ A a unital Banah sub-algebra of A, and E : A→ B a onditional
expetation, so that (B ⊂ A, E) is a B-probability spae.
For ǫ > 0 we denote by B(0, ǫ) the ǫ-neighborhood of 0 in B and
by B(0, ǫ)inv the invertible elements in B of norm stritly less than ǫ.
Finally B(0, ǫ) will denote the norm-losure of B(0, ǫ).
Let a ∈ A be xed. Dene the funtion ga : B(0,
1
‖a‖
)→ B by
(2.1) ga(b) := bE((1− ab)
−1) = E((1− ba)−1)b
for b ∈ B(0, 1
‖a‖
). For b ∈ B(0, 1
‖a‖
) observe that by the Carl Neumann
series ga(b) is just the absolute onvergent sum
ga(b) = b+ bE(a)b + bE(aba)b + · · · .
Of ourse, if b ∈ B(0, 1
‖a‖
)inv then ga(b) = E((b
−1−a)−1) is nothing but
Ga(b
−1), where Ga is the amalgamated Cauhy-transform of a.
Lemma 2.1. Let ga : B(0,
1
‖a‖
) → B be the funtion dened by (2.1).
Then ga is 1-1 on B(0,
1
4‖a‖
).
Proof. Let b1, b2 ∈ B suh that ‖bi‖ <
α
‖a‖
for 0 < α < 1 to be deter-
mined. The idea is to determine α suh that
(2.2)
∥∥((ga(b1)− ga(b2))− (b1 − b2)∥∥ < ‖b1 − b2‖
for ‖b1‖ , ‖b2‖ <
α
‖a‖
.
Observe that
ga(b1)− ga(b2) = (b1 − b2) + E(b1ab1)−E(b2ab2)
+ E(b1ab1ab1)− E(b2ab2ab2) + · · ·
= (b1 − b2) + E((b1 − b2)ab1) + E(b2a(b1 − b2))
+ E(b1 − b2)ab1ab1) + E(b2a(b1 − b2)ab2)
+ E(b2ab2a(b1 − b2)) + · · · ,
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so we an estimate the left-hand side of (2.2) by
‖ga(b1)− ga(b2)− (b1 − b2)‖ ≤ 2 ‖a‖max{‖b1‖ , ‖b2‖} ‖b1 − b2‖
+ 3 ‖a‖2max{‖b1‖ , ‖b2‖}
2 ‖b1 − b2‖+ · · ·
≤ ‖b1 − b2‖
(
∞∑
n=0
(n+ 1)αn − 1
)
=
(
1
(1− α)2
− 1
)
‖b1 − b2‖ .
We infer that if α < 1
4
then (2.2) is satised. 
We are interested in a neighborhood B(0, β
‖a‖
), where 0 < β < 1 is
to be determined, suh that ga maps B(0,
1
4‖a‖
) onto a neighborhood
of 0 whih ontains the neighborhood B(0, β
‖a‖
). For this we need the
following lemma that enables us to use the Inverse Funtion Theorem
[VLH, Theorem 3.6.3℄ on ga.
Lemma 2.2. Let a ∈ A be xed. Dene ga : B(0,
1
‖a‖
)→ B by ga(b) =
bE((1− ab)−1) for b ∈ B(0, 1
‖a‖
). Then ga is Fréhet dierentiable, and
the dierential of ga is
Dga(b) : h 7→ E((1− ba)
−1h(1− ab)−1)
for b ∈ B(0, 1
‖a‖
) and h ∈ B. Furthermore the dierential, Dga :
B(0, 1
‖a‖
) → B, is ontinuous, so that ga is dierentiable of lass C
1
.
If b ∈ B(0, α
‖a‖
) for 0 < α < 1 then
(2.3) ‖Dga(b)−Dga(0)‖ <
α(2− α)
(1− α)2
.
Proof. If b1, b2 ∈ B(0,
1
‖a‖
) then
(2.4)
∥∥(1− b1a)−1 − (1− b2a)−1∥∥
=
∥∥(1− b1a)−1((1− b2a)− (1− b1a))(1− b2a)−1∥∥
=
∥∥(1− b1a)−1(b2 − b1)a(1− b2a)−1∥∥
≤
∥∥(1− b1a)−1∥∥ ∥∥(1− b2a)−1∥∥ ‖a‖ ‖b2 − b1‖
≤
1
1− ‖a‖ ‖b1‖
1
1− ‖b2‖ ‖a‖
‖a‖ ‖b2 − b1‖ → 0
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as b2 → b1 in norm. Also
(2.5) ga(b1)− ga(b2) = E((1− b1a)
−1b1 − b2(1− ab2)
−1)
= E
(
(1− b1a)
−1
(
b1(1− ab2)− (1− b1a)b2
)
(1− ab2)
−1
)
= E((1− b1a)
−1(b1 − b2)(1− ab2)
−1).
Combining (2.4) and (2.5) we onlude that for b ∈ B(0, 1
‖a‖
) xed, and
h ∈ B of small norm the rst part of the lemma now follows sine
ga(b+ h)− ga(b) = E((1− (b+ h)a)
−1h(1− ab)−1)
= E((1− ba)−1h(1− ab)−1)
+ E
((
(1− (b+ h)a)−1 − (1− ba)−1
)
h(1− ab)−1
)
= E((1− ba)−1h(1− ab)−1) +O(‖h‖2).
To see that Dga : b 7→ Dga(b) is ontinuous for b ∈ B(0,
1
‖a‖
) we
observe that if b1, b2 ∈ B(0,
1
‖a‖
) then (2.4) implies
(2.6) ‖Dga(b1)−Dga(b2)‖ = sup
‖h‖≤1
‖Dga(b1)(h)−Dga(b2)(h)‖
= sup
‖h‖≤1
∥∥E((1− b1a)−1h(1− ab1)−1)− E((1− b2a)−1h(1− ab2)−1))∥∥
≤ sup
‖h‖≤1
∥∥(1− b1a)−1h(1− ab1)−1 − (1− b1a)−1h(1− ab2)−1)∥∥
+ sup
‖h‖≤1
∥∥(1− b1a)−1h(1− ab2)−1 − (1− b2a)−1h(1− ab2)−1)∥∥
≤
∥∥(1− b1a)−1∥∥ ∥∥(1− ab1)−1 − (1− ab2)−1∥∥
+
∥∥(1− b1a)−1 − (1− b2a)−1∥∥ ∥∥(1− ab2)−1∥∥→ 0
as b2 → b1 in norm.
Let 0 < α < 1. For b ∈ B(0, α
‖a‖
) we use (2.6) (with b1 = b and
b2 = 0) to see that
‖Dga(b)−Dga(0)‖ ≤
∥∥(1− ba)−1∥∥ ∥∥(1− ab)−1 − 1∥∥
+
∥∥(1− ba)−1 − 1∥∥
≤
(
1
1− ‖b‖ ‖a‖
+ 1
)( ∞∑
n=1
‖a‖n ‖b‖n
)
=
(
1
1− α
+ 1
)
α
1− α
=
α(2− α)
(1− α)2
.

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Proposition 2.3. Let A be a unital Banah algebra, 1 ∈ B ⊂ A a
unital Banah sub-algebra, and E : A → B a onditional expetation.
Let a ∈ A be a xed element. The funtion ga : B(0,
1
‖a‖
) → B dened
by ga(b) = bE((1 − ab)
−1) for b ∈ B(0, 1
‖a‖
) is a bijetion of the neigh-
borhood B(0, 1
4‖a‖
) onto a neighborhood of 0 whih ontains B(0, 1
11‖a‖
).
Furthermore
g<−1>a
(
B(0, 1
11‖a‖
)
)
⊆ B(0, 2
11‖a‖
)(2.7)
g<−1>a
(
B(0, 1
11‖a‖
)inv
)
⊆ B(0, 2
11‖a‖
)inv(2.8)
The proof is atually just an inspetion of some of the proof of the
Inverse Funtion Theorem, and an be found in any standard text book
on the subjet. The proof we inspet here is taken from [VLH℄. Sine
the estimates are of importane to us we inlude a proof.
Proof. Dene T : B(0, 1
‖a‖
) → B by T (b) = b − ga(b) for b ∈ B(0,
1
‖a‖
),
and observe that T (0) = 0. By lemma 2.2 we have
DT (0) = D idB(0)−Dga(0) = D idB(0)−D idB(0) = 0.
By lemma 2.2 Dga is ontinuous so DT is also ontinuous, and
‖DT (b)‖ = ‖Dga(b)−Dga(0)‖ <
α(2− α)
(1− α)2
for b ∈ B(0, α
‖a‖
) and 0 < α < 1. If we hoose α = 2+ǫ
11
for ǫ > 0 small
enough we have
‖DT (b)‖ <
2+ǫ
11
(2− 2+ǫ
11
)
(1− 2+ǫ
11
)2
<
1
2
.
By the Mean Value Theorem [VLH℄ we onlude that
‖T (b)‖ ≤
1
2
‖b‖
for b ∈ B(0, 2+ǫ
11‖a‖
).
Now let b˜ ∈ B(0, 2+ǫ
22‖a‖
) and dene
Tb˜(b) = b˜− T (b) = b˜+ b− ga(b)
for b ∈ B(0, 2+ǫ
11‖a‖
). For b ∈ B(0, 2+ǫ
11‖a‖
) we have
‖Tb˜(b)‖ = ‖b˜− T (b)‖ ≤ ‖b˜‖+ ‖T (b)‖ ≤
2+ǫ
11‖a‖
,
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so atually Tb˜ is a ontinuous map from the Banah spae B(0,
2+ǫ
11‖a‖
)
into itself. Also Tb˜ : B(0,
2+ǫ
11‖a‖
)→ B(0, 2+ǫ
11‖a‖
) is a ontration sine for
b1, b2 ∈ B(0,
2+ǫ
11‖a‖
) we have
‖Tb˜(b1)− Tb˜(b2)‖ = ‖T (b1)− T (b2)‖ ≤
1
2
‖b1 − b2‖ ,
again by the Mean Value Theorem [VLH℄. Banah's Fix-point Theorem
[VLH℄ now implies that there exists a unique x-point b ∈ B(0, 2+ǫ
11‖a‖
)
of Tb˜. Thus ga(b) = b˜, so we have shown that
B(0, 2+ǫ
22‖a‖
) ⊆ ga(B(0,
2+ǫ
11‖a‖
)).
Of ourse an argument similar to the above also shows that
(2.9) B(0, 1
11‖a‖
) ⊆ ga(B(0,
2
11‖a‖
)).
Now assume that ‖b‖ = 2
11‖a‖
. If ‖ga(b)‖ <
1
11‖a‖
then sine ga is
ontinuous we ould also nd a b1 ∈ B suh that
2
11‖a‖
< ‖b1‖ <
2+ǫ
11‖a‖
and suh that ‖ga(b1)‖ <
1
11‖a‖
. But by (2.9) we ould also nd a b2 ∈
B(0, 2
11‖a‖
) suh that ga(b2) = ga(b1) thus ontraditing the injetivity of
ga on B(0,
1
4‖a‖
) that follows from lemma 2.1. We have now shown that
ga is a bijetion of the neighborhood B(0,
2
11‖a‖
) onto a neighborhood
of 0 whih ontains B(0, 1
11‖a‖
) and this is exatly (2.7).
To prove (2.8), dene Ψa(b) :=
∑∞
n=1E((ab)
n) for b ∈ B(0, 1
‖a‖
). For
b ∈ B(0, 1
2‖a‖
) we have
‖Ψa(b)‖ ≤
∞∑
n=1
(‖a‖ ‖b‖)n <
∞∑
n=1
1
2n
= 1,
so 1 + Ψa(b) is invertible. Thus if b ∈ B(0,
1
2‖a‖
) we have
ga(b) = bE((1 − ab)
−1) = b(1 + Ψa(b)),
so invertability of ga(b) is equivalent to invertability of b and thus (2.8)
follows. 
Proposition 2.3 now assures well-denedness when we to dene Voiulesu's
amalgamated R-transform in the Banah algebra setting.
Denition 2.4. Let A be a unital Banah algebra, 1 ∈ B ⊂ A a unital
Banah sub-algebra, and E : A → B a onditional expetation. Let
a ∈ A be a xed non-zero element. Then the amalgamatedR-transform
of a is dened by
(2.10) Ra(b) :=
(
g<−1>a (b)
)−1
− b−1
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for b ∈ B(0, 1
11‖a‖
)inv.
Again we an also use proposition 2.3 to show the additiveness of
the amalgamated R-transform on free random variables.
Theorem 2.5. Let A be a unital Banah algebra, 1 ∈ B ⊂ A a
unital Banah sub-algebra, and E : A → B a onditional expeta-
tion. Let a1, a2 ∈ A be two B-free random variables with respet to E.
Let b ∈ B(0,min( 1
11‖a1+a2‖
, 1
11‖a1‖
, 1
11‖a2‖
))inv. Then the amalgamated
R-transform satises
Ra1+a2(b) = Ra1(b) +Ra2(b).
Proof. In the following proof i always denotes an index suh that i ∈
{1, 2}. Reall that g<−1>ai is dened and one-to-one in B(0,
1
11‖ai‖
)inv
by proposition 2.3. Let b ∈ B(0,min( 1
11‖a1+a2‖
, 1
11‖a1‖
, 1
11‖a2‖
))inv and
let b1, b2 ∈ B be the uniquely determined elements that satisfy bi ∈
B(0, 2
11‖ai‖
)inv and
(2.11) b = gai(bi),
for i ∈ {1, 2}. Observe that
b−1i b = b
−1
i biE((1− aibi)
−1) = 1 +
∞∑
n=1
E((aibi)
n),
and thus
b−11 b+ b
−1
2 b− 1 = 1 +
∞∑
n=1
E((a1b1)
n) +
∞∑
n=1
E((a2b2)
n),
so we infer that b−11 b+ b
−1
2 b− 1 is invertible and that
∥∥(b−11 b+ b−12 b− 1)−1∥∥ ≤ 1 + 2 2111− 2
11
< 2,
beause bi ∈ B(0,
2
11‖ai‖
). If we dene b3 = b(b
−1
1 b + b
−1
2 b − 1)
−1
then
obviously b3 ∈ B(0,
2
11‖a1+a2‖
)inv beause b ∈ B(0,
1
11‖a1+a2‖
)inv. Fur-
thermore
(2.12) b−13 = b
−1
1 + b
−1
2 − b
−1.
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Dene A1(b1) = (b
−1
1 − a1)
−1 − b and A1(b2) = (b
−1
2 − a2)
−1 − b. By
(2.11) we have E(A1(b1)) = E(A2(b2)) = 0. Note that
(b−11 − a1)b
(
1− b−1A1(b1)b
−1A2(b2)
)
(b−12 − a2)
= (b−11 − a1)
(
b− ((b−11 − a1)
−1 − b)b−1((b−12 − a2)
−1 − b)
)
(b−12 − a2)
= (b−11 − a1)
(
b− (b−11 − a1)
−1b−1(b−12 − a2)
−1
+ (b−11 − a1)
−1 + (b−12 − a2)
−1 − b
)
(b−12 − a2)
= −b−1 + (b−11 − a1) + (b
−1
2 − a2)
= b−13 − (a1 + a2).
Inverting we have
(2.13) (b−13 − (a1 + a2))
−1
= (b−12 − a2)
−1(1− b−1A1(b1)b
−1A2(b2))
−1b−1(b−11 − a1)
−1.
We want to use the Carl Neumann series in (2.13) so we observe that
b−1Ai(bi) = b
−1((b−1i − ai)
−1 − b)
= (biE((1− aibi)
−1)))−1bi(1− aibi)
−1 − 1
=
(
1 +
∞∑
n=1
E((aibi)
n)
)−1(
1 +
∞∑
n=1
(aibi)
n
)
− 1
=

1 + ∞∑
k=1
(
−
∞∑
n=1
E((aibi)
n)
)k
(
1 +
∞∑
n=1
(aibi)
n
)
− 1
=
∞∑
k=1
(
−
∞∑
n=1
E((aibi)
n)
)k
+
∞∑
n=1
(aibi)
n
+

 ∞∑
k=1
(
−
∞∑
n=1
E((aibi)
n)
)k
(
∞∑
n=1
(aibi)
n
)
.
We infer that
(2.14)
∥∥b−1Ai(bi)∥∥ ≤ 29
1− 2
9
+
2
11
1− 2
11
+
2
9
1− 2
9
2
11
1− 2
11
< 1.
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The Carl Neumann series now applies to (2.13):
(2.15) (b−13 − (a1 + a2))
−1
= (b−12 − a2)
−1
(
∞∑
n=0
(
b−1A1(b1)b
−1A2(b2)
)n)
b−1(b−11 − a1)
−1
Sine A1(b1) and A2(b2) are B-free and entered (2.15) and (1.4) implies
ga1+a2(b3) = E((b
−1
3 − (a1 + a2))
−1)
= E((b−12 − a2)
−1b−1(b−11 − a1)
−1)
= E((b−12 − a2)
−1)b−1E((b−11 − a1)
−1)
= bb−1b = b.
Thus by (2.12)
Ra1+a2(b) = (g
<−1>
a1+a2
(b))−1 − b−1
= b−13 − b
−1
= (b−11 − b
−1) + (b−12 − b
−1)
= (g<−1>a1 (b))
−1 − b−1 + (g<−1>a2 (b))
−1 − b−1
= Ra1(b) +Ra2(b).

3. Connetion to Speiher's ombinatorial approah
Atually we do not have to restrit ourselves to invertible elements
in denition 2.4, beause we will now show that the R-transform has
a B-removable singularity in eah non-invertible element exatly as is
the ase for the salar R-transform [Haa, prop. 3.1℄.
For this we need the following desription of the sum over all irre-
duible non rossing partitions. We wil say that a partition π ∈ NC(r)
is irreduible if 1 ∼π r and we will denote onatenation of non-rossing
partitions by ⊔.
Lemma 3.1. let A be a unital Banah algebra, 1 ∈ B ⊂ A a unital
Banah sub-algebra of A, and E : A → B a onditional expetation.
Then
(3.1)
r∑
j=1
(−1)j+1
∑
n1+···+nj=r
n1,...,nj≥1
∑
π∈NC(r)
π≤1n1⊔···⊔1nj
κBπ ((ba)
⊗r) =
∑
π∈NC(r)
1∼pir
κBπ ((ba)
⊗r),
for all r ∈ N , a ∈ A and b ∈ B.
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Proof. The proof is on indution in r. For r = 1 (3.1) is obvious sine
both sides of the equation redues to κB1 (ba).
Now assume that (3.1) is true for all indies stritly less that r. Then
the left-hand side of (3.1) is
(3.2) E((ba)r)+
r∑
j=2
(−1)j+1
r−j+1∑
n1=1
∑
n2+···+nj=r−n1
n2,...,nj≥1
∑
π∈NC(r)
π≤1n1⊔···⊔1nj
κBπ ((ba)
⊗r).
Sine 
∑r
j=2
∑r−j+1
n1=1
=
∑r−1
n1=1
∑r−n1+1
j=2  we an rewrite (3.2) as
E((ba)r) +

 r−1∑
n1=1
∑
π1∈NC(n1)
κBπ1((ba)
⊗n1)
r−n1+1∑
j=2
(−1)j+1
∑
n2+···+nj=r−n1
n2,...,nj≥1
∑
π∈NC(r−n1)
π≤1n2⊔···⊔1nj
κBπ ((ba)
⊗(r−n1))

 .
Dening index i := j − 1 and ml := nl+1 for l ∈ {1, . . . , j − 1} we have
(3.3) E((ba)r) +

 r−1∑
n1=1
∑
π1∈NC(n1)
κBπ1((ba)
⊗n1)

−
r−n1∑
i=1
(−1)i+1
∑
m1+···+mi=r−n1
m1,...,mi≥1
∑
π∈NC(r−n1)
π≤1m1⊔···⊔1mi
κBπ ((ba)
⊗(r−n1))



 .
Using the indution hypotheses on the inner parenthesis of (3.3) we
have
(3.4) E((ba)r)
−


r−1∑
n1=1
∑
π1∈NC(n1)
κBπ1((ba)
⊗n1)

 ∑
π∈NC(n1+1,...,r)
(n1+1)∼pir
κBπ ((ba)
⊗(r−n1))



 .
But the (outer) parenthesis in (3.4) is just the sum over all non-
irreduible partitions in NC(r), so (3.4) redues to∑
π∈NC(r)
1∼pir
κBπ ((ba)
⊗r).
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
We are now ready to remove the B-singularities of the R-transform.
Let ga(b) ∈ B(0,
1
11‖a‖
)inv for some b ∈ B(0,
2
11‖a‖
)inv. Then
Ra(ga(b)) = b
−1 − (ga(b))
−1
= b−1 − b−1(E(1− ba)−1)−1
= b−1 − b−1
(
1−
(
−
∞∑
n=1
E((ba)n)
))−1
= b−1
∞∑
j=1
(−1)j+1
(
∞∑
n=1
E((ba)n)
)j
=
(
∞∑
n=0
E(a(ba)n)
)(
1 +
∞∑
n=1
E((ba)n)
)−1
= E(a(1− ba)−1)(E(1− ba)−1)−1.(3.5)
We an thus adopt (3.5) as the denition of the R-transform even for
non-invertible ga(b) ∈ B(0,
1
11‖a‖
). Doing this we reover Speiher's
denition of the amalgamated R-transform from [Sp2, Th. 4.1.12℄ by
use of lemma 3.1. We have
Ra(ga(b)) =
∞∑
n=0
E(a(ba)n)
(
1 +
∞∑
n=1
E((ba)n)
)−1
=
∞∑
n=0
E(a(ba)n)

 ∞∑
j=1
(−1)j+1
(
∞∑
n=1
E((ba)n)
)j−1
= b−1
∞∑
r=1


r∑
j=1
(−1)j+1
∑
n1+···+nj=r
n1,...,nj≥1
E((ba)n1) · · ·E((ba)nj )

(3.6)
Atually the last line does not make sense for non-invertible elements,
but the singularity is obviously removable beause E has the B-bi-
module-property, and the following omputations beomes notationally
simpler, when we write (3.6) in this way. We now use lemma 3.1 in
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(3.6)
Ra(ga(b)) = b
−1
∞∑
r=1


r∑
j=1
(−1)j+1
∑
n1+···+nj=r
n1,...,nj≥1
∑
π∈NC(r)
π≤1n1⊔···⊔1nj
κBπ ((ba)
⊗r)


= b−1
∞∑
r=1

 ∑
π∈NC(r)
1∼pir
κBπ ((ba)
⊗r)

(3.7)
Rearranging the sum after the number of elements in the blok that
ontains 1 and r (whih are always in the same blok), we atually just
sum over all possible outer partitions.
(3.8) Ra(ga(b)) =
∞∑
r=2
r∑
j=2
∑
i2+i3+···ij+j=r
i2,i3,...,ij≥0
κBπ
(
a⊗ E((ba)i2)ba⊗E((ba)i3)ba⊗ · · ·E((ba)ij )ba
)
=
∞∑
k=2
∞∑
i2,i3,...,ik=0
κBπ
(
a⊗ E((ba)i2)ba⊗E((ba)i3)ba⊗ · · ·E((ba)ik)ba
)
.
Rearranging terms in (3.8) we get
Ra(ga(b)) =
∞∑
r=1
κBr

a⊗
((
∞∑
n=0
E((ba)n)
)
ba
)⊗(r−1)
=
∞∑
r=1
κBr (a⊗ ga(b)a⊗ · · · ⊗ ga(b)a).(3.9)
This is exatly Speiher's way of dening the amalgamatedR-transform,
and additivity of the R-transform on B-free variables thus follows from
[Sp2, th. 4.1.7℄. The new thing is that we have produed a on-
rete neighborhood where the sum in (3.9) makes sense, that is, if
ga(b) ∈ B(0,
1
11‖a‖
) for some b ∈ B(0, 2
11‖a‖
) then (3.9) is onvergent.
4. Amalgamated S-transform in Banah-algebras
Again we let A be a unital Banah algebra, 1 ∈ B ⊂ A be a unital
Banah sub-algebra of A and E : A → B a onditional expetation.
The results on the amalgamated S-transform are obtained via a similar
approah as in the last setion.
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Let a ∈ A be a xed element. Dene Ψa : B(0,
1
‖a‖
)→ B by
Ψa(b) =
∞∑
n=1
E((ba)n) = E((1− ba)−1)− 1,(4.1)
for b ∈ B(0, 1
‖a‖
).
We proeed as in the previous setion to show that Ψa is injetive in
a neighborhood B(0, α
‖a‖
) and maps B(0, α
‖a‖
) onto a neighborhood of 0
whih ontains a neighborhood B(0, β
‖a‖
), where α and β are onstants
to be determined.
Lemma 4.1. Let a ∈ A suh that E(a) ∈ Binv and let Ψa : B(0,
1
‖a‖
)→
B be the funtion dened by (4.1). Then Ψa is 1-1 on B(0,
1
4‖a‖2‖E(a)−1‖
).
Proof. Dene Γa : B(0,
1
‖a‖
) → B by Γa : b 7→ Ψa(b)E(a)
−1
. Let
b1, b2 ∈ B(0,
α
‖a‖2‖E(a)−1‖
) where 0 < α < 1 is to be determined. Observe
that sine 1 ≤ ‖a‖ ‖E(a)−1‖ we have B(0, α
‖a‖2‖E(a)−1‖
) ⊆ B(0, α
‖a‖
).
Now
Γa(b1)− Γa(b2) = b1 − b2 +
(
E(b1ab1a)− E(b2ab2a)
+E(b1ab1ab1a)− E(b2ab2ab2a) + · · · )
)
E(a)−1
= b1 − b2 +
(
E((b1 − b2)ab1a) + E(b2a(b1 − b2)a)
+E(b1 − b2)ab1ab1a) + E(b2a(b1 − b2)ab2a)
+E(b2ab2a(b1 − b2)a) + · · ·
)
E(a)−1.
Dening c = ‖a‖max{‖b1‖ , ‖b2‖} we estimate
‖Ψa(b1)−Ψa(b2)− (b1 − b2)‖
≤ 2 ‖a‖max{‖b1‖ , ‖b2‖} ‖b1 − b2‖ ‖a‖
∥∥E(a)−1∥∥
+ 3 ‖a‖2max{‖b1‖ , ‖b2‖}
2 ‖b1 − b2‖ ‖a‖
∥∥E(a)−1∥∥
+ · · ·
≤ ‖b1 − b2‖ ‖a‖
∥∥E(a)−1∥∥
(
∞∑
n=0
(n+ 1)cn − 1
)
=
(
2− c
(1− c)2
)
c ‖a‖
∥∥E(a)−1∥∥ ‖b1 − b2‖
<
α(2− α)
(1− α)2
‖b1 − b2‖ .
We infer that when α < 1
4
then
α(2−α)
(1−α)2
< 1 and the lemma follows. 
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Lemma 4.2. Let a ∈ A be xed. Let Ψa : B(0,
1
‖a‖
) → B be the
funtion dened by (4.1). Then Ψa is Fréhet dierentiable, and the
dierential of Ψa is
DΨa(b) : h 7→ E((1− ba)
−1ha(1 − ba)−1)
for b ∈ B(0, 1
‖a‖
) and h ∈ B. Furthermore the dierential, DΨa :
B(0, 1
‖a‖
) → B, is ontinuous, so that Ψa is dierentiable of lass C
1
.
If b ∈ B(0, 1
‖a‖
) then
‖DΨa(b)−DΨa(0)‖ <
‖b‖ ‖a‖2 (2− ‖b‖ ‖a‖)
(1− ‖b‖ ‖a‖)2
.(4.2)
Proof. Reall that for b1, b2 ∈ B(0,
1
‖a‖
) we have
(1− b1a)
−1 − (1− b2a)
−1 = (1− b1a)
−1(b1 − b2)a(1− b2a)
−1,
so
(4.3)
∥∥(1− b1a)−1 − (1− b2a)−1∥∥
≤
1
1− ‖b1‖ ‖a‖
1
1− ‖b2‖ ‖a‖
‖a‖ ‖b1 − b2‖ → 0
for b1 → b2 in norm. Also
Ψa(b1)−Ψa(b2) =
∞∑
n=1
E((b1a)
n)−
∞∑
n=1
E((b2a)
n)
= E
(
(1− b1a)
−1 − (1− b2a)
−1
)
= E
(
(1− b1a)
−1(b1 − b2)a(1− b2a)
−1
)
.(4.4)
Combining (4.3) and (4.4) we get
Ψa(b+ h)−Ψa(b) = E
(
(1− (b+ h)a)−1ha(1− ba)−1
)
= E
(
(1− ba)−1ha(1− ba)−1
)
+ E
((
(1− (b+ h)a)−1 − (1− ba)−1
)
ha(1 − ba)−1
)
= E
(
(1− ba)−1ha(1 − ba)−1
)
+O(‖h‖2)
for all b ∈ B(0, 1
‖a‖
) and h ∈ B of small norm. This shows the rst part
of the lemma.
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Let b1, b2 ∈ B(0,
1
‖a‖
). Continuity of DΨa : b 7→ DΨa(b) follows from
(4.5) ‖DΨa(b1)−DΨa(b2)‖
= sup
‖h‖≤1
‖DΨa(b1)(h)−DΨa(b2)(h)‖
= sup
‖h‖≤1
∥∥E ((1− b1a)−1ha(1 − b1a)−1)− E ((1− b2a)−1ha(1− b2a)−1)∥∥
≤ sup
‖h‖≤1
∥∥(1− b1a)−1ha(1 − b1a)−1 − (1− b1a)−1ha(1− b2a)−1∥∥
+ ≤ sup
‖h‖≤1
∥∥(1− b1a)−1ha(1− b2a)−1 − (1− b2a)−1ha(1− b2a)−1∥∥
≤
∥∥(1− b1a)−1 − (1− b2a)−1∥∥ ‖a‖ (∥∥(1− b1a)−1∥∥+ ∥∥(1− b2a)−1∥∥)
→ 0
for b1 → b2 in norm. Speially letting b2 = 0 and b1 = b in (4.5) we
have
‖DΨa(b)−DΨa(0)‖ ≤
∥∥(1− ba)−1 − 1∥∥ ‖a‖ (∥∥(1− ba)−1∥∥+ 1)
≤ ‖a‖
‖b‖ ‖a‖
1− ‖b‖ ‖a‖
(
1
1− ‖b‖ ‖a‖
+ 1
)
=
‖b‖ ‖a‖2 (2− ‖b‖ ‖a‖)
(1− ‖b‖ ‖a‖)2
.

Proposition 4.3. Let A be a unital Banah algebra, 1 ∈ B ⊂ A a
unital Banah sub-algebra and E : A → B a onditional expetation.
Let a ∈ A be a xed element and assume that E(a) ∈ Binv. The
funtion Ψa : B(0,
1
‖a‖
) → B dened by Ψa(b) = E((1 − ba)
−1)− 1 for
b ∈ B(0, 1
‖a‖
) is a bijetion of the neighborhood B(0, 1
4‖a‖2‖E(a)−1‖
) onto
a neighborhood of 0 whih ontains B(0, 1
11‖a‖2‖E(a)−1‖2
). Furthermore
Ψ<−1>a
(
B(0, 1
11‖a‖2‖E(a)−1‖2
)
)
⊆ B(0, 2
11‖a‖2‖E(a)−1‖
)(4.6)
Ψ<−1>a
(
B(0, 1
11‖a‖2‖E(a)−1‖2
)inv
)
⊆ B(0, 2
11‖a‖2‖E(a)−1‖
)inv(4.7)
Proof. The proof is very similar to the proof of proposition 2.3 and
is again an inspetion of some of the proof of the Inverse Funtion
theorem. We only give the hanges.
Dene Γa : B(0,
1
‖a‖
) → B by Γa : b 7→ Ψa(b)E(a)
−1
. Then we have
DΓ(0)(h) = h. We now dene T : B(0, 1
‖a‖
) → B by T (b) = b − Γa(b)
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for b ∈ B(0, 1
‖a‖
) and observe that T (0) = 0 and DT (0) = 0. Thus by
use of (4.2) we have
‖DT (0)‖ = ‖DΓa(b)−DΓa(0)‖
≤
∥∥E(a)−1∥∥ ‖DΨa(b)−DΨa(0)‖
≤
∥∥E(a)−1∥∥ ‖a‖2 ‖b‖ 2− ‖b‖ ‖a‖
(1− ‖b‖ ‖a‖)2
<
40
81
<
1
2
for b ∈ B(0, 2
11‖a‖2‖E(a)−1‖
).
We an now proeed exatly as in the proof of proposition 2.3 to
show that Γa maps B(0,
2
11‖a‖2‖E(a)−1‖
) injetively onto a neighborhood
of 0 ontaining B(0, 1
11‖a‖2‖E(a)−1‖
). Thus if b0 ∈ B(0,
1
11‖a‖2‖E(a)−1‖2
)
it is obvious that b0E(a)
−1 ∈ B(0, 1
11‖a‖2‖E(a)−1‖
) so there exists b ∈
B(0, 2
11‖a‖2‖E(a)−1‖
) suh that Γa(b) = b0E(a)
−1
. But then Ψa(b) =
Γa(b)E(a) = b0, so Ψa maps B(0,
2
11‖a‖2‖E(a)−1‖
) injetively onto a neigh-
borhood of 0 ontaining B(0, 1
11‖a‖2‖E(a)−1‖2
).
To see (4.7) observe that for b ∈ B(0, 2
11‖a‖2‖E(a)−1‖
) we have∥∥∥∥∥E(a)−1
∞∑
n=1
E(a(ba)n)
∥∥∥∥∥ ≤ ∥∥E(a)−1∥∥ ‖a‖2 ‖b‖
∞∑
n=0
(‖b‖ ‖a‖)n
<
2
11
1− 2
11
< 1,
so (4.7) now follows from
(4.8) Ψa(b) =
∞∑
n=1
E((ba)n) = bE(a)
(
1 + E(a)−1
∞∑
n=1
E(a(ba)n)
)
.

We an now dene the amalgamated S-transform
Denition 4.4. Let A be a unital Banah algebra, 1 ∈ B ⊂ A a
unital ommutative Banah sub-algebra and E : A → B a onditional
expetation. Let a ∈ A be a xed non-zero element suh that E(a) ∈
Binv. Dene the amalgamated S-transform of a by
(4.9) Sa(b) := b
−1(1 + b)Ψ<−1>a (b)
for b ∈ B(0, 1
11‖a‖2‖E(a)−1‖2
)inv.
We have the following amalgamated version of (1.2).
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Theorem 4.5. Let A be a unital Banah algebra, 1 ∈ B ⊂ A a unital
ommutative Banah sub-algebra and E : A → B a onditional ex-
petation. Let a1, a2 ∈ A be B-free xed non-zero elements suh that
E(a1), E(a2) ∈ Binv. Let
b ∈ B(0,min( 1
11‖a1‖
2‖E(a1)−1‖
2 ,
1
11‖a2‖
2‖E(a2)−1‖
2 ,
1
11‖a1+a2‖
2‖E(a1+a2)−1‖
2 ))inv.
Then
Sa1a2(b) = Sa1(b)Sa2(b).
Proof. Let
b ∈ B(0,min( 1
11‖a1‖
2‖E(a1)−1‖
2 ,
1
11‖a2‖
2‖E(a2)−1‖
2 ,
1
11‖a1+a2‖
2‖E(a1+a2)−1‖
2 ))inv,
and let b1 ∈ B(0,
2
11‖a1‖
2‖E(a1)−1‖
)inv and b2 ∈ B(0,
2
11‖a2‖
2‖E(a2)−1‖
)inv be
the uniquely determined elements suh that
b = Ψa1(b1) = Ψa2(b2).
Note that
(4.10) b+ 1 = E((1− b1a1)
−1) = E((1− a2b2)
−1),
where the last equality follows sine B is ommutative. Dene
A1(b1) = (1− b1a1)
−1 − E((1− b1a1)
−1),
A2(b2) = (1− a2b2)
−1 − E((1− a2b2)
−1).
By (4.10) we have
(1− b1a1)A1(b1) = 1− (1− b1a1)(1 + b)
A2(b2)(1− a2b2) = 1− (1 + b)(1− a2b2),
and thus
(1− b1a1)b
(
1− b−1A1(b1)(1 + b)
−1A2(b2)
)
(1− a2b2)
= (1− b1a1)b(1− a2b2)−(
1− (1− b1a1)(1 + b)
)
(1 + b)−1
(
1− (1 + b)(1 − a2b2)
)
= −(1 + b)−1 + (1− b1a1) + (1− a2b2)− (1− b1a1)(1− a2b2)
= 1− (1 + b)−1 − b1a1a2b2 =
b
1 + b
(
1−
1 + b
b
b1a1a2b2
)
,
where
b
1−b
and
1+b
b
denotes the elements (1 + b)−1b and b−1(1 + b)
respetively. We laim that ‖b−1A1(b1)(1 + b)
−1A2(b2)‖ < 1. Inverting
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we have(
1−
1 + b
b
b1a1a2b2
)−1
1 + b
b
= (1− a2b2)
−1
(
1− b−1A1(b1)(1 + b)
−1A2(b2)
)−1
b−1(1− b1a1)
−1
(1− a2b2)
−1
∞∑
n=0
(b−1A1(b1)(1 + b)
−1A2(b2))
nb−1(1− b1a1)
−1.
Sine A1(b1) and A2(b2) are B-free and E(A1(b1)) = E(A2(b2)) = 0,
B-freeness implies by (1.4) that
E((1−
1 + b
b
b1a1a2b2)
−1)
1 + b
b
= E((1− a2b2)
−1)b−1E((1− b1a1)
−1) =
(1 + b)2
b
,
so we onlude that
Ψa1a2(
1 + b
b
b1b2) = b.
Hene
Sa1a2(b) =
1 + b
b
(
1 + b
b
b1b2
)
=
(
1 + b
b
b1
)(
1 + b
b
b2
)
= Sa1(b)Sa2(b).
To prove the laim assume for a moment that
(4.11) ‖a1‖
∥∥E(a1)−1∥∥ ≤ ‖a2‖∥∥E(a2)−1∥∥
and observe that
b−1A1(b1) = Ψa1(b1)
−1
(
∞∑
n=1
(b1a1)
n −Ψa1(b1)
)
=
(
b1E(a1)
(
1 + E(a1)
−1
∞∑
k=1
E(a1(b1a1)
k)
))−1 ∞∑
n=1
(b1a1)
n − 1
=
(
1 + E(a1)
−1
∞∑
k=1
E(a1(b1a1)
k)
)−1
E(a1)
−1a1
∞∑
n=0
(b1a1)
n − 1,
so
(4.12)
∥∥b−1A1(b1)∥∥ <
(
1
1− 2
9
)
‖a1‖
∥∥E(a1)−1∥∥
(
1
1− 2
11
)
+ 1
=
11
7
‖a1‖
∥∥E(a1)−1∥∥+ 1 ≤ 11
7
‖a2‖
∥∥E(a2)−1∥∥+ 1.
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Also
(1 + b)−1A2(b2) = (1 + b)
−1(1− a2b2)
−1 − 1
=
∞∑
n=0
(−b)n
∞∑
k=0
(a2b2)
k − 1
=
∞∑
n=1
(−b)n +
∞∑
k=1
(a2b2)
k +
∞∑
n=1
(−b)n
∞∑
k=1
(a2b2)
k,
so
(4.13)
∥∥(1 + b)−1A2(b2)∥∥
<
(
1
10
+
2
9
+
1
10
2
9
)
1
‖a2‖ ‖E(a2)−1‖
=
32
90
1
‖a2‖ ‖E(a2)−1‖
.
The laim now follows by ombining (4.12) and (4.13)∥∥b−1A1(b1)(1 + b)−1A2(b2)∥∥
≤
∥∥b−1A1(b1)∥∥ ∥∥(1 + b)−1A2(b2)∥∥
<
(
11
7
‖a2‖
∥∥E(a2)−1∥∥+ 1
)
32
90
1
‖a2‖ ‖E(a2)−1‖
<
11
7
32
90
+
32
90
< 1.
Finally if we have ‖a1‖ ‖E(a1)
−1‖ ≤ ‖a2‖ ‖E(a2)
−1‖ we just do similar
alulations on A1(b1)(1 + b)
−1A2(b2)b
−1
instead. 
5. Examples
The amalgamated R- and S-transform is related as follows.
Example 5.1. Let A be a unital Banah algebra, and let 1 ∈ B ⊂ A be a
unital ommutative Banah sub-algebra, and E : A→ B a onditional
expetation. Let a ∈ A be a xed non-zero element suh that E(a) ∈
Binv. As in the salar ase [HL, NS2℄ we have the following relation
beween the amalgamated R- and S-transform
(5.1) bSa(b) = [bRa(b)]
<−1>.
To see (5.1) note that for b ∈ Binv of small norm we have
ga(b)Ra(ga(b)) = ga(b)(b
−1 − ga(b)
−1)
= E((1− ba)−1)bb−1 − 1
=
∞∑
n=1
E((ba)n) = Ψa(b).
AMALGAMATED R- AND S-TRANSFORM 12th July 2018 21
and
Ψa(b)Sa(Ψa(b)) = Ψa(b)
1 + Ψa(b)
Ψa(b)
b
=
(
1 +
∞∑
n=1
E((ba)n)
)
b
= ga(b).
So (5.1) now follows easily beause
ga(b)Ra(ga(b))Sa
(
ga(b)Ra(ga(b))
)
= Ψa(b)Sa(Ψ(b)) = ga(b)
and
Ψa(b)Sa(Ψa(b))Ra
(
Ψa(b)Sa(Ψa(b))
)
= ga(b)Ra(ga(b)) = Ψa(b).

We have the following dilation formula.
Example 5.2 (Dilations). Let A be a unital Banah algebra, and let 1 ∈
B ⊂ A be a unital ommutative Banah sub-algebra, and E : A → B
a onditional expetation. Let a ∈ A be a xed non-zero element suh
that E(a) ∈ Binv. Assume that z ∈ Binv.
Then for b ∈ B(0, 1
‖za‖
) and bz ∈ B(0, 1
‖a‖
) we have
Ψza(b) =
∞∑
n=1
E((b(za))n) =
∞∑
n−1
E(((bz)a)n) = Ψa(bz),
and
Sz(Ψz(b)) =
(
∞∑
n=1
(bz)n
)−1( ∞∑
n=0
(bz)n
)
bzz−1 = z−1,
for ‖b‖ suiently small. Thus
Sza(Ψza(b)) = Ψza(b)
−1(1 + Ψza(b))b
= Ψza(b)
−1(1 + Ψza(b))(bz)z
−1
= Sa(Ψa(bz))Sz(Ψa(bz))
= Sa(Ψza(b))Sz(Ψza(b))
so
Sza(b) = Sa(b)Sz(b)
for b invertible and ‖b‖ suiently small.

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Note that in the above example we did not use the ommutativeness
of B, so the example above shows that if we dene the amalgamated
S-transform by (4.9) for non-ommutative B we would atually have
to look for a produt formula of the form:
(5.2) Sa1a2(b) = Sa2(b)Sa1(b)
for a1 ∗-free from a2 and ‖b‖ suiently small. This suggests that it is
atually more natural to onsider the inverse of the S-transform than
the S-transform.
Unfortunately we do not know whether (5.2) is true or not when B
is non-ommutative, but our guess is that it is not true in general.
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