Abstract. Protein subcellular localization prediction is currently receiving much attention in the field of protein research. Many researchers make great efforts to study single-site protein subcellular localization, but the experimental data shows that many proteins can be found in two or more sub-cellular locations, prompting the study of multisite protein sub-cellular localization. This study utilized a Gpos-mPLOC data set and pseudo amino acid compositions, physicochemical properties of amino acid composition, and entropy density as three effective feature extraction methods. Then, these features were then placed in a multi-label k nearest neighbor classifier to predict subcellular protein locations. Experimental results verified that this approach provides a localization precision of 66.73% through the Jack-knife test.
Introduction
Proteins play an important role in life activities and are closely related to protein function. However, in order for proteins to correctly perform their corresponding functions, correct subcellular location is necessary, otherwise the protein may harm the body or even create serious dangerous effects [1] . In light of this, protein subcellular localization has great realistic significance. Predicting protein subcellular localization has been a hot topic for many years, and researchers have made great efforts to predict protein subcellular localization and established numerous effective prediction algorithms recent years [2] .
However, most current research focuses on single-site subcellular protein localization. Experimental data on the study of proteins has shown that some proteins can be located in two or more subcellular locations, thus expanding the field of protein subcellular localization [3] . Multisite protein datasets have been proposed, leading many scholars begin to study multisite protein subcellular localization. In much research surrounding multisite protein subcellular localization, many feature extraction models have been proposed, such as pseudo amino acid composition (Pse-AAC), physicochemical properties of amino acid composition, and gene ontology, among other methods [4] . Many prediction methods have also been proposed including multi-label k nearest neighbor classification (ML-KNN), and rank support vector machine (rank-SVM).
In this paper, we do research onwe investigate a Gpos-mPloc data set in terms of. We choose pseudo amino acid composition, the physicochemical properties of amino acid composition, and entropy density. The use of these three feature extraction methods allows us to obtain efficient features, and to use a multi-label k nearest neighbor classifier to predict the sub-cellular localization.
Dataset
The Gpos-mPLoc dataset was developed to identify the subcellular localization of Gram-positive bacterial proteins by combining gene ontology with functional domain and sequential evolution information. Compared to the old Gpos-PLoc dataset, the new predictor is much more powerful and flexible. Additionally, it has the particular capacity to deal with multiple-location proteins, as indicated by the character "m" in front of "PLoc" of its name.
This benchmark dataset includes 523 Gram-positive bacterial protein sequences, classified into four subcellular locations [5] . Among the 519 different proteins, 515 are single-location proteins and four proteins belong to two locations, as shown in Figure 1 .
Feature extraction
Feature extraction is an important component of multisite protein subcellular localization prediction, and its effective features can greatly increase prediction precision. In order to obtain efficient features, the protein composition information and amino acid location information must be exclusively considered. In this article, we choose three effective feature extraction methods: pseudo amino acid composition [6] , the physicochemical properties of amino acid composition, and entropy density three effective feature extraction methods. Pseudo amino acid composition and entropy density reflect both composition and information and location information, but are not sufficient to express proteins.
As amino acid have hundreds of physicochemical properties, physiochemical information can also include location information, so the physicochemical properties of amino acid composition was determined to be most effective for efficient feature extraction. 
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Pseudo amino acid composition
Pseudo amino acid composition is the most commonly used method of protein feature extraction, and offers several advantages. It is not only a reflection of protein composition information, but also it takes amino acid position information into account [7] . A protein sequence S of length L can be expressed by the following equation:
The first 20 dimensions are the frequency at which each amino acid appears in protein sequence S, and represents the composition information. The other n dimension reflects the relationship among amino acids, and expresses the position information.
The relationship between amino acids can be calculated by the following equation:
represent the hydrophobicity, the hydrophilic and the side chain molecular weight of amino acid residue i R , respectively. Next, the feature vector is calculated from the following equation: 
Physiochemical properties of amino acid composition
All proteins can be divided into three groups on the basis of seven physicochemical properties: hydrophobicity, normalized van der Waals volume, polarity, polarizaibility, charge, secondary structures and solvent accessibility [8] . The three groups are displayed in Table 1 . ForIn each kind ofof the seven physiochemical properties, counting frequency of polar acid, neutral acid and hydrophobic acid in every protein sequence, thenthere are can get 21 dimensional feature vectors.
Entropy density
According to the entropy of proteins, a protein sequence can be expressed by 20 dimensional numerical vectors [9] . The information entropy information of a protein can be calculated by the following equation:
f represents the frequency with which an amino acid i appears in protein S. Therefore, the entropy density of acid i can calculated as follows:
A protein sequence can be expressed by vector s(S), as follows:
Classification algorithm
A key step in the localization prediction is to select an appropriate classification algorithm. With the progressive study of multisite protein subcellular location, researchers have proposed many multi-label algorithms, including the Multi-label k Nearest Neighbor (ML-kNN) algorithm [10] and the Back Propagation Multi-label (BP-MLL) algorithm, among others. In this article, the multi-label k nearest neighbor algorithm is used to achieve multisite protein subcellular location classification. The multi-label k nearest neighbor algorithm is derived from the k nearest neighbor algorithm; the
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unknown sample obtains its label information from the label information of its k neighbors. The basic principle is to first calculate the prior probability of every label. Then, ensure the k neighbors of the unknown sample according to the k nearest neighbor method, and note the label information of the k neighbors. Then, calculate the probability that the unknown sample contains or doesn't contain each label while its k neighbors are under certain circumstances. Finally, determine whether the unknown sample contains the label, as confirmed by the Bayes decision theory [11] .
Supposing that Y represents the binary label vector and According to the principle of maximum posterior probability:
Finally, the Bayes equation determines the final result:
Evaluation and conclusion
The ML-kNN algorithm is a typical multi-label learning algorithm [12] . In the multi-label learning system, one sample typically has multiple labels. The evaluating metrics, such as precision and recall, as used in single-label learning system cannot reflect a multi-label learning system. The most common measures used to estimate the performance of an algorithm in multi-label learning are Hamming Loss, One Error, Coverage, Ranking Loss and Average Precision methods. For the k nearest neighbor algorithm, different k values can obtain different results, as displayed in Table 2 .
As shown in Table 2 , best results are obtained when k is equal to 2, when the prediction precision reaches 66.7%. This paper emphasizes a particular feature combination [13] , allowing the entropy density to predict multisite protein subcellular localization and holding great promise to improve the precision of prediction. The prediction precision of the proposed method is shown in Table 3 .
In the prediction process, feature extraction and the classification algorithm are extremely important components. For feature extraction, features should fully express protein information [14] . In addition, choosing an appropriate classification algorithm is integral in order to achieve higher prediction precision.
