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ABSTRACT
Context. The majority of galaxy group catalogues available in the literature use the popular friends-of-friends algorithm which links
galaxies using a linking length. One potential drawback to this approach is that clusters of point can be link with thin bridges which
may not be desirable. Furthermore, these algorithms are designed with large-scales galaxy surveys in mind rather than small-scale,
local galaxy environments, where attention to detail is important.
Aims. Here we present a new simple group finder algorithm, TD-ENCLOSER, that finds the group that encloses a target galaxy of
interest.
Methods. TD-ENCLOSER is based on the kernel density estimation method which treats each galaxy, represented by a zero-dimensional
particle, as a two-dimensional circular Gaussian. The algorithm assigns galaxies to peaks in the density field in order of density in
descending order (“Top Down") so that galaxy groups “grow" around the density peaks. Outliers in under-dense regions are prevented
from joining groups by a specified hard threshold, while outliers at the group edges are clipped below a soft (blurred) interior density
level.
Results. The group assignments are largely insensitive to all free parameters apart from the hard density threshold and the kernel
standard deviation, although this is a known feature of density-based group finder algorithms, and operates with a computing speed
that increases linearly with the size of the input sample. In preparation for a companion paper, we also present a simple algorithm to
select unique representative groups when duplicates occur.
Conclusions. TD-ENCLOSER produces results comparable to those from a widely used catalogue, as shown in a companion paper. A
smoothing scale of 0.3 Mpc provides the most realistic group structure.
Key words. galaxies: clusters: general — galaxies: groups: general — methods: numerical
1. Introduction
It has been known since the first large-scale galaxy surveys that
galaxies are not randomly distributed throughout the Universe,
but are preferentially found in groups and clusters. This structure
traces the underlying dark matter distribution which cannot be
observed directly. Moreover, many galaxy properties depend on
the local environment, including morphology and colour (Blan-
ton et al. 2005; Blanton & Moustakas 2009). Therefore, it is of
great interest to produce accurate and reliable group catalogues
of nearby galaxies with which to study the properties of galax-
ies as a function of environment. While the first spectroscopic
galaxy survey (CfA1 Redshift Survey; Huchra & Geller 1982;
Geller & Huchra 1983) only used a single slit to obtain the red-
shift, more recent surveys use multi-slit or fibre-optic spectro-
graphs to observe hundreds of thousands of galaxies with spec-
troscopy. Notable examples are the Two Degree Field Galaxy
Redshift Survey (2dFGRS; Colless et al. 2001), the Galaxy And
Mass Assembly survey (GAMA; Driver et al. 2009, 2011) and
the Sloan Digital Sky Survey (see York et al. 2000 for a techni-
cal summary, Gunn et al. 2006 for a summary of the SDSS tele-
scope, Smee et al. 2013 for a description of the spectrographs
and Blanton et al. 2017 for a summary of SDSS-IV). Collec-
? E-mail: mark.graham@physics.ox.ac.uk
tively, these surveys have provided the basis for studying galaxy
environments across huge samples.
The availability of such large datasets allows the opportunity
to produce galaxy group catalogues. Many catalogues have been
produced by various research teams using data from one or more
of these surveys. Although some catalogues have been based
purely on data from the 2dFGRS (Merchán & Zandivarez 2002;
Eke et al. 2004; Yang et al. 2005) or the GAMA survey (G3Cv7,
Robotham et al. 2011), the most productive survey for group cat-
alogues has been the SDSS. Most significant data releases have
been complemented by a group catalogue based on the spectro-
scopic sample, including DR2 (Miller et al. 2005), DR3 (Mer-
chán & Zandivarez 2005), DR4 (Yang et al. 2007, updated to
DR7), DR5 (Tago et al. 2008), DR7 (Tago et al. 2010; Muñoz-
Cuartas & Müller 2012), DR8 (Tempel et al. 2012), DR10 (Tem-
pel et al. 2014) and DR12 (Tempel et al. 2017).
The power of these catalogues lies in their scope for study-
ing galaxy properties across large samples to obtain powerful
statistical results. However, they are almost always based on
the friends-of-friends (FoF) method to assign galaxies to groups
(Huchra & Geller 1982; Davis et al. 1985). This simple method
uses a linking metric to assign particles to halos and as such is
a frequent choice for assigning galaxies to halos in dark matter
simulations (Eke et al. 2004; Tempel et al. 2016; see Knebe et al.
2013 for a review). The linking metric is usually defined to be a
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constant fraction of the mean particle separation. For magnitude-
limited surveys (like the SDSS spectroscopic survey), the linking
length varies with z to account for the change in the luminos-
ity function with z (Huchra & Geller 1982). One potential is-
sue with the FoF method is that groups can end up being joined
by thin bridges, which may not be desirable (or even harmful).
Yang et al. (2005) combined the FoF method with an iterative
procedure that first estimates the location, mass and radius of
dark matter halos based on the galaxy distribution, before as-
signing galaxies to those halos and recomputing the halos. Miller
et al. (2005) used a spherical aperture and information about the
galaxy colours to identify clusters based on the probability of
obtaining the observed galaxy distribution randomly.
Another independent method for estimating the underlying
probability density function of some discrete data is the kernel-
density estimation (KDE) method (Parzen 1962). The premise
behind this approach is that by replacing particles/galaxies of
zero size by kernels of non-zero size, a continuous probability
density function can be obtained across the coordinate space. To
find clumps or groups in the particle distribution, all one needs
to do is locate local maxima in the density function. There are a
number of algorithms which assign particles/galaxies to groups
based on the density field, although the details of the method
can vary somewhat between them. However, there are no group
catalogues currently available that are based on redshift surveys
and use the KDE method. See Knebe et al. (2013) for a complete
review of group-finder algorithms used in galaxy simulations.
Our ultimate goal is to study the environment of galaxies in
the SDSS-IV Mapping Nearby Galaxies at Apache Point Obser-
vatory (MaNGA) survey (Bundy et al. 2015) in as much detail
as possible. To this end, we have paid great attention to obtain-
ing an accurate catalogue of galaxies and galaxy groups. A key
advantage of the sample of galaxies observed by the MaNGA
survey is that it is small enough that the neighbours of MaNGA
galaxies can be assessed visually. We take the opportunity to de-
velop an algorithm that assigns galaxies to groups based on the
underlying galaxy distribution, with the intention of identifying
groups that match what one might conclude from looking at the
galaxy distribution by eye.
This paper is split as follows. In Section 3, we present a new
group-finder algorithm, TD-ENCLOSER1, which adapts features
of previous algorithms and is suitable for sample sizes of up to
∼ 105 particles. We focus on providing a simple routine that
provides a careful treatment of small groups and cropping out-
liers from large groups. In Section 2.1, we summarise previous
group finder algorithms. We use the “hill-climbing” method but
only consider directions where a galaxy is known to exist. We
also adapt parameters from the HOP method of Eisenstein & Hut
(1998), hereafter EH96. We then test our algorithm on a mock
galaxy catalogue to demonstrate its operation and effectiveness
(Section 4).
In Graham et al. (2019a) (Paper II), we use TD-ENCLOSER
to find the nearest neighbours to MaNGA galaxies. The set of
neighbours that we find depends on the MaNGA galaxy, and if
MaNGA galaxies are local to each other, then the same intrinsic
groups may be found multiple times but with slight differences
between each set. Ultimately we want to construct a group cata-
1 The name TD-ENCLOSER encapsulates the general idea behind our
algorithm in that it considers galaxies by their density in descending or-
der i.e. Top Down (TD). ENCLOSER refers to the fact that the algorithm
finds the group that encloses a particular galaxy. As the algorithm was
developed with a specific astronomical application in mind, we give it
an unofficial acronym in the spirit of so many other acronyms in astron-
omy: Top Down-EfficieNt loCaL neighbOur SEarcheR.
logue for MaNGA galaxies where each MaNGA galaxy lives in
a well-defined environment. This requires us to select unique en-
vironments for each MaNGA galaxy, which we achieve in Sec-
tion 5. In Graham et al. (2019b) (Paper III), we use this catalogue
to conduct a large study of galaxy angular momentum and envi-
ronment, with a few specific examples shown in Graham et al.
(2019c) (Paper IV).
2. KDE-based clustering
2.1. Previous KDE-based group finder algorithms
There are many algorithms present in the literature that use a
kernel density estimator to group particles into clusters. Many
of these were optimised for N-body dark matter simulations and
hence deal with O(106) particles. The first to be developed was
DENMAX (Bertschinger & Gelb 1991; Gelb & Bertschinger 1994)
which uses an interpolation of the particle distribution to define a
regular rectangular grid. Particles slide from their original loca-
tions towards a nearby dense grid cell with a force that is propor-
tional to the local gradient (i.e. the particles follow a fluid equa-
tion). All particles that settle at the same peak are considered to
be part of the same halo. Particles at the edges are clipped using
an energy constraint (by comparing a particle’s kinetic and po-
tential energy at different timestamps). Spline Kernel Interpola-
tive Denmax (SKID; Weinberg et al. 1997) is an updated version
of DENMAX that employs a spline kernel interpolation with a vari-
able kernel size, rather than a regular grid of uniform kernel size.
The densities are only measured at the particle locations, and
particles then move in the same way as DENMAX towards density
peaks. The HOP method (Eisenstein & Hut 1998; EH96) is in-
spired by SKID in that densities are only calculated at particle
locations. However, instead of particles following the density
field via a fluid equation, particles “hop” to the densest neigh-
bour within the nearest Nhop neighbours. Particles hop until they
reach the densest particle, and all particles that hop to the same
particle are assigned to the same halo. A set of six parameters
(not including the kernel bandwidth) are used to merge groups
and clip outliers.
DENCLUE (Hinneburg et al. 1998; Hinneburg & Gabriel 2007)
is another KDE-based group finder algorithm. From a given par-
ticle, the algorithm climbs hills defined by the density field,
and assigns all particles that climb to the same hill to the same
cluster. This method has the advantage of many density-based
methods in that there is a unique result regardless of the order
in which particles are considered. DENCLUE 2.0 (Hinneburg &
Gabriel 2007) includes a variable step size to reduce the number
of iterations by considering the local gradients, without compro-
mising on accuracy. It also has a noise threshold which is used to
discount local maxima which fail to reach this threshold. How-
ever, the algorithm does not set a minimum threshold for parti-
cles to be considered as members of a cluster, and so a cluster
can have members with density ≈ 0.
If limitations due to computing power or sample size were
not an issue, then the precise and formal way to find groups
would be to start from a particular galaxy and find the direction
of maximal gradient in the density field. After moving a certain
step size in that direction, the search would be repeated until the
galaxy reaches a point where all gradients are negative. A help-
ful picture to have in mind is if the field were overturned so that
peaks became valleys, then the galaxy would roll down in the di-
rection of the steepest downwards slope, rather like a rain drop,
before stopping at the bottom of the valley where all gradients
are positive. We note that a similar method already exists and is
Article number, page 2 of 15
Mark T. Graham1, Michele Cappellari1,: A group finder algorithm optimised for the study of local galaxy environment
known as “mean-shifting” or “mode-seeking” (e.g. Cheng 1995,
see Carreira-Perpiñán 2015 for a review). In this method, a ker-
nel is placed over a point and is shifted towards the direction
where the density (number of points) increases within the kernel
(defined by the mean-shift vector). While the “rain drop” method
would be the most rigorous solution to this problem, there are
two drawbacks to implementing it computationally.
Firstly, the step size should be sensitive to the gradient so
that a steeper gradient encourages a larger step size, as in Hin-
neburg & Gabriel (2007). This can be fairly straightforward to
implement based on the equations of motion in a potential for
example. However, this will be inefficient for points which are
far away from the peak/valley, as the gradient will be small.
The second obstacle is optimising the search for the direction
of steepest gradient. Once the particle has initially found this
direction, the search can be limited to φ±∆φ, where φ is the cur-
rent direction of the steepest gradient and ∆φ is the field of view
(width of an arc). While this works in principle, the path to the
top of the peak/bottom of the valley has the potential to be much
longer than the distance travelled as the crow flies, especially if
the topology is complex.
One option to simplify this is to roll down from peaks in the
density and tag all particles that are met along the way. Here, the
search stops at the foot of the hill where all gradients are posi-
tive. This approach requires prior knowledge of the location of
the peaks but can, in theory, be more efficient than the method
described above. Instead of moving from multiple points to a sin-
gle location, this method moves outward from a single location
assigning particles to the peak along the way. This “hill-down”
approach was first applied in HD-DENCLUE by Xie et al. (2007)
with the intention of finding groups of connected points in medi-
cal imaging data (see also Xie et al. 2010). In their approach, the
data are finely gridded and all points on the grid are added to the
cluster with each successive step down the hill. The edge (foot)
of the cluster is defined where the absolute value of the gradi-
ent falls below a predefined noise threshold. While this method
works well for millions of particles (as is the case for imaging
data), it becomes inefficient for smaller samples of a few hun-
dred particles because all directions need to be searched from
the point of view of the peak.
A similar approach was taken by Springel et al. (2001) who
combined the FoF method with a “top-down” method that can
identify the background density field and substructure in a dark
matter simulation. Their algorithm, called SUBFIND, sorts parti-
cles by their density and then “rebuilds” the particle distribution
by adding them to halos in order of decreasing density. Particles
are only assigned to one subhalo so that they do not contribute
to the mass of the parent halo, but Springel et al. (2001) find that
this does not affect the parent halo a great deal as the substructure
is usually at a scale that is small compared to the parent halo.
2.2. A top-down approach to KDE-based clustering
All of these algorithms have been optimised for millions of par-
ticles and hence are appropriate for producing group catalogues
based on the dark matter distribution. However, we are interested
in simply grouping galaxies together and obtaining directly ob-
servable relations and are not concerned with the dark matter
distribution. As we are only focussing on the neighbours local to
a specific sample of galaxies (the MaNGA galaxies), we do not
need to consider large numbers of galaxies. Moreover, we would
like to be able to detect all group sizes from two upwards. We
would also like to be able to differentiate nearby peaks rather
than merge them, which can happen with the HOP method for
example (see fig. 1 of EH96).
Our approach is to combine a “top-down” method with a
hill climbing method so that it is efficient for sample sizes of
a few hundred to a thousand particles. To keep our algorithm as
simple as possible, we will only consider straight lines between
points, ignoring the surface topology. By considering galaxies
in order of their density from highest to lowest, we can identify
the peaks before attracting galaxies towards those peaks. Hence,
rather than sliding or hopping from a particular galaxy, we take
a “top-down” approach where we move out from regions of high
density to low density.
3. Description of TD-ENCLOSER
3.1. Definition of algorithm parameters
The algorithm we present here is similar to SUBFIND in that it
considers galaxies by their density in decreasing order, but its
function is an adaptation of the HOP method of EH96. However,
while there are some similarities, we have a different goal in
mind to EH96, namely that we want to identify small scale group
environments in detail, while HOP was designed for N-body sim-
ulations of order 106 particles. EH96 solved two key problems
regarding the separation of halos from their surroundings as well
as the merging of groups by introducing six tunable parameters.
Despite the added complexity, they showed that the result was
insensitive to all but five of those parameters. We adopt four of
these parameters, and adapt three of them to our specific require-
ments. Another similarity between our algorithm and the one of
EH96 is that we make three passes of the data, although the man-
ner in which our passes operate differ.
Now, we give details of the parameters that we adopt from
EH96 (they used δ to denote density but we use ρ instead, as δ
can also represent a difference):
– ρouter: This is the minimum density required for a galaxy to
be considered as part of a group. By setting this parameter,
EH96 prevent particles in underdense regions from joining
groups. We retain this functionality of ρouter in this work.
This is the only parameter found by EH96 to have a signifi-
cant impact on the final group distribution.
– ρsaddle: This is a second contour level which, if ρsaddle , ρouter,
can be used to separate two peaks which are joined by a
thin bridge where ρ ≥ ρouter. It could also be used to join
two peaks which are separated by a local minimum where
ρ ≥ ρsaddle. Our algorithm considers the density field rather
than only the galaxies and so we do not need to separate
nearby peaks within ρsaddle as they will not be joined in the
first place. However, we use ρsaddle to exclude outliers from
groups based on the density of one of their local neighbours.
– Nmerge: In EH96, this parameter is used to merge two nearby
groups. If a particle and one of its nearest Nmerge neighbours
are in different groups, then a boundary pair is defined be-
tween the particle and the densest of the Nmerge nearest neigh-
bours. If the density of the boundary pair, defined to be the
mean of the density of the two particles, is greater or equal
to ρsaddle, then the two groups are merged. We use Nmerge
and ρsaddle in a similar way to eject galaxies which lie far
enough below ρsaddle. Specifically, we eject galaxies if the
mean between their density and the maximum density of
their Nmerge − 1 neighbours is less than ρsaddle. Hence, this
decision is determined by the local galaxy distribution and
ρsaddle is effectively a blurred boundary.
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Algorithm 1: TD-ENCLOSER: Finds group enclosing a target galaxy.
Data: {x, y} coordinates in physical units (Mpc) for N galaxies relative to the target galaxy at (0, 0)
Input: σker = 0.3 Mpc, ρouter = 1.6, ρsaddle = 4, ρpeak = 4.8, Nmerge = 4 (defaults).
Result: {x, y} coordinates for N galaxies where N is the richness of the group that encloses the target galaxy.
1 Set N to be the number of coordinate pairs.
2 Construct coarse regular grid Cg.
3 for i = 1 to N do
4 Add 2D Gaussian kernel of standard deviation σker, amplitude 1 and centre (xi, yi) to Cg.
5 Interpolate coarse grid Cg using a 2D spline interpolator: s = spline(Cg).
6 if s(0, 0) < ρouter then return // Target galaxy is isolated.
7 else // Target galaxy must be in a group.
8 Evaluate s at {x, y} to obtain density ρ at each galaxy location: ρ = s(x, y).
9 Remove all galaxies where ρ < ρouter. // These galaxies are isolated.
10 Set N to the number of (remaining) coordinate pairs.
11 Set {P, xP, yP, ρP} to be an array of shape (N, 4) which will hold information about a galaxy’s enclosing peak, namely (xP, yP)
coordinates and density ρP of its central galaxy, and peak number P.
12 Sort x, y and ρ by ρ in descending order such that ρ[1] > ρ[2] > ρ[3] . . . .
# First pass
13 Assign galaxy with density ρ[1] to peak 1: {P, xP, yP, ρP}[1, :]←− (1, x[1], y[1], ρ[1]).
14 Set NP to be the number of peaks: NP ←− 1. // Only 1 peak exists at this point.
15 for i = 2 to N do
16 Select unique rows (peaks) from {P, xP, yP, ρP} where P ≥ 1: {P, xP, yP, ρP}u ←− {P, xP, yP, ρP}[P ≥ 1, :]. // Only select
identified peaks.
17 Sort {P, xP, yP, ρP}u in order of increasing distance from (xi, yi).
18 while ( j ≤ NP) ∧ ( j ≤ 10) do // Only consider at most the 10 nearest peaks.
19 Check if the gradient of the connecting line between the galaxy at location (xi, yi) and the peak at location (xPj , y
P
j ) changes
sign or increases monotonically: mono←− MonotonicIncrease(xi, yi, xPj , yPj , s, ρcap = ρPj ,  = −0.1).
20 if mono = True then // Assign galaxy to existing peak.
21 {P, xP, yP, ρP}[i, :]←− {P, xP, yP, ρP}u[ j, :]; break
22 else j←− j + 1 // Move on to next peak.
23 if mono = False then // Galaxy cannot be added to any existing peak.
24 Assign galaxy to be the central galaxy of a new peak: {P, xP, yP, ρP}[i, :]←− (NP + 1, x[i], y[i], ρ[i]), NP ←− NP + 1
# Second pass
25 for i = 1 to N do
26 if (ρouter ≤ ρi < ρsaddle) ∧ (ρPi ≥ ρpeak) then
27 Sort {x, y, ρ} in order of increasing distance from (xi, yi).
28 Set ρmax to be the maximum density of the nearest Nmerge − 1 neighbours.
29 if (ρi + ρmax)/2 < ρsaddle then
30 Eject galaxy from group: {P, xP, yP, ρP}[i, :]←− (0, x[i], y[i], ρ[i])
# Third pass
31 Select galaxies that have been ejected from their original peaks in the SP:
{P, xP, yP, ρP}′ ←− {P, xP, yP, ρP}[(ρouter ≤ ρ < ρsaddle) ∧ (P = 0), :], {x, y, ρ}′ ←− {x, y, ρ}[(ρouter ≤ ρ < ρsaddle) ∧ (P = 0), :].
32 Set N′ to be the number of rows (galaxies) in {x, y, ρ}′.
33 Assign galaxy with density ρ′[1] to peak NP + 1: {P, xP, yP, ρP}′[1, :]←− {NP, x′[1], y′[1], ρ′[1]}.
34 Set N′P to be the number of new peaks added in the TP: N
′
P ←− 1.
35 for i = 2 to N′ do
36 Select unique rows (peaks) from {P, xP, yP, ρP}′ where P > NP: {P, xP, yP, ρP}′u ←− {P, xP, yP, ρP}[P > NP, :]. // Do not
consider peaks from FP.
37 Sort {P, xP, yP, ρP}′u by distance from (x′i , y′i ).
38 mono←− MonotonicIncrease(xi, yi, xPj , yPj , s, ρcap = 0,  = −0.01)
39 while ( j ≤ N′P) ∧ ( j ≤ 10) do
40 if mono = True then {P, xP, yP, ρP}′[i, :]←− {P, xP, yP, ρP}′u[ j, :]; break.
41 else j←− j + 1
42 if mono = False then {P, xP, yP, ρP}′[i, :]←− (N′P + 1, x′[i], y′[i], ρ′[i]), N′P ←− N′P + 1
43 Select only galaxies which lie in the same peak as the target galaxy.
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Algorithm 2: MonotonicIncrease: Checks if the gradient of a line remains above a (small) threshold  along the entire
length of the line.
Data: x0, y0, x1, y1, s
Input: ρcap = 0,  = −0.1
Result: mono
# Sample line along intervals with spacing 1% of its total length.
1 Set ρmid to be an array of length 101.
2 for i = 0 to 100 do
3 xmid ←− x0 + (x1 − x0)i/100
4 ymid ←− y0 + (y1 − y0)i/100
5 ρmidi ←− s(xmid, ymid) // Calculate density at the ith element.
6 for i = 0 to 99 do
7 ρdiff ←− ρmid,i+1 − ρmid,i
8 if [(ρcap ≥ 0) ∧ (ρmid,i+1 ≤ ρcap)] ∨ (ρcap = 0) then
9 if ρdiff ≥  then mono←− True // If gradient does not fall below .
10 else mono←− False; break
11 return mono
– ρpeak: In EH96, if the density ρ of a peak is such that ρouter ≤
ρ < ρpeak, then the peak is only considered as part of a sub-
group and is attached to a larger group with ρ > ρpeak. Here,
we would like to detect small groups which may not have
the density required to reach ρpeak. However, we do use ρpeak
to decide whether to disconnect outliers from groups using
ρsaddle and Nmerge.
The final parameter is the kernel size σker although this param-
eter is general to all KDE-based methods and is not specific to
EH96.
3.2. Algorithm methodology
In what follows, we explain the methodology behind
TD-ENCLOSER, referring to the pseudocode given in Algorithm 1
by line number (e.g. line 1) and the one-dimensional visuali-
sation shown in Fig. 1. In Algorithm 1, we only give the min-
imum amount of information required to implement the algo-
rithm, leaving finer details to the text. To allow the reader to fol-
low the decision making process, we have provided in Table 1
values for position along the x-axis and ρ (height) for each ex-
ample galaxy in Fig. 1, as well as the group assignments at each
pass. In our discussion, we use the default parameters which
we introduce fully in Section 3.3. These are: σker = 0.3 Mpc,
ρouter = 1.6, ρsaddle = 4, ρpeak = 4.8 and Nmerge = 4. Finally, we
use one-based indexing in Algorithm 1, so that x[1] is the first
element of the array x.
3.2.1. Setting up the grid
The first step is to construct a two-dimensional coarse grid (Cg)
that covers the extent of the galaxy distribution (line 2). The
spacing between grid elements is a compromise between reso-
lution and computational power. To set the spacing, we assume
that we only need a box 20 by 20 Mpc in size centred on the tar-
get galaxy (although there is no requirement that the box should
be square). The spacing needs to be at the very least smaller
than the kernel size which by default is 0.3 Mpc. However, it
needs to be a small fraction of σker because the density field
should be independent of the position of the grid on the sky. If
the spacing is equal to σker, then the result will differ dramati-
cally if the grid becomes offset by σker/2 for example. We find
that if the spacing is about 0.2σker, then the contour morphology
of the density field remains unchanged regardless of any offset.
For simplicity, we choose the grid size to be 3012 giving a spac-
ing of 20/300 ≈ 0.0666 Mpc. We choose 301 rather than 300 to
ensure that a grid element is placed at the centre where the target
galaxy lives.
3.2.2. Calculating the density field
We calculate the density field by placing two-dimensional circu-
lar Gaussians,
fˆ (x, y) = exp
[
1
2
[x − X, y − Y]T · Σ−1 · (x − X, y − Y)
]
, (1)
at each galaxy location (x, y), where Σ is the covariance ma-
trix
(
σ2ker 0
0 σ2ker
)
, and (X,Y) are the grid coordinates (line 3). The
contribution from each kernel at each grid element is added to
the density field (line 4). We do not use an adaptive kernel
as this would produce unwanted substructure in dense groups
(where the kernel is smaller to allow greater resolution) or group
together galaxies which are isolated (because the kernel size in-
creases in areas of lower density). The radial profile of the kernel
does not have an effect on the end result and hence we choose
to use a Gaussian kernel. We estimate the density field on a grid
rather than the galaxy positions themselves to maintain a con-
stant resolution across the field. We perform a two-dimensional
interpolation of the density field2 (line 5), which allows us to
calculate the density field at any location within the extent of the
grid.
As with many group finder algorithms, there are potential
edge effects being close to the boundary of the density field. It
may be the case that the density at galaxies close to the edge will
be underestimated, and so the algorithm may potentially miss
groups at the boundary, leading to inconsistent clustering. How-
ever, as long as the boundary is at least twice the expected max-
imum group radius from a particular galaxy, then these effects
will not affect the clustering near to the target galaxy.
2 We use the SciPy implementation RectBivariateSpline.
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3.2.3. Checking for isolation
Before running the main body of TD-ENCLOSER, we check to
see if the target galaxy is isolated (line 6). If so, then the tar-
get galaxy cannot be part of a group, and so there is no need
to proceed. Hence, TD-ENCLOSER terminates at this point, and
the computing time is reduced. This would happen if the target
galaxy were galaxy 25 in Fig. 1. If ρ ≥ ρouter for the target galaxy,
then TD-ENCLOSER proceeds as described below (line 7).
3.2.4. Finding peaks in the first pass
The first step in the first pass is to obtain the density at each
galaxy by evaluating the spline interpolation at each galaxy loca-
tion (line 8). We then automatically assign all isolated galaxies
to be in groups of one member each (in essence removing them
from the dataset; line 9). For each of the N remaining galaxies
with ρ ≥ ρouter (line 10), we track which peak it belongs to as
well as the position and density of the central galaxy (line 11).
Before proceeding, we sort the N galaxies by their density in de-
scending order, so that we consider the galaxies at the peak den-
sities first (Rank = 1, 2, ...) before adding nearby galaxies to the
peaks (line 12). We then assign the galaxy at the densest peak
to be the central galaxy of Group 1, as this is the only possible
outcome for this galaxy (line 13). In our example, we assign
galaxy 13 (Rank = 1) of density ρ13 to be the central galaxy of
Group 1. In this discussion, we use the term “peak” to describe a
local maximum in the density field and the term “group” to refer
to the galaxies that lie at a particular peak. There is a one-to-one
correspondence between them i.e. Group 1 lies at peak 1.
We now enter a loop which loops over each of the remain-
ing N − 1 galaxies where ρouter ≤ ρ < ρ13 (line 15). For each
galaxy, we loop over all existing peaks (line 16) in order of
increasing distance from the galaxy (line 17). We assume that
a galaxy will not be able to join a more distant peak than the
tenth nearest peak, and so if there are more than 10 peaks, we
only consider the nearest 10 (line 18). The first galaxy we en-
counter in the loop in our example is galaxy 12 (Rank = 2). To
decide whether or not to assign galaxy 12 to Group 1, which is
the only existing group at this point, we check if the connecting
line between galaxies 12 and 13 increases monotonically. Our
assumption is that if it does increase monotonically in ρ, then
galaxies 12 and 13 belong to the same group. However, we do
require the whole length of the line to increase monotonically for
the following reason. The local maxima in the density field will
almost certainly not be at the location of any galaxy. However,
we do not know the density field at “every” location within the
grid and so we do not know the precise locations of each local
maxima. Instead, we only have knowledge of the galaxy that is
closest to each local maxima by virtue of their high density ρ.
Since we do not know in which direction the true local maxima
lies with respect to the nearest galaxy, we have to treat the galaxy
as if it is at the precise location of the maxima. This means that
when we move along the connecting line between two galaxies
from low to high density (e.g. from galaxy 12 to galaxy 13), we
stop when we reach the density of the upper galaxy (e.g. ρ13) for
the first time.
We describe this check for monotonic increase in Algo-
rithm 2. First, we obtain the density ρ at 101 equally spaced
intervals along the line, where the spacing is equivalent to 1%
of the length of the line (lines 1-5 of Algorithm 2). We then
iterate over each element starting from the low density end (i.e.
the location of the galaxy of which we are deciding whether
or not to assign to the peak; line 6). For each iteration, we
calculate the difference between the element and the next one
(lines 7). If the difference does not drop below  = −0.1,
then the gradient of the line at the element is positive, and the
algorithm moves on to the next element. We allow the gradi-
ent to go slightly negative (a difference of  = −0.1) to essen-
tially account for noise in the density field. After some tests,
we realised that some galaxies were being cut off from the
peak even though the gradient was essentially flat to within
10%. This could happen if a density contour happened to lie in
parallel with the direction of the connecting line for example.
We do not consider  as a free parameter as it merely repre-
sents the uncertainty in the gradient. If the difference between
each element does not fall below  up until ρcap is reached,
then we consider the two galaxies to be connected and part of
the same peak (lines 9-10). On the other hand, if the dif-
ference does drop below , then the two galaxies are not con-
nected, and the main body of TD-ENCLOSER proceeds. In the
following text, we represent these two outcomes with either
MonotonicIncrease(xb, yb, xa, ya, spline = s, ρcap = ρa,  =
−0.1) = True or MonotonicIncrease(xb, yb, xa, ya, spline =
s, ρcap = ρa,  = −0.1) = False respectively, where xb and yb are
the coordinates for galaxy b (the low density galaxy).
In our example, we find that for galax-
ies 12 (Rank = 2) and 13 (Rank = 1),
MonotonicIncrease(x12, y12, x13, y13, spline = s, ρcap =
ρ13,  = −0.1) = True (line 19). The same is true for galaxy 11
(Rank = 3), and hence galaxies 12 and 11 are assigned to Group
1. However, MonotonicIncrease(x18, y18, x13, y13, spline =
s, ρcap = ρ13,  = −0.1) = False (line 23), and hence galaxy
18 (Rank = 4) cannot be part of the same density peak as galaxy
13. Galaxy 18 is then designated as the central galaxy of Group
2 (line 24). We repeat this step until all galaxies above ρouter
are assigned to groups/peaks (line 15).
3.2.5. Ejecting outliers in the second pass
Since the only requirement for assigning a galaxy to a peak in
the first pass is that the connecting line between the galaxy and
the peak increases monotonically up until a predetermined level,
galaxies are assigned to peaks regardless of their distance from
the peak. Hence, there may be outliers at the “foot” of the peak.
Hence, we use a second pass to decide whether or not to eject
those outliers. For each galaxy, we check if the density of the
central galaxy of its enclosing group has reached ρpeak (Groups
1 and 2 in our example) and if the density of the galaxy satis-
fies ρouter ≤ ρ < ρsaddle (line 26). For each of these galaxies
(line 25), we use the density of one of the nearest Nmerge − 1
neighbours to decide if the galaxy should be removed from the
group. Specifically, we take the maximum density from the near-
est Nmerge − 1 neighbours (line 28) and consider if the mean
of this density and the density of the galaxy in question is less
than ρsaddle (line 29). If so, then the galaxy is clipped from the
peak (line 30). Hence, ρsaddle is not a rigid boundary but is in
fact blurred according to the local galaxy distribution. By set-
ting ρpeak > ρsaddle, we ensure that the second pass does not
affect groups which just reach ρsaddle, and hence only groups
with dense peaks will be clipped. For example, if ρpeak = ρsaddle,
then Group 3 would be clipped. However, as the peak only just
reaches ρsaddle, only the central three galaxies would remain un-
clipped and hence Group 3 would be split up even though it is a
clearly defined peak.
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Fig. 1: One-dimensional visualisation of the group finder algorithm TD-ENCLOSER introduced in this section. The points in the three
panels are identical and each point represents a galaxy. Galaxies belonging to the same group as coloured accordingly. The contour
levels from bottom up are ρouter (solid), ρsaddle (dashed) and ρpeak (dotted). The outcome of the first pass is shown in the first panel,
where galaxies are assigned to groups based only on the contour morphology, shown as the grey curve. In the second pass, outliers
are disconnected from their groups based on the the density of their Nmerge − 1 neighbours and are tagged as isolated. In the third
pass, each ejected galaxy is assigned to a new group. All galaxies which were not clipped in the second pass are shown as faint to
indicate that they are considered to be absent in the third pass.
Table 1: Table listing the relevant information about the example
galaxies shown in Fig. 1. Galaxies are numbered from left to
right as given in Column (1). Column (2) gives the position along
the x axis in Mpc and Column (3) gives the density δ at each
galaxy. Column (4) lists the density rank for each galaxy with
column (1) being the galaxy with the highest density. Columns
(5), (6) and (7) give the group number that each galaxy belongs
to after the first, second and third passes respectively. A value of
zero indicates that a galaxy is isolated.
Galaxy
No.
(1)
x
(Mpc)
(2)
ρ
(3)
Rank
(4)
Group No.
(1st pass)
(5)
Group No.
(2nd pass)
(6)
Group No.
(3rd pass)
(7)
1 -3.02 1.723 21 3 3 3
2 -2.64 3.325 16 3 3 3
3 -2.47 3.953 13 3 3 3
4 -2.30 4.183 10 3 3 3
5 -2.22 4.120 11 3 3 3
6 -2.02 3.657 15 3 3 3
7 -1.64 2.831 17 3 3 3
8 -1.56 2.669 18 3 3 3
9 -1.05 2.274 20 1 0 0
10 -0.60 4.775 9 1 1 1
11 -0.54 5.003 3 1 1 1
12 -0.50 5.096 2 1 1 1
13 -0.40 5.105 1 1 1 1
14 -0.30 4.846 8 1 1 1
15 0.05 4.026 12 2 2 2
16 0.35 4.853 7 2 2 2
17 0.39 4.929 5 2 2 2
18 0.50 4.950 4 2 2 2
19 0.54 4.886 6 2 2 2
20 0.80 3.822 14 2 2 2
21 1.08 2.651 19 2 0 5
22 1.42 1.673 22 2 0 5
23 2.50 1.612 24 4 4 4
24 2.80 1.672 23 4 4 4
25 3.50 1.070 25 0 0 0
3.2.6. Cleaning up in the third pass
Once the second pass is completed, we use a third pass to at-
tempt to group together the galaxies that were ejected during the
second pass. If we do not have a “clean up” step, then we will
be left with many isolated galaxies in potentially dense environ-
ments above ρouter. We keep the method of the third pass identi-
cal to that of the first pass, but with three key differences. Firstly,
we wish to prevent these galaxies from being reassigned to their
original groups. Hence, we restrict the available neighbours to
only those galaxies which have been ejected from groups in the
second pass (line 31). Secondly, we lift the cap from the first
pass that prevents galaxies on opposite sides of a peak from miss-
ing each other (line 38). In this case, we have the opposite
situation to the first pass where we do not want outliers form-
ing very broad but low density peaks which encompass other
(higher density) peaks. Hence, it is necessary to relax this rule
here and require that the connecting line increases along its full
length. Finally, we decrease the magnitude of the noise threshold
by a factor of 10 to give  = −0.01 so that galaxies cannot form
groups over long distances.
In our one-dimensional example, the first galaxy to be
considered in the third pass is galaxy 21. As far as this
galaxy is concerned, there are no other peaks and hence
it becomes the central galaxy of a new group (line
33). Galaxy 9 is the next to be considered. For galaxy
9, MonotonicIncrease(x9, y9, x21, y21, spline = s, ρcap =
ρ21,  = −0.01) = True, but galaxies 9 and 21 are clearly
not connected (see right panel of Fig. 1). Hence this is why
the cap that is present in the first pass is lifted in the third
pass, so that MonotonicIncrease(x9, y9, x21, y21, spline =
s, ρcap = 0,  = −0.01) = False (line 42). Thus, galaxy 9 be-
comes an isolated galaxy where ρ > ρouter (line 38). Finally,
MonotonicIncrease(x22, y22, x21, y21, spline = s, ρcap =
0,  = −0.01) = True (line 40). These two galaxies make up a
galaxy pair where the separation is (marginally) larger than σker.
This is indeed possible, but in practice, we find that the separa-
tion between a pair of galaxies is rarely larger than about 1.3σker.
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3.3. Specifying default parameter values
Now we have described TD-ENCLOSER, we describe our best
choices for the five free parameters. A common choice for
the bandwidth, σker, is a “rule-of-thumb” estimation known as
Scott’s rule3 (Scott 1992). However, this choice depends on the
number of data points which is our case is not a constant. Fur-
thermore, we wish to have a physically motivated value for σker.
We first inspect by eye and deduce empirically which value best
describes the galaxy distribution. For small values (σker ∼ 0.1
Mpc), we find that galaxies struggle to form groups, and if large
groups do form, then unphysical substructure appears. For large
values (σker ∼ 0.5 Mpc), then groups which are clearly distinct
from each other merge to form larger groups which are not likely
to be physically bound. We settle on a value of σker = 0.3 Mpc.
We follow EH96 by defining the three contour levels in terms
of ρouter. ρouter must be greater than one (in order to exclude iso-
lated galaxies) and less than two (so that galaxy pairs are not
missed)4. To set ρouter, we consider a pair of galaxies separated
by a distance D, one of which is the target galaxy. If D = σker,
then the total density at the target galaxy is very close to 1.65,
regardless of the kernel size. Hence, we set ρouter = 1.6 so that
we detect pairs of galaxies which are closer than the kernel size.
This assumes that the pair is in isolation which is an unrealis-
tic scenario. However, a Gaussian with amplitude 1 at a distance
D = 3σker = 0.9 Mpc measures only ∼ 0.01 at D = 0 and hence
will only contribute about that much to the density at the pair6.
Having defined the two parameters that will affect the group as-
signments the most, we use the default recommendations sug-
gested by EH96 for the remaining three parameters. These are:
ρsaddle = 2.5ρouter, ρpeak = 3ρouter and Nmerge = 4.
4. Testing TD-ENCLOSER performance
4.1. Parameter sensitivity
4.1.1. Mock catalogue
TD-ENCLOSER has four free parameters compared with their six
parameters of HOP (not including σker), but unlike other density-
based algorithms, our result does depend on the order in which
particles are considered. We perform similar tests to EH96 to
show how our results depend on our choice of parameters. Rather
than use a particular distribution of galaxies, we randomly gen-
erate a mock galaxy catalogue within a box 100 Mpc across.
To make our test as simple as possible, we assume each mock
galaxy has the same mass x. With this assumption, we use a
Schechter function to sample the group membership7 (see the top
left panel in Fig. 2). To scale the Schechter function, we choose
a maximum group size of 30 members. We arrive at this number
by roughly comparing with the group catalogue of Tempel et al.
(2017) (their Table 2). We then define our mass function nS (N)
as:
nS (N) = A10(α+1)(N−N0)e−10(N−N0) (2)
3 BW=n−1/6 for two-dimensional data where n is the number of points.
4 ρouter only needs to be smaller than the minimum group richness that
one wishes to be sensitive to.
5 e0 + e
−(−σker)2
2σ2ker = 1 + e−0.5 = 1.60653....
6 In any case, our approximation of 1.6 is about 0.6% smaller than the
exact value so these two effects essentially cancel out.
7 If a group has 30 members where each member is identical and has
a mass of x, then the group will have a mass of 30x.
where α = −1.35, N is the group membership and A is a
scale factor. We choose our break N0 to be 15 as it is simply
half the maximum allowed group size. We use a scale factor A ≈
282.58 so that nS (30) = 30 i.e. a group of 30 members has a
mass of 30 in units of x. However, the statement nS (N) = N is
only true for N = 30 due to the shape of the function. As we
require integer numbers of groups with membership N , we take
the number of groups with membershipN as bnS (N)/Nc where
bc denotes floor.
To populate the box, we generate (xgrp, ygrp) coordinates for
each group from a random uniform distribution within the lim-
its of the box. For each group with Nmem > 1, we assign a ra-
dius r =
√N/7pi + fr where fr is randomly chosen from a uni-
form distribution with range [−0.3, 0.3] (see the top right panel
of Fig. 2). We choose 7 as an empirical factor so that roughly
50% of galaxy pairs are separated by 0.3 Mpc or less (so as to
be picked up by TD-ENCLOSER). Clearly this simple prescription
assumes that the area of a group is proportional to its member-
ship. For each group, we sample relative (xgal, ygal) coordinates
for N galaxies between [−r, r]. The final coordinate for a given
galaxy is then (ygrp + xgal, ygrp + ygal).
In the lower panel of Fig. 2, we show the four largest groups
in our mock catalogue. Each group with five or more mem-
bers is enclosed by a circle with a radius equal to the maxi-
mum radius allowed for each group. This panel highlights why
we neither want nor need to recover the input distribution with
TD-ENCLOSER. Firstly, as the coordinates of both galaxies and
groups are randomly chosen, it is likely that some groups will
overlap and become a single group, or even some isolated galax-
ies might lie embedded within another group. TD-ENCLOSER
does not know the true input distribution. In fact, we would
rather that not all groups are simple isolated circular objects, but
actually reflect the real Universe, where larger groups can have
substructure. Furthermore, we have programmed TD-ENCLOSER
to sensibly clip outliers, and so some galaxies from large groups
may be detached from their original groups.
Nevertheless, it is still useful to compare the mass function
of the input with the mass function determined using the default
parameters, even if individual galaxies are not in similar groups
in both. As shown in Fig. 3, the “recovered” mass function is not
too dissimilar from the input mass function. The discrepancies
are due to the reasons outlined above. In particular, the mass of
individual galaxies is less in the “recovered” mass function com-
pared to the input mass function, while the mass in galaxy pairs
in greater in the “recovered” mass function compared to the in-
put mass function. This is because our radial size prescription
was calibrated such that approximately half of all galaxy pairs
lie have a separation smaller than 0.3 Mpc (see top right panel
of Fig. 2). Hence, we expect fewer galaxy pairs and more iso-
lated galaxies in the “recovered” distribution according to our
prescription.
4.1.2. Testing parameter sensitivity
In order to check how the group assignments depend on each
parameter, we vary the parameters σker, ρsaddle, ρpeak and Nmerge
in turn and rerun TD-ENCLOSER on the mock catalogue. We do
not perturb the values by a large amount because there are re-
strictions on each parameter, but also because we already have
a good idea about what the default values should be. For ex-
ample, we have already found σker = 0.3 Mpc gives the most
faithful representation of the true galaxy distribution. We know
8 A = 30/0.10618 = 282.53908 to five significant figures.
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Fig. 2: Top left: The mass function which defines our mock catalogue. The blue curve is Eq. (2) and the orange curve is the final
mass distribution. At each value of N , the orange curve is the number of galaxies contained within the maximum integer number
of groups with size N allowed by the blue curve (see text). Top right: Radial size of groups as a function of group membership.
The black points are the mock galaxies and are bound by the dashed black lines. The blue horizontal line marks the chosen σker:
only pairs where the two galaxies are closer than about this value are grouped as pairs by TD-ENCLOSER. Bottom: We show the
four largest groups in the mock catalogue. Around each group of five or more members, the maximum radius is shown as a dashed
circle. Each group is identified by a colour and marker.
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Fig. 3: Bottom: The same as the bottom panel of Fig. 2 except that galaxies are coloured according to the groups which they have
been assigned by TD-ENCLOSER. The contours are ρouter (black), 2.5ρouter = ρsaddle (dark grey) and 4ρouter (light grey). Isolated
galaxies are shown as blue circles and galaxy pairs are shown as orange circles. The colours continue in sequence, and the marker
indicates the group size in multiples of 10: circles are between 1 and 10, squares are between 11 and 20, diamonds are between 21
and 30 and triangles are between 31 and 40.
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from EH96 that ρouter does have a significant effect on the re-
sult and hence we do not vary this parameter at all. For the other
three parameters, there are stricter constraints. ρsaddle cannot be
equal to ρouter if it is to clip outliers effectively, and in practice,
it should be at least 2ρouter. ρpeak must not be equal (or even very
close) to ρsaddle regardless of the value of ρsaddle as this will split
groups unnecessarily. We suggest that ρpeak − ρsaddle ≥ 0.25ρouter
as a minimum separation. Finally, Nmerge must be greater than
or equal to two, as at least two galaxies are required to calcu-
late a mean. In the following test, we keep to these limits so that
TD-ENCLOSER can operate as desired. If the results depend only
weakly on each parameter, we can be confident in our ability to
effectively assign galaxies to groups.
4.1.3. Test results
The results of our test are shown in Fig. 4, where for each panel,
we change one parameter keeping all others the same. To in-
dicate which parameter we are varying, we use the notation
[vary(P)] where P is the parameter that is not set to the default
value. If all parameters are set to the default values, then we use
the shorthand [default]. Rather than show the mass function as
in Fig. 3, we take the difference between the group richness N
determined using the default parameters (N [default]) and the per-
turbed parameters (N [vary(P)]) for each mock galaxy, and com-
pute the histogram for all mock galaxies. This is not the same as
comparing the input from Fig. 2 with the output from Fig. 3, as
here we are comparing the output using different values for the
free parameters. To give a complete picture, we could replace
the x and y axis in the top-right panel of Fig. 3 withN [default] and
N [vary(P)] respectively. However, this would give us eight panels
to present, two for each parameter. Instead, we show the differ-
ence in the richness distribution with varying parameters. The
result is Fig. 4, where each panel corresponds to a parameter,
and each panel contains two histograms corresponding to each
value we choose.
We go through each panel of Fig. 4 in turn. Each histogram
can be interpreted in the following way: if a single galaxy is near
a group of 20 galaxies when σker = 0.3, then when σker = 0.4,
it becomes part of a new group of 21 members. In this case,
N [vary(σker)] = N [default] + 1 for 20 galaxies, and N [vary(σker)] =
N [default] + 20 for one galaxy.
4.1.4. Varying σker
We select σker = 0.2 and 0.4 Mpc. As expected, setting σker =
0.2 Mpc generally results in galaxies forming smaller groups in
the first pass compared to σker = 0.3 Mpc. A small fraction of
galaxies (∼ 1%) join larger groups due to the fact that by using a
smaller kernel, some groups that would have reached ρpeak when
σker = 0.3 would not have reached ρpeak when σker = 0.2. Hence,
these groups would not have been clipped in the second pass with
σker = 0.2 and therfore the galaxies which were clipped when
σker = 0.3 have appeared to join a larger group, even though
the kernel size has decreased. However, this occurrence is rare
because ρpeak is close to ρsaddle. Conversely, setting σker = 0.4
Mpc results in more galaxies residing in larger groups compared
to the default choice. Here, about 2% of galaxies join smaller
groups because they are clipped when σker = 0.4 but not when
σker = 0.3, and hence belong to a smaller group even though
the kernel size has increased. The result is most sensitive to this
parameter out of the four parameters as evidenced by the lower
height of each peak at N [vary(σker)] − N [default] = 0 (indicating no
change) and the broad distribution. For σker = 0.2 and 0.4 Mpc,
95% of galaxies change group membership by less than 15 and
9 members respectively.
4.1.5. Varying ρsaddle
We select ρsaddle = 3.6 and 4.4. A value of ρsaddle = 3.6 tends
to increase group sizes (and reduce the number of groups) as
some galaxies are less likely to be clipped in the second pass than
when ρsaddle = 4. This makes sense conceptually as all groups
above ρpeak essentially grow and absorb nearby groups. A very
small fraction of galaxies move to smaller groups which occurs
when a small group is split up and one part joins a nearby large
group and the other part then forms a small group. In total, 95%
of galaxies change group membership by less than 3. Choosing
a value of ρsaddle = 4.4 means that galaxies are more likely to
be clipped from their original groups. Again, 95% of galaxies
change group membership by less than 3.
4.1.6. Varying ρpeak
We select ρpeak = 4.4 and 5.2. As seen in the third panel of Fig. 4,
this is the parameter that the group membership is the least sensi-
tive to. This is because varying ρpeak only changes which groups
are clipped in the second pass and doesn’t have any bearing on
how much those groups are clipped. By lowering ρpeak, more
groups are clipped. If ρpeak is increased compared to the default
value, then fewer groups are clipped. In total, 95% of galaxies
do not change group membership at all.
4.1.7. Varying Nmerge
We select Nmerge = 2 and 8. Using Nmerge = 2, galaxies at the
fringe of ρsaddle are more likely to be clipped during the second
pass compared with Nmerge = 4. Hence, groups are more likely
to be split up into a large subgroup and one or more smaller sub-
groups (extended blue tail in the fourth panel). Using Nmerge = 6
means that galaxies are less likely to be clipped (extended red
tail in the fourth panel). Because this parameter is only relevant
in the second pass, and then only when a group reaches ρpeak,
the sensitivity of the result on Nmerge is less than that of σker and
ρsaddle, and only slightly more than ρpeak. This can be seen as 95%
of galaxies change membership by 4 or less when Nmerge = 2,
and by 1 or zero when Nmerge = 6.
4.2. TD-ENCLOSER running speed
Finally, in Fig. 5, we assess the speed of TD-ENCLOSER. As
TD-ENCLOSER is designed to only consider the local environ-
ment close to a “target” galaxy, it is not optimised for large sam-
ple sizes. We find that the elapsed time depends linearly on the
sample size, taking approximately 5 seconds to iterate through
1000 galaxies using a late 2013 iMac computer. We check to
see if the speed varies with different choices in the parameters
(not shown). We find that for N & 100, choosing parameters
that reduce the number of galaxies to consider in the second and
third passes decreases the performance time. Of these, choosing
a lower clipping threshold (i.e. ρsaddle) gives the largest reduction
in speed because fewer galaxies are clipped. Choosing a larger
Nmerge also reduces the number of galaxies to be clipped. Finally,
by choosing a higher ρpeak, fewer groups are clipped in the sec-
ond pass, although the improvement is minor overall.
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Fig. 4: Histograms illustrating how the group membership depends on the free parameters of TD-ENCLOSER. In each panel, a single
parameter is changed from the default value to two different values either side of the default, corresponding to the two histograms
in each panel. In each panel, the x-axis is the difference between the richness of the group a particular galaxy belongs to using the
perturbed parameters, and the richness of the group using the default parameters.
Choosing values that increases the number of galaxies to be
considered after the first pass increases the time taken. The most
significant increase is seen with ρsaddle, where an increase of 10%
in ρsaddle results in a 10% increase in calculation time. Decreas-
ing Nmerge by a factor of two compared to the default value only
results in a 5% increase in performance time, and there is almost
no change with ρpeak. ρsaddle produces the biggest changes overall
to performance time.
5. Accounting for group multiplicity
As discussed at the end of Section 1, we will likely find many du-
plicates of the same intrinsic group when we run TD-ENCLOSER
on a set of neighbouring galaxies that changes depending on
which MaNGA galaxy is the target galaxy. Suppose that a given
galaxy group contains four MaNGA galaxies, [M1, M2, M3, M4],
where each MaNGA galaxy (e.g. M1) plays host to its own set of
neighbours (e.g. S 1). Hence, we will find four sets, one for each
MaNGA galaxy. Of course, we did not know beforehand that
this group would be found four times, although we could have
predicted it by finding the four MaNGA galaxies in advance. In
the case that they are identical, we can randomly select one of
the groups to represent all four. However, we may be presented
with a case where not all sets are equal. In fact, it is possible that
not all four MaNGA galaxies will appear in all four sets. In an-
other example, a MaNGA galaxy can appear on the outskirts of
a large cluster with hundreds of member galaxies, but can also
appear as a small group. In these cases, we choose a subset of
representative set to represent the intrinsic groups so that each
MaNGA galaxy appears only once in our catalogue. We achieve
this aim using the following steps:
1. We select N1 MaNGA galaxies which are contained within
set S 1.
2. We select N2 sets that contain at least one of the MaNGA
galaxies belonging to set S 1. N2 may be larger than N1.
3. We select N3 MaNGA galaxies that are found in the N2 set
identified in step 2.
4. If N3 > N1, then we repeat steps 1. - 3. selecting the set of
N3 MaNGA galaxies which are found in set N2. If N3 = N1,
we move onto step 5.
5. We select all sets that are larger than half the maximum rich-
ness, Nmax, of the final sets. This step ensures we are likely
to select duplicates or variations of the same large group, de-
selecting nearby small groups and isolated galaxies that are
otherwise connected to the large group.
6. Of the subset of sets that satisfy N > Nmax/2, we calculate
the median redshift of the host galaxies in the subset.
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Fig. 5: Duration of a TD-ENCLOSER run as a function of sample
size. Three different runs are shown in orange, blue and green.
The dashed line is the connecting line between the points at N =
100 and N = 1000 and is given in the legend.
7. We select the set S M which encloses/is hosted by the
MaNGA galaxy with the median redshift and assign this set
to the final selection. If there are more than one MaNGA
galaxies at the median redshift, we randomly select one.
8. We remove all sets which contain the same MaNGA galaxies
as set S M from our final selection.
9. If there are remaining sets that do not share any MaNGA
galaxies in common with set S M , we randomly non-unique
galaxies within the remaining sets9, and repeat step 8.
10. We repeat step 9. until all MaNGA galaxies are assigned to
one set only.
We illustrate this selector algorithm in Fig. 6. We start with
set S 1 and find that it hosts five MaNGA galaxies (step 1.). We
then check all other sets and find five more sets that contain at
least one of these five MaNGA galaxies (step 2.). Two of these
(sets S 5 and S 6) contain MaNGA galaxies that are not found
in set S 1, and so we search for all sets that contain these new
MaNGA galaxies (step 3.). We find four new sets that do not
contain any of the original five MaNGA galaxies, but are linked
to set S 1 by a chain of MaNGA galaxies (step 4.). As we do not
find any more sets containing these new MaNGA galaxies, the
tree stops growing here.
Following step 4. above, we select all sets that are richer than
half the maximum richness. In this example, set S 5 is the richest
set with 56 members, and so we select sets S 1, S 5, S 6, S 8 and
S 10. Of these five sets, we select the set with the median redshift,
which in this case is set S 10 (steps 6. and 7.). This is the first set
9 Consider four sets: [M1,M2,M3], [M1], [M2] and [M3]. If we ran-
domly select by set, then the set containing three MaNGA galaxies has
only a 25% chance of being selected. If we choose by MaNGA galaxy
and select its enclosing set, then the set containing three MaNGA galax-
ies has a 50% chance of being selected. We choose to select using the
latter method in step 9.
to make the final selection. We deselect all sets that share at least
one MaNGA galaxy in common with set S 10, namely sets S 5, S 7
and S 8 (step 8.). We randomly select one of the remaining sets,
which happens to be set S 1 (step 9.). The only remaining set that
doesn’t share any MaNGA galaxies in common with set S 1 is set
S 9, and so the final selection contains sets S 1, S 9 and S 10 (step
10.). We could also select sets S 2, S 3, S 4, S 6, S 9 in step 9., in
which case the final selection would be slightly different.
There are a few alternative ways we could use to select the
representative set(s). For example, we could take the largest set
found as that is most likely to contain all of the MaNGA galax-
ies. However, that may bias us towards larger groups. We could
also randomly select the representative set from all possible sets,
but that may select a small set instead of a larger set just by
chance. For a large group with many MaNGA galaxies, we may
miss a substantial fraction of the group if we were to select
MaNGA galaxies at the extreme velocities. Therefore, by choos-
ing a set based on the median redshift of the MaNGA galaxies,
we expect the cylinder to encompass the “true” velocity extent
of the group.
It is possible that some MaNGA galaxies won’t make it into
the final selection, depending on the exact galaxy configuration
in three dimensional space. If we take our earlier example of
four MaNGA galaxies, but split them into three sets of [M1, M2,
M3] and one set of [M2, M3, M4], then according to our random
selection, M4 is likely to be excluded. We find that out of nearly
4600 galaxies, about 3% don’t make it into the final selection.
These galaxies will essentially only live in small groups, and so
we do not expect any bias to come from this.
6. Conclusions
In Section 3, we introduced a new group finder algorithm
(TD-ENCLOSER) which has some features in common with the
HOP method of EH96 (see Algorithm 1), but is based on an en-
tirely different method. Its main function is to assign galaxies
to regions of high density, before clipping outliers and forming
new groups from those outliers (Fig. 1). TD-ENCLOSER is dif-
ferent to most other group-finder algorithms in that it is used to
discover which group encloses a particular galaxy of interest. It
is not designed to produce large group catalogues of hundreds of
thousands of galaxies but can be used to obtain the local galaxy
distribution. It works on the simple assumption that the gradi-
ent along a one-dimensional straight line between two points
encodes the local two-dimensional topology. If the gradient of
the connecting line between a galaxy and a nearby peak does
not fall below a small noise threshold , and if the galaxy is in
a sufficiently dense environment, then we assign the galaxy to
that peak. If the galaxy satisfies the threshold to be in a group
but is sufficiently far enough from the peak to be near the out-
skirts, it is ejected from the peak after which it seeks to join a
new, smaller group. As with any algorithm, there will inevitably
be anomalies, especially when the contour topology is complex.
However, TD-ENCLOSER has already been used on thousands of
real life cases (see Paper II for an overview and Graham et al.
(2019c) (Paper IV) for a few key examples) and has been thor-
oughly checked for reliability.
In Section 4, we tested TD-ENCLOSER on a mock catalogue
of galaxies using a Schechter mass function (Schechter 1976) to
define the group membership (Fig. 2). While we did not aim to
reproduce exactly the input distribution, we found that we could
match the input mass function with reasonable accuracy (top left
panel of Fig. 3). The reason for the discrepancy is that many
pairs are broken up (by design) and a small percentage of indi-
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Fig. 6: Finding unique groups. Here we show an example where 10 galaxy sets are connected by a network of MaNGA galaxies.
For each set, we give the richness N and the redshift of the “host” MaNGA galaxy. The starting set is set S 1, and its member
galaxies are emphasised in bold. The final representative sets selected by the selector are set S 1, S 9 and S 10 which are indicated by
thick borders. These three sets do not share any MaNGA galaxies but may share galaxies not in MaNGA. This example has many
possible solutions (see the text for details).
vidual galaxies can dramatically change their group membership
(top right panel of Fig. 3). We found that of the four parame-
ters where we have some freedom to choose the default values,
TD-ENCLOSER is reasonably insensitive to all but one of them
(Fig. 4). Again, individual galaxies can change group member-
ship dramatically depending on the choice of parameters, but the
fraction of galaxies with large changes in group membership is
small. The highest sensitivity is towards σker, which is a known
feature of KDE methods. We checked the speed of operation and
found that it increases linearly with the sample size (Fig. 5). The
parameter that introduces the most variation is ρsaddle where a
variation of 10% results in a similar change in performance time.
In preparation for the task of constructing the group cata-
logue in Paper II, we have developed a simple procedure to select
one or more representative groups of a set of duplicates linked by
MaNGA galaxies (see Section 5). We select representative sets
using knowledge about the group size while incorporating a ran-
dom selection to ensure we are not biased towards any particular
sets.
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