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1 Introduction
B. Riemann [19] has constructed a one parameter family of non congruent singly periodic
minimal surfaces which are foliated by circles (or straight lines). Each member of this
family is a periodic embedded minimal surface in R3 with infinitely many parallel ends.
Even though the classification of genus zero, embedded minimal surfaces is not com-
plete, W. H. Meeks J. Perez and A. Ros [14], [15], [16] have made progress concerning
the question of the uniqueness of the Riemann examples in the class of genus zero em-
bedded minimal surfaces which have an infinite number of ends. They conjecture in [15]
that every embedded minimal surface of finite genus and with infinite number of ends is
asymptotic (away from a compact piece) to some ”middle” planar end and to two halves
of Riemann example which are referred to as ”limit ends”.
In this paper we construct such surfaces. More precisely, we have the :
Theorem 1.1. Given k = 1, . . . , 37, there exists a one parameter family of properly
embedded minimal surfaces of genus k with two limit ends asymptotic to half Riemann
surfaces.
We briefly explain the idea behind the proof, this will give further information about
the surfaces constructed. In 1981, C. Costa [2], [3] found a genus one minimal properly
embedded surface, with three ends, two of which are asymptotic to catenoidal ends and
the third one being asymptotic to a plane. Later, D. Hoffman and W. H. Meeks [7], [8]
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have found for every genus k ≥ 2 a minimal surface with finite topology, two catenoidal
ends and one planar end.
Minimal surfaces belonging to Riemann’s family, once they are normalized so that
their planar ends are horizontal and at distance 1 one from each other, depend on a
parameter (basically the value of the horizontal flux). As this parameter tends to 0, the
members of this family can be understood as infinitely many horizontal planes linked by
slightly bent catenoid.
The main idea behind our construction is to replace one of these ”slightly bent”
catenoid by one minimal surface which belongs to the Costa-Hoffman-Meeks family of
minimal surfaces. Our main result says that this can be construction is successful pro-
vided one can bend the upper and lower end of the genus k Costa-Hoffman-Meeks surface.
Thanks to the moduli space theory for minimal surfaces with catenoidal ends and a non-
degeneray result by S. Nayatani [17], we are able to show that the bending of the ends
of the genus k Costa-Hoffman-Meeks surface is possible for 1 ≤ k ≤ 37.
The paper is organized as follows : In Section 2, we give a description of the Costa-
Hoffman-Meeks minimal surfaces and we proceed with the deformation of the top and
bottom ends of such surfaces. In Section 3, we describe an isothermal parametrization
of Riemann surface, we also obtain some important expansions of pieces of Riemann’s
surfaces as the flux becomes vertical. Section 4 is devoted to the study of the mapping
properties of the Jacobi operator about a half Riemann surface as the flux becomes
vertical. In Section 5, we apply the implicit function theorem to perturb a half Riemann
surface, we obtain an infinite dimensional family of minimal surfaces which are asymptotic
to a half Riemann surface. In Section 6, we perturb the Costa-Hoffman-Meeks surface
using again the implicit function theorem, we again obtain an infinite dimensional family
of minimal surfaces which have two boundaries and one horizontal end. In the last section,
we explain how the boundary data of the minimal surfaces constructed in Section 4 and
Section 5 an be chosen so that the union of theses forms a smooth minimal surface with
fixed genus and two limit ends.
2 The Costa-Hoffman-Meeks’ family of minimal surfaces
C. Costa [2], [3] and later on D. Hoffman and W. H. Meeks [7], [8] have described, for
k ≥ 1, a properly embedded minimal surface of genus k with three ends. More precisely,
for each k ≥ 1, there exists Mk a complete properly embedded minimal surface of genus
k and three ends which, after suitable rotation and translation, enjoys the following
properties :
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(i) The surfaceMk has one planar end Em asymptotic to the x3 = 0 plane, one top end
Et asymptotic to the upper end of a catenoid with x3-axis of revolution and one
bottom end Eb asymptotic to the lower end of a catenoid with x3-axis of revolution.
The planar end Em is located in between the two catenoidal ends.
(ii) The surface Mk is invariant under the action of the rotation of angle
2π
k+1 about
the x3-axis, it is also invariant under the action of the symmetry with respect to
the x2 = 0 plane. Finally, it is invariant under the action of the composition of
a rotation of angle πk+1 about the x3-axis and the symmetry with respect to the
x3 = 0 plane.
(iii) The surfaceMk intersects the x3 = 0 plane in k+1 straight lines, which intersect at
equal angles πk+1 at the origin. The intersection ofMk with the plane x3 = cte (6= 0)
is a single Jordan curve. The intersection of Mk with the upper half space x3 > 0
(resp. with the lower half space x3 < 0) is topologically an open annulus.
The surface Mk will be referred to as the ”genus k Costa-Hoffman-Meeks surface”. Ob-
serve that, when k is even the surfaceMk is also invariant under the action of the rotation
of angle π about the x2-axis.
The main purpose of this section is to explain how the genus k Costa-Hoffman-Meeks
surface Mk can be deformed into a smooth one parameter family of minimal surfaces
Mk(ξ), for ξ ∈ (−ξ0, ξ0) and ξ0 > 0 small enough, which are not embedded anymore, are
invariant under the action of the symmetry with respect to the x2 = 0 plane, have one
horizontal end asymptotic to the x3 = 0 plane and have two catenoidal type ends which
are (up to some translations) respectively asymptotic to the upper end and the lower end
of a catenoid whose axis of revolution is directed by sin ξ e1 + cos ξ e3. The construction
of Mk(ξ) will be a simple consequence of the moduli space theory as described in [18],
[11] or [9]. It also relies on a nondegeneracy assumption which is known to be true when
k ≤ 37, thanks to result of S. Nayatani [17].
Given k ≥ 1, we start with a local description of the surface Mk near its ends and in
particular we describe coordinates which will be used to define some weighted spaces of
functions on Mk. The planar end Em of the surface Mk can be parameterized by
Xm(x) :=
(
x
|x|2 , um(x)
)
∈ R3
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where x ∈ Br0(0)−{0} ⊂ R2 and where the function um tends to 0 as x tends to 0. This
reflects the fact that the middle end of Mk is asymptotic to the horizontal plane. Here
r0 > 0 is fixed large enough.
Recall that, for surfaces parameterized by
x −→
(
x
|x|2 , u(x)
)
∈ R3
the minimal surface equation reads
|x|4 div
( ∇u
(1 + |x|4 |∇u|2)1/2
)
= 0. (1)
The function um is (by definition) a solution of this equation and it turns out that um,
which is a priori only defined in Br0(0) − {0}, can be extended smoothly to Br0 . We
shall make use of this fact, which follows from elliptic regularity theory, without further
comment. Observe that um(x) = O(|x|) near 0, however, given the symmetry with
respect to the rotation of vertical axis and angle 2πk+1 , one checks that um(x) = O(|x|k+1)
near 0. Indeed, since um solves (1), the leading term in the expansion of um in powers
of |x| is necessarily a harmonic function which is invariant under the action of a rotation
of angle 2πk+1 hence, in polar coordinates, it is a linear combination of the functions
(r, θ) −→ rk+1 e±i (k+1) θ.
We now turn to the description of the top end of Mk (the description of the bottom
end will follow at once using the invariance of the surface Mk by the symmetries which
are described in (ii)). As already mentioned, the top end is asymptotic to a catenoid
with vertical axis of revolution. We use
Xc(s, θ) := (cosh s cos θ, cosh s sin θ, s) ∈ R3
as a parametrization of the (standard) catenoid C with x3-axis of revolution. The unit
normal vector field about C is chosen to be
Nc(s, θ) :=
1
cosh s
(cos θ, sin θ,− sinh s).
Up to some dilation, we can assume that the top end Et of the surface Mk is asymptotic
to some translated copy of the catenoid parameterized by Xc in the vertical direction.
Therefore, Et can be parameterized by
Xt := Xc + wtNc + σt e3
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for (s, θ) ∈ (s0,∞) × S1, where the function wt tends to 0 as s tends to ∞ and σt ∈ R.
Again, wt tends to 0 as s tends to ∞, reflecting the fact that the end Et is asymptotic
to the standard catenoid translated by σt e3.
We recall that the surface parameterized by X := Xc + wNc is minimal if and only
if the function w satisfies the minimal surface equation which, for normal graphs over a
catenoid, can be expanded in powers of w (and its partial derivatives) as
1
cosh2 s
((
∂2s + ∂
2
θ +
2
cosh2 s
)
w +Q2
( w
cosh s
)
+ cosh sQ3
( w
cosh s
))
= 0 (2)
Here Q2 and Q3 are nonlinear second order differential operators which satisfy
‖Qj(v2)−Qj(v1)‖C0,α((s,s+1)×S1) ≤ c
(
sup
i=1,2
‖vi‖C2,α((s,s+1)×S1)
)j−1
‖v2−v1‖C2,α((s,s+1)×S1)
(3)
for all s ∈ R and all v1, v2 such that ‖vi‖C2,α((s,s+1)×S1) ≤ 1. The important fact is that
the constant c > 0 does not depend on s. The proof of this expansion can be easily
adapted from the proof of the corresponding expansion for higher dimensional catenoids
which is provided in [4], a complete (short) proof is given in the Appendix A.
The function wt is (by definition) a solution of (2). Given the symmetry with respect
to the rotation of vertical axis and angle 2πk+1 , one checks that wt is in fact bounded by
a constant times e−(k+1)s. Indeed, just observe that, in the expansion of wt in powers
of e−s, the leading term is harmonic (on the cylinder R × S1) and invariant under the
action of the rotation on S1 by the angle 2πk+1 , hence it has to be a linear combination of
the functions (s, θ) −→ e−(k+1)s e±i (k+1) θ.
Similarly, we define Xb to parameterize the lower end Eb of the surface Mk so that
Xb := Xc − wbNc − σb e3
for (s, θ) ∈ (−∞,−s0, ) × S1, where the function wb tends to 0 as s tends to −∞ and
σb ∈ R. Again, wb tends to 0 as s tends to −∞, reflecting the fact that the end Eb is
asymptotic to the standard catenoid translated by σb e3. Granted the symmetries of the
surface Mk, there is an obvious relation between Xt and Xb. Indeed, starting from the
parametrization of Et which we compose by a rotation of angle
π
k+1 about the x3-axis
and a symmetry with respect to the x3 = 0 one finds a parametrization of Eb. This
implies that σb = σt and also that
wb(s, θ) = −wt
(
−s, θ − π
k + 1
)
.
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For all r < r0 and s > s0, we define
Mk(s, r) :=Mk −
(
Xt((s,∞)× S1) ∪Xb((−∞,−s)× S1) ∪Xm(Br(0))
)
(4)
The parametrizations of the three ends of Mk induce a decomposition of Mk into
slightly overlapping components as follows : A compact piece Mk(s0+1, r0/2) and three
noncompact pieces Xt((s0,∞)×S1), Xb((−∞,−s0)×S1) and Xm(Br0(0)). We are now
in a position to define the weighted spaces of functions on Mk.
Definition 2.1. Given ℓ ∈ N, α ∈ (0, 1) and δ, ν ∈ R, the space Cℓ,αδ,ν (Mk) is defined to
be the space of functions in Cℓ,αloc (Mk) for which the following norm is finite
‖w‖
Cℓ,αδ,ν (Mk)
:= ‖w‖Cℓ,α(Mk(s0+1,r0/2)) + ‖ | · |−ν w ◦Xm‖Cℓ,α(Br0 (0))
+ sups≥s0 e
−δs
(
‖w ◦Xt‖Cℓ,α((s,s+1)×S1) + ‖w ◦Xb‖Cℓ,α((−s−1,−s)×S1)
)
and which are invariant under the action of the symmetry with respect to the x2 = 0
plane, i.e. w(p) = w(p¯) for all p ∈Mk, where p¯ := (x1,−x2, x3) if p = (x1, x2, x3).
The Jacobi operator about Mk is defined by
LMk := ∆Mk + |AMk |2
where |AMk | is the norm of the second fundamental form on Mk. Granted the above
defined spaces, one can check that :
Lδ : C2,αδ,0 (Mk) −→ C0,αδ−2,4(Mk)
w 7−→ LMk (w)
is a bounded linear operator. The subscript δ is meant to keep track of the weighted
space over which the Jacobi operator is acting. Observe that, in the weights of the target
space, there is a loss of 2 in the weight parameter at the ends Et and Eb, and there is a
gain of 4 in the weight parameter at the end Em. This follows at once from the expression
of the Jacobi operator at the ends in the above defined coordinates. Alternatively, this
can also be seen by linearizing the nonlinear equation (1) at u = 0 which provides the
expression of the Jacobi operator about the plane
LR2 := |x|4∆
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and by linearizing the nonlinear equation (2) at w = 0 which provides the expression of
the Jacobi operator about the standard catenoid
LC :=
1
cosh2 s
(
∂2s + ∂
2
θ +
2
cosh2 s
)
Since the Jacobi operator about Mk is asymptotic to LR2 at Em and is asymptotic to LC
at Et and Eb, this explains the loss of 2 in the weight parameter δ and the gain of 4 in
the weight parameter ν.
This being understood, we now recall the notion of nondegeneracy [11] which is
classically used in this context :
Definition 2.2. The surface Mk is said to be nondegenerate if Lδ is injective for all
δ < −1.
The mapping properties of the operator Lδ depends crucially on the choice of δ. It
follows from the general theory of such operators that Lδ has closed range and is Fredholm
provided δ /∈ Z. Moreover, a duality argument (in weighted Lebesgue spaces !) implies
that
(Lδ is injective) ⇔ (L−δ is surjective)
provided δ /∈ Z. This kind of analysis is by now standard and has been applied to variety
of problems. We refer to [13] for references to the general theory and we refer to [9] for
references to the theory in the specific context of minimal hypersurfaces with catenoidal
type ends. Also, we have the :
Proposition 2.1. Assume that Mk is nondegenerate and δ ∈ (1, 2). Then the operator
Lδ is surjective. Moreover the kernel of Lδ is 4-dimensional.
One has to keep in mind that, in the definition of the weighted spaces, we have
imposed the invariance under some symmetry and that, in addition, we have implicitly
asked that the middle end of the surface remain asymptotic to a horizontal plane. This
explains why the dimension of the kernel is only equal to 4 and not equal to 9(= 3× the
number of ends) as is usually the case when no symmetries are imposed.
Recall that a smooth one parameter group of isometries containing the identity gen-
erates a Jacobi field i.e. a solution of the homogeneous problem LMk w = 0. We now
define 4 of these Jacobi fields and we also provide there expansion at the ends of Mk. Let
N denote a unit normal vector field on Mk (for example, we agree that the orientation
is chosen so that N ∼ e3 at Em). We will denote by
Φ0,+(p) := N(p) · e3,
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the Jacobi field generated by the one parameter group of vertical translations. Observe
that
Φ0,+ = − tanh s+O((cosh s)−k−2) at Et
Φ0,+ = tanh s+O((cosh s)−k−2) at Eb
(5)
while Φ0,+ = 1 +O(|x|2k+4) at Em. We will denote by
Φ0,−(p) := N(p) · p
the Jacobi field generated by the one parameter group of dilations. Observe that
Φ0,− = 1− s tanh s+O((cosh s)−k−1) at Et
Φ0,− = s tanh s− 1 +O((cosh s)−k−1) at Eb
(6)
while Φ0,− = O(|x|k+1) at Em. We denote by
Φ1,+(p) := N(p) · e1
the Jacobi field generated by the one parameter group of translations along the x1-axis.
Observe that
Φ1,+ = 1cosh s cos θ +O((cosh s)−k−2) at Et
Φ1,+ = − 1cosh s cos θ +O((cosh s)−k−2) at Eb
(7)
while Φ0,− = O(|x|k+2) at Em. Finally, we denote by
Φ1,−(p) := N(p) · (e2 × p)
the Jacobi field generated by the one parameter group of rotation about the x2-axis.
Observe that
Φ1,− = ( scosh s + sinh s) cos θ +O((cosh s)−k−1) at Et
Φ1,− = −( scosh s + sinh s) cos θ +O((cosh s)−k−1) at Eb
(8)
while Φ1,− = x1
|x|2
+O(|x|2k+3) at Em.
Observe that all these globally defined Jacobi fields are invariant under the action of
the symmetry with respect to the x2 = 0 plane and that there are in addition three other
Jacobi fields which are not invariant under this symmetry, namely the Jacobi field asso-
ciated to the group of translation along the x2-axis and the Jacobi field corresponding to
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the one parameter group of rotation about the x1-axis and the Jacobi field corresponding
to the one parameter group of rotation about the x3-axis.
With these notations, we define the deficiency space
D := Span{χtΦj,±, χbΦj,± : j = 0, 1}
where χt is a cutoff function which is identically equal to 1 on Xt((s0 + 1,∞) × S1),
identically equal to 0 on Mk−Xt((s0,∞)×S1) and which satisfies χt(p) = χt(p¯) (so that
it is invariant under the action of the symmetry with respect to the x2 = 0 plane). We
also define χb(·) := χt(− ·). Clearly
L˜δ : C2,αδ,0 (Mk)⊕D −→ C0,αδ−2,4(Mk)
w 7−→ LMk (w)
is a bounded linear operator.
The linear decomposition Lemma proved in [11] for constant mean curvature surfaces
or in [9] for minimal hypersurfaces can be adapted to our situation and we get the :
Proposition 2.2. Assume that Mk is nondegenerate and that δ ∈ (−2,−1). Then the
operator L˜δ is surjective and has a kernel of dimension 4.
We are interested inM the space of all minimal surfaces (not necessarily embedded)
which are close to Mk, have 2 catenoidal ends, one horizontal planar end and which are
invariant under the action of the symmetry with respect to the x2 = 0 plane. The moduli
space theory developed in [11] for constant mean curvature surfaces or in [9] for minimal
hypersurfaces can be adapted to our framework and as a corollary of Proposition 2.2, we
conclude that, close to Mk, the space M is a smooth manifold of dimension 4, provided
Mk is nondegenerate. Moreover, the elements of the kernel of L˜δ span the tangent space
to M. Therefore, in order to understand the spaceM in a neighborhood of Mk, we just
need to understand the elements which span the kernel of L˜δ since this will provide the
set of parameters which are needed to describeM in a neighborhood of Mk.
It should be clear that the functions Φ0,± and Φ1,+ belong to C2,αδ,0 (Mk)⊕D and hence
we already have 3 linearly independent elements of the kernel of L˜δ. Observe that Φ
1,−
fails to belong to the kernel of L˜δ since it is not bounded at Em (and in fact blows up
like |x|−1 as x tends to 0). Thus, we are left to understand the behavior of a nonzero
element Φ ∈ C2,αδ,0 (Mk) ⊕ D which belongs to the kernel of L˜δ but does not belong to
Span{Φ0,±,Φ1,+}, and hence Φ 6= 0. Without loss of generality (i.e. taking suitable
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linear combination of Φ with Φ0,± and Φ1,+) we can assume that the expansion of Φ at
Et is given by
Φ = atΦ
1,− +O((cosh s)δ)
and that the expansion of Φ at Eb is given by
Φ = abΦ
1,− + bbΦ
1,+ + cb Φ
0,+ + db Φ
0,− +O((cosh s)δ)
Given a function Ψ defined on Mk, we set
W (Ψ) := lim
s→∞
lim
r→0
∫
Mk(s,r)
(ΦLMk Ψ−ΨLMk Φ) dvolMk
where we recall that Mk(s, r) has been defined in (4).
Since LMkΦ = 0 and LMk Φ
0,+ = 0, we can use the divergence theorem together with
the expansions (5)-(6) to get
0 =W (Φ0,+) = 2π db.
Similarly, using the fact that LMk Φ
0,− = 0 together with the expansions (5)-(6), we get
0 =W (Φ0,−) = −2π cb
Next, using the fact that LMk Φ
1,− = 0 together with the expansions (7)-(8), one finds
that
0 =W (Φ1,−) = −π bb
Finally, using the fact that LMk Φ
1,+ = 0 together with the expansions (7)-(8), we have
0 =W (Φ1,−) = π (ab − at).
Therefore, we conclude that bb = cb = db = 0 and also that ab = at. Now, if we had
at = 0, then we would also have ab = 0 and hence we would conclude that Φ ∈ C2,αδ (Mk).
But, in this case nondegeneracy implies that Φ = 0, which is clearly a contradiction since
we have assumed that Φ 6= 0. Therefore, we conclude that at 6= 0. In other words, there
exists an element of the kernel of L˜δ which at Et (and in fact also at Eb) is asymptotic
to the Jacobi field associated to the rotation of the catenoidal ends of Mk, leaving the
middle end horizontal.
Applying (an elaborate version of) the implicit function theorem as in [11] and [9], we
see that this Jacobi field is integrable. This shows that there exists inM a one parameter
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family of minimal hypersurfaces (Mk(ξ))ξ, for ξ close to 0, such that Mk(0) = Mk and
the catenoidal upper end of Mk(ξ) is asymptotic to the end of a catenoid whose axis
of revolution is directed by sin ξ e1 + cos ξ e3. Observe that, the surface Mk(ξ) is well
defined up to a translation in the x2 = 0 plane and up to a dilation. In particular, we can
require that the upper end of Mk(ξ) is asymptotic to a translated and rotated version of
the (standard) catenoid and also require that the middle end Em(ξ) is asymptotic to the
x3 = 0 plane.
If Rξ denotes the rotation of angle ξ about the x2-axis, the upper end Et(ξ) of Mk(ξ)
can be parameterized by
Xt,ξ = Rξ (Xc + wt,ξ Nc) + σt,ξ e3 + ςt,ξ e1 (9)
where the function wt,ξ and σt,ξ, ςt,ξ ∈ R depend smoothly on ξ and satisfy wt,0 = wt,
σt,0 = σt and ςt,0 = 0. More precisely, if follows from the application of the implicit
function theorem that
|σt,ξ − σt|+ |ςt,ξ|+ ‖wt,ξ − wt‖C2,α−2 ((s0,+∞)×S1) ≤ c |ξ|
Application of the flux formula [10] shows that the lower end of Mk(ξ) is, up to a trans-
lation, asymptotic to the lower end of the same (standard) catenoid. In particular, the
lower end Eb(ξ) of Mk(ξ) can be parameterized by
Xb,ξ = Rξ (Xc − wb,ξ Nc)− σb,ξ e3 − ςb,ξ e1 (10)
where the function wb,ξ and σb,ξ, ςb,ξ ∈ R depend smoothly on ξ and satisfy wb,0 = wb,
σb,0 = σb and ςb,0 = 0. Again, we also have
|σb,ξ − σb|+ |ςb,ξ|+ ‖wb,ξ − wb‖C2,α−2 ((−∞,−s0)×S1) ≤ c |ξ| (11)
Finally, up to now the surface Mk(ξ) is defined up to a translation along the x1-axis but
we can help eliminate this confusion by requiring that
ςb,ξ = ςt,ξ
To summarize, we have obtained the :
Theorem 2.1. Assume that Mk is nondegenerate. Then, there exists ξ0 > 0 and a
smooth one parameter family of minimal hypersurfaces (Mk(ξ))ξ inM, for ξ ∈ (−ξ0, ξ0),
such that Mk(0) = Mk and the upper (resp. lower) catenoidal end of Mk(ξ) is, up to
a translation along its axis, asymptotic to the upper (resp. lower) end of the standard
catenoid whose axis of revolution is directed by sin ξ e1 + cos ξ e3.
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Observe that, when k is even, the surfaceMk is symmetric with respect to the rotation
of angle π about the x2-axis and one can prove, even if we will not need this information,
that the surfaces Mk(ξ) can be defined to enjoy the same symmetry.
On each Mk(ξ) one can define weighted spaces as in Definition 2.1 and also define
the corresponding notion of nondegeneracy. The Jacobi operator about Mk(ξ) will be
denoted by LMk(ξ). We define
Lξ,δ : C2,αδ,0 (Mk(ξ)) −→ C0,αδ−2,4(Mk(ξ))
w 7−→ LMk(ξ) (w)
It is easy to check that, reducing ξ0 if this is necessary, all the surfaces Mk(ξ) are non-
degenerate and hence we have the :
Proposition 2.3. Assume that Mk is nondegenerate and choose δ ∈ (1, 2). Then (reduc-
ing ξ0 if this is necessary) the operator Lξ,δ is surjective and has a kernel of dimension
4. Moreover, there exists Gξ,δ a right inverse for Lξ,δ which depends smoothly on ξ and
in particular whose norm is bounded uniformly as |ξ| < ξ0.
For example, a right inverse Gξ,δ which depends smoothly on ξ can be obtained by a
simple perturbation argument starting from a right inverse Gδ,0 and reducing ξ0 if this
is necessary.
The purpose of the next Lemma is to write a portion of the upper and lower ends
of the surface Mk(ξ) as vertical graphs over the horizontal plane. It is clear that the
ends Et and Eb of Mk can be written, at least away from a compact set, as vertical
graphs over the horizontal plane x3 = 0. This is not true anymore for the ends Et(ξ) and
Eb(ξ) of Mk(ξ), when ξ 6= 0 but this property will remain true for the piece of Mk(ξ) we
are interested in, namely the piece of Mk(ξ) which corresponds to s ∼ ±12 log ε in the
parametrization given in (9) and (10). We have the :
Lemma 2.1. There exists ε0 > 0 such that, for all ε ∈ (0, ε0) and all |ξ| ≤ ε an annular
part of Et(ξ) and Eb(ξ) in Mk(ξ) can be written as vertical graphs over the horizontal
plane for the functions
U¯0t (r, θ) = σt,ξ + ln(2r) + ξ r cos θ +O(ε)
U¯0b (r, θ) = −σb,ξ − ln(2r) + ξ r cos θ +O(ε)
Here (r, θ) are polar coordinates in the x3 = 0 plane. The functions O(ε) are defined in
the annulus B4 ε−1/2−Bε−1/2/4 and are bounded in C∞b topology by a constant (independent
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of ε) times ε, where partial derivatives are computed with respect to the vector fields r ∂r
and ∂θ.
Proof : Elementary computations writing
Xt,ξ(s, θ˜) = (r cos θ, r sin θ, U
0
t (r, θ))
when s ∼ −12 log ε. ✷
We end this section by recalling the result of S. Nayatani [17] which states that Mk
is nondegenerate for all k ≤ 37. More precisely we have the :
Theorem 2.2. Assume that k ≤ 37, then any bounded Jacobi field on Mk is a linear
combination of N · ej and N · (p× e3).
In order to apply this result, just observe that, according to this result, when k ≤ 37,
the only Jacobi field which decays at all ends is N · (p × e3). However, this Jacobi field
is not invariant with respect to the action of p → p¯, hence Mk is nondegenerate in the
sense defined in Definition 2.2.
3 Riemann minimal surface
B. Riemann [19] has discovered a one parameter family of periodic minimal surfaces
embedded in R3 which are foliated by circles (and straight lines). Each element of this
family has infinitely many planar ends, is topologically a cylinder R × S1 and in fact is
conformal to the cylinder R×S1 with infinitely many points (pi)i∈Z removed in a periodic
way, each of these points corresponds to one of the planar ends of the surface.
Recall that (up to some dilation and some rigid motion) we can parameterize a fun-
damental piece of Riemann’s surface by
(t, θ) −→ (c(t) +R(t) cos θ,R(t) sin θ, t) (12)
where t ∈ (−tε, tε), θ ∈ S1 and where the functions c and R are determined by
(∂tR)
2 + 1 = R2 + ε2R4 (13)
and
∂tc = εR
2
Here ε > 0 is a parameter. We shall normalize the solutions of these ordinary differential
equations by asking that R(0) > 0, ∂tR(0) = 0 and c(0) = 0, and naturally, R is a
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nonconstant smooth solution of (13). Even though R and c both depend on ε, we shall
not make this dependence explicit in the notation. It is easy to check that the functions
R and c blow up in finite time tε <∞ and that
ℓε = lim
t→tε
(c(t)−R(t))
exists. Riemann surface Rε is then obtained by translation of the fundamental piece by
2 (ℓε e1 + tε e3)Z.
A conformal parametrization of Riemann surfaces had already been considered by
M. Shiffman [20] and has been generalized by L. Hauswirth [5]. Granted the above
parametrization, in order to define this conformal parametrization, it is enough to look
for a function (t, y) −→ ψ(t, y) such that
Xε(t, y) := (c(t) +R(t) cos(ψ(t, y)), R(t) sin(ψ(t, y)), t) (14)
is a conformal parametrization. This leads to the first order differential system
∂tψ = εR sinψ
which come from the equation ∂tXε · ∂yXε = 0 and
(∂yψ)
2 = 1 + ε2R2 (1 + cos2 ψ) + 2 ε ∂tR cosψ
which comes from the requirement that |∂tXε|2 = |∂yXε|2. One checks easily (from a
direct computation) that the integrability condition ∂y (∂tψ) = ∂t (∂yψ) is fulfilled.
We define the real valued function ø by
∂tXε = (sinh ø cosψ, sinh ø sinψ, 1) and ∂yXε = (− cosh ø sinψ, cosh ø cosψ, 0)
In particular
cosh ø = R∂yψ (15)
With these notations, the first fundamental form about the surface parameterized by
Xε reads
ds2 = cosh2 ø (dt ⊗ dt+ dy ⊗ dy)
and, if we define the normal vector field by
Nε :=
1
cosh ø
(cosψ, sinψ,− sinh ø) , (16)
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the second fundamental form about the surface parameterized by Xε is then given by
h = ∂tø dt⊗ dt− ∂yψ dy ⊗ dy − 2 ∂tψ dt⊗ dy
Observe that ∂y(∂tX) = ∂t(∂yX) and hence
∂yø = −∂tψ and ∂tø = ∂yψ (17)
It will be convenient to define
a :=
∂tψ
cosh ø
and b =
∂yψ
cosh ø
(18)
With these notations, the Jacobi operator about Riemann’s surface Rε is given by
LRε =
1
cosh2 ω
(
∂2t + ∂
2
y + 2 (a
2 + b2)
)
Observe that it follows from (15) that b = 1R and hence the equation satisfied by b
reads
(∂tb)
2 + b4 = ε2 + b2
Moreover, ∂yb = 0 since R, and hence b, does not depend on y.
It should be clear that (18) together with (17) yields ∂ta + ∂yb = 0 and hence the
function a does not depend on t. It remains to find the ordinary differential equation
satisfied by a. We have
∂y(cosh ø a)− ∂t(cosh ø b) = 0.
Hence
(a2 + b2) sinh ø = ∂ya− ∂tb (19)
Taking the derivative of (19) with respect to y and using the fact that the function b
does not depend on t, we get
∂2ya = −a (a2 + b2) +
a
a2 + b2
((∂ya)
2 − (∂tb)2) (20)
In other words
∂y
(
(∂ya)
2 − (∂tb)2
a2 + b2
+ a2
)
= 0
Hence, we conclude that the function
(t, y) −→ (∂ya)
2 − (∂tb)2
a2 + b2
+ a2
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only depends on t. Taking this information into account in (20) we conclude that
∂2ya+ 2 a
3 + α(t) a = 0
where α is a function which only depends on t, and hence α has to be constant. Therefore
(∂ya)
2 + a4 + αa2 − β = 0
for some fixed constant β. Inserting these into (20), we conclude that
(∂ya)
2 + a4 + a2 − ε2 = 0 (21)
The function y −→ a(y) and t −→ b(t) are defined up to some translation in the y or t
variables. In particular, we can require that a (resp. b) takes its maximal value at y = 0
(resp. t = 0). Finally, observe that the functions a is periodic, we will denote by yε its
least period. Finally, we extend the function b to be a 2 tε-periodic function.
It is also easy to check that, as ε tends to 0 the functions ε−1 a, b and their derivatives
remain uniformly bounded. Indeed, we have on the one hand
(∂ya)
2 ≤ ε2 and 2 a2 ≤
√
1 + 4ε2 − 1 (22)
and on the other hand
(∂tb)
2 ≤ ε2 + 1
4
and 2b2 ≤ 1 +
√
1 + 4ε2. (23)
A simple application of Ascoli-Arzela’s Theorem implies the :
Lemma 3.1. As ε tends to 0, the sequence of functions (b)ε>0 converges uniformly on
compacts to the function
t −→ 1
cosh t
and the sequence of functions (ε−1 a)ε>0 converges uniformly to the function
y −→ cos y
We can also obtain the expansion of the period 2 tε of the function b. Indeed, we have
the formula
tε =
∫ ζε
0
dζ√
1 + ζ2 − ε2 ζ4
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where 0 < ζε is the largest root of ε
2 ζ4 = ζ2 + 1. It is easy to check that
tε = − log ε+O(1)
as ε tends to 0.
We claim that
1√
1 + 4ε2
≤
( yε
2π
)2
≤ 1
Indeed, write a(y) = a(0) cos v where 2 a(0)2 + 1 =
√
1 + 4ε2 and using (22) we get
(∂yv)
2 = 1 + a(0)2 (1 + cos2 v)
from which it follows that 1 ≤ ∂yv ≤ 1 + 2 a(0)2. Integration of this inequalities from 0
to yε yields the required inequalities since v(yε) = 2π.
In the next Lemma, we give precise expansions of the functions R and c when t ∈
(−tε, tε).
Lemma 3.2. For ε > 0 small enough, we have
R(t) = cosh t+O(ε2 cosh3 t) (24)
and
c(t) = ε
(
t
2
+
sinh(2t)
4
)
+O(ε3 cosh4 t)
when t ∈ [−tε + 1, tε − 1].
Proof : We define the function t −→ v(t) such that R(t) = R(0) cosh v(t) and
v(0) = 0. It follows from (13) that
(∂tv)
2 = 1 + ε2R2(0) (1 + cosh2 v)
Now, as long as t ≤ v(t) ≤ t+c (where c > 0 is some fixed constant), we can estimate
(∂tv)
2 = 1+O(ε2 cosh2 t) and hence we conclude that v(t) = t+O(ε2 cosh2 t). We remark
a posteriori that t ≤ v(t) ≤ t+ c holds for t ∈ [0,− ln ε−1] provided c > 0 is chosen large
enough. The first estimate then follows at once. The second estimate follows directly
from
∂ta = εR
2
once the first estimate has been established. ✷
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Remark 3.1. As a Corollary of the proof of this Lemma, observe that
b(t) cosh t ≤ 1
R(0)
for all t ∈ [−tε, tε] since we always have v(t) ≥ t. Since R(0) converges to 1 as ε tends
to 0 and using the fact that b is even, this yields a uniform upper bound for b as ε tends
to 0.
The purpose of the next Lemma is to write the pieces of Rε at height t ∼ −12 log ε
(resp. at height t ∼ 12 log ε) as a vertical graph over the horizontal plane for some function
tt (resp. tb). But before doing so we first dilate the surface Rε by some factor (1 + γ)
and we next translate this dilated surface along the x1-axis by ς, so that the fundamental
piece of this surface is now parameterized by
(t, y) −→ (ς + (1 + γ) (c(t) +R(t) cosψ(t, y)), (1 + γ)R(t) sinψ(t, y), (1 + γ) t)
We consider the change of coordinates :
(r cos θ, r sin θ) = (ς + (1 + γ) (c(t) +R(t) cosψ(t, y)), (1 + γ)R(t) sinψ(t, y))
where as before, (r, θ) are polar coordinates in the x3 = 0 plane. Obviously this change of
coordinates is not valid everywhere but we are only interested in the range t ∼ ±12 log ε
where the change of coordinates holds.
Lemma 3.3. Assume that |ς| ≤ 1 and also assume that |γ| ≤ 12 . Then the following
expansion holds
U0t (r, θ) = (1 + γ) log
(
2r
1 + γ
)
− ε
2
r cos θ − (1 + γ) ς
r
cos θ +O(ε) (25)
and
U0b (r, θ) = −(1 + γ) log
(
2r
1 + γ
)
− ε
2
r cos θ + (1 + γ)
ς
r
cos θ +O(ε) (26)
when r ∼ ε−1/2. Here the functions O(ε) are smooth functions which are defined in the
annulus B4 ε−1/2 −Bε−1/2/4 and are bounded by a constant (independent of ε) times ε in
C∞b topology, where partial derivatives are understood with respect to the vector fields r ∂r
and ∂θ. In addition all these estimates hold uniformly in σ and γ, provided |ς| ≤ 1 and
|γ| ≤ 12 .
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4 The Jacobi operator about Riemann’s surface
We keep the notations of the previous section. Recall that the Jacobi operator about
Riemann’s surface is given by
LRε :=
1
cosh2 ω
(
∂2t + ∂
2
y + 2 (a
2 + b2)
)
(27)
Obviously the mapping properties of this operator translate into the mapping properties
of the operator
Lε = ∂
2
t + ∂
2
y + 2 (a
2 + b2) (28)
We define, for all ε ≥ 0 the operator
Dε := ∂
2
y + 2 a
2
which acts on functions of y which are yε periodic and even. This operator is clearly
elliptic and self adjoint and hence has discret spectrum (λi)i≥0. Since we only consider
even functions, each eigenvalue is simple and we can arrange the eigenvalues so that
λi < λi+1. The corresponding eigenfunctions are denoted by fi and are normalized so
that ∫ yε
0
f2i dy = 1
Even though we have not make this explicit in the notations, the eigendata of Dε do
depend on ε since a does. It is easy to check that, as ε tends to 0, the λi converge to i
2.
We will not need this result but rather the simpler :
Lemma 4.1. The following estimate holds
λi ≥ i2 + 1−
√
1 + 4ε2. (29)
Proof : The assertion follows from the variational characterization of the eigenvalues
λi = sup
codimE=i
inf
f∈E, ‖f‖L2=1
∫ yε
0
(
(∂yf)
2 − 2 a2 f2) dy
together with the fact that yε ≤ 2π and 0 ≤ 2a2 ≤
√
1 + 4ε2 − 1. ✷
For each ε > 0, the family {fi}i∈N is a Hilbert basis of the space H of L2-integrable
functions which are even and yε-periodic. We consider the eigenfunction decomposition
of a function (t, y) −→ v(t, y), which is yε-periodic and even in the y variable,
v(t, y) =
∞∑
i=0
vi(t) fi(y).
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This decomposition induces a decomposition of the operator Lε into the sequence of
ordinary differential operators
Lε,i = ∂
2
y + 2 b
2 − λi.
It follows from the result of Lemma 4.1 and from the estimate (29) that
2 b2 − λi ≤ 2
√
1 + 4 ε2 − i2 (30)
Let S1(τ) denote the circle of radius τ . The previous estimate immediately implies
the following injectivity result, by maximum prinnciple :
Lemma 4.2. Assume that ε ∈ (0,
√
3
4) and t0 < t1. Let v be a solution of
Lε v = 0
which is defined on [t0, t1] × S1(τε) and satisfies v(t0, ·) = v(t1, ·) = 0. Further assume
that ∫ yε
0
v(t, y) fi(y) dy = 0
for all t ∈ [t0, t1] and i = 0, 1. Then v = 0.
The constant
√
3
4 is not optimal but this will be sufficient for our purposes since our
aim is to use the result for small values of ε. We now define weighted Ho¨lder spaces which
will turn to be useful for the understanding the mapping properties of the operator Lε
as the parameter ε tends to 0.
Definition 4.1. Given ℓ ∈ N, α ∈ (0, 1), µ ∈ R and a closed interval I ⊂ R, we define
the space Cℓ,αµ (I × S1(τ)) to be the space of functions u ∈ Cℓ,αloc (I × S1(τ)) for which the
following norm
‖u‖
Cℓ,αµ
= ‖e−µt u‖Cℓ,α(I×S1(τ)),
is finite.
We set
τε =
yε
2π
It should be obvious that
C2,αµ ([t0,∞)× S1(τε)) −→ C0,αµ ([t0,∞)× S1(τε))
w 7−→ Lεw
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for any µ ∈ R and t0 ∈ R. We prove that, provided the parameter µ is suitably chosen,
there exists a right inverse for Lε whose norm is uniformly bounded as ε tends to 0 and
independently of t0 ∈ R. This is the content of the following :
Proposition 4.1. Fix µ ∈ (−2,−1). Then, there exists ε0 > 0 and, for all ε ∈ (0, ε0),
for all t0 ∈ R, there exists an operator
Gε,t0 : C0,αµ ([t0,∞)× S1(τε)) −→ C2,αµ ([t0,∞)× S1(τε)),
such that for all g ∈ C0,αµ ([t0,∞)× S1(τε)), the function v := Gε,t0(g) solves{
Lε v = g in [t0,∞)× S1(τε)
v ∈ Span {f0, f1} on {t0} × S1(τε)
Moreover,
||Gε,t0(g)||C2,αµ ≤ c ‖g‖C0,αµ ,
for some constant c > 0 which is independent of ε ∈ (0, ε0) and also independent of
t0 ∈ R.
Proof : We decompose f into
g = g0 f0 + g1 f1 + g¯
where g¯(t, ·) is L2 orthogonal to f0 and f1 for each t. For the sake of implicity in the
notations, we shall not mention the parameter τε and write S
1 instead of S1(τε). Observe
that, as ε tends to 0, τε tends to 1.
Step 1. We show that, for each t1 > t0 + 1 it is possible to solve
Lε v¯ = g¯,
on S1× [t0, t1] with v¯(t0, ·) = v¯(t1, ·) = 0. This just follows from the result of Lemma 4.2
which states that, restricted to the set of functions L2 orthogonal to f0 and f1 for each
t, the operator Lε is injective.
We claim that, provided ε is chosen small enough, there exists a constant c > 0 such
that
sup
[t0,t1]×S1
e−µt |v¯| ≤ c sup
[t0,t1]×S1
e−µt |g¯|
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The proof of this fact is by contradiction. If this were false, there would exist a sequence
(εn)n tending to 0, sequences (t0,n)n and (t1,n)n such that t0,n ≤ t1,n, a sequence of
functions (g¯n)n and a sequence of solutions (v¯n)n such that
sup
[t0,n,t1,n]×S1
e−µt |g¯n| = 1
and
lim
n→+∞
An := sup
[t0,n,t1,n]×S1
e−µt |v¯n| =∞
We denote by (tn, yn) ∈ [t0,n, t1,n] × S1 a point where An is achieved. We define the
function v˜n by
v˜n(t, y) =
1
An
e−µtn v¯n(tn + t, y).
Observe that elliptic estimates imply that
sup e−µt|∇v¯n| ≤ c (1 +An) (31)
and, since v¯n vanishes on the boundaries of [t0,n, t1,n]× S1, this in turn implies that the
sequences (tn − t0,n)n and (t1,n − tn)n remain bounded away from 0.
Without loss of generality, we can assume that the sequence (tn− t0,n)n (resp. (t1,n−
t0)n) converges to t¯0 ∈ ([−∞, 0) (resp. to t¯1 ∈ (0,+∞]). We denote by I = (t¯0, t¯1).
Up to a subsequence, we can assume, without loss of generality that the sequence
of functions (v˜n)n converges on compacts to a nontrivial function v˜ defined on I × S1.
This follows at once from Ascoli-Arzela theorem, once it is observed that the sequence
of functions (v˜n)n is uniformly bounded (by t −→ eµt) and, by elliptic regularity theory,
the sequence of functions (∇v˜n)n is also uniformly bounded (by t −→ c eµt). We now
derive some properties of the limit function v˜. These properties are all inherited by v˜
from similar properties which hold for the functions v¯n.
First, v˜(t, ·) is L2 orthogonal to the constant function and the function y → cos y for
each t ∈ I. Next, v˜ is equal to 0 on {t˜0} × S1 and on {t˜1} × S1 if either t˜0 > −∞ or
t˜1 < +∞. Also
sup
I×S1
e−µt |v˜| = 1 (32)
Finally, v˜ is either a solution of(
∂2t + ∂
2
y +
2
cosh2(·+ t˜)
)
v˜ = 0 (33)
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for some y˜ ∈ R or is a solution of
(∂2t + ∂
2
y) v˜ = 0.
To reach a contradiction we consider the eigenfunction decomposition of v˜
v˜(t, y) =
∞∑
j=2
aj(t) cos(j y).
When t¯0 = −∞, observe that the function aj is either blowing up like t −→ e−jt or
decaying like y −→ ejt. The choice of µ ∈ (−2,−1) implies that aj decays exponentially
at −∞. Multiplying the equation (33) by aj ej and integrating by parts over I (all
integrations are justified because aj decays exponentially at both ±∞ if either t¯0 = −∞
or t¯1 = +∞), we get either∫ +∞
−∞
(|∂taj |2 + j2 a2j) dt =
∫ +∞
−∞
2
cosh2(t+ t˜)
a2j dt
or ∫ +∞
−∞
(|∂taj|2 + j2 a2j ) dt = 0
In either case, we obtain aj = 0 which clearly contradicts (32).
Since we have reached a contradiction, the proof of the claim is complete. Once the
claim is proven, we can use once more elliptic estimates and Ascoli-Arzela theorem to
pass to the limit as t1 tends to +∞ in a sequence of solutions which are defined on
[t0, t1]× S1. This proves the existence of a solution of
Lε v¯ = f¯
which is defined in S1 × [t0,+∞) and which satisfies v¯(t0, ·) = 0. In addition, we know
that
sup
[t0,+∞)×S1
e−µt |v¯| ≤ c sup
[t0,+∞)×S1
e−µt |f¯ |
Using a last time elliptic estimates, we complete the proof of the result in the case where
the eigenfunction decomposition of f does not involve eε,0 or eε,1.
Step 2. Now we consider the case where the function g is collinear to e0 and e1, namely
g(t, y) = g0(t) f0(y) + g1(t) f1(y)
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We extend the function g to be equal to 0 when t ≤ t0, keeping the same notation. Given
t1 > t0, we consider the equation
(∂2t + 2 b
2 − λj) vj = gj
in (−∞, t1) with boundary data vj(t1) = ∂tvj(t1) = 0. The existence of vj is standard.
We claim that
sup
(−∞,t1)
e−µt |vj | ≤ c sup
R
e−µt |gj |
for some constant which does not depend on t1, provided ε is chosen small enough. As
before, we argue by contradiction. Assume that the claim is not true, there would exist a
sequence (εn)n tending to 0, sequences (t0,n)n and (t1,n)n such that y0,n ≤ t1,n, a sequence
of functions (gj,n)n and a sequence of solutions (vj,n)n such that
sup
(−∞,t1,n]×S1
e−µt |gj,n| = 1
and
lim
n→+∞
An := sup
(−∞,y1,n]×S1
e−µt |vj,n| =∞
We denote by (tn, yn) ∈ (−∞, t1,n]× S1 a point where An is achieved. Observe that, the
solution vj,n is a linear combination of the two solutions of the homogeneous problem
Lε,j w = 0 and these are known to be at most linearly growing thanks to Jacobi fields
coming from isometries. Hence the above supremum is achieved. We define the function
v˜j,n by
v˜j,n(t, y) =
1
An
e−µtn vj,n(tn + t, y).
As above, one shows that the sequence (t1,n − tn)n remains bounded away from 0.
Without loss of generality, we can assume that the sequence (t1,n − t0)n converges to
t¯1 ∈ (0,+∞]. We denote by I = (−∞, t¯1).
As in Step 1, we can also assume, without loss of generality that the sequence of
functions (v˜j,n)n converges on compacts to a nontrivial function v˜j defined on I×S1. We
now derive some properties of the limit function v˜j.
First, v˜j(t, ·) is v˜ is equal to 0 on {t˜1} × S1 if t˜1 < +∞. Also
sup
I×S1
e−µt |v˜j | = 1 (34)
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Finally, v˜j is either a solution of(
∂2t − j2 +
2
cosh2(·+ t˜)
)
v˜j = 0 (35)
for some t˜ ∈ R or is a solution of
(∂2t − j2) v˜j = 0. (36)
When n = 0, the solutions of (35) are linear combinations of the functions
t −→ tanh(t+ t˜) and t −→ (t+ t˜) tanh(t+ t˜)− 1
and when n = 1 they are linear combinations of the following functions
t −→ 1
cosh(t+ t˜)
and t −→ (t+ t˜)
cosh(t+ t˜)
+ sinh(t+ t˜)
Finally, when n = 0 the solutions of (36) are linear combinations of the functions
t −→ 1 and t −→ t
and when n = 1 they are linear combinations of the functions
t −→ et and t −→ e−t
To reach a contradiction we observe that all the solutions of these two equations, when
j = 0, 1 are explicitly known and that none of them satisfies (34) since we have chosen
µ ∈ (−2,−1).
Since we have reached a contradiction, the proof of the claim is complete. Once the
claim is proven, we pass to the limit as t1 tends to +∞ in a sequence of solutions which
are defined on (−∞, t1]× S1. This proves the existence of a solution of
Lε,j vj = gj
which is defined in [t0,+∞)× S1. In addition, we know that
sup
[t0,+∞)×S1
e−µt |vj | ≤ c sup
[t0,+∞)×S1
e−µt |gj |
The estimate for the derivatives follow from standard elliptic estimates. ✷
The following result is standard and left to the reader (a proof can be found in [4]).
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Lemma 4.3. There exists an operator
P : C2,α(S1) −→ C2,α−2 ([0,+∞) × S1),
such that for all ϕ ∈ C2,α(S1), with ϕ orthogonal to 1 and θ −→ cos θ in the L2-sense
and is an even function of y ∈ S1 the function w = P(ϕ) solves{
(∂2t + ∂
2
θ )w = 0 in [0,+∞)× S1
w = ϕ on {0} × S1
Moreover,
‖P(ϕ)‖
C2,α−2
≤ c ‖ϕ‖C2,α ,
for some constant c > 0.
5 An infinite dimensional family of minimal surfaces which
are close to a half Riemann surface
In this section we are interested in minimal surfaces which are close to a half of Riemann’s
surface and have prescribed boundary. We consider surfaces which are normal graphs
over Riemann’s surface. More precisely, we consider the surface parameterized by
Zε,u := Xε + uNε.
where Xε and Nε have been defined in (14) and (16) and, in the following Proposition,
we give an expansion of the mean curvature operator for this surface in terms of the
function u and its partial derivatives.
Proposition 5.1. The surface parameterized by Zε,u := Xε + uNε is minimal if and
only if the function u is a solution of
Lε u = (cosh ø)
2Qε
(
u
cosh ø
,
∇u
cosh ø
,
∇2u
cosh ø
)
where Lε is the operator which has already been defined in (28) and the nonlinear operator
Qε satisfies
|Qε(v2)−Qε(v1)|C0,α((t,t+1)×S1(τε)) ≤ c sup
i=1,2
|vi|C2,α((t,t+1)×S1(τε)) |v2− v1|C2,α((t,t+1)×S1(τε))
for all v1, v2 such that |vi|C2,α((t,t+1)×S1(τε)) ≤ 1. Here the constant c > 0 does not depend
on t ∈ R, nor on ε ∈ (0, 1).
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Proof : We omit the indices ε and u for the sake of simplicity in the notations. We
have
∂tZ = ∂tX + ∂tuN + u∂tN and ∂yZ = ∂yX + ∂yuN + u∂yN
A simple computation shows that the coefficients of gu, the first fundamental form of the
surface parameterized by Zu, are given by
|∂tZ|2 = cosh2 ø + 2 b cosh øu+ (∂tu)2 + (a2 + b2)u2
∂tZ · ∂yZ = 2 a cosh øu+ ∂tu∂yu
|∂yZ|2 = cosh2 ø− 2 b cosh øu+ (∂yu)2 + (a2 + b2)u2
Collecting these, we have the expansion of the determinant of gu
|gu| = cosh4 ø
(
1 +
1
cosh2 ø
(|∂tu|2 + |∂yu|2 − 2 (a2 + b2)u2)
+P3
(
u
cosh ø
,
∇u
cosh ø
)
+ P4
(
u
cosh ø
,
∇u
cosh ø
))
where Pi has coefficients which are bounded independently of ε ∈ (0, 1) are is homoge-
neous of degree i. Here we have implicitly used the fact that the functions a and b are
uniformly bounded when ε ∈ (0, 1).
We consider the area energy
A(u) :=
∫ √
|gu| dt dy
and the surface parameterized by Z will be minimal if and only if the first variation if 0.
This can be written as
2DA|u(v) =
∫
1√|gu|Du|gu| (v) dt dy
Observe that
1√
|gu|
D|gu||u (v) = 2 (∂tu∂tv + ∂yu∂yv − 2 (a2 + b2)u v)
+cosh øQ
(
u
cosh ø
,
∇u
cosh ø
)
v + cosh ø Q˜
(
u
cosh ø
,
∇u
cosh ø
)
∂tv
+cosh ø Qˆ
(
u
cosh ø
,
∇u
cosh ø
)
∂yv
(37)
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where the operator Q, Q˜ and Qˆ enjoy properties similar to the one enjoyed by Qε in the
statement of the result.
The result then follows at once provided one notices that
|∂t cosh ø|+ |∂y cosh ø| ≤ (|øt|+ |øy|) cosh ø ≤ (|a|+ |b|) cosh2 ø ≤ c cosh2 ø,
for some constant c > 0 which does not depend on ε ∈ (0, 1). This explain the cosh2 ø in
front of the nonlinearity Qε whereas (37) would only suggest a cosh ø. ✷
We consider the surface parameterized by Xε which we first dilate by a factor (1+ γ)
and then translate by ς1+γ along the x1 axis and by (1 + γ) log(1 + γ) + σ along the
x3-axis. This surface, which will be referred to as Rε(γ, σ, ς) is parameterized by
(1 + γ)Xε +
ς
1 + γ
e1 + ((1 + γ) log(1 + γ) + σ) e3. (38)
The parameters γ and ς are now chosen to satisfy
|γ|+ ε1/2 |ς| ≤ κ ε
for some constant κ > 0 which will be fixed later on.
Using the result of Lemma 3.3, we see that part of this surface (basically the one at
height t ∼ −1+γ2 log ε is a graph over the annulus B4 ε−1/2 −Bε−1/2/4 in the x3 = 0 plane
for the function
(r, θ) −→ (1 + γ) log(2r) + σ − ε
2
r cos θ − ς
r
cos θ +O(ε) (39)
which has been expanded in (25). We now truncate the surface Rε(γ, σ, ς) at the graph
of the curve r = 12 ε
−1/2 by the function defined in (39) and consider only the upper half
of this surface which we will refer to as Rtε(γ, σ, ς).
We are interested in normal graphs over the surface Rtε(γ, σ, ς) which are minimal
surfaces and are asymptotic to Rtε(γ, σ, ς). Thanks to Proposition 5.1, we can state that
the surface parameterized by
(1 + γ) (Xε + uNε) +
ς
1 + γ
e1 + ((1 + γ) log(1 + γ) + σ) e3
is minimal, if and only if the function u is a solution of
Lε u = (1 + γ)
−1 cosh2 øQε
(
(1 + γ)
u
cosh ø
, (1 + γ)
∇u
cosh ø
, (1 + γ)
∇2u
cosh ø
)
(40)
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The fact that the perturbed surface is asymptotic to the non perturbed one can then be
translated into the fact that the function u tends to 0 at ∞.
We set
t˜ε := −1
2
log ε
Two modifications are now required. First, even though the surface Rtε(γ, σ, ς) can be
parameterized by (38), its boundary does not correspond to the curve t = t˜ε. We therefore
modify the above parametrization so that the part of Rtε(γ, σ, ς) corresponding to t ≥
t˜ε + log 4 is still parameterized by (38), while over the graph over the annulus B2 ε−1/2 −
Bε−1/2/2 for the function defined in (39), we change coordinates
(r, θ) =
(
1
2
et, τε y
)
Finally, we interpolate (smoothly) between the two parameterizations in the graph over
the annulus B3 ε−1/2 −Bε−1/2 by the function (39).
The next modification we need to do is concerned with the normal vector field about
Rtε(γ, σ, ς) since we would like this vector field to be vertical near the boundary of this
surface. This can be achieved by modifying the normal vector field into a transverse
vector field N˜ε which agrees with the unit normal vector field Nε for all t ≥ t˜ε + log 4
and which agrees with e3 for all t ∈ [t˜ε, t˜ε + log 2].
Now, we consider a graph over this surface for some function u, using the modified
vector field N˜ε. This graph will be minimal if and only if the function u is a solution of
some nonlinear elliptic equation which is not exactly equal to (40) because of the above
two modifications. Indeed, starting from (40) and taking into account the effects of the
change of parametrization and the change in the vector field Nε into N˜ε, we see that the
minimal surface equation now reads
Lε u = L˜ε u+ cosh
2 ø Q˜ε
(
u
cosh ø
,
∇u
cosh ø
,
∇2u
cosh ø
)
(41)
The nonlinear operator Q˜ε enjoys the same properties as Qε in Proposition 5.1. We will
write for short
Qˆε(u) := Q˜ε
(
u
cosh ø
,
∇u
cosh ø
,
∇2u
cosh ø
)
.
Observe that Q˜ε is explicitly given by
Q˜ε(·) = (1 + γ)−1Qε((1 + γ) · )
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when t ≥ t˜ε + log 4.
The operator L˜ε is a linear second order operator whose coefficients are supported
in [t˜ε, t˜ε + log 4] × S1(τε) and are bounded by a constant times ε1/2, in C∞ topology,
where partial derivatives are computed with respect to the vector fields ∂t and ∂y. Let
us briefly comment on the estimate of the coefficients of L˜ε. If we were only taking into
account the effect of the change from Nε into N˜ε, we would obtain, applying the result
of Appendix B, a similar formula where the coefficients of the corresponding operator L˜ε
are bounded by a constant times ε since
N˜ε ·Nε = 1 +O(ε)
when t ∈ [t˜ε, t˜ε + log 2]. If we were only taking into account the effect of the change
in the parametrization, we would obtain a similar formula where the coefficients of the
corresponding operator L˜ε are bounded by a constant times ε
1/2, this basically follows
from (25) which shows that
U0t (r, θ) = log(2r) +O(ε1/2),
where the change of coordinates takes place. The estimate of the coefficients of L˜ε follows
from these considerations.
Now, assume that we are given a function ϕ ∈ C2,α(S1) which is even with respect to
y, L2-orthogonal to 1 and y −→ cos(y) and which satisfies
‖ϕ‖C2,α ≤ κ ε.
We set
wϕ(·, ·) := P(ϕ)(· − t˜ε, ·/τε)
In order to solve (41), we choose
µ ∈ (−2,−1)
and look for u of the form
u = wϕ + v
where v ∈ C2,αµ ([t˜ε,∞) × S1(τε)). Using the result of Proposition 4.1, we can rephrase
this problem as a fixed point problem
v = S(v) (42)
where the nonlinear mapping S(= Sε,γ,T1,ϕ) (which depends on ε, γ, T1 and ϕ) is defined
by
S(v) := Gε,t˜ε
(
L˜ε(wϕ + v)− Lεwϕ + cosh2 ø Qˆε (wϕ + v)
)
.
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where the operator Gε,t˜ε is the one defined in Proposition 4.1. The existence of a fixed
point of (42) is an easy consequence of the following technical :
Lemma 5.1. There exist constants cκ > 0 and εκ > 0, such that
‖S(0)‖C2,αµ ≤ cκ (ε
(3+µ)/2 + ε4+2µ) (43)
and, for all ε ∈ (0, εκ)
‖S(v2)− S(v1)‖C2,αµ ≤
1
2
‖v2 − v1‖C2,αµ
for all v1, v2 ∈ C2,αµ ([t˜ε,∞)× S1(τε)) such that ‖vi‖C2,αµ ≤ 2 cκ(ε(3+µ)/2 + ε4+2µ).
Proof : Using the properties of wϕ given in Lemma 4.3 together with the properties
of L˜ε, we immediately get
‖L˜ε(wϕ)‖C0,αµ ≤ cκ ε
(3+µ)/2
Next, we use the fact that
Lεwϕ = 2(a
2 + b2)wϕ
However, we have proved in (22) that a2 ≤ ε2. Furthermore, b2 is an even function and,
thanks to Remark 3.1, we know that b2 ≤ c (cosh t)−2 for all t ∈ [0, tε] and some constant
c > 0 independent of ε small enough. Therefore, we conclude (with little work) that
‖Lεwϕ‖C0,αµ ≤ cκ (ε
2+µ/2 + ε4+2µ)
Observe that the norm on the left hand side is achieved when t ∼ 2 tε.
While the last term is easily estimated by
‖cosh2 ø Qˆε (wϕ) ‖C0,αµ ≤ cκ ε
2+µ/2
This completes the proof of the first estimate. The second estimate follows from similar
considerations and is left to the reader. ✷
The previous Lemma shows that, provided ε is chosen small enough, the nonlinear
mapping S is a contraction mapping from the ball of radius 2 cκ(ε
(3+µ)/2 + ε4+2µ) in
C2,αµ ([t˜ε,∞)× S1(τε)) into itself. Consequently S has a unique fixed point v in this ball.
This provides a minimal surface Rtε(γ, σ, ς, ϕ) which is asymptotic to a half Riemann
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surface Rtε(γ, σ, ς). Observe that near its boundary, this surface is a vertical graph over
the annulus Bε−1/2 −Bε−1/2/2 for some function Ut which can be expanded as
Ut(r, θ) = (1 + γ) log(2r) + σ − ε
2
r cos θ − ς
r
cos θ + P(ϕ)(log(2r)− t˜ε, θ) + Vt(r, θ)
in which case the boundary of the surface corresponds to r = 12 ε
−1/2. Here the function
Vt = Vt(ε, γ, ς, ϕ) depends nonlinearly on γ, ς and ϕ and satisfies the following
‖Vt(ε, γ, ς, ϕ)‖C2,αb ≤ c ε
and
‖Vt(ε, γ, ς, ϕ) − Vt(ε, γ, ς, ϕ′)‖C2,αb ≤ c (ε
1/2 + ε3+3µ/2) ‖ϕ− ϕ′‖C2,α (44)
where the constant c > 0 does not depend on ε or κ and cκ only depends on κ but not on
ε. The space C2,αb is the space of C2,α function where partial derivatives are taken with
respect to the vector fields r ∂r and ∂θ.
A similar analysis can be carried over starting from the lower end of Riemann surface
to obtain a minimal surface, which will be referred to as Rbε(γ, σ, ς, ϕ), which is asymptotic
to a half Riemann surface and which, near its boundary is a vertical graph over the
annulus Bε−1/2 −Bε−1/2/2 for some function Ub which can be expanded as
Ub(r, θ) = −(1 + γ) log(2r)− σ − ε
2
r cos θ +
ς
r
cos θ + P(ϕ)(log(2r)− t˜ε, θ) + Vb(r, θ)
in which case the boundary of the surface corresponds to r = 12 ε
−1/2. The function Vb
satisfies exactly the same properties as the function Vt. Equivalently one can apply a
rotation of angle π about the x2-axis to the surface R
t
ε(γ, σ, ς, ϕ¯), where ϕ¯(·) := −ϕ(·+π).
6 An infinite dimensional family of minimal surfaces which
are close to Mk
We perform an analysis close to the one performed in the previous section, starting this
time from the minimal surface Mk(ξ) defined in Section 2, for ξ small enough. Recall
that the surface Mk(ξ) has two ends Et(ξ) and Eb(ξ) which can be parameterized as in
(9) and (10). Also recall that, according to the result of Lemma 2.1, a portion of these
ends can be written as a graph over the x3 = 0 plane for functions Uξ,t and Uξ,b which
are defined in the annulus B4 ε−1/2 −Bε−1/2/4.
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Recall that we have defined
t˜ε = −1
2
log ε
As in the previous section, we modify the parametrization of the end Et(ξ) which is given
by (9), say when s ∈ [t˜ε − log 8, t˜ε + log 4], so that, when r ∈ [ε−1/2/4, 2 ε−1/2 ] the curve
corresponding to the image of
θ −→ (r cos θ, r sin θ, Ut,ξ(r, θ))
corresponds to the curve s = log(2r). We perform a similar task for the parametrization
of Eb(ξ) so that, when r ∈ [ε−1/2/4, 2 ε−1/2] the curve corresponding to the image of
θ −→ (r cos θ, r sin θ, Ub,ξ(r, θ))
corresponds to the curve s = − log(2r).
This being understood, as in the previous section, we modify the unit normal vector
field on Mk(ξ) to produce a transverse unit vector field N˜ξ which coincides with the
normal vector field Nξ on Mk(ξ), is equal to e3 on the graph over B2 ε−1/2 −B3ε−1/2/8 of
the functions Ut,ξ and Ub,ξ and interpolate smoothly in between the different definitions
of N˜ε in different subsets of Mk(ξ).
A graph of the function u, using the vector field N˜ξ, will be a minimal surface if and
only if u is a solution of a second order nonlinear elliptic equation of the form
LMk(ξ) u = L˜ξ,ε u+Qξ,ε (u)
where LMk(ξ) is the Jacobi operator about Mk(ξ), Qξ,ε is a nonlinear second order differ-
ential operator which collects all the nonlinear terms and L˜ξ,ε is a linear operator which
take into account the change of parametrization and the change of the normal vector
field Nξ into N˜ξ, which are described above. Now, we can be more precise and, at the
ends Et(ξ) and Eb(ξ). For example at Et(ξ), and granted the above parametrization, the
nonlinear operator Qξ,ε can be expanded as
Qξ,ε(u) = Q2,ξ,ε
( w
cosh s
)
+ cosh sQ3,ξ,ε
( w
cosh s
)
where Q2,ξ,ε and Q3,ξ,ε are nonlinear second order differential operators which satisfy (3),
uniformly in ξ and ε.
The operator L˜ξ,ε is a linear operator which is supported in [t˜ε− log 8, t˜ε+log 4]×S1
and has coefficients which are bounded by a constant times ε3/2, uniformly in ξ and ε
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(The rational for this estimate is that ε3/2 = ε ε1/2, the first ε comes from the conformal
factor (cosh s)−2 and the ε1/2 comes from the modification in the parametrization and
the vector field as in the previous section).
Finally, observe that still in Et(ξ) the difference
(cosh s)4
(
LMk(ξ) −
1
cosh2 s
(∂2s + ∂
2
θ )
)
is a second order differential operator in ∂s and ∂θ whose coefficients are bounded in C∞
topology (where partial derivatives are taken with respect to the vector fields ∂s and ∂θ)
uniformly in ξ and ε. All these facts follow from the expansion provided in (2).
Now, assume that we are given two functions ϕt, ϕb ∈ C2,α(S1) which is even with
respect to θ and L2 orthogonal to 1 and θ −→ cos θ and satisfy
‖ϕt‖C2,α + ‖ϕb‖C2,α ≤ κ ε.
We set Φ := (ϕt, ϕb) and we definewΦ to be the function which is equal to χt P(ϕt)(·−tε, ·)
on the image of Xt,ξ where χt is a cutoff function equal to 0 for s ≤ s0+1 and identically
equal to 1 for s ≥ s0+2, and is equal to χbP(ϕb)(·+ tε, ·) on the image of Xb,ξ where χb
is a cutoff function equal to 0 for s ≥ −s0− 1 and identically equal to 1 for s ≤ −s0 − 2.
We define Mk(ξ, ε) to be equal to Mk(ξ) with the image of (t˜ε,+∞)×S1 by Xt,ξ and
the image of (−∞,−t˜ε)× S1 by Xb,ξ removed. We would like to solve the equation
LMk(ξ)(wΦ + v) = L˜ξ,ε(wΦ + v) +Qξ,ε(wΦ + v)
on Mk(ξ, ε), so that the graph of wΦ + v will be a minimal surface.
We choose
δ ∈ (1, 2)
and use the result of Proposition 2.3 so that we can rephrase the above problem as a
fixed point problem
v = T (v) (45)
where
T (v) = Gξ,δ ◦ Eε
(
L˜ξ,ε(wΦ + v) + LMk(ξ) wΦ +Qξ,ε(wΦ + v)
)
where Eε is an extension (linear) operator
Eε : C0,αδ−2,4(Mk(ξ, ε)) −→ C0,αδ−2,4(Mk(ξ)),
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defined by Eε v = v in Mk(ξ, ε), Eε v = 0 on the image of [t˜ε + 1,+∞) × S1 by Xt,ξ and
the image of (−∞,−t˜ε − 1] × S1 by Xb,ξ and Eε v interpolate between these so that, for
example,
(Eεv) ◦Xt,ξ(t, θ) = (1 + t˜ε − t) v) ◦Xt,ξ(t˜ε, θ)
for (t, θ) ∈ [t˜ε, t˜ε + 1]× S1. Here C0,αδ−2,4(Mk(ξ, ε)) is the space of restrictions of elements
of C0,αδ−2,4(Mk(ξ)) to Mk(ξ, ε), endowed with the induces norm.
As in Section 5, the existence of a fixed point v ∈ C2,αδ,0 (Mk(ξ)) for (45) follows at once
from the technical :
Lemma 6.1. There exist constants cκ > 0 and εκ > 0, such that
‖T (0)‖
C2,αδ,0
≤ cκ ε2 (46)
and, for all ε ∈ (0, εκ)
‖T (v2)− T (v1)‖C2,αδ,0 ≤
1
2
‖v2 − v1‖C2,αδ,0
for all v1, v2 ∈ C2,αδ,0 (Mk(ξ)) and satisfying ‖v‖C2,αδ,0 ≤ 2 cκ ε
2.
Proof. The proof is similar to the one in the proof of Lemma 5.1. Again, we use the
result of Lemma 4.3 to obtain the estimate
‖Eε(LMk(ξ) wΦ)‖C0,αδ−2,4 ≤ cκ ε
2
and, using the properties of L˜ξ,ε, we obtain
‖Eε(L˜ξ,εwΦ)‖C0,αδ−2,4 ≤ cκ ε
3+δ
2
Finally, we have
‖Eε(Qξ,ε(wΦ))‖C0,αδ−2,4 ≤ cκ ε
3+δ/4
We leave the details to the reader.
The previous Lemma shows that, provided ε is chosen small enough, the nonlinear
mapping T is a contraction mapping from the ball of radius 2 cκ ε
2 in C2,αδ,0 (Mk(ξ)) into
itself. Consequently T has a unique fixed point v in this ball. This provides a minimal
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surface Mk(ξ, ε, ϕt, ϕb) which is close to Mk(ξ, ε), has one horizontal end and two bound-
aries. This surface is, close to its upper boundary, a vertical graph over the annulus
Bε−1/2/2 −Bε−1/2/4 for some function U¯t which can be expanded as
U¯t(r, θ) = σt,ξ + log(2r) + ξ r cos θ + P(ϕt)(t˜ε − log(2r), θ) + V¯t(r, θ)
and this surface is, close to its lower boundary, a vertical graph over the annulusBε−1/2/2−
Bε−1/2/4 for some function U¯b which can be expanded as
U¯b(r, θ) = −σb,ξ − log(2r) + ξ r cos θ + P(ϕb)(t˜ε − log(2r), θ) + V¯b(r, θ)
where V¯t = V¯t(ε, ξ,Φ) and V¯b = V¯b(ε, ξ,Φ) depend nonlinearly on ε, ξ and Φ and satisfy
(for V = Vt or V = Vb)
‖V¯ (ε, ξ,Φ)‖C2,αb ≤ c ε
and
‖V¯ (ε, ξ,Φ) − V¯ (ε, ξ,Φ′)‖
C2,αb
≤ c ε1−δ/2 ‖Φ− Φ′‖C2,α (47)
where the constant c > 0 does not depend on ε or κ and cκ only depends on κ but not
on ε. The boundaries of the surface corresponds to r = 12 ε
−1/2.
7 The matching of Cauchy data and the proof of the main
result
We collect the results we have obtained in Section 5 and Section 6. In Section 5, we
have obtained two surfaces which are perturbations of the upper (rep. the lower end) of
Riemann’s surface. The first surface
Rtε+ηt(γt, σt,ξ + σt, ςt, ϕt)
depends on the parameters ηt, γt, σt, ςt and the function ϕt and can be parameterized,
close to its boundary as the vertical graph of
Ut(r, θ) := (1+γt) log(2r)+σt,ξ+σt− ε+ ηt
2
r cos θ− ςt
r
cos θ+P(ϕt)(log r− t˜ε, θ)+O(ε)
The second surface
Rbε+ηb(γb, σb,ξ + σb, ςb, ϕb)
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depends on the parameters ηb, γb, σb, ςb and the function ϕb and can be parameterized,
close to its boundary as the vertical graph of
Ub(r, θ) := −(1+γb) log(2r)−σb,ξ−σb− ε+ ηb
2
r cos θ+
ςb
r
cos θ+P(ϕb)(log r−t˜ε, θ)+O(ε)
Now, collecting the result of Section 6, we have a surface
Mk(ξ, ε, ϕ˜b, ϕ˜t)
which has two boundaries, one end asymptotic to a horizontal plane and can be param-
eterized, close to its upper boundary as the vertical graph of
U¯t(r, θ) := log(2r) + σt,ξ + ξ r cos θ + P(ϕ˜t)(t˜ε − log r, θ) +O(ε)
while it can be parameterized close to its lower boundary as the vertical graph of
U¯b(r, θ) := − log(2r)− σb,ξ + ξ r cos θ + P(ϕ˜b)(t˜ε − log r, θ) +O(ε)
We set
ξ = −ε
2
and assume that the parameters and the boundary functions are chosen so that
ε−1/2 (|ηt|+ |ηb|) + ε1/2 (|ςt|+ |ςb|) + | log ε|−1 (|σt|+ |σb|)
+|γt|+ |γt|+ ‖ϕt‖C2,α + ‖ϕb‖C2,α + ‖ϕ˜t‖C2,α + ‖ϕ˜b‖C2,α ≤ κ ε
where the constant κ > 0 is fixed large enough. Recall that the functions ϕt, ϕb, ϕ˜t
and ϕ˜b are assumed to be even and L
2 orthogonal to the functions 1 and θ −→ cos θ.
The functions O(ε) do depend nonlinearly on the different parameters and boundary
data functions but are bounded by a constant (independent of κ and ε) times ε in C2,α
topology, when partial derivatives are taken with respect to the vector fields r ∂r and ∂θ.
It remains to show that, for all ε small enough, it is possible to choose the parameters
and boundary functions in such a way that the surface
Rtε+ηt(γt, σt,ξ + σt, ςt, ϕt) ∪Mk(ξ, ε, ϕ˜b, ϕ˜t) ∪Rbε+ηb(γb, σb,ξ + σb, ςb, ϕb)
is a C1 surface across the boundaries of the different summands. Regularity theory will
then ensure that this surface is in fact smooth and by construction is has the desired
properties. This will therefore complete the proof of the main theorem.
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Granted the description of the surfaces close to their respective boundaries it is enough
to fulfill that following system of equations
Ut = U¯t Ub = U¯b ∂rUt = ∂rU¯t ∂rUb = ∂rU¯b
on S1(12 ε
−1/2).
The first two equations lead to the system
−12 log ε γt + σt −
(
1
4 ε
−1/2 ηt + 2 ε
1/2 ςt
)
cos θ + ϕt − ϕ˜t = O(ε)
1
2 log ε γb − σb −
(
1
4 ε
−1/2 ηb − 2 ε1/2 ςb
)
cos θ + ϕb − ϕ˜b = O(ε)
(48)
while the last two equations read
γt −
(
1
4 ε
−1/2 ηt − 2 ε1/2 ςt
)
cos θ + ∂t(P(ϕt + ϕ˜t)) = O(ε)
−γb −
(
1
4 ε
−1/2 ηb + 2 ε
1/2 ςb
)
cos θ + ∂t(P(ϕb + ϕ˜b)) = O(ε)
(49)
Projection of every equation of this system over the L2-orthogonal complement of
Span{1, cos}, we obtain the system
ϕt − ϕ˜t = O(ε) ϕb − ϕ˜b = O(ε)
∂tP(ϕt + ϕt) = O(ε) ∂tP(ϕb + ϕb) = O(ε)
Observe that the operator
C2,α −→ C1,α
ϕ 7−→ ∂tP(ϕ)
is invertible, and hence the last system can be rewritten as
(ϕt, ϕ˜t, ϕb, ϕ˜b) = O(ε) (50)
Recall that the right hand side depends nonlinearly on ϕt, ϕ˜t, ϕb, ϕ˜b. Thanks to (44)
and (47) we can use a fixed point theorem for contraction mapping in the ball of radius
κ ε in (C2,α)4 to obtain, for all ε small enough, a solution (50) which depends at least
continuously (and in fact smoothly) on the parameters γt, γb, σt, σb, ςt, ςb, ηt and ηb.
Inserting this solution into (48) and (49), we see that it remains to solve a system of
the form
−12 log ε γt + σt −
(
1
4 ε
−1/2 ηt + 2 ε
1/2 ςt
)
cos θ = O(ε)
1
2 log ε γb − σb −
(
1
4 ε
−1/2 ηb − 2 ε1/2 ςb
)
cos θ = O(ε)
γt −
(
1
4 ε
−1/2 ηt − 2 ε1/2 ςt
)
cos θ = O(ε)
−γb −
(
1
4 ε
−1/2 ηb + 2 ε
1/2 ςb
)
cos θ = O(ε)
(51)
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where the right hand sides depend nonlinearly on γt, γb, σt, σb, ςt, ςb, ηt and ηb.
Projecting this system over the constant function and the function θ −→ cos θ, we
see that this system can be rewritten as
(γt, γb, σ¯t, σ¯b, ς¯t, ς¯b, η¯t, η¯b) = O(ε) (52)
where we have set
(ς¯t, ς¯b) := ε
1/2 (ςt, ςb), (σ¯t, σ¯b) := | log ε|−1 (σt, σb)
and
(η¯t, η¯b) := ε
−1/2 (ηt, ηb)
This time we can use Leray-Schauder degree theory in the ball of radius ε in R8 to solve
(52), for all ε small enough. This completes the proof of a solution of (48)-(49) and hence
the proof of the main theorem.
Remark 7.1. Alternatively, with more work, one can use a fixed point argument for
contraction mapping to solve (52).
8 Appendix A
We consider the surface parameterized by
X = Xc + wNc
The coefficients of gw, the first fundamental form of this surface, are given by
|∂sX|2 = cosh2 s− 2w + 1
cosh2 s
w2 + (∂sw)
2
|∂θX|2 = cosh2 s+ 2w + 1
cosh2 s
w2 + (∂θw)
2
and
∂sX · ∂θX = ∂sw ∂θw
It follows from these that the determinant of the metric gw can be expanded as
|gw| = cosh4 s
(
1 +
1
cosh2 s
(
(∂sw)
2 + (∂θw)
2 − 2
cosh2 s
w2
)
+
(
1
cosh s
P3(
w
cosh s
,
∇w
cosh s
) + P4(
w
cosh s
,
∇w
cosh s
)
)
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where the Pi are homogeneous polynomials of degree i, whose coefficients are bounded
smooth functions of s and θ.
We consider the area energy
A(w) :=
∫ √
|gw| ds dθ
The surface parameterized by Xw is minimal if and only if the first variation of A at w,
is 0. This can be written as
2DA|w(v) =
∫
1√
|gw|
Dw|gw| (v) ds dθ
Observe that
1√
|gw|
D|gw|w (v) = ∂sw ∂sv + ∂θw ∂θv −
2
cosh2 s
w v
+
(
Q˜2
(
w
cosh s
,
∇w
cosh s
)
+ cosh s Q˜3
(
w
cosh s
,
∇w
cosh s
))
v
+
(
Q˜′2
(
w
cosh s
,
∇w
cosh s
)
+ cosh s Q˜′3
(
w
cosh s
,
∇w
cosh s
))
∂sv
+
(
Q˜′′2
(
w
cosh s
,
∇w
cosh s
)
+ cosh s Q˜′′3
(
w
cosh s
,
∇w
cosh s
))
∂θv
(53)
where the operator Q2, . . . and the operators Q˜3, . . . enjoy properties similar to the one
enjoyed by Q2 and Q3 in the statement of the result. The result then follows at once.
9 Appendix B
This appendix is essentially a generalization of the corresponding analysis in [12]. Let
be Σ be a smooth surface embedded in a Riemannian manifold (M,g). We denote by
N the unit normal vector field compatible with the orientation of Σ. Suppose that N˜
is another unit vector field transverse to Σ, the implicit function theorem implies that,
given p0 ∈ Σ, there exist neighborhoods U and V of (p0, 0) ∈ Σ×R and a diffeomorphism
(p, s) −→ (ϕ(p, s), ψ(p, s)) from U to V such that
ExpMp (s N˜(p)) = Exp
M
ϕ(p,s)(ψ(p, s)N(ϕ(p, s))) (54)
where ExpM denotes the exponential map in (M,g). In addition ϕ(p, 0) = p and ψ(p, 0) =
0.
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Differentiation of (54) with respect to s at s = 0 yields
N˜(p) = ∂sϕ(p, 0) + ∂sψ(p, 0)N(p) (55)
Taking the scalar product with N(p) we conclude that
g(N˜ (p), N(p)) = ∂sψ(p, 0) (56)
This immediately implies that ψ(p, s) = g(N˜ (p), N(p)) s + O(s2). On the other hand,
projection of (55) over TpΣ yields
N˜ t(p) = ∂sϕ(p, 0) (57)
where N˜ t(p) is the tangential component of N˜ .
Next any surface Σ˜ sufficiently close to Σ can be either parameterized as a graph of
the function w over Σ using the vector field N˜ or the graph of the function w¯ for the
normal vector field N . Thanks to the above analysis we can write
w¯(ϕ(p,w(p))) = ψ(p,w(p))
Now, the mean curvature of the surface Σ at the point ExpMp (w(p) N˜ (p)) and at the
point ExpMp¯ (w¯(p¯)N(p¯)) are the same if p¯ = ϕ(p,w(p)). We phrase this property as
HN˜,w(p) = HN,w¯(p)
Differentiation with respect to w at w = 0 yields
DHN˜,0 = DHN,0(∂sψ) +∇∂sϕHN,0
Taking into account the partial derivatives of ϕ and ψ, which are given in (57) and (56),
we conclude that
DHN˜,0 u = DHN,0(g(N˜ (p), N(p))u) +
(
∇N˜t(p)HN,0
)
u
for any smooth function u defined on Σ. In the special case where Σ has constant mean
curvature, we simply get
DHN˜,0 (u) = LΣ(g(N˜ (p), N(p))u)
which gives the relation between LΣ the Jacobi operator about Σ and DHN˜,0 the lin-
earized mean curvature operator when the normal vector field N is changed into a trans-
verse vector field N˜ .
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