Let {Sn}n denote a sequence of polynomials orthogonal with respect to the Sobolev inner product
Introduction
Consider the Sobolev inner product 
where d 0 and d 1 are positive Borel measures with support (a; b) and ¿ 0. Let {S n } n denote a sequence of polynomials orthogonal with respect to (1) normalized in some way. It is the aim of the present paper to study the asymptotic behaviour of S n (x) with x ÿxed and n → +∞. Therefore, we have to make some assumptions on d 0 (x) and d 1 (x). In [1] Iserles et al. introduced the concept of coherent pair for inner products of the form (1) . This concept proved to be very fruitful, since in this situation algebraic and di erential properties for the polynomials {S n } n can be obtained (see [2, 6] ). We deÿne the notion here as follows. Let {P n } n and {T n } n denote orthogonal polynomial sequences with respect to the inner products deÿned by d 0 and d 1 respectively. The pair {d 0 ; d 1 } is called a coherent pair of measures if there exist nonzero constants A n and B n such that T n = A n P n+1 + B n P n ; n¿1:
In [7] all coherent pairs of measures have been determined. More precisely, it has been proved that at least one of the two measures d 0 or d 1 has to be a Jacobi or a Laguerre measure (up to a linear change in the variable).
In the present paper, {d 0 ; d 1 } is a coherent pair where one of the measures is a Jacobi measure (1 − x) (1 + x) ÿ dx; ¿ − 1; ÿ ¿ − 1, on (−1; 1). For this situation MartÃ nez-Finkelshtein et al. [5] proved the following result:
Let {Ŝ n } n and {T n } n denote the monic versions of {S n } n and {T n } n ; then
uniformly on compact subsets of C \ [ − 1; 1], where
The proof is based on general asymptotic results for polynomials orthogonal with respect to a positive Borel measure supported on [ − 1; 1] and x outside [ − 1; 1]. This method does not give asymptotic results for x ∈ (−1; 1).
In a very recent paper [9] the outer relative asymptotic is obtained following a di erent approach as well as an estimate of {S n } n with respect to the sup-norm on [ − 1; 1]. Also, in [4] , an extension of such results is obtained when d 1 (x) is the Jacobi measure with parameters ( ; ÿ), d 0 (x) is a measure in the Szegő's class and the d 0 (x)-norm of the orthonormal Jacobi polynomials with parameters ( − 1; ÿ − 1) behaves like o(n).
The present paper is based on a di erent approach. We use the fact that {P n } n and {T n } n can be expressed as simple linear combinations of Jacobi polynomials. Then we can apply the well-known asymptotic behaviour of Jacobi polynomials in order to obtain asymptotic results for S n (x). Our method gives the asymptotics for x ∈ C \ [ − 1; 1] as well as for x ∈ (−1; 1). Moreover the order of the remainder terms is obtained.
In Section 2 we recall some well-known results for Jacobi polynomials, which will be used in the paper. In particular, we give the asymptotic behaviour of P ( ; ÿ) n (x) with x ÿxed and n → ∞, where we have to distinguish x ∈ C \ [ − 1; 1] and x ∈ (−1; 1) (Lemmas 1 and 2).
In Section 3 we study coherent pairs {d 0 ; d 1 } where d 1 is a Jacobi measure
ÿ dx with ¿−1; ÿ ¿ 0 on (−1; 1). For n¿2, we choose the leading coe cient of S n (x) equal to the leading coe cient of P ( −1; ÿ−1) n (x). We show that S n satisÿes a simple relation (Lemma 3)
with a n = O(1=n 2 ). Then the asymptotics of S n (x) follows in a direct way (Theorem 4) for x ∈ C \ [ − 1; 1] as well as for x ∈ (−1; 1).
In Section 4 the ÿrst measure d 0 is a Jacobi measure. For a simple connection between the results of Sections 3 and 4 we take d 0 = (1 − x) (1 + x) ÿ−1 dx with ¿ − 1; ÿ ¿ 0 and we choose the same normalization for S n (x) as in Section 3. Relation (2) has to be replaced by a formula where the left-hand side is a linear combination of P ( ; ÿ−1) n and P ( ; ÿ−1) n−1 (Lemma 9). Then, again the asymptotics of S n (x) follows in a direct way.
Finally we remark that the asymptotic behaviour for coherent pairs of Laguerre type and x ÿxed outside the interval of orthogonality has been given in [3, 8] .
Results on Jacobi polynomials
The Jacobi polynomials, for arbitrary and ÿ, can be deÿned by the Rodrigues formula
In particular
Observe that if + ÿ = −2, then P ( ; ÿ) 1 (x) is a constant. In this paper we use Jacobi polynomials P ( ; ÿ) n (x) where the parameters and ÿ are restricted to ¿ − 2; ÿ ¿ − 1. Then, for n¿2, P ( ; ÿ) n (x) is a polynomial of degree n with positive leading coe cient
For ¿ − 1; ÿ ¿ − 1, we have
For ¿ − 1 it holds
For arbitrary and ÿ the following relations are satisÿed
Our investigations on the asymptotics of Sobolev polynomials are based on the following asymptotic results for Jacobi polynomials (see Theorem 8.21.7 and Theorem 8.21.8 in [10, p. 196] ).
where c( ; ÿ; x) is a function of ; ÿ and x independent of n. The relation holds uniformly on compact subsets of
Lemma 2. Let and ÿ be arbitrary real numbers. Then for 0 ¡ Â ¡ ;
where
=2:
The relation holds uniformly on compact subsets of (0; ).
Coherent pairs of Jacobi type I
In this section {d 0 ; d 1 } denotes a coherent pair, where d 1 is a Jacobi measure on (−1; 1)
with ¿ − 1; ÿ ¿ 0. For d 0 there are three di erent situations, depending on :
It has been proved in [7] that all coherent pairs {d 0 ; d 1 } with d 1 a Jacobi measure on (−1; 1) are of the above-mentioned form, or can be transformed to one of them by the transformation
Let {S n } n denote the sequence of polynomials orthogonal with respect to the Sobolev inner product
with ¿ 0. We normalize S n by the condition that for n¿2 the leading coe cient of S n equals the leading coe cient k
, S 1 has leading coe cient 1 and S 0 ≡ 1.
Lemma 3. There exist positive constants a n such that
Moreover a n = O(1=n 2 ):
Proof. For n¿3, we can write
Then, for 06i6n − 1, from (8) (n)
We will evaluate (11) in the three above-mentioned cases. Case Ia: If 06i6n − 2 the last integral of (11) trivially equals zero. For i = n − 1 we evaluate this integral with (4) and (5)
Case Ic: We apply (7) to the right-hand side of (11). Then for 06i6n − 2 it vanishes. For i = n − 1 we obtain, using (7) as well as (4) and (5) 
Case Ib: Relation (6) implies P (0; ÿ−1) n (1) = 1 and then (7) gives P (−1; ÿ−1) n (1) = 0. Now we can proceed as in case Ic.
We
n−1 = −a n−1 a n−1 (S n−1 ; S n−1 ) S = − P
To complete the proof of the last assertion of Lemma 3 we use the minimal property of the norm of P
Then it follows a n = O(1=n 2 ):
Theorem 4. Let {d 0 ; d 1 } denote a coherent pair where d 1 is the Jacobi measure (1 − x) (1 + x) ÿ dx on (−1; 1). Let {S n } n denote the sequence of polynomials orthogonal with respect to (9); where, for n¿2; the leading coe cient of S n is equal to the leading coe cient of P
uniformly on compact subsets of C \ [ − 1; 1]. Thus the relative asymptotic is
uniformly on compact subsets of (0; ).
Proof. (a) We start from (10) and put
Then, for n¿3,
Let K denote a compact subset of C\[−1; 1]. From Lemma 1 we obtain that n 1=2 (x) −n P ( −1; ÿ−1) n−1 (x) is uniformly bounded on K. By Lemma 3 also the sequence a n−1 n 2 is bounded. Hence there exists a constant M such that
on K. Let 0 ¡ ¡ 1, then there exists a positive integer N , such that for n¿N + 1
for all x ∈ K. By repeated application, for k¿1 and
This implies that A n (x) is uniformly bounded on K.
(b) We proceed as in the proof of (a) with (x) replaced by 1 and applying Lemma 2 instead of Lemma 1.
Coherent pairs of Jacobi type II
In this section {d 0 ; d 1 } is a coherent pair where d 0 is a Jacobi measure on (−1; 1)
with ¿ − 1; ÿ ¿ 0. In [7] it has been proved that
where ¿1; M¿0, the absolutely continuous part of the measure is deÿned on (−1; 1), or that the transformation x → −x reduces d 1 to the form (12). In this section we assume d 1 to be of the form (12). Notice that for =1; M =0 the coherent pair {d 0 ; d 1 } becomes a coherent pair of type I studied in Section 3. This remark determines the choice of the normalization in the present section.
Let {T n } n denote the sequence of polynomials orthogonal with respect to d 1 , with leading coefÿcients equal to the leading coe cients k
In the special case = 1; M = 0 we have, with (7)
For the general case we have the following lemma.
Lemma 5. There exist positive constants c n such that
Proof. Write
For 06i6n − 2, the last integral is zero. For i = n − 1 we have
This proves the lemma.
For later reference we remark that the last relation, with (4) and (5), implies
Lemma 6. Let
Proof. From Rodrigues formula, (3) and integration by parts, we get
(a) For = 1 we obtain
and the result follows.
(b) Let ¿ 1. We use the saddle point method. Write
The saddle-point x 0 follows from h (x 0 ) = 0, i.e. x 0 = 1= ( ). Some straightforward calculations give
. Then the saddle point method implies
and the result follows after some calculations. Proof. (a) This is just relation (13). For the other assertions we use T n d 1 = 0 for n¿1. Using Lemma 5 we obtain n + ÿ n + + ÿ + 1 c n {I Let {S n } n denote a sequence of orthogonal polynomials with respect to the Sobolev inner product
; S 1 has leading coe cient 1 and S 0 ≡ 1. The present sequence {S n } n satisÿes a relation similar to Lemma 3 in Section 3, compare with (7). Lemma 9. There exist positive constants a n such that
= S n − a n−1 S n−1 ;
for n¿3. Moreover a n = O(1=n 2 ):
Proof. From (8) and Lemma 5 we have d dx
Then, for 06i6n − 2, evaluating the inner product (16), we obtain
Or, with (n) n−1 = −a n−1 , (4) and (5) a n−1 (S n−1 ; S n−1 ) S ≈ 2 +ÿ−3 n c n−1 :
On the other hand the minimal property of the norm of T n−2 implies
Then (14), (17) and (18) give a n = O(1=n 2 ):
Theorem 10. Let {d 0 ; d 1 } denote a coherent pair where d 0 is the Jacobi measure (1 − x) (1 + x) ÿ−1 dx on (−1; 1). Let {S n } n denote the sequence of polynomials orthogonal with respect to (16); where for n¿2 the leading coe cient of S n is equal to the leading coe cient of P A similar simpliÿcation holds for 0 ¡ Â ¡ .
