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Abstract. As VR, and AR become more popular forms of interaction with 
standalone and wearable computing systems, there is an inherent need to rede-
fine the role of haptics in virtual environments. Complex virtual environments 
require more comprehensive tactile information. For this reason, primitive tac-
tile signals currently being used in most commercial systems, need to give way 
to more precisely calibrated actuation, which is specifically designed for vari-
ous applications. In this research we have extended the “Haptic Mediation” 
concept to test and improve haptic actuation for virtual interaction by develop-
ing a Dynamic Self-sensing and Actuation Architecture (DSAA) using Auton-
omous Haptic Devices (AHD). We have developed autonomous mobile ver-
sions of small haptic devices with embedded actuators, sensors, power sources 
as well as a radio communication channel (transceiver). These haptic devices 
can be attached to any part of the body to perform sensing and actuation. Our 
testing shows that this approach can improve users’ overall experience in VR 
games and that AHDs can create reliable, perceivable actuation signals even 
when the user is actively moving around.   
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1 Introduction 
Our ability to learn and adapt, creates the basis of our interaction in new virtual envi-
ronments. However, these are limits on how much the mechanics of a virtual system 
can vary, to still be considered usable reliable and similar to the physical space. When 
an external system utilizes commonly used real world interaction techniques (i.e. door 
knob being rotated clockwise or anticlockwise to open a door), the user of the system 
is easily able to transition into this interaction paradigm, even if the environment or its 
surroundings vary considerably. Current virtual environments are now pushing the 
boundaries of what is physical and what is virtual. These environments have more 
complex and enriching 3D worlds that are governed by intricate laws of interaction, 
perhaps even slightly different from the physical world (random spawning, teleporting 
etc.). These visually enhanced 3D environments should increase user immersion but 
in some case they do not. In fact, users identify a clear disconnect [14] between the 
3D enhanced virtual and physical environments. This is because these virtual envi-
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ronments may have photo-realistic visual interfaces and 3D surround audio, but fun-
damentally come into conflict with our imagination and physical experiences due to 
the lack of meaningful haptic feedback. Thus, although users may be interacting with 
these environments directly (using their hands) or indirectly (using intermediate con-
troller), the absence and immersive haptic feedback creates the fundamental gap.  
Studies have shown that haptic feedback increases performance over visual only 
feedback in a wide range of tasks [1]. In fact, research by Cheng et al. [2] shows that 
by the addition of simple vibrotactile feedback it is possible to significantly improve 
task completion times in virtual environments. Similar research by Moehring and 
Froehlich [3] illustrates that addition of vibrotactile actuation signals with reference to 
grasping and manipulating virtual object can greatly increase system immersion. 
However, addition of haptic feedback does not always improve system interaction. As 
identified by Pawar and Steed [4], natural feedback cues are critical in creating im-
mersive environment mechanics. Moreover, delays and inconsistent force feedback 
[5] parameters can negatively impact user perception. Furthermore, large heavy teth-
ered wearable devices [6] can also reduce the immersive effect. Therefore, it is essen-
tial to provide context specific vibrotactile and kinesthetic actuation signals without 
using large heavy mechanical devices that need to be tethered to control and power 
sources for effective visualization and actuation [7].     
2 Dynamic Self-sensing and Actuation Architecture  
To achieve more complex and precise actuation signals it is important to calibrate and 
control not only the actuation signals but the actuation itself in real time. For this rea-
son, we developed a self-encompassing actuation setup. Using the Haptic Mediation 
concept [7], we developed a Dynamic Self-sensing and Actuation Architecture 
(DSAA). This architecture consists of an actuator, a battery, driving circuitry, a wire-
less transceiver and an onboard 6-axisgyroscope. The onboard gyroscope provides 
real time actuation feedback, which is needed to dynamically adjust the actuation 
signals and to over-come environmental noise. While the transceiver and battery en-
sure that the system can provide tether-less actuation yet still be controllable, if need-
ed. 
To test the DSAA and its efficiency we created two Autonomous Haptic Devices 
(AHD). To keep the size as small as possible we utilize components that would be 
useful for mobile wearable devices or addons. We utilized an 8-ohm nominal Tech-
tonic TEAX09C005-8 miniature voice coil actuator, which is optimized for electro-
dynamic transducer and has wide bandwidth and wide directivity. To drive the actua-
tor, we used an Adafruit Feather M0 Bluefruit with onboard Bluetooth Low Energy 
(BTLE) and built in USB and battery charging. Driving signal from the M0 was am-
plified using an L298N high voltage, high current dual full-bridge driver. For dynamic 
actuation and motion sensing we used the UM6 r2 ultra-miniature orientation sensor 
as it has onboard gyro, accelerometer, magnetic sensor as well as a 32-bit ARM Cor-
tex processor to compute sensor orientation up to 500 times per second. Powering the 
setup was a PKcell LP503035, 3.7v (1200mAh) Lithium polymer battery which was 
be recharged using the M0 Bluefruit main board.   
 
Fig. 1. (left to right) L298N signal amplifier, M0 Bluefruit Microcontroller with 
BTLE, UM6 r2 IMU and a LiPo battery. 
2.1 Dynamic Actuation Signals 
The two AHD devices use an onboard signal simulator which have preprogrammed 
haptic signals. These signals were designed to simulate a gunshot effect to the user. 
The signal was similar to the Immersion SDK actuation signal (Weapon_87 and 
Weapon_88), with an absolute value of 10Hz applied for 175ms. Using this as a base 
signal, we developed 6 variations of the amended signals (S_F1 to S_F6) altering the 
frequency by a measure of 20% from the base signal. This meant that the application 
signal frequency varied from 4Hz to 18Hz.  
2.2 VR System Integration  
The VR environment chosen for this research was a game, Overdrive. This is a popu-
lar shooting game that requires the player to avoid being struck by bullets and shoot 
the non-playing characters (NPCs). For the purpose of this research participants were 
instructed to not shoot at the NPCs but to simply avoid the bullets fired at them. This 
ensured that the participants did not have to use the Oculus controllers and were pro-
vided visual feedback in the game. The HMD used for VR interaction was the Oculus 
Rift (1st generation), with no onboard audio feedback. The game was powered using 
an Alienware Laptop with a GTX 1070 mobile graphics card. The haptics feedback 
was generated using the audio feedback through the laptop system. The attachment 
was such that if the user was shot in the VR environment, the auditory feedback was 
used as a trigger to send a Bluetooth signal to the AHD devices (worn on the chest 
and back). Once the AHD devices were triggered, they either provided the ‘Base ap-
plication Signals’ or a version of the ‘Amended Actuation’ depending on the experi-
ment condition and user movements detected from the onboard motion sensor.  
3 User Study  
3.1 Testing Methodology  
We conducted a basic user study with 24 student participants (10 male 14 female). 
The participants played ‘OverDrive’ using the Oculus Rift HMD without any control-
lers or audio feedback. Two AHDs were attached to the participants, one on the chest 
at the ‘Sternum’ and one at the back at on the ‘Dorsum’. There were three separate 
conditions in which the participants were asked to play the game; sitting on a rotating 
chair; standing normally and jogging in a standing position. Each condition was com-
pleted once the participants were shot 14 times, twice for every actuation signal. Once 
the participants perceived the haptic signal of being shot, they were asked to press a 
force sensitive resistive (FSR) button strapped (using a SEN-09375 ROHS sensor) to 
the palm of their dominant hand. Using this information researchers identified the 
response time and pressure & force of the response of the participants, to each feed-
back signal in the three conditions like Kim et al., [8]. After each condition the partic-
ipants were asked to specify how many times they were shot in the game. They were 
also asked to rate the 7 signals according to their perceptual force or strength and how 
pleasurable each signal was within the specific condition.    
3.2 Results and Discussion 
If we look at the time it took the users to press the FSR button on their palm (Fig. 3), 
we see that there is a clear trend for condition C between S1, S2, S3 and SB. As ex-
pected, lower frequency actuation signals took longer to be recognized by the users in 
condition C. Moreover, we see the same trend with amount of force by which the 
participants press the button, where lower frequency signals were followed by greater 
force presses of the FSR button, however, this trend evens out for the higher frequen-
cy actuation signals for all three conditions. Results also show that participants’ re-
sponse times did not vary through the seven actuation signals and the remaining two 
conditions (A & B). This would suggest that the participants’ response times and 
force applied to the button were not affected by the variations in frequency between 
the tested actuation signals, either positively or negatively, but by the jogging condi-
tion (C).   
    
Fig. 3. Time taken to press the FSR button 
for all 3 conditions.  
Fig. 4. Average force applied to the 
FSR button for all 3 conditions.  
More interestingly when comparing the results of the recorded errors across the three 
conditions and seven actuation signals (Fig. 5), we see that the errors were much 
higher for condition C overall and specifically for signals with lower frequencies. 
This meant that the users either did not sense the applied signal or the signal was so 
weak that they did not identify it w.r.t the ‘shooting event’ in the VR environment. 
Moreover, if we compare the recorded errors with the participants perceived error 
rate, we see that on average the participants felt they performed more poorly than 
recorded. In fact, this can be seen throughout the results of condition C, which points 
to the fact that participants were unsure of the signal while jogging and felt the haptic 
feedback was unreliable.    
  
Fig. 5. Average number of recorded errors (left) compared to perceived errors 
(right) while pressing the FSR button for all 3 conditions.  
Looking at the perceived sensitivity of the actuation signals over the three condition, 
we can again see from the result (Fig. 6) that lower frequency signals were felt less 
sensibly as a whole, specifically in condition C. On the other hand, pleasantness re-
sults suggest that user perceived the lower frequency signals to be felt more pleasant 
yet less sensible in different conditions. This trend is visible for all three conditions, 
however the variations for condition A and B is greater than for condition C for the 
same signals. This would mean that once the applied signal was sensible, the users 
preferred the lower frequency feedbacks over the higher frequency signal.   
  
Fig. 6. Average Sensitivity rating for each ap-
plied signal over the 3 conditions. 
Fig. 7. Average Pleasantness rating for each 
applied signal over the 3 conditions. 
4 Conclusions 
In this research we have extended the dynamic haptic mediation technique to test and 
improve haptic feedback for virtual interaction by developing a Dynamic Self-sensing 
and Actuation Architecture (DSAA) using Autonomous Haptic Devices (AHD). In-
stead of using traditional techniques of having a single actuation signal for a VR 
based interaction event the AHDs can provide a larger scope of actuation signals de-
pending on the environmental noise or movement of the user.  To test the AHDs, we 
conducted a user study with 24 participants who played “OverDrive”, a VR game 
using the Oculus Rift headset. Once the AHDs recognized that the participants were 
moving around the frequency of haptic feedback provided to the participants was 
adjusted according to their movements. Results demonstrate that dynamic haptic me-
diation improved the users’ overall experience in the VR game and created a larger 
scope of haptic actuation rather than what is possible using current techniques. AHDs 
enhanced the actuation signal and increased the area of sensibility when the partici-
pants were actively moving around. Moreover, the variation of the signal did not cre-
ate any adverse effects and ensured that when needed, the users could be provided the 
most pleasant actuation signal as possible. Similarly, in haptically noisy environ-
ments, the AHDs can provide a slightly altered signal to increase perceptual strength 
and reliability of the haptic feedback. Furthermore, this technique can filter out fringe 
frequencies generated by environmental vibration-noise (movement) and reduce the 
audio-component of the attached actuators. In our future research, we plan to explore 
how it may be possible to combine multiple AHDs over a range of actuation signals 
within a complex haptic stimulus yet keeping the signal perceptual integrity [7].  
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