On the solution of n-dimensional and the Fourier Bessel transform of the operator ⊗Bk  by Satsanit, Wanchak
Computers and Mathematics with Applications 61 (2011) 3105–3116
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
On the solution of n-dimensional and the Fourier Bessel transform of the
operator⊗kB
Wanchak Satsanit
Department of Mathematics, Faculty of Science, Maejo University, Chiang Mai, 50290, Thailand
a r t i c l e i n f o
Article history:
Received 17 July 2010
Received in revised form 30 March 2011
Accepted 30 March 2011
Keywords:
Fourier–Bessel transform
Tempered distribution
Diamond operator
a b s t r a c t
In this paper, we consider the solution of equation
⊗kB u(x) =
m−
r=0
cr ⊗rB δ
where⊗kB is the otimes operator iterated k times and is defined by
⊗kB =
 p−
i=1
Bxi
3
−

p+q−
j=p+1
Bxi
3k ,
where p + q = n, Bxi = ∂
2
∂x2i
+ 2vixi ∂∂xi , 2vi = 2αi + 1, αi > − 12 , i = 1, 2, 3, . . . , n and n is
the dimension of theR+n , and k = 0, 1, 2, 3, . . . , cr is a constant. It was found that the type
of the solution of this equation, such as the ordinary functions, the tempered distributions
and the singular distributions, depend on the relationship between the values of k and m.
After that we study the Fourier Bessel transform of the elementary solution of the operator
⊗kB and also the Fourier Bessel transform of their convolution.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The operatork has been first by Kananthai (see [1]) and is named as theDiamond operator iterated k times and is defined
by
k =
 p−
i=1
∂2
∂x2i
2
−

p+q−
j=p+1
∂2
∂x2j
2k , p+ q = n. (1.1)
n is the dimension of the space Rn, for x = (x1, x2, . . . , xn) ∈ Rn and k is a nonnegative integer. The operator k can be
expressed in the form
k = △k k = k△k (1.2)
where△k is the Laplacian operator iterated k-times, is defined by
△k =

∂2
∂x21
+ ∂
2
∂x22
+ · · · + ∂
2
∂x2n
k
(1.3)
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and k is the Ultra-hyperbolic operator iterated k-times is defined by
k =

∂2
∂x21
+ ∂
2
∂x22
+ · · · + ∂
2
∂x2p
− ∂
2
∂x2p+1
− ∂
2
∂x2p+2
− · · · − ∂
2
∂x2p+q
k
. (1.4)
Kananthai (see [1]) has shown that the solution of the convolution form u(x) = (−1)kRe2k(x) ∗ RH2k(x) is a unique
elementary solution of the operator k, that is
k (−1)kRe2k(x) ∗ RH2k(υ) = δ (1.5)
where Re2k(x) is defined by
Reα(x) =
|x|α−n
Wn(α)
, (1.6)
and
Wn(α) = π
n
2 2αΓ

α
2

Γ
 n−α
2
 (1.7)
and the function RHα (υ) is defined by
RHα (υ) =
 υ
α−n
2
Kn(α)
, for x ∈ Γ+,
0, for x ∉ Γ+,
(1.8)
where υ = x21 + x22 + · · · − x2p+1 − x2p+2 − · · · − x2p+q and the constant Kn(α) is given by the formula
Kn(α) = π
n−1
2 Γ
 2+α−n
2

Γ
 1−α
2

Γ (α)
Γ
 2+α−p
2

Γ
 p−α
2
 . (1.9)
The function RHα (υ) is called the Ultra-hyperbolic kernel of Marcel Riesz and was introduced by Nozaki (see [2, p. 72]).
Next, Satsanit has been first introduced the⊗k operator (see [3]) and is defined by
⊗k =
 p−
i=1
∂2
∂x2i
3
−

p+q−
j=p+1
∂2
∂x2j
3k
=

p−
i=1
∂2
∂x2i
−
p+q−
j=p+1
∂2
∂x2j
k  p−
i=1
∂2
∂x2i
2
+

p−
i=1
∂2
∂x2i

·

p+q−
j=p+1
∂2
∂x2j

+

p+q−
j=p+1
∂2
∂x2j
2k
= k

△2−1
4
(△+ )(△− )
k
=

3
4
 △ + 1
4
3
k
(1.10)
where ,△ and  are defined by (1.1), (1.3) and (1.4) with k = 1 respectively.
And Satsanit (see [3]) has shown that the solution of the convolution form
u(x) = RH6k(υ) ∗ (−1)2kRe4k(x) ∗ C∗k(x)∗−1
is a unique elementary solution of the operator⊗kwhere RH6k(υ) is defined by (1.8) with α = 6k, Re4k(x) is defined by (1.6)
with α = 4k and C(x) is defined by
C(x) = 3
4
RH4 (υ)+
1
4
(−1)2Re4(x).
Furthermore, Yildirim et al. (see [4]) first introduced the Bessel diamond operator kB iterated k-times, defined by
kB =
 p−
i=1
Bxi
2
−

p+q−
j=p+1
Bxj
2k , (1.11)
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where Bxi = ∂
2
∂x2i
+ 2υixi ∂∂xi , 2υi = 2αi + 1, αi > − 12 , xi > 0. The operator kB can be expressed by kB = △kB kB = kB△kB,
where
△kB =

p−
i=1
Bxi
k
and kB =

p−
i=1
Bxi −
p+q−
j=p+1
Bxj
k
. (1.12)
And, Yildirim et al. (see [5]) has shown that the solution of the convolution form u(x) = (−1)kS2k(x) ∗ R2k(x) is a unique
elementary solution of kB that is
kB((−1)kS2k(x) ∗ R2k(x)) = δ (1.13)
where S2k(x) and R2k(x) are defined by (2.1) and (2.2) with α = γ = 2k respectively.
The shift operator according to the law (see [6]) remark that this shift operator connected to the Bessel differential
operator.
T yx ϕ(x) = C∗v
∫ π
0
· · ·
∫ π
0
ϕ(

x21 + y21 − 2x1y1 cos θ1, . . . ,

x2n + y2n − 2xnyn cos θn)

n∏
i=1
sin2vi−1 θi

dθ1 · · · dθn
where x, y ∈ R+n , C∗v =
∏n
i=1
Γ (vi+1)
Γ

1
2

Γ (vi)
. We remark that this shift operator is closely connected to the Bessel differential
operator (see [6])
d2U
dx2
+ 2v
x
dU
dx
= d
2U
dy2
+ 2v
y
dU
dy
U(x, 0) = f (x), Uy(x, 0) = 0.
The convolution operator determined by the T y is as follows:
(f ∗ ϕ)(y) =
∫
R+n
f (y)T yx ϕ(x)

n∏
i=1
y2vii

dy. (1.14)
Convolution (1.14) is known as a B-convolution. We note the following properties of the B-convolution and the generalized
shift operator.
(1) T yx .1 = 1.
(2) T 0x .f (x) = f (x).
(3) If f (x), g(x) ∈ C(R+n ), g(x) is a bounded function for all x > 0 and∫ ∞
0
|f (x)|

n∏
i=1
x2vii

dx <∞ then
∫
R+n
T yx f (x)g(y)

n∏
i=1
y2vii

dy =
∫
R+n
f (y)T yx g(x)

n∏
i=1
y2vii

dy.
(4) From (3), we have the following equality for g(x) = 1: R+n T yx f (x) ∏ni=1 y2vii  dy = R+n f (y) ∏ni=1 y2vii  dy.
(5) (f ∗ g)(x) = (g ∗ f )(x).
The Fourier–Bessel transformation and its inverse transformation are defined as follows
(FBf ) (x) = Cv
∫
R+n
f (y)

n∏
i=1
J
vi− 12 (xiyi) y
2υi
i

dy, (1.15)

F−1B f

(x) = (FBf ) (−x), Cv =

n∏
i=1
2υi−
1
2Γ

υi + 12
−1
, (1.16)
where J
vi− 12 (xi, yi) is the normalized Bessel function which is the eigenfunction of the Bessel differential operator. The
following equalities for Fourier–Bessel transformation are true (see [7–9])
FBδ(x) = 1 (1.17)
FB (f ∗ g) (x) = FBf (x).FBg(x). (1.18)
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Now, the purpose of this paper, we are finding the solution of the equation
⊗kB u(x) =
m−
r=0
cr ⊗rB δ, (1.19)
where the⊗kB operator is defined by
⊗kB =
 p−
i=1
Bxi
3
−

p+q−
j=p+1
Bxj
3k
=

p−
i=1
Bxi −
p+q−
j=p+1
Bxj
k  p−
i=1
Bxi
2
+

p−
i=1
Bxi

·

p+q−
j=p+1
Bxj

+

p+q−
j=p+1
Bxj
2k
= kB

△2B−
1
4
(△B+B)(△B−B)
k
=

3
4
B△B+14
3
B
k
(1.20)
and B,△B and B are defined by (1.11) and (1.12) with k = 1 respectively. In finding the solution of (1.19), we use
the method of B-convolutions of the generalized function. It is found that the type of solution (1.19) that depend on the
relationship between the values of k andm are as the following cases:
(1) Ifm < k andm = 0, then (1.19) has the solution
u(x) = c0(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1)
which is an elementary solution of the ⊗kB operator in Theorem 3.1, is the ordinary function for 4k ≥ n + 2|υ| and
6k ≥ n+ 2|υ|, and is a tempered distribution for 4k < n+ 2|υ| and 6k < n+ 2|υ|.
(2) If 0 < m < k then the solution of (1.19) is
u(x) =
m−
r=1
cr(((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1)
which is an ordinary function for 4k − 4r ≥ n + 2|υ| and 6k − 6r ≥ n + 2|υ| and is tempered distribution for
4k− 4r < n+ 2|υ| and 6k− 6r < n+ 2|υ|.
(3) Ifm ≥ k and suppose k ≤ m ≤ M , then (1.19) has the solution
u(x) =
M−
r=k
cr ⊗r−kB δ
which is only the singular distribution.
Before going that point, the following definitions and some concepts are needed.
2. Preliminaries
Definition 2.1. Let x = (x1, x2, . . . , xn), ν = (ν1, ν2, . . . , νn) ∈ R+n . For any complex number α, we define the function
Sα(x) by
Sα(x) =
2n+2|ν|−2αΓ

n+2|ν|−α
2

|x|α−n−2|ν|
n∏
i=1
2νi−
1
2Γ

νi + 12
 . (2.1)
Definition 2.2. Let x = (x1, x2, . . . , xn), ν = (ν1, ν2, . . . , νn) ∈ R+n , and denote by V = x21 + x22 + · · · + x2p − x2p+1 − x2p+2 −
· · · − x2p+q the nondegenerated quadratic form. Denote the interior of the forward cone by Γ+ = {x ∈ R+n : x1 > 0, x2 >
0, . . . , xn > 0, V > 0}. The function Rγ (x) is defined by
Rγ (x) = V
γ−n−2|ν|
2
Kn(γ )
(2.2)
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where
Kn(γ ) =
π
n+2|ν|−1
2 Γ

2+γ−n−2|ν|
2

Γ

1−γ
2

Γ (γ )
Γ

2+γ−p−2|ν|
2

Γ

p−2|ν|−γ
2
 ,
and γ is a complex number.
Lemma 2.1. Given the equation△kB u(x) = δ(x) for x ∈ R+n , where△kB is defined by (1.5). Then
u(x) = (−1)kS2k(x)
where S2k(x) is defined by (2.1), with α = 2k.
We obtain (−1)kS2k(x) is an elementary solution of the operator △kB.That is
△kB(−1)kS2k(x) = δ(x). (2.3)
Proof. (See [4, p. 379]). 
Lemma 2.2. Given the equation kBu(x) = δ(x) for x ∈ R+n , where kB is defined by (1.5). Then
u(x) = R2k(x)
where R2k(x) is defined by (2.2), with γ = 2k.
We obtain R2k(x) is an elementary solution of the operator kB.That is
kBR2k(x) = δ(x). (2.4)
Proof. (See [4, p. 379]). 
Lemma 2.3. Let Sα(x) and Rβ(x) be the function defined by (2.1) and (2.2) respectively.Then
Sα(x) ∗ Sβ(x) = Sα+β(x)
and
Rβ(x) ∗ Rα(x) = Rβ+α(x)
where α and β are a positive even number.
Proof. (See [5, p. 380]), (See [10,11]). 
Lemma 2.4. The function Rα(x) and Sα(x) are defined by (2.1) and (2.2) respectively, Re(α), are homogeneous distribution of
order α − n− 2|υ| and also a tempered distribution.
Proof. Since Rα(x) and Sα(x) satisfy the Euler equation,that is
(α − n− 2|υ|)Rα(x) =
n−
i=1
xi
∂
∂xi
Rα(x)
and
(α − n− 2|υ|)Sα(x) =
n−
i=1
xi
∂
∂xi
Sα(x).
We have Rα(x) and Sα(x) are homogeneous distributions of order α − n − 2|υ| and Donoghue (see [12, pp. 154–155]) has
proved the every homogeneous distribution is a tempered distribution. That complete the proof. 
Lemma 2.5 (The Convolution of Tempered Distribution). The convolution Rα(x) ∗ Sα(x) exists and is a tempered distribution.
Proof. Choose supp Rα(x) = K ⊂ Γ+ where K is a compact set. The Rα(x) is a tempered distribution with compact support
and by Donoghue (see [12, pp. 156–159]) Rα(x) ∗ Sα(x) exists and is a tempered distribution. 
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Lemma 2.6 (Fourier Bessel Transform of kB Operator).
FBkBu(x) = (−1)kV k1 (x)FBu(x),
where
V k1 (x) =

p−
i=1
x2i −
p+q−
j=p+1
x2j
k
.
Proof. (See [13]). 
Lemma 2.7 (Fourier Bessel Transform of△kB Operator).
FB△kB u(x) = (−1)k‖x‖2kFBu(x)
where
‖x‖2k = x21 + x22 + · · · + x2nk .
Proof. (See [13]). 
Lemma 2.8 (The Fourier–Bessel Transform of⊗kB δ). Let ‖x‖ =

x21 + x22 + · · · + x2n
 1
2 for x ∈ R+n . Then
|F ⊗k δ| ≤ M‖x‖6k,
where M is a constant. That is, F ⊗kB δ is bounded and continuous on the space S ′ of the tempered distribution. Moreover, by the
inverse Fourier–Bessel transformation, we obtain
⊗k δ = Cv(−1)kF −1(−1)3k

x21 + x22 + · · · + x2p
3 − x2p+1 + x2p+2 + · · · + x2p+q3k . (2.5)
Proof. From the Fourier–Bessel transform we have
FB⊗kB δ(x) = Cv
∫
R+n

kBδ(y)
  n∏
i=1
J
vi− 12 (xi, yi) y
2υi
i

dy
= Cv
∫
R+n
kB

3
4
△2B+
1
4
2B
k
δ(y)

n∏
i=1
J
vi− 12 (xi, yi) y
2υi
i

dy
= Cv
∫
R+n

3
4
△2B+
1
4
2B
k
g(y)

n∏
i=1
J
vi− 12 (xi, yi) y
2υi
i

dy, g(y) = kBδ(y)
= FB

3
4
△2B+
1
4
2B
k
g

(x).
By Lemmas 2.6 and 2.7 we have
FB

3
4
△2B+
1
4
2B
k
g

(x) =

3
4
(x21 + · · · + x2n)2 +
1
4
((x21 + · · · + x2p)− (x2p+1 + · · · + x2p+q))2
k
FBg(x)
= ((x21 + · · · + x2p)2 + (x21 + · · · + x2p)(x2p+1 + · · · + x2p+q)
+ (x2p+1 + · · · + x2p+q)2)kFBg(x).
So we obtain
FB⊗kB δ(x) = ((x21 + · · · + x2p)2 + (x21 + · · · + x2p)(x2p+1 + · · · + x2p+q)+ (x2p+1 + · · · + x2p+q)2)kFBkBδ(x).
By Lemma 2.6 again we have following equality
FBkBδ(x) = Cv(−1)k

x21 + x22 + · · · + x2p − x2p+1 − · · · − x2p+q
k
FBδ(x).
Since FBδ(x) = 1, we can write
FB⊗kB δ(x) = Cv((x21 + · · · + x2p)2 + (x21 + · · · + x2p).(x2p+1 + · · · + x2p+q)+ (x2p+1 + · · · + x2p+q)2)k
× (−1)k(x21 + x22 + · · · + x2p − x2p+1 − · · · − x2p+q)k.
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Thus from the above equation we obtain
FB⊗kB δ(x) = Cv(−1)k

x21 + x22 + · · · + x2p
3 − x2p+1 + · · · + x2p+q3k .
Then there is the following inequality:,
|F ⊗kB δ| = Cv
x21 + x22 + · · · + x2p3 − x2p+1 + x2p+2 + · · · + x2p+q3k
≤ Cv
x21 + · · · + x2nk x21 + · · · + x2n2 + x21 + · · · + x2n2 + x21 + · · · + x2n2k
≤ Cv‖x‖6k.
ThereforeF kB is bounded and continuous on the space S
′ of the tempered distribution. SinceF kB is a 1−1 transformation
from the space S′ of the tempered distribution to the real space R+n , there is the following equation
⊗kB δ = Cv(−1)kF −1

x21 + x22 + · · · + x2p
3 − x2p+1 + x2p+2 + · · · + x2p+q3k .
That completes the proof. 
3. Main results
Theorem 3.1. Given the equation
⊗kB G(x) = δ(x) (3.1)
then
G(x) = (−1)2kS4k(x) ∗ R6k(x) ∗ C∗k(x)∗−1 (3.2)
is a Green function for the operator ⊗kB iterated k-times where⊗kB is defined by (1.6), and
C(x) = 3
4
R4(x)+ 14 (−1)
2S4(x). (3.3)
C∗k(x) denotes the convolution of S itself k-times,

C∗k(x)
∗−1 denotes the inverse of C∗k(x) in the convolution algebra. Moreover
G(x) is a tempered distribution.
Proof. From (3.1), we have
⊗kB G(x) =

3
4
B△B+14
3
B
k
G(x) = δ(x)
or we can write
3
4
B△B+14
3
B

3
4
B△B+14
3
B
k−1
G(x) = δ(x).
Convolving both sides of the above equation by R6(x) ∗ (−1)2S4(x),
3
4
B△B+14
3
B

∗ R6(x) ∗ (−1)2S4(x) 34 B△B+143B
k−1
G(x) = δ(x) ∗ R6(x) ∗ (−1)2S4(x).
By properties of convolution
3
4
B (R2(x)) ∗ △2B

(−1)2S4(x)
 ∗ R4(x)+ 143BR6(x) ∗ (−1)2S4(x)

∗

3
4
B△B+14
3
B
k−1
G(x)
= δ(x) ∗ R6(x) ∗ (−1)2S4(x).
By (2.3) and (2.4), we obtain
3
4
δ ∗ δ ∗ R4(x)+ 14δ ∗ (−1)
2S4(x)

.

3
4
B△B+14
3
B
k−1
G(x) = R6(x) ∗ (−1)2S4(x).
Thus
3
4
R4(x)+ 14 (−1)
2S4(x)

3
4
B△B+14
3
B
k−1
G(x) = R6(x) ∗ (−1)2S4(x) (3.4)
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keeping on convolving both sides of the above equation by R6(x) ∗ (−1)2S4(x) up to k− 1 times, we obtain
C∗k(x) ∗ G(x) = R6(x) ∗ (−1)2S4(x)∗k (3.5)
the symbol ∗k denotes the convolution of itself k-times. By properties of Rα(x) (see Lemma 2.3), we have
R6(x) ∗ (−1)2S4(x)
∗k = R6k(x) ∗ (−1)2kS4k(x).
Thus, (3.5) becomes
C∗k(x) ∗ G(x) = (−1)2kS4k(x) ∗ R6k(x). (3.6)
Now, consider the function C∗k(x), since (−1)2S4(x) ∗ R6(x) is a tempered distribution. Thus C(x) defined by (3.3) is a
tempered distribution, we obtain C∗k(x) is a tempered distribution. Now, (−1)2kS4k(x) ∗ R6k(x) ∈ S′, the space of tempered
distribution. Choose S′ ⊂ D ′R whereD ′R is the right-side distribution which is a subspace ofD ′ of distribution.
Thus (−1)2kS4k(x) ∗ R6k(x) ∈ D ′R . It follow that (−1)2kS4k(x) ∗ R6k(x) is an element of convolution algebra, sinceD ′R is a
convolution algebra. Hence by the method of Zemanian (see [14]), the Eq. (3.6) has a unique solution
G(x) = ((−1)2kS4k(x) ∗ R6k(x)) ∗

C∗k(x)
∗−1
(3.7)
where

C∗k(x)
∗−1 is an inverse of C∗k(x) in the convolution algebra,G(x) is called theGreen function of the operator⊗kB Since
(−1)2kS4k(x)∗R6k(x) and

C∗k(x)
∗−1 are tempereddistribution, thenbyDonoghue (see [12, p. 152]) (−1)2kS4k(x) ∗ R6k(x)∗
C∗k(x)
∗−1 is a tempered distribution. It follows that G(x) is a tempered distribution. 
Theorem 3.2. For 0 < r < k
⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = (((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1) (3.8)
and for k ≤ m
⊗mB (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = ⊗m−kB δ. (3.9)
Proof. For 0 < r < k, from theorem (3.1),
⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = δ.
Thus,
⊗k−rB ⊗rB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = δ
or
⊗k−rB δ ∗ ⊗rB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = δ.
Convolving both sides by (((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1), we obtain
⊗k−rB (((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1) ∗ ⊗rB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1)
= (((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1) ∗ δ.
By Theorem 3.1,
δ ∗ ⊗rB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = (((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1) ∗ δ.
It follows that
⊗rB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = (((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1)
as required. For k ≤ m
⊗mB (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = ⊗m−kB ⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1).
It follows that
⊗mB (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = ⊗m−kB δ
by Theorem 3.1. That completes the proof. 
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Theorem 3.3. Given the linear differential equation
⊗kB u(x) =
m−
r=0
cr ⊗rB δ (3.10)
where the operator ⊗kB is defined by
⊗kB =
 p−
i=1
∂2
∂x2i
3
−

p+q−
j=p+1
∂2
∂x2j
3k
p+ q = n, n is an odd with p odd and q even, or n is an even with p odd and q odd, x ∈ R+n , the n dimensional Euclidian space, cr
is a constant, δ is the Dirac-delta distribution and⊗0B δ = δ.
Then the type of solution (3.10) that depend on the relationship between the values of k and m are as the following cases:
(1) If m < k and m = 0, then (3.10) has the solution
u(x) = c0(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1)
which is an elementary solution of the ⊗kB operator in Theorem 3.1, is the ordinary function for 4k ≥ n + 2|υ| and
6k ≥ n+ 2|υ|, and is a tempered distribution for 4k < n+ 2|υ| and 6k < n+ 2|υ|.
(2) If 0 < m < k then the solution of (3.10) is
u(x) =
m−
r=1
cr(((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1)
which is an ordinary function for 4k − 4r ≥ n + 2|υ| and 6k − 6r ≥ n + 2|υ| and is a tempered distribution for
4k− 4r < n+ 2|υ| and 6k− 6r < n+ 2|υ|.
(3) If m ≥ k and suppose k ≤ m ≤ M, then (3.10) has the solution
u(x) =
M−
r=k
cr ⊗r−kB δ
which is only the singular distribution.
Proof. (1) Form = 0, we have⊗kB u(x) = c0δ, and by Theorem 3.1 we obtain
u(x) = (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1).
Now, (−1)2kS4k(x) and R6k(x) are the analytic function for 4k ≥ n + 2|υ| and 6k ≥ n + 2|υ| and also (−1)2kS4k(x) ∗
R6k(x)∗ (C∗k(x))−1 exists and is an analytic function by (3.2). It follows that (−1)2kS4k(x)∗ R6k(x)∗ (C∗k(x))−1 is an ordinary
function for 4k ≥ n + 2|υ| and 6k ≥ n + 2|υ|. By Lemma 2.1 with α = 4k, (−1)2kS4k(x) and with α = 6k, R6k(x) are
tempered distribution with 4k < n + 2|υ| and 6k < n + 2|υ|, we obtain (−1)2kS4k(x) ∗ R6k(x) ∗ (C∗k(x))−1 exists and is a
tempered distribution.
(2) For the case 0 < m < k, we have
⊗kB u(x) = c1⊗B δ + c2⊗2B δ + · · · + cm⊗mB δ.
We convolved both sides of the above equation by (−1)2kS4k(x) ∗ R6k(x) ∗ (C∗k(x))−1, we obtain
⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))−1) ∗ u(x) = c1⊗B(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))−1)
+ c2⊗2B(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))−1)
+ · · · + cm⊗mB (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))−1).
By Theorems 3.1 and 3.2, we obtain
u(x) = c1(((−1)2(k−1)S4(k−1)(x) ∗ R6(k−1)(x)) ∗ (C∗(k−1)(x))∗−1)
+ c2(((−1)2(k−2)S4(k−2)(x) ∗ R6(k−2)(x)) ∗ (C∗(k−2)(x))∗−1)
+ · · · + cm(((−1)2(k−m)S4(k−m)(x) ∗ R6(k−m)(x)) ∗ (C∗(k−m)(x))∗−1)
or
u(x) =
m−
r=1
cr(((−1)2(k−r)S4(k−r)(x) ∗ R6(k−r)(x)) ∗ (C∗(k−r)(x))∗−1).
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Similarly, as in the case(1), u(x) is an ordinary function for 4k − 4r ≥ n + 2|υ| and 6k − 6r ≥ n + 2|υ| and is a tempered
distribution for 4k− 4r < n+ 2|υ| and 6k− 6r < n+ 2|υ|.
(3) For the casem ≥ k and suppose k ≤ m ≤ M , we have
⊗kB u(x) = ck⊗kB δ + ck+1⊗k+1B δ + · · · + cM ⊗MB δ.
We convolved both sides of the above equation by (−1)2kS4k(x) ∗ R6k(x) ∗ (C ∗ k(x))∗−1, we obtain
⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) ∗ u(x) = ck⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))−1)
+ ck+1⊗k+1B (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1)
+ · · · + cM ⊗MB (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1).
By Theorems 3.1 and 3.2 again, we obtain
u(x) = ckδ + ck+1⊗B δ + ck+2⊗2B δ + · · · + cM ⊗M−kB δ
=
M−
r=k
cr ⊗r−kB δ.
Since⊗r−kB δ is a singular distribution, hence u(x) is only the singular distribution. That completes the proofs. 
Theorem 3.4.
FB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = Cv[(x21 + x22 + · · · + x2p)3 − (x2p+1 + x2p+2 + · · · + x2p+q)3]k
and
|FB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1)| ≤ CvM for a large xi ∈ R+, (3.11)
where M is a constant. That is FB is bounded and continuous on the space S ′ of the tempered distributions.
Proof. By Theorem 3.1, we have
⊗kB(((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = δ(x)
or
(⊗kB δ) ∗ (((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1) = δ(x).
If we applied the Fourier–Bessel transform on both sides of the above equation, we obtain
FB((⊗kB δ) ∗ [((−1)2kS4k(x) ∗ RH6k(x)∗) ∗ (C∗k(x))∗−1]) = FBδ,
Cv

((⊗kB δ) ∗ [((−1)2kS4k(x) ∗ R6k(x)∗) ∗ (C∗k(x))∗−1]),
n∏
i=1
J
vi− 12 (xi, yi)y
2υi
i

= Cv.
By the properties of B-convolution
Cv

(⊗kB δ),

[((−1)2kS4k ∗ R6k(x)) ∗ (C∗k(x))∗−1],
n∏
i=1
J
vi− 12 (xi, yi)y
2υi
i
n∏
i=1
J
vi− 12 (xi, yi)y
2υi
i

= Cv,
Cv

[((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1],
n∏
i=1
J
vi− 12 (xi, yi)y
2υi
i

×

(⊗kB δ),
n∏
i=1
J
vi− 12 (xi, yi) y
2υi
i

= Cv,
FB[((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1] 1Cv F (⊗
k
B δ) = Cv.
By Lemma 2.8,
FB[(⊗kB δ) ∗ ((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1]
× (−1)k[(x21 + x22 + · · · + x2p)3 − (x2p+1 + x2p+2 + · · · + x2p+q)3]k = Cv.
It follows that
FB([((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1]) = Cv
(−1)k[(x21 + x22 + · · · + x2p)3 − (x2p+1 + x2p+2 + · · · + x2p+q)3]k
,
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and
1
(x21 + · · · + x2p)3 − (x2p+1 + · · · + x2p+q)3
= 1
(x21 + · · · + x2p − x2p+1 − · · · − x2p+q)
× 1
((x21 + · · · + x2p)2 + (x21 + · · · + x2p).(x2p+1 + · · · + x2p+q)+ (x2p+1 + · · · + x2p+q)2)k
. (3.12)
Let x = (x1, x2, . . . , xn) ∈ Γ+ with Γ+ defined by Definition 2.2. Then (x21 + · · · + x2p − x2p+1 − · · · − x2p+q) > 0 and for a
large k, the right-hand side of (3.12) tend to zero. It follows that it is bounded by a positive constantM say, that is we obtain
(3.12) as required and also by (3.11) F is continuous on the space S ′ of the tempered distribution. 
Theorem 3.5.
F ([((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1] ∗ [((−1)2mS4m(x) ∗ R6m(x)) ∗ (C∗m(x))∗−1])
= Cv[(x21 + x22 + · · · + x2p)3 − (x2p+1 + x2p+2 + · · · + x2p+q)3]k+m
,
where k and m are nonnegative integer and F is bounded and continuous on the space S ′ of the tempered distribution.
Proof. Since R6k(x), S4k(x) and C∗k(x) are tempered distribution with compact support, we have
([((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1]) ∗ ([((−1)2mS4m(x) ∗ R6m(x)) ∗ (C∗m(x))∗−1])
= ((1)2k+2mS4k(x) ∗ S4m(x)) ∗ (R6k(x) ∗ R6m(x)) ∗ (C∗k(x))∗−1 ∗ ((C∗m(x))∗−1)
= ((−1)2(k+m)S4(k+m)(x) ∗ R6(k+m)(x)) ∗ (C∗(k+m)(x))∗−1
by (see [14, pp. 156–159]) and (see [2, Lemma 2.5]). Taking the Fourier transform on both sides and using Theorem 3.4, we
obtain
FB[((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x)∗−1)] ∗ ([((−1)2mS4m(x) ∗ R6m(x)) ∗ (C∗m(x))∗−1])
= Cv
(−1)k+m[(x21 + x22 + · · · + x2p)3 − (x2p+1 + x2p+2 + · · · + x2p+q)3]k+m
= 1
Cv
Cv
(−1)k[(x21 + x22 + · · · + x2p)3 − (x2p+1 + x2p+2 + · · · + x2p+q)3]k
× Cv
(−1)m[(x21 + · · · + x2p)3 − (x2p+1 + · · · + x2p+q)3]m
= 1
Cv
FB([((−1)2kS4k(x) ∗ R6k(x)) ∗ (C∗k(x))∗−1])FB([((−1)2mS4m(x) ∗ R6m(x)) ∗ (C∗m(x))∗−1]).
Since ((−1)2(k+m)S4(k+m) ∗ R6(k+m)(x)) ∗ (C∗(k+m)(x))∗−1 ∈ S ′, the space of tempered distribution and by Theorem 3.4, we
obtain that FB is bounded and continuous on S ′. 
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