also denote 'm and I by I; the context making the choice Abstract-A statistical decision approach to the recognition of connected digits is described in this paper. The method can be either speaker dependent (i.e., each new speaker must first train the system on representative digit strings before he can successfully use the system) or speaker independent. Multiple repetitions of each digit
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(spoken in connected strings) are used in the training sequence. Repetitions of the same digit are combined by linearly warping the individual reference patterns to the speakers' average length for the digit. Statistics of the mean and covariance of the recognition parameters between repetitions of the same digit are computed and are used in the recognition phase of the system.
Once a spoken digit string has been segmented, the recognition of each digit within the string is achieved using a distance measure based on an expanded form of the principle of minimum residual error. In cases where a great deal of coatticulation can be anticipated between adjacent digits (i.e., between digits bounded by voiced regions) a second distance metric is employed. This metric includes both the effects of the analysis estimation error and the effects of coarticulation. The analysis parameters used in this system are the linear prediction coefficients (LPC's) of a 10-pole LPC analysis. For stability purposes, the linear predictive coding (LPC) coefficients axe converted to parcor or reflection coefficients prior to the linear warping, and then the warped parcor coefficients are converted back to LPC coefficients for recognition purposes. The recognition system was tested on six speakers in the speaker-dependent mode with recognition accuracies of from 97 to 100 percent. It was also tested with 10 new speakers in the speaker-independent mode, with a digit recognition accuracy of 95 percent.
I. INTRODUCTION p
REVIOUS research in the area of digit recognition has generally concerned itself with the recognition of isolated digits [l]- [3] . Recently Rabiner and Sambur investigated a speaker-independent, connected digit recognition system [4] -One of the main features of this system was a highly reliable method of digit segmentation which isolated the individual digits in the string. However, the recognition algorithm used in this study (a parallel processing decision tree logic structure) was unable to achieve recognition accuracies higher than about 87-9 1 percent. One reason for the low scores was the high variability of the recognition features across both speakers and repetitions of each digit. Additionally, a significant degree of digit coarticulation existed for certain digits, e.g., 1, 8, and 9 when preceded by a digit ending in a voiced sound.
In this paper we present a new approach to the recognition of connected d1gits. The method used is a statistical pattern recognition approach which can be applied in either a speakerdependent or speaker-independent mode. This system builds on earlier work in that it uses both the endpoint location method of Rabiner and Sámbur [5] , as well as the digit segmentation algorithm discussed in [4] . However, the recognition strategy is based on a distance measure which specifies the distance between the test digit (the one to be recognized) and stored reference patterns for each of the 10 digits. The manner in which the stored reference patterns are obtained, as well as the way in which different distance measures are used are among the issues to be discussed in this paper. Fig. 1 shows a block diagram of the overall recognition system. The utterance (consisting of a string of three digits) is first analyzed to find the endpoints, and to give a voiceunvoiced-silence contour of the utterance [6] . The digit string is then segmented into individual digits by using the voiced-unvoiced contour and some additional energy information. For each segmented digit, the voicing region is analyzed using a 10-pole LPC formulation during each nonoverlapping 10-ms frame. The parameters used for recognition are the 10 linear predictive coding (LPC) coefficients in each frame and the duration of the voiced region of the segmented digit.
II. OVERVIEW OF THE RECOGNITION SYSTEM
In order to use the recognition system, the digit reference files must first be created. Fig. 2 shows a flow diagram of how the training is done. The user has to specify both the reference digit and its voiced region. (The automatic voiced-unvoicedsilence algorithm provides this information directly to the user.) For each frame in the voiced region of the digit, the LPC coefficients are converted to parcor or reflection coefficients1 which are then linearly warped2 to a precomputed average digit length. The precomputed average digit length is either the average duration of the digit for an individual speaker (speaker-dependent case) or the average duration of the digit across speakers (speaker-independent case). The linearly warped parcor coefficients are then converted back to LPC coefficients
The digit reference files consist of a statistical description of the behavior of the LPC coefficients for each frame and for each digit. Information about both the mean and variation of the LPC coefficients across repetitions and speakers is contained in these files. A description of the statistical analysis used is given in Section III, along with a discussion of the selection of digit strings for the training phase of the system. Fig. 3 shows a flow diagram of the recognition phase of the system. The test digit is linearly warped to the duration of each of the reference digits.3 For each reference digit a distance based on the average of the prediction residuals across the voiced region of the digit is computed. The distance measure used was originally proposed by Itakura [8] for the recognition of isolated polysyllabic words. The reference digit whose average distance to the test digit is smallest is chosen as the correct digit. In cases where the initial boundary of the digit occurs at a voiced to voiced boundary, e.g., the boundary between 1 and 9 in the string 196, a second distance measure is computed.4 This second distance measure is based on both the prediction residual [8] , as well as the interreplication variation of the LPC parameters for the digit. The digit with the minimum distance is again chosen as the spoken digit. Additional discussiOn of the recognition system is given in Section IV.
The system has been tested on six speakers in the speakerdependent mode, and ten additional speakers in the speakerindependent mode. The overall results and an analysis of the system performance are given in Section V.
In the next section we present the mathematics behind the selection and use of the two distance measures used in the recognition system.
III. DISTANCE MEASURES FOR LPC ANALYSIS
. , Nbe a frame of speech, digitized at a lO-kHz rate. Linear prediction methods model the speech 'Parcor coefficients [7] axe used rather than LPC coefficients because they can be linearly warped (interpolated) and still transform baik to a stable system.
For the digit 7 (the only polysyllabic digit), a piecewise-linear warping characteristic is used. There are two pieces in the warping. The extra warping point is obtained as the local internal energy minimum of the digit. This point corresponds to the /v/ in seven.
If the ratio between the duration of the reference digit and the test digit either exceeds 2 to 1, or is less than 1 to 2, the reference digit is mitted from consideration.
For, a speaker independent system, the rule for applying the second distance measure is slightly different (see Section V). where G is the gain of the filter, p is the number of poles used in the model, and the ak's are the linear prediction coefficients (LPC coefficients). The LPC coefficients model the combined effects of the vocal tract, glottal source, and radiation load, and as such are a natural choice for speech recognition feature parameters. However, to use the LPC coefficients as parameters for speech recognition, a suitable measure for assessing distance in the feature space spanned by the LPC parameters is required. Such a distance measure was recently proposed by Itakura in a paper on the recognition of isolated words [8] .
Although Itakura derived the distance measure in a somewhat different manner, this distance measure can be obtained by the following reasoning. It can be argued that because of noise as well as the inadequacies of the linear prediction model, it is not possible to measure the true LPC coefficients associated with a segment of speech. It is only possible to estimate (i.e., measure) the underlying LPC coefficients for the speech segment [9] . Assume that we are given a segment of speech with estimated LPC coefficients ' where â is a row vector (I, 2, , â,,). The problem is to determine the S(n) Fig. 1 . Block diagram of overall recognition system.
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probability that a' is from a speech segment with true LPC a (a1, a2, , a,,). Once this probabifity is determined, an effective measure for assessing dissimilarity can be obtained. The distance measure should have the feature that the greater the probability that a' is a member of the ensemble of speech segments with true LPC a, the smaller the dissimilarity between a' and a.
It has been shown by Mann and Wald [9] that the probability distribution governing the estimates of a can be reasonably modeled as a multidimensional Gaussian distribution with mean a, and estimated covariance matrix A, defmed as
where R is the correlation matrix of the speech segment, with
and the t denotes the transpose of the row vector, i.e., a colunm vector. Thus the probability of obtaining the estimate a' when the underlying LPC is a is
where I A I is the determinant of the matrix A. An appropriate distance measure is obtained by taking the logarithm of (4), and neglecting the bias term due to IA I. The resulting distance measure is
LaRa j
It is readily seen that the greater the probability that a' came from the distribution with underlying LPC a, the smaller the distance computed using the metric of (5). It should be noted that for computational considerations, Itakura proposed the
The key assumption in the above analysis is that the ensemble of all possible speech segments derived from the same speech sound are similar in that the underlying LPC coefficients a are identical. The differences in the measured LPC coefficients for these speech segments are attributed primarily to the effects of statistical sampling. For the recognition of isolated words spoken by a designated individual, this assumption is quite reasonable. However, for connected digits, the underlying or true LPC coefficients are very much influenced by the surrounding digits. Thus it cannot be safely assumed that the true LPC coefficients associated with a given speech segment are constant.
For a complete characterization of a particular segment derived from a given digit, it is necessary to determine the probability that the true LPC coefficient set is a when it is known that the segment is from the ith digit. (Call this probability P(a/ith digit).) Thus the overall probability of measuring a' for a segment from the ith digit is P(a'/ith digit) = JP(a'/a)P(a/ith digit) da (7) where the integration is performed over the vector a [10] .
If we assume that the distribution of a is Gaussian with mean m and covariance matrix S, then the integral in (7) can be solved to give P(I/ith digit) as a Gaussian distribution with mean m, and covariance matrix C of the form C=S+R' (a'Ra't)
(9) To use the distance measure of (9), the quantities m and S must be determined for each digit segment from a training (3) set. In the next section we discuss the manner in which the quantities m *and S are obtained from the training set.
IV. TRAINING THE SYSTEM
The training set consists of J repetitions (J = 15 for this work) of each digit by each of K speakers. The digits used in the training set were spoken in.connected strings. A balanced list of 50 strings of three digits each (see Table I ) was used. For the recognition of monosyllabic digits, White [11] has shown that a linear warping of the time axis is sufficient for time alignment of different repetitions of the same digit.
Based on using a linear warping to achieve time alignment, the procedure for estimating m = m1k,, and S = SIk, for a speaker-dependent digit reference is as follows.
1) Find the average length of the lth digit for speaker k, as -11 
It should be restated that the above procedure is applied to only the LPC coefficients obtained within the voiced regions of each digit.6 Also the linear warping is not applied directly to the LPC coefficients, but instead to the parcor coefficients which are obtained directly from the LPC coefficients. The parcor coefficients have the desirable property that they can be linearly interpolated and still ensure that the system derived from the resulting LPC coefficients will be stable.
Although the linear warping is appropriate for most digits, it is not strictly appropriate for the bisyllabic digit seven. Thus for seven a piecewise-linear warping procedure was used, consisting of two segments. The first segment was defined from the initiation of voicing to the pronounced dip in energy in the middle of the voiced region. This pronounced dip in energy is due to the /v/ in seven and occurs for all speakers. The second segment was defined from the energy dip until the end of the utterance. Since linear warping was 5Equation (13) is a biased estimate of the covariance matrix S becaise the effects of prediction residual have not been removed.
The information in the unvoiced regions was found to be unreliable (highly variable) and thus was not used in the decision algorithm.
used on each of the pieces of the warp, the above algorithm was used to determine m and S for each segment of the warping.
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For a speaker-independent system, all of the above training Once the reference information is obtained, the distance 887 measure of (9) can be used to find the digit which is closest in distance to the test digit. In cases when the effects of 6 coarticulation are small (i.e., a digit which begins with an _2_ unvoiced region such as 2, 3, 4, 5, 6, 7, and 0), a considerable savings in computation can be obtained (with only a small loss in recognition accuracy) by using the modified distance
The gain in speed is due to the fact that K1 can be efficiently computed for each analysis frame directly from (2) and (3) and is independent of the digit being tested; whereas the computation of C' of (9) requires the computation of two 10 X 10 matrix inverses for each analysis frame, for each digit being tested. Thus the gain in speed is on the order of 1 to 2 orders of magnitude. Additionally, the distance measure of (14) is also appropriate for the recognition of isolated words as the use of m allows the use of multiple training.
Based on the above discussion, the use of the system for recognition is quite straightforward. For the speakerdependent case, the speaker inputs his identity and then speaks a given digit string. Using either the distance measure of (14) or (9), the system sequentially computes the average distance to each reference digit and chooses the digit for which the average distance is smallest. In cases where the segmentation boundary occurred within a voiced region the distance measure of (9) is used because of the anticipated high degree of coarticulation between digits. In cases where the segmentation boundary occurred at a voiced-unvoiced, or unvoiced-voiced transition, the modified (simplified) distance measure of (14) is used.
Figs. 4-7 illustrate some typical examples of the frame by frame distances obtained using the distance measure of both (14) and (9). Fig. 4 shows the recognition candidates for the initial 1 in the digit string /123/. The average distance for the digit 1 was 0.20 and the absolute distance for each frame was fairly uniform across the digit. The next candidate was 9 whose average distance was 0.44, a distance of more than 2 times that of 1. It can also be seen that the absolute distance for each frame was uniformly much higher for the 9 than the 1. The other candidates (whose average distance was less than the arbitrary plotting threshold of 1.25) were the digits 5, 4, and 3. It can be seen in this figure that the absolute distance for some frames for each of these digits was small; however, the average distance across the digit was generally quite large. Fig. 5 shows the results of the distance calculations for the digit 2 in the string /123/. The absolute distance for each frame for the digit 2 was uniformly quite small, whereas for the other 4 candidates (3, 4, 8, and 0) the absolute distance for each frame was generally quite large. Fig. 6 shows an example of the distance calculations for the digit 5. The similarity between the diphthongs in both 5 and 9 is seen by the small values of distance for the middle frames of 9. However, the initial and final regions of 9 and 5 were considerably different-giving an average distance for 9 of about 2.5 times the average distance for 5.
Finally, Fig. 7 shows the results of the distance calculations for the digit 8 in the string /486/. Using the distance measure of (14) , the digit is recognized improperly as 3 because of the high degree of coarticulation between the final /r/ in four, and the initial /e '/in eight. Since this was a case in which the distance measure of (9) was required, the distance calculations were repeated giving the second set of curves shown in Fig. 7 . The reduction in distance at the beginning of the digit eight is noteworthy; no other such reduction in distance is seen for the other candidates. Using the distance measure of (9), the digit is properly recognized as /8/ by a substantial margin over the nearest candidate.
For the speaker-independent mode the recognition procedure is essentially the same as the dependent mode. The only modification in the procedure is that the distance measure of (9) is utilized in cases where the initial boundary of the digit occurs at a voiced region, and whenever the ratio between the distances of the first two recognition candidates is less than 1.1. In addition, the measure of (9) is also used whenever the results of the recognition procedure using (14) yield an answer that is in conflict with the unvoiced-voiced information. For example, if the digit begins with an unvoiced region, and the smallest average distance is measured for either the digits 1, 9, or 8, the procedure is repeated using the measure of (9) . If a conflict in unvoiced-voiced information is found and the preceding digit is not 5, 6, 8 (these digits sometimes end in unvoiced sounds), the digits 1, 9 and 8 are eliminated from considerations whenever the initial unvoiced interval exceeds 70 ms.
VI. SYSTEM EVALUATION
The recognition system was evaluated in both the speakerdependent and the speaker-independent modes. The results of these experiments are shown in Tables III and IV. To test the system each speaker read a balanced list of 50 three-digit strings (see Table II ) over a dynamic microphone in a computer room environment. The test digit strings were in no way related to the digit strings used to train the system. For the speaker-dependent test six speakers were used-four male and two female. The recognition accuracies for these speakers are given in Table I . Four of the six speakers were tested using only the distance measure of (14) . The remaining two speakers used the system when both distance measures were being evaluated.
As seen in Table III , the absolute recognition accuracy ranged from 97 to 100 percent across the six speakers. When a threshold was used to eliminate decisions when the ratio of the distance from the second candidate to the distance from the first candidate fell below 1.2 (this is called the 20 percent rule), several of the errors became cases where no decision was made. However, several of the correct decisions also were classified as cases where no decision was made. The number of no decisions and errors for each of the six speakers using the 20 percent rule is given in Table III .
Although the number of errors was small, there was a distinct pattern to the errors. Most of the errors occurred with the digits 1, 8, and 9. As discussed previously, these digits are most susceptible to errors due to the high degree of variation in their acoustic properties due to coarticulation when imbedded in digit strings. Table IV shows the results for a speaker-independent experiment involving ten male speakers. The training data for this experiment were collected from the data of the four male speakers were not included in the speaker-independent test.) speakers were not included in the speaker-independent test). In this experiment each speaker sequentially read a list of 20 three-digit strings from Tables I and II. The total recognition accuracy for the experiment was 95.3 percent and the accuracy for any given speaker was no worse than 90 percent.
As seen in Table V , the most common confusions in this experiment were between the digits 1 and 9.
VII. CONCLUSIONS
A system for the recognition of connected digits was described in this paper. The system incorporated a distance measure that was based on an expanded form of the principle of minimum residual error. The expanded measure included the effects of coarticulation and multiple repetitions and can be used for both speaker-independent and speaker-dependent situations.
In an experimental evaluation the system achieved an accuracy of nearly 99 percent for the speaker-dependent mode and 95 percent for the speaker-independent mode. Although the problem of continuous digit recognition is significantly more difficult than isolated digit recognition, these results compare quite favorably to the scores reported for isolated digit recognition [11, [3] . The use of the expanded distance measure was a major factor in the success of the recognition system.
[41 L. R. Rabiner and M. R. Sambur, "Some preliminary results on 
