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We demonstrate sufficient conditions for a double Fourier series to be summable 
at each point by fairly large classes of double Norlund matrices. These results 
constitute substantial extensions and generalizations of related work of Y. S. Chow, 
K. N. Mishra, and P. L. Sharma. 0 1992 Academic press, hc. 
1. INTRODUCTION 
Let { pik : j, k = 0, 1, . . . > be a double sequence of nonnegative numbers, 
poo > 0. Given a double sequence (sjk :j, k = 0, 1, . . . > of complex numbers, 
the Niirlund means t,, of this sequence are defined by 
where 
Pmzn = f i Pjk (m,n=O, 1, . ..). 
j=O k=O 
The sequence (sjk) is said to be Niirlund summable if t,, converges to a 
* This research was completed while the first named author visited Indiana University 
during the summer term of 1988. 
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finite limit as both m and n tend to cc. As is known, Cesaro summability 
of orders y, 6 > - 1 is a special case of Norlund summability (see, e.g., [3]). 
Let f(x, v) be a complex-valued function, 2z-periodic in each variable 
and integrable over the two-dimensional torus T2 = {(x, y) E R2 : -II < s, 
y<rc}; in symbols ~~~~~~~~~ We remind the reader that the double 
Fourier series off is defined by 
c,k e 
i( i.r + k> ) 
> (1.1) 
j=-s k=pm 
where 
(1.2) 
We consider the symmetric rectangular partial sums 
sm,(x,y)= f i Cjke(i(/“+k~’ (m, n = 0, 1, . ..) 
The Norlund means for the series ( 1.1) are defined as those for the 
double sequence (s,,(x, y) >: 
tmn(X, .d=j+ ,f i Pm-j,n-kSjkb, Y). 
mn,=‘, k=(, 
It follows from (1.2) that 
x + u, y + u)K,,,,(u, u) du du, (1.3) 
where 
1 m ” 
is the Norlund kernel. Here D,(u) and Dk( u) are the Dirichlet kernels in 
terms of u and u (see, e.g., [S, Vol. 1, p. 491). The representation 
t,,(x, ,v) -f(x, y) = -$ j”, [I, (~x,Au, ~)K,,,z(~~ 0) du du (1.5) 
is a consequence of (1.3), where 
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plays a crucial role in the sequel. 
2. MAIN RESULTS 
We will use the notations 
AloPjk=Pjk-Pj+I,k, AolPjk=Pjk-Pj,k+1, 
A1,Pjk=PjkLpj+l,k-Pjrk+~+Pj+I,k+l (j, k = 0, 1, . ..). 
The double sequence {pjk > is called nondecreasing if A,,pjk < 0 and 
A,, pjk < 0; while { pjk) iS called nonincreasing if AI0 pjk > 0 and doi pjk 3 0 
for all j, k = 0, 1, . . . . 
THEOREM 1. Let {pjk > 0 : j, k = 0, 1, . ..} be a nondecreasing sequence 
such that A, 1 pjk is of fixed sign and 
(m+ l)(n+ l)Pmn~O(l) 
P Inn 
Zf f E: L,, X 2n and (x, y) E T* is such that 
@& t) = o(st) (s, t -+ Oh (2.2) 
@xJs, 71) = W) (s + Oh (2.3 1 
Qxy(T t) = O(t) (t --* Oh (2.4) 
then 
lim tmn(x, Y) =f(x, Y). (2.5) 
m,n- m 
In particular, if fE (L log+ L)2n x2n then (2.5) holds for almost every 
(x, y)~ Tz (cf. [S, Vol. 2, p. 3061). 
In the special case of (C, 1, l)-summability the conditions imposed on 
{p$} in Theorem 1 are automatically satisfied. Thus we can conclude the 
following. 
COROLLARY 1. If fEL2nxZn and (x, y)~ T2 is such that conditions 
(2.2k(2.4) are satisfied, then series (1.1) is (C, 1, 1)-summable tof(x, y). 
409/167/l-14 
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A weaker form of Corollary 1 was proved by Chow Cl]. 
In the next theorem, we assume that the double sequence {pJk > 0) 
is nonincreasing and such that A,, plk is of fixed sign and the following 
conditions are satisfied: 
+=0(l) (jislixed), F = o( 1) (k is fixed), (2.6) 
,?I?? mn 
+=0(l) (jislixed), F = 0( 1) (k is fixed), (2.7) 
I,, ml 
log m logn 
P 
= O(1). (2.9) 
mn 
Condition (2.7) is listed as an assumption only for convenience, since it 
is automatically satisfied for any nonincreasing positive sequence. Ifj is 0 
or 1, then PjJP,, = 0( 1). Suppose j > 1 and fixed. Then 
‘jiT= i i Pjk= i i Pik+ i i p;k<Pln+ i $ plk 
i=O k=O i=O k=O i=2 k=O i=Z k=O 
<p~,+(j-2) i Plk+(j-2) i pOk=(j-l)pl,, 
k=O k=O 
and Pjn/Pl, is bounded, independent of n. Similarly, P,,jP,, is bounded, 
independent of m. 
Conditions (2.6), (2.8), and (2.9) are not satisfied by all nonincreasing 
sequences. For example, if pjk= [(j+ l)(j+2)(k+ l)(k+2)]-‘, then 
conditions (2.6), (2.8), and (2.9) are violated. 
If {pjk} is the Kronecker product of two nonincreasing ordinary sequen- 
ces, i.e., if 
pjk =p,!l)pf’ (j, k = 0, 1, . ..). (2.10) 
then A ,i pjk > 0 and the conditions 
log m 
y=, py = O(l), 
log n 
yopp)=O(l) (2.11) 
imply (2.6)-(2.9). 
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THEOREM 2. Let {pjk > 0; j, k = 0, 1, . . . . pm > 0} be a nonincreasing 
double sequence such that A 11 pjk is of fixed sign and conditions (2.6)-(2.9) 
are satisfied. If f l L,, x Zn and (x, y) E T* is such that 
@*),(s, t) = 0 $ 
( > 
(s, t-+0), 
rrr 
(2.12) 
(s --* Oh (2.13) 
Dxy(7c, t) = 0 ( > $ (t -+ O), 17 
where 
d = [n/s] and z = [x/t] (ST t > 01, (2.15) 
then (2.5) is satisfied. 
Here [ .] denotes the greatest integral part. 
Theorem 2 in the special setting (2.10) was essentially stated by Mishra 
[2], although, as noted by the reviewer [MR] 87f: 420341, there appear 
to be errors in the proof. In place of P,, he introduced positive non- 
decreasing functions t)“‘(t) (r = 1,2) subject to certain growth conditions 
expressed in trms of integrals. He applied integration by parts, while we 
rely on summation by parts, in the proof. 
If we set 
1 pp- (2) - 1 
j+l’ pk -k+l 
(j, k = 0, 1, . ..) 
in (2.10) the resulting Norlund summability method is called double 
harmonic summability. In this case, condition (2.11) is obviously satisfied 
and conditions (2.12)-( 2.14) become 
@Js, t) = 0 
st 
1%(1/S) log(llt) > (3, t+ O), 
(2.16) 
@Js, ?c) =0 ( > -f-- w l/s) 
Qxy(71, t) = 0 -f-- ( 1 l%(W) 
(s+O) 
(t+O). 
(2.17) 
(2.18) 
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COROLLARY 2. If fELznxZn and (x, y ) E T2 is such that conditions 
(2.16)-(2.18) are satisfied, then 
Corollary 2 was proved by Sharma [4]. 
3. PROOF OF THEOREM 1 
We wil use the following estimates of the Niirlund kernel K,,(u, U) 
defined in (1.4). 
LEMMA 1 [3]. Let { Pjk 20) be a nondecreasing 
that A, 1 pjk is of fixed sign. Then for 0 < u, v < II 
f(m+ l)(n+ 11, 
double sequence such 
I 
o(1) (n+ 1bLln 
2 ’ 
IKn,(~, VII d o(1) (m + l)rmn 
v2 ’ 
L O(l)J=- u2v2P ’ mn 
where 
4 
=- 
mn p’,, ,co Pmk and rmn = kjgo Pjn (my n = O,l, -). 
Since { p$} is nondecreasing, it follows that 
h+l)9,,21 and (n+ l)r,,a 1. (3.1) 
On the other hand, by (2.1) we have 
(m+lkz,,=Wl) and (n+ l)r,,=0(1). (3.2) 
Without loss of generality, we may assume qmn, rmn < 1 for all 
m, n = 0, 1, .,. . 
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We start with representation (1.5) and decompose the integral as follows 
n2 ILnb, VI-.0x, Y)l G ijr j: + 5,:” jr + s,“’ j: + s,:” ,:.“} 
x Ivxy(u, u)l IKA~, u)l du dv 
= Z1 + I, + I, + Z,, say. (3.3) 
In the sequel, we shall write cp instead of ‘pxY. 
By Lemma 1, (2.2) and (3.2) 
Z,~(m+l)(n+l)~(qm,,rmn)=O(l) @(4 
Inn, rmn) =0(l). (3.4) 
qmnrmn 
Applying Lemma 1 again and integrating by parts, 
Here, and in the sequel, we shall neglect he negative quantities in the parts 
integrated out. Let h= l/2. By (2.2), (2.4), (3.1), and (3.2), 
12 = O(l)(n + l)qmn {Wm.) + 2 J-u” o(r,,) $ + 2 jLn O(r,,) $} 
4mn 
= O(l)(n+ lhizn 
In an analogous way, we deduce that 
Z,=o(l). 
Now fix u to satisfy 0 < a < l/2. Applying Lemma 1, 
Id% v)l 
xU,v2dudv=Z5+Z6+Z7, say. 
(3.5) 
(3.6) 
(3.7) 
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First we integrate by parts with respect o u, resulting in 
By another integration by parts (this time with respect o u) and by (2.1), 
(2.4), and (3.1), 
(3.9) 
Interchanging the order of integration and then integrating by parts 
(with respect o u), 
=()(l)$=' 
mn i 
jz @($;)'du 
4mn mn 
+ jqIn jr: y du dv) = Zszl + Zsz2, say. (3.10) 
By (2.1), (2.2), (2.4), (3.1), and (3.2), 
and 
=O(l)$% -2u+2p 
{ mn qmnrmn qmnrmn I =0(l). 
(3.11) 
(3.12) 
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Combining (3.10)-(3.12) yields I,, = o( 1 ), while combining this, (3.8), and 
(3.9) yields 
z5 = o( 1). (3.13) 
By symmetry,, 
&=0(l). (3.14) 
Finally, using (2.1) and the fact that cp E LInx 2n, we can conclude that 
Z,=O(l) Pmn 
cid2xm 
@(n, 71) = o( 1). 
Collecting (3.3)-(3.7) and (3.13)-(3.15) implies (2.5). 
(3.15) 
4. PROOF OF THEOREM 2 
This time we need other estimates of the Nijlund kernel. 
LEMMA 2 [3]. Let { pjk z 0) be a nonincreasing double sequence such 
that A 1 1 pik is of fixed sign. Then for 0 -G u, v < rc, 
i 
b+l)(n+l), 
o(l ) (n + 1 Pm 
upml, ’ 
where (cj (2.15)) 
and 
1) (m+ l)Pm 
VP,, ’ 
71 ?= -.[I V 
We start again with representation (1.5) and decompose the integral as 
in (3.3), but this time we replace qmn and rmn by n/(m + 1) and n/(n + l), 
respectively. We denote the corresponding integrals by I,, Iz, Z3, and Z4. 
By Lemma 2 and (2.12), 
Z,~(m+l)(n+l)@ 
( 
~~~)=“(p~+~,“+,)=“(‘). (4-l) 
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Again by Lemma 2, 
=0(l) p n+l f (j+ l)pj~(~j,.+,-~j+~,,+,), 
mn j=, 
(4.2) 
where 
(j, n = 1, 2, . ..). 
since Pi+ JPjn = O( 1). 
Using summation by parts, 
n+l 
l,=W)p pl,@o,n+,+ 
1 
2 Pjn@j,n+l+ f APj~-Pj-~.n)@j.n+1 
IPI” j=l j=l 
-(~f1)P,,@,+~.+~ GZ2,+Z22+Z23y say, 
1 
(4.3) 
where again we consider only the positive terms. By (2.6) and (2.14), 
Z,, = o(1). By (2.6), (2.9), (2.12), and (2.14), 
and 
Zz3=F{ $ j(Pjn-Pj-,,,)+ t o(i)p”,-pj-l~~] 
j=l j=jo+ 1 An+1 
=0(l) f J?+$!z!i!L o(l), 
j-1 mn l,n+l 
(4.4) 
(4.5) 
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provided j0 is a large enough but fixed integer. Combining the last three 
estimates with (4.3) yields 
z, = o(1). (4.6) 
In an analogous manner, we also have 
z, = o(1). (4.7) 
By Lemma 2 and reasoning in a manner similar to that used in estab- 
lishing (4.2) we obtain 
Hence, by a double summation by parts, 
z =O(l) - Poo@11-(~+ l)pmo@m+l,l 
4 pm, i 
-(n+ l)pon@1,n+1 +-cm+ lb+ l)Prnn~m+l,.+l 
+ f ((j+ l)Pfl-jpj- l,O)@jl+ f: (tk+ l)PClk-kPO,k-l)@lk 
j=l k=l 
m 
j=l 
n 
- c ((~+l)(~+1)P,k-(~+l)~P,,k-l)~,+l.k 
k=l 
+ i i ((j+ l)(k+ l)pjk-j(k+ l)Pj-l,k-(j+ l)kPj,k-1 
j=l k=l 
+jkpj-l,k-l)@jk ~Z4,+Z4,+Z4,+Z44+I4,, say, 1 
where again we take into consideration only the positive terms. 
Obviously, 
I,,=O(l)~@,,=o(l), 
mn 
and by (2.12), 
(43) 
(4.9) 
z42=O(l)(m+l)(n+1)~,+,,.+,=p 
o(l) =0(l). (4.10) 
m+l,n+l 
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Repeating the arguments used in (4.4) and (4.5), we conclude that 
I,,+) f P,@,,+ : j(P,,-P ,-,. &q,]=o(l) (4.11) 
1,111  ,= I /= I 
and 
r,,2!N P i Pok@,k+ i k(P,,-Po,k-,)@uc = o( 1). (4.12) m” k=l k=l 
After multiplying out and combining like terms, we can write 
14,=fp 
f i {.ikPjk +.i(pjk-pj- 1.k) 
VW j=1 k=l 
By (2.12)-(2.14), 
provided j, and k, are large enough. In the same manner using (2.6)-(2.9) 
and (2.12)-(2.14), 
Likewise, 1453 =o(l). Finally, by (2.7), (2.9), and (2.12)-(2.14), 
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Combining the last four estimates with (4.13) yields 
zA5=o(1). (4.14) 
Combining (4.8~(4.12) and (4.14) together gives 
z4 = o(1). (4.15) 
Now we can conclude (2.5) by collecting (3.3), (4.1), (4.6), (4.7), and 
(4.15). 
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