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In situ exploration of Mars,  in collaboration with remote analysis of the red planet,  is 
key  to understanding  its  geologic  evolution  and  establishing whether water  and  life 
once  existed  (or  still  exist)  on  the Martian  surface.  The  Raman  Laser  Spectrometer 
(RLS)  instrument, part of the payload of ESA ExoMars mission, will be the first Raman 
spectrometer ever to be sent on an interplanetary mission. 
The  potential  of  Raman  spectroscopy  as  a  non‐invasive  or  destructive  procedure 
applied to all kinds of materials defines it as a very important technique for all types of 
materials, minerals or biological analyses. This spectroscopic technique has remained, 
however,  unprecedented  in  planetary  exploration,  so  it  has  been  traditionally 
operated with the intervention of a human operator. 
The operation mode of  the RLS  instrument  is understood as  the series of operations 
and  algorithms  that  the  instrument needs  to perform autonomously  for obtaining a 
Raman  spectrum  of  the  highest  quality.  This  must  not  be  confused  with  the 
development  of  the  algorithms  necessary  for  the  instrument  to  become  a  flight 
instrument  (telemetry,  communication  with  the  rover,  data  conversion,  etc.).  The 
definition of the operation mode is a purely scientific task, which shifts the actions that 
the  human  operator  performs  with  the  instrument  (laser  focusing  on  the  sample, 
adjustment  of  the  spectrum’s  acquisition  time,  elimination  of  fluorescence…)  to  a 
system able to autonomously decide which is the point of focus, to detect whether the 
sample under study is fluorescent or not and therefore it requires a special treatment, 
what will the optimal integration time be, etc. 
The definition of all  these algorithms  is based on  scientific experiments  that help  to 
define objective parameters which are measurable by the  instrument, to enable  it to 
autonomously carry out those tasks the human operator manually performs based on 
his experience. 
For the development and optimization of these algorithmic tools,  it was necessary to 
develop an adequate setup. The aim was to provide the science team with a platform 
in which to perform the experiments in a rover‐like scenario, taking into account how 
the RLS  instrument will  interact with the rover, setting the basis for the development 
of the operation mode. 
The so‐called RLS ExoMars Simulator that we have developed at Unidad Asociada UVa‐
CSIC‐CAB [1, 2] (Figure 0‐1) has enabled to perform many scientific experiments under 
conditions  similar  to  those provided by  the Analytic  Laboratory Drawer  (ALD) of  the 
ExoMars  rover,  including  the  possibility  of  analyzing  samples  both  in  laboratory 
conditions  and  Martian  conditions,  with  the  Martian  Simulation  Chamber  (whose 
description,  design  and  results  are  described  in  detail  in  a  different  thesis  project). 
Thanks  to  it,  it  has  been  possible  to  define  how  to  acquire  spectra  autonomously, 
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without  the  presence  of  a  human  operator.  So  far,  some  sophisticated  commercial 
Raman equipment were able to work in a pseudo‐automatic way [3], by performing a 
series  of measurements  at  different  points  in  a  sample,  though  treating  all  points 
equally.  The  use  of  the  RLS  ExoMars  simulator  has  allowed  the  definition  of  an 
automatic acquisition system that optimizes the parameters in each one of the points, 
thereby optimizing the use of the available time and resources. 
 
Figure 0‐1. RLS ExoMars simulator prototype 
 
On  the other hand,  the use of  this  system has allowed performing experiments  that 
have helped understand  the possibilities offered within  the  framework  of planetary 
exploration,  in order  to maximize  the scientific  return of  the  resulting products  from 
the operation of  the  instrument on Mars.  In particular,  the development of  the RLS 
ExoMars  simulator has paved  the way  for  the  systematic  study of  the operation on 
powdered samples, clearing the path for the future development of analytical tools.  
These tools will form part of the Instrument Data Analysis Tool of RLS (IDAT), a ground 
segment system that will be used during the operational phase of the mission, not only 
for  the  instrument  health  assessment,  but  also  for  short  (and  long)  term  science 
exploitation. Short term use of  IDAT will, on a daily basis, provide the scientific team 
operating  the rover with very  fast scientific results  in order  to  take  tactical decisions 
for  the  following  rover activities. Having  this  information analyzed after a very short 
time  (minutes)  after  the  reception of  the data  from  the  spacecraft  is of paramount 
importance to take the best tactical course of action. However, this kind of operation 
also  imposes very  strict  requirements  regarding  the  robustness and  reliability of  the 
analytical  methods  applied  for  the  analyses.  Furthermore,  it  also  requires  the 
development and population of databases, and the implementation of routines for the 
automated analysis of the results. Of course, all these tools will also be usable by the 
scientific team for the detailed (and slower) analysis of the data, providing support for 
the long‐term science exploitation of the RLS data products.  
Scope and structure 
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In this framework, the present thesis intended to evaluate the scientific capabilities of 
the RLS instrument, with two main objectives.  
First,  the  automation  of  the  instrument  and  the  optimization  of  the  spectra 
acquisition.  To  do  so,  it  is  necessary  to  define  novel  algorithmic  procedures which 
provide  the  instrument  with  autonomous  decision  logic  in  order  to  optimize  the 
available resources while increasing the quality and quantity of acquired spectra.  
Second,  the data exploitation  from  the RLS  instrument. To accomplish  this objective, 
the  effects  on  the  acquired  data  of  the  engineering  constraints  imposed  by  space 
operation are considered. Then, different analytical techniques for the analysis of the 
final  spectra  acquired  by  the  instrument  are  studied  and  applied.  This  aims  at 
identifying  the  samples,  but  also  at  quantifying  their  abundance  in  mixtures,  and 
assessing the capabilities of this kind of techniques.  
These  two objectives are connected and  related  to  the RLS  instrument development 
based on  the  following  logic:  first,  it  is necessary  to prepare  the RLS  instrument  for 
automated  operation  and  spectra  acquisition  optimization.  Then,  the  operational 
constraints imposed by the space / rover operation are taken into account and studied 
to  optimize  the  overall  acquisition  process.  Finally,  the  data  obtained with  the  RLS 
instrument  (under  its operational  constraints) are  studied with different  techniques. 
This is performed in order to assess and evaluate the possibilities of data exploitation, 
including statistical analyses, which can be performed due to the particular operational 
circumstances of RLS: automatic mapping on powdered samples of the instrument 
This work has been divided into two parts, related to its two main objectives.  
The  first  part  (chapters  2  and  3)  describes  the  development  process  to  create  a 
laboratory prototype that allows performing experiments in a representative scenario 
from  the  operating  point  of  view:  sample  flattening  and  positioning,  spectra 
acquisition,  repeatability and automation, plus  imaging capabilities  to provide better 
inputs to the scientific team. This prototype has been developed both from hardware 
and  software  points  of  view,  including  the  automation  and  optimization  of  the 
instrument operational sequences.  
The second part (chapters 4 and 5) is centered on the analysis of the data obtained in a 
scenario  constrained  by  the  RLS  operation  framework.  This  includes  studying  the 
consequences of the requirements imposed by the engineering constraints, in addition 
to  applying  analytical  techniques  for  the  identification  and  quantification  of  the 
samples that help obtain the maximum science return from the instrument. 
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According to these objectives, this thesis project has been structured in 6 chapters: 
 
Introduction 
 Chapter  1:  An  introduction  to  Raman  spectroscopy  and  the  exploration  of 
Mars,  including a description of  the ExoMars mission and  the RLS  instrument 
onboard the ExoMars Rover, in which this thesis is framed. 
 
Part I 
 Chapter  2:  A  description  of  the  RLS  ExoMars  Simulator  system,  including  its 
hardware and software capabilities in a user manual fashion.  
 Chapter 3:   Description of the operational framework  imposed by engineering 
constraints of the project, as well as the detailed definition of the algorithmic 
necessary to operate the instrument in the most efficient way. 
 
Part II 
 Chapter 4: This chapter describes the consequences of the sample preparation 
and distribution procedure onboard the ExoMars rover (crushing and flattening 
issues).  Furthermore, we  present  the  spectral  differences  on  Raman  spectra 
and  potential  science  return  of  the  instrument  after  analyses  on  powdered 
samples vs. bulk samples. 
 Chapter 5:  In this chapter, several analytical methods are presented to assess 
their  ability  to  perform  qualitative  and  quantitative  identification  of mineral 
phases  in  mixtures  from  multiple  Raman  spectra  acquired  with  the  RLS 
instrument. 
 
Epilogue 
 Chapter 6: This chapter summarizes the thesis, and outlines the future research 
that should follow this work.  
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1.1 THE	AURORA	PROGRAMME	OF	THE	EUROPEAN	SPACE	AGENCY	
(ESA)	
The  Aurora  programme  [4]  is  part  of  Europe's  strategy  for  space,  endorsed  by  the 
European  Union  Council  of  Research  and  the  ESA  Council  in  2001.  The  primary 
objective of this programme  is to create, and then  implement, a European  long‐term 
plan for the robotic and human exploration of the solar system, with Mars, the Moon 
and  the asteroids  as  the most  likely  targets. A  second objective  is  to  search  for  life 
beyond  the  Earth.  Future  missions  under  the  program  will  carry  sophisticated 
exobiology payloads to investigate the possibility of life forms existing on other worlds 
within the solar system. 
It  is  clear  from  these  objectives  that  the  interdependence  of  exploration  and 
technology is the basis of the Aurora Program. On the one hand the desire to explore 
provides  the  stimulus  to  develop  new  technology  while  on  the  other,  it  is  the 
introduction of innovative technology that will make exploration possible. 
 
1.2 THE	EXOMARS	PROGRAMME	2016‐2018	
Establishing if life ever existed on Mars is one of the outstanding scientific questions of 
our  time.  To  address  this  important  goal,  the  European  Space  Agency  (ESA)  has 
established  the ExoMars programme  in collaboration with  the Russian Space Agency 
(Roscosmos),  and  contributions  from  NASA.  This  programme  will  investigate  the 
Martian environment and demonstrate new technologies paving the way for a future 
Mars sample return mission  in the 2020's [5]. This program fits  into the  international 
roadmap  for  the exploration of Mars,  shown  in Figure 1‐1. Currently,  the  red planet 
has  several  satellites and orbiting  instruments, as well as ground vehicles. The Mars 
Exploration  Rovers  (MERs) were  sent  to Mars  to  look  for  evidences  of water. Mars 
Science Laboratory (MSL)  looks for past or present evidences of habitability,  i.e., sites 
in which life could exist or have existed. Future missions will look for evidences of past 
or present life. 
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Figure 1‐1. Past, present and planned missions to the red planet. Credits: ESA. 
Two missions are foreseen within the ExoMars program: one consisting of an Orbiter 
plus an Entry, Descent and Landing Demonstrator Module, to be launched in 2016. The 
other featuring a rover with a launch date in 2018.  
The objectives of this program can be subdivided in technological and scientific aspects 
[1].  In  the  technological plane,  the ExoMars program will demonstrate  a number of 
essential  flight  and  in  situ  enabling  technologies  that  are  necessary  for  future 
exploration missions,  such  as  an  international Mars  Sample  Return  mission.  These 
include (extracted from [5]): 
‐ Entry, descent and landing (EDL) of a payload on the surface of Mars; 
‐ Surface mobility with a rover; 
‐ Access to the subsurface to acquire samples; and 
‐ Sample acquisition, preparation, distribution and analysis. 
At the same time a number of important scientific investigations will be carried out, for 
example [5]: 
‐ Search for signs of past and present life on Mars; 
‐ Investigate how the water and geochemical environment varies; 
‐ Investigate Martian atmospheric trace gases and their sources. 
2016 mission has two different supplementary objectives, from the technological and 
scientific points of  view.  It will  include an Entry, Descent and  Landing Demonstrator 
Module  (EDM),  plus  a  Trace  Gas  Orbiter  (TGO).  The  Orbiter  will  carry  scientific 
instruments to detect and study atmospheric trace gases, such as methane. The EDM 
Raman spectroscopy and the Exploration of Mars 
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will contain sensors to evaluate the lander performance as it descends, and additional 
sensors to study the environment at the landing site. 
 
For the 2018 mission, ESA is developing a Mars rover carrying a comprehensive suite of 
analytical  instruments  dedicated  to  exobiology  and  geochemistry  research  named 
after Pasteur. The Rover will  travel  searching  for  traces of past and present  signs of 
life,  collecting  and  analyzing  samples  from  within  rocky  outcrops  and  from  the 
subsurface, down to a depth of 2m with the help of a drill (              Figure 1‐2).  
 
An effective chemical identification of biomarkers requires access to well‐preserved 
organic molecules. Because the Martian atmosphere is more tenuous than Earth's, 
three important physical agents reach the surface of Mars with adverse effects for the 
long‐term preservation of biomarkers [6]: 
 
‐ The ultraviolet (UV) radiation dose is 
higher  than  on  our  planet  and  will 
quickly  damage  potential  exposed 
organisms  or  biomolecules  in  the 
shallow subsurface (depth: ~ 1 mm). 
‐ UV‐induced  photochemistry  is 
responsible  for  the  production  of 
reactive  oxidant  species  that, when 
activated,  can  also  destroy 
biomarkers; the diffusion of oxidants 
into  the  subsurface  is  not  well 
characterized  and  constitutes  an 
important  measurement  that  the 
mission must perform (depth: ~ 1m). 
‐ Ionizing radiation penetrates into the 
uppermost  meters  of  the  planet's 
subsurface (depth: ~ 1.5 m). 
              Figure 1‐2. ExoMars rover on the Mars surface. 
All  these  factors cause a slow degradation process that, over many millions of years, 
can alter organic molecules beyond the detection sensitivity of analytical instruments. 
 
Thus, the rover's surface mobility and the 2m vertical reach of the drill are both crucial 
for  the  scientific  success of  the mission and  for  the preparation of  the Mars Sample 
Return (MSR) mission, as it will be able to reach potentially non‐radiated samples. 
 
1.3 THE	EXOMARS	ROVER	INSTRUMENT	SUITE	
Table 1‐1 summarizes the instruments forming part of the current configuration of the 
Pasteur Payload (PPL), name given to the instrument suite that will be included in the 
ExoMars 2018 mission rover.  
Credits: ESA
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Instrument Description Responsible country Characteristics
PanCam 
Wide-angle stereo camera (WAC)
High-resolution camera (HRC) 
 
Geological context 
Rover traverse planning 
Atmospheric studies 
ESA 
UK 
WAC: 35º Field 
of View (FoV) 
HRC: 5º FoV 
ISEM 
IR spectrometer on mast – IR 
spectrometer for ExoMars 
(ISEM) 
 
Bulk mineralogy of outcrops 
Target selection 
Roscosmos 
Russia 
λ = 1.15–3.3µm 
1º FoV 
WISDOM 
Ground penetrating radar – 
Water Ice and Subsurface 
Deposit Observation on Mars 
(WISDOM) 
 
Mapping of subsurface 
stratigraphy 
ESA 
France 
Penetration: 5m 
Resolution: 2cm 
ADRON-RM 
Neutron spectrometer 
 
Mapping of subsurface water 
and hydrated minerals 
Roscosmos 
Russia -- 
Drill + Ma_MISS 
IR borehole spectrometer 
 
In-situ mineralogy information 
ESA 
Italy λ = 0.4–2.2µm 
CLUPI 
Close-up Imager (CLUPI) 
 
Geological environment 
Microtexture of rocks 
Morphological biomarkers 
ESA 
Swizterland 
20µm at 50cm 
Focus: 20cm-∞ 
MicrOmega 
VIS-IR Spectrometer 
 
Mineralogical characterization 
Pointing for other instruments 
ESA 
France 
λ = 0.5–3.5µm 
5x5mm image 
265x256 pixels 
20µm per pixel 
RLS 
Raman Laser Spectrometer 
 
Geochemical composition 
Detection of organic pigments 
ESA 
Spain 
200-3800 cm-1 
Min resolution: 
<6 cm-1 
MOMA 
Laser Desorption Extraction and 
Mass Spectrometry (LMDS) 
Pyrolisis extraction, gas 
chromatography, mass 
spectrometry (Pyr-Dev GCMS) 
 
Broad range organic molecules 
in ppb 
Chirality determination 
ESA 
Germany 
France 
NASA 
-- 
Table 1‐1. Current configuration of the Pasteur Payload [7]. The blue background shows the 
instruments inside the rover analytical laboratory drawer (ALD). 
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Below, a short description of the instruments is provided [5, 8]: 
The  PanCam  ‐  panoramic  camera  ‐  has  been  designed  to  search  for  textural 
information on  rocks  (for example,  laminations or pitting)  that can be  related  to  the 
presence of organisms on Mars. PanCam will also capture other  information that will 
help  in  revealing  the  geological  characteristics  of  the  Martian  environment.This 
instrument will provide stereo and 3D imagery of the terrain around the Rover, for the 
benefit of the mission as a whole. 
ISEM  is the  Infrared Spectrometer  for ExoMars. This  instrument,  located  in the rover 
mast,  is designed to assess the mineralogical composition of surface targets. Working 
with  PanCam,  ISEM will  contribute  to  the  selection  of  suitable  samples  for  further 
analysis by the other instruments. 
WISDOM  (Water  Ice  Subsurface  Deposit  Observation  on  Mars)  is  a  radar‐based 
instrument  that will  provide  a detailed  view  of  the Red Planet's  shallow  subsurface 
structure  by  sounding  the  upper  layers  of  its  crust.  It will  study  the  nature  of  the 
subsurface  remotely,  using  radar  pulses  from  a  UHF  ground  penetrating  radar, 
covering the frequency range from 500 MHz to 3 GHz, to map the subterranean layers. 
ADRON‐RM is a neutron spectrometer that will be used to search for subsurface water 
and  hydrated minerals.  It will  be  used  in  combination  with WISDOM  to  study  the 
subsurface beneath the rover and to search for suitable areas for drilling and sample 
collection. 
Ma_MISS  (Mars  Multispectral  Imager  for  Subsurface  Studies)  is  located  inside  the 
ExoMars  Rover’s  drill.  It will  be  the  instrument  in  closest  contact with  the Martian 
subsurface. Ma_MISS will image the walls of the borehole created by the drill to study 
Martian mineralogy and rock formation. This will provide valuable information for the 
study of subsurface soil and rock layers (i.e., stratigraphy), the distribution and state of 
water‐related  minerals,  and  will  help  to  characterize  the  geophysical  Martian 
environment. 
CLUPI (Close‐up  imager) consists on a camera system to acquire high‐resolution color 
close‐up  images of  rocks, outcrops, drill  fines and drill core samples. This  instrument 
will be the only one to access the core samples before they are crushed. 
MicrOmega  is  a  micro‐imaging  system  designed  to  identify,  at  grain  scale,  the 
mineralogical and the molecular composition of the Martian samples collected by the 
ExoMars drill.  
RLS (Raman Laser Spectrometer)  is a Raman spectrometer which provides a powerful 
tool  for the definitive  identification and characterization of minerals and biomarkers. 
Raman  spectroscopy  is  sensitive  to  the  composition and  structure of any mineral or 
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organic  compound.  This  capability  provides  direct  information  of  potential  organic 
compounds that can be related with present or past signatures of life on Mars as well 
as  general mineralogical  information  for  igneous, metamorphous,  and  sedimentary 
processes, especially water‐related geo‐processes. 
MOMA is the largest instrument in the ExoMars Rover, and the one directly targeting 
biomarkers. MOMA will answer questions related to the potential origin, evolution and 
distribution of life on Mars. This instrument will detect organic molecules, even at very 
low  concentrations,  and  try  to  establish  their  biotic  or  abiotic  origin  by molecular 
identification in terms of chirality. In addition to studying the samples collected by the 
drill, MOMA will also analyze gases in the Martian atmosphere. 
Drill  and  SPDS:  A  key  part  complementing  this  suite  of  instruments  is  the  drill  and 
sample preparation and distribution  system  (SPDS) of  the  rover. The drill will obtain 
samples  from  the Martian  subsurface, at  sites defined based on data  from PanCam, 
ISEM, WISDOM and ADRON‐RM. This sample will be extracted from depths as low as 2 
meters under the surface, allowing the analysis of  ‘fresh’ samples that have not been 
hit  by  ultraviolet  light,  minimizing  the  chances  of  destruction  of  potential  organic 
materials.  The  drill  is  equipped  with  the Ma_MISS  IR  spectrometer  to  analyze  the 
samples at different depths during  the drilling process. Finally,  the drill will extract a 
core sample from the subsurface to be further analyzed by the onboard  instruments. 
In  order  to  provide  key  textural  and  context  information  of  the  sample,  CLUPI will 
acquire close‐up images of the core sample prior to delivery to the SPDS. 
The  SPDS  is  a  system  that will  acquire  the  core  sample  and  crush  it  to present  the 
instruments  in  the ALD with a  flattened  surface  for analysis. The  first  instrument  to 
analyze  the  sample will  be MicrOmega,  the  infra‐red  spectrometer.  This  instrument 
will acquire multi‐spectral  images of the sample  in a relatively wide area, providing a 
general view of  the materials  in  the  sample.  In  case  something of  special  interest  is 
found  in  the  sample  surface,  the  SPDS  will  position  the  sample  under  the  RLS 
instrument spot for detailed analysis with Raman spectroscopy. Nevertheless, the RLS 
instrument  will  perform  a  random  mapping  on  the  sample  surface,  as  it  has 
demonstrated a good mapping capability by analyzing several points in homogeneous 
powdered samples. Finally, the combination of RLS and MicrOmega data will provide 
the necessary  inputs  to decide  if  the  sample  is analyzed with MOMA. The  reason  is 
that the number of ovens available for the GCMS is limited, so only a subset of samples 
will be analyzed with this instrument. 
This work only focusses on the RLS instrument. However, the interpretation of the data 
acquired  during  the  mission  will  be  performed  using  the  whole  payload,  so  it  is 
important to keep in mind the necessary complementarity between RLS with the other 
instruments of the ALD. 
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1.4 RAMAN	SPECTROSCOPY	AND	THE	EXPLORATION	OF	MARS	
The  potential  of  Raman  spectroscopy  as  a  non‐invasive  or  destructive  procedure 
applied to all kinds of materials defines it as a very important technique for all types of 
materials, minerals or biological analyses. The following paragraphs, mostly extracted 
from  [9],  provide  an  explanation  about  the  feasibility  of  the  application  of  Raman 
spectroscopy for space exploration.  
Raman  spectroscopy  is  well  recognized  as  a  powerful  tool  for  the  chemical  and 
structural  identification  of  materials  in  the  solid,  liquid  or  gas  state.  Its  analytical 
capabilities, without the need to perturb a sample, have made this technique unique 
for many  applications where  the materials  are  scarce  or  very  valuable  and  rare. As 
consequence of  these capabilities a great expansion  in applications has been seen  in 
the last 25 years across many fields ranging from chemistry to mineralogy and geology, 
art and archaeology, forensic sciences, polymers and biomaterials [9]. 
This technique can be used to identify the composition and structure of minerals and 
rocks  at  the mineral  grain  scale, by observing  rotational,  vibrational  and  other  low‐
frequency modes of a sample. The spectral  information received by the spectrometer 
(number  of  peaks,  position  and  relative  intensities)  is  determined  by  the molecular 
structure  and  composition  of  a  compound,  enabling  the  identification  and 
characterization of minerals and rocks at molecular level. This method allows analyzing 
the sample in a non‐destructive way, which means that the sample remains intact for 
further  analysis  by  other  instruments.  These  identification  capabilities  provide  a 
definitive characterization of a target material.  
The scientific community is showing increasing interest on Raman spectroscopy for the 
identification  of minerals,  as  demonstrated  by  collaborative  projects  such  as RRUFF 
[10], which provides an online database for the identification of minerals from Raman 
spectra,  counting with  thousands  of  instances  in  the  database.  Indeed,  the  Raman 
spectrometer  onboard  the  ExoMars  mission  will  be  used  to  identify  organic 
compounds  and  search  for  signatures  of  life,  to  identify  the mineral  products  and 
indicators of biological activities,  to  characterize mineral phases produced by water‐
related  processes  and  to  characterize  igneous minerals  and  their  products  resulting 
from alteration processes (e.g. oxidation) [5].  
A  Raman  spectrometer  basically  consists  of  two  elements:  a  monochromatic  laser 
source and a spectrometer. The laser is used to excite the sample under analysis to its 
rotational and vibrational modes. The sample will scatter the  incident  light, mostly at 
the  same  frequency of  the excitation  source  (which  is  known as Rayleigh emission). 
However,  this  interaction  of  the  light  with  the  crystalline  matter  will  cause  low‐
probability shifts on the emitted light, which are related to the different modes of the 
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molecule  s of  the  sample. This  secondary  radiation  (as  referred by Raman  in  [11])  is 
known  as  Raman  emission,  and  occurs  at  frequencies  shifted  from  the  excitation 
source by an amount dependent on the molecular structure of the samples. This light 
will  be  captured  by  the  spectrometer,  which  will  provide  a  spectrum  with  the 
information emitted by the samples. 
A typical Raman spectrum and  its characteristics can be seen  in Figure 1‐3. The x axis 
represents the Raman shift (wavenumber of the Raman vibration with respect to the 
laser  wavenumber).  The  units  for  the  intensity  of  the  peaks  does  not  directly 
correspond to the number of photons received by the CCD due to inefficiencies of the 
devices as well as the mediation of and ADC (Analog to Digital converter), reason why 
the  counts  are  measured  in  a.  u.  (arbitrary  units).  The  laser  excitation  is  always 
positioned at 0 cm‐1  (as  the Raman shift  is  referenced with  respect  to  the excitation 
source  position),  and  filtered  by  a  notch  filter  (also  referred  to  as  band‐stop  filter) 
which weakens the excitation  light received by the spectrometer  in several orders of 
magnitude. Usually, Raman signals are often swamped or obscured by the background 
or baseline, due to fluorescence emission, and do not provide any useful  information 
for the Raman spectrum. Thus, the peak intensity of the Raman peaks is defined as the 
number  of  counts  at  the  position  of  the  peak, minus  the  counts  of  the  baseline  or 
background. In order to simplify the interpretations of the spectra, determine the peak 
positions,  estimate  the  peak width,  and measure  the  peak  intensity  accurately,  the 
elimination of the background is necessary [12]. 
 
Figure 1‐3. Typical Raman spectrum 
In the framework of the ExoMars mission, Raman spectroscopy is a key technique, as it 
will provide tools for the analysis of samples from an exobiology perspective, which is 
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the final aim of the ExoMars mission. In this direction, lots of research has been carried 
out  in  order  to  study  the  capabilities  of  Raman  spectroscopy  for  the  analysis  of 
samples  from  an  astrobiological point of  view.  Especially  interesting  is  the  resonant 
effect of carbonaceous matter, which is thus easily detected with Raman spectroscopy, 
and  has  been  amply  studied  [13,  14].  Furthermore,  the  interest  in  carbonaceous 
matter  is not only based on  the  carbon‐based  composition of organic materials, but 
also  supported  by  analysis  in  Martian  meteorites  [15].  However,  there  is  some 
controversy  regarding  the biotic – abiotic origin of carbon based‐only on  the Raman 
spectra of the carbonaceous matter. Raman is considered necessary, but not sufficient 
to  assess  the  biotic  origin  of  this matter  [16,  17]. However,  by  complementing  the 
Raman  information  with  other  analyses,  such  as  optical  images  and  structural 
morphology studies of the carbonaceous matter can univocally assess the biotic origin 
of  carbonaceous matter  [18, 19].  In addition  to  carbonaceous matter per  se, Raman 
spectroscopy  has  also  been  applied  for  the  detection  of  biomarkers  and  organic 
materials [20‐27]. 
All the research performed with Raman spectroscopy indicates that this technique is a 
key tool  for  in situ  investigation of the Martian surface,  for mineralogy as well as  for 
exobiology, though for some cases, it is necessary to complement this technique with 
others, which  highlights  the  importance  of  the  complementarity  of  the  instruments 
onboard  the  ExoMars  rover.  Thus,  the  RLS  instrument  will  support  the  scientific 
measurements  by  correlating  its  spectral  information with  other  spectroscopic  and 
imaging  instruments  such  as  the  MicrOmega  Infrared  Spectrometer,  or  the  CLUPI 
images.  
1.5 THE	RLS	INSTRUMENT	AND	THE	SPDS	
The  RLS  instrument  will  operate  on  samples  collected  from  the  surface  and  the 
subsurface down  to 2 meters, by means of  the drill  included  in  the  ExoMars  rover. 
Then, the samples will be crushed into a fine powder and by means of a dosing station 
the powder will be presented to RLS and the other instruments in the ALD [28, 29]. 
There  shall  be  two  operational  modes  [1]:  an  automatic  scanning  and  a  smart 
scanning. 
The mode selection will be performed by spacecraft commands  from ground. During 
automatic  scanning,  the  rover  shall  place  the  target  following  a  preconfigured 
sequence of movements  in  front of RLS optical head. RLS shall take at  least 20 shots 
per sample at regularly spaced spots on the target. During smart scanning, MicrOmega 
IR images will be processed by the rover to determine if there is any target of interest 
which can be reached by the RLS instrument. In affirmative case, the rover would place 
the target of interest below the RLS optical head. In case no target of interest is found, 
the preconfigured sequence of movements would be performed instead. 
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Figure 1‐4 shows the sample preparation and distribution system (SPDS) of the rover. 
This  system will  crush  the  sample  to  a  powder with  a  grain distribution  of  200‐250 
microns  and  below  [30],  and  deposit  it  in  a  sample  container  in  the  carrousel.  The 
carrousel will then move to  flatten the surface of the powder before presenting  it to 
the ALD instruments for analysis. 
 
Figure 1‐4. Schematics of the rover Sample Preparation and Distribution System 
 
In  spite  of  the  technological  development  that  has  led  to  the  expansion  of  Raman 
spectroscopy,  and  the  capabilities of  this  technique, Raman  spectroscopy has been, 
and  to  a great extent  still  is,  considered  as a  laboratory  technique. Nevertheless,  in 
recent  years  several  technological  developments  in  laser  sources,  optical  elements, 
spectrometers and detectors have led to the possibility of developing robust, compact 
and  miniaturized  spectrometers,  which  have  many  of  the  spectral  capabilities  of 
laboratory‐based systems. 
These  developments,  thus,  also  paved  the  way  for  the  potential  use  of  Raman 
spectroscopy  in planetary  exploration  as part of  rover or  lander  instrumentation,  in 
particular for the exploration of Mars. Furthermore, at present, Raman spectroscopy is 
considered as a  fundamental, next‐generation  instrument  for  the characterization of 
mineralogical and organic material during the exploration of Mars [9]. Previous works 
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on technical developments of Raman spectrometers for space exploration support this 
statement [31‐36]. However, the RLS instrument will be the first Raman spectrometer 
to land on Mars.  
Due  to  constraints  related  to  space  environment  (thermal,  mechanical,  radiation, 
planetary  protection…)  within  the  rover  analytical  laboratory,  the  RLS  instrument 
consists of three independent units connected via electrical and optical harnesses [1], 
as  shown  in  Figure  1‐5  and  Figure  1‐6.The  laser  is  in  the  Instrument  Control  and 
Excitation Unit  (ICEU).  Its  collimated beam  is  conveyed  to  the  Internal Optical Head 
(iOH), where  it  is  focused on  the  target. This unit must  incorporate a mechanism  to 
adjust  the optical  focus  because  of  irregularities  of  the  sample  surface.  The Raman 
signal  is collected through the same front optics, the excitation wavelength  is filtered 
out, and  the  signal  is  transmitted  to  the Spectrometer Unit  (SPU)  for dispersion and 
capture on a two‐dimensional Charged Coupled Device (CCD).  
Figure 1‐5  shows how  the  sub‐units are mounted  in  the  rover Analytical  Laboratory 
Drawer (ALD). This configuration is necessary because the target sample has to be kept 
within an ultra‐clean zone in the rover to comply with the planetary protection policies 
(aimed at avoiding biological contamination of extraterrestrial bodies), and  thus  it  is 
not in physical contact with RLS. These subunits are further described below [1]: 
 Spectrometer  unit  (SPU).  The  dispersion  of  Raman  light  is  obtained  by 
transmission using a holographic grating. The Raman spectrum is registered on 
a 2268x512 pixels CCD, which  is kept at  ‐10ºC by means of a  thermo‐electric 
cooling device. 
 Control and excitation unit (ICEU).  It  includes de DC/DC power converters and 
the  data  processing  capability  (micro‐controller,  RAM  memory,  clock  and 
CANBus).  Its  role  is also  to capture  the RLS health parameters and  to control 
the thermal management. To support other functionalities of the instrument, it 
comprises the  laser with two redundant excitation outputs, the CCD front‐end 
electronics and the autofocus driver to focus the  laser beam on the surface of 
the sample. 
 Optical head (iOH). The range of focus is 2mm in a confocal configuration, with 
a working distance of 13 mm.  
The  laser  source  is continuous at a wavelength of 532 nm. This  laser will be able  to 
provide  a  total of 400  individual  sets of measurement  cycles  (10 minutes maximum 
each). The laser spot size will be around 50 microns on the surface of the sample. This 
spot  size procures  an  irradiance  level  on  the  surface  of  the  sample  fixed  to  remain 
below  the  threshold  of  powder  grain  thermal  damage,  mainly  in  oxides  and 
hydroxides. The goal of the spectrometer is to cover the spectral shift from around 200 
to 3800 cm‐1, to capture the range of fundamental vibration of rock forming minerals, 
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oxyanionic  anions,  functional  groups  of  organic  species, water  and OH  vibrations  in 
hydrates. The Raman spectral resolution goal is required to be 6 cm‐1 in the fingerprint 
spectral  region below 2000  cm‐1 and around 8  cm‐1 above  this  limit  [28]. Figure 1‐6 
shows the schematics of the RLS instrument components. 
 
Figure 1‐5 Schematics of the implementation of the RLS  
instrument in the ExoMars rover. Credits: ESA 
 
Figure 1‐6. Schematics of the RLS spectrometer units: SPU (up, left), iOH (up, right) and ICEU (bottom). 
Credits: INTA (up), IRAP (bottom). 
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In  this context,  the present work was aimed at optimizing all  the processes  that can 
influence  the  scope of  the  scientific  information  obtained  from  the RLS  instrument. 
This  is achieved by addressing two different  issues. On one hand,  it was necessary to 
implement  techniques  for  the RLS  instrument  to be operated automatically, without 
the intervention of a human operator. On the other hand, the analytical process of the 
data  obtained  from  the  instrument  also  needed  to  be  optimized  by  applying  novel 
techniques for the analysis of Raman spectra. 
The  optimization  of  the  acquisition  process  is  achieved  by  addressing  the  spectral 
acquisition on a point by point basis, but also optimizing  the best possible mapping 
performance. In this work I have implemented several algorithms that allow optimizing 
the  spectral  acquisition,  but  also  incremented  the  mapping  performance  of  the 
instrument by reducing the computational time necessary to acquire spectra. Thus,  it 
will be possible  to perform better mappings of  the sample surface by  increasing  the 
number of points of  the  sample  that are analyzed.  In  this  line, we have  studied  the 
influence of the grain size distribution and the problematic associated with the sample 
preparation and distribution, which will also  contribute  to  the definition of  the best 
mapping  parameters.  In  order  to  be  able  to  perform  the  experiments,  I  built  and 
programmed  the  RLS  ExoMars  simulator  described  in  Chapter  2,  which  allows 
acquiring spectra in a SPDS‐like scenario. 
In addition  to  the optimization of  the acquisition process,  there  is also an  important 
influence from the way the data obtained from the  instrument  is analyzed. This work 
presents a study of  the  influence on  the Raman spectrum due  to  the singularities of 
the  acquisition  process, which  is  of  utmost  importance  in  order  to  characterize  the 
identification  capabilities  of  RLS.  Furthermore,  these  singularities  allow  applying 
several techniques for the analysis of the data products from RLS which potentially can 
provide more complete information from the sample. Thus, this thesis intends to study 
and optimize, not only all the parameters related  to  the spectra acquisition, but also 
optimizing  the  analytical  process  of  the  spectral  data  obtained  under  the  RLS 
constraints.  Regarding  to  this  second  aspect,  several  techniques  are  studied  and 
applied  to RLS data, providing  information  regarding  the  identification accuracy, and 
the possibility of quantifying the abundances of minerals in mixtures. 
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DEVELOPMENT	OF	THE	RLS	EXOMARS	SIMULATOR	
 
Description of the RLS ExoMars simulator system performance and capabilities 
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2.1 INTRODUCTION	
In order  to achieve  the maximum  scientific  return  from  the RLS  instrument once on 
Mars, it is necessary to perform experiments under the operation conditions imposed 
by  the  rover.  To  do  so,  as  part  of  the  work  of  this  thesis,  we  have  built  and 
programmed  the  so‐called RLS ExoMars  simulator at Unidad Asociada UVa‐CSIC‐CAB 
(Figure 0‐1 and Figure 2‐1). This Simulator has enabled the scientific team to perform 
many scientific experiments under conditions similar to those provided by the Analytic 
Laboratory  Drawer  (ALD)  of  the  ExoMars  rover.  It  also  provides  the means  for  the 
definition  and  development  of  the  necessary  algorithms  for  the  automation  of  the 
instrument. The following sections describe how the system is implemented, as well as 
its capabilities from the hardware and software perspectives. 
 
Figure 2‐1. RLS ExoMars simulator prototype and schematics 
 
 
Figure 2‐2. Detail of the sample analysis 
 
10 cm 
15 mm 
x
y
z
Guillermo Lopez‐Reyes 
30 
 
2.2 POSITIONING	
The basic configuration of the RLS ExoMars Simulator consists of an XYZ micrometric 
positioning  system  with  an  optical  head  attached  to  the  Z  axis,  and  a  refillable 
container attached to the XY positioners. This way, a sample can be positioned under 
the optical head and be analysed (see Figure 2‐1 and Figure 2‐2).  
The  rover  Sample  Preparation  and  Distribution  System  (SPDS) carrousel  and 
the focusing  system  in RLS are  emulated  with  linear  positioners  (X  and  Z  axis, 
respectively), assuming that the carrousel radius is big enough to be approached by a 
straight line. Furthermore, another axis (Y axis) was added to be able to address issues 
as  collaborations  with  other  instruments,  in  a  collaborative  science  mode 
configuration. The positioners are Standa 8MT175‐200  (20cm  range)  for  the X and Y 
axis,  and 8MT175‐150  (15cm  range)  for  the  Z  axis,  configured with  stepper motors. 
These  devices  offer  a spatial  resolution  of  2.5 microns.  They  also  give  a  very  high 
repeatability and accuracy parameters. The microcontrollers used are Standa 8SMC1‐
USBhF, 1.5A Microstep Driver with USB  Interface, powered with 12V. The positioners 
are equipped with hard stop switches  to avoid damage  to  the stepper motors when 
reaching the range limits. In addition, the hard stop switches have been configured in 
order to protect the optical head from damages, providing an effective range of the Z 
axis of 8 cm, which is more than enough to serve its purpose.  
2.2.1  SECURITY	STOP	
There  are  three  ways  to  stop  the  positioner  motion.  The  limit  switches  of  the 
positioners will automatically stop the motion when activated  (either manually or by 
the  stage).  There  is  a  switch  than  the operator  can  activate  to  completely  stop  the 
motion  of  all  the  three  positioners.  Lastly,  removing  the  current  to  the  micro‐
controllers will stop the motion of the system. 
2.3 IMAGING	
The optical head  implemented  in the RLS ExoMars simulator has been provided with 
two  different  objectives which  can  be  positioned  over  the  sample  to  allow making 
better studies of the sample. The first objective is a Nikon 10X/0.25 Pol, WD 7.0, which 
is used only  for  imaging purposes.  This objective provides  a  field of  view of 1600  x 
1200  squared  microns,  and  intends  to  simulate  the  collaborative  science  with  the 
MicrOmega  instrument  on  the  ExoMars  mission.  The  second  microscope  objective 
used  in  the simulator  is a Nikon L Plan SLWD 50X/0.45 EPI, WD 13mm.  It provides a 
field of  view of 280  x 210  squared microns.  This objective  is used both  for  imaging 
purposes as well as to focus the Raman laser and collect the Raman signal in a confocal 
configuration. This way, both the image and Raman excitation share a common optical 
path,  allowing  the  scientist  to  see  exactly  where  the  laser  hits  the  sample.  The 
hardware configuration is based on a beamsplitter placed with a 45º angle (see Figure 
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2‐4), allowing the Raman probe and the camera to use the same optical path to focus 
the sample. With this configuration, and with the BWTek  laser and a BWTek BAC‐100 
probe, a spot size of around 58 microns is obtained on the sample surface, when the 
nominal spot size of  the RLS  instrument  is 50 microns. The experimentally measured 
spot  size  is  depicted  in  Figure  2‐3,  with  both  the  beam  and  Gaussian  adjustment 
measurements at 13.5% power. Both  the  cameras used  in  this  layout are web  cams 
Vimicro USB2.0 UVC PC Camera, which were conveniently adapted to be mounted  in 
the setup.  
 
Figure 2‐3. Laser beam profile measured with the BWTek laser and the BWTek BAC‐100 optical head 
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Figure 2‐4. Beamsplitter in the Optical Head to share the image and Raman optical 
path 
 
 
2.4 FLATTENING	
The system is also designed to flatten the sample powder with a rover‐like design and 
position the sample under the instrument optical head (Figure 2‐5), which will focus on 
the  sample  surface.  The  flattening  blade  height  can  be  adjusted  by  means  of  a 
Newmark NSC‐1 controller and positioning stage, as well as manually adjusted with the 
flattening blade screws.  
 
 
Figure 2‐5. Flattening system in operation 
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2.5 SOFTWARE	CAPABILITIES	
The control software  for  the simulator has been developed  in Visual C++ with Visual 
Studio 2008. This software tool  is shown  in Figure 2‐6. However, a second version of 
the software has been  implemented  in LabView  in order  to  facilitate  the  integration 
with other  systems  (SPDS,  for example). This version of  the  software  is described  in 
section  2.5.3.  The  description  of  the  software  is  aimed  at  describing  the  system 
capabilities, as well as to be used for further reference in a “user manual” fashion.  
To acquire Raman spectra, a control module for spectrometers and lasers was included 
in  the  RLS  ExoMars  Simulator  software.  Currently, BWTEK  i‐Raman  532  nm, BWTEK 
Compass T and Andor Newton DU940N‐BV spectrometers can be controlled  from  the 
simulator in manual mode, as well as the Monocrom Prototype II and the BWTEK Laser 
Laz‐USB  532  nm lasers.  The  designed  optical  head  allows  the  coupling  of  many 
different types of Raman probes to the simulator, including the BWTEK, InPhotonics or 
KOSI probes available at Unidad Asociada UVa‐CSIC‐CAB. 
NOTE: The automatic mode is optimized to be used with the Compass‐T spectrometer 
and the BWTEK laser device, though it will work with any device configuration, as long 
as they are correctly selected in the software.  
 
Figure 2‐6. Software developed for controlling the Simulator (Visual Studio version) 
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2.5.1  MANUAL	OPERATION	
The  RLS  ExoMars  simulator  can  be  operated  manually  to  perform  all  the  basic 
operations of the system. 
2.5.1.1 	START‐UP 	CONFIGURATION 	
There  are  several parameters  that have  to be  configured  each  time  the  software  is 
started and before executing any other activities. These configuration steps consist on 
the selection of the correct camera and the laser spot calibration.  
2.5.1.1.1 SELECTION	OF	THE	CORRECT	CAMERA	
The  camera  that  is  actually  being  shown  should  be 
correctly  mapped  to  the  radio  button  in  the  Camera 
Control field. This is due to the fact that both 10X and 50X 
cameras  are  equal,  and  the  Operative  System  cannot 
distinguish between them by default, as they use the same 
driver. To be able to distinguish both cameras, it has to be 
noted that the 50X camera has a dark spot on the upper‐
left part of the image, while the 10X doesn’t.  
2.5.1.1.2 LASER	SPOT	CALIBRATION	
By default, the laser spot position is set to the center of the 50X image. However, the 
high  number  of  freedom  angles  that  the  positioning  of  the  Raman  probe  provides, 
discourages the hard‐coding of the laser spot position. Thus, with each new execution 
of  the software,  the spot position has  to be recalibrated. This  is done by clicking  the 
‘Spot Calib’ button and selecting the position  in which the  laser spot  is  found on the 
image.  The  resulting position will  be  indicated  in  the  ‘spot_x_pos’  and  ‘spot_y_pos’ 
text fields. 
2.5.1.2 CAMERA 	SELECTION 	
The  ‘Switch Camera’ button (Figure 2‐8) can be used to change the 
viewing camera of the system. There are two possibilities consisting 
on  the 10X and  the 50X cameras. These devices are  referenced by 
Windows  with  the  driver  name,  thus,  they  both  have  the  same 
name  (Vimicro USB 2.0 UVC PC Camera) on  the pop‐up menu  that 
appears when pressing  the button  (see Figure 2‐9). However,  they 
can be distinguished based on the black spot that can be appreciated in the upper‐left 
part  of  the  50X  field  of  view.  The  radio  buttons  can  be  clicked  to  ensure  that  the 
current camera corresponds to the correct radio button. 
Figure 2‐7. 50X image with 
the dark spot on the upper‐
left part 
Figure 2‐8. Camera 
control panel 
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Figure 2‐9. Camera selection menu 
2.5.1.3 IMAGE 	CAPTURING 	
To capture the current view to an image, the Capture Image button can be used. The 
image is saved in .bmp format with the name indicated in the text field on the right of 
the button, and in the folder C:\Resultados_SimuladorExoMars\ManualMode\Images.  
2.5.1.4 POSITIONING 	
 
Figure 2‐10. Manual positioning controls 
The  edit  boxes  on  the  left  indicate  the  distance  increment  that  the  positioner will 
move when clicking the arrows on their right (5 microns in Figure 2‐10). The minimum 
increment  should  be  set  to  2.5,  as  this  is  the  spatial  resolution  of  the  system. Any 
desired position can also be manually introduced in the boxes found to the right of the 
arrows, and the positioner will move once the corresponding  ‘GO’ button  is pressed. 
The actual position of the encoder is shown in the text field by the right of the position 
edit boxes.  
The system can be moved  to position  (0,0,0) by pressing  the  ‘Go Origin’ button. The 
current position of the encoder can be set as the origin reference by pressing the ‘SET 
Origin’  button.  The  previous  button will move  all  three  axis  to  their  corresponding 
previous position. The  ‘STOP’ button will stop  the motion of any moving positioners, 
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based on  the motor status  (ON/OFF), shown  in  the  text  fields  to  the  left of  the  ‘GO’ 
buttons. All units are presented in microns.  
2.5.1.5 10X‐50X 	 INTERACTION 	(COLLABORATIVE 	OPERATION) 	
To simulate the collaborative operation between different instruments of the ExoMars 
payload,  an  interaction  tool  between  the  different  cameras  and  objectives  was 
implemented.  Figure  2‐11  shows  the  control panel  for  this  function. The underlying 
principle  is that,  if something of  interest was  found on the wider  field of view of the 
10X camera  (simulating the MicrOmega  instrument onboard the ExoMars rover), this 
point  should be  selected and placed under  the 50X camera and Raman optical head 
(RLS  instrument),  exactly  under  the  spot  position,  to  be  analyzed  by  the  Raman 
instrument (see Figure 2‐12). To do so, the ‘Select point’ button will be active when the 
10X camera  is activated. After pressing  it, a point on  the  image can be selected, and 
the offset automatically calculated taking into account the shift from the center of the 
10X  image, as well as the shift of the calibrated  laser spot from the center of the 50X 
field of view. This offset is based on the shift values that can be seen in the text fields 
in Figure 2‐11, which correspond to the distance between the centers of the 10X and 
50X  images. These values can be modified  in case a recalibration  is needed, but they 
will be reset to the original values when the program  is restarted, unless modified  in 
the source code. 
 
Figure 2‐11. Control panel for 10X‐50X travelling 
 
Figure 2‐12. Depiction of the collaborative mode operation. 
Once an interesting point has been selected, the ‘Go to 50X’ point button will take the 
selected point under the RLS spot.  
When the 50X camera is activated, there is the option of going back to the 10X position 
by pressing the ‘Go to 10X’ button.  
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Figure 2‐13.  
Illumination (LED) 
and laser control. 
2.5.1.6 ILLUMINATION 	
 
The software provides ‘ON’ and ‘OFF’ buttons for the LED  illumination 
of  the system. When pressed,  the LED  illumination will be  turned ON 
and  OFF.  When  turning  ON,  the  laser  is  automatically  turned  OFF 
(Figure 2‐13). 
 
2.5.1.7 LASER 	
The software also provides  ‘ON’ and  ‘OFF’ buttons  for controlling the 
laser device (Figure 2‐14). When the ‘ON’ button  is activated, the LED 
illumination  is  automatically  turned  off  to  avoid  errors  during  the 
acquisition. The RLS  instrument will not have the capability to control 
the laser power, thus, in the RLS ExoMars Simulator, it needs to be set 
by means of the external software LazUSB when using the BWTek laser 
device (or using the LabVIEW version of the software). The Monocrom 
device does not provide power control electronics.  
2.5.1.8 SPECTRA 	ACQUISITION 	
The  spectra  acquired  by  the  different  spectrometers  is  automatically  calibrated. 
However,  the  calibration  parameters  are,  in  all  cases,  hard‐coded  in  the  software 
source  code,  so,  in  case  they  have  to  be  changed,  these  parameters  have  to  be 
updated in the code.  
2.5.1.8.1 RAD1	SPECTROMETER	
The  software does provide  the possibility  to  include  the RAD1  spectrometer  (Raman 
Demonstrator  1,  a  spectrometer  developed with  characteristics  similar  to  the  flight 
instrument,  with  standard  components).  However,  due  to  problems  with  the  SDK 
software  of  this device,  and  the  lack of  support  from Hamamatsu,  the  CCD  camera 
manufacturer, it is not possible to correctly acquire spectra from this instrument. Thus, 
the corresponding RAD tab is empty and cannot be used. 
2.5.1.8.2 IRAMAN	 	AND	COMPASST	SPECTROMETERS	
 
Figure 2‐15. Spectra acquisition tab for the CompassT spectrometer (similar to iRaman) 
Figure 2‐14.  
Laser control 
panel 
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The BWTek spectrometers (iRaman and CompassT) have a similar control panel (Figure 
2‐15).  To manually  operate  these  devices,  it  is  first  necessary  to  connect  to  it  by 
pressing the ‘Connect’ button. The acquisition time and number of accumulations are 
indicated  in  the  corresponding  edit  boxes.  To  fix  the  acquisition  time  value  the  set 
button has to be pressed.  
To acquire several spectra  in a continuous way,  the  ‘Run continuously’ checkbox can 
be  activated,  and  this  number  of  spectra will  be  acquired  one  after  the  other,  and 
represented  in  the spectrum drawing box. The aim of  this capability  is  to be able  to 
observe  the evolution of  the  spectrum among different acquisitions  (for example  to 
asses if the sample is fluorescent).  
Buttons for the acquisition of a dark spectrum and the acquisition of the final spectrum 
are also enabled once the integration time has been correctly set to the spectrometer. 
When  pressing  the  ‘Get  Spectrum’  button,  a  spectrum  will  be  acquired  with  the 
indicated  acquisition  parameters.  This  spectrum  will  be  saved  in  the 
C:\SimuladorExomars\ManualMode\Spectra  folder with  the  name  introduced  in  the 
‘name’  edit  field.  The  spectrum  will  be  saved  as  .xy  (r‐shift,  intensity)  and  .txt2 
(multiple column) formats.  If a dark spectrum has previously been acquired,  it will be 
subtracted  from  the  intensity vector  in  the  .xy  file, and  the corresponding column of 
the .txt2 file.  
2.5.1.8.3 ANDOR	NEWTON	SPECTROMETER	
 
Figure 2‐16. Spectra acquisition tab for the Andor Newton CCD spectrometer   
2.5.1.8.3.1  ACQUISITION	SETUP	
The Andor Newton CCD spectrometer  is controlled and setup with  the control panel 
shown in Figure 2‐16. The basic functionality is similar to the BWTek spectrometers in 
2.5.1.8.2,  with  some  differences.  This  spectrometer,  after  initialization,  has  the 
possibility to set‐up several parameters. All the parameters will be set by pressing the 
‘Set’  button,  which  has  to  be  pressed  each  time  that  any  parameter  wants  to  be 
changed. 
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There are three modes of operation: ‘Single Scan’, ‘Accumulate’ and ‘Run Till Abort’. In 
the  ‘Single  Scan’  mode,  only  one  spectrum  of  Ti  seconds  is  acquired.  In  the 
‘Accumulate  mode’,  several  accumulations  are  added  to  the  spectrum  in  order  to 
reduce the spectral noise. Finally, the  ‘Run Till Abort’ mode will acquire spectra of Ti 
seconds until the abort button is pressed. These spectra will be shown in the software 
representation  chart.  Contrary  to  the  BWTek  spectrometers,  the  software  is  not 
blocked until all the accumulations are acquired, so this acquisition mode can be used 
for performing the focus on the sample by looking at the Raman signal. 
Figure 2‐17 shows the different selectable values for the readout speed and mode of 
the CCD. The lower the speed value, the lower the readout noise. However, as there is 
no shutter  in the spectrometer, during the readout process  light will still be acquired 
by the CCD, and  lower readout speed will imply  longer exposition to the  light, even if 
unwanted. 0, 1 and 20 correspond to 50kHz, 1MHz and 2.5 Mhz, respectively.  
Regarding  the  readout mode,  there are 5 different possibilities. Full Vertical Binning 
(FVB) will accumulate all the rows of the CCD in the output register. Multi‐Track mode 
will acquire multiple tracks at evenly spaced distances, covering the whole surface of 
the  CCD.  The  Random‐Track mode  will  acquire  two  different  tracks  at  hard‐coded 
positions. These tracks are calibrated to the current configuration of the spectrometer 
and  correspond  to  the  tracks  of  the  Kayser  diffraction  grating  on  the  CCD.  If  these 
tracks  need  to  be  changed,  the  parameters  have  to  be  hard‐coded  in  the  software 
source‐code.  The  Single‐Track  mode  will  acquire  only  one  track  on  a  determined 
position,  and  the  Image  mode  will  acquire  a  2‐D  image  of  the  whole  CCD.  The 
recommended  configuration  is  at minimum  speed  readout  rate  and  Random‐Track 
readout  noise,  and  this  is  the  configuration  used  by  default  for  the  automatic 
acquisition.  
 
Figure 2‐17. Different configuration options for the readout speed (left), and mode (right) of the CCD 
2.5.1.8.3.2  TEMPERATURE	SETUP	
The  CCD  of  the  Andor  Newton  spectrometer  can  be  cooled  down  by  means  of  a 
thermo‐electric  cooler. This  temperature  can be  set by  clicking on  the button Temp 
and selecting the desired temperature  (see Figure 2‐18). The cooler  is turned on and 
off  using  the  ON/OFF  button.  The  cooler  device  PID  can  take  several  minutes  to 
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stabilize the temperature of the CCD, though this does not imply that the spectrometer 
cannot acquire spectra during that time. 
 
NOTE: It is important to be aware that the Andor Newton CCD should not be powered‐
off  before  the  CCD  has  reached  temperature  values  over  at  least  0ºC,  to  avoid 
damages to the CCD due to condensation. The software is blocked before closing, after 
shutting  down  the  spectrometer  and  after  automatic  acquisition  until  the  safety 
conditions are reached. 
2.5.1.8.3.3  ACQUISITION	PROCESS	
To acquire spectra, the acquisition parameters have to be fixed, and the temperature 
(optionally)  set  to  the  desired  value. Once  the  spectrometer  is  correctly  configured 
(‘Set’  button  is  pressed),  it  will  be  possible  to  acquire  spectra  using  the  ‘Acquire’ 
button. Once the spectrum  is acquired and the data  is available,  it will be possible to 
save  the  spectra with  the  ‘Save’ button, using  the name  input  in  the  corresponding 
field. 
2.5.1.8.3.4  DARK	SPECTRUM	ACQUISITION	
By default, the dark spectrum that is subtracted to the newly acquired spectra is 0. In 
order to acquire a dark spectrum to subtract to the subsequent acquired spectra, the 
‘isDark’ button and the checkbox by  its side have to be used. The  ‘isDark’ button will 
save the last acquired spectrum as a dark, and all the subsequent acquired spectra will 
be saved with this dark subtracted from the intensity signal. This will happen while the 
checkbox  is activated, or while the acquisition conditions do not change. Deactivating 
the checkbox or changing the acquisition settings (pushing the ‘Set’ button) will delete 
the current dark spectrum. 
2.5.1.9 Autofocus 	
2.5.1.9.1 THEORY	
The  RLS  ExoMars  simulator  software  includes  an  autofocusing  algorithm.  This 
algorithm performs image analysis, based on the grey level variance of a region of the 
image  to decide whether  the  focusing  level  is better or not. This way,  taking several 
images  in  different  points,  it  will  be  possible  to  decide  in  which  one  of  them  the 
focusing level is best, based on the following algorithm: 
Figure 2‐18.
Temp. menu
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Variance is defined as ߪଶ ൌ 	 ଵேమ ∑ ∑ ሺ݂ሺݔ, ݕሻ െ ݉ሻଶே௬ୀଵே௫ୀଵ  , where m is the mean of the 
distribution of the grey levels (luminance) of the whole image, f(x,y) is the intensity of 
the grey  level of the pixel  in position (x,y) and the selected squared focusing area has 
sides of N pixels. The bigger the variance, the better focused the image. 
For the RLS ExoMars simulator, this algorithm has been implemented using a focusing 
surface of 32 by 32 pixels, which is equivalent to about a 15 by 15 microns surface, in 
the  center of  the  laser  spot.  This  is  to maximize  the  focus position where  the  laser 
intensity is higher (the center of the spot). 
The analysis and tests performed with this system showed that, with a 532 nm  laser, 
the visual focusing position and the Raman focus position (in terms of maximum peak 
intensity) were  quite well  related  (as  shown  in  Figure  2‐19),  and  thus,  the  visually 
detected  focusing  position  is  directly  used  as  the  optimal  focus  for  the  Raman 
acquisition. 
 
Figure 2‐19. Visual vs Raman (maximum peak intensity) focus 
2.5.1.9.2 HOW	IT	WORKS	
 
Figure 2‐20. Automatic mode menu. Only AF button and z Range edit field are applicable to the 
manual control mode 
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The AF button will perform a sweep from the current z position along a range indicated 
in  the  z‐range  edit  text  box  (400 microns  in  Figure  2‐20), moving  in  the  z  positive 
direction  (up),  contrary  to what  is  performed  during  the  automated  operation  (see 
section  2.5.2).  A  new  image will  be  acquired  each  10 microns,  calculating  on  each 
picture  the  focusing  index  with  the  technique  described  in  section  2.5.1.9.1.  Once 
swept,  the optimal  calculated  focus position will be  indicated  in a  text  field and  the 
positioner will be automatically moved to the focused position. 
Precautions:   
1‐ The 10 microns step  is optimized to be used with the 50X  image. To focus the 
other camera, it is more practical to do it manually, given that the 10X objective 
depth of field is very long. 
2‐ User  has  to make  sure  the  laser  spot  has  been  indicated  in  order  to  focus 
exactly on the laser spot position, and not on the center of the image.  
 
2.5.2  AUTOMATIC	OPERATION	 	
The integration of all the elements under the same software provides the possibility of 
developing a software tool capable of performing all the activities in automatic mode, 
provided that there are algorithms that can take  live “smart” decisions, based on the 
results  from  the current operation. The  final aim  is  to develop,  integrate and  test all 
the  necessary  algorithms  that  the  instrument  might  need  to  perform  a  full‐scale 
operation  in  an  automated  way,  while  optimizing  both  the  spectral  quality  and 
scientific  results, and  the operation  time and power  consumption. To do  so,  several 
algorithms  have  been  proposed  (see  Chapter  3),  and  some  of  them  developed  and 
integrated into the RLS ExoMars Simulator.  
The nominal operation of the RLS  instrument onboard the ExoMars rover consists on 
acquiring 20  to 39  spectra along a  line of a powdered  sample, autofocusing at each 
point,  and  autoadjusting  the  acquisition  parameters  to  adapt  to  the  sample 
characteristics,  in  order  to  save  time  when  possible.  Each  point  is  limited  to  an 
acquisition time (including the dark frame acquisition) of 5 minutes per point. 
Figure 2‐21 shows the control panel  for the automated mode. During the automated 
operation, the acquisition results,  including  logs and acquired spectra will be saved  in 
the  folder  C:/Resultados_SimuladorExomars/AutomaticMode/SampleName,  where 
SampleName  is the name  indicated by the user  in the sample name text field. In case 
the folder already exists, the data will be overwritten.  
To start the execution of the automatic mode, the Automatic mode button has to be 
pressed, once all the parameters have been correctly set. 
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NOTE:  To  ensure  the  quality  of  the  automatic  mode  functioning,  the  desired 
spectrometer tab has to be selected  (without  initializing the spectrometer), the  laser 
that  is  intended  to  be  used,  the  50X  radio  button  and  the  50X  camera  have  to  be 
activated and the laser spot position correctly calibrated.  
 
 
2.5.2.1 AUTOMATED 	POSITIONING: 	2‐D 	MAPPING 	
In  its current version, the automatic mode can perform 2‐D mappings with Autofocus 
at each point. The mapping grid  is created based on the text  fields on the  left of the 
Automatic mode control panel  (see Figure 2‐21). The x and y step  fields  indicate  the 
separation between points, the number of points field corresponds to the number of 
points that will be acquired in the x direction, while the number of  lines indicates the 
number of points that will be acquired in the y direction.  
The  2‐D  mapping  is  possible  using  all  the  spectrometers,  though,  for  the  Andor 
Newton,  after  each  line,  the  spectrometer  will  be  turned  off  (with  temperature 
stabilization  included).  Thus,  for  this  spectrometer,  a  one‐line‐only  operation  is 
recommended.  
2.5.2.2 AUTOFOCUS 	DURING 	AUTOMATED 	OPERATION 	
The z range field defines the range in which the Autofocus will be performed. Contrary 
to  manual  mode  autofocus  described  in  section  2.5.1.9.2,  during  the  automatic 
operation the z Range will be applied in the z negative direction. That is, the z axis will 
be  swept  between  the  original  position  minus  the  z  Range  value,  to  the  original 
position.  This  is  done  to  facilitate  the  sample  preparation,  as  it  will  only  require 
focusing the image on the sample container surface, providing an easy way to prepare 
the setup. The rest of the autofocus operation and the theoretical principle is the one 
described in section 2.5.1.9. 
The  automated operation will perform  autofocus  at each point of  the 2‐D grid only 
when the ‘Use autofocus’ check‐box  is selected. When unchecked, all the spectra will 
be acquired at a constant z position.  
Figure 2‐21. Automatic mode control panel
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The  combination  of  the  2‐D mapping  and  the  autofocus  capability  allows  acquiring 
surface maps of the samples, both with the profile as well as the Raman information of 
the  sample  (with  a  spatial  distribution  indicated  in  the  x‐y  grid  parameters),  as 
exemplified  in  Figure 2‐22. However,  this  kind of operation might  require  very  long 
operation times.  
 
Figure 2‐22. Example of 3‐D mapping. This picture shows the profile of the sample on a circular sample 
container. 
2.5.2.3 ADJUSTMENT 	OF 	THE 	ACQUISITION 	PARAMETERS 	
The status of the  ‘Use Autoadjust’ check‐box defines how the system will acquire the 
spectra.  If  checked,  the  software  will  acquire  a  reference  spectrum,  calculate  the 
maximum  intensity  and  SNR  of  the  reference  spectrum,  and  estimate  the  optimal 
acquisition  parameters  (Integration  time  and  number  of  accumulations)  based  on 
these  values  and  on  the  spectrometer  performance, with  a  limit  of  5 minutes  per 
point. However, when unchecked, all the spectra will be acquired with the integration 
time  and  number  of  accumulations  indicated  on  the  corresponding  boxes  in  the 
spectrometer  tab  (see  Figure  2‐15  and  Figure  2‐16).  Further  description  of  the 
algorithm operation can be found in Chapter 3.  
2.5.2.4 FLUORESCENCE 	REDUCTION 	
The  algorithm  for  the  reduction  of  the  fluorescence  during  the  RLS  instrument 
operation  will  automatically  adjust  the  quenching  time  based  on  the  background 
reduction  rate  at  each  point  (as  explained  in  Chapter  3).  However,  the  algorithm 
currently  implemented  in  the  Visual  Studio  version  of  the  RLS  ExoMars  Simulator 
provides a more simple approach: when the corresponding check‐box is activated, the 
laser will be  turned on after  the  focusing process, and  the  system will wait as many 
seconds as indicated in the corresponding text field of the control panel. This time will 
be applied  to  all points, no exception.  In  addition,  if  the  spectrometer  that  is being 
used  for  the  spectral  acquisition  is  one  of  the  BWTek  systems,  a  spectrum will  be 
acquired and saved each 4 seconds. This way, it is possible to evaluate the variation of 
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the sample background with time. When using the Andor Newton CCD, no spectra will 
be acquired during the fluorescence quenching time.  
2.5.3 LABVIEW	VERSION	OF	THE	SOFTWARE	
This  section  summarizes  the  modifications  of  the  software  that  have  been 
implemented  in  the  LabVIEW based version of  the RLS ExoMars Simulator  software, 
with respect to the Visual Studio version.  
The use of LabVIEW provides a better graphical interface and, more importantly, much 
easier  integration  of  all  the  different  hardware  units  (laser,  spectrometer,  cameras, 
positioners…).  Furthermore,  a  LabVIEW  interface  will  make  integration  with  other 
systems such as  the SPDS system much easier,  for  future  integration and  joint  tests. 
The software interface is shown in Figure 2‐23.  
The LabVIEW version of the software is not capable of controlling the Andor Newton, it 
is only capable of controlling the BWTek spectrometers. However,  in this version, it  is 
possible  to  control  the  laser  power,  allowing  the  automation  of  experiments  with 
different  irradiances  levels  (which,  however,  are  not  in  the  scope  of  this work).  In 
addition, a position  calibration procedure was  implemented  to avoid damage  to  the 
flattening blade, which the system will execute each time it is started.   
Regarding  the  implemented  algorithmic  for  the  automatic mode,  in  addition  to  an 
optimization  of  the  focusing  process  in  terms  of  focusing  time,  this  version  of  the 
software  includes  the  final  fluorescence  reduction  algorithm,  which  adapts  the 
quenching time as a function of the background reduction rate in fluorescent samples. 
The detailed process is presented and justified in Chapter 3.  
 
Figure 2‐23. Software developed for controlling the Simulator (LabVIEW version) 
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Generally,  the  final  user  of  the  RLS  ExoMars  Simulator  is  scientific  personnel,  not 
necessarily  familiar with  programming  techniques. On  the  other  hand,  there was  a 
need to adjust our tools to the operational scenario of the instrument. Thus, a tool for 
defining activity plans  for  the  instrument was  included as part of  this version of  the 
software. Figure 2‐24 shows the activity plan generation tool. The main advantage of 
this  tool  is  that  it  allows defining  any possible  activity without  the need  to  actually 
program anything, only by selecting among the different available functions. To ensure 
that  the  execution  flow  does  not  incur  in  illogical  steps,  a  set  of  pre‐  and  post‐
conditions were defined to ensure a safe execution. 
 
Figure 2‐24. Activity plan generator included in the LabVIEW version of the software 
 
2.6 DEVELOPMENT	OF	A	RAMAN	DEMONSTRATOR	SPECTROMETER	
The engineering process for the development of the RLS instrument is a very complex 
task, both from the technical and logistical points of view. The technical difficulties are 
in  general  related  to  the  qualification  of  the  system  for  space, which  imposes  very 
strict  constraints  and many  test  campaigns  to  guarantee  the  development  process 
along the project  life. The problems related to the  logistic of a project  like RLS  inside 
ExoMars are mostly  related with  the  interaction of several engineering and scientific 
teams  of  different  institutions  and  countries,  with  different  funding  agencies  and 
national  managers.  These  issues  result  in  a  slow  development  process  of  the 
instrument. However, it is very interesting, from the scientific point of view, to be able 
to  work  with  spectrometers  with  similar  characteristics  to  those  of  the  flight 
instrument. 
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In this framework, it was decided to build a Raman demonstrator (RAD spectrometer), 
which had the same technical characteristics as the RLS instrument (Figure 2‐25), only 
without all  the  requirements  related  to space survival. Thus, we developed  two RAD 
models  with  the  same magnification,  diffraction  grating,  and  geometry  as  the  RLS 
instrument. The main difference among them was the optics, which in the RAD models 
was based on  components off‐the‐shelf, while  the optics  for  the RLS  instrument are 
custom made  to  fit  the operating  temperature  requirements, as well as other  issues 
related  with  mass,  volume  and  weight.  These  spectrometers  allow  performing 
laboratory experiments to assess and validate the performance of the  instrument, or 
at  least  its  configuration.  The  prototype  of  the  RAD1  spectrometer  is  presented  in 
Figure 2‐26, while the RAD2 spectrometer is depicted in Figure 2‐27.  
The characteristics of the end to end performance of the RLS with respect to RAD1 and 
RAD2 spectrometers are summarized in Table 2‐1. 
Parameter RLS RAD1 RAD2 
CCD Custom E2V Hamamatsu S10141/1109S Thorlabs LC100 
CCD operating 
temperature (ºC) -10 -9.5 
Laboratory 
conditions 
CCD size 2143 x 512 2068 x 512 2048 x 1 
Pixel size  
(µm2) 15x15 12x12 14x56 
Optical 
magnification 0.7 0.7 0.7 
Diffraction 
grating 
Wasacht photonics:1800 lines per mm 
Input and Output angle: 32.84º, Efficiency >70% 
Spectral range 
(nm) 537 - 667 491 - 704 473 - 714 
Spectral range 
(cm-1) 200 to 3800 -1532 to 4606 -2320 to 4791 
Resolution 
(cm-1) 
8 (rs < 2000 cm-1) 
7 (rs > 2000 cm-1) 
12.6 (rs =  483 cm-1) 
8.2 (rs = 2574 cm-1) 
6.4 (rs = 4567 cm-1) 
11.6 (rs =  483 cm-1) 
7.7 (rs = 2574 cm-1) 
6.4 (rs = 4567 cm-1) 
Table 2‐1. Comparative of the RLS specifications with the RAD models measured characteristics  
(rs stands for ‘Raman Shift’) 
In order to provide better usability of the equipment, RAD1 model was integrated in a 
case  to  allow  its  transportation  and  to  allow  operating  it with  batteries  in  external 
sites,  as  for  example  in  field  trips.  The  RAD1 was  integrated  with  a  532  nm  laser 
source, with batteries and all the necessary electronics to operate  it with an external 
laptop. The integration result can be seen in Figure 2‐28. With this configuration, it has 
been possible to perform several field trips and travels, while acquiring spectra with a 
spectrometer with similar characteristics to those of the RLS instrument.  
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Figure 2‐25. RLS instrument 3D model. Credits: INTA. 
 
 
Figure 2‐26. RAD1 spectrometer prototype 
 
 
Figure 2‐27. RAD2 spectrometer 3D model (left) and prototype (right) 
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Figure 2‐28. Integration the RAD1 spectrometer in a field setup 
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DEFINITION	OF	THE	RLS	INSTRUMENT	OPERATION	MODE	
 
Description  of  the  operational  framework  imposed  by  engineering 
constraints,  and  definition  of  the  algorithms  necessary  to  autonomously 
operate the instrument 
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3.1 INTRODUCTION	
The  potential  of  Raman  spectroscopy  as  a  non‐invasive  or  destructive  procedure 
applied to all kinds of materials defines it as a very important technique for all types of 
materials, minerals or biological analyses. This spectroscopic technique has remained, 
however,  unprecedented  in  planetary  exploration,  so  it  has  been  traditionally 
operated with the intervention of a human operator. 
The operation mode of  the RLS  instrument  is understood as  the series of operations 
and  algorithms  that  the  instrument needs  to perform autonomously  for obtaining a 
Raman  spectrum  of  the  highest  quality.  This  must  not  be  confused  with  the 
development  of  the  algorithms  necessary  for  the  instrument  to  become  a  flight 
instrument  (telemetry,  communication  with  the  rover,  data  conversion,  etc.).  The 
definition of the operation mode is a purely scientific task, which shifts the actions that 
the  human  operator  performs  with  the  instrument  (laser  focusing  on  the  sample, 
adjustment  of  the  spectrum’s  acquisition  time,  elimination  of  fluorescence…)  to  a 
system able to autonomously decide which is the point of focus, to detect whether the 
sample under study is fluorescent or not and therefore it requires a special treatment, 
what will the optimal integration time be, etc. 
The definition of all  these algorithms  is based on  scientific experiments  that help  to 
define objective parameters which are measurable by the  instrument, to enable  it to 
autonomously carry out those tasks the human operator manually performs based on 
his  experience.  This  experience  is  in  general  necessary  to  deal  with  the  intrinsic 
differences  found  among  different  samples,  or  even  different  points  of  the  same 
sample. These usually present strong variations  in  the spectrum, not only due  to  the 
existence of mixtures, but also to the different crystal orientations that can be found in 
powdered samples.  
The onboard operation of  the  instrument  foresees  the adaptation of  the acquisition 
parameters to the sample characteristics. This will allow saving operational time when 
analysing  good  scattering  samples, which will  potentially  be  used  to  analyse  other 
points, while maintaining a total maximum operational  time. The optimization of the 
operation  will  greatly  increase  the  science  return  from  the  instrument,  while  not 
requiring more resources. 
Thus,  in order  to provide  the  instrument with decision  tools,  the chosen operational 
paradigm  consists  on  acquiring  reference  spectra  that  can  be  used  to  assess  the 
spectral  quality  of  the  sample,  and  to  adjust  the  acquisition  parameters  to  reach  a 
determined quality standard, saving operation time when those standards are met.  
In  Raman  spectroscopy,  there  are  many  instrument‐level  parameters,  especially 
related with the CCD device, that can be configured to optimize the acquisition and the 
Guillermo Lopez‐Reyes 
54 
 
resulting acquired spectra, such as gain, readout speed, or even temperature. Most of 
these  parameters  can  be  optimized  for  each  type  of  sample,  to  improve  the 
performance of  the  instrument. However,  it  is  totally  impossible  to optimize  all  the 
parameters for each sample, given that the sample will not be known in advance: thus, 
a  thorough  characterization  of  the  instrument  response  is necessary  to  provide  the 
overall best performance.  
However,  there  are  two  operational‐level  parameters,  integration  time  (Ti)  and 
Number  of  Accumulations  (NA),  that  can  be  easily  modified  without  affecting  the 
instrument  performance,  but  the  total  operation  time.  However,  several  undesired 
effects  such  as  fluorescence  and  cosmic  rays  can  severely  modify  the  reference 
spectra, and thus impair the Ti and NA calculation performance. So, these effects need 
to be detected and avoided or minimized, when possible.  
Taking  into account these considerations, we have  identified several  issues that need 
to be addressed  in order to efficiently acquire Raman spectra. This chapter covers all 
the issues below, proposing methods for the instrument to deal with them: 
 Saturation avoidance: if spectra saturate, it can lead to errors in the operation 
flow. Thus,  it  is of paramount  importance that the spectra used  for reference 
do  not  saturate.  This  issue  is  covered  together  with  the  saturation  issue 
(following bullet) in section 3.2. 
 Fluorescence detection and removal: fluorescence effects are commonly found 
when analyzing Raman spectra (though probably not as common  in Mars, due 
to  the  lack  of  organics).  Fluorescence  can  greatly  reduce  the  SNR  of  the 
analyzed spectra. Given that  fluorescence background can decrease when the 
sample keeps  illuminated with  the  laser,  in section 3.2 we propose a method 
for  automatically  calculating  the  fluorescence  quenching  time  based  on  the 
background decreasing rate, saving a considerable amount of time. 
 Cosmic ray detection and removal: Section 3.3 refers a proposal  for detecting 
and removing cosmic rays and spikes that can appear  in the reference Raman 
spectra, which could cause failures in the algorithms if considered as peaks. 
 SNR calculation for onboard operations: Section 3.4 covers the development of 
an algorithm for the calculation of the spectral quality of a spectrum. This data 
will  be  used  as  a  parameter  of  the  acquisition  parameters  adjustment 
algorithms. 
  Acquisition  parameters  adjustment:  the  adjustment  of  the  integration  time 
and the number of accumulations is covered in section 3.5, providing a method 
to optimize  the overall operation  time with a  spectral‐quality‐based method. 
This will potentially allow acquiring more points of the sample. 
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All the algorithms proposed for onboard operation need to be computationally simple, 
while ensuring the best possible performance, and they have been design taking this 
constraint into account. The general operational flow is depicted in Figure 3‐1.  
 
Figure 3‐1. General operation flowchart 
3.2 SATURATION	AND	FLUORESCENCE	DETECTION	AND	REMOVAL	
3.2.1  SATURATION	AVOIDANCE	
As already state, the operational flow of the RLS instrument will be based on acquiring 
reference  spectra  that allow  the  instrument  to  take decisions based on  the  spectral 
characteristics of those spectra. However, it is impossible to know in advance whether 
the samples will be good or bad Raman scatterers, or if the sample will be fluorescent. 
Though we have defined a relatively short  integration  time  for  the reference spectra 
(Tiref = 1 second), it is still possible that a spectrum saturates in such a time.  
In order to avoid  it, RLS will check  if the reference spectra are saturated, and,  in that 
case,  will  acquire  new  reference  spectra  with  a  shorter  integration  time.  This  is 
important to ensure that the rest of the operation will work correctly.   
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3.2.2  THE	FLUORESCENCE	EFFECT	IN	RAMAN	SPECTRA	
When light interacts with an optically transparent material, some of the light will pass 
through the material without  interference (transmitted fraction), but part of it will be 
scattered  in  all  directions.  The  scattered  light  basically  consists  of  two  types: One, 
called  Rayleigh  scattering,  has  the  same  frequency  as  the  incident  beam  (w0),  and 
occurs  with  high  probability  (recombination  at  the  excitation  wavelength  is  very 
probable).  The  other  type  of  emission,  called  Raman  scattering,  is  very  weak 
(probability in the order from 10‐5 and 10‐13 [37]) and has frequencies w0 ± wfi, where 
wfi  is  a  vibrational  frequency  of  a  molecule.  This  is  called  the  Raman  effect.  The 
difference  in  the  incident  vs.  emitted  frequencies  is  due  to  the  fact  that  in  Raman 
spectroscopy,  the  excited  state  is  far  below  the  first  electronic  excited  state,  in  a 
"virtual state", different  from the real excited state (see Janblonski diagram  in Figure 
3‐2a). These virtual states correspond  to molecular or crystalline network vibrations, 
which are specific of the excited material, so these emitted photons will conform the 
Raman response of the material.  
 
Figure 3‐2. Transitions for the Raman and Rayleigh scattering and fluorescence effects  
(a ‐ extracted from [38]; b ‐ modified after [39]) 
However, apart  from  the  inelastic  scattering  that generates  the Raman bands,  there 
are several other effects also induced by the excitation of the sample. One of particular 
relevance for its influence on the acquired spectrum is fluorescence. Fluorescence is a 
form of  luminescence, which  is  the  emission of  light  from  any  substance, occurring 
from electronically excited states. As explained by  [40], “in excited singlet states, the 
electron in the excited orbital is paired (by opposite spin) to the second electron in the 
ground‐state  orbital.  Consequently,  return  to  the  ground  state  is  spin  allowed  and 
occurs rapidly by emission of a photon”. In other words, fluorescence occurs when the 
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molecule  is excited from the ground state to a discrete  level of the electronic excited 
state.  Then  the  excited  state  molecule  decays  to  the  lowest  energy  level  via 
radiationless transitions and then emits radiation, as shown  in Figure 3‐2b and Figure 
3‐3. As molecules may drop down  into any of  several energy  levels  caused by deep 
traps  on  the  material,  the  emitted  photons  will  have  different  energies,  and  thus 
frequencies. This causes the appearance of radiation in different wavelengths, causing 
the baseline of the spectrum to grow. The lifetime of the excited state in Raman is very 
short  (~10‐12 to 10‐13 s), while those  in  fluorescence are much  longer  (~10‐7 to 10‐9 s) 
[39].  Thus,  by  using  pulsed  excitation  sources  it  would  be  possible  to  reduce  the 
fluorescence  levels by  resolving  in  time. However,  the RLS  instrument  is based on a 
continuous wave laser excitation source, and this kind of fluorescence rejection is not 
possible. One of  the main reasons  for  fluorescence effects  in earth analysis  is due to 
biological remains on the samples, which will probably be unlikely in Mars, potentially 
reducing  the  incidence of  fluorescence  in  the samples. However,  it  is still considered 
necessary to be prepared for potentially fluorescent samples.  
It has been observed that, in fluorescence samples, if the sample keeps illuminated by 
the  excitation  source,  the  lower  energy  states  tend  to  saturate,  making  the 
fluorescence  transitions  happen  with  lower  probabilities.  This  is  known  as 
photobleaching,  an  undesired  effect  when  performing  fluorescence  measurements 
[40]. As a result, the fluorescence emission decays and eventually stabilizes after some 
time.  This  means  that  the  background  level  of  consecutively  acquired  spectra 
decreases with  time and  then  stabilizes  (see Figure 3‐4). The decay and  stabilization 
time  is  dependent  on  the  sample,  with  times  ranging  from  several  minutes  to 
negligible times. 
 
Figure 3‐3. Janblonski diagram representing the energy 
transitions for the Raman and fluorescence effects 
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In general, the reduction of the background level of the samples implies an increase on 
the SNR of the spectrum, as shown in Figure 3‐5, where it can be seen that there is an 
inverse correlation between  the SNR value and  the decreasing spectrum background 
level. Thus, an algorithm for the detection and quenching of fluorescence prior to the 
acquisition  of  spectra  on  the  RLS  instrument  is  necessary  to  ensure  the  highest 
possible quality of the spectra. Such an algorithm needs to deal with the problem that 
different materials behave differently, so it is not possible to set a general fluorescence 
reduction time for all samples, and the algorithm will need to dynamically adapt to the 
sample under analysis. This will be useful to save operation time and power resources.  
This  algorithm  will  be  implemented  and  executed  onboard  the  instrument  during 
operation, so it should be as simple as possible. Given the correlation existing between 
the  SNR  values  and  the  background  level  of  the  spectrum,  we  have  developed  a 
procedure  which  is  focused  on  comparing  the  variation  of  the  background  of 
consecutively acquired spectra until it is small enough or until an escape variable (total 
acquisition  time  or  maximum  number  of  acquired  spectra)  is  reached.  Basing  the 
decision  on  the  background  level  instead  of  the  SNR  value  of  the  spectra  highly 
reduces the operational complexity and resources, while  increasing the robustness of 
the algorithm. 
In  the  operation  cycle  of  the  RLS  instrument,  this  algorithm  will  be  used  at  the 
beginning of the adjustment of the acquisition parameters and  it  is essential  in order 
to assure that the final integration time is optimally calculated. 
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Figure 3‐4. Decay evolution for different materials 
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Figure 3‐5. SNR and fluorescence background level evolution with excitation time 
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3.2.3  EXPERIMENT	SETUP	AND	METHODOLOGY	
For  the  development  and  validation  of  this  algorithm,  a  selection  of  fluorescent 
samples  and mixtures with  different  characteristics  and  background  variation  rates 
was used. This selection, labeled evaluation set of samples, includes several powdered 
and  bulk  samples  of  fluorite,  quartz,  talc  and  a mixture  of  alunite,  calcite,  epidote, 
magnesite  and  dolomite.  In  addition,  several  fluorescent  natural  samples  from 
Tenerife  (Las Cañadas,  Las Arenas, Ucanca  volcano…) were  analysed  to  validate  the 
algorithm response with a wider set of samples. For each of these samples, one second 
spectra were  acquired with  the RLS  ExoMars  simulator  every  two  seconds  during  a 
total operation time of 300 seconds, providing a total number of 150 spectra of each 
material. It has to be noted that the selection of some of the samples for this chapter 
was based on their Raman response, rather than their relevance with respect to Mars.  
3.2.4  FLUORESCENCE	DECAY	CHARACTERIZATION	
As already explained, in general, there is some kind of inverse correlation between the 
spectrum  SNR  and  the background decay. Given  the  computational  and operational 
complexity  that SNR calculation  implies,  it was decided  to base  the algorithm on  the 
background decrease.   
In order  to characterize  the decreasing  rate  for different  samples, we calculated  the 
integrated spectrum area for all the spectra. Figure 3‐6 shows the obtained curves for 
these samples by representing the background integrated area every 20 seconds. As it 
can be seen, the decreasing rates and the final background levels reached are different 
for  each  sample,  even  between  different  points  of  the  same  sample.  Under  these 
conditions,  it  is  complicated  to  extract, based on  the  absolute background  level,  an 
objective parameter for the algorithm to decide when the background has decreased 
to an acceptable level.  
Figure 3‐6. Relative integrated area for different materials 
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However, the background decrease rate (background level with respect to the previous 
spectrum), represented in Figure 3‐7, shows a certain convergence for all the samples. 
Thus, by using this parameter instead of the relative background level, it is possible to 
define  a  general  algorithm,  as  all  the  samples  present  a  similar  behavior  with 
converging values. The proposed algorithm will define a threshold for all the samples 
which  provide  a  trade‐off  between  time  and  background  decrease,  and  it  will 
illuminate the sample until the threshold value is reached, when the background level 
is considered to have reached an acceptable level.  
It is important to note that, even if the threshold value is reached, this does not mean 
that the fluorescence is totally removed. Instead, it means it is reducing at lower rates 
than  the  threshold  rate.  If  the  sample was  to  be  kept  illuminated,  the  background 
would still be reduced. 
 
Figure 3‐7. Relative area decrement for different materials 
3.2.5  ALGORITHM	PROPOSAL	
3.2.5.1 DESCRIPTION 	
The  total allocated  time  for  the  fluorescence quenching  time  is  limited, so  there are 
two  possible  options  to  develop  the  algorithm.  The  first  approach  is  to  keep  the 
sample  illuminated during  the  total  available  time, while  the  second  approach  is  to 
dynamically determine the time depending on the sample. This second option seems 
to be more suitable, as it will allow saving time and resources during the fluorescence 
reduction process that can be used for other tasks. 
With  this  baseline,  the  basic  operation  of  the  algorithm  consists  in  reducing 
fluorescence by comparing the relative integrated area decrement per second [%/s] of 
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consecutive spectra. If the difference falls below a determined threshold, fluorescence 
is considered to have been removed (though not completely, as discussed previously). 
The  process  also  comes  to  an  end  if  the  total  time  allocated  for  this  operation  is 
reached. The detailed flowchart is displayed in Figure 3‐8.   
 
Figure 3‐8. Flowchart of the fluorescence reduction algorithm 
Guillermo Lopez‐Reyes 
64 
 
3.2.5.2 PARAMETERIZATION 	
The proposed algorithm  is  constrained by  three parameters:  the maximum available 
time,  the  time  elapsed  between  consecutive  acquisitions,  and  the  escape  condition 
(background decrement rate).  
The maximum  available  time  is  defined  at  project  level,  and  set  from  300  to  600 
seconds.  
The time elapsed between consecutive acquisitions needs to be decided based on the 
performed experiments. This value should be short enough not to spend a lot of time 
for non‐fluorescent samples. On the other hand, it should also be long enough to avoid 
over‐constraining the processor with many operations, and also to remove the noise in 
the  background  levels  that  is  observed  for  spectra  consecutively  acquired  in  short 
periods  of  time  (see  Figure  2‐2).  Empirically,  it  has  been  observed  that  acquiring 
spectra every 20 seconds provides a relatively clean background curve trend, while still 
providing  a  relatively  short  response  time.  The  algorithm will  thus  acquire  spectra 
every  20  seconds  until  the  escape  condition  is  reached  (i.e.,  no  fluorescence  is 
detected, or else, maximum operation time is reached).   
To define the escape condition, it is necessary to determine the optimal value to reach 
a trade‐off between SNR and quenching time. To do so, Figure 3‐9 represents both the 
SNR  increment  and  the  elapsed  time  with  respect  to  the  escape  variable  (the 
background decrement  rate per  time unit). This  figure  is obtained by  fitting  the SNR 
evolution curves from Figure 3‐5 as power functions, and representing the fitted values 
with respect to each background decrement rate (or escape variable). In addition, the 
elapsed time to reach a determined background rate is also depicted.  
Figure 3‐9 shows how, as the background decrement decreases (higher elapsed time), 
the SNR  increment per time unit also tends to decrease. So, the conclusion from this 
representation  is  that,  to  linearly  increase  the  SNR  (see  regions  were  the  SNR 
increment  value  in  the  graphs  is  almost  constant, marked  in  Figure  3‐9  with  blue 
circles), the necessary time increases exponentially. The definition of the threshold for 
the background decrement rate is based on these graphs, as a trade‐off between SNR 
increment and elapsed time. Table 3‐1 presents the escape values for some samples, 
obtained visually from the graphs.  
We  finally  propose  an  escape  value  that  fits  all  the  samples,  to  provide  the  best 
possible  robustness  to  the  algorithm.  In  order  to  account  for  possible  errors  or 
different behaviors from samples different than those used for this work, a margin of 
40%  is applied  to  the escape  value. The  final  threshold  value  is  then defined as per 
Table 3‐2, i.e., a reduction rate of 0.1 %/s.  
Definition of the RLS instrument operation mode 
65 
 
Sample Escape value (%/s) 
Powdered 
mixture 0.3 
Fluorite 0.5 
Quartz 0.17 
Talc 0.2 
Table 3‐1. Escape variable for different samples 
 
Escape value (%/s) 
Nominal 0.17 
With 40% 
margin 0.1 
Table 3‐2. Proposed escape value 
 
 
Figure 3‐9. SNR increment and elapsed time as a function of background decrement rate. 
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3.2.5.3 VALIDATION 	
In order  to validate  the algorithm, all  the  samples used  for  the analysis were  tested 
with  the calculated escape parameter of 0.1 %/s. This provided  the  results  in Figure 
3‐10,  where  the  black  rectangle  includes  the  stopping  time  for  the  whole  set  of 
materials. Just by taking a look to that window it is clear that the aim of the algorithm 
(saving  operation  time)  is  accomplished  for  several  of  the  samples  (as  they  stop 
quenching the  fluorescence after 100 seconds).  In addition, we evaluated the overall 
saved time from all the samples used for the characterization of the problem (samples 
in  Figure  3‐10),  providing  an  average  saved  time  per  point  of  around  120  seconds, 
assuming a maximum available time of 300 seconds. Thus,  in average, the use of this 
algorithm would  save  40%  of  the  time  allocated  for  fluorescence  quenching when 
analyzing  fluorescent  samples  (again,  assuming  300  s).  Furthermore,  for  non‐
fluorescent  samples  the  algorithm  would  spend  only  20  seconds  and  escape  after 
acquiring  the  second  spectrum,  saving most  of  the  time  reserved  for  fluorescence 
quenching. Table 3‐3 summarizes the potential saved time for the different spectra. 
 
 
Figure 3‐10. Relative area decrement for different materials, with a window  
showing the algorithm escaping time for the overall samples. 
 
 
 
 
Definition of the RLS instrument operation mode 
67 
 
Sample name Saved time (s) (out of 300 s) 
Alun+Calc+Epid+Magn+Dolo 
(powder 1) 20 
Alun+Calc+Epid+Magn+Dolo 
(powder 2) 100 
Calcite + Talc (powder 1) 140 
Calcite + Talc (powder 2) 140 
Fluorite (bulk) 20 
Fluorite (bulk) 100 
Fluorite (powder) 140 
Quartz (bulk) 200 
Quartz (powder) 120 
Talc (bulk) 140 
Talc (powder) 120 
Non-fluorescent sample 280 
Table 3‐3. Table showing the saved time for all  
the samples used for the algorithm characterization 
 
In order to perform a better validation with a higher number of samples, the algorithm 
was  applied  to  a  set  of  samples  from  Tenerife, which  turned  out  being  fluorescent 
samples  in their majority. A total of 420 different points were analyzed, obtaining an 
average  saved  time  of  147  seconds,  in  operations  limited  to  300  s.  Figure  3‐11 
represents  the  saved‐time histogram  for  this  set of  samples.  It  is  interesting  to note 
how  there  is a  relatively high number of  samples  (about 10% of  them)  that  require 
more  than  300  seconds  quenching  time  (all  those  with  saved  time  equal  to  20 
seconds).  This  result might  justify  the  allocation  of  600  seconds  for  the  removal  of 
fluorescence, provided  that most of  them will not make use of  that  time  (unless  the 
escape parameter is further reduced, of course).  
The  relative  area  decrement  for  all  the  points  acquired  for  all  the  samples  from 
Tenerife are depicted in Appendix A. This analysis showed that the algorithm seems to 
be valid for these samples, as the obtained results (see Figure 3‐12, and graphs in the 
appendix)  show  similar behavior  compared  to  the  training ones. However,  it  can be 
seen  that  some  of  the  points  present  a weird  behavior  in  some  points  (increasing 
values  in  latter spectra, e.g., blue  line  in Figure 3‐12). These are explained by thermal 
effects  on  the  sample  due  to  the  laser  irradiation, which  increases  the  black  body 
radiation of the sample (and thus the background level) temporarily when burnt.  
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Figure 3‐11. Histogram showing the saved time for the validation samples from Tenerife 
 
Figure 3‐12. Fluorescence decay for different points of sample TNFC1A 
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3.2.5.4 IMPLEMENTATION 	
This  section  details  the  functions  that  are  expected  to  be  needed  for  the 
implementation of  this algorithm.  It  is assumed  that  the  inputs  to  the algorithm are 
binned spectra, i.e., one vector of Raman intensities. 
calculate_area_spectrum(spectrum) – Calculate the area of the spectrum. The direct 
addition of all the binned pixels of the spectrum is a perfectly valid approximation to 
the spectrum area (approximation of Riemann’s integration). 
calculate_relative_decrement(area_spectrum1, area_spectrum2, 
time_between_spectra) – Obtain the relative integrated area decrement per second. 
compare_decrement_to_threshold(decrement, threshold) – Function to determine 
whether the decrement is below the threshold or not. 
 
 
 
3.3 COSMIC	RAY	DETECTION	AND	REMOVAL	
3.3.1  COSMIC	RAYS 	AND	SPIKES	 IN	RAMAN	SPECTRA	
Silicon  detectors,  including  CCDs,  are  quite  sensitive  to  high‐energy  radiation  from 
local or extraterrestrial sources. So‐called cosmic  rays can  in  fact be cosmic  rays but 
may also be background high‐energy radiation from the  lab or the CCD housing. Such 
events are generally infrequent but have sufficient energy to generate many electrons 
in  the Si substrate  that are stored and analyzed as  if  they were photoelectrons  from 
Raman scattering. Furthermore, the incidence in Martian conditions is expected to be 
about 50 times higher than in Earth. The result is a large signal in one or a few pixels, 
which  appears  as  a  spike  in  the  spectrum.  An  example  of  cosmic  ray  in  a  two 
dimensional image from the CCD can be seen in Figure 3‐13.  
Currently,  there are  two approaches  for  the  implementation of  the onboard binning 
process. One is based on hard‐coding the region of interest, i.e., the region of the CCD 
where the signal is projected. The other one proposes to bin the n maximum values of 
the whole column, where n  is the number of rows to bin. The second option  is more 
robust  in  terms  of  inaccuracies  or misalignments  along  the  optical  path.  However, 
Figure 3‐13 shows that, with this approach, the probability of including cosmic rays in 
the binned spectra is much higher. 
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Figure 3‐13. Cosmic ray examples in 3D spectra (black arrows). 
 
In addition to positive spikes, it is observed that the CCD present fairly intense negative 
spikes,  somehow  as  “negative”  cosmic  rays.  These  spikes  are  also  required  to  be 
detected and removed by the algorithm, as they can affect the baseline calculation. 
In the operation cycle of the RLS  instrument, this algorithm will be used twice during 
the adjustment of the acquisition parameters. Firstly, it will be used to remove during 
the calculation of the final integration time, on reference spectra of 1 second. Final Ti 
calculation (section 3.5) is based upon the maximum intensity of the spectrum, thus, if 
the  spike  happens  to  be  the  highest  value  of  the  spectrum,  it  could  lead  to  an 
inefficient acquisition. Secondly, the algorithm will be applied on the first two spectra 
acquired with the final Ti, before using these spectra for the calculation of the number 
of accumulations (as explained in section 3.5). As these spectra will be used during this 
phase  for  the  calculation of  the baseline of  the  spectrum,  it  is  important  to  reduce 
spikes, which can impair the algorithm performance. 
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Literature  proposes  several  approaches  for  the  removal  of  cosmic  rays  [41‐45].  In 
summary,  two different paradigms can be used  for  their elimination: by  filtering  the 
spikes out, or by comparing several same‐condition acquired spectra. [37] states that 
detection  based  on  multiple  acquisitions  perform  better  than  filtering  a  single 
spectrum.  In  the  RLS  case,  several  spectra  will  always  be  acquired  during  normal 
operation.  Furthermore,  computationally  complex  filters  such  as  Savitsky‐Golay  or 
regression  based  filters  are  not  foreseen  to  be  included  onboard  due  to  their 
computational  cost.  Same  thing  happens  with  wavelet  or  polinomial  based 
approaches. Thus,  it was decided that a comparing paradigm for the definition of the 
algorithm would suit better the requirements of the instrument.  
Under this baseline, two different algorithms have been proposed. The first one based 
on  comparing  several  (the  more,  the  better)  spectra,  taking  the  minimum  values 
among all the spectra. However, this kind of algorithm does not detect negative spikes. 
The other one compares only two spectra and defines a threshold over which a point 
(positive  or  negative)  is  considered  to  be  a  spike.  To  provide  a  more  robust 
performance, our proposal dynamically calculates  this  threshold as a  function of  the 
spectral noise. This  last algorithm  is the one described  in this work, as,  in addition to 
being  able  to  detect  negative  spikes,  it  is  computationally  and  conceptually  less 
complex. 
 
3.3.2  EXPERIMENT	SETUP	AND	METHODOLOGY	
For  the development and validation of  this algorithm,  the samples acquired during a 
test  campaign with  the  RLS  breadboard were  used.  These  samples  are  part  of  the 
breadboard spectra database, with several spectra from different samples acquired in 
different  conditions  that  are  representative  of  the  operation  mode.  They  include 
different types of materials such as silicon, calcite, vermiculite, gypsum, alunite, basalt, 
dolomite, hematite  (two different  types),  clay,  jarosite,  chert,  a mixture of  clay  and 
sand, quartz and gossan. 
All these spectra were analyzed to search for cosmic rays and negative spikes. Several 
of them happened to have positive or negative spikes (either due to cosmic rays or to 
any other effect on the CCD, for example) that are subject to be detected and removed 
with the algorithm. These spectra  form a subset of spectra of calcite, gossan, silicon, 
hematite, quartz and vermiculite that were used to validate the algorithm. The rest of 
the samples  (those without spikes) were used to characterize the spectra  in order to 
define  the  parameters  (detection  threshold)  of  the  algorithm,  as  explained  in  the 
following section. 
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3.3.3  ALGORITHM	PROPOSAL	
3.3.3.1 DESCRIPTION 	
The basic operation of the algorithm consists in comparing two consecutively acquired 
spectra. To do so, both spectra are subtracted, and their difference  is compared to a 
threshold  related  to  the  spectral  noise,  as  exemplified  in  Figure  3‐14.  The  detailed 
flowchart is displayed in Figure 3‐15 (complemented with Figure 3‐16).   
 
Figure 3‐14. Example of cosmic ray detection 
The algorithm will use  two  consecutively acquired  spectra  (the  last  spectra acquired 
during  the  fluorescence  reduction process, explained  in  section 3.2, or  the  two  first 
spectra acquired with the final integration time, as explained in section 3.5, depending 
on  the  operation  phase).  These  are  assumed  to  have  almost  similar  characteristics, 
except for the spectral noise, which is then calculated from their difference. There are 
some issues to take into account which are covered in section 3.3.3.1.1.  
Based on  the difference  spectrum, a decision  threshold  is defined  to detect  spectral 
features on the difference spectrum that are out of bounds, which would indicate the 
position of spikes or differences between the spectra. Then, if any spectral feature on 
the difference spectrum  is found above (or below, for negative spikes) the threshold, 
the  values  of  the  original  spectra  in  those  spectral  positions  are  substituted  by  the 
interpolated values between the limits of the peak.  
The  threshold  is  defined  as  a  value  proportional  to  the  standard  deviation  of  the 
difference  spectrum,  i.e.,  proportional  to  the  spectral  noise:  a∙σ,  where  “a”  is  a 
constant  and  σ  the  noise  standard  deviation.  The  values  for  the  constant  “a”  are 
calculated  based  on  the  spectral  characteristics  of  the  instrument,  as  explained  in 
section 3.3.3.2.2.  
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Figure 3‐15. Flowchart of the cosmic ray detection algorithm  
 
3.3.3.1.1 SPECTRAL	NOISE	VALUE	CALCULATION	
The  noise  value  will  be  calculated  based  on  the  difference  of  two  consecutively 
acquired  spectra  (see  Figure  3‐17).  However,  for  some  samples,  two  consecutively 
acquired spectra can present slightly different baselines, especially when dealing with 
fluorescent  samples  (see  example  in  Figure  3‐18).  This  can  falsely  affect  the  noise 
value, leading to errors that, in some cases, can be very important.  
To deal with this  issue, an  intermediate step  is proposed before calculating the noise 
standard  deviation, which  is  to  filter  the  spectrum  to  extract  the  “baseline”  of  the 
difference  spectrum.  By  subtracting  this  “baseline”  to  the  spectrum,  the  difference 
spectrum is always centered around zero. 
The filter that needs to be applied is a boxcar filter (moving average) with 151 window 
size. This value is enough to remove most of the variation of the difference spectrum, 
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providing a good  “baseline” of  the difference  spectrum. By  removing  this curve,  the 
difference spectrum is unbiased, providing much more accurate results. This approach 
is therefore always included as a baseline for the noise calculation routine, as per the 
flowchart  in Figure 3‐16. An example showing how this subroutine works  is displayed 
in Figure 3‐18. 
 
 
Figure 3‐16. Spectral noise calculation flowchart 
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Figure 3‐17. Example of difference spectrum calculation (Alunite P1) 
 
Figure 3‐18. Example of offset removal from difference spectrum 
 
3.3.3.2 PARAMETERIZATION 	
The  cosmic  ray  detection  and  removal  algorithm  is  based  on  detecting  differences 
between consecutively acquired spectra. To do so, it is necessary to define thresholds 
over which the spectral features are considered anomalous, and thus candidates to be 
removed. As already explained, the definition of these thresholds is based on the noise 
standard  deviation  value  in  the  form  a∙σ, where  “a”  is  a  constant  and  σ  the  noise 
standard deviation.  
In  order  to  calculate  the  optimal  parameter  “a”,  those  samples  from  the  RLS 
breadboard spectral database that did not present cosmic rays were used to perform a 
study on their noise values. This information was used to define the threshold. 
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The cosmic ray detection algorithm will be used twice during the automatic operation 
of the instrument, once with the 1 second reference spectra and once with the final Ti 
reference  spectra,  to avoid errors  in  the  calculation of  the optimal  integration  time, 
and the SNR (and number of accumulations), respectively. It is expected that these two 
types  of  spectra  will  behave  differently  in  terms  of  noise.  Thus,  the  threshold  is 
parameterized for both types, providing different values for the parameter “a”. 
3.3.3.2.1 PROBLEM	DESCRIPTION	
The analysis of the difference between two spectra provides a relatively simple way to 
find  differences  between  them,  by  detecting  spectral  features  on  the  difference 
spectrum  that are  found  far  from  the average values. A cosmic  ray or negative peak 
would create one of these features. 
In order  to decide whether one of  these  spectral  features corresponds  to a  spike or 
else to “regular” noise, the decision threshold is defined as a function of the spectrum 
noise.  To  make  the  algorithm  the  most  robust  possible,  instead  of  defining  the 
threshold as 3∙σ, where statistically most of the points should be found, we looked for 
the absolute maximum values of the difference spectrum, and related that value to the 
noise standard deviation.  
There  can  be  three  different  factors  that  affect  the maximum  difference  spectrum 
values, apart  from positive and negative  spikes. These are: 1‐ noise  levels  in  regions 
without  Raman  signals;  2‐  differences  on  the  peak  intensity  of  Raman  signals  of 
consecutive  spectra  due  to  shot  noise,  and  3‐  differences  induced  by  a  different 
background level due to fluorescence effects.  
The fluorescence effect can really affect the noise standard deviation, as it provides a 
non‐constant  offset  to  the  difference  spectrum  (the  “baseline”  of  the  difference 
spectrum). However, the influence of fluorescence is almost totally limited by applying 
the noise calculation method that removes the bias of the difference spectrum.  
The evaluation of whether the maximum differences in the spectra are due to noise or 
differences  in  the  peaks  has  been  assessed  in  a  case‐by‐case  basis,  as  the  spectral 
position where the difference occurs is known.  
3.3.3.2.2 THRESHOLD	EVALUATION	
In  order  to  calculate  the  absolute maximum  differences  among  spectra,  a  selection 
from  the  breadboard  spectra  database  was  made,  selecting  only  those  spectra  in 
which no cosmic  rays or spikes  (positive or negative) were  found. This provided  two 
different sets of samples: 87 spectra of different samples with 1s integration time, and 
1542 spectra of different samples with final  integration time spectra. The reason why 
the set of 1 s spectra has so many fewer spectra than the other one is double: on one 
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hand, fewer spectra are acquired as a reference than for the  final acquisition; on the 
other,  the  spikes  that are produced are much more noticeable  in 1 s spectra due  to 
their lower SNR. 
Figure 3‐19 and Figure 3‐20 respectively show the results of the analysis of the noise of 
both sets of spectra. The boxplot representation shows, for each type of sample, the 
values  of  noise,  noise  absolute  maximum  difference  (maximum  limits  from  the 
difference spectra) and the magnitude of the quotient between the standard deviation 
and the maximum absolute difference. This  figure represents the minimum value “a” 
that could be applied to avoid considering regular noise as a spike or cosmic ray. 
The  results  for  the 1  second  set of  spectra provided  a minimum  threshold  value of 
6.88σ  (~7∙σ), while  the minimum  threshold  value  for  the  final  Ti  set of  spectra was 
13.57σ  (~14∙σ).  This  value  (considered  the  nominal  one),  with  a  margin  of  ~20% 
provides threshold values of around 8.5∙σ for 1 s spectra, and 17∙σ for final Ti spectra. 
 
Figure 3‐19. Noise standard deviation –std– (top), maximum noise difference –maxdev– (middle) and  
maxdev/std (bottom) for the 1s Ti set of spectra. 
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Figure 3‐20. Noise standard deviation –std– (top), maximum noise difference –maxdev– (middle) and  
maxdev/std (bottom) for the final Ti set of spectra. 
 
3.3.3.3 VALIDATION 	
Though originally  this  algorithm was  intended  for  the detection  of  cosmic  rays  that 
saturated  the  spectrum  (or  that are many  times higher  than  the  spectral peaks), we 
applied the algorithm with the configuration described above to the spectra from the 
database  that  presented  non‐saturating  spikes,  to  test  the  detection  range  of  the 
algorithm. An  example  of  the  algorithm  correctly  detecting  and  removing  relatively 
small  spikes  can be  seen  in  Figure 3‐21.  The  results  show  that  the most potentially 
dangerous spikes are  removed with  this algorithm and  the nominal  threshold values 
(20% margin).  
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Figure 3‐21. Example of spike removal 
However,  in  some  cases,  some  of  the  spikes  are  missed,  but  never  with  grave 
consequences, as the spikes that escape the threshold are below the signal value in all 
cases. In any case, it might be interesting to include a filtering stage (a moving average 
of a very small window, 3 pixels,  for example)  to reduce the amplitude of  the spikes 
without really affecting the spectrum. Large windows might affect the behavior of the 
final Ti calculation algorithm, so it is important to keep this filter size small. The use of 
this  post‐processing  stage  would  minimize  greatly  the  risk  of  errors  due  to  those 
undetected  spikes,  while  not  representatively  impacting  the  following  stages  of 
operation. 
In order to further validate the algorithm, the 1 second spectra were analyzed with the 
cosmic ray reduction algorithm with the threshold and final filter as proposed¸ and the 
results  were  compared  to  the  original  spectra,  and  also  to  spectra  filtered  with  a 
moving average window of size 3 without applying the cosmic ray detection algorithm. 
The aim  is  to evaluate  the  impact of  cosmic  rays  in  the  final Ti  calculation, which  is 
based on the maximum intensity of the reference spectrum.  
Table 3‐4 shows the results for the raw 1 second reference spectra, the filtered spectra 
and  the  results after application of  the cosmic  ray  removal algorithm. Highlighted  in 
the table are the cases where there is difference on the calculated parameter. Several 
cosmic  rays were detected and  removed with  the algorithm.  Figure 3‐22 and Figure 
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3‐23  show  a  couple of examples of  the  algorithm behavior.  In  addition, Appendix B 
shows the results for all the 1 second spectra.  
 
As a general conclusion, and though we can see that only in one case the presence of a 
cosmic ray importantly affects the final Ti calculation, is that the algorithm is important 
to  improve  the  acquisition.  The  reason  is  that we  only  have here  a  small  subset  of 
spectra,  but  also  that  the  cosmic  rays  are  expected  to  be much more  probable  in 
Martian conditions.  
 
Position of spectrum max (pixel) Value of spectrum max  (arbitr. units) 
Calculated final Ti  
(s) 
Original 
spectrum 
Filtered 
spectrum 
Cosmic 
rays 
removed 
Original 
spectrum
Filtered 
spectrum
Cosmic 
rays 
removed
Original 
spectrum 
Filtered 
spectrum
Cosmic 
rays 
removed
1484 1484 1484 307 307 307 54 54 54 
1484 1484 1484 320 320 320 51 51 51 
1484 1484 1484 346 346 346 46 46 46 
1484 1484 1484 358 358 358 44 44 44 
1484 1484 1484 357 357 357 43 43 43 
1484 1484 1484 354 354 354 44 44 44 
1484 1484 1484 348 348 348 44 44 44 
1484 1484 1484 356 356 356 43 43 43 
975 917 917 126 124 124 60 60 60 
457 1024 1024 165 118 118 60 60 60 
500 499 984 1012 331 124 14 49 60 
882 1053 1053 125 120 120 60 60 60 
963 904 904 124 127 127 60 60 60 
1083 1026 1026 121 119 119 60 60 60 
1409 1410 1410 116 114 114 60 60 60
1411 1412 1412 126 112 112 60 60 60 
1411 1411 1411 117 117 117 60 60 60 
1410 1410 1410 119 119 119 60 60 60 
1411 1412 1412 115 117 117 60 60 60 
1410 1411 1411 113 113 113 60 60 60 
1408 1409 1409 120 117 117 60 60 60 
1414 1409 1409 113 116 116 60 60 60 
283 1409 1409 349 113 113 46 60 60 
1409 1408 1408 117 117 117 60 60 60 
1660 1660 1660 239 239 239 60 60 60 
1660 1660 1660 241 241 241 60 60 60 
1660 1660 1660 243 243 243 60 60 60 
1660 1660 1660 245 245 245 60 60 60 
1660 1660 1660 238 238 238 60 60 60 
1660 1660 1660 241 241 241 60 60 60 
1484 1484 1484 307 307 307 54 54 54 
Table 3‐4. Maximum peak results 
Definition of the RLS instrument operation mode 
81 
 
 
 
Figure 3‐22. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for a gossan sample 
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Figure 3‐23. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for a silicon sample 
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3.3.3.4 IMPLEMENTATION 	
This  section  details  the  functions  that  are  expected  to  be  needed  for  the 
implementation of this algorithm.  
cut_spectrum_range(first_pixel,  last_pixel)  –  Function  to  limit  the  spectral working 
range. Needed unless the  inputs  to the algorithms are already cut to this range. This 
function  is  necessary  to  reduce  computation  from  spectral  regions  that  are  of  no 
interest (laser region, for example). 
remove_dead_pixels(  )  –  Function  to  remove  the  known  dead/hot/damaged  pixels 
from the input spectrum. 
calculate_difference_spectrum(spectrum1,  spectrum2)  –  Calculate  the difference  of 
two spectra. 
smooth_spectrum(spectrum,filter_width)  –  Apply  moving  average  window  to 
spectrum. 
calculate_noise_standard_deviation(range) – Calculate the standard deviation of the 
input spectrum in a determined range. 
compare_spectrum_to_threshold(spectrum, threshold) – Function to select all points 
in a spectrum that are over a determined spectrum. 
interpolate_spectrum( ) – Interpolate values as function of the side points. 
 
3.4 SNR	CALCULATION	
The RLS  instrument will analyze,  in each experiment cycle, several points of unknown 
powdered  samples.  Different  samples  behave  differently  depending  on  their 
characteristics, having different  scattering efficiencies. Thus,  to obtain a determined 
spectral quality (measured as the SNR of the spectrum), different samples will require 
different acquisition parameters (integration time, Ti, and number of acquired images, 
NA). As explained in section 3.5, Ti will be optimized based on the maximum intensity 
of a reference spectrum, not dealing with quality issues. NA, on the other hand, needs 
to  take  into  account  the  spectral  quality  (SNR)  of  the  acquired  spectra.  Thus,  it  is 
necessary for this algorithm to calculate the SNR of the acquired spectra.  
This  section presents  an  algorithm  to  allow  the  onboard  analysis of  the  SNR of  the 
acquired spectra, to optimize the operational parameters as a function of the samples 
under analysis. In order to assess the spectral quality, the algorithm has to face several 
stages (overall operation is presented in section 3.4.1), being the most demanding one 
the  baseline  calculation  which  requires  a  deep  analysis  and  optimization  of  its 
parameters.  The  baseline  calculation  parameterization  is  highly  dependent  on  the 
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spectral noise. Thus, an adjustable filter which equalizes the spectral noise for all the 
input spectra (section 3.4.2) is applied prior to the baseline calculation (section 3.4.3). 
Finally, the SNR is calculated as described in section 3.4.4.  
To develop this algorithm, the set of spectra acquired from different samples with the 
RLS instrument breadboard was used. Concretely, all the spectra with final integration 
times were used. Table 3‐5 shows  the samples, number and  integration  times of  the 
spectra set. 
 
Sample name Total  # spectra Ti (s)
Alunite P1 16 33.47
Alunite P2 15 35.95
Basalt P1 45 13.15
Basalt P2 42 13.85
Basalt P3 13 49.7 
Calcite P1 43 15 
Calcite P2 49 10 
Chert P1 10 60 
Chert P2 10 58.57
Clay P1 295 2.55 
Clay+Sand P1 159 4.14 
Dolomite P1 175 3.75 
Dolomite P2 301 2.26 
Gossan P1 11 60 
Gossan P2 10 60 
Gypsum P1 80 7.6 
Gypsum P2 70 8.8 
Hematite P1 10 60 
Hematite P2 10 60 
Hematite-F P1 19 35.56
Jarosite P1 35 27.09
Jarosite P2 39 19.88
Quartz P1 10 57.29
Quartz P2 32 20.34
Silicon P1 10 60 
Silicon P2 11 60 
Vermiculite P1 10 60 
Vermiculite P2 10 60 
Vermiculite P3 10 60 
Table 3‐5. Spectra in the breadboard spectra database 
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3.4.1  ALGORITHM	HIGH	LEVEL	DEFINITION	
The basic SNR calculation algorithm needs to calculate the signal to noise ratio,  i.e,  it 
needs  to  calculate  the  intensity  of  the maximum  peak  of  the  spectrum,  taking  into 
account the baseline, and the noise standard deviation. To calculate the noise standard 
deviation,  two  consecutively  acquired  spectra  are  subtracted,  using  the  method 
described in section 3.3.3.1.1.  
Then,  to  calculate  the  signal  intensity,  the background of  the  spectrum needs  to be 
calculated  first,  in  order  to  obtain  the  signal  intensity  over  the  spectrum  baseline. 
However, the baseline calculation algorithm is dependent on the input spectral noise, 
and  a pre‐processing  step  is  added before  to minimize  the  effect  of different  noise 
levels  at  the  input.  This  pre‐processing  consists  on  the  equalization  of  the  spectral 
noise, as described  in section 3.4.2. This way, all spectra are expected to have similar 
noise  levels when  input  to  the baseline  calculation algorithm, which  allows a better 
parameter optimization. The flowchart of the algorithm is depicted in Figure 3‐24.  
 
 
 
Figure 3‐24. Flowchart of the SNR calculation algorithm 
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3.4.2  EQUALIZATION	OF	THE	SPECTRAL	NOISE	
3.4.2.1 DESCRIPTION 	 	
This section presents an algorithm for the equalization of the spectral noise. This kind 
of  equalization  is  interesting  in  the  framework  of  the  baseline  removal  algorithm: 
having the  input spectra constant noise ratios, the baseline calculation algorithm will 
be more  robust,  as  this  kind  of  algorithms  is  usually  affected  by  variations  in  the 
amplitude of the spectral noise. 
The algorithm flowchart  is displayed  in Figure 3‐25, and  is actually pretty simple. The 
output  spectra  are  required  to  have  a  spectral  noise  around  a  determined  level 
(equalization  level). This means  that,  if  the  input  spectrum has a noise  value higher 
than  the equalization  level,  the spectrum will have  to be  filtered  to  reach  that  level. 
There are  two possible ways  to  implement  the  filter: one  is based on a  closed  loop 
where  the  spectrum  is  recursively  filtered  until  the  noise  level  is  equal  to  the 
equalization level. The second one would be to characterize the noise reduction rate of 
the filter, so the filter is adjusted as a function of the spectral noise in order to provide 
the  adequate  noise  level  to  the  filtered  spectrum.  In  the  RLS  case,  given  that  this 
algorithm  is  to be executed onboard of the  instrument,  it was decided to  implement 
the  second  philosophy:  the  computational  load  of  the  first  option  would  make  it 
incompatible with the requirements of the instrument. With this philosophy, once the 
input noise level is calculated, the necessary filter  index will be obtained from a  look‐
up‐table  (LUT) mapping  the  necessary  noise  decrements  to  the  corresponding  filter 
index.  
In order to  implement the chosen  filtering paradigm,  it was necessary to ensure that 
the behavior of the filters are similar for different samples, so it is possible to obtain a 
general  function  for  the  filter  index  adjustment.  This  issue  is  covered  in  section 
3.4.2.2.1.    
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Figure 3‐25. Flowchart for the equalization of spectra 
 
3.4.2.2 PARAMETERIZATION 	
3.4.2.2.1 SAMPLES 	NOISE	CHARACTERIZATION	
The  first  step  in  the  algorithm  development  consists  on  checking  the  noise‐sample 
dependence,  i.e.,  if  the  calculated noise  is dependent on  the  sample or point under 
analysis,  or  if  it  is  related  only with  the  spectrometer  characteristics  or  integration 
time.  This  is  important  in  order  to  ensure  that  the  output  spectral  noise  can  be 
controlled with the filter parameter, no matter the sample or the integration time.  
The methodology to characterize the noise was the following: we calculated the noise 
for all the samples based on the difference of two consecutively acquired spectra (as 
per  section 3.3.3.1.1),  in  the  form 1‐2, 2‐3, 3‐4, etc., providing a  total of differences 
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equal to the number of spectra minus one (e.g., 15 difference spectra for Alunite P1). 
The  difference  spectrum  is  used  to  calculate  the  standard  deviation  of  all  points 
between pixels 100 and 1730, to remove the notch filtered region and the final part of 
the  spectrum  (see  Figure  3‐26  for  an  example  of  spectrum  and  the  effective  range 
used).  
 
Figure 3‐26. Example of spectrum (Alunite P1) and the applied spectral limits (pixel 100 to 1730) 
By  calculating  the noise  standard deviation  for all  the  samples,  the  results  shown  in 
Figure  3‐27  are  obtained.  This  figure  shows  that  the  spectral  noise  is  not  only  a 
function of the thermal noise of the  instrument, but that  it  is also dependent on the 
type of sample and on the point of the sample where the spectrum is acquired. This is 
shown by the important variations that are found among different samples, and even 
between different points of the same sample. 
Having these results in mind, it will be theoretically possible to equalize the noise in all 
the spectra by filtering with an adaptive filter which is function of the noise level, i.e., 
function of  the noise standard deviation. The  level  to which  it would be desirable  to 
equalize the noise of the spectra is the minimum average noise level, i.e., somewhere 
around a standard deviation of the noise of 15 (which is the noise level for Silicon_P2).  
 
Figure 3‐27. Boxplots with the calculated noise for all the spectra in the BB DB. 
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3.4.2.2.2 FILTER	CHARACTERIZATION:	NOISE	DECAY	VS . 	FILTER	INDEX	
The chosen filter for the analysis of the spectra was a moving average filter. The reason 
to use this filter instead of a Savitsky‐Golay or a local regression filter is the operational 
complexity of  these  filters. The moving average  filter has a very  low consumption  in 
terms of complexity and operation, without the need to perform any kind of regression 
or more complex calculations, given that this kind of filter averages all the consecutive 
points that are included in a window which moves along the spectrum. The higher the 
index, the lower the noise, but also the lower the definition of the Raman peaks. 
To characterize the noise decay vs. the  filtering  index  (window size), all spectra were 
filtered with several window  sizes, providing,  for each spectrum, curves of  the noise 
decay with respect to the size of the  filter window. The results  for the average noise 
reduction at each point is shown in Figure 3‐28 (absolute) and Figure 3‐29 (relative).  
 
Figure 3‐28. Absolute noise decay vs. filter window size for all samples and points 
 
Figure 3‐29. Relative noise decay vs. filter window size for all samples and points 
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As  shown,  the  average  relative  decay  with  the  window  size  somehow  converges 
among all the different samples. Thus, by averaging all the samples, a global average 
noise reduction rate (in percentage) can be obtained as a function of the filter window 
size. By fitting this graph to a power function, the final noise value that a spectrum will 
have can be extrapolated.  
Figure 3‐30 shows the fitted curve of noise reduction vs. filter window size. The power 
function of  the  form ∆ߪ ൌ 	ܽ ൉ ݊௕ ൅ ܿ where	݊ is  the  filter window  size  (filter  index), 
∆ߪ the noise decrement  and ܽ ൌ െ104.8, ܾ ൌ െ0.4653 and ܿ ൌ 104.9,  fitted  to  the 
data with a RMSE of 0.2788 (with respect to a maximum value of around 100) and R‐
square value of 0.9999. 
 
Figure 3‐30. Noise reduction vs. Filter window size fit to a power function 
Thus,  the  use  of  this  function  for  the  characterization  of  the  filter  provides  a  very 
useful tool to equalize the noise values of the different spectra. 
The filter implementation needs an odd window size. So, the number of available filter 
index  values  will  be  quantized,  and  constant  window  sizes  will  be  applied  in 
determined noise regions (it will not be a continuous function). Table 3‐6 defines the 
look‐up table that will be used by the software to determine the  filter  index. For the 
breadboard database of spectra, it was estimated that a maximum window size of 35 
would be enough  to  reduce  the noise of  the  spectra up  to 80%. Anyway, values are 
provided up to 55.  
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Noise 
maximum 
filtering (%) 
Filter 
Index 
0 1 
42.1 3 
55.3 5 
62.5 7 
67.2 9 
70.5 11 
73.1 13 
75.2 15 
76.8 17 
78.3 19 
79.5 21 
80.5 23 
81.5 25 
82.3 27 
83.0 29 
83.7 31 
84.3 33 
84.8 35 
85.4 37 
85.8 39 
86.3 41 
86.7 43 
87.1 45 
87.4 47 
87.8 49 
88.1 51 
88.4 53 
88.7 55 
Table 3‐6. LUT for the calculation of the filter window size 
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3.4.2.3 VALIDATION 	
To validate  the algorithm, all  the spectra were analyzed and  the noise values calculated. 
Figure  3‐31  represents  the  results  for  the  analyzed  data  without  filtering  and  after 
equalization, showing the variable window sizes applied to the filter as a function of their 
original noise, as well as the resulting equalized noises. The equalization of the spectra  is 
performed to reach a noise  level of 15. This value  is only a reference for the equalization 
level, as  the results may vary as a consequence of  the  limited number of values  that  the 
filter can accept. It also provides a desired value, but spectra that have less noise than that 
are not filtered.  
 
Figure 3‐31. Noise level for all samples: original (up), equalized (middle). Filter index (bottom). 
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3.4.3  BASELINE	CALCULATION	
The baseline calculation  is the key algorithm for the SNR calculation. The correct removal 
of the baseline will provide accurate results for the signal intensity, while errors might lead 
to  artificially  increasing  the  SNR,  thus  reducing  the  spectral  quality  of  the  final  spectra 
(given  that  higher  SNR  on  an  individual  spectrum  might  imply  a  lower  number  of 
accumulations). This section describes the algorithm that will be used for the calculation of 
the baseline, and covers the optimization of its parameters.  
The applied methodology for the parameterization and validation of the algorithm was the 
following:  all  the  baselines  for  all  the  spectra  were  manually  calculated.  These  were 
considered as the ideal baselines. Then, the baseline for all the samples was automatically 
calculated with  the  algorithm, while  the parameters  of  the  algorithm were  swept  along 
their  expected  range.  Then,  the  ideal  baselines  were  used  for  comparison  with  the 
automatically calculated ones, with the aim of obtaining those parameters with the overall 
best performance (minimum error). The error quantification criterion was to minimize the 
MSE (Mean Squared Error) of the difference of the manually and automatically calculated 
baselines.  
In general, when training models it is interesting to have several sets of training spectra to 
avoid overfitting.  In  this  case,  the  results were validated with a  second batch of  spectra 
from the same samples to verify that the results were accurate enough. 
3.4.3.1 DESCRIPTION 	
The computational complexity  is a key  factor when defining onboard algorithmic. Several 
proposals for the automated calculation of spectra can be found  in the  literature [12, 46‐
52]. However, most of them have computational requirements out of the limits of the RLS 
instrument. Previous work performed by [13, 21, 53] has shown that a very simple baseline 
approach is quite robust and simple, compared to other proposals. Thus, this is the option 
that  is  being  proposed  for  implementation  in  the  application  software  of  the  RLS 
instrument.  
This algorithm is a modification of classical approach based on defining, for each point x, a 
baseline  value equal  to  the minimum of  the  averages of equidistant points  from  x,  to a 
certain distance. In other words, the baseline is calculated at each point p as the minimum 
value  among  the  averages  from  points  in  positions  p+deltaindex/2  and  p‐deltaindex/2, 
where deltaindex  varies  from 1  to delta. delta  should be defined as  the maximum peak 
width  that  is  expected  to  be  found  in  the  spectrum.  Figure  3‐32  presents  the  graphical 
illustration of  the algorithm behavior. The  red dots  indicate  the possible baseline values, 
calculated  as  the  average  of  the  extreme  points.  The  final  baseline  value  will  be  the 
minimum of all the points. 
Guillermo Lopez‐Reyes 
 
94 
 
 
Figure 3‐32. Graphical illustration of the baseline algorithm calculation principle 
 
For  our  implementation,  we  propose  to  define  two  regions,  separated  at  bandlimit 
parameter, to allow defining different delta values in each of them (1 and 2). This makes 
the algorithm more robust to work with different types of samples (this way it is possible to 
deal with different peak widths as a  function of  the spectral  region). The optimization of 
the  algorithm will define  the optimal  values  for 1 and 2. The pseudocode defining  the 
algorithm is shown below. 
    baseline = int_orig; 
    pixels = length(rs_orig); 
     
    for  pixelindex= 1:pixels 
        if rs_orig(pixelindex)>bandLimit 
            delta1=delta2; 
        end 
        for  deltaindex=delta1:-1:1 
            pixelindex2 = int32(pixelindex  +  2*delta1 - 2*deltaindex); 
            if  (pixelindex2 < pixels +1) 
                temp = (baseline(pixelindex) + baseline(pixelindex2))/2; 
                spectrumpixel = int32(pixelindex + delta1-deltaindex); 
                if (temp < baseline(spectrumpixel)) 
                    baseline(spectrumpixel) = temp; 
                end 
            end 
        end 
    end 
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3.4.3.2 PARAMETERIZATION 	
In order to get the best possible results, the algorithm parameters  (1, 2, and bandlimit) 
were optimized. bandlimit was adjusted to a value of 1150 (in pixels). This value is based on 
the  shape  of  the  spectrum,  to  ensure  that  the  maximum  in  the  response  of  the 
spectrometer  is excluded from the wide peak region, to avoid  identifying the background 
response  as  a peak.  The  spectrometer  response was  characterized with  amorphous  zinc 
borate, which does not have Raman response. This curve  is shown  in blue  in Figure 3‐33, 
and  the  bandlimit  value  is  overlaid,  showing  the  separation  between  the  two  spectral 
regions.  
 
Figure 3‐33. Zinc borate spectrum (blue), and spectra from other materials for reference (Alunite – bluish 
green, calcite ‐ maroon, dolomite ‐ green, chert – purple, gypsum ‐ grey).   
The optimization of 1 and 2 was based on calculating the baseline with different values, 
for  all  the  spectra  in  the  breadboard  database.  These  were  swept  2  by  2  with  values 
ranging  from  2  to  80  for  1,  and  from  2  to  100  for  2.  By  comparing  each  of  the 
automatically calculated baselines with respect to the manually calculated ones, a matrix of 
MSE values  is obtained  for each sample. The smaller the error, the closest  the calculated 
baseline  to  the  ideal one. By  averaging all  the matrixes,  the overall MSE matrix  value  is 
obtained. This can be used  to obtain  the best‐performing combination of parameters, by 
taking the minimum values from Figure 3‐34 (blue area). Based on this criterion, the most 
suitable values are 1=22 and 2=60.  
As expected, these values do not  fit equally well  for all the materials. As shown  in Figure 
3‐35, there are some materials, such as vermiculite or the mixture of clay and sand, whose 
optimal values for 1 and 2 are relatively far from the global optimal values (darkest areas 
in the  figures).  In these cases there can be an error  in the baseline calculation which can 
provide  inaccurate SNR values. However, the NA calculation process was adjusted so that 
errors  in  SNR  never  imply  a  loss  on  the  final  spectrum  spectral  quality,  as  explained  in 
section 3.4.4 and 3.5. It can be said that this algorithm, though suboptimal in some specific 
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cases,  is generally robust, and combined with  the NA calculation process, guarantees the 
spectral quality of the final spectra.  
 
Figure 3‐34. MSE values matrix for the two swept parameters. 
 
 
Figure 3‐35. MSE values matrix for some individual materials (worst cases).  
X axis represents 2, and Y axis represents 1. 
Definition of the RLS instrument operation mode 
 
97 
 
3.4.3.3 VALIDATION 	
To  ensure  that  the  training  process  was  correctly  performed  and  to  ensure  that  no 
overfitting  occurs  with  this  training  method,  another  batch  of  spectra  from  the  same 
materials were used  to automatically calculate the baselines. The resulting MSE was only 
4% different with respect to the training method. Of course, when the spectral database is 
updated with new spectra, it will be necessary to re‐train the algorithm and to obtain new 
parameters. In addition, this will need to be done for each new model of the instrument.  
 
3.4.4  SNR	CALCULATION	
The SNR value of some spectra during the onboard operation of the RLS instrument is very 
important  in order to optimize the use of the available time, which, as shown  in 3.5, can 
highly  reduce  the  total  acquisition  time  for  some  samples,  potentially  increasing  the 
number of points  that can be analyzed  in a determined sample, providing better science 
return.  
The  spectra  used  for  the  validation  of  the  algorithm  were  acquired  with  the  final  Ti 
representative of the sample, as defined in Table 3‐5, and then used to manually calculate 
the baseline of all the spectra, as explained in previous sections. The SNR values obtained 
when  using  the  manually  and  automatically  calculated  baselines  were  compared  to 
evaluate  the performance of  the automatic  calculation of  the  SNR.  The methodology  to 
calculate  the  final  SNR  is  as  defined  in  Figure  3‐24  (except  for  the manually  calculated 
baselines, which skip the Baseline Calculation step). 
The obtained SNR values are presented in Table 3‐7, and scattered in Figure 3‐36, showing 
a very good performance and linearity. However, to study the calculation errors in detail, it 
is necessary  to  focus  in  those  spectra with  lower SNR values. Figure 3‐37  represents  the 
automatically  calculated  vs.  the  real  SNR  in  logarithmic  scale,  providing  a  better 
representation of the scattering. This figure shows how, for low SNR values, the automatic 
estimation  of  SNR  highly  diverges  from  the  expected  values.  The  automatic  baseline 
calculation errors  induce  inaccuracies  in  the  calculation of  the SNR, which are especially 
important when the calculated baseline is lower than the expected one. In these cases, the 
final SNR can be overweight, which could affect the final quality of the acquired spectra. To 
avoid these situations, we studied all the spectra to detect  the maximum  false SNRs that 
can be obtained as a  result of a bad baseline correction. The worst case was around 25. 
Thus, it was decided (see 3.5) that no reduction of the number of accumulations would be 
considered for SNR values lower than 30 (25 plus a 20% margin).  
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Figure 3‐36. SNR values scatter for all samples. Red line is y=x. 
 
 
 
Figure 3‐37. SNR values scatter for all samples, in logarithmic scale. Red line is y=x.
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Sample Spectrum  number 
Manual 
SNR 
Automatic 
SNR 
Alunite_P1 1  484.3  489.3
Alunite_P1 2  482.3  487.3 
Alunite_P2 1  413.9  419.4
Alunite_P2 2  415.1  419.7 
Basalt_P1 1  177.9  180.8 
Basalt_P1 2  178.1  181.5 
Basalt_P2 1  197.4  201.5 
Basalt_P2 2  197.1  202.0
Basalt_P3 1  36.6  40.5 
Basalt_P3 2  35.4  38.9
Calcite_P1 1  487.0  493.8 
Calcite_P1 2  485.9  492.7
Calcite_P2 1  1733.9  1735.7 
Calcite_P2 2  1725.0  1728.2
Chert_P1 1  391.8  394.3 
Chert_P1 2  393.5  395.0 
Chert_P2 1  1235.8  1244.3
Chert_P2 2  1225.5  1247.2 
ClaySand_P1 1  4.2  19.3
ClaySand_P1 2  3.8  19.1 
Dolomite_P1 1  58.4  64.5 
Dolomite_P1 2  58.0  64.9 
Dolomite_P2 1  46.2  53.0 
Dolomite_P2 2  46.6  53.0
Gossan_P1 1  64.8  63.5 
Gossan_P1 2  65.0  63.9 
Gossan_P2 1  127.0  124.5 
Gossan_P2 2  127.1  124.6
Gypsum_P1 1  37.2  42.6 
Gypsum_P1 2  34.9  42.0 
Sample Spectrum number 
Manual 
SNR 
Automatic 
SNR 
Gypsum_P2 1 30.5  40.0
Gypsum_P2 2  33.3  40.4 
Hematite_P1 1 148.1  138.7
Hematite_P1 2  147.6  137.6 
Hematite_P2 1  106.4  96.9 
Hematite_P2 2  108.4  96.6 
HematiteF_P1 1  7.5  21.4 
HematiteF_P1 2 8.2  21.5
Jarosite_P1 1  79.7  81.4 
Jarosite_P1 2 80.0  81.9
Jarosite_P2 1  78.9  80.6 
Jarosite_P2 2 80.4  81.4
Quartz_P1 1  694.9  695.3 
Quartz_P1 2 699.2  700.0
Quartz_P2 1  154.9  154.7 
Quartz_P2 2  155.5  155.5 
Silicon_P1 1 2455.1  2456.2
Silicon_P1 2  2455.1  2456.8 
Silicon_P2 1 3034.0  3036.0
Silicon_P2 2  3047.1  3049.9 
Vermiculite_P1 1  34.7  32.8 
Vermiculite_P1 2  31.0  31.0 
Vermiculite_P2 1  32.7  28.7 
Vermiculite_P2 2 30.5  29.0
Vermiculite_P3 1  28.4  23.6 
Vermiculite_P3 2  26.3  24.0 
Table 3‐7. SNR values with manually and  
automatically calculated baselines 
 
The range of SNR in which the number of accumulations will be modified as function of the 
spectral quality, is defined in section 3.5 for values higher than 30 and lower than a target 
SNR  in  the order of 150‐200. Figure 3‐38  represents  the SNRs  scatter  in  that  range. The 
linear  fitting  to  the  data  shows  an  almost  unitary  slope  and  a  positive  bias  in  the  SNR 
calculation of 3.4 (see fitting curve equation in Figure 3‐38) that should be subtracted from 
the  SNR  values  automatically  calculated.  Under  these  conditions,  the  maximum  over‐
estimation error found  is around 8‐9% (for Dolomite_P1, point 2). Thus, to ensure further 
robustness  to  the  algorithm,  it  might  be  interesting  to  subtract  this  error  to  the  SNR 
automatic calculation values. 
Guillermo Lopez‐Reyes 
 
100 
 
 
Figure 3‐38. Scatter of SNR values that can modify the NA value. Green line is the linear fit. 
 
3.4.5  IMPLEMENTATION	
This section details the functions that are expected to be needed for the implementation of 
this algorithm. 
equalized_spectrum(noise_std, spectrum) – Function to equalize the spectral noise based 
on the spectrum noise standard deviation. 
calculate_baseline(rshift,  spectrum,  bandlimit,  delta1,  delta2)  –  Function  to  obtain  the 
baseline of a spectrum with the proposed algorithm. 
subtract_baseline(spectrum, baseline) – Function to get the baseline‐corrected spectrum. 
get_maximum_of_spectrum(spectrum) –  Function  to  locate  the maximum  intensity of a 
spectrum. 
calculate_SNR(maximum_value,  noise_std)  –  Function  to  calculate  the  SNR  value  of  a 
spectrum (basically a quotient). 
 
 
 
Definition of the RLS instrument operation mode 
 
101 
 
3.5 CALCULATION	OF	THE	INTEGRATION	TIME	AND	NUMBER	OF	
ACCUMULATIONS	
The Raman  scattering efficiency of  the materials  that will be analyzed  in Mars  (minerals 
and rocks in powdered form), are expected to be in the order from 10‐7 to 10‐11. Unhappily, 
the CCD dynamic range cannot deal with this scattering range, with potential variations of 
several orders of magnitude. Thus,  it  is necessary to adjust the acquisition parameters. As 
explained  before,  there  are  two  key  operational‐level  parameters  that  can  be  adjusted 
when  performing  Raman  spectroscopy:  the  integration  time  (Ti)  and  the  Number  of 
Accumulations (NA).  
This section presents a study of the spectral quality of the acquired spectra as a function of 
these  two  parameters.  In  addition,  an  algorithm  is  developed  and  validated  for  the 
automated calculation of these parameters, based on the spectral response of the sample 
under analysis. This way, it will be possible to optimize the acquired spectral quality, while 
saving  operation  time  for  good  Raman  scatterers,  by  reducing  the  final  number  of 
accumulations. To do so, the SNR of the spectrum  is characterized as a function of NA,  in 
such a way that it will be possible to progressively reduce NA with the SNR increase. 
3.5.1  EXPERIMENT	SETUP	AND	METHODOLOGY	
For the development and validation of this algorithm, the same set of samples used for the 
definition of the cosmic ray detection and the SNR calculation algorithm was used, i.e., the 
RLS breadboard  spectra database. As previously detailed,  this database  includes  spectra 
from  different  samples  acquired  in  different  conditions  that  are  representative  of  the 
operation  mode,  or  else,  are  considered  good  references:  silicon,  calcite,  vermiculite, 
gypsum,  alunite,  basalt,  dolomite, hematite  (two  different  types),  clay,  jarosite,  chert,  a 
mixture of clay and sand, quartz and gossan. 
All  these  samples were  analyzed with  the  breadboard,  acquiring  reference  spectra  that 
were used  to calculate  the optimal  integration  time, and  then, acquiring enough spectra 
with  the  final  integration  time  to  complete  a  total  operation  time  of  600  seconds 
(considered  to  be  the  maximum  operation  time  per  point  for  Raman  acquisition).  In 
addition,  some  of  them  (calcite,  silicon  and  gossan)  were  analyzed  with  different 
integration  times  and  number  of  accumulations  in  order  to  perform  studies  on  the 
behavior of the SNR with different acquisition parameters. 
The SNR calculation is, when possible, based on a method which calculates the noise of the 
spectrum  by  subtracting  two  consecutively  acquired  spectra  (as  referenced  in  section 
3.3.3.1.1). This  removes  the Raman spectral  features of  the spectrum, providing a noise‐
like  spectrum.   However,  in  some cases, when both  spectra were not available,  the SNR 
was calculated by  removing  the baseline and calculating  the noise  in a  flat  region of  the 
baseline‐subtracted  spectrum. The main difference between both methods  is  that, being 
the first one based on calculating the noise from the difference spectrum, the noise in that 
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case  is  effectively  reduced  by  a  factor √2,  increasing  the  resulting  SNR  by  that  factor. 
However, when comparing the SNRs obtained with different methods, this factor is applied 
throughout the work to make them comparable. 
3.5.2 SPECTRAL	SNR	CHARACTERIZATION	AS	A 	FUNCTION	OF	TI 	&	NA	
3.5.2.1 SNR 	MAXIMIZATION 	AS 	FUNCTION 	OF 	(TI, 	NA) 	
As  already  stated,  the  Raman  acquisition  process  can  be  adjusted  by  modifying  the 
integration time, Ti, and the number of accumulations, NA. These two parameters directly 
affect  the  total  operation  time, which  is  calculated  as NA*Ti.  Total  available  acquisition 
time will be from 5 to 10 minutes. 
In  order  to  evaluate  the  spectral  quality  based  on  these  parameters,  several  5 minute 
spectra were acquired with different  (Ti, NA)  combinations,  for  three different materials 
with different scattering efficiencies  (calcite, silicon and gossan). For  the  three materials, 
the  SNR of each  spectrum was  calculated.  To make  the  curves  comparable  in  the  same 
graph for all the samples (i.e., to compensate the materials different efficiency), they were 
normalized and centered by subtracting their average and dividing them by their standard 
deviation  (this  graph  is  represented  in  Figure  3‐39).  The  results  show  that,  for  spectra 
acquired with equivalent total operation times (300 seconds), the SNR is higher for higher 
integration times than for higher numbers of accumulations. One of the reasons is that for 
higher  integration  times,  the  CCD  needs  to  be  read  fewer  times,  highly  reducing  the 
contribution of  the  readout noise  to  the  spectrum  SNR.  The  implication of  this  result  is 
quite  straightforward:  the  algorithm will  need  to  optimize  Ti  first,  and  then  NA, while 
taking into account the total available time. 
 
Figure 3‐39. SNR evolution for different combinations of acquisition parameters. All spectra were acquired  
during a total operation time of 300 seconds. Data is normalized and centered for visualization. 
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3.5.2.2 TI 	CHARACTERIZATION 	
It  is well known  that,  in Raman spectroscopy,  the higher  the  integration  time,  the higher 
the acquired signal intensity and SNR. Furthermore, Raman emission is a scattering process 
which  happens  with  higher  probability  as  a  function  of  the  excitation  source  flux  of 
photons. Given that a CW laser provides a constant flux of photons, it is expected that the 
number of Raman photons emitted by the sample and received by the CCD will be constant 
per time unit.  
The CCD response to light is quite linear when the saturation level is in the dynamic range 
of the CCD, as the dark current levels are negligible (<10 electrons per pixel per second for 
an  inverted mode device). This  is so, even experimentally, at the working temperature of 
the CCD  installed  in  the RLS breadboard system used during  the spectra acquisition  (this 
might be different  if the CCD was a non‐inverted mode one). On the other hand, the bias 
level of the CCD can influence the calculations if not taken into account, especially for poor 
Raman  scatterers.  Thus,  the  intensity  increase  is  constant with  time when  taking  into 
account  the effect of  the bias  level.  Figure 3‐40 presents  the  intensity at one pixel with 
respect  to  the  integration  time.  It can be seen  that  the  linear adjustment provides an R‐
square value of 1. Of course, this does not imply that the SNR also increases linearly.  
However,  given  that  the  integration  time  needs  to  be  calculated  first  for  the  automatic 
adjustment  of  the  parameters,  as  justified  in  section  3.5.2.1,  it  is  the  intensity which  is 
more  interesting,  as  the  calculation  of  Ti  needs  to  make  sure  that  the  CCD  does  not 
saturate. Thus, it is the  intensity that will be parameterized with the algorithm,  instead of 
the SNR of the resulting spectra, relieving the processor from the extra computational load 
that  would  be  necessary  to  perform  these  calculations.  The  criterion  to  define  the 
integration  time  is  to have  the  spectral  intensity cover 80% of  the dynamic  range of  the 
CCD. 
 
Figure 3‐40. Intensity at one CCD pixel vs. Integration time 
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3.5.2.3 NA 	CHARACTERIZATION 	
As  it  is  also  well  known,  the  accumulation  of  several  consecutively  acquired  spectra 
reduces the noise of the averaged spectrum. However, as seen in section 3.5.2.1, the SNR 
increase associated with higher numbers of accumulations  is  lower than the SNR  increase 
provided by higher  integration  times. Nevertheless, once Ti has been calculated  to cover 
80% of the dynamic range of the CCD  (see section 3.5.2.2), the rest of the available time 
can be used to acquire and average several spectra to increment the SNR.  
In order  to  characterize  the  SNR  increase with  respect  to  the number of accumulations, 
several spectra of silicon, calcite and gossan with several  integration times were acquired 
and analysed. By accumulating those spectra with different numbers of accumulations, and 
calculating  the  SNR,  the  SNR  evolution  with  respect  to  NA  was  obtained  for  different 
materials  and  integration  times.  Figure  3‐41  shows  the  curves,  normalized  for 
representation purposes. As it can be seen, only up to 150 accumulations are represented 
for the Ti = 1s spectra, while only 50 for the Ti = 3s spectra, and so on. This  is due to the 
fact that the total operation time during the test was set for these samples to 300 seconds, 
and the fact that, to calculate the SNR of a spectrum it is necessary to subtract two of them 
consecutively. Thus, it is only possible to have 50 accumulations of spectra with Ti = 3s, 30 
spectra for Ti = 5s, 10 spectra for Ti = 10s, and so on. 
This representation shows that the SNR evolution is similar for different spectra, not only 
when  acquired with  the  same  integration  time, but also with different Ti’s. Actually,  the 
correlation value between the curves is higher than 95%.  
 
Figure 3‐41. SNR evolution for different numbers of accumulations, for different Ti’s and samples 
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Given the similarity in the curves for spectra with different integration times, we used the 
average SNR evolution for the Ti = 1s spectra to fit the SNR evolution to a power function. 
Figure  3‐42  represents  this  curve,  normalized  to  the  SNR  of  a  single  (non‐accumulated) 
spectrum. Thus,  this  figure  represents  the  factor by which  the SNR gets multiplied when 
accumulating different numbers of spectra, or alternatively, the SNR increment in parts per 
unit. It is interesting to see how the SNR evolution is proportional to the square root of NA 
with an R‐square value very close to 1. 
 
 
Figure 3‐42. SNR multiplying factor for different numbers of accumulations 
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3.5.3  ALGORITHM	PROPOSAL	
3.5.3.1 DESCRIPTION 	
In this section, the detailed flowcharts for the calculation of Ti (Figure 3‐43) and NA (Figure 
3‐44) are presented. As explained  in the previous sections, the optimal way to adjust the 
acquisition parameters is to calculate the final integration time first, and then the number 
of accumulations, as a function of the available time. In addition, the algorithm proposes to 
progressively  reduce  the value of NA with  increasing values of SNR  (the higher SNR,  the 
lower the necessary NA). 
 
3.5.3.1.1 INTEGRATION	TIME	CALCULATION	
In order to calculate the integration time, it is important to make sure that no pixel of the 
CCD saturates. However,  in order to avoid operational  load, the calculation of the pixel of 
the  CCD ROI  (Region  of  interest)  that  contains  the  spectrum maximum  intensity will  be 
decided  based  on  the  binned  (1D)  spectrum  that  was  used  for  the  previous  stages 
(fluorescence and cosmic ray detection). By using the maximum position of this spectrum it 
is  possible  to  locate  the maximum  intensity  among  all  the  pixels  in  the  corresponding 
column  in  the ROI. However,  it  is necessary  to  take  into  account  the  list of  cosmic  rays 
removed  from the 1D spectrum, as these will not be removed  from the 2D spectrum. To 
solve  this  issue,  in  case  the  maximum  position  coincides  with  a  cosmic  ray,  the  next 
maximum of the spectrum will be used as the maximum intensity point. 
The maximum  intensity  is  the  intensity obtained  for  the  reference  spectrum  integration 
time (Ti‐ref = 1 second).  In addition,  in order to ensure the  linearity of the signal  increase 
with  time,  it  is  necessary  to  subtract  the  bias  level  of  the  CCD.  Figure  3‐43  shows  the 
detailed flowchart for the calculation of the final integration time. 
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Figure 3‐43. Flowchart for the calculation of the integration time 
3.5.3.1.2 CALCULATION	OF	THE	NUMBER	OF	ACCUMULATIONS	
The  calculation of  the number of  accumulations  is based on  the  spectral quality of  two 
reference spectra acquired with the final Ti. The reason to have two of them is to reject the 
possible  cosmic  rays or  spikes  that  can  appear  in  the  spectra,  and  that  can hamper  the 
calculation of the baseline (which is necessary to calculate the SNR, as explained in section 
3.4).  The  calculated  SNR  value  will  be  used  to  determine  the  spectral  quality  and  the 
necessary  NA  to  increment  the  SNR  as  in  Figure  3‐42,  to  reach  the  minimum  quality 
standards required by the scientific team. However, the NA calculation has to  fit  into the 
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limits imposed by the operational constraints, such as minimum and maximum number of 
accumulations, or maximum total operation time (Ti*NA), which cannot be exceeded.  
 
Figure 3‐44. Flowchart for the calculation  
of the number of accumulations 
3.5.3.2 PARAMETERIZATION 	
The calculation of the final integration time is quite straightforward by nature, as it is only 
limited by the engineering requirement of filling 80% of the dynamic range of the CCD. It is 
important to take the bias level into account to ensure the linear increase of the intensity. 
By subtracting the bias  level (obtained from a dark region of the CCD), the  intensity value 
of the sample scattering itself is obtained,  if dark current is negligible, as for an IMO CCD. 
For other  types of CCDs,  the dark  current would have  to be  taken  into account as well. 
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Then,  to calculate  the  final optimal  integration  time,  it  is quite straightforward based on 
these parameters, to comply with the following equation: 
ܨ݈݅݊ܽܶ݅ ൌ 0.8 ൉ ܥܥܦ_݀ݕ݊ܽ݉݅ܿ_ݎܽ݊݃݁݉ܽݔ݅݉ݑ݉ െ ܾ݅ܽݏ െ ݀ܽݎ݇ܥݑݎݎ݁݊ݐ ൉ ܶ݅௥௘௙ ൉ ܶ݅௥௘௙ 
However, there  is a maximum  integration time of Final Ti ≤ 60 s that  limits  its value. The 
reason to choose this value is that it is necessary to acquire dark spectra of Ti. The  longer 
Ti,  the  higher  the  time  spent without  acquiring  “relevant”  Raman  signal.  On  the  other 
hand, the calculation of NA needs to be parameterized, specifically, establishing  limits for 
SNR  and  NA.  For  values  below  a  determined  SNR,  the  maximum  possible  NA  will  be 
acquired. For values over the desired SNR value, the minimum NA will be acquired.  
To define the minimum value of SNR, the baseline correction errors of the SNR calculation 
were considered. As explained in section 3.4, errors in the baseline calculation can lead to 
considering false peaks that will provide inaccurate SNR values. We performed a study on 
the baseline correction errors by evaluating all the “false peaks” detected by the algorithm, 
and calculating their SNR. In this case, the maximum value for all the samples was around 
25. Applying a margin of 20%, we thus set the minimum SNR value to consider reducing the 
number of accumulations to SNRmin = 30. The SNR value that would be desirable for all the 
samples  (target SNR, or SNRmax)  is set  to SNRmax = 120, which  is  twice  the SNR obtained 
with  a  10  minutes  spectrum  of  gossan  (Ti=60s,  NA=10),  considered  one  of  the  worst 
scatterers that is expected to be found. 
The NA limits were set between 4 and 150 to ensure that at least some accumulations are 
performed  in  each  case,  while  providing  margin  enough  to  get  to  high  numbers  of 
accumulations:  
NAmin = 4 and NAmax = 150. 
In addition  to defining  the  limits  for  the parameters,  it  is necessary  to parameterize  the 
SNR  evolution  as  a  function  of  NA,  as  per  Figure  3‐42.  To  comply  with  operational 
requirements, a look‐up table (Table 3‐8) will be checked by the system based on the SNR 
multiplication factor that needs to be applied to reach SNRmax. For example,  if the SNR of 
one accumulation was 32, this means it would need to be multiplied by a factor of 120/32 = 
3.75. From Table 3‐8,  the necessary NA would be 16.  It  is  interesting  to note  that, given 
that  the maximum error  in  the effective  range of SNRs  that might reduce  the number of 
accumulations is 8‐9% (see section 3.4.4), the LUT defined in Table 3‐8 has been limited to 
NA values which provide an increment of SNR of 10%, higher than the maximum error. 
Taking all these issues into consideration, the final calculated value of NA will be defined by 
the following  logic, which calculates values of NA both based on quality as well as on the 
available time. 
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Based on SNR: 
if   SNR<SNRmin ‐> NAaux = NAmax 
else  if  SNR >SNRmax ‐> NAaux = NAmin 
else   get NAaux from LUT for SNR increment ≥ SNRmax / SNR 
Based on available time: 
If  (NAaux + 1) * final Ti < max_operation_time   then   final NA = NAaux 
else  final NA = floor ( max_operation_time / final Ti ) ‐ 1   
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NA   SNR 
increment 
1  1.0 
2  1.4 
3  1.7 
4  1.9 
5  2.2 
6  2.4 
7  2.5 
8  2.7 
9  2.9 
10  3.0 
11  3.1 
12  3.3 
13  3.4 
14  3.5 
15  3.7 
16  3.8 
17  3.9 
18  4.0 
19  4.1 
20  4.2 
21  4.3 
22  4.4 
23  4.5 
24  4.6 
25  4.7 
26  4.8 
27  4.9 
28  5.0 
30  5.1 
31  5.2 
32  5.3 
33  5.4 
35  5.5 
36  5.6 
37  5.7 
39  5.8 
40  5.9 
41  6.0 
43  6.1 
NA   SNR
increment
44 6.2
46 6.3
47 6.4
49  6.5 
50  6.6 
52  6.7 
53  6.8 
55  6.9 
56  7.0 
58 7.1
60 7.2
61  7.3 
63  7.4 
65  7.5 
67  7.6 
69  7.7 
70  7.8 
72 7.9
74 8.0
76  8.1 
78  8.2 
80  8.3 
82  8.4 
84  8.5 
86  8.6 
88 8.7
90 8.8
92  8.9 
94  9.0 
96  9.1 
98  9.2 
100  9.3 
102  9.4 
105 9.5
107 9.6
109  9.7 
111  9.8 
114  9.9 
116  10.0 
NA   SNR 
increment
118 10.1 
121 10.2 
123 10.3 
126  10.4 
128  10.5 
131  10.6 
133  10.7 
136  10.8 
138  10.9 
141 11.0 
143 11.1 
146  11.2 
148  11.3 
Table 3‐8. LUT with the  
SNR factor vs NA
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3.5.3.3 VALIDATION 	
The  intent  of  dynamically  adjusting  the  acquisition  parameters  is  to  save  operation 
time when the spectral quality is over a determined threshold. In order to validate the 
algorithm,  all  the  spectra  in  the  database  were  acquired  with  the  automatically 
calculated  parameters,  and  the  SNRs  of  the  final  spectra  were  calculated.  The 
parameters calculation  results  for Ti are  shown  in Table 3‐9. Final‐Ti  is  limited  to 60 
seconds,  thus,  for cases where Calculated Ti  (the time required to  fill the 80% of the 
CCD range) is higher, the Final‐Ti can only be as high as 60 seconds.  
 
Material Point Ti-ref Bias 
Ti-ref 
spectrum  
max intensity 
Calculated Ti  
(80% CCD) Final-Ti 
Alunite 
P1 1 65 457 33.47 33.47 
P2 1 65 430 35.95 35.95 
Basalt 
P1 5 64.5 5052 13.15 13.15 
P2 5 64.5 4800 13.85 13.85 
P3 1 66 330 49.7 49.70 
Calcite 
P1 1 65 913 15.47 15.47 
P2 1 64.5 1294 10.67 10.67 
Chert 
P1 1 66 196 100.92 60.00 
P2 1 65 289 58.57 58.57 
Clay+Sand P1 1 70 3240 4.14 4.14 
Dolomite 
P1 1 71 3572 3.75 3.75 
P2 1 76 5884 2.26 2.26 
Gossan 
P1 1 65 105 328 60 
P2 1 65 105 328 60 
Gypsum 
P1 1 64.5 1790 7.6 7.60 
P2 2 64.5 3045 8.8 8.80 
Hematite 
P1 1 65 93 468.57 60.00 
P2 1 65.4 80 898.63 60.00 
Hematite-F P1 1 62 431 35.56 35.56 
Jarosite 
P1 1 65.7 550 27.09 27.09 
P2 1 67 727 19.88 19.88 
Quartz 
P1 1 65 294 57.29 57.29 
P2 1 65 710 20.34 20.34 
Silicon 
P1 1 67 272 64.00 60.00 
P2 1 65 267 64.95 60.00 
Vermiculite 
P1 5 64.5 274 313.13 60.00 
P2 5 64.5 310 267.21 60.00 
P3 5 64.5 352 228.17 60.00 
Table 3‐9. Acquired and calculated parameters during Ti estimation 
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The estimation of NA provided the results shown  in Table 3‐10. The worse scattering 
samples,  that could not acquire as much accumulations as desired  (due  to  their high 
integration time) present  lower  final SNRs than expected, as a direct consequence of 
the limited operation available time (e.g., the vermiculite case). Worst case is the Clay 
+  sand  sample  (in  red  in Table 3‐10), which, after  the whole operation  time doesn’t 
have Raman signals and thus SNR is set to 1.  
 
Material Point Final Ti 
Max NA
(time 
limited) 
Final  
NA 
Expected
SNR 
Final  
SNR Saved time
Alunite 
P1 33.47 16 4 756 980 433 
P2 35.95 15 4 658 809 420 
Basalt 
P1 13.15 44 4 295 280 534 
P2 13.85 42 4 334 284 531 
P3 49.70 11 11 110 54 4 
Calcite 
P1 15.47 39 4 769 967 525 
P2 10.67 59 4 2568 4673 550 
Chert 
P1 60.00 9 4 630 611 300 
P2 58.57 9 4 2111 1496 307 
Clay+Sand P1 4.14 143 143 209 1 4 
Dolomite 
P1 3.75 159 5 126 102 578 
P2 2.26 264 7 123 85 582 
Gossan 
P1 60 9 4 123 126 300 
P2 60 9 4 235 191 300 
Gypsum 
P1 7.60 77 10 120 47 516 
P2 8.80 67 13 121 42 477 
Hematite 
P1 60.00 9 4 236 304 300 
P2 60.00 9 4 159 221 300 
Hematite-F P1 35.56 15 15 70 20 31 
Jarosite 
P1 27.09 21 4 144 110 465 
P2 19.88 29 4 147 92 501 
Quartz 
P1 57.29 9 4 1170 1310 314 
P2 20.34 28 4 260 212 498 
Silicon 
P1 60.00 9 4 4288 2196 300 
P2 60.00 9 4 5100 1949 300 
Vermiculite 
P1 60.00 9 9 84 61 0 
P2 60.00 9 9 81 44 0 
P3  60.00  9  9  67  51  0 
Table 3‐10. Acquired and calculated parameters during NA estimation 
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On the other hand,  for several of the samples not  limited by the operation time, the 
final  NA  is  much  lower  than  the  maximum  possible  value.  This  implies  saving 
operational  time:  considering  the  cases  in  which  time  is  saved,  in  average,  the 
algorithm saved 334 seconds per sample, while ensuring SNR values equal or higher to 
the expected ones  (with  an average  SNR  surplus of 20),  and which  is  in most  cases 
higher than the desired SNR value (120). These results are obtained without taking into 
account the samples with SNR higher than 1400. The reason  is that the method used 
for  the  SNR  calculation  from  one  spectrum  is  less  robust  than  a method  using  two 
spectra  to  calculate  the  noise,  and  small  variations  in  the  noise  standard  deviation 
imply  very  high  variations  on  the  final  SNR  value.  For  this  reason,  those  samples 
introduced non‐representative errors in the data.  
Figure 3‐45 depicts the correlation between the expected and the final SNR for the rest 
of  the samples. As  it can be seen,  the correlation  is quite  linear, with a slope higher 
than 1, which  implies that calculated final SNR  is  in general higher than the expected 
one (explaining the average SNR surplus explained above). The fact that the final SNR is 
higher than the expected ensures the robustness of the algorithm, which guarantees a 
minimum level of quality, as long as there are time resources available. 
 
 
Figure 3‐45. Correlation between spectra expected and final SNR 
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The proposed algorithm  for  the automated calculation of  the acquisition parameters 
has  shown  an  important  potential  reduction  of  the  operation  time,  without 
compromising  the  quality  standards  of  the  acquired  spectra  (though  it  implies  not 
obtaining  the highest quality spectra possible). This  is proposed and accepted by  the 
scientific team, as the remainder of the time could be used to acquire more samples at 
different  spots,  as  stated  in  the  operational  baseline  of  the  instrument. Of  course, 
there is some limit to the number of points that the instrument will be able to acquire, 
and  the  instrument will  always  comply with  the  data  and  time  budgets.  From  the 
scientific point of view, this possibility is key to obtain the best science return from the 
instrument, and not performing  in  such a way would  imply a very  important  loss of 
capabilities and science scope.   
	
	
3 .5.4  IMPLEMENTATION	
This section details the functions that are expected to be needed for the 
implementation of this algorithm. 
cut_spectrum_range(first_pixel, last_pixel) – Function to limit the spectral working 
range. Needed unless the inputs to the algorithms are already cut to this range. 
remove_dead_pixels(  )  –  Function  to  remove  the  known  dead/hot/damaged  pixels 
from the input spectrum. Needed unless the inputs to the algorithms are already cut to 
this range. 
smooth_spectrum(spectrum,filter_width)  –  Apply  moving  average  window  to 
spectrum 
 
Specific for Ti: 
max_position  =  calculate_max_positions_1Dspectrum(spectrum)  –  Function  that 
returns the position of the maximum intensity on a 1D (vector) spectrum. 
calculate_max_value_ROI(max_position)  –  Function  to  calculate  the  maximum 
intensity from a column in the ROI. 
calculate_CCD_bias(  )  –  Function  to  calculate  the  average  bias  in  a  (small)  non‐
illuminated spectrum region 
calculate_final_Ti(several_inputs) – Function to calculate the  final Ti as per equation 
in section 3.5.3.2. 
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Specific for NA: 
Cosmic ray detection and removal as per section 3.3.3.4. 
Calculate SNR as per section 3.4.5.  
NA_aux  =  calculate_SNR_factor_and_check_LUT(calculated_SNR,  expected_SNR)  – 
Function to return the number of accumulations necessary to reach a determined SNR 
level. 
final_NA  =  verify_NA_value(NA_aux)  –  Function  to  check  whether  the  required 
NA_aux fits into the total available operation time constraints and parameter limits. 
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CONSEQUENCES	 OF	 THE	 SAMPLE	 PREPARATION	 AND	
DISTRIBUTION	 PROCEDURE	 ONBOARD	 THE	EXOMARS	 ROVER	
ON	THE	RLS	DATA	
 
Description  of  the  sample  preparation  and  distribution  procedure 
onboard the ExoMars rover regarding crushing and flattening issues, 
and the consequences on the scientific return of the RLS instrument. 
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4.1 INTRODUCTION	
The operation mode imposed by engineering restrictions in the ExoMars rover implies 
that  the  instruments  in  the  Analytical  Laboratory  Drawer  (ALD),  such  as  RLS,  will 
analyze  flattened powdered samples. The crushing, delivery and  flattening processes 
will have an impact on the instrument, as there are many factors that can influence it: 
grain  size distribution  (especially  the  lower distributions),  flattened  surface  rugosity, 
cross‐contamination,  etc.  This  chapter  covers  issues  related  with  the  flattening, 
delivery and crushing  issues, both  from  the sample preparation point of view and  its 
influence  on  the  acquisition  results.  In  addition,  it  addresses  the  consequences 
suffered  on  the  Raman  spectra  due  to  the  crushing  process  of  the  samples,  with 
respect to analyzing bulk materials.  
Section  4.2  summarizes  the  results  from  a  test performed  in  collaboration with  the 
engineering  team of  the ALD performed at Kayser‐Threde premises with  the Sample 
Preparation and Distribution System breadboard of the rover, integrated with the RLS 
ExoMars  Simulator.  This  test  was  performed  in  order  to  assess  and  evaluate  the 
sample preparation and distribution system with samples considered relevant by the 
RLS team, as well as to assess the feasibility of the collaborative science between RLS 
and MicrOmega. 
Section  4.3  presents  the  work  performed  with  bulk  and  powdered  samples  with 
different  granulometries,  and  the  effects  observed  on  the  Raman  spectra  when 
analyzing  powdered  samples  instead  of  bulk  samples.  It  also  addresses  the  issues 
related  to  the  textural  context of  the  samples during  the  crushing process,  and  the 
consequences for its analytical results. 
4.2 SAMPLE	FLATTENING	AND	CRUSHING	EVALUATION	
The  RLS  ExoMars  Simulator,  as  described  in  Chapter  2,  is  implemented  with  a 
flattening  blade  to  simulate  the  flattening  process  of  the  Sample  Preparation  and 
Distribution  System  (SPDS)  of  the  rover.  However,  the  simulator  is  not  as 
representative as the SPDS itself, and so, in September 2013, a joint end‐to‐end (E2E) 
test campaing between the SPDS and RLS instrument was performed at Kayser‐Threde 
premises in Munich. This test had the following objectives: 
 Experimental  verification  of  the  SPDS  capability  to  prepare  and  distribute 
samples in line with the RLS (and MicrOmega) needs. 
 Investigation of  SPDS  capability  to  support  the MicrOmega  and RLS  combined 
science requirements (in particular, positioning performance). 
 Optimization of SPDS operational procedures to maximize scientific outcomes. 
This test campaign constituted  the  first  interactive activity between the SPDS system 
breadboard  and  the  ALD  scientific  payload.  The  setup  included  a  laboratory  RLS 
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breadboard (part of the RLS ExoMars Simulator) with functionality and characteristics 
similar to the actual system (though non‐representative from the engineering point of 
view). The MicrOmega instrument was emulated with the camera included  in the RLS 
ExoMars  Simulator.  As  explained  in  Chapter  2,  this  camera  does  not  represent  the 
MicrOmega characteristics. However, it does from a functional point of view in which a 
point of interest is detected by this camera in the RLS path, which is then analyzed by 
the RLS instrument.  
Four  tests  (plus  an  alignment  and  calibration  tests)  were  performed  during  this 
campaign, in order to address all the objectives. The setup is described in section 4.2.1, 
while the results are described in sections 4.2.2 to 4.2.6. Section 4.2.7 summarizes the 
conclusions from this test campaign. 
 
4.2.1  SETUP	AND	METHODOLOGY	
4.2.1.1 SPDS‐RLS‐MICROMEGA 	EMULATOR 	 JOINT 	SETUP 	
In order to couple the RLS breadboard and MicrOmega emulator to the SPDS system, 
an  interface  (I/F)  bracket was mechanized  by  Kyser‐Threde  (KT) which  allowed  the 
manual adjustment of the camera centers of both RLS and MicrOmega cameras on the 
arc  along which  the  refillable  container  (RC) was  to be placed.  The RLS  system was 
accommodated  in  a  position  representative  of  the  one  occupied  in  the  ALD.  The 
MicrOmega emulator was placed as well  in a  representative position,  though with a 
smaller angle than the one in the ALD. This is due to set‐up constraints, but this is still 
representative  for  the  test  scope  and  did  not  jeopardize  the  test  results. A  general 
view of the final setup is shown in Figure 4‐1. 
 
Figure 4‐1. SPDS‐RLS‐MicrOmega emulator joint setup 
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The analysis with Raman  is sensible to ambient light. Thus, to compensate the lack of 
shutters or blinds at KT premises, KT built a structure to cover the setup providing the 
necessary low‐light environment (see Figure 4‐2A).  
In order  to avoid damage between  the SPDS and  the RLS/MicrOmega setup,  the RLS 
hard stop was configured to avoid the RLS system getting closer than 9 mm to the RC 
surface (see Figure 4‐2B).  
 
Figure 4‐2. Setup darkening structure (A) and RLS‐SPDS safe distance (B) 
 
4.2.1.2 SAMPLE 	SELECTION 	
For this test campaign, a set of samples was made available by the SPDS (Figure 4‐3) 
and RLS  (Figure 4‐4) teams. To overcome the uncertainty on the testing time, and to 
try  to  keep  the  testing window  limited  to one week,  this  set of  samples had a high 
number of specimens, which were classified depending on priorities in order to be able 
to  optimize  the  tests  to  the  available  time.  The  selected  samples  and  assigned 
priorities were agreed by all parties  (RLS, SPDS, TAS‐I and ESA). Details are shown  in 
Table 4‐2 together with the note  indicating which of them have been actually tested 
during  the  test  campaign.  Some  of  the  samples  provided  by  the  RLS  team  were 
provided with different grain sizes distributions: 45‐125 microns, 125‐250 microns and 
the  so‐called  SPDS‐like.  The  latter,  though  not  exactly  following  the  grain  size 
distributions described  in  the crusher  reports, were prepared as shown  in Table 4‐1. 
This was to try to find a standard grain size distribution more or less representative of 
the expected samples provided by the crusher.  
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Figure 4‐3.  Set of samples provided by KT 
 
Figure 4‐4. Set of samples provided by RLS 
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Table 4‐1. Description of the samples prepared by the RLS team 
Sample Total weight (g) Granulometry Weight (g)
Calcite 1.111 ± 0.001 100% in 45‐125um 1.111 ± 0.001
Calcite 1.110 ± 0.001 100% in 125‐250um 1.110 ± 0.001
10% <45um 0.149 ± 0.001
37% in 45‐125um 0.556 ± 0.001
27% in 125‐250um 0.407 ± 0.002
26% in 250‐500um 0.390 ± 0.002
Gypsum 0.916 ± 0.001 100% in 45‐125um 0.916 ± 0.001
Gypsum 0.916 ± 0.001 100% in 125‐250um 0.916 ± 0.001
10% <45um 0.100 ± 0.001
37% in 45‐125um 0.370 ± 0.001
27% in 125‐250um 0.270 ± 0.001
26% in 250‐500um 0.260 ± 0.001
Gossan 1.349 ± 0.001 100% in 45‐125um 1.349 ± 0.001
Gossan 1.396 ± 0.001 100% in 125‐250um 1.396 ± 0.001
10% <45um 0.150 ± 0.001
37% in 45‐125um 0.555 ± 0.001
27% in 125‐250um 0.404 ± 0.001
26% in 250‐500um 0.390 ± 0.001
10% <45um 0.150 ± 0.001
37% in 45‐125um 0.555 ± 0.001
27% in 125‐250um 0.405 ± 0.001
26% in 250‐500um 0.390 ± 0.001
60% Quartz in 45‐125um 0.900 ± 0.001
25% Quartz in 125‐250um 0.375 ± 0.001
15% Olivine in 250‐500um 0.224 ± 0.001
10% <45um 0.150 ± 0.001
37% in 45‐125um 0.555 ± 0.001
27% in 125‐250um 0.406 ± 0.001
26% in 250‐500um 0.391 ± 0.001
10% <45um 0.144 ± 0.001
37% in 45‐125um 0.534 ± 0.001
27% in 125‐250um 0.389 ± 0.001
26% in 250‐500um 0.375 ± 0.001
10% <45um 0.103 ± 0.001
37% in 45‐125um 0.381 ± 0.001
27% in 125‐250um 0.278 ± 0.001
26% in 250‐500um 0.268 ± 0.001
SVBF09 Svalbard 
Carbonate AMASE 1.442 ± 0.004
Coquimbite 1.030 ± 0.004
Quartz 1.500 ± 0.004
Quartz (85%) + 
Olivine (15%) 1.499 ± 0.003
Basalt 1.502 ± 0.004
Calcite 1.502 ± 0.006
Gypsum 1.000 ± 0.004
Gossan 1.499 ± 0.004
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4.2.2 TEST	0: 	ALIGNMENT, 	CALIBRATION	AND	SETUP	TEST	
4.2.2.1 TEST 	0.1: 	SPDS‐RLS 	ALIGNMENT 	AND 	CALIBRATION 	
The aim of this test was the alignment and calibration of the system, which is schemed 
in  Figure  4‐5.  It  was  divided  in  two  steps:  First  step  was  to  correctly  setup  the 
RLS+MicrOmega emulator  in order to have both systems field of views (FoV) over the 
carrousel line. To do so, the sample refillable container (RC) was placed in the nominal 
position  of  the  RLS  optical  head.  The  RLS  laser  was  then  turned  on  and  the  RLS 
longitudinal  positioner  adjusted  to  have  the  spot  in  the  center  of  the  RC.  The  spot 
position was marked on a piece of kapton tape stick to the RC. Then, the RC with the 
kapton  tape mark was  placed  in  the  nominal  position  of  the MicrOmega  emulator. 
With the laser still on, the I/F bracket between RLS and SPDS was pivoted with respect 
to the laser spot in order to place the reference mark under the MicrOmega FoV. Once 
this was achieved, the SPDS‐RLS I/F bracket was fixed to this position. 
 
Figure 4‐5. Schematics of the SPDS+RLS setup (A, B, D, E) and degrees of freedom for adjustment (C). 
Second  step was  the  fine  calibration of  the  angles between RLS  and MicrOmega. A 
calibration  grid was  available  to  perform  this  calibration  (Figure  4‐6). However,  the 
mark on  the  kapton  tape of  step 1 had  the  right  size and  very  clearly differentiable 
features.  In addition,  it also provided higher  robustness  than  the  calibration  slide  in 
terms  of  relative  movement  with  respect  to  the  RC  due  to  the movement  of  the 
carrousel. Thus,  it was decided  to use  this mark on  the kapton  tape  for  the detailed 
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calibration between RLS and MicrOmega emulator angles (Figure 4‐7).  The first run of 
this  test  consisted  on  moving  the  RC  under  different  positions  of  the  MicrOmega 
emulator FoV, writing down  the positions as well as  the angles at each position. An 
image was acquired at each point.  
 
Figure 4‐6. Calibration grid and laser spot position in the RLS FoV 
 
Figure 4‐7. Calibration mark and laser spot position in the RLS FoV. 
The results of this test provided the region on the MicrOmega FoV that passed below 
the RLS spot (Figure 4‐8), as well as the angle shift between both  instruments, taking 
into  account  the  shift  in  the MicrOmega  FoV with  respect  to  the  reference  point. 
Nominal angle between  the  reference point  (furthest point on  the MicrOmega  FoV) 
and the RLS spot position was 22.591º. 
The correlation between the different positions on the MicrOmega FoV with respect to 
the angular shift provided  that the path could be approximated by a straight  line  (as 
the  quadratic  coefficient  was  negligible),  with  0.0005º  shift  per  micron  in  the 
MicrOmega image. This way, any new point selected on the MicrOmega FoV could be 
placed under the  laser spot by modifying the nominal angular shift depending on the 
distance of the selected point from the reference one.  
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Figure 4‐8. Reference for the calibration of the RLS spot path under the MicrOmega emulator FoV. 
The  following  day  a  second  run  of  the  calibration  test  (shortened  version)  was 
performed  to verify  that  the  relative position between  the RLS and MicrOmega was 
still the same.  
4.2.2.2 TEST 	0.2: 	FUNCTIONAL 	TESTS 	
The aim of this test was to check that the performance of the instruments was correct 
after  the  integration  of  the  RLS  and  SPDS  in  the  same  setup.  This  way,  the  SPDS 
checked all  the  subsystems and  found no mal‐functioning. The RLS  laser power was 
checked  to  ensure  that  no  damage  had  come  to  it  during  the  trip.  The  end‐to‐end 
behavior of the complete Raman setup was checked with two different samples: bulk 
calcite in automatic mode, and cyclohexane with a manual acquisition. The end‐to‐end 
RLS  simulator  check  was  also  correct.  Laser  excitation,  spectrometer  and  detector 
were  working  under  the  nominal  expected  conditions.  As  an  example,  Figure  4‐9 
shows the spectra acquired during this test.  
 
Figure 4‐9. Spectra from reference samples in Test 0.2 
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4.2.3  TEST	1: 	SAMPLE	DOSING	AND	FLATTENING	PERFORMANCE	AND	SMALL	
GRAIN	 INFLUENCE	
To evaluate  the  flattening performance of  the SPDS and  to  illustrate  the  small grain 
influence  in  two  relevant  cases,  several  samples  were  used,  with  different  grain 
distributions. Namely,  calcite  and  gypsum, with  45‐125 microns  and  SPDS‐like  grain 
distributions. These samples were dosed and flattened with the SPDS system following 
the  standard  procedure,  consisting  of  3  dosing  and  flattening  cycles,  prior  to 
presenting  the  sample  to  the  instruments.  The  sample  surface was  then measured 
with a 2D profiler installed in the SPDS. The RC was then placed below the MicrOmega 
emulator camera and several pictures were acquired to complete a whole image of the 
sample  surface. Then,  the RC moved  to be placed below  the RLS  instrument, which 
acquired a total of 25 points of the sample surface, including AF at each point plus the 
acquisition of spectra at each point (with the acquisition parameters optimized at each 
point).  The  points  were  acquired  each  0.2º,  equivalent  to  around  400  microns, 
covering the 10 mm of sample area.  
4.2.3.1 DOSING 	PERFORMANCE 	
The  complete  dosing  procedure  consists  on  several  doses  on  the  RC,  with  several 
flattening steps as well. In order to ensure a good dosing and avoid a “dome” effect on 
the funnel, a piezoelectric actuator is used. The process is illustrated in Figure 4‐10. 
 
Figure 4‐10. Funnel contents after dosing (B, D) and piezoelectric actuation (A, C) 
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4.2.3.2 FLATTENING 	PERFORMANCE 	
The SPDS flattening procedure was performed as follows: 
 Dose twice CW on PSDDS/PSHS I/F  
 Drive PSHS 2° CCW 
 Dose once CW 
 Drive PSHS 2° CCW 
 Dose once CW 
 Flatten sample with flattening speed of 1°/s 
 Dose once CCW on PSDDS/PSHS I/F  
 Flatten sample with flattening speed of 0.2°/s 
 Dose once CCW on PSDDS/PSHS I/F  
 Flatten sample with flattening speed of 0.2°/s 
A piezoelectric vibration sequence (three vibrations of 5s) was performed after every 
dosing and before the first dosing (to ensure correct filling and emptying of the dosing 
cup and to loosen up the sample to avoid cementation). 
The resulting sample surface after this procedure is shown in Figure 4‐11 for the calcite 
45‐125 um sample and in Figure 4‐12 for the gypsum 45‐125 microns sample. 
 
Figure 4‐11. Sample surface after the first (A), second (B) and third (C) dosing and flattening steps for 
the calcite 45‐125 um sample. The cross‐contamination that can be seen is discussed in section 4.2.4. 
 
Figure 4‐12. Sample surface after the first (A), second (B) and third (C) dosing and flattening steps for 
the gypsum 45‐125 um sample. 
The pictures taken with the MicrOmega emulator for one of the samples are shown for 
reference in Figure 4‐16. The MicrOmega DoF is quite long, thus, the focusing at each 
point didn’t provide a  lot of  information, except  to confirm when  the  image were at 
the extremes of  the RC  (see  lower part  in Figure 4‐16) and  thus  is not  really a good 
indicator of the sample surface profile. 
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The  focusing  positions  at  each  of  the  25  points  analyzed  with  the  RLS  instrument 
provide a profile  for each sample  that are depicted and compared  in Figure 4‐13  for 
calcite and Figure 4‐14 for gypsum. Figure 4‐15 graphically shows the results obtained 
with  the  surface 2D mapper  incorporated  to  the  test  setup. As expected,  the  lower 
grain  size  distributions  present  flatter  profiles  than  the  SPDS‐like  distributions.  The 
standard  deviation  over  the  average  and  the maximum  excursion  of  the  flattened 
surface obtained  from  the AF points of  the RLS  and  the 2D mapping of  the  surface 
profiler on the SPDS are compared in Table 4‐3 and Table 4‐4, respectively. As it can be 
seen,  the maximum  peak  to  peak  values  of  RLS measurements  are  lower  than  the 
values with the 2D mapper in the whole surface, which is consistent with the expected 
results.  In addition,  there  is some kind of correlation between  the measurements by 
RLS and the surface measurements performed by the laser 2D mapper. 
The  flatness  requirement  for  the  SPDS  states  that  “The  Flattening  Device  shall  be 
capable  to  flatten  the  top surface of  the Sample dosed  in the Refillable Container so 
that 80% of all sample surface measurement points are within ±0.2mm of the expected 
surface”. Table 4‐5 shows the percentage of points that are  found over +‐100 and +‐
200  microns  from  the  reference  plane  placed  at  200  microns  below  the  sample 
container surface. The disparity that can be found, especially for the Calcite SPDS‐like 
sample could be explained by the  limited number of points evaluated by RLS and the 
2D surface analysis: as shown in Figure 4‐13, there are several points which are below ‐
400 microns  in this sample, which has an  important  impact on the average, given the 
small number of analyzed points. 
 
Figure 4‐13. RLS AF positions for the calcite samples 
 
Figure 4‐14. RLS AF positions for the gypsum samples 
 
Steps of 0.2º (≈ 400 
Steps of 0.2º (≈ 400 
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Sample RLS AF 
position 
SPDS (whole area) SPDS (one 
line) 
Calcite SPDS‐like  155  93  82 
Calcite 45‐125 microns  37 30 36 
Gypsum SPDS‐like  132 108 103 
Gypsum 45‐125 microns  94  51  53 
Table 4‐3. Standard deviation (in microns) from average 
 
Sample RLS AF 
position 
SPDS (whole area) SPDS (one 
line) 
Calcite SPDS‐like  535  558  495 
Calcite 45‐125 microns  180  251  189 
Gypsum SPDS‐like  650  768  546 
Gypsum 45‐125 microns  310 522 304 
Table 4‐4. Maximum peak to peak values (in microns) 
 
Sample  RLS  SPDS (surface) 
+‐200 µm  +‐100 µm  +‐200 µm  +‐100 µm 
Calcite SPDS‐like  84%  52%  96%  73% 
Calcite 45‐125 microns  100% 88% 100% 82% 
Gypsum SPDS‐like  88% 84% 92% 66% 
Gypsum 45‐125 microns  100%  64%  100%  92% 
Table 4‐5. Percentage of points within +‐200 and +‐100 microns over the average surface for RLS and 
SPDS 
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Figure 4‐15. Results from the surface mapping performed with the 2D laser profiler 
 
 
Consequences from the sample preparation and distribution of samples 
135 
 
   Fi
gu
re
 4
-1
6.
 M
ic
rO
m
eg
a 
em
ul
at
or
 c
am
er
a 
im
ag
es
 o
f t
he
 G
yp
su
m
 S
PD
S-
lik
e 
sa
m
pl
e 
du
ri
ng
 T
es
t 1
, a
nd
 it
s r
el
at
iv
e 
fo
cu
si
ng
 p
os
iti
on
 fo
r 
ea
ch
 im
ag
e 
    F
ig
ur
e 
4-
17
. M
ic
rO
m
eg
a 
em
ul
at
or
 c
am
er
a 
im
ag
es
 o
f t
he
 g
yp
su
m
 S
-4
_W
E
T
 sa
m
pl
e 
in
 T
es
t 2
. T
he
 r
ed
di
sh
 c
ro
ss
-c
on
ta
m
in
at
io
n 
ca
n 
be
 o
bs
er
ve
d 
th
ro
ug
ho
ut
 th
e 
im
ag
es
 
 
Guillermo Lopez‐Reyes 
136 
 
4.2.3.3 SMALL 	GRAIN 	 INFLUENCE 	
It has been reported  [54]  that  the grain size distribution and  the crushing process of 
the  sample  has  an  impact  on  the  Raman  spectrum  of  the materials.  The  crushing 
process implies an important loss from the geological point of view, as the mapping on 
a powdered  surface will not provide  information on  the  texture  and  context of  the 
sample,  key  information  for  the  analysis  of  alteration  and  formation  processes.  In 
addition,  there  is  usually  an  increase  on  the  background  of  the  spectrum,  which 
implies a decrease in the spectrum SNR. As a general rule of thumb, the highest grain 
size, the better performance of the Raman instrument, when spectra are acquired with 
the same parameters, though other sample‐related parameters have also influence on 
the results. Further development on this issue is presented in section 4.3. 
During  the  execution  of  this  test,  the  automatic  acquisition  algorithm  for  the 
calculation of the  integration time and number of accumulations was used. As shown 
in Figure 4‐18,  the averaged spectra of  the different samples of calcite show a much 
lower background  level  (higher  SNR)  for  the bulk  calcite, and  increasing background 
with decreasing grain size. 
 
Figure 4‐18. Background increase on the Raman spectra of calcite due to different grain size 
distributions 
The analysis of gypsum with different grain sizes, on the other hand, provides a good 
example of the influence of other inter‐dependent parameters (see Figure 4‐19), such 
as  the  transparency of  the  sample and  the  focusing accuracy. With very  transparent 
samples multiple  reflections will occur, especially with  lower grain  sizes. However,  if 
the sample  is more opaque,  lower grain sizes mean that the  laser spot will be better 
focused,  thus  providing  higher  signals.  In  any  case,  the  comparison  with  the  bulk 
sample  spectrum  shows how,  in  every  case,  the background  increases  and  the  SNR 
decreases after the crushing of the sample. 
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Figure 4‐19. Counter‐example of background increase. Some samples might present different behavior 
depending on some sample‐related characteristics. A good flattening can somewhat compensate the 
small grain influence. 
As  a  general  conclusion,  the  crushing process  and  the  presence of  small  grain  sizes 
induces an  increase on the background of the signal with respect to the bulk sample, 
as it has been reported  in the  literature, in previous internal studies by the RLS team, 
and  presented  here.  Exceptions  to  this  general  rule  may  occur  between  different 
powdered distributions depending on some  features of the samples, and also can be 
somewhat masked or corrected by the RLS automatic calculation of parameters. SPDS 
can  only  influence  grain  size  by  changing  the  gap  size  of  the  crusher,  and  this 
parameter will be pre‐set during the system integration. In addition, if the presence of 
small grains  is unavoidable, then there  is an  influence on the results of the flattening 
performance:  the better  the  flattening,  (potentially)  the better  the  results,  as more 
material will be placed in focus. 
4.2.4  TEST	2: 	CROSS‐CONTAMINATION	
This  test was mainly aimed at evaluating  the cross‐contamination performance  from 
the dosing, cleaning and  flattening processes  (without  taking  into account  the cross‐
contamination from the crushing station). For this test, the cameras of the SPDS were 
installed  in  positions  to  observe  the  flattened  surface  as  well  as  the  cleaning 
performance of the SPDS system.  
Two different samples were dosed and flattened during this test. In the first place, the 
hematite  sample with  SPDS‐like  grain  size  distribution was  dosed  on  the  clean  RC 
(though  the  blade  had  not  been  cleaned  after  the  previous  test with  Gypsum_45‐
125um),  and  immediately  cleaned  after  acquiring  some  pictures  with  the  SPDS 
cameras and one spectrum with RLS for reference (the process  is  illustrated  in Figure 
4‐20).  The  reason  this  sample  was  chosen  was  because  the  iron  oxides  are  good 
candidates to produce cross contamination, due to their coloring properties (they are 
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sometimes used for dyeing purposes). In addition, it is a very relevant sample as they 
are easily found in Mars [55] (these materials provide the red color of the planet).  
 
Figure 4‐20. Dosing, flattening (A, B) and cleaning (C) processes with the hematite SPDS‐like grain size 
distribution sample. The sample remains in the funnel (D) and RC (C) are the ones that could result in 
cross‐contamination in the next sample. 
After dosing and cleaning the hematite sample, a white sample (gypsum, reference S‐
4_WET) was dosed and flattened (see Figure 4‐22). No remarkable differences in terms 
of  visible  cross‐contamination  on  the  sample  surface  between  dosings  were 
appreciated in the images from the SPDS setup, though a reddish coloration is present 
in  both  cases.  This was  probably  due  to  the  remains  from  the  oxide  sample  in  the 
flattening blade, as shown in Figure 4‐21. 
 
Figure 4‐21. Cross‐contamination on the Flattening blade 
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Figure 4‐22. Dosing (A), flattening (B) and cleaning processes (C, D) with the gypsum S‐4_WET sample. 
Sample remains from both the hematite and gypsum samples can be observed. 
After  the  flattening process, 36  images were acquired with the MicrOmega emulator 
camera  to  show  the  complete RC  (Figure 4‐17). These  images  showed  small  reddish 
features corresponding to hematite (that can also be somewhat appreciated in Figure 
4‐22B). Then the RLS instrument acquired 7 points separated 0.05º at the beginning of 
the RC, another 7 around the nominal position of the RLS instrument (center of the RC) 
and another 7  in the final part of the RC. The aim of the test was to evaluate  if there 
was  some  kind  of  pattern  on  the  potential  cross‐contamination  of  the  samples.  In 
addition to these spectra, a visual  inspection of the complete  line of the RC with RLS 
camera was performed  to  look  for  rests of hematite on  the white surface of  the S‐4 
sample. 
The  results  showed  that,  in  spite  of  the  reddish  features  that  can  be  seen  in  the 
MicrOmega FoV (Figure 4‐17), no cross‐contamination was unequivocally found, either 
with Raman or visually with  the RLS camera on  the  line  (though very small  traces of 
hematite  can  be  seen  in RLS  FoV  in  regions which  are  out  of  reach  of  the  spot,  as 
shown  in  Figure 4‐23). A  test was performed on  the mixed  sample by automatically 
acquiring 25 points on the sample which also failed to detect any trace of  iron oxides 
on  the S‐4_WET  sample. Though  some very  small  remains were visible with  the RLS 
camera, they were not detected by RLS, as these were found out of the RLS spot. Thus, 
the cross‐contamination introduced by the dosing and flattening system is an issue to 
be  taken  into  account  and  that  can’t  be  totally  ruled  out,  though  it  has  very  low 
probabilities: about 20 hematite grains of diameters lower than 10 microns were seen 
on the 25 RLS images. A gross calculation of the surface covered by hematite in the RLS 
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images with respect to the total FoV in the 25 images is 0.00026 of the total. Probably, 
future testing should be focused on the cross‐contamination from the crushing station, 
as  it will potentially  introduce much more  cross‐contamination  than  the dosing  and 
flattening processes. 
 
Figure 4‐23. Example of undetected cross‐contamination, and S‐4_WET spectrum. 
4.2.4.1 POSSIBLE 	CROSS‐CONTAMINATION 	FOUND 	DURING 	TEST 	1 	
To optimize the available time and resources, the tests were planned in a non‐orderly 
fashion.  After  the  cross‐contamination  tests,  the  sample  S‐7_DRY  was  dosed  and 
flattened for test 4, and the rests of the sample  left overnight  in the dosing funnel to 
check  for cementation. The next day, everything seemed to be working  fine, without 
cementation on  the  funnel. After  the analysis of  this  sample,  the Test 1  (dosing and 
flattening performance) for the calcite SPDS‐like and the 45‐125 microns samples was 
performed. During the dosing of the second sample (calcite 45‐125 microns), rests of 
other  samples were  observed  on  the  flattened  surface,  as  it  can  be  appreciated  in 
Figure 4‐11 and Figure 4‐24. 
 
Figure 4‐24. Cross‐contamination on the calcite 45‐125 microns simple. Flattened surface (A), rest of 
sample in the funnel after dosing with reddish features (B), MicrOmega emulator camera (C) and RLS 
images (D). The red features are iron oxides. 
50 µm 
50 µm 300 µm
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In fact, the Raman analysis of this spot showed that some features not corresponding 
to calcite can be appreciated  in the Raman spectrum, as shown  in Figure 4‐25. These 
features  might  correspond  to  the  iron  oxides  (goethite)  and  the  sample  S‐7_DRY 
analyzed in previous tests (though not in the immediately previous one). This might be 
explained  by  some  kind  of  cementation  on  the  funnel  when  the  sample  was  left 
overnight,  that  didn’t  get  released  until  several  activations  of  the  piezoelectric 
actuator.  The  relative  humidity  that  day was  quite  high  (53%)  due  to  the weather, 
which  might  have  had  an  influence  on  this  issue.  In  addition,  the  voltage  of  the 
piezoelectric was not  set  to  the nominal value, which would probably have  released 
the cemented sample during the cleaning process. Finally, we have to state that, even 
if this point was found along the laser spot path, it wasn’t one of the prefixed positions 
but  it was  found between points 20 and 21. Obviously,  this  is a matter of  luck  that 
doesn’t remove importance to the cross‐contamination issue.  
 
Figure 4‐25. Spectrum from calcite 45‐125 microns grain size with traces of other materials from 
previous analysis 
4.2.5  TEST	3: 	MICROMEGA	AND	RLS	COMBINED	SCIENCE	
This  test  was  aimed  at  evaluating  the  possibility  of  performing  combined  science 
between MicrOmega and RLS. This was intended to be performed with a mixed sample 
of quartz+olivine. However, the imaging contrast of the RLS and MicrOmega emulator 
cameras provided  images of the samples   in which it was very difficult to identify and 
distinguish  the olivine grains  from  the quartz  (probably due  to  the contrast with  the 
LED illumination system implemented in the RLS). This way, it was complicated to find 
a  point  to  be  selected  in  the MicrOmega  emulator  FoV  that  showed  differentiable 
features with  respect  to  its environment. What seemed  to be an olivine grain  in  the 
MicrOmega emulator  FoV didn't provide olivine  spectral  features  in  the RLS  spectra 
(and the camera didn't show differences among grains). 
It was  also  tried  to  find  an  olivine  grain  on  the  RLS  path  and  then move  it  to  the 
MicrOmega  FoV.  However,  when  moving  this  point  to  the  MicrOmega  emulator 
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camera,  it was almost impossible to visually differentiate this grain in the MicrOmega 
FoV. 
To  overcome  this  difficulty,  some milligrams  of  basalt were  added  to  the  already‐
flattened surface of quartz+olivine  in order to have very differentiable materials. The 
sample was re‐flattened again with the flattening blade after adding the basalt grains. 
At this point, several analysis runs were performed. 
Run  1:  To  check  the  position  calibration,  Run1 was  used  to  sweep  the  sample  and 
ensure  the  correlation  between  the  nominal  positions  of  RLS  and  MicrOmega  by 
selecting an  interesting point  in  the RLS  field of view, and selecting  that point  in  the 
MicrOmega  FoV  after  moving  22.591  degrees  (the  RLS‐MicrOmega  offset).  This  is 
depicted in Figure 4‐26. 
 
Figure 4‐26. Interesting point selected in the MicrOmega emulator FoV (right), and positioned under 
the RLS spot (left) 
Run 2: The SPDS was moved to another position with the interesting point still placed 
somewhere in the MicrOmega FoV. Then the angular shift to the interesting point was 
calculated using  the procedure explained  in  the Calibration Test  section.  Finally,  the 
sample was positioned 0.125 degrees before  that point. Then, RLS  acquired  spectra 
performing  a  sweep  in  steps of 0.01º  (~20 microns),  to  see  the  spectral differences 
along the line when the interesting point was found. This evolution can be observed in 
Figure 4‐27. As it can be seen, the interesting point (olivine doublet) is only seen in two 
of the spectra (it might be almost detected in a third, but with a certain uncertainty), in 
a very short positioning range (0.2º, around 40 microns).  
 
300 µm50 µm
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Figure 4‐27. Spectral evolution when advancing the sample in steps of 0.01º (~20 microns). The olivine 
grain is clearly detected in only two of the spectra acquired along the sample surface. 
Run 3: The SPDS was zeroed again, and then positioned again to points P6, P9 and P12. 
The images show a positioning error of around 30 microns, which was enough to lose 
some of the spectral quality. This displacement was due to the accuracy of the SPDS as 
well as the sample movement  induced by vibrations on the setup (see section 4.2.5.1 
for reference on how vibrations on the setup were transmitted to the sample). 
This  shows  that  the  procedure  for  analyzing  the  interesting  points  selected  by 
MicrOmega  (methodology  described  in  Run  2)  is  adequate  to  try  to  overcome  the 
potential  positioning  inaccuracies.  However,  the  detected  positioning  accuracy  is 
within  the  requirement and satisfies, combined with  the correct operations  (of SPDS 
and  payloads)  all  scientific  needs.  Nevertheless,  it  has  to  be  noted  that  slight 
movements of the sample grains due to the settlement of the sample grains can occur 
and cannot be avoided. Therefore if RLS spectra are not showing the expected spectra 
difference along  the sample scan,  the sample should be brought back to MicrOmega 
for a second analysis to check  if the selected grain moved from the previous position 
or not. 
4.2.5.1 INFLUENCE 	OF 	VIBRATIONS 	ON 	THE 	RC 	SAMPLE 	MORPHOLOGY 	
A different kind of test was performed, aimed at trying to characterize the positioning 
accuracy of the positioning system. To do so, a new point was searched and selected 
100 µm 
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on  the MicrOmega FoV and  then  the  following steps,  illustrated  in Figure 4‐28, were 
executed:  
0‐ Select interesting point on MicrOmega FoV 
1‐ Set RLS spot on the center of the new point (point PC) 
2‐ Move to a point P1 placed at 0.08º (~150 microns distance) 
3‐ Move to a point P2 placed at P1 position + 0.16º (~300 microns distance). 
4‐ Go back to the original point  PC 
5‐ Go back to PC again by removing backlash (move 5º back and go forward to PC) 
6‐ Repeat steps 4 and 5 twice (just for visual positioning) – (Steps 4b, 5b, 4c, 5c) 
7‐ Go to MicrOmega backwards 
8‐ Go to MicrOmega removing backlash 
9‐ Go  to  PC  at  very  low  speed  of  the  carrousel  to  avoid  to  the maximum  the 
positioning  inaccuracies.  At  this  point,  some  displacement  of  the  sample  is 
noticed  in  the  vertical  direction  (probably  due  to  vibrations  during  the 
autofocus, as explained below).  
10‐ Zeroing  of  the  system,  go  back  to  PC  at  low  speed  (1º/s)  and  acquire  a 
spectrum. The  reshape of  the  sample  surface was enough  to  lose  the olivine 
signal. 
11‐ Zeroing  of  the  system,  go  to MicrOmega  nominal  position.  The  sample  had 
moved.  
12‐ Activate  piezoelectric  actuator  to  observe  movement  on  the  RLS  images. 
Manually position  the  interesting point on  the expected RLS position  to show 
the vertical shift of the point. 
13‐ Go  to  MicrOmega  removing  backlash  and  take  a  new  picture  to  show  the 
sample morphological repositioning. 
The  results of  the positioning of  steps  4  and  5  allowed  assessing  the  following  two 
conclusions: 
- The positioning mechanism had a backlash of 100 µm 
- The repeatability was very high (+/‐ 5µm when coming from the same 
direction) 
The  high  absolute  positioning  error  can  be  compensated  by  an  offset  correction  at 
software level in the frame of the mechanism calibration due to its high repeatability. 
Please  note  that  the  mechanism  was  not  zeroed  in  this  sequence.  The  zeroing 
introduces  an  additional  inaccuracy  to  the  absolute  positioning  performance  of  the 
positioning  system.  However,  this  should  not  be  required  during  combined  science 
operation. 
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Figure 4‐28. Illustration of the positioning during Run 4 (described above). MicrOmega (left) and RLS 
(right) images. This figure shows the position and trajectory of the sample, as well as the 
displacement of the interesting point from the RLS spot due to vibrations of the sample. The spectra 
in the bottom left part show how the olivine grain is not detected at the end of Run 4. 
50 µm
500 µm
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After the movement of the sample, we noticed that vibrations on the system (induced 
by  the RLS autofocus and  the SPDS piezoelectric actuator) can  induce movements  in 
the sample (see Figure 4‐28‐11 vs 13, and 5c vs 9 and 12), causing the miss‐positioning 
of  the  sample under  the RLS  laser spot. This miss‐positioning  is enough  to place  the 
interesting point out of the laser spot, implying the loss of the spectral features of the 
interesting point (olivine), as shown  in the spectra depicted  in Figure 4‐28. To further 
illustrate this  issue, and to clarify that  it  is  the sample morphology which  is affected, 
and not  the setup hardware, Figure 4‐29 shows how  the sample surface  is  reshaped 
during  the  vibrations  induced  by  the  piezoelectric  actuator.  These  pictures  were 
acquired  by  the  SPDS  cameras  during  the  dosing  procedure.  Of  course,  a 
morphological modification  is not  important during  the dosing procedure, and  these 
pictures  are  only  included  to  provide  an  example.  These  effects  can  be  avoided  by 
defining  an  adequate  operational  sequence:  the  positioning  system  provides  the 
possibility  to  perform  all  required  science  on  the  RC  (repeated  analysis  by  RLS, 
MicrOmega  and  MOMA  LD‐MS)  without  the  need  to  pass  again  underneath  the 
flattening  blade  and  without  the  need  of  additional  dosing.  The  motion  does  not 
induce vibrations that cause any form of alteration of the sample surface (no sample 
surface alteration detectable). However,  this  is something  that will have  to be  taken 
into account during operation,  in case any moving part  (solar wings?) may cause the 
reshaping  of  the  sample  surface  during  the  collaborative  operation  of  RLS  and 
MicrOmega.  
It  is  also  important  to  note  that  the  methodology  for  the  analysis  of  potentially 
interesting  points  detected  by MicrOmega  (sweeping  the  sample  in  small  steps  to 
ensure  the  coverage of  the  interesting point)  seems  to be  the  correct procedure  in 
order to limit the impact of the potential misalignments. 
Finally,  if  the  reshaping  of  the  sample  surface with  the  piezoelectric  vibration was 
characterized  and  somehow  repeatable,  it  could  be  theoretically  possible  to  try  to 
place an  interesting grain under the RLS  instrument range, or else, to move any non‐
interesting point out of range. The piezo effect on the sample surface will probably be 
dependent on the sample, making this characterization very difficult. In addition, there 
would  be  operational  consequences  to  be  taken  into  account.  However,  this  is 
something that might be worth studying. 
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Figure 4‐29. Morphological modifications after the vibrations induced by the piezoelectric actuator 
4.2.6  TEST	4: 	ANALYSIS 	OF	REPRESENTATIVE	SAMPLES	
This test was aimed at performing some experiment cycles on samples considered to 
be representative by the RLS scientists and principal  investigator. The purpose of the 
test was  to evaluate  the  results on  the  sample  surface provided by  the actual  SPDS 
system.  The  analysis was  performed  on  several  points  on  each  sample,  to  obtain  a 
number of  spectra which  are enough  to  characterize  the  samples. However, due  to 
time  constraints,  it was decided  that  the number of acquisitions was  to be adjusted 
during the test to cover as much samples as possible in the available time. 
Three samples were analyzed during this test: powdered basalt from Almagro (Spain), 
Aarhus mixture and S7_DRY. 
The  basalt  from  Almagro  (Spain)  is  a  relevant  sample  in  the  Martian  exploration 
framework, as it is a rock (several conglomerated minerals) formed by volcanic activity. 
The sample was prepared with a SPDS‐like grain size distribution. The 10‐point analysis 
detected  several  mineral  phases  including  pyroxenes,  olivine  and  even  carbonates 
(calcite), in addition to possible traces of iron oxides (hematite, goethite), as shown in 
Figure  4‐30.  Though  the  analysis  with  10  points  provided  a  pretty  good 
characterization  of  the  sample,  a  complete  experiment  cycle  (20  points  at  least)  is 
always preferred  in order to provide data enough to perform not only qualitative but 
also quantitative information. 
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Figure 4‐30. Spectra and intrepretation from the basalt sample from Almagro (Spain) 
Aarhus mixture  is  a processed  sample  that was mixed  from  the  reference materials 
used by  the SPDS  team  in previous SPDS  tests. The Raman analysis showed  that  this 
sample was very  fluorescent, but  the  fluorescence  removal algorithm wasn’t used  in 
order to save time.  Still, RLS managed to detect several mineral phases present on the 
mixture: silicates (quartz) and carbonates (calcite).  
The  analysis  of  the  S‐7_DRY  sample  Figure  4‐31  provided  very  clear  signatures  of 
epsomite  (MgSO4∙7H2O)  with  traces  of  hexahydrite  (MgSO4∙6H2O)  which  is  not 
unusually  found  in  epsomite  samples.  This material was  probably  formed  after  the 
dehydration of the epsomite. No trace of montmorillonite nor perchlorate were found 
in this sample with the 10 point analysis. 
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Figure 4‐31. Spectra and interpretation from the S7‐DRY sample. Vibration modes (left) and materials 
(right) 
4.2.7 CONCLUSIONS	
The  SPDS‐RLS  test  campaign  showed  that  the  SPDS  breadboard  met  the  scientific 
needs  regarding  dosing,  positioning,  flattening  and  cleaning  performance,  though 
some cross‐contamination issues appeared. The SPDS also showed that it can process 
non‐reference materials achieving very good results.  
The  flattening  and  dosing  tests  showed  a  good  performance  in  terms  of  the 
requirements  when  assuming  the  sample  reference  plane  200µm  beneath  the 
container  rim.  Even  samples  considered  highly  critical  by  RLS  regarding  flattening 
performance  could  be  prepared  by  the  SPDS  as  required  by  the  instrument.  The 
standard deviation and peak to peak distances calculated by the RLS AF and the SPDS 
2D  surface  profiler  present  some  kind  of  correlation.  The  existing  differences  are 
probably explainable by the different number of points used for the measurement.  
The cross contamination  tests help conclude  that  the dosing,  flattening and cleaning 
procedures will not be  important sources of cross‐contamination unless some kind of 
cementing occurs in the dosing funnel of the SPDS, which shouldn’t occur in terrestrial 
atmosphere  when  the  piezoelectric  voltage  is  set  to  nominal  value.  Though  the 
potential  cementing  detected  during  this  test was  probably  influenced  by  the  high 
relative  humidity  and  the  piezoelectric  voltage  setting,  since  cross‐contamination 
under Martian conditions is expected to increase, it might be interesting to further test 
this  issue  under  Martian  atmosphere  and  pressure.  More  importantly,  it  will  be 
necessary to study the cross‐contamination factor induced by the crushing process, as 
it will certainly be more problematic than the dosing and flattening system. 
The collaborative science test showed that the methodological procedure defined for 
the analysis of potential  interesting points by RLS previously detected by MicrOmega 
(performing a sweep to ensure that the interesting grain is analyzed) is adequate. This 
Guillermo Lopez‐Reyes 
150 
 
procedure not only can compensate any potential inaccuracy in the positioning by the 
SPDS, but  also  reduces  the  risk of  losing  the  interesting grain due  to vibrations  and 
reshaping  of  the  sample  surface  (the  vibrations  produced  by  the  breadboard  RLS 
autofocus  system  and  the  piezoelectric  actuator  of  the  dosing  station  induced 
morphological variations on the sample surface).  Any alteration of the sample surface 
caused by  the SPDS can be avoided by operations and will not occur during nominal 
operation.  In addition,  the RLS AF  in‐flight  system will not  induce  vibrations, as  it  is 
based on optical reconfigurations rather  than  the movement of  the complete optical 
head. However,  the  sample  surface  reshaping  should be  taken  into  consideration  to 
ensure  no  vibration  is  induced  in  the  ALD  during  the  RLS‐MicrOmega  collaborative 
operation (solar panels?).  
Finally, the tests performed on representative samples provided a good impression of 
the  joint operation between SPDS and RLS,  though performed with  limited time,  low 
number of spectra and non‐optimal acquisition conditions. 
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4.3 POWDERED	SAMPLES	ANALYSIS: 	CONSEQUENCES	ON	THE	
ANALYTICAL	RESULTS	
The engineering constraints onboard the ExoMars Rover imply that all the instruments 
in  the analytical  laboratory drawer of  the Rover will analyze powdered samples. The 
physical modifications suffered by the core sample during the crushing and distribution 
process might  have  an  impact  on  the  resulting  Raman  spectra. Moreover,  context 
information, such as  the  relationship between  the different minerals,  is necessary  to 
clearly  identifying  a  rock.  The  association  of  certain  minerals  and  textures  with 
carbonaceous matter may also indicate the presence of biosignatures.  
In  this section, we present  the results of  the analysis of Raman spectra of powdered 
samples with different granulometries, with  respect  to  the analysis on bulk samples, 
summarizing the results from a paper published in the Journal of Raman Spectroscopy, 
Effect of grain  size distribution on Raman analyses and  the  consequences  for  in  situ 
planetary missions,  by  Foucher,  Lopez‐Reyes  et  al.  [54],  included  in  this  section  for 
completion. The aim of this study was to quantify the  loss of  information  induced by 
the  crushing  process.  To  do  so,  several  minerals  and  rocks  were  analyzed  using 
laboratory equipment and the RLS ExoMars Simulator.  
This  work  was  inspired  by  the  experimental  observation  that,  when  analyzing 
powdered samples of minerals, there was a general  increase of the background  level 
with  respect  to  the spectra  in bulk samples. An example of  this  issue can be seen  in 
Figure  4‐32  and  Figure  4‐33,  for natural  samples of  calcite  and  quartz,  respectively, 
with different  grain  size distributions.  It was  also observed  that,  for other materials 
such as carbon, a decrease in the peak intensity can be observed with lower grain size 
distributions, as shown in Figure 4‐34. In addition, the same analysis on silicon samples 
showed that the main peak of this material shifts and broadens with lower grain sizes 
(Figure 4‐35).  
These  results  showed  that,  in  addition  to  the  loss  of  texture  due  to  the  crushing 
process, which  is detrimental  for the detailed analysis of rocks and traces of  life, this 
process can also modify  the Raman signal of some samples  in  terms of  intensity and 
even spectral position, in such a way that mineral identification can be hampered.  
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Figure 4‐32. Calcite spectra with different grain size distributions. 
 
Figure 4‐33. Quartz spectra with different grain size distributions. 
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Figure 4‐34. Peak intensity decrease for spectra of carbon with different granulometries.  
 
 
Figure 4‐35. Peak shift in silicon samples. 
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The worst consequences of the powdering issue were observed for the silicon samples. 
Thus, a  stokes‐antistokes analysis was performed on  silicon  in order  to evaluate  the 
local temperature reached by the samples. The RLS ExoMars simulator was modified as 
shown in Figure 4‐36, to remove the low pass filter of the Simulator Raman probe and 
substitute  it  with  a  notch  filter  that  allowed  observing  the  antistokes  signal.  In 
addition, a high‐resolution spectrometer (Horiba iHR320) was used with access to the 
antistokes  signal  region,  in  order  to  acquire  them.  This  setup  also  allowed  a  better 
quantification of the peak shift.  
 
Figure 4‐36. Experimental setup: RLS ExoMars Simulator (a) and modification for the Stokes‐antistokes 
analysis (b). This figure is the supplementary material S1 from [54]. 
 
Different silicon samples with different granulometries were analyzed with this setup 
showing the  increase  in antistokes signal  intensity  for  lower grain sizes  (Figure 4‐37). 
The  local  temperature of  the  sample depends on  the  relative  intensity between  the 
stokes  and  antistokes  as  per  equation ܶ ൌ 	 ௛௖ఔ
௞൤௟௡ ಺ೄ಺ಲೄାସ௟௡ቀ
భశഊഌ
భషഊഌቁ൨
 ,  where  T  is  the  local 
temperature  of  the  sample, ݄  is  the  Planck  constant, ܿ  the  speed  of  light, ݇  the 
Boltzmann  constant, ߥ the  peak  wavenumber, ߣ the  laser  wavelength, ܫௌ the  stokes 
and ܫ஺ௌ the antistokes peak  intensities. Figure 4‐37 shows how,  for  lower grain sizes, 
the  local  temperature  increases  (higher  relative  antistokes  intensity).  Furthermore, 
Figure  4‐38  represents  the  Stokes/Antistokes  ratio  and  the  corresponding  local 
temperature value of the sample.  
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Figure 4‐37. Stokes‐antistokes evolution for different granulometries of silicon. The antistokes signal 
increases for lower grain sizes, indicating an increase of the local temperature. 
 
Figure 4‐38. Local temperature with respect to the grain size distribution in microns obtained from the 
Stokes / Antistokes intensity ratio. Extracted from Figure 8 in [54]. 
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From the previous results,  it seemed that the observed effects on the silicon samples 
related  to  thermal  effects.  In  order  to  study  the  impact  in  a more  representative 
scenario  for  ExoMars,  tests  were  performed  on  bulk  and  powder  silicon  with  the 
granulometry expected  from  the ExoMars crusher  (powder of 250 microns), and  the 
representative RLS irradiance level. The results showed that the shift of the main peak 
of silicon was 0.09 nm, which is equivalent to around 3 cm‐1, as shown in Figure 4‐39. 
The widening of the peaks was between 0.04 and 0.012 nm (values lower than 4 cm‐1).  
Given that the RLS instrument minimum resolution is 6 cm‐1, this result is encouraging, 
as  the  effects  of  the  powdering  wouldn’t  be  noticeable  under  ExoMars  /  RLS 
constraints. However, depending on the abundance of the lowest grain sizes, all these 
effects could be more noticeable, so the grain size distribution provided by the crusher 
to the instrument is of utmost importance and should be closely studied.  
 
Figure 4‐39. Peak shift of silicon at RLS irradiance level 
The main conclusion was that most of the observed effects were due to very high local 
temperatures of  the samples. The analysis with  the RLS  instrument showed  that  the 
RLS characteristics (the low irradiance and resolution requirements) minimized most of 
the undesirable effects  found under  laboratory conditions, with  the exception of  the 
background  increase. However,  the  presence  of  low  size  grains  on  the mixture  can 
potentially hamper the acquired spectra.  
Regarding the loss of textural context of the samples, which is unavoidable due to the 
crushing process,  can have  its positive  counterpart  in  that  the analysis of powdered 
samples seemed to facilitate the detection of minor phases by random measurement, 
as shown in the JRS paper attached below [54], as well as in the EJM paper attached as 
part of Chapter 5 [56], where the detection issue is more deeply studied. 
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IDENTIFICATION	 AND	 QUANTIFICATION	 OF	 MINERALS	 FROM	
RAMAN	SPECTRA	WITH	THE	RLS	INSTRUMENT	
 
Mineral identification and abundance quantification capabilities based on the 
automatically  acquired  spectra  from  the  RLS  instrument,  by  applying 
different analytical techniques. 
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5.1 INTRODUCTION	
Raman spectroscopy  is a powerful tool to perform mineral analysis of samples.  It can 
also  easily  detect  and  identify  individual  mineral  phases  in  complex  geological 
mixtures.  This  is  very  interesting,  especially  in  a  framework where  all  the  analyzed 
samples will be  in powdered  form, as  the ExoMars mission. Nevertheless, depending 
on the present materials, the differences of emission efficiency can vary several orders 
of magnitude [37]. Under these constraints,  it  is relatively easy to qualitative  identify 
the mineral phases present  in mixtures, as  long as the relative efficiencies (related to 
the  molecular  cross‐section)  are  in  similar  orders  of  magnitude.  It  becomes 
complicated  to  identify minor  inefficient materials  in  good Raman  scattering matrix 
materials. Furthermore, quantifying the abundance of the mineral phases present on 
complex mixtures becomes even more complicated, especially given that cross‐section 
of samples is not generally available, or easy to calculate. 
In this chapter, we present a study of the capabilities of the RLS instrument, from the 
analytical  point  of  view,  using  two  different  analysis  paradigms.  To  do  so,  we 
summarize the results published in two papers in the European Journal of Mineralogy 
(EJM)  and  the  American  Mineralogist  (AmMin)  journals,  which  are  annexed  for 
reference in their corresponding sections. 
This work  is  included in the framework of the thesis as the necessary next step in the 
development of the RLS  instrument. First, the instrument is automatized to provide it 
with methods  for  acquiring  the  best  possible  spectra,  from  a  purely  spectroscopic 
perspective.  Then,  the  operational  context  of  the  instrument  onboard  the  ExoMars 
rover  studied  taking  into  account  the  engineering  constraints  imposed  by  a  space 
rover‐driven  mission  in  the  resulting  analysis.  Finally,  this  chapter  addresses  the 
following  logical  step:  study  of  possible  techniques  for  the  analysis  of  the  resulting 
data obtained from the RLS instrument (under the conditions described in the previous 
chapters). This  is necessary  in order  to evaluate  the capabilities of  the  instrument  in 
terms of detection thresholds, but also to study if any complementary information can 
be  obtained  from  sample  mappings  as  a  set,  instead  of  analyzing  the  spectra  at 
different points individually. To do so, several techniques are evaluated with different 
types  of  samples  including  natural  rocks,  providing  information  regarding  their 
applicability  to  the  detection  of mineral  phases,  but  also  for  their  quantification  in 
relatively simple mixtures. 
Section 5.2 summarizes  the work published  in  [56], by Lopez‐Reyes, G., et al.,  (2013) 
Analysis  of  the  scientific  capabilities  of  the  ExoMars  Raman  Laser  Spectrometer 
instrument,  European  Journal  of Mineralogy,  25(5),  721‐733.  There,  it  analyzes  the 
reach  of  the  analysis  with  spectra  from  the  RLS  data,  acquired  with  conditions 
representative  of  the  ExoMars  rover  from  powdered  samples  of  natural  rocks  and 
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synthetic samples. This analysis is always based on direct identification of the spectra, 
or  else,  on  standard  statistical  and  simple  techniques  to  try  to  assess  the mineral 
abundance of the samples. 
Section  5.3  presents  the  work  published  in  [57],  by  Lopez‐Reyes,  G.  et  al.,  (2014) 
Multivariate analysis of Raman  spectra  for  the  identification of  sulfates:  Implications 
for  ExoMars,  American  Mineralogist,  99(8‐9),  1570‐1579.  This  paper  analyzes  and 
compares  several multivariate  analysis  techniques,  in  order  to  assess  the  validity of 
this kind of techniques for the qualitative/quantitative detection of minerals in binary 
mixtures. 
5.2 STANDARD	ANALYTICAL	TECHNIQUES	
As explained  in previous chapters, the operation mode of the ExoMars rover  imposes 
the  instruments  in  the  Analytical  Laboratory  Drawer  (ALD)  to  analyze  powdered 
samples  that  are  presented  to  the  instruments with  a  flattened  surface.  In  the  RLS 
instrument case, at least 20 points of each sample will be analyzed, and those spectra 
will be downloaded to earth. 
The  crushing  process  can  induce  several  effects  on  the  acquired  Raman  spectra,  as 
discussed in detail in Chapter 4 (though with limited impact for an instrument with the 
characteristics  of  RLS).  Furthermore,  it  implies  the  loss  of  textural  context  of  the 
samples.  
In this work, we analyzed two natural samples from Martian analog sites: a carbonate 
breccia  from Svalbard (Norway) and a silicified volcanic sand sample (chert) from the 
Barberton Greenstone Belt  in South Africa. The qualitative analysis of  these  samples 
provided some  interesting  results: The Raman analysis of  the bulk carbonate breccia 
provided a clear sequence magnesite – dolomite – aragonite in the carbonate crust of 
the sample  (see Fig. 3  in EJM paper). However, the analysis of the powdered sample 
also  detected  ankerite.  This  proved  the  presence  of  iron  and  manganese  in  the 
carbonate sequence, which confirmed  the results previously reported on  this sample 
by [58].  
On  the other hand,  the analysis of  the chert  from South Africa,  showed  that Raman 
was able  to detect  the same phases both  in bulk and powdered  form. However,  the 
relatively sparse carbon presence on the bulk sample was very easily detected  in the 
powdered  material  (see  Fig.  5  in  EJM  paper),  thanks  to  the  crushing  process  and 
Raman  spectroscopy  high  sensitivity  to  carbon.  Furthermore,  compared  to  other 
techniques, Raman spectroscopy provided more information regarding the presence of 
materials (e.g., XRD failed to detect both anatase and carbon).  
The  analysis  of  these  two  samples  shows  that,  though  the  texture  and  the  spatial 
correlation of the detected minerals is lost during the crushing process, the results on 
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the powder provide relevant  information that, in combination with other  instruments 
(e.g., an imaging device as ExoMars CLUPI), can improve the results obtained with the 
RLS  instrument  to provide better  science  return  than other  techniques, or,  in  some 
cases, the analysis on bulk materials. 
In  addition  to  the  natural  samples,  experiments  were  performed  in  with  various 
powdered  samples of binary mixtures, with different proportions  varying  from 1%  ‐ 
99%  to 99%  ‐ 1%. Up  to  five  lines of 30 points each were acquired  for each sample. 
These analyses  showed  that,  for  the analyzed materials,  the detection  threshold  for 
the RLS instrument was as low as 1% with 30 points along a line, and with grain size of 
250 microns and lower. 
In  addition,  by  performing  a  very  simple  statistical  calculation  it  was  possible  to 
perform  a  pseudo‐quantification  of  the  mineral  abundances  on  the  mixtures. 
Furthermore, this method did not require the use of the cross‐section of the different 
materials in the mixtures. The reason is that the RLS instrument adjusts the acquisition 
parameters automatically, which is de facto a normalization with respect to the Raman 
efficiency of the major component of the mixture. Fig. 12 of the EJM paper shows how 
the  RLS  instrument  adjusts  the  integration  time  as  a  function  of  the  scattering 
efficiency of the major component of the mixture. This is also the reason why the most 
unbalanced proportions present  less deviation  in Figs. 8 and 9  in  the EJM paper:  the 
more  balanced  the  mixture  proportion,  the  more  noticeable  the  different  Raman 
cross‐sections of the materials.  
The  results  of  this  section  show  that  the  crushing  process  of  the  samples  in  the 
ExoMars  rover  seriously  hampers  the  potential  science  return  due  to  the  loss  of 
context  of  the  samples.  Nevertheless,  there  are  some  results  that  show  that  the 
analysis  of  the  powdered  samples  might  provide,  in  some  cases,  better  detection 
capabilities  than  the  bulk  sample.  Furthermore,  it  might  even  allow  some  kind  of 
quantification  of  the  mineral  abundances  in  binary  mixtures,  without  the  need  to 
previously calibrate the mixture.  
Below,  the  complete  paper  published  in  the  European  Journal  of  Mineralogy  is 
included for reference.  
 
   
Guillermo Lopez‐Reyes 
172 
 
 
Identification and quantification of minerals from Raman spectra 
 
173 
 
 
Guillermo Lopez‐Reyes 
174 
 
 
Identification and quantification of minerals from Raman spectra 
 
175 
 
 
Guillermo Lopez‐Reyes 
176 
 
 
Identification and quantification of minerals from Raman spectra 
 
177 
 
 
Guillermo Lopez‐Reyes 
178 
 
 
Identification and quantification of minerals from Raman spectra 
 
179 
 
 
Guillermo Lopez‐Reyes 
180 
 
 
Identification and quantification of minerals from Raman spectra 
 
181 
 
 
Guillermo Lopez‐Reyes 
182 
 
 
Identification and quantification of minerals from Raman spectra 
 
183 
 
 
Guillermo Lopez‐Reyes 
184 
 
 
 
Identification and quantification of minerals from Raman spectra 
 
185 
 
5.3 Multivariate	Analysis	techniques	
The previous section provides a first assessment of the achievable science that can be 
obtained  from  the  RLS  data  products,  by  using  standard  and  simple  analytical 
techniques  for  the analysis of  the  spectra. The next  logical  step  is  to evaluate more 
advanced  techniques  to assess  their goodness, and  the science return available  from 
them. Basically, applying unsupervised techniques for the analysis of spectra will allow 
acquiring  information  and  relevant  data  in  an  automated  and  fast  way.  During 
operational activities,  it will be of paramount  importance to obtain scientific relevant 
data as fast as possible to allow the scientific team to define the next steps in the daily 
activity plan for the rover itself.  
In  this  section, we  summarize  the work  from  [57],  paper  by  Lopez‐Reyes  et  al.  in 
AmMin. This work compares three different multivariate analytical techniques (MVAT), 
Principal Component Analysis  (PCA),  Partial  Least  Squares  (PLS)  and Artificial Neural 
Networks (ANN). MVAT, contrary to univariate analysis techniques, work with multiple 
variables at the same time, providing an overall response of the whole variable system. 
Concretely, as extracted from the AmMin paper, “PCA and PLS extract latent variables 
from  the  system  to  represent  the  system  in  a  complexity‐reduced  variable  system. 
Ideally, the extracted latent variables will respond to physical properties of the model. 
The difference between PCA and PLS is that, while PCA extracts the variables, PLS also 
performs a regression on the expected responses of the system for a determined set of 
inputs. ANNs, on the other hand, is a technique that can model any non‐linear function 
by  example‐based  calibration  of  computational  networks.  While  ANNs  philosophy 
makes  it possible to have direct outputs of the sample presence and abundance, PCA 
and PLS provide responses based on the latent variables of the system that need to be 
classified and/or calibrated to extract the mineral phases presence/abundance values”. 
Another  difference  that  differentiates  PCA  from  PLS  and ANN  is  that  PCA  does  not 
require  to  train  with  the  ‘expected  outputs’  of  the  system,  which  makes  it  much 
simpler from the training point of view, removing the risk of over fitting the model.  
In  order  to  evaluate  these  three  techniques, we  used  several  sets  of  spectra  from 
sulfates  relevant  to Mars, and binary mixtures of  those spectra mixed with different 
proportions. The aim was to quantify the goodness of these techniques, while keeping 
a relatively controlled scenario regarding the sample mixing.  
The results shown in the paper concluded that it will be interesting to further explore 
the  MVAT,  as  they  provided  interesting  results  both  for  the  identification  and 
quantification of  the mineral abundances of  the binary mixtures under analysis. PCA 
and  PLS  showed  capability  to  quantify  (and  thus  identify)  to  some  extent  the 
abundance of mineral phases  in the mixtures. ANN provided an  identification rate of 
100% for pure samples, as well as for both mineral phases in binary mixtures, as long 
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as the minor was present with in at least 10%. Furthermore, ANN was used to estimate 
the abundance of the mineral phases in the mixtures with good results. However, this 
technique requires a more complex training procedure than the other two, plus a pre‐
processing of the spectra (basically peak detection). 
The details on this work are presented in the AmMin paper [57] annexed below. 
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6.1 SUMMARY	AND	CONCLUSIONS	
This thesis  intended to accomplish two main objectives. The first one is the definition 
of algorithmic procedures that allow the RLS instrument to autonomously operate and 
optimize the Raman acquisition and the available resources. The second one, to assess 
the science return that can be obtained from the RLS  instrument, taking  into account 
the limitations imposed by the rover (operation based on powdered samples).  
To do  so, Chapter  1  introduced Raman  spectroscopy  and  the RLS  instrument, while 
Chapter 2 described  the RLS ExoMars Simulator, a  system developed  in order  to be 
able  to  accomplish  the  thesis  objectives.  Chapter  3  described  a  set  of  proposed 
algorithms  for the automatic execution of a complete RLS acquisition cycle,  including 
algorithms for saturation, fluorescence and cosmic ray detection and removal, and for 
the automatic calculation of the optimal acquisition parameters, based on the quality 
of spectra of reference. These sections covered the first objective of the thesis.  
The  following  chapters  are  centered  in  operation‐mode  related  issues,  in  a  format 
heavily  supported  by  work  published  in  several  journals:  Journal  of  Raman 
Spectroscopy, European  Journal of Mineralogy and American Mineralogist. Chapter 4 
studied the behavior of the sample preparation and distribution system of the rover to 
evaluate  the  impact  on  the  acquired  spectra.  In  addition, we  presented  a  study  of 
samples with different grain size distributions in order to understand more deeply the 
effects that the powdering of the sample can induce in Raman spectra. Finally, Chapter 
5 presented results for the analysis of spectra acquired with representative conditions 
of  the operation. Both  standard and  simple  statistical  techniques, as well  as  several 
multivariate  analysis  techniques  were  used  to  assess  the  performance  of  these 
techniques for the analysis of Raman spectra.  
6.1.1  OBJECTIVE	I: 	 INSTRUMENT	AUTOMATION	
The RLS ExoMars  simulator was developed at  the Unidad Asociada UVa‐CSIC‐CAB  in 
Valladolid  in  response  to  the  need  to  operate  the  RLS  instrument  in  a  rover‐like 
scenario  from  the operational point of view  (which  includes operating on powdered 
samples in a point‐by‐point fashion, positioning the sample and focusing at each point 
conveniently). It allowed the automatic flattening and positioning of the sample with a 
spatial  resolution of 2.5 microns. The  control  software provided  total  flexibility over 
the  system,  in  order  to  define  any  desired  operation  sequence.  This  proved  to  be 
useful  during  the  data  mining  process  (though  in  some  cases,  depending  on  the 
hardware  used,  not  all  functions would  be  available,  e.g., with  the RLS  engineering 
breadboard model). In order to optimize the automatic acquisition of samples, several 
algorithms  were  defined,  implemented,  parameterized,  optimized  and  validated, 
providing  the  RLS  ExoMars  Simulator  with  the  unique  capability  to  optimize  the 
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acquisition parameters at each point of each sample, based on  the characteristics of 
reference spectra. 
The  definition  of  the  automatic  algorithms  for  the  instrument  always  followed  the 
same  development  structure  for  every  algorithm:  problem  description  and 
characterization,  algorithm  proposal, parameterization  (optimization)  and  validation. 
Each algorithm was validated unitarily, and the whole procedure applied end‐to‐end in 
the RLS ExoMars Simulator. The  fluorescence reduction algorithm  is one of  the most 
important  algorithms  to  apply  in  order  to  save  operational  time,  as  it  will  allow 
reducing  the  quenching  time  as  a  function  of  the  sample  response  (based  on  the 
background decreasing rate per second). This  is very  important as the allocated time 
for  fluorescence  is  relatively  high,  while  not  all  samples  will  be  fluorescent. 
Furthermore,  a  low  incidence  of  fluorescence  in  Martian  samples  is  expected. 
However, this  is not an  issue, as  implementing this algorithm will not have  impact on 
the operation with non‐fluorescent  samples  (no  time  consumption  for quenching  in 
this case).  
The  basic  operation  of  the  acquisition  parameters  adjustment  is  based  upon 
calculating  spectral  parameters  from  reference  spectra  acquired  prior  to  the  final 
acquisition. These parameters (e.g. the spectral quality) will be used by the algorithms 
to  take decisions on  the  final acquisition parameters. Thus,  spurious peaks or spikes 
such as cosmic rays might be critical  for  the correct  functioning of  the algorithms.  In 
order  to  minimize  the  effect  of  this  kind  of  effects,  a  dedicated  algorithm  was 
implemented  for  the detection  and  removal of  spikes. This  algorithm was based on 
comparing two spectra and detecting all differential spectral features between them. 
As a result, many of the spurious detected during our test campaigns were corrected, 
improving the end‐to‐end behavior of the system.  
The  adjustment  of  the  integration  time  and  number  of  accumulations  is  based  on 
adjusting  Ti  to  fill  80%  of  the  dynamic  range  of  the  CCD,  while  the  number  of 
accumulations is decided based on the spectral characteristics of the reference spectra 
(the higher the SNR, the lower the necessary number of accumulations). This algorithm 
is relatively complex, as  it requires the calculation of the baseline of the spectrum  in 
order  to  define  its  SNR.  The  parameterization  of  this  algorithm  required  the 
characterization  of  the  RLS  instrument  with  different  integration  times,  and  with 
respect to the number of accumulations. Based on this characterization, it was possible 
to define look‐up tables for a fast calculation of the acquisition parameters.  
All  the algorithmic defined  in  this  thesis  is designed  to work sequentially, and  in  the 
most efficient way possible from the computational point of view (which is critical for 
the onboard execution). Even if the algorithms are relatively independent, in order to 
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save computational effort, some common parts among the different blocks are shared 
and executed only once.  
6.1.2  OBJECTIVE	II: 	ACHIEVABLE	SCIENCE	BASED	ON	RLS	DATA	PRODUCTS	
The second part of  the  thesis  focused on  the analysis of  the data products obtained 
from  the RLS  instrument, under  the operational conditions  imposed by  the  rover,  in 
order  to evaluate  the science  return  that can be extracted  from RLS. To do so,  tests 
were  performed  to  assess  the  impact  of  working  on  crushed  material,  and  novel 
analytical  techniques  applied  to  the data  in order  to  assess  the  science exploitation 
capabilities based on this kind of data. 
The  tests  performed  with  the  sample  preparation  and  distribution  system  (SPDS) 
breadboard allowed studying several key aspects from the sample and delivery of the 
samples:  among  other  things,  the  rugosity  of  the  flattened  surface,  the  cross‐
contamination  induced  by  the  SPDS  and  the  possibilities  of  the  MicrOmega‐RLS 
collaborative  operation,  in which  the  SPDS will  place  an  interesting  grain  found  by 
MicrOmega  for  RLS  to  analyze  it.  These  tests  showed  that  the  flattened  surface 
provided by the SPDS was acceptable by RLS, as long as the autofocus mechanism is in 
the instrument scope. The cross‐contamination from the SPDS system, though extant, 
can be considered negligible compared to the cross‐contamination expected from the 
sample  crushing  mechanism.  Finally,  the  MicrOmega‐RLS  collaborative  operation 
showed  that  it  is  feasible  to  improve  the  overall  operation  by  acquiring  spectra  at 
regions of interest detected by other instruments. However, it highlighted some issues 
to be  taken  into account during operation. Namely,  the  sample  surface morphology 
modification  due  to  vibrations  in  the  setup,  which  could  impair  the  accurate 
positioning of the samples. In addition to these considerations, this thesis showed how 
the analysis of powdered samples can  induce some effects on  the Raman spectra of 
the samples, as for example a general increase on the background level. Other effects 
such as peak displacement or broadening have also been addressed. However, the RLS 
irradiance  level  and  spectral  resolution  characteristics  make  most  of  these  effects 
irrelevant for the RLS instrument. 
This thesis also covers several other issues related to the crushing process, such as the 
sample textural and context loss. This is a major issue, for example when dealing with 
potentially biotic carbon samples, where the morphology of the bulk sample  is key to 
assess their biotic or abiotic origin. The crushing process removes the mineral context 
information. However, the crushing process can facilitate the detection of minor traces 
(which might be found in the interior of the bulk sample) by the RLS instrument, as was 
the case for carbon in a chert, and for ankerite in a carbonate deposit from Svalbard. In 
addition,  the  analyses  of  mixtures  with  controlled  proportions  showed  that  the 
detection  limit  of  the  instrument  could  be  as  low  as  1%  (and  probably  lower, 
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depending on the samples). This performance, in combination with other instruments 
of the ExoMars rover, such as  the Close‐Up  Imager  (CLUPI), can still provide relevant 
scientific information from the analyzed samples.   
The  operation  on  powdered  samples will  provide  a  set  of  spectra  from  at  least  20 
points of the same sample. Therefore, it seems logical to exploit the statistical analysis 
of  the  data.  We  have  described  and  applied  several  techniques  for  the  statistical 
analysis of the acquired samples in order to evaluate the science return from RLS‐type 
data  sets, divided  into  two  types: univariate and multivariate analysis. We applied a 
univariate  analysis  technique  (as  opposed  to  multivariate)  which  consisted  on 
calculating the ratio of the main peaks of the samples  in binary mixtures. This simple 
calculation provided a very  linear response with the actual abundance of the mineral 
phases  in  the mixtures,  supported  by  the  automatic  adjustment  of  the  acquisition 
times, which compensates the different cross‐sections of the materials (the automatic 
acquisition de facto works as a normalization‐during‐acquisition procedure).  
In  addition, we  tested and  compared  several multivariate  analysis  techniques, again 
with  controlled  binary  mixtures  of  samples:  Principal  Component  Analysis  (PCA), 
Partial Least Squares regression (PLS) and Artificial Neural Neworks (ANN). All of these 
techniques  have  their  own  special  features,  and  were  described  and  compared. 
Furthermore,  they were  tested  in  order  to  assess  their  capacity  to  identify  and/or 
quantify the mineral abundance of the samples under analysis.  
The results showed that PCA scores gradually separate as a function of the abundance 
of  the  endmembers  of  the  mixtures;  PLS  provided  nice  calibration  curves  for  the 
analyzed  samples  and,  finally, models  trained with ANN were  capable of  identifying 
and quantifying the abundance of mineral phases. The interesting thing about all these 
statistical  techniques  is  that  the  trained  models  seemed  to  be  valid  for  spectra 
acquired  with  different  experimental  setups  and/or  different  samples  of  the  same 
type.  
All these results showed that, even though the operational mode imposed by the rover 
for the analysis of samples (several points acquired on a powdered sample)  imply the 
loss  of  the  samples  textural  context,  this might  improve  the  detection  limits  of  the 
samples, and allow  some kind of pseudo‐quantification of  the mineral abundance  in 
heterogeneous mixtures.  
Though the results presented in this thesis project are based on analyses on powdered 
samples  that  were  carried  out  in  terrestrial  ambient  conditions,  they  were  not 
invalidated by analyses executed  in Martian conditions. However, all these results, as 
well  as  the  RLS  ExoMars  Simulator  Martian  Simulation  Chamber  design  and 
construction are not described here, but will be included in a dedicated thesis project. 
Summary, Conclusions and Future lines 
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6.2 	FUTURE	LINES	
Overall,  this  thesis  summarizes  a  project  covering  the  operation  mode  of  the  RLS 
instrument  from bottom  to  top,  from  the development of  the  laboratory equipment 
necessary for the definition of the operation mode, to the science return that can be 
obtained  from  the  instrument, with  intermediate  steps  to define  the algorithmic  for 
the automated operation, and studies to help understand the effects that the working 
environment in the ExoMars rover can have on the RLS  instrument. Finally, a solution 
is provided to cover  the automated end‐to‐end operation of  the  instrument once on 
Mars, plus possible techniques for the analysis of the returned data. 
However,  the proposal presented on  this  thesis will need  to be  revised and updated 
during  the  following  years.  The  optimization  of  the  control  algorithmic  of  the 
automated operation  is based on  spectra acquired with a breadboard version of  the 
RLS  instrument.  It  will  be  necessary  to  re‐optimize  the  algorithms  with  the  flight 
version of the  instrument, once  it  is developed. Furthermore, the breadboard spectra 
database will be completed with new samples  that might also be  interesting  to  take 
into account for the parameterization of the algorithms.  
The analytical techniques presented in this work provide a first approach of the use of 
these  techniques  for  the  identification and quantification of Raman  spectra.  Further 
analysis  should be  performed  in  order  to  test  these  techniques with more  complex 
mineral samples (not only with binary mixtures), as well as to  improve the models to 
escalate to a full‐operational Raman database. Especially interesting would be to check 
the  behavior  of  the  ratio‐based  statistical  analysis  for  ternary  or  more  complex 
samples.  Furthermore,  the  application  of ANN  seems  promising,  but  has  a  complex 
execution. Probably, the application of several multivariate analysis techniques at the 
same  time would  provide  satisfactory  results.  Continuing with  the  development  of 
these analytical techniques will be of paramount importance for the RLS instrument in 
the framework of the ExoMars mission.  
The  spectral  treatment  algorithms  for  onboard  operation  here  presented  are  good 
candidates  to be applied  for  the ground segment during operation  (in  the  Instument 
Data Analysis Tool of  the RLS  instrument). These  techniques,  though  limited  to  fit  to 
the  onboard  computational  resources  of  the  instrument,  can  set  the  base  for  an 
automated system for the analysis of spectra, especially if combined with multivariate 
or statistical analyses of the samples and a spectral database. This would provide the 
scientific team working  in the Science Operations Center of the mission with tools to 
automatically  analyze  the  spectra,  obtaining  results within minutes  of  receiving  the 
data from Mars, allowing taking fast tactical decisions during the daily operation of the 
rover.    
Guillermo Lopez‐Reyes 
206 
 
 
  
 
Appendix	A. 	
	
	
FLUORESCENCE	VALIDATION	RESULTS		
 
This  appendix  presents  several  graphs  obtained  from  the  analysis  of  the 
fluorescence decay in several natural samples in several areas of Tenerife Island. 
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The  following  figures  show  the  validation  results  of  the  fluorescence  study.  These 
results were obtained with  samples obtained  from different  sites  in  Tenerife  Island. 
These samples were chosen as most of them happened to be fluorescent, which made 
them good candidates for validation of the algorithm. These graphs are shown here for 
reference  as  appendix  to  section  3.2,  which  is  where  the  analytical  results  and 
conclusions are presented. 
 
Figure A‐1. Fluorescence decay for different points of sample TNFC1A 
 
Figure A‐2. Fluorescence decay for different points of sample TNFC1B 
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Figure A‐3. Fluorescence decay for different points of sampleTNFC2A 
 
Figure A‐4. Fluorescence decay for different points of sampleTNFC3 
Fluorescence validation results  
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Figure A‐5. Fluorescence decay for different points of sampleTNFC4 
 
Figure A‐6. Fluorescence decay for different points of sampleTNFC5AyC 
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Figure A‐7. Fluorescence decay for different points of sampleTNFC5B 
 
Figure A‐8. Fluorescence decay for different points of sampleTNFC6A 
Fluorescence validation results  
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Figure A‐9. Fluorescence decay for different points of sampleTNFC6C 
 
Figure A‐10. Fluorescence decay for different points of sampleTNFC7 
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Figure A‐11. Fluorescence decay for different points of sampleTNFC8 
 
Figure A‐12. Fluorescence decay for different points of sampleTNFC9 
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Figure A‐13. Fluorescence decay for different points of sampleTNFC11A 
 
Figure A‐14. Fluorescence decay for different points of sampleTNFC‐UCANCA 
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Appendix	B. 	
	
	
COSMIC	RAY	DETECTION	VALIDATION	RESULTS		
 
This  appendix  presents  several  graphs  obtained  from  the  analysis  of  the 
cosmic  rays  in  several  spectra  from  the  RLS  instrument  breadboard 
database. 
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The figures in this appendix present several graphs obtained after the analysis of those 
spectra  from  the RLS breadboard database, acquired with 1 second  integration  time, 
that  present  cosmic  rays,  and  how  the  cosmic  ray  algorithm  deals with  them.  For 
reference,  the  result of  the  algorithm  (bottom  graph)  is presented with  the original 
spectra (up), and a filtered version of the spectrum (middle), to compare with a filter‐
based algorithm. These results are presented as appendix to section 3.3. 
These figures represent results of the algorithm execution with spectra from samples 
of  calcite,  silicon  and  gossan.  For  the  noisiest  spectra, where  the  spikes  are more 
similar  to  the noise  level,  the  results after executing  the algorithm are equivalent  to 
the  filtered  version  (see  Figure  B‐4,  Figure  B‐6,  Figure  B‐8,  Figure  B‐9,  Figure  B‐10 
Figure  B‐12).  However,  as  a  general  rule,  the  algorithm  removes  the  spikes 
satisfactorily (see Figure B‐1, Figure B‐2, Figure B‐3, Figure B‐5, Figure B‐7, Figure B‐11, 
Figure B‐13, Figure B‐14, Figure B‐15 and Figure B‐16). This  is especially  important  in 
several cases where not removing them would have  implied  important errors, due to 
the very high intensity of the spikes. 
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Figure B‐1. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Silicon_P2. 
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Figure B‐2. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Silicon_P1 – set 1. 
0 500 1000 1500 2000 2500
400
600
800
1000
1200
Original spectra
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
0 500 1000 1500 2000 2500
400
500
600
700
800
900
1000
Filtered spectra
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
0 500 1000 1500 2000 2500
400
500
600
700
800
900
1000
Spike-removed spectra
CCD pixel
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
Guillermo Lopez‐Reyes 
222 
 
 
Figure B‐3. Zoom from Figure B‐2. 
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Figure B‐4. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Silicon_P1 – set 2  (no 
spikes). 
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Figure B‐5. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P2 – set 1. 
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Figure B‐6. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P2 – set 2. 
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Figure B‐7. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P2 – set 3. 
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Figure B‐8. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P2 – set 4. 
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Figure B‐9. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P2 – set 5. 
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Figure B‐10. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P1 – set 1. 
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Figure B‐11. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P1 – set 2. 
0 500 1000 1500 2000 2500
400
600
800
1000
1200
1400
1600
Original spectra
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
0 500 1000 1500 2000 2500
400
500
600
700
800
900
1000
Filtered spectra
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
0 500 1000 1500 2000 2500
450
500
550
600
650
Spike-removed spectra
CCD pixel
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
Cosmic Ray detection validation results  
 
231 
 
 
Figure B‐12. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Gossan_P1 – set 3. 
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Figure B‐13. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Calcite_P2 – set 1. 
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Figure B‐14. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Calcite_P2 – set 2. 
0 500 1000 1500 2000 2500
200
400
600
800
1000
1200
1400
Original spectra
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
0 500 1000 1500 2000 2500
200
400
600
800
1000
1200
1400
Filtered spectra
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
0 500 1000 1500 2000 2500
200
400
600
800
1000
1200
1400
Spike-removed spectra
CCD pixel
In
te
ns
ity
 (a
rb
itr
. u
ni
ts
)
Guillermo Lopez‐Reyes 
234 
 
 
Figure B‐15. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Calcite_P2 – set 3. 
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Figure B‐16. Comparative of the raw 1 s reference spectra, the filtered version and the results after 
application of the cosmic ray removal algorithm for spectra from sample Calcite_P1. 
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Appendix	C. 	
	
	
RESUMEN	DE	LA	TESIS	EN	ESPAÑOL	
 
Este  apéndice  presenta  un  resumen  de  la  tesis  en  el  idioma  español, 
describiendo los objetivos, metodología y los principales resultados del trabajo. 
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La exploración in situ de Marte, junto con el análisis remoto del planeta rojo, es clave para 
entender  su evolución  geológica  y establecer  si el agua  y  la  vida ha existido  (o  todavía 
existe) en  la superficie marciana. El  instrumento Raman Laser Spectrometer  (RLS), parte 
de  la carga útil de  la misión ExoMars de  la ESA, será el primer espectrómetro Raman en 
ser enviado en una misión interplanetaria. 
El potencial de  la espectroscopia Raman como un procedimiento no  invasivo aplicado al 
análisis de  todo  tipo de materiales convierte a  la espectroscopia Raman en una  técnica 
muy  importante en todo tipo de materiales, minerales o análisis biológicos. Esta técnica 
espectroscópica  no  tiene  precedentes  en  la  exploración  planetaria,  por  lo  que  ha  sido 
tradicionalmente operada mediante la intervención de un operador humano. 
El modo de funcionamiento del instrumento RLS se entiende como la serie de operaciones 
y algoritmos que el instrumento tiene que realizar de forma autónoma para la obtención 
de  un  espectro  Raman  de  la  más  alta  calidad,  sin  la  intermediación  de  un 
espectroscopista. Esto no debe confundirse con el desarrollo de los algoritmos necesarios 
para el  instrumento se convierta en un  instrumento de vuelo  (telemetría, comunicación 
con el rover, conversión de datos, etc.). La definición del modo de funcionamiento es una 
tarea puramente científica que traslada las acciones que el operador humano realiza con 
el  instrumento  (enfoque del  láser en  la muestra, el ajuste de  tiempo de adquisición del 
espectro,  la  eliminación  de  la  fluorescencia...)  a  un  sistema  capaz  de  decidir  de  forma 
autónoma  cuál  es  el  punto  de  enfoque,  de  detectar  si  la  muestra  estudiada  es 
fluorescente o no, y por  lo tanto requiere un tratamiento especial, de calcular el tiempo 
óptimo  de  integración,  etc.  La  definición  de  todos  estos  algoritmos  se  basa  en 
experimentos  científicos que ayudan a definir  los parámetros objetivos que puedan  ser 
medidos por el  instrumento, de  forma que pueda  llevar a cabo de  forma autónoma  las 
mismas tareas que el operador humano realiza en base a su experiencia. 
Para el desarrollo  y optimización de estas herramientas  algorítmicas, ha  sido necesario 
desarrollar una plataforma de ejecución adecuada. Uno de  los pasos previos necesarios 
para  llevar a cabo esta  tesis  fue proporcionar al equipo de ciencia una plataforma en  la 
que  llevar a  cabo  los experimentos en un escenario operacional  similar al del  rover. Es 
decir, uno en el que se tiene en cuenta cómo el instrumento RLS interactuará con el rover 
durante  la misión,  sentando  las  bases  para  el  desarrollo  del modo  de  operación.  Para 
cumplir  este  pre‐objetivo  de  la  tesis,  hemos  desarrollado  el  llamado  simulador  RLS 
ExoMars,  que  ha  permitido  realizar  muchos  experimentos  científicos  en  condiciones 
similares a  las proporcionadas por el Laboratorio Analítico (ALD) del rover ExoMars. Esto 
incluye la posibilidad de analizar las muestras en condiciones de laboratorio, pero también 
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en  condiciones marcianas  cuando  trabaja  en  conjunción  con  la  Cámara  de  simulación 
marciana (cuya descripción, diseño y los resultados se describen en detalle en un proyecto 
de tesis diferente).  
Gracias  a  este  simulador  ha  sido  posible  definir  cómo  adquirir  espectros  de  forma 
autónoma, sin la presencia de un operador humano. Hasta ahora, algunos equipos Raman 
comerciales son capaces de  trabajar de una manera pseudo‐automática  [3] mediante  la 
realización de una serie de mediciones en diferentes puntos en una muestra, aunque el 
tratamiento  de  todos  los  puntos  se  hace  de  igual  manera.  El  uso  del  simulador  RLS 
ExoMars ha permitido la definición de un sistema de adquisición automático que optimiza 
los  parámetros  en  cada  uno  de  los  puntos,  optimizando  así  el  uso  del  tiempo  y  los 
recursos disponibles. 
Por otro lado, el uso de este sistema ha permitido la realización de experimentos que han 
ayudado  a entender  las posibilidades que el  instrumento RLS ofrece en el marco de  la 
exploración  planetaria,  con  el  fin  de maximizar  el  retorno  científico  de  los  productos 
resultantes  de  la  operación  en  Marte.  En  particular,  el  desarrollo  del  simulador  RLS 
ExoMars ha allanado el camino para el estudio sistemático de la operación en muestras en 
polvo, despejando el camino para el futuro desarrollo de herramientas analíticas. 
Estas herramientas formarán parte de la Herramienta de análisis de datos del instrumento 
(Instrument Data Analysis Tool, IDAT), un elemento del segmento de tierra que se utilizará 
durante  la  fase  operacional  de  la  misión,  no  sólo  para  la  evaluación  de  la  salud  del 
instrumento, sino también para explotación de ciencia a  largo plazo. El uso a corto plazo 
de  IDAT  se  basará  en  proporcionar  diariamente  resultados  científicos  analizados  muy 
rápidamente  y  de  la  forma  lo más  autónoma  posible  con  el  fin  de  permitir  al  equipo 
científico que opera el  rover el  tomar decisiones  tácticas para  las  siguientes actividades 
del  rover.  La  posibilidad  de  tener  esta  información  analizada  en  un  tiempo muy  corto 
(minutos) después de  la  recepción de  los datos del  rover es de  suma  importancia para 
tomar las mejores decisiones tácticas en cada momento.  
En  este  marco,  la  presente  tesis  pretende  evaluar  las  capacidades  científicas  de 
instrumento RLS, con dos objetivos principales. 
En primer lugar, la automatización del instrumento y la optimización de la adquisición de 
espectros.  Para  ello,  es  necesario  definir  nuevos  procedimientos  algorítmicos  que 
proporcionan el  instrumento con  la  lógica de decisión autónoma con el  fin de optimizar 
los recursos disponibles, mientras que el aumento de  la calidad y cantidad de espectros 
adquiridos. 
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En segundo  lugar,  la explotación de  los datos desde el  instrumento RLS. Para  lograr este 
objetivo,  se  han  estudiado  las  consecuencias  que  tienen  sobre  los  espectros  las 
limitaciones impuestas por la operación en un entorno espacial, y, en concreto, en el rover 
de  ExoMars  (operación  basada  en  muestras  en  polvo).  Además,  se  han  aplicado  y 
evaluado diferentes técnicas analíticas para el análisis de  los espectros adquiridos por el 
instrumento en estas condiciones operacionales. Esto tiene como objetivo no solamente 
la  identificación  de  las  muestras,  sino  también  la  cuantificación  de  su  abundancia  en 
mezclas  sencillas,  permitiendo  así  evaluar  las  capacidades  y  el  alcance  de  este  tipo  de 
técnicas. 
Estos dos objetivos están conectados y relacionados con el desarrollo del instrumento RLS 
sobre  la base de  la  siguiente  lógica: primero, es necesario preparar el  instrumento RLS 
para  el  funcionamiento  automatizado  y  la  optimización  de  adquisición  de  espectros. 
Segundo, las limitaciones operacionales impuestas por la operación de espacio / rover han 
de ser  tenidas en cuenta y estudiadas para optimizar el proceso general de adquisición. 
Por  último,  los  datos  obtenidos  con  el  instrumento  RLS  (con  sus  limitaciones 
operacionales)  se  estudian  con  diferentes  técnicas  de  análisis  de  datos.  La  finalidad  es 
analizar  y  evaluar  las  posibilidades  de  explotación  de  datos,  incluyendo  análisis 
estadísticos,  los cuales cobran  todo el  sentido debido a  las circunstancias operacionales 
concretas de RLS, que analizará varios puntos de una misma muestra. 
Este  trabajo  se ha dividido en dos partes, en  relación con  sus dos objetivos principales. 
Para ello, el capítulo 1 introduce la espectroscopia Raman y el instrumento RLS, mientras 
que el capítulo 2 describe el simulador RLS ExoMars, el sistema desarrollado como base 
para poder lograr los objetivos de la tesis. El capítulo 3 describe un conjunto de algoritmos 
propuestos  para  la  ejecución  automática  de  un  ciclo  de  adquisición  completo  del 
instrumento  RLS,  incluyendo  algoritmos  para  la  detección  y  eliminación  de  efectos  de 
saturación, de fluorescencia o rayos cósmicos, así como para el cálculo automático de los 
parámetros óptimos de adquisición, basándose en  la calidad de espectros de referencia. 
En estas secciones se trata el primer objetivo de la tesis. 
Los siguientes capítulos se centran en cuestiones relacionadas con el modo de operación 
de RLS, en un  formato  fuertemente apoyado por  trabajos publicados en  varias  revistas 
como  el  Journal  of  Raman  Spectroscopy,  European  Journal  of  Mineralogy  o  American 
Mineralogist. En el capítulo 4 se estudia el comportamiento del sistema de preparación y 
distribución muestras  (SPDS) del rover para evaluar el  impacto que pudiera tener en  los 
espectros adquiridos. Además, se ha presentado un estudio de muestras con diferentes 
distribuciones  de  tamaño  de  grano  con  el  fin  de  comprender más  profundamente  los 
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efectos  que  la  pulverización  de  la  muestra  puede  inducir  en  los  espectros  Raman. 
Finalmente,  el  capítulo  5  presenta  resultados  obtenidos  mediante  diferentes  técnicas 
analíticas  de  los  espectros  adquiridos  en  condiciones  representativas  de  la  operación. 
Tanto  simples  técnicas  estadísticas  estándar,  así  como  varias  técnicas  de  análisis 
multivariante  se  utilizaron  para  evaluar  el  comportamiento  de  estas  técnicas  para  el 
análisis de los espectros Raman. 
Objetivo 1: Automatización del instrumento RLS 
El  simulador  RLS  ExoMars  se  ha  desarrollado  en  la  Unidad  Asociada  UVa‐CSIC‐CAB  en 
Valladolid,  en  respuesta  a  la  necesidad  de  operar  el  instrumento  RLS  en  un  escenario 
operacional similar al del rover (lo que supone analizar varios puntos de la misma muestra, 
presentada  al  instrumento  en  forma  de  polvo  aplanado  en  superficie).  Este  simulador 
permite realizar de  forma automática el aplanamiento y posicionamiento de  la muestra, 
con una resolución espacial de 2,5 micras. El software de control proporciona flexibilidad 
total sobre el sistema, con el fin de definir cualquier secuencia de operación deseada. Esto 
resultó  ser  útil  durante  el  proceso  de  minería  de  datos  (aunque  en  algunos  casos, 
dependiendo  del  hardware  utilizado,  no  todas  las  funciones  estarían  disponibles,  por 
ejemplo, con el breadboard del RLS). Con el fin de optimizar la adquisición automática de 
muestras  se  definieron,  implementaron,  parametrizaron,  optimizaron  y  validaron  los 
algoritmos necesarios para  tratar con  los  fenómenos de  fluorescencia, saturación,  rayos 
cósmicos…  Esto  proporcionó  al  simulador  RLS  ExoMars  la  capacidad  de  optimizar  los 
parámetros  de  adquisición  en  cada  punto  de  cada  muestra,  basándose  en  las 
características espectrales de espectros de referencia. 
La definición de  los algoritmos automáticos para el  instrumento siempre sigue  la misma 
estructura  de  desarrollo:  Primero,  descripción,  estudio  y  caracterización  del  problema 
físico  y  su  influencia  en  los  espectros  Raman.  Segundo,  definición  y  propuesta  de 
algoritmo  para  la  resolución  del  problema.  Tercero,  parametrización  (optimización) 
basado en datos de referencia y resultados esperados. Y por último, validación con datos 
representativos.  Cada  algoritmo  se  validó  unitariamente,  y  todo  el  procedimiento  de 
extremo a extremo se aplicó en el simulador RLS ExoMars.  
El algoritmo de  reducción de  la  fluorescencia es uno de  los algoritmos más  importantes 
para aplicar con el fin de ahorrar tiempo de operación durante la misión, ya que permitirá 
reducir  el  tiempo  de  eliminación  de  la  fluorescencia  en  función  de  la  respuesta  de  la 
muestra  (basado en  la  tasa de decaimiento del  fondo espectral en  función del  tiempo). 
Tener  esta  capacidad  es  muy  importante,  ya  que  el  tiempo  asignado  para  reducir  la 
fluorescencia  de  las  muestras  es  relativamente  alto,  si  bien  no  todas  las  muestras 
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presentarán  fluorescencia. Por otro  lado, se espera una baja  incidencia de  fluorescencia 
en muestras marcianas. Sin embargo, esto no es un problema, ya que la implementación 
de este algoritmo no tendrá  impacto en  la operación con muestras no fluorescentes (no 
habrá prácticamente consumo de tiempo en estos casos). 
El funcionamiento básico del algoritmo de ajuste de los parámetros de adquisición se basa 
en  el  cálculo  de  los  parámetros  espectrales  de  espectros  de  referencia  adquiridos  con 
anterioridad  a  la  adquisición  final.  Estos parámetros  (por  ejemplo,  la  calidad  espectral) 
serán  utilizados  por  los  algoritmos  para  tomar  decisiones  sobre  los  parámetros  de 
adquisición  finales. Por  tanto, espurios u otros picos de alta  intensidad no  relacionados 
con  la  emisión  Raman  como  los  rayos  cósmicos  podrían  ser  críticos  para  el  correcto 
funcionamiento  de  los  algoritmos,  ya  que  podrían  alterar  el  valor  real  de  calidad 
espectral).  Con  el  fin  de  minimizar  el  efecto  de  este  tipo  de  picos,  se  ha  creado  un 
algoritmo específico para la detección y eliminación de espurios. Este algoritmo se basa en 
la  comparación  de  dos  espectros  adquiridos  consecutivamente,  detectando  todas  las 
características espectrales que  los diferencian. Como  resultado, muchos de  los espurios 
detectados  durante  nuestras  campañas  de  prueba  fueron  corregidos,  mejorando  el 
comportamiento extremo a extremo del sistema. 
El  ajuste  del  tiempo  de  integración  (Ti)  y  el  número  de  acumulaciones  (NA)  de  la 
adquisición final del espectro se basa ajustar Ti para llenar el 80% del rango dinámico de la 
CCD,  mientras  que  el  número  de  acumulaciones  se  decide  en  función  de  la  calidad 
espectral  de  los  espectros  de  referencia  (cuanto más  alta  sea  la  relación  señal  ruido, 
menor  será  el  número  necesario  de  acumulaciones).  Este  algoritmo  es  relativamente 
complejo, ya que requiere el cálculo de la línea base del espectro a fin de definir su SNR. 
La parametrización de este algoritmo requiere la caracterización del instrumento RLS con 
diferentes  tiempos  de  integración,  y  con  respecto  al  número  de  acumulaciones.  Esto 
demostró que, para diferentes tipos de muestras, el aumento del tiempo de  integración 
incrementa  más  la  SNR  que  aumentar  el  número  de  acumulaciones.  En  base  a  esta 
caracterización,  fue  posible  definir  tablas  de  consulta  que  permitirán  un  cálculo  muy 
rápido de los parámetros de adquisición a bordo del rover, minimizando en la medida de 
lo posible los tiempos y recursos de procesamiento. 
Toda la algorítmica definida en esta tesis está diseñada para trabajar de forma secuencial, 
y de  la manera más eficiente posible desde el punto de vista computacional  (lo cual es 
fundamental  para  la  ejecución  a  bordo).  Incluso  si  los  algoritmos  son  relativamente 
independientes, a  fin de ahorrar esfuerzo computacional, algunas partes comunes entre 
los diferentes bloques se comparten y ejecutan sólo una vez. 
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Objetivo 2: Rendimiento científico basado en productos de datos de RLS 
La segunda parte de  la tesis se centra en el análisis de  los productos de datos obtenidos 
con el instrumento de RLS, en las condiciones operacionales impuestas por el rover, con el 
fin de evaluar el alcance de los resultados científicos que se pueden extraer a partir de los 
datos  de  RLS.  Para  ello,  se  realizaron  pruebas  para  evaluar  el  impacto  de  trabajar  en 
material triturado, y se aplicaron técnicas de análisis a  los datos con el fin de evaluar  las 
capacidades  de  explotación  científicas.  Las  pruebas  realizadas  con  el  sistema  de 
preparación y distribución de muestras (SPDS) permitió estudiar varios aspectos clave de 
las  muestras  y  su  entrega  a  los  instrumentos:  entre  otras  cosas,  la  rugosidad  de  la 
superficie aplanada, la contaminación cruzada inducida por el SPDS y las posibilidades de 
operación  colaborativa entre MICROMEGA  y RLS, durante  la  cual el  SPDS  colocaría una 
zona interesante de la muestra encontrada por MICROMEGA en la posición adecuada para 
que  RLS  pudiera  analizarlo.  Estas  pruebas  mostraron  que  la  superficie  aplanada 
proporcionada  por  el  SPDS  es  aceptable  por  el  instrumento  RLS,  siempre  y  cuando  el 
mecanismo  de  enfoque  automático  de  RLS  esté  disponible.  La  contaminación  cruzada 
entre diferentes muestras provocada por el SPDS, aunque existente, puede considerarse 
insignificante en  comparación  con  la  contaminación  cruzada que  se espera obtener del 
mecanismo  de  trituración  de  la muestra.  Por  último,  el  test  realizado  para  simular  la 
operación  colaborativa  entre  MICROMEGA  y  RLS  mostró  que  es  factible  realizarla.  La 
aplicación  de  esta  clase  de  operación  durante  la  misión  mejoraría  el  funcionamiento 
global de ExoMars al adquirir espectros en  las  regiones de  interés detectadas por otros 
instrumentos. Sin embargo, este test puso de relieve algunas cuestiones que han de ser 
tenidas  en  cuenta  durante  la  operación  en  Marte.  A  saber,  la  modificación  de  la 
morfología de  la superficie de  la muestra debido a posibles vibraciones en el sistema,  lo 
que podría poner en peligro la precisión en el posicionamiento de las muestras. Además, 
esta tesis muestra cómo el análisis de muestras en polvo puede inducir algunos efectos en 
los espectros Raman de  las muestras, como por ejemplo un aumento general en el nivel 
de  fondo.  También  se  han  abordado  otros  efectos  en  los  espectros  tales  como 
desplazamiento o ensanchamiento de picos debido al análisis en polvo. Sin embargo, el 
nivel  de  irradiancia  y  las  características  de  resolución  espectral  de  RLS  hacen  que  la 
mayoría de estos efectos sean despreciables e inobservables por el instrumento RLS. 
Esta tesis también abarca otras cuestiones relacionadas con el proceso de trituración de la 
muestra, como la pérdida de textura y el contexto de la muestra masiva. Este es un asunto 
de  importancia,  por  ejemplo,  cuando  se  trata  de  muestras  de  carbón  de  origen 
potencialmente biológico, ya que en un caso así  la morfología y textura de  la muestra es 
clave para evaluar si su origen es biológico o no. Sin embargo, el proceso de trituración de 
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la  muestra  puede  facilitar  la  detección  por  parte  de  RLS  de  trazas  minoritarias  (que 
podrían encontrarse en el  interior de  la muestra masiva, por ejemplo), como es el caso 
para el carbón en un chert, y para la ankerita detectada en un depósito de carbonatos de 
Svalbard.  Por  otro  lado,  los  análisis  de mezclas  de  polvo  con  proporciones  controladas 
mostraron que el  límite de detección del  instrumento puede  llegar a  valores del 1%  (e 
incluso menor, dependiendo de  las muestras). Por  tanto, a pesar de  las  limitaciones del 
análisis en polvo, estos resultados muestran que  la combinación de  los datos de RLS con 
los  de  otros  instrumentos  del  rover,  como  CLUPI,  puede  proporcionar  información 
científica relevante de las muestras analizadas. 
La  operación  basada  en  análisis  en  muestras  en  polvo  proporcionará  espectros  de  al 
menos  20  puntos  de  la  misma  muestra.  Por  lo  tanto,  parece  lógico  realizar  análisis 
estadísticos de  los datos. En esta  tesis se han descrito y aplicado varias  técnicas para el 
análisis estadístico de  los datos de RLS, divididas en dos tipos: el análisis basado en una 
variable y basado en múltiples variables (multivariante) multivariado. Se aplicó una técnica 
univariante  (en  oposición  a multivariante)  consistente  en  el  cálculo  del  ratio  entre  los 
picos principales de  las muestras presentes en mezclas binarias. Los resultados muestran 
que  este  cálculo  tan  simple  proporciona  una  respuesta  muy  lineal  en  relación  a  la 
abundancia real de los minerales presentes en las mezclas. Esta linealidad se sustenta en 
el  ajuste  automático  de  los  tiempos  de  adquisición,  que  compensa  las  diferentes 
eficiencias  de  emisión  Raman  de  los  distintos  materiales  (la  adquisición  automática 
funciona  como  una  normalización  de  facto  entre  todos  los  espectros  durante  la 
adquisición). 
Por  otro  lado,  se  han  probado  y  comparado  varias  técnicas  de  análisis multivariante, 
basándose  en mezclas  binarias  de muestras  controladas.  Las  técnicas  utilizadas  fueron 
Principal  Component  Analysis  (PCA),  Partial  Least  Square  Regression  (PLS)  y  Redes 
Neuronales (ANN). Todas estas técnicas tienen características diferentes que son descritas 
y comparadas. Además, se probaron con el fin de evaluar su capacidad para identificar y / 
o cuantificar la abundancia de minerales de las muestras bajo análisis. 
Los resultados mostraron que PCA es capaz de separar gradualmente los componentes de 
las mezclas en función de su abundancia; PLS también proporciona curvas de calibración 
de  las  diferentes  mezclas  y,  por  último,  los  modelos  creados  con  ANN  muestran  ser 
capaces  de  identificar  y  cuantificar  la  abundancia  de  fases  minerales  con  bastante 
precisión. Lo  interesante de  todas estas  técnicas estadísticas y multivariantes es que  los 
modelos  entrenados  parecen  ser  válidos  para  los  espectros  adquiridos  con  diferentes 
montajes experimentales y/o diferentes muestras del mismo tipo.  
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Todos estos resultados muestran que, a pesar de la pérdida del contexto y textura de las 
muestras  durante  el  proceso  de  trituración,  el  uso  de  esta  clase  de  técnicas  podría 
mejorar los límites de detección de RLS, además de permitir la pseudo‐cuantificación de la 
abundancia mineral en mezclas heterogéneas. 
Aunque  los  resultados  presentados  en  este  proyecto  de  tesis  se  basan  en  análisis  de 
muestras  en  polvo  adquiridos  en  condiciones  ambientales  terrestres,  estos  no  son 
invalidados por  análisis  realizados en  condiciones marcianas,  y por  tanto estas  técnicas 
también  serán  aplicables  en  dichas  condiciones.  Sin  embargo,  los  resultados  en 
condiciones de presión  y  ambiente marcianos,  así  como  el diseño  y  construcción de  la 
cámara de simulación de ambiente marciano no son parte de los objetivos de esta tesis.   
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