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Abstract
Theorem 12 of Simon-Gabriel & Schölkopf (JMLR, 2018, [1]) seemed to close
a 40-year-old quest to characterize maximum mean discrepancies (MMD) that
metrize the weak convergence of probability measures. We prove, however, that
the theorem is incorrect and provide a correction. We show that, on a locally com-
pact, non-compact, Hausdorff space, the MMD of a bounded continuous Borel
measurable kernel k, whose RKHS-functions vanish at infinity (i.e., Hk ⊂ C0),
metrizes the weak convergence of probability measures if and only if k is contin-
uous and integrally strictly positive definite (
∫
s.p.d.) over all signed, finite, reg-
ular Borel measures. We also show that, contrary to the claim of the aforemen-
tioned Theorem 12, there exist both bounded continuous
∫
s.p.d. kernels that do
not metrize weak convergence and bounded continuous non-
∫
s.p.d. kernels that
do metrize it.
1 Introduction
Although the mathematical and statistical literature has studied kernel mean embeddings (KMEs)
and maximum mean discrepancies (MMDs) at least since the seventies [2], the machine learning
community re-discovered and applied them only since the late 2000s [3]. A KME with reproducing
kernel k is a map from measures µ – in particular probability distributions – to functions fµ in the
reproducing kernel Hilbert space (RKHS) Hk of k. The RKHS distance between two embeddings
then yields a semi-metric dk on measures, called the maximum mean discrepancy (MMD), which
can be used to compare two measures or distributions µ and ν: dk(µ, ν) := ‖fµ − fν‖k.
Their theoretical tractability and computational flexibility has allowed MMDs to flourish in many ar-
eas of machine learning that require comparing probability distributions, such as two-sample testing
(compare two discrete distributions [4]), sample quality measurement and goodness-of-fit testing
(compare a discrete distribution to a reference distribution [5–9]), generative model fitting (compare
distributions of fake and real data [10–14]), de novo sampling and quadrature [15–20], importance
sampling [21, 22], and thinning [23].
For most applications, one seeks a kernel k whose MMD can separate all probability distributions
P,Q, meaning that, dk(P,Q) = 0 (if and) only ifQ = P . Such kernels are said to be characteristic
(to the set of probability distributions P). If for example we optimize a parametric distribution
Q to match a target P by minimizing their MMD dk(P,Q), it is rather natural to require that it
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be minimized only if Q perfectly matches P , i.e. Q = P . Another natural, but a priori stronger
requirement, is that when Q gets closer to P in MMD, for example, if dk(Q,P ) → 0, we would
like Q to “truly” converge to P , where “truly” means “for some other standard and/or more familiar
notion of convergence”.
Although several standard notions may come to mind – convergence in KL-divergence, in total vari-
ation or in Hellinger distance –, many are too strong for our purposes which often require handling
discrete data. For example, even if x→ ξ, the Dirac masses δx will not converge to δξ in total varia-
tion or KL-divergence unless x is eventually equal to ξ. Said differently, a sequence of deterministic
variables would not converge in total variation unless it was eventually constant. Since in practice
MMDs are frequently used to compare samples or empirical (hence discrete) distributions, it comes
as no surprise that MMD convergence cannot, in general, ensure these strong types of convergence.
Instead we will opt for a standard, yet comparatively weak notion of convergence, known as weak or
narrow convergence or convergence in distribution. Specifically, the central question of this paper
will be
When is convergence in MMD metric equivalent to weak convergence onP?
In that case, we will say that the kernel k metrizes the weak convergence of probability measures.
This question lies at the heart of the learning applications described above, as the quality of these
inferences depends on the metrization properties of the chosen kernel [24–27]. When the kernel
MMD fails to reflect the convergence of distributions, the results are at best inaccurate and at worst
invalid.
1.1 Previous results, contributions and paper structure
The aforementioned question was studied as early as 1978 by Guilbart [2] in his thesis. On separable
metric spaces, he characterized the kernels for which weak convergence implies convergence in
MMD (Thm.1.D.I). Conversely, he showed that, in some cases, MMD convergence can also imply
weak convergence, meaning that there do exist kernels that metrize weak convergence. He provided
a concrete recipe to construct such kernels (Thm.1.E.I & Lem.3.E.I) and used it to exhibit some
examples. However, Guilbart [2] did not characterize these kernels, and left most standard kernels
(Gaussian, Laplacian, etc.) aside.
These initial results went largely unnoticed by the ML community, and it is only much later, with
the emergence and the new applications of MMDs in applied statistics, that the important question
of weak convergence metrization re-surfaced. Sriperumbudur et al. [28] in particular presented
sufficient conditions under which the MMD metrizes weak convergence when the underlying input
space is either Rd (Thm.24) or a compact metric space (Thm.23). Sriperumbudur [29, Thm.3.2]
then considerably improved these results and showed the following theorem.
Theorem 1.1 ([29]). A continuous, bounded, integrally strictly positive definite (
∫
s.p.d.) kernel over
a locally compact Polish spaceX such thatHk ⊂ C0 metrizes weak convergence.
Let us explain and discuss this result, for it will help understanding our own results. First, the
theorem assumes that the underlying input space is locally compact and Polish. Both assumptions
taken separately are extremely general: all topological manifolds (f.ex. Rd) and all discrete spaces
are locally compact; while all separable, complete, metric spaces are, by definition, Polish, which
includes any separable Banach space. This generality made locally compact spaces on the one side
and Polish spaces on the other standard alternatives to do general measure and probability theory on.
However, when both assumptions get combined, they typically become quite restrictive. A Banach
space, for example, is locally compact only if it has finite dimension. Therefore, combining both
assumptions yields an important constraint that limits the applicability of the result: one would hope
for one or the other, but not both.
Second, Hk ⊂ C0 means that the RKHS functions f are assumed to be continuous and vanish at
infinity, i.e., for any ǫ > 0, there exists a compact K ⊂ X for which supX\K |f | ≤ ǫ. Many
standard kernels satisfy this assumption which is typically easy to verify (see Lem.4.1 below). This
assumption is also rather natural for problems involving finite measures on locally compact spaces
X, because the (continuous) dual of C0 can be identified with the set of finite signed measures on
X (Riesz representation theorem). However, it is often inadequate on Polish spaces, because C0 can
typically be very small. For example, on an infinite dimensional Banach space, C0 contains only
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the null function. This suggests that, in a first step, it might be more natural to get rid of the Polish
assumption than the locally compact assumption.
Third, the theorem assumes that the kernel is
∫
s.p.d., meaning that its MMD separates all finite
signed measures M: for any µ, ν ∈ M, dk(µ, ν) = 0 only if µ = ν. It is easy to see that an
MMD that metrizes weak convergence on the set of probability measures P, must separate P. But
by assuming that it even separates M, which is bigger than P, Sriperumbudur [29]’s Thm.2 leaves
open the case of any MMD that separatesP but notM.
In 2018, Simon-Gabriel and Schölkopf [1, Thm.12] seemed to finally address all weaknesses men-
tioned above by characterizing the metrization of weak convergence of probability measures on
locally compact spaces as follows.
Alleged Theorem 1.2 ([1]). On a locally compact Hausdorff space, a bounded, Borel measurable
kernel metrizes the weak convergence of probability measures if and only if it is continuous and
characteristic (to the set of probability measures).
This result weakens Theorem 1.1’s sufficient condition from separation ofM (
∫
s.p.d. kernel) to sep-
aration of P (characteristic kernel), which, as discussed, immediately yields the converse direction.
It gets rid of the Polish assumption and, surprisingly, also drops the assumptionHk ⊂ C0.
Contributions. Unfortunately, it turns out that Theorem 1.2 is wrong when the input space X
is not compact. We correct it by introducing the assumption Hk ⊂ C0. We thereby close the
40-year-old quest to characterize MMDs that metrize weak convergence of probability measures
– at least in the very general setting where X is locally compact and Hk ⊂ C0. Interestingly,
it turns out that in the non compact case, and contrary to the original claim, the MMD needs to
separate not only the probability measures but also all finite signed measures. Said differently, our
main theorem, Theorem 4.2, proves the converse of Theorem 1.1, but without the Polish assumption.
Corollary 5.1 then shows that Theorem 4.2 does not hold without the assumptionHk 6⊂ C0. Overall,
this may suggest that moving from local compact to Polish spaces may present similar difficulties
than just dropping the assumption Hk ⊂ C0. Our results also complete the findings of Chevyrev
and Oberhauser [30], who constructed a counter-example showing that Theorem 1.2 does not hold
on Polish spaces. Finally, we will also provide a sufficient condition to metrize weak convergence
whereHk need not be contained in C0.
Paper structure. Section 1.2 fixes notations and makes a few important reminders and remarks.
Section 2 then extends Sriperumbudur [29]’s Theorem 1.1 and gives a general sufficient condition
to metrize weak convergence when Hk ⊂ C0. We then investigate whether this condition is also
necessary, first when the input space X is compact (Sec.3), where it turns out to be too strong
(Thm.3.1); then when X is not compact, but locally compact (Sec.4), in which case the sufficient
condition turns out to be necessary (Thm. 4.2). We finish with a few results in the general case
(Sec.5), when Hk 6⊂ C0: first a negative result (Cor.5.1) showing that the assumption Hk ⊂ C0
cannot be dropped without replacement; then a result that generalizes the condition Hk ⊂ C0.
Section 6 concludes.
1.2 Notation, definitions, reminders
Notations. We use the letter k to denote a (reproducing) kernel (i.e. a positive definite function)
over a locally compact Hausdorff space X and Hk denotes its RKHS. Cb is the space of bounded,
continuous and real valued 1 functions f over X. C0 is its subspace of functions that vanish at
infinity, i.e. such that for any ǫ > 0, there exists a compact K ⊂ X such that |f | ≤ ǫ on X\K.
We denote its (continuous) dual (C0)
′ by M, which, by the Riesz representation theorem, can be
identified with the set of signed, σ-additive, finite, regular Borel measures. We recall that a signed,
σ-additive measure µ is said to be regular if, for any Borel measurable set A and any ǫ > 0, there
exists a compact K and an open set O in X such that K ⊂ A ⊂ O, |µ(A) − µ(K)| ≤ ǫ and
|µ(O)−µ(A)| ≤ ǫ. L(µ) denotes the set of µ-integrable functions (i.e. verifying
∫
X
|f | d|µ| <∞)
and for any such function f we write µ(f) :=
∫
X
f dµ. We denote by M+, P and M0 the subsets
ofM consisting of non-negative measures, of probability measures, and of signed measures µ such
that µ(X) = 0 respectively.
1Our results extend to complex valued functions modulo some obvious slight modifications.
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Definition of KMEs and MMDs. For a continuous, bounded kernel k and any µ ∈ M,∫
X
‖k(.,x)‖k dµ =
∫
X
√
k(x,x) dµ(x) < ∞. By standard properties of the so-called Bochner
integral [31], the (Bochner-)integral
fµ(·) :=
∫
X
k(.,x) dµ(x)
is a well-defined function in the RKHS Hk of k, and all functions f ∈ Hk are µ-integrable and
verify what we call the Pettis property: µ(f) = 〈fµ , f〉k. In particular, for any µ, ν ∈M,
〈µ , ν〉k := 〈fµ , fν〉k = µ⊗ ν(k) and ‖µ‖
2
k = µ⊗ µ(k) ,
where µ⊗ν denotes the (tensor) productmeasure between µ and ν. The maximummean discrepancy
(MMD) dk(µ, ν) between µ and ν is then defined as the RKHS distance between their embeddings:
dk(µ, ν) := ‖µ− ν‖k = ‖fµ − fν‖k .
Why bounded kernels? In all our results, we will assume that the kernel k is bounded. One may
wonder if those results could be generalized to unbounded kernels. To do so, one would need a
definition of KMEs and MMDs that allows unbounded kernels. Such generalizations do exist (see
f.ex. Def.1 in [1]), but they all at least require that Hk ⊂ L(µ) for any embeddable measure µ. But
if k is unbounded, thenHk contains an unbounded function f [1, Cor.3], and therefore, it is easy to
construct a probability measure P such that f 6∈ L(P ). So P does not embed intoHk and the MMD
is not defined over all probability measures and cannot, a fortiori, metrize weak convergence there.
Equivalence of universal, characteristic and
∫
s.p.d. kernels. LetF be a normed set of functions
and D a subset of M. A kernel k is said to be universal to F if Hk is a dense subset of F. It is
characteristic to D – or just characteristic whenD = P – if the KME is well-defined and injective
over D. It is said to be integrally strictly positive definite (
∫
s.p.d.) to D – or just
∫
s.p.d. when
D = M – if its MMD separates all measures in D. It will be useful to remember that a kernel is
universal to F (f.ex. to C0) if and only if it is characteristic to its dual ((C0)
′ = M) [1, Thm.6 &
Tab.1]. Also, it is characteristic to a set if and only if it is
∫
s.p.d. to that same set (which is almost
immediate to see). The distinction between characteristicness and
∫
s.p.d. is mostly due to historical
reasons. We advice to simply think in terms of separation ofD.
2 Sufficient conditions to metrize weak convergence
We start with a lemma that extends Theorem 1.1. Its main message is the same: bounded, continuous,∫
s.p.d. kernels metrize weak convergence of probability measures. But, importantly, it drops the
Polish assumption and adds a few interesting details. For one thing, it shows that weak and MMD
convergence also coincide with (the a priori even weaker) vague and weak RKHS convergence. For
another, it adds a form of converse: weak convergence implies MMD convergence if and only if
the kernel is bounded and continuous. Since most usual kernels are bounded and continuous, this
lemma also confirms what we mentioned earlier: convergence in MMD is often rather weak and can,
at best, metrize weak convergence, but not convergence in total variation or KL divergence (since
those are known to be strictly stronger than weak convergence).
Lemma 2.1. Let k be an
∫
s.p.d. kernel such that Hk ⊂ C0 and let (Pα) (sequence or net) and P
be probability measures. If k is continuous, then the following are equivalent.
(i) ‖Pα − P‖k → 0 (convergence in strong RKHS topology)
(ii) Pα(f) → P (f) for all f ∈ Hk (convergence in weak RKHS topology)
(iii) Pα(f) → P (f) for all f ∈ C0 (convergence in weak-∗ or vague topology)
(iv) Pα(f) → P (f) for all f ∈ Cb (convergence in weak topology)
Conversely, if (iv) implies (i) for any probability measures (Pα) and P , then k is continuous.
When (i) and (iv) are equivalent for all sequences of probability measures, we say that k metrizes
the weak convergence of probability measures.
Proof. SinceHk ⊂ C0 ⊂ Cb, (iv)⇒(iii)⇒(ii). Moreover, strong RKHS convergence implies weak
RKHS convergence, that is (i) ⇒(ii), since P (f) = 〈P , f〉k for any f ∈ Hk. Now assume k is
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continuous. If (iv), then the product measures Pα ⊗ P , P ⊗ Pα and Pα ⊗ Pα converge weakly to
P ⊗ P [32, Thm.2.3.3]. Hence
‖Pα − P‖
2
k = Pα ⊗ Pα(k) + P ⊗ P (k)− Pα ⊗ P (k)− P ⊗ Pα(k)→ 0 ,
i.e. (iv)⇒(i). Summing up so far: (iv)⇒(i)⇒(ii) and (iv)⇒(iii)⇒(ii).
Conversely, assume (ii). Since k is
∫
s.p.d. and Hk ⊂ C0, by Cor.3 and Thm.8 in [1], Hk is dense
in C0. And since P is a bounded subset of the dual M of C0 (which is a Banach, hence barreled
space), by Thm.33.2 in [33], P is equicontinuous in vague topology. So, by Prop.32.5 in [33], (ii)
implies vague convergence, i.e. (iii). Cor.2.4.3 in [32] then yields (iv). Hence the equivalence of (i)
to (iv).
Now assume (iv)⇒(i) onP, and suppose that x→ ξ and y → ζ inX. Then the Dirac point masses
δx and δy convergeweakly to δξ and δζ , which, by assumption, implies convergence in RKHS norm.
Since the inner product is continuous (for the RKHS norm/topology), we get
k(x,y) = 〈δx , δy〉k → 〈δξ , δζ〉k = k(ξ, ζ) ,
so k is continuous.
Remark 2.2. The proof shows that (ii) and (iii) are even equivalent on any bounded subset ofM [33,
Prop.32.5] (even without continuity of k) and that (i)–(iv) are actually equivalent on any bounded
subset ofM+ whenever Pα(X) → P (X) (which is always true for probability measures).
The previous lemma gives sufficient conditions to metrize weak convergence. We now investigate
whether they are necessary. To do so, we have to distinguish the case where the input space X
is compact and where the conditions turn out to be too strong, from the one where X is locally
compact but not compact (andHk ⊂ C0), where they are necessary.
3 Necessary condition when input spaceX is compact
When the underlying space X is not just locally compact but compact, the equivalence given in
the alleged Theorem 1.2 actually turns out to hold: contrary to the general case, here, a continuous
kernel only needs to separate the probability measures to also metrize their weak convergence. The
reason for this difference is essentially that, because X is compact, measures cannot diffuse to 0 at
infinity (see Section 4).
Theorem 3.1. On a compact Hausdorff space, a bounded, measurable kernel metrizes the weak
convergence of probability measures if and only if it is continuous and characteristic to P.
Proof. If k metrizes weak convergence, then the RKHS metric needs to separate all probability
measures, i.e. k is characteristic to P. And the last sentence of Lem.2.1 shows that k is continuous.
Conversely, if k is characteristic to P, then the kernel κ := k + 1 is
∫
s.p.d. [1, Thm.8]. Also, since
k is continuous, κ is continuous. Thus Hκ is a continuous subspace of C = Cb = C0 ([1, Cor.4]
and compactness). By Lem.2.1, κ metrizes weak convergence on P, and by Thm.8 of [1], κ and k
induce the same metric onP.
What is surprising here is that, on a compact space and for a continuous kernel, it suffices to separate
probability measures to also metrize their weak convergence, which, a priori, may have seemed a
strictly stronger requirement. We will see that whenX is not compact, this need not be the case.
4 Necessary condition whenX locally compact, non-compact andHk ⊂ C0
Since the conditionHk ⊂ C0 is at the heart of this section, we would like to remind the reader that,
by the following lemma [1, Cor.3], it is satisfied by many standard kernels: Gaussian, Laplacian,
Matern, inverse multi-quadratic kernels, etc.
Lemma 4.1. Hk ⊂ C0 if and only if k is bounded (i.e. supx∈X k(x,x) < ∞) and for all x ∈ X,
k(x, .) ∈ C0.
We now turn to our main theorem, which corrects Theorem 1.2 when X is non-compact andHk ⊂
C0.
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Theorem 4.2. Suppose that X is not compact and that Hk ⊂ C0. Then k metrizes weak con-
vergence of probability measures if and only if k is continuous and
∫
s.p.d. (i.e. characteristic to
M).
We see that, contrary to the compact case, it is not enough to separate all probability measures P
to metrize their weak convergence: dk also needs to separate all finite measures M (which strictly
containsP). While it is almost obvious that metrization of weak convergence implies separation of
P, showing that it also implies separation ofM will require some work and, in light of Lem. 2.1, is
essentially all that remains to be proven. To do so, we will use the following lemma, which shows
that when Hk ⊂ C0 and X is not compact, then the RKHS metric cannot prevent some positive
measures from “diffusing” to the null measure. This will imply that if k is not characteristic to all
finite measures, one can construct a sequence of probability measures that converges in RKHS norm,
but has some of its mass diffusing to 0.
Lemma 4.3. Suppose that X is not compact and that k is continuous with Hk ⊂ C0. Then there
exists a sequence of probability measures Pn such that ‖Pn‖k → 0. Moreover, for any compact
K ⊂X, one can additionally impose that Pn(K) = 0 for all n.
Proof of Lem.4.3. First we show that for any ǫ > 0 and any integer n > 0, we can construct a
sequence of n points x1, . . . ,xn in X\K such that for any 1 ≤ i 6= j ≤ n, |k(xi,xj)| ≤ ǫ. We
will construct it one point at a time. Choose a point x1 ∈X\K. By assumption on k, there exists a
compactK1 ⊂X such that for any point x ∈X\K1, |k(x,x1)| ≤ ǫ. Choose x2 to be also outside
of K, i.e. x2 ∈ X\(K ∪K1) (non-empty, since K ∪K1 is compact and X is not). There exists
a compact K2 ⊂ X such that for any point x ∈ X\K2, |k(x,x2)| ≤ ǫ. Let x3 be any point in
X\(K ∪K1 ∪K2) (non empty becauseX is not compact). Continue this procedure until point xn.
The sequence obviously satisfies the requirement.
Now, for any integer n > 0, construct a finite sequence x(n)1 , . . .x
(n)
n such that for any 1 ≤ i 6= j ≤
n, |k(xi,xj)| ≤ 1/n. Define the probability measures Pn := 1n
∑n
i=1 δx(n)
i
. Then all Pn(K) = 0,
since all x(n)i ∈X\K, and:
‖Pn‖
2
k =
1
n2
∑
1≤i≤n
k(xi,xi) +
1
n2
∑
1≤i6=j≤n
k(xi,xj) ≤
n
n2
‖k‖∞ +
n(n− 1)
n2
1
n
n→∞
−→ 0.
Proof of Thm.4.2. Lemma 2.1 yields the “if” part and the continuity of the kernel in the converse.
Assume now that k is not characteristic to M. Then there exists a non-zero, finite measure µ
such that fµ = 0. Let µ+, µ− be its positive and negative parts respectively – which are mutu-
ally singular (Hahn decomposition). By renormalizing µ if needed, we can assume without loss
of generality that µ−(X) ≤ µ+(X) = 1. If µ−(X) = µ+(X), then µ− and µ+ are two non-
equal probability measures that are at RKHS distance 0, hence k does not metrize weak conver-
gence. So, for the sequel, assume that µ−(X) < µ+(X). Let K be a compact subset of X such
that µ+(K) ≥ (µ−(X) + µ+(X))/2 (exists, since µ+ is regular) and let Pn be probability mea-
sures as in Lemma 4.3, with Pn(K) = 0 for all n. Consider the sequence of probability measures
µn := µ− + (1− µ−(X))Pn. Then
‖µn − µ+‖k = ‖µn − µ−‖k (because fµ− = fµ+ )
= (1− µ(X)) ‖Pn‖k −→ 0,
hence µn converges to µ+ in the RKHS metric. But µn does not converge weakly to µ+, since
µ+(K) ≥ (µ−(X) + µ+(X))/2 > µ−(K) = µn(K) .
To prove that the initial claim (Theorem 1.2) is indeed wrong when X is not compact, it remains
to show that being characteristic to M is not equivalent to being characteristic to P ⊂ M, i.e. that
there exists a kernel k withHk ⊂ C0 that is characteristic to P but not toM.
Proposition 4.4. There exists a kernel k with Hk ⊂ C0 that is characteristic to P but not charac-
teristic to M. In particular, this k does not metrize the weak convergence of probability measures.
Proof. Let κ be any
∫
s.p.d. kernel, ξ ∈ X and g ∈ C0 such that g(ξ) = 0 and g(x) > 0 for any
x 6= ξ. Consider k(x,y) := g(x)κ(x,y)g(y). Then k is a kernel such that Hk ⊂ C0 (Lem.4.1)
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and fδξ is the null function, hence ‖δξ‖k = 0, so k is not
∫
s.p.d. But we will now show that k is
characteristic to M0, i.e. to P. Indeed, let µ ∈ M0 such that
∫∫
k(x,y) dµ(x) dµ(y) = 0. Since
the product gµ is a finite measure and κ is
∫
s.p.d., the previous equality implies that gµ is the null
measure. Since g > 0 on any x 6= ξ, for any open set O ⊂X\{ξ}, |µ|(O) = 0. Hence the support
of µ (well-defined, because µ is regular) is contained in {ξ}, i.e. µ is proportional to the Dirac point
mass in ξ. Hence, if µ ∈ M0, then µ is the null measure.
The conjunction of Theorem 4.2 and Proposition 4.4 shows that the alleged proof of Theorem 1.2
must be flawed. Another confirmation will be given by point (i) in Corollary 5.1, with an explicit
counter-example constructed in its proof. However, to strengthen our claim, we now propose to
explicitly point out the flaw in the proof of the original theorem.
4.1 Flaw in the proof of the original theorem
The flaw in the proof of Theorem 12 of Simon-Gabriel and Schölkopf [1] (our Alleged Thm.1.2)
resides in their auxiliary Lemma 20, which is essentially our Lemma 2.1, but without the assump-
tion Hk ⊂ C0. Their proof essentially consists in saying that, since (Pα) (denoted (µα) there) is
bounded, it is relatively vaguely compact, so one can extract a subnet (Pβ) that converges vaguely
to a measure P ′ (denoted µ′ there). They then try to identify the vague limit P ′ with the MMD- (or
weak RKHS-) limit P (denoted µ there) of the original net (Pα), by arguing that weak and vague
convergence coincide on P, and that weak convergence implies MMD-convergence. Unfortunately,
P is not closed in M for the vague topology, so nothing guarantees a priori that P ′ ∈ P. And if
P ′ 6∈ P, then vague convergence to P ′ does not imply weak convergence to P ′ [32, Thm.2.4.2],
which is why the proof fails – irremediably.
We can go further and exhibit a counter-example for the previous failure, i.e. a bounded, continuous,∫
s.p.d. kernel and a sequence (Pn) that converges to P ∈ P in MMD, but converges vaguely
to another measure P ′ 6= P in M. Indeed, consider the kernel κ := k + 1 from the proof of
Corollary 5.1(i) below. Let K be a compact neighborhood of ξ (which exists because X is locally
compact) and choose a sequence (Pn) ⊂ P as in Lemma 4.3, i.e. such that ‖Pn‖k → 0 and
Pn(K) = 0 for all n. By using the vague compactness of B+ := {µ ∈ M+ |µ(X) ≤ 1} [32,
Prop.2.4.6] and extracting a subsequence if needed, we may assume that (Pn) converges vaguely
to a measure P ′ ∈ B+. Applying Urysohn’s lemma [34, Thm.I-33] to the compact set {ξ} and an
open neighborhoodO ⊂ K of ξ, we get a continuous function f whose support is contained in K
and such that f(ξ) = 1. Since f ∈ C0 and Pn(f) = 0 < 1 = f(ξ) = δξ(f), Pn does not converge
vaguely to δξ, i.e. P ′ 6= δξ. Now κ is bounded, continuous and
∫
s.p.d., and induces the same metric
than k on P. So, since the KME of k maps the Dirac measure δξ to the null function in Hk (see
proof of Prop.4.4), we get
‖Pn − δξ‖κ = ‖Pn − δξ‖k = ‖Pn‖k → 0 .
Hence (Pn)→ δξ in MMD, but (Pn) converges vaguely to a different measure P ′.
Remark 4.5. The sequence (Pn) converges neither weakly to P ′ nor weakly to δξ, since weak con-
vergence would imply vague and MMD convergence to the same limit, i.e. would imply P ′ = δξ.
Hence P ′(X) 6= 1 (otherwise, vague convergence would imply weak convergence, since both co-
incide on P [32, Cor.2.4.3]), and since P ′ ∈ B+, we get P ′(X) < 1. So (Pn) illustrates a phe-
nomenon called mass escaping at infinity, which vague convergence, contrary to weak convergence,
cannot prevent.
5 General case: X locally compact, non compact andHk 6⊂ C0
All previous sections assumed that Hk ⊂ C0 (automatically satisfied when k continuous and X is
compact). So one may naturally wonder whether this assumption could be dropped without replace-
ment or at least extended. Corollary 5.1 shows that dropping it without replacement is not possible;
but Corollary 5.3 proposes a slight extension.
Corollary 5.1. The conditionHk ⊂ C0 Theorem 4.2 cannot be replaced with Hk ⊂ Cb as, if X is
locally compact but not compact, then
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(i) there exists a bounded continuous kernel that is
∫
s.p.d., but does not metrize the weak
convergence of probability measures;
(ii) there exists a bounded, continuous, characteristic (to P) kernel that is not
∫
s.p.d. but
metrizes the weak convergence of probability measures.
Remark 5.2. Note, however, that some kernels with non-vanishing RKHS functions do satisfy the
characterization of Theorem 4.2. For example, Theorem 4.2 extends to any kernel of the form
kc = k + c for c > 0 andHk 6⊂ C0, since kc and k induce the same MMD.
Proof. (i) Let k be as in Proposition 4.4 and consider the new kernel κ := k + 1. Then κ is
∫
s.p.d.
[1, Thm.8], but κ induces the same metric than k on the set of probability measures P. Hence it
does not metrize their weak convergence.
(ii) Let ξ be a point inX, and k be as in Theorem 4.2, i.e. a bounded, continuous kernel, withHk ⊂
C0, that metrizes weak convergence over P. Then the new kernel κ(x,y) := 〈δx − δξ , δy − δξ〉k
is not
∫
s.p.d. (since the KME of δξ is the null function) but it induces the same RKHS metric than
k on P, that is ‖P −Q‖κ = ‖P −Q‖k for any P,Q ∈ P, hence metrizes weak convergence on P.
(Remark: this implies thatHκ 6⊂ C0, which is also easy to check directly.)
Let us mention that, in a side remark of [2, p.18] (1978), Guilbart already exhibits a theoretical con-
struction of kernels on R that are
∫
s.p.d. but do not metrize weak convergence. Hence, Theorem 1.2
was actually disproved before being written.
We finish with a slight generalization of Theorem 4.2 that encompasses some kernels whose RKHS
is not contained in C0. The result builds on the same idea than in the proof of Cor.5.1(ii).
Corollary 5.3. Suppose thatX is not compact and thatHk ⊂ C0. Fix a ≥ 0 and P ∈ P and define
kaP (x,y) := 〈δx − P , δy − P 〉k + a = (δx − P )⊗ (δy − P )(k) + a .
Then kaP metrizes weak convergence of probability measures if and only if k is continuous and
∫
s.p.d.
Proof. Since kaP (x,y) = k(x,y) − fP (x) − fP (y) + ‖P‖
2
k + a, for any probability measures
S, T ∈ P, we get
‖S − T ‖
2
ka
P
= (S − T )⊗ (S − T )(kaP ) = (S − T )⊗ (S − T )(k) = ‖S − T ‖
2
k .
Hence k and kaP define the same metric on P and Thm.4.2 concludes.
6 Conclusion
MMDs are at the heart of machine learning solutions to a variety of fundamental tasks including two-
sample testing, sample quality measurement and goodness-of-fit testing, learning generative models,
de novo sampling and quadrature, importance sampling, and thinning. While these applications
benefit from the tractability of MMDs compared to more classical probability metrics, the validity
of their results depends critically on the MMD’s ability to ensure weak convergence. Simon-Gabriel
and Schölkopf [1] developed their Theorem 12 to provide a complete characterization of weak-
convergence metrization for MMDs with bounded continuous kernels. However, our work shows
that their characterization was incorrect and provides an alternative result that fully characterizes
the weak-convergencemetrization of MMDs with bounded C0 kernels. We hope that our work will
inform the selection of appropriate kernels and MMDs in the future and launch new inquiries into
the metrization properties of other classes of MMDs.
Broader Impact
This work corrects an important mischaracterization of a class of commonly used probability metrics
and presents a correct characterization in its place. This work has the potential to (a) aid decision
makers faced with the choice of selecting an appropriate kernel for a downstream application and (b)
restore validity to results formerly based on inappropriate kernels. We do not anticipate any negative
consequences for society.
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