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The effect of frequency on learners’ ability to recall  
the forms of deliberately learned L2 multiword expressions 
 
For some years we have studied the acquisition of L2 multiword expressions (MWEs) 
in situations of deliberate learning. Frequently, reviewers have asked us to say more about the 
effect of frequency on the outcomes. But when looking at the data, we consistently failed to 
detect the strong positive frequency effect that some of our research colleagues assume must 
exist. A question suggested by this situation is: Why would a L2 researcher expect frequency 
to have an appreciable positive effect on learners’ ability to produce targeted, L2 English 
MWEs in contexts of deliberate learning? Another question is: Does any such effect exist? 
We address these and certain related questions in later sections of this article. In doing so we 
use a number of terms which we should define without further ado.  
 Productive knowledge (or active knowledge) of lexical items consists in being able to 
say them or write them autonomously, which is a feat that learners tend to find even more 
difficult than dealing with the semantic components of vocabulary production (Nation, 2013). 
The best evidence of productive knowledge of a lexical item is success in producing the item 
in the absence of a ‘retrieval cue’ (e.g., Anderson, 2009) conveying information about 
phonological or orthographic form. Put another way, “The more one provides of a form of a 
word, the less one is testing productive knowledge” (Barcroft, 2015, p. 50). A strong test of 
productive knowledge is a free recall test. A cued recall test is a less strong test because, by 
definition, it furnishes form retrieval cues such as the first sound of a to-be-recalled word or 
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the first word of a to-be-recalled MWE. When we use the equivalent terms retrieval and 
recall further below, our focus is on learners’ success in producing lexical forms. 
Frequency can refer to the number of times that lexical items (especially lemmas and 
base forms) occur in a mega-corpus such as the Corpus of Contemporary American English, 
or COCA (Davies, 2008-2018).1 Used this way the term frequency is about ‘absolute 
frequency’ (e.g., Crossley, et al., 2014) or, equivalently, ‘objective frequency’ (e.g., 
Meschyan & Hernandez, 2002). Researchers often use the objective frequency of this or that 
lexical item as a proxy for its ‘experienced frequency’—which is, roughly, the number of 
times a given lexical item has actually been encountered and processed by a given (type of) 
individual. A person’s experienced frequency of an item is presumed to be an important 
determinant of the quality of that item’s representation in the person’s mental lexicon (e.g., 
Perfetti & Hart, 2002). Unless noted otherwise, we will use the term frequency to refer to 
objective frequency as measured by frequency in COCA. 
The term incidental vocabulary learning refers to vocabulary learning (or, 
equivalently, vocabulary acquisition) that comes as a by-product of message-focused reading 
or listening (Hulstijn, 2001). In contrast, deliberate vocabulary learning refers to vocabulary 
learning that occurs either when learners follow an instruction to try to learn stipulated 
vocabulary (with or without the expectation of being tested) or when learners engaged in self-
managed study choose their own vocabulary to try to learn (cf., Barcroft, 2015, p. 51). 
Deliberate (or intentional) learning is likely to be associated with so-called ‘explicit’ or 
‘direct’ teaching as described for example by Sonbul and Schmitt (2013). Accordingly, 
deliberate learning typically involves what has been called ‘focus on forms’, a type of 
engagement with vocabulary that is likely to result in richer, more elaborative mental 
processing of orthographic and phonetic forms than is usual in situations of incidental 
learning (Laufer, 2005).  An important practical difference between situations of incidental 
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and deliberate learning is that in the latter it often happens that a learner encounters each 
targeted item the same predetermined number of times (Barcroft, pp. 51-52). For example, 
each targeted item may be included just once in a bilingual word list or set of vocabulary 
cards and in any associated set of test questions. Learners in such cases are generally able—
albeit perhaps within a time limit—to decide how long or how often they will focus on any 
given item; even so in situations of deliberate learning there is unlikely to be any semblance 
of the huge variation in the number of item occurrences that is typical for incidental 
vocabulary learning. True, there have been a few studies in which, by design, learners were 
exposed to targeted items different, predetermined numbers of times—for instance, some 
items just once each and others four times each. In these studies the goal has been to 
investigate the effects of such variation (for reviews see Peters, 2014, 2016). However, our 
focus will not be on studies of this type.  
Literature review 
Frequency effects in general and in L1 in particular  
Frequency effects have received considerable attention from researchers of language, 
language use and language learning. For example, a range of frequency effects have been 
documented in language change (Bybee, 2010), L1 acquisition (Ellis, 2002, Goldberg, 2006; 
Tomasello, 2003), and online processing of L1 vocabulary. Let us temporarily focus on the 
latter stream of research, in which frequency effects have been investigated for instance by 
means of lexical decision tasks for measuring the speed with participants recognize word 
forms (e.g., Gardner, Rothkopf, Lapan, & Lafferty, 1987; Glanzer & Ehrenreich, 1979; 
Gordon & Caramazza, 1982; Whaley, 1979) and picture naming tasks set in order to measure 
participants’ speed in producing word forms (e.g., Bates, et al., 2003; Oldfield & Wingfield, 
1968). In these investigations the key outcome data tend to be response latencies (i.e., time 
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lapses between cue and response); and the overwhelmingly typical result has been that 
latencies are comparatively short for relatively frequent words. Evidently, high frequency 
tends to facilitate processing—often strongly. One explanation for this is that a high 
frequency (HF) word affords more retrieval cues than a low frequency (LF) word does. That 
is to say, a HF word is comparatively likely to be stored in memory with connections to the 
meanings and forms of many other words. These connections are thought to make HF words 
comparatively retrievable because a thought or an experience that activates any part of a 
network of such connections has the potential also to activate the memory traces of a to-be-
remembered item and so facilitate its recognition or recall (e.g., Diana & Reder, 2006; 
Storkel & Morrisette, 2002).  One apparent example of such ‘spreading activation’ (Loftus & 
Loftus, 1974; Dell & Gordon, 2003) is the phenomenon known as ‘phonological priming’ 
(Goldinger, et al., 1992), whereby occurrence of a word in input has the potential to facilitate 
processing of a subsequently occurring word which shares one or more phonemes with the 
first word (e.g., bull → beer). We say more about phonological priming in a later section. 
In a further stream of L1 research involving decontextualized vocabulary (generally 
L1 words or L1-like pseudowords) an early and amply replicated finding relates to 
experimental participants who are either asked to recall L1 words in any order from 
previously studied ‘pure’ lists comprising only HF words or only LF words. In subsequent 
recall tests participants do better on HF words encountered on pure HF lists than they do on 
pure LF lists (Hall, 1954). But in tests of recognition the advantage is reversed (e.g., McLeod 
& Kampe, 1996). One hypothesis regarding the LF advantage in recognition is that LF words 
are given more attention than HF words. A possible contributing factor here is the tendency 
for LF content words to be distinctive owing to systematic structural differences from HF 
content words. It has been found, for instance, that LF content words are more likely to 
include a nasal phoneme and less likely to include an alveolar (Pisoni, Nusbaum, Luce, & 
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Slowiaczek, 1985; for relevant discussion of the concept of distinctiveness see Dewhurst, 
Brandt, & Sharp, 2004). According to the ‘distinctiveness hypothesis’ a LF word is likely to 
be comparatively richly encoded during a study phase (on account of its formal 
distinctiveness) with the result that the mental representation of its form and/or meaning 
becomes more elaborate. It is also part of this hypothesis that the tendency for LF words to be 
formally distinctive means that they are comparatively likely to be encoded in association 
with ‘episodic’ information—that is, information about when and in what context the words 
were encountered—which is known to enhance likelihood of later recognition. A second, 
apparently complementary, hypothesis is that participants in an experiment—and perhaps 
also learners in a given lesson—are comparatively likely to perceive LF stimulus words as 
novel for the reason that these words will have been encountered prior to the experiment (or 
lesson) less often and in fewer contexts than HF stimulus words (Brown, 1976; Eysenck & 
Eysenck, 1980). This could matter not only because categorization of a word as novel entails 
noticing the word, but also because categorization of a word as novel is a precondition for 
and a possible trigger of word learning, the first phase of which is creation of a new mental 
representation for the word (Han, Storkel, & Yoshinaga-Itano, 2015). Such a representation is 
likely to remain activated for a while after its creation, and during this period of activation the 
word in question is comparatively recognizable if re-encountered. According to a third (also 
possibly complementary) hypothesis, LF words are given more attention than HF words and 
are relatively richly encoded because the processing of LF words requires extra time and 
additional mental resources (see, e.g., Dewhurst et al., 2004). (For reviews of the literature on 
frequency effects on lexical memory see Dewhurst et al.; Diana & Reder, 2006; and Criss, 
Aue, & Smith, 2011). We will return to these three hypotheses further below in connection 
with the processing and subsequent retrieval of MWEs. 
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In the previous paragraph we outlined the gist of findings regarding participants who 
studied pure lists of HF words or pure lists of LF words prior to a test of recall or recognition. 
But there have also been many studies in which participants have been tested on their ability 
to recall words in any order from so-called mixed lists of jumbled HF and LF targets. Results 
of these mixed-list studies may be more relevant to L2 learning than the pure list studies for 
the reason that on any given occasion learners are comparatively likely to encounter L2 
words from a number of frequency bands. As it happens, though, these mixed-list studies 
have had disparate results. Lohnas and Kahana (2013), who reviewed the relevant literature 
(see also Dewhurst et al., 2004), attributed this state of affairs to the fact that previous 
researchers had not included medium frequency words in their lists. When Lohnas and 
Kahana tested 132 participants on their ability to recall L1 words (N = 894) studied in mixed 
lists that did include medium frequency words, they found a U-shaped pattern, such that HF 
and LF words were both recalled better than ones of middle frequency. These researchers 
suggested that in any-order, mixed-list trials the retrieval of HF words and the retrieval of LF 
words are facilitated by different frequency effects. That is, for HF words a key facilitating 
factor may be a greater number of neural connections between the mental representations of 
these words and other known words whereas for LF words a facilitating factor may be the 
greater likelihood of LF words being richly encoded during the study phase on account of 
their distinctiveness (cf., DeLosh & McDaniel, 1996). An additional facilitating factor may 
be that people expect LF words to be comparatively hard to remember. Therefore, especially 
when they are learning deliberately, they devote extra processing time and resources to these 
words (Watkins, LeCompte, & Kim, 2000). A third facilitating factor may be a novelty effect 
as outlined not far above. As yet there is no uncontroversial model that accounts for all the 
pertinent effects seen in recognition and in recall of lexical items (for discussion see Criss et 
al., 2011). Further below we refer again to factors that may facilitate the recall of LF items.  
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Effects of frequency in incidental learning of L1 and L2 vocabulary  
Most L1 vocabulary acquisition occurs during incidental exposure to input, with 
frequency being a strong facilitating factor (Jenkins, Stein, & Wysocki, 1984). Thus, the 
more frequent a L1 vocabulary item is, the lower the age at which it is likely to be acquired 
(e.g., Stadthagen-Gonzales & Davis, 2006; Tellings, Coppens, Gelissen, & Schreuder, 2013), 
which is in line with evidence that frequency is a positive factor in the incidental acquisition 
of L2 vocabulary (Ellis, 2002; Nation, 2013; Webb, Newton, & Chang, 2013). Constraining 
factors are, first, that L2 learners tend to have far fewer opportunities to learn vocabulary 
incidentally than native speakers (NSs) do and, second, that the vast majority of words in a 
natural language occur infrequently, as per Zipf’s law. To illustrate, of the 600,000 non-
obsolete headwords in the Oxford English Dictionary only 5.2% occur more often than once 
per million words and only 1.2% occur more often than ten times per million words (Oxford 
University Press, 2017). Frequencies of MWEs tend to be even lower (Moon, 1998), which is 
what one might expect given that no MWE can have a frequency greater than any of its 
constituent words. Accordingly, growth of productive L2 vocabulary knowledge through 
incidental exposure tends to proceed slowly, especially with respect to MWEs (for reviews 
see Henriksen, 2013; Laufer & Waldman, 2011; Peters, 2016); and learners in an EFL 
environment are likely to develop productive knowledge of L2 vocabulary in general at a 
particularly slow rate (e.g., Laufer, 2005; Nation, 2013; Schmitt, 2008; Waring & Takaki, 
2003). Because L2 vocabulary can be learned more efficiently in situations of deliberate 
learning than in situations of incidental learning (e.g., Laufer, 2005; Nation, 2013; Schmitt, 
2008), it has been argued that a well-rounded plan for learning L2 vocabulary should include 
a good amount of instructed and self-managed deliberate learning, particularly when learning 
takes place in an EFL environment (Nation, 2013).  
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Deliberate learning may be especially beneficial in the case of MWEs owing to the 
fact that they are comparatively liable to be overlooked in situations of incidental learning 
(e.g., Boers & Lindstromberg, 2009, Ch. 3; Boers, Lindstromberg & Eyckmans, 2014a). One 
reason MWEs may be more susceptible to being overlooked is that a substantial proportion of 
MWEs are made up of comparatively frequent words (Martinez & Murphy, 2011; Nation, 
2013) which learners tend not to focus on. To elaborate, it has been found that individuals 
engaged in message-focused reading spend less time looking at HF words than at LF words, a 
pattern of behavior that is especially evident among readers in L2 (Cop, et al., 2015). Another 
impediment to incidental learning of L2 MWEs is indicated by evidence that many learners—
including quite proficient ones—find it hard to identify the MWEs that they encounter in 
written input (Martinez & Murphy, 2011) even in situations where they have been instructed 
to mark all the MWEs they see and have been given ample time to do so (Eyckmans, Boers, 
& Stengers, 2007).  
Frequency effects on ability to recall deliberately learned L2 vocabulary 
There are reasons to doubt that everything that is true about effects of frequency on a 
person’s ability to process L1 vocabulary is true also with respect to vocabulary in L2. For 
one thing, effects of frequency in the processing of L1 vocabulary seem to be appreciably 
moderated by the subjective familiarity of the vocabulary as well as by the age at which it 
was acquired. It is likely though that neither of these two variables matters as much for L2 
learners as for same-age native-speakers (NSs) since many L2 learners will have acquired 
few if any L2 words at an early age and will have had less time and fewer opportunities to 
develop deep familiarity with a wide range of L2 vocabulary items. Accordingly, possible 
differences between effects of frequency in the processing of L1 and L2 vocabulary have 
been the object of a number of investigations. Most relevant to our purposes are ones relating 
to MWEs (for overviews see Siyanova-Chanturia & Janssen, 2018; Sonbul & Schmitt, 2013.) 
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However, frequency effects in deliberate learning seem to have received comparatively little 
attention in this stream of research; and little more can be said about the available results than 
that they suggest it would be unsafe to assume that frequency effects in deliberate L2 
vocabulary learning will mirror frequency effects seen in L1 and L2 incidental learning or in 
L1 online processing (see Peters, 2014 & 2016, and Sonbul & Schmitt, 2013, for discussion 
of some relevant issues). For example, Lotto & de Groot (1998) found that frequency is 
associated with easier deliberate learning of single words. But there is also evidence that in 
deliberate word learning frequency is less important than it is in incidental word learning 
(Hamrick & Rebuschat, 2014) and that frequency matters much less in deliberate word 
learning than do concreteness of word meaning and cognate status (i.e., whether a word has a 
L1 cognate) (de Groot & Keijzer, 2000). A meta-analysis of 19 primary studies reported by 
Durrant (2014) found mostly small or modest positive effects of frequency on learners’ 
knowledge of collocations following explicit instruction. However, in those studies there was 
little or no focus on free recall of whole MWEs. For example, 63% of the posttests were 
multiple choice tests, meaning that they had to do with form recognition rather than with 
form recall, which may explain the predominance of observed positive effects.   
As might be expected, investigation of frequency effects in MWE learning are 
relatively complex because more measures of frequency may need to be considered than is 
the case for investigations of effects of frequency in word learning and because the measures 
may not strongly correlate, as will be seen. One measure of frequency is of course the 
frequency of each MWE as a whole. A second measure is the combined frequency of the 
constituent content words or, equivalently for statistical analysis, their average frequency. A 
third but so far little used measure is the frequency of the least frequent constituent content 
word. A reason for considering this last measure is evidence referred to further above that LF 
words are particularly likely to attract learners’ attention whereby the forms of LF words tend 
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to be better remembered than the forms of HF words, all else being equal. Further, in the 
context of cued recall it may make sense to separately consider the frequencies of the words 
used as cues and the words figuring as responses (e.g., green.Cuegrass.Response). Additional 
frequency measures have been used as well (e.g., bigram and trigram frequencies) but they 
are beyond the scope of this study (see, for instance, Durrant, 2014).  
Preliminary observations that led us to question the importance of frequency in 
deliberate vocabulary learning were as follows. In one experimental study of the deliberate 
learning of potentially novel L2 English figurative idioms, Eyckmans and Lindstromberg 
(2016) calculated first order correlations and values of r2 with respect to pretest-to-delayed-
posttest gain scores and the frequencies of (a) whole idioms, (b) all constituent content words, 
and (c) the content words figuring as responses in the tests of cued recall. In that study we 
found that no value of r2 exceeded .009. Moreover, the first order Pearson’s correlations were 
not all signed in the same direction. These results suggest that frequency effects could be 
negligible. However, in that study, and in others involving novel MWEs, learners had to cope 
not only with unfamiliar forms but also with the requirement to learn new form-meaning 
mappings and perhaps even new meanings. This is hardly a situation in which it would be 
easy to isolate the effect of frequency on productive form knowledge. More relevant to the 
study we report below is a quasi-experimental study of immediate cued recall of studied L2 
English MWEs that are likely to have been at least somewhat familiar to participating 
learners. In this study Lindstromberg and Eyckmans used a multiple linear regression model 
that included the following explanatory variables: (a) presence-of-assonance, (b) 
concreteness-imageability, (c) mutual information (MI) score, (d) whole-MWE-frequency, 
(e) frequency of first word, and (f) frequency of second word. We found that the three 
frequency variables accounted for less than 1% of variation in test scores; moreover, the first 
order Pearson’s correlations were all small and negative. MI score was another apparently 
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negligible variable (see also Durrant, 2014); whereas concreteness-imageability accounted for 
7.7% of the variation and assonance 3.3%.  
Three meta-analyses 
Introduction 
A statistical meta-analysis (i.e., quantitative research synthesis) is a principled 
approach to synthesizing the results of an original study plus one or more replications. A 
statistical meta-analysis can have at least two goals. One of these is to provide an 
authoritative conclusion about the direction, size, and substantive importance of a focal effect 
or set of effects (e.g., Borenstein, Hedges, Higgins, and Rothstein, 2009). Another goal is that 
of furnishing an interim estimate of a hypothesized effect’s direction and size so that 
members of a research community can better judge whether it merits further investigation and 
so that prospective investigators may be better informed about the likely effect size when 
carrying out a priori estimation of statistical power for the purpose of estimating, say, how 
many experimental participants a replication would require (Anderson & Maxwell, 2016; 
Braver, Theommes, & Rosenthal, 2014; Cumming, 2012, 2014; Mullen, Muellerleihe, & 
Bryant, 2001; Rosenthal, 1990). As indicated by Braver et al. (2014), meta-analyses that are 
informed by this second goal are comparatively prospective, as opposed to summative. 
Importantly, they may include many fewer studies than meta-analyses of the first type, and 
they may repeatedly be extended by adding in new studies in order to gain an increasingly 
precise estimate of ES (e.g., Braver et al., 2014; Cumming, 2012, 2014; Mullen et al., 2016). 
Such ‘continuously cumulating meta-analysis’ (Braver et al., 2014) is likely to be especially 
beneficial in L2 research due to its heavy reliance on small samples of learners and of 
vocabulary items (Lindstromberg & Eyckmans, 2017). In fact, if a fixed-effects approach is 
adopted (see further below) it can be advantageous to meta-analyze as few as two studies due 
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to the potential of meta-analysis to improve the precision of estimates and simultaneously 
increase statistical power (Borenstein et al., 2009; Cumming, 2012): For an example of a two 
study meta-analysis in applied linguistics see Ellis and Sagarra (2011). Each of the new meta-
analyses we report below include eight primary studies. The motive for conducting them was 
to add to the existing sparse evidence about the approximate size and direction of frequency 
effects on the development of productive knowledge of L2 MWEs in situations of deliberate 
learning.  
The purpose and nature of the previously conducted primary studies 
The three small-scale meta-analyses we report concern the following eight quasi-
experimental studies, hereafter referred to as the ‘primary studies’. In more or less 
chronological order they are: Boers, Lindstromberg, & Eyckmans (2012); Boers, 
Lindstromberg, & Eyckmans (2014b), studies 1 and 2;  Boers, Lindstromberg, & Eyckmans 
(2014c), study 2; Lindstromberg & Boers (2008), studies 1 and 2; Lindstromberg & 
Eyckmans (2017); and finally, a pilot study for study 1 of Lindstromberg & Boers (2008).  
All these studies were carried out for a different purpose than that of estimating frequency 
effects. However, data collected in these studies have potential to cast light on such effects 
when they are reanalyzed. To elaborate, all eight studies were designed to investigate 
hypothesized positive mnemonic effects of interword, intraMWE patterns of phonological 
similarity, or sound repetition (SR)–for example, alliteration as in full force, rhyme as in deep 
sleep, and assonance as in town house. The treatment phase of each study included 
researcher-led direction of attention to phonological and orthographic form and, in some 
cases brief researcher-led awareness-raising about SR (see Table 1 for an overview). In all of 
these studies each targeted MWE consists of two words, mostly with the structure Adj.-N or 
N-N. As explained in more detail in the next section, in each study the set of targets included 
sound-repeating (SR) MWEs and nonSR control MWEs. The underlying research hypothesis 
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of these studies was that the forms of deliberately studied SR MWEs would be easier to 
freely recall than nonSR MWEs, on the assumption that free recall of the SR MWEs would 
be facilitated by phonological priming to a much greater degree. These eight studies are the 
only ones chosen for meta-analysis in the current study simply because they are the only ones 
we were able to find that addressed the retrievability of deliberately studied L2 MWEs and 
which did so with the focus on free recall of forms. We excluded studies where the focus was 
on cued recall of forms or on free recall of forms plus recently learned form-meaning 
mappings (a situation that may occur when learners are tested on recently studied MWEs that 
were previously unknown). It may be noteworthy that one relevant published study could not 
be included because the surviving records include only the per-learner posttest scores, not the 
essential per-MWE posttest scores. 
Table 1.  
Overview of the eight original studies. 
Studya  
NLearners & N.MWES 
L1 / Treatment 
 
(1) L & B  
(2008), #1.  
25 & 26 
L1: Dutch. / The learners (Ls) were already familiar with alliteration. The 26 
MWEs were shown on jumbled cards. (There were 26 cards per set).  
(1) Dictation of the MWEs in pairs/threes: Ten Ls dictated; 15 wrote the 
MWEs down. (2) Individually, each L sorted a set of jumbled cards into a pile 
for alliterative MWEs (Allits) and a pile for nonalliterative MWEs (nonAllits). 
(2) Pilot for the 
study above. 
6 & 22 
 
L1: German or Russian. / The procedure was the same as above.  
 
(3) L & B  
(2008), #2.  
31 & 24 
L1: Dutch. / Similar to the above but with no dictation. The Ls each sorted 24 
cards, each showing one MWE that rhymes, alliterates, assonates, or is nonSR. 
There were six MWEs of each type. The task was to sort the MWEs four ways 
according to sound pattern. Beforehand, there was general awareness-raising 
about pleasing patterns of sound repetition but not about specific patterns.  
(4) B, L, & E 
(2012). 
L1: Malaysian or Chinese. / The teacher called out the focal MWEs (matched 
Allits and nonAllits) plus nonAllit filler MWEs in jumbled order. The Ls 
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 27 & 30 chorally recited each MWE and then wrote it down. There was no awareness 
raising about SR.  
(5) B, L & E 
(2014a), # 1. 
55 & 20 
L1: Malaysian or Chinese.  / The procedure was essentially the same as for 
Study 4 above except that now half the targeted MWEs were assonant rather 
than alliterative. 
(6) B, L & E 
(2014a), #1  
44 & 20 
L1: Dutch. / The procedure was the same as for Study 6 above except that, 
additionally, there was prior awareness raising about assonance and, just 
following the dictation the learners were asked to identify the MWEs that show 
assonance. 
 
(7) B, E, & L 
(2014), #2. 
47 & 28 
L1:  Dutch. / The teacher called out each of the 28 focal MWEs twice, along 
with fillers. The 47 Ls were to repeat each MWE subvocally, locate it on a 
jumbled list, and assign it a 2, 1, or 0 according to whether they thought they 
heard, read, or used the MWE often, sometimes, or (almost) never. Then Ls 
dictated the MWEs to each other. 
 
(8) L & E (2017). 
81 & 28 
L1: Dutch. / The teacher dictated the targeted MWEs in jumbled order. 
Following this, there was awareness-raising about assonance. Then learners 
were asked to examine the dictated MWEs and mark the ones that do not 
assonate. 
Note.  B = Boers; E = Eyckmans; L = Lindstromberg. 
Learners, stimulus expressions, and procedures in the original studies 
Learners. The 406 learners who participated in the eight primary studies were all 
adults, of whom nearly 80% were L1 Dutch university students around 20 years of age. All 
the learners were at least at B2 level according to the Common European Framework of 
Reference for Languages (CEFR), which corresponds to an IELTS score of 5 to 6.5. Note that 
406 is about seven times the median sample size in L2 (quasi)experimental studies with a 
between groups or mixed design (Lindstromberg, 2016, pp. 746-747).  
Stimulus expressions. In each of the studies the to-be-learned MWEs were selected 
nonrandomly from larger lists of candidate MWEs. The goal was always to screen out MWEs 
that are conspicuously idiomatic, rare, obscure in meaning or associated only with a 
particular variety of English. Also excluded were MWEs containing a word judged to be 
highly emotive (e.g., sex, death) or a word denoting an animal. These exclusions were 
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implemented in order to minimize the possibility of floor or ceiling effects among the 
eventual per-MWE test scores. (Regarding the superior memorability of emotive and animate 
words see, respectively, Schmidt, 2011, and VanArsdall, et al., 2013). An additional goal 
when selecting to-be-learned MWEs was to achieve an approximate overall balance between 
the SR and the control MWEs in terms of syllable count, types of syllable structure, 
constituent word frequency, concreteness-imageability rating, and (in some cases) mutual 
information score. Concreteness is an especially important predictor of the ease with which 
lexical items can be recalled (e.g., West & Holcomb, 2000). Concreteness correlates so 
strongly (r ≈ .80 – .90) with another important variable, imageability of meaning (Paivio, 
1986), that in some of the primary studies (and in our new meta-analytic study as well) we 
followed many other researchers (e.g., Dellantonio, Mulatti, Pastore, & Job, 2014; Reilly & 
Kean, 2007) in using just one of these variables to stand for both.  
Finally, across the eight studies, 139 different MWEs were targeted (see the 
Appendix). Of these, 97 (70%) were used in only one study, 21 (15%) were used in two 
studies, 19 in three studies (13.5%), and two (1.5%) in four studies. To put the total of unique 
MWEs in perspective, in a survey of L2 (quasi)experimental research reports appearing in 
one journal over 20 years, Lindstromberg (2016, p. 747) found that 15 was the median 
number of linguistic items targeted in the studies in which dependent measures such as test 
scores were aggregated (i.e., subtotalled) by vocabulary items. Our overall sample of unique 
MWEs is more than nine times larger than this. 
Procedures. In the treatment phase of each of the primary studies the participating 
learners encountered all the to-be-learned MWEs either in a random order or in a quasi-
random order that avoided juxtaposition of any matched-MWEs such as town house.SR and 
town square.nonSR. In most of the studies there was an interlude between the treatment and the 
immediate posttest during which learners were asked to engage in an unrelated activity 
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lasting a minute or more. The purpose of this was to disrupt attempts by learners to mentally 
rehearse the studied MWEs.  As mentioned, Table 1 (above) provides an overview of the 
treatments. 
A new meta-analytic study 
Introduction 
In our reanalysis of the data from the primary studies, the dependent variable 
remained the productive knowledge of form as measured by the per-MWE free recall scores. 
We focused on the immediate and near immediate posttests (hereafter, referred to as 
‘immediate posttests’ or ‘(near) immediate posttests’) rather than any delayed posttests 
because some of the studies either had no delayed posttest or else the delayed test was a test 
of cued recall or of recognition. The focal explanatory variable was frequency, as measured 
by (a) whole MWE frequencies, (b) per-MWE total constituent word frequencies, and (c) 
frequencies of the least frequent word in each MWE. To illustrate the latter measure, speed is 
the least frequent word in the expression high speed. Our rationale for including this last 
measure is as follows. On the basis of past experience we expected LF words to be more 
readily recalled after a session of deliberate learning than HF words. Thus, we expected the 
MWEs containing words of comparatively low frequency to be comparatively well recalled as 
well. The theoretical grounds for our expectation are as follows. In currently dominant 
connectionist models of language production (e.g., Dell & Gordon, 2003), people’s mental 
representations of words that they have experienced in close association are likely to be 
neurologically linked, whether strongly or weakly. Given interword associations of this kind, 
recalling any given word in a cluster of associated familiar words has the potential to trigger 
recall of another word in the cluster through spreading activation (e.g., Loftus & Loftus, 
1974). What is relevant here is that the constituent words of a MWE are ipso facto associated 
for anyone who knows the MWE. As might therefore be expected, it has been found that one 
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word in a familiar two-word MWE can serve as an effective retrieval cue for the other word, 
although nouns tend to be better cues than, say, adjectives while concrete words tend to be 
much better cues than abstract words, which may in fact have negligible cuing potential 
(Begg, 1972).2 So, we speculated that if studied LF words are more likely to be recalled than 
studied HF words (for reasons outlined in the literature review further above), then the 
following scenario is somewhat more likely to play out in the case of LF words than in the 
case of HF words: First, one constituent word of a MWE is immediately recalled. Having 
been recalled, it can then act as a retrieval cue for the other word, if that word was not 
immediately recalled as well (cf., Sonbul & Schmitt’s, 2013, discussion of ‘collocation 
priming’). If this scenario actually happens, it could account for a negative correlation 
between frequency and MWE recall.  
Two potential moderating explanatory variables were also of concern. One of these 
was sound repetition (SR), which was dummy coded 1 for ‘present’ or 0 for ‘absent’. We 
thought it necessary to include this variable in our regression models owing to the fact that it 
had been the focal explanatory variable in the primary studies. The second potential 
moderating explanatory variable was concreteness. It was included especially because LF 
English words tend to be somewhat more imageable (and therefore more concrete) than 
otherwise similar English HF words (e.g., Stadthagen-Gonzales & Davis, 2006). We focused 
on concreteness rather than imageability because of the availability of a list of 40,000 
recently collected concreteness ratings for word and MWE lemmas compiled by Brysbaert, 
Warriner, and Kuperman (2014; see http://crr.ugent.be/archives/1330). In this list we were 
able to find ratings for about 20% of the MWEs targeted in the eight primary studies. To 
obtain ratings for the remaining MWEs we used the mean of the ratings given for the two 
constituent words of each one. As it happens, BWK’s list gives no ratings for a few of the 
constituent words. So in each of these cases we used the rating given for a related word or a 
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synonym. Generally, the alternative word differs from the target word only in part of speech. 
For example, one targeted MWE is good guess; there being no rating for guess (noun), we 
used the rating for guess (verb). In two cases though we had to use the rating of a synonym. 
So, for kind (adjective) we used the rating given for kind-hearted and for use (noun) we used 
the rating for function (noun).  
Returning now to frequency, we used the values (obtained from COCA) that were 
given in the original reports. In cases where frequencies were not reported, we used COCA to 
get them anew for the present study. As pointed out by a reviewer, it is possible that 
frequencies might not be commensurable from one study to another because even though 
each individual study used frequencies collected from COCA at about the same time (usually 
within the same week), the time (e.g., the year) was different for different studies. This could 
matter because COCA grows by 20 million words a year. Due to COCA’s policy of 
maintaining about the same genre balance from year to year (Davies, 2017), one might expect 
relative word frequencies to be quite stable from year to year. To check, we used the 
statistical freeware R (R Core Team, 2018) to randomly sample 150 items from COCA’s 
5000 most frequent word lemmas. We then used COCA’s online search facility to find the 
frequencies of each of those items (more exactly, the frequencies of the corresponding base 
forms) in the sub-corpora that were added to COCA during six multi-year periods from 1990 
through 2017. We chose the 5000 lemma list because it covers almost all of the words 
appearing in the MWEs targeted in the eight primary studies. The correlations shown in 
Table 2 indicate that relative frequencies of words in the 5000 lemma list have tended to be 
stable. We therefore conclude that it is safe to meta-analyze studies that used COCA 
frequencies from different years. 
 
Table 2.  
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Correlations between COCA word frequencies in sub-corpora collected in adjacent spans of 
years.a 
The periods 
compared → 
1990-94 
and 
1995-1999 
1995-99 
and 
2000-2004 
2000-2004 
and 
2005-2009 
2005-2009 
and 
2010-2014 
2010-2014 
and 
2015-2017 
Pearson’s r on 
logged 
frequencies 
.938 
.855―.985b 
.984 
.971―.992b 
.989 
.982―.994b 
.991 
.986―.995b 
.919 
.834―.973b 
Spearman’s r .92 .97 .98 .98 .89 
Notes. 
a. The first five periods span five years; the sixth spans only three years.   
b. Bootstrapped 95% confidence interval (10000 iterations).  
 
Research questions  
The present study was intended to address the following questions with respect to 
each of our three measures of frequency (i.e., whole MWE frequency, MWE total constituent 
word frequency, frequency of the least frequent word in each MWE) and its observed effect 
on (near) immediate free recall of the forms of studied MWEs:  
(1) Is the effect positive or negative?  
(2) How big is it?  
(3) Does it seem big enough to have substantive significance? 
Owing to our previous experience in investigating the deliberate learning of L2 
MWEs and owing to our readings in the literature on frequency effects on the item recall, we 
expected to observe a small to moderate negative effect. That said, we were mindful that 
disparate results have been reported in the literature. We were mindful too of the fact that 
only eight of the targeted MWEs include a word lemma that is outside the 5000 most frequent 
word lemmas in COCA. (The least frequent of these words is sadly.)  Therefore, the 
constituent words figuring in the primary studies might not fully display the unusual 
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structural characteristics of LF words that tend to attract learners’ attention most strongly, 
meaning that any moderating effects of novelty and distinctiveness could be attenuated. 
Data analysis: Final steps before the meta-analysis 
Following normal practice (Baayen, 2008) we converted our sets of frequencies to 
(natural) logarithms. (Table 3 shows how the three frequency measures correlate in our data.) 
Then, proceeding study by study, we used R to test a simple additive multiple linear 
regression model for each primary study. As already indicated, the outcome variable in this 
model is Recall while the explanatory variables are Frequency (the focus) along with 
Concreteness and SR (sound repetition) as covariates. In two of the eight primary studies, 
some of the constituent words were polysyllabic. For these studies, we also ran models with 
Number of Syllables as covariate; but we eliminated this variable during the model 
comparison stage of data analysis owing to its lack of statistically and substantively 
significant explanatory power. For our regression models, the measure of the size of the 
effect of frequency was its semi-partial correlation, rSP.
3 Each value of rSP for Frequency 
expresses the correlation between Recall and that part of Frequency that is independent of 
Concreteness and SR. (For further discussion of rSP and for details of its use in meta-analysis 
see Aloe & Becker, 2012).  
Table 3.  
Pearson’s correlations between the three sets of logged frequencies for the 139 unique 
multiword expressions (MWEs) 
Frequency Measures   ↓    → Whole MWE Total word frequency 
Both words combined .54 -- 
Least frequent word .51 .66 
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As already stated our measure of form recall was the per MWE test scores, that is, the 
number of learners who had recalled each MWE. Formerly, the use of such ‘by item’ scores 
was standard practice; but a better, contemporary approach involves use of mixed-effects 
logistic multiple linear regression (Baayen, 2008). This superior option was not open to us 
because the surviving records for a few of the early studies were insufficiently detailed. 
Specifically, only aggregated scores survived, meaning that we knew how many learners had 
recalled each MWE and how many MWEs had been recalled by each learner but we could 
not tell which learners had recalled which MWEs. Our need to rely on scores aggregated by 
MWEs left us with a technical problem that mixed-effects regression automatically solves. 
To explain, key inputs for the meta-analyses were, for each study, the observed value of rSP 
from each study and the sample size. One might at first think the sample size would be 
equivalent to the number of targeted MWEs (Mdn = 25). However, the eight primary studies 
involved quite different numbers of learners (Range: 6-81, Mdn = 37.5). To illustrate, two of 
the eight studies targeted 24 MWEs, namely, Lindstromberg and Boers (2008, Study 1) and 
Lindstromberg and Eyckmans (2017). However, the first of these studies involved 25 learners 
whereas the second involved 81. The estimate of rSP stemming from the study with 81 
learners should carry more weight in a meta-analysis for at least two reasons. First, all else 
being equal, that study would have the most statistical power and would accordingly yield the 
most precise and credible estimate of rSP in the population. Second, in studies with our 
experimental design statistical power is largely a function of the product of n.MWEs and 
n.learners (Westfall, Kenny, & Judd, 2014). So what is wanted is a way to reduce the original 
two-fold sample size of each study to a single number that takes account of the relation 
between this product and statistical power. The problem here is analogous to the problem 
faced by someone wanting to find a good way to compare the sizes of fields that have 
disparate rectangular shapes. As we know, a common way to do this is to calculate and 
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compare the fields’ areas. One can go further and re-express each rectangular field as a 
square field of equivalent area. Then, a side of the square is equal in length to the square root 
of the area. From mathematics classes we may remember that the number representing this 
side-length is in fact the geometric mean (GM) of the height and width of each original 
rectangle since GMx&y.= sq. root(x times y).  These GMs can be used to rank the fields by 
size in a way that takes the differing products of the original heights and widths into account. 
Of course, the fields could also be ranked by area; but areas are measured not in lengths but 
in squared lengths (e.g., square meters), which may not be convenient for some purposes. So, 
following the gist of the procedure just outlined, we calculated the GM of each study’s n.MWEs 
and n.learners and fed the GM into the software as the study sample size. To illustrate, the GM 
of n.MWEs = 24 and n.learners = 25 is 24.4949 and the GM of n.MWEs = 24 and n.learners = 81 is 
44.09082, whereby the latter study is upweighted compared to the former one—but not as 
radically as would happen if the arithmetic mean or median were used on the false 
assumption that there is an additive relation between statistical power and n.MWEs and n.learners. 
For example, the mean and median of 24 and 25 are both 24.5 whereas for 24 and 81 they are 
both 52.5.4 
The meta-analytic approach 
To run the meta-analyses, one for each measure of frequency, we used the R package 
metafor (Viechtbauer, 2010), which implements approaches to meta-analysis described by 
Borenstein et al. (2009). Following the recommendation of Borenstein et al. we used random-
effects (RE) meta-analysis which, unlike fixed-effects (FE) meta-analysis, allows for the 
possibility that the magnitude of the true effect of frequency might be different in studies in 
which learners experienced different conditions of attention direction. A RE meta-analysis 
tends to yield an overall estimate of ES that has a wider CI than the CI of a corresponding FE 
meta-analysis, for which reason RE meta-analysis may be regarded as comparatively 
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conservative. A caveat is that for RE meta-analysis it seems advisable to have at least six 
primary studies (Borenstein et al.; see also Guolo & Varin, 2017). Because our meta-analysis 
covered eight primary studies, which is still a relatively small number, we used an RE 
approach that includes a correction which controls the Type I error rate when the number of 
primary studies is, say, less than ten.5  
Results of the meta-analyses 
Notwithstanding our choice of RE meta-analysis, we expected the observed effects of 
frequency to be similar from study to study given that the eight studies used essentially the 
same design to address the same or similar research questions, even though the attention 
direction tasks were different in some cases. The statistics given in Table 4 indicate that our 
expectation was borne out, especially with respect to the effect of the frequency of the least 
frequent word. For example, the values of I2 shown in the middle of the table are interpretable 
as measures of the between-study heterogeneity of observed effects. For values of I2 the 
following benchmarks have been suggested: 25% = low, 50% = moderate, 75% = high 
(Borenstein et al., 2009, pp. 117-122). Thus, our observed levels of heterogeneity ranged 
from extremely low to moderate. It seems noteworthy here that the effect of whole MWE 
frequency was the most heterogeneous, that is, the least consistent. This is perhaps 
unsurprising given the potential for the processing of MWEs to be more complex than the 
processing of single words. Lastly, the Q statistic (Table 4, right column) is used for testing 
the null hypothesis that the primary studies share a common effect size. The three 
nonsignificant p values indicate that this hypothesis is neither rejected nor accepted. 
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Table 4.  
Diagnostics of the consistency and heterogeneity of observed effects in the eight primary 
studies 
RANDOM-EFFECTS MODEL (K = 10; TAU2 ESTIMATOR: REML) 
INDEX OF FREQUENCY I2  Q, df = 7 
Least Frequent Word 0% 4.31, p = .74 
Total Words 36.1% 10.61, p = .16 
Whole MWE 44.8% 12.26, p = .09 
 
We now turn from diagnostic statistics to the key results of the three meta-analyses, 
beginning with the meta-analysis having to do with the effect of the least frequent word. Let 
us focus first of all on Figure 1, which includes graphical representations of the eight 95% 
confidence intervals (CIs) for the eight values of rSP. A notable feature of these graphics is 
that the area of the box in the center of each CI is proportional to the weight given to that 
value of rSP in the meta-analysis. The smallest box and, accordingly, the widest CI pertains to 
the pilot study involving just six learners. Another notable feature is the laterally stretched 
black diamond in the bottom part of the figure: This represents the CI for the overall 
averaged, or pooled, estimate of rho which, given our RE approach, is the mean of the 
various potentially different true effects (i.e., the various true semi-partial correlations) that 
are associated with the various ways of directing learners’ attention to phonological forms. If 
we square the estimate of rho—which is -.14 or, more exactly, -0.138845—we get rSP2 = .019 
→ 1.9% as an estimate of the percentage of variation in free recall that is accounted for by 
the frequency of an MWE’s least frequent word following some kind of direction of attention 
to phonological forms. While this percentage is indicative of an effect which will be of minor 
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practical significance in many situations (cf., Ellis, 2010, p. 41), in a context such as 
vocabulary learning where effects are ongoing and likely to accumulate an effect that is 
numerically much smaller than this can have appreciable practical significance (Abelson, 
1985). We should note though that the range of effects indicated by the CI is quite wide: The 
value of rSP
2 corresponding to the ‘left’ limit of the CI equates to 5.7% of variation explained 
(indicative of a fairly solid practical significance) while the value of rSP
2 corresponding to the 
other limit of the CI equates to just a bit more than 0.1%.  
 
Figure 1.  
A forest plot giving an overview of the results of the meta-analysis relating to the 
(logged) frequency of the least frequent constituent word in a MWE. The measure of 
effect size (ES) is the semi-partial correlation, rSP, and rho is the mean population 
semi-partial correlation that is being estimated.  Note also that B = Boers, E = 
Eyckmans, L = Lindstromberg, and exp = experiment.  
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Statistics for the other two meta-analyses are given in Table 5. As can be seen, the 
pooled estimate of ES for total constituent word frequency is almost the same as the estimate 
for frequency of the least frequent word (see Figure 1). In contrast, the small positive 
estimate for whole MWE frequency corresponds essentially to a null effect (rSP
2 = .001). It 
might be deemed prudent to control of our overall Type I error rate by means of, say, a 
Bonferroni-type correction such as Hochberg’s procedure. If this were done, only the p value 
shown in Figure 1 would remain significant. However, such procedures are known to be 
overly conservative when significance tests are positively correlated (e.g., Conneely & 
Boehnke, 2007), which our three tests undoubtedly are (as can be inferred from Table 3). 
Finally, it may be of interest that in the regression models for the primary studies, 
Concreteness virtually always had much more explanatory power than either SR or 
Frequency, whose observed ESs were almost always in different directions from each other 
and usually p > .05.  
Table 5.  
Statistics for the meta-analyses of the effects of total constituent word frequency (TCW) 
and whole MWE frequency. The semi-partial correlation is the measure of effect size (ES). 
The outcome variable is (near) immediate free recall. 
MEASURE OF 
FREQUENCY 
POOLED 
ESTIMATE OF ES 
STANDARD 
ERROR 
95% CI OF THE 
ESTIMATE 
z  P 
TCW -.16 0.07 -.31 ↔ -.004 -2.42 .046* 
Whole MWE .04 0.07 -.13 ↔ .20 0.53  .617 
 
Summary and discussion 
The study reported above casts light on an important but little investigated matter—
the effect of frequency on L2 learners’ ability to recall MWE forms in a situation of 
 The effect of frequency 27 
 
deliberate learning. Our three research questions concern the direction of any such frequency 
effect, its size, and its practical importance. Our measures of frequency were the frequency 
of the least frequent word (LFW), total constituent word (TCW) frequency, and whole MWE 
frequency. Our conclusions regarding our research questions differ somewhat depending on 
the frequency measure. Going by TCW frequency and, especially, LFW frequency, we 
conclude that the effect of frequency on MWE recall is negative and rather small but that it 
may nevertheless be large enough have practical significance given that the effect could 
operate in many encounters with MWEs throughout years of learning. Our results for whole 
MWE frequency are quite vague: The point estimate is trivially positive, but the confidence 
interval (or CI)—about 60% of which lies above zero—includes both negative and, 
especially, positive effect sizes that could conceivably have practical significance. As to the 
three measures of frequency, it appears that the most sensitive one for the purpose at hand is 
LFW frequency and that whole MWE frequency is the least sensitive. This conclusion is 
indicated partly by the fact that the CI for the estimate of the pooled effect of whole MWE 
frequency straddles zero but most especially by the fact that this CI is 65% wider and 
correspondingly less informative than the CI for estimated pooled effect of LFW frequency. 
(Prior evidence suggests that LFW frequency should be the better measure anyway: Recall 
our earlier discussion of findings that comparatively infrequent words attract a 
disproportionate amount of attention.) Turning now to TCW frequency, it seems that as a 
measure it may at best be redundant for the purpose it served in our study. For one thing 
TCW frequency is strongly correlated with LFW frequency (see Table 3). For another, the CI 
for its overall estimate of effect is also comparatively wide, being 54% wider than the 
corresponding CI for the effect of LFW frequency.  
Limitations 
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We must stress that our conclusions must be regarded as tentative owing to the 
limitations of our study. First, all three of our meta-analyses are small in scale. Second, the 
primary studies should also be regarded as small in scale even though the average sample 
sizes of learners and linguistic items were above average for L2 research. Third, none of the 
primary studies featured random selection of the to-be-learned MWEs from a large pool of 
candidate MWEs representative of MWEs that the participating learners were likely to know. 
This absence of randomization means that there is no way of assessing the extent to which 
our results may have been biased by variables (apart from concreteness and SR) with known 
or likely potential to influence retrieval of lexical items from episodic memory—for instance, 
bigram frequency, phonological neighbourhood density, and cognateness (De Groot & 
Keijzer, 2000), to mention just three of many uncontrolled variables. This limitation is of 
course inherent to quasi-experimental studies. Fourth, 20% of the 139 unique stimulus MWEs 
were used in more than one study. Although the resulting repeated measurements may have 
led to some increased measurement reliability, our estimates of effect size are bound to be 
less generalizable than they would be if each study had used entirely different MWEs. Fifth, 
our traditional, by-items approach to the statistical analysis of test scores restricts the 
possibility of generalizing to MWEs other than the ones actually targeted in the primary 
studies (Baayen, 2008). Regarding what might appear to be a sixth limitation, we should 
reiterate that our study is based on data from primary studies involving MWEs consisting of 
words that participating learners were highly likely to have already learned, receptively at 
least. The rationale for targeting such expressions in a study of form retrievabilityl has to do 
with evidence that learners generally lack sufficient processing capacity to focus on forms 
and on new meanings or on new form-meaning mappings at the same time (Barcroft, 2015). 
Thus, targeting expressions whose meanings are known may permit retrievability of their 
forms to be investigated against a less noisy background. This was a key consideration also in 
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the primary studies where the focal explanatory variable was the presence/absence of a 
pattern of interword sound repetition, which is a type of form variable. As to the current 
study, a second rationale for targeting MWEs made up of words that learners are likely to 
know at least receptively is that (for reasons already outlined) any given learner may not yet 
have developed productive knowledge of many potentially useful MWEs composed of 
familiar, relatively high frequency (HF) words: We have referred to evidence that HF words, 
and therefore probably also the MWEs in which they occur, tend to be given comparatively 
little attention when encountered in ordinary input. As noted too, MWEs made up of HF 
words may be hard to learn because these words are particularly likely to be confusable 
(Martinez & Murphy, 2011). For one thing, many HF words are polysemic with common 
delexicalized uses, and their meanings tend to be of comparatively low imageability (e.g., 
Tellings, et al., 2013). Both of these characteristics are likely to be associated with common 
learner errors of word choice—as in do a mess* and make an experience*, where the relevant 
verbs (do, make, and also have) are all polysemic and relatively unimageable as well. While 
L1 influence is often the likeliest origin of such errors, polysemy and low imageability may 
hinder eventual adoption of conventional forms even when these forms occur quite frequently 
in input. For further discussion of these and related issues see especially Boers et al. (2014) 
and Boers, Dang, & Strong (2017).  
Conclusion 
As mentioned, we carried out the three meta-analyses in order to provide interim 
estimates of effect size. The ideal way to obtain more precise estimates of the relevant 
frequency effect(s), would be to carry out one or more relatively large-scale studies that are 
free from the limitations of the eight primary studies upon we based our meta-analyses. In 
particular, targeted MWEs should be selected entirely at random from a very large pool of 
candidate MWEs. If it were established that frequency has a weak positive effect or else a 
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negative effect on ability to recall the form of a MWE, there would be at least two 
implications. The first concerns HF MWEs made up of HF words: MWEs of this kind which 
are not yet known productively would be prime targets for extra pedagogical attention not 
only on account of their probable usefulness but also because of the likelihood that their HF 
status could not be relied on to facilitate form acquisition in the absence of extra pedagogical 
attention. Second, if there is indeed a low frequency (LF) advantage in form recall, there 
could also be a practical advantage in increasing the targeting of MWEs that include one or 
more LF words on the grounds that productive knowledge of these MWEs may be gained 
relatively quickly, provided of course that the meanings of the MWEs and their constituent 
words are not difficult to learn beforehand. If this latter course of action were adopted, it 
would be reasonable to prioritize those LF-word MWEs which have one or more additional 
characteristics known to facilitate acquisition, for example, animacy (VanArsdall et al., 
2013), cognateness (De Groot &  Keijzer, 2000), a high degree of concreteness (De Groot & 
Keijzer, 2000), enactability (Asher, 1969; Cohen, 1989), high imageability (Paivio & 
Desrochers, 1979), and the presence of interword sound repetition (e.g., Boers & 
Lindstromberg, 2009). With specific respect to forms, regardless of any frequency effect it 
makes sense for teachers to alert learners to the presence of any facilitative formal 
characteristics that an appreciable proportion of learners will probably overlook—for 
example, cognateness and the presence sound repetition.  
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Notes 
1. A ‘base word’ is the uninflected form of a word (e.g., hit as opposed to hits and 
hitting). A ‘lemma’ is base word and its inflected forms. Thus, the frequency of a 
lemma cannot be less than the frequency of its corresponding base word. As with a 
single word, the frequency of a MWE can be measured in terms of its lemma or in 
terms of any of its of fixed forms, such as its canonical base form.  
2. See Durrant and Doherty (2010) for a relevant discussion of types of association 
between constituent words in L1 and L2 MWEs. 
3. Consider a regression model with three explanatory variables (EVs) A, B, and C. We 
can calculate rSP for variable A, for example, as follows: We test the full model that 
includes all three EVs A, B, and C and also a model that includes A and B but not C. 
We take the value of R2 for the second model and subtract it from the value of R2for 
the full model. The result is rSP
2 for variable A. This expresses the amount of variation 
in the dependent variable that is attributable to A over and above the variation 
attributable to B and C. To get rSP we take the square root of rSP
2. 
4. The geometric mean (GM) is used for various purposes in a wide range of fields 
including medical research. For our purposes the GM has two advantages. First, it can 
be used to find an average of things that are different, such as weight and height. 
Second, the GM of two unequal positive numbers is always less than their mean or 
median, which can make the GM especially suitable when a lower or upper value is 
extreme. For nontechnical overviews see McChesney (2016) and 
http://www.statisticshowto.com/geometric-mean-2/.  
5. This is the Knapp-Hartung correction. For discussion and positive evaluation, see 
Guolo & Varin (2017). 
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Appendix 
THE 139 MULTI-WORD EXPRESSIONS TARGETED IN THE EIGHT PRIMARY STUDIESa 
1 badly beaten  golf course  quick stop 
2 badly injured  good guess  quick trip 
3 bath soap  green grass  quiet corner 
4 bean soup  grey hair  quiet room 
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5 bird bath  hair loss  raindrop* 
6 bread bin  hard work  rapid rise 
7 brick wall  heat loss  right hand 
8 car crime  high price  ring road 
9 cellar door  high rate  rocky slope 
10 cheap seat  hill top  rubber ball 
11 check list  hot drink  rubber glove 
12 clear glass  important point  sadly misunderstood 
13 cotton cloth  important thing  sadly neglected 
14 cowboy*  job loss  safe place 
15 current level  key hole  sandy shore 
16 current pace  kind heart  sea salt 
17 current trend  lamp light  sea side* 
18 dark shape  land mass  sharp sound 
19 daydream*  land use  short nap 
20 deep hole   leather seat  slippery road 
21 deep sea  life time  slippery slope 
22 deep sleep  long life  small talk 
23 designer jeans  long way  soft cloth 
24 designer shirt  loud noise  soft ground 
25 desk chair  loud sound  soft job 
26 effective means  main gate  some chance 
27 effective trick  main road  steam train 
28 expensive deal  metal roof  stone steps 
29 expensive piece  milkman*  strong bond 
30 fair deal  name game  sudden halt 
31 fair share  new car  sunlight* 
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32 fast food  nice place  sunset* 
33 fine wine  nice try  tall man 
34 firm hold  night light  tall tree 
35 fish dish  no news  tea time 
36 fish pond  note pad  time frame 
37 floor lamp  paint brush  time span 
38 free lunch  paper sack  tool box 
39 free ride  phone call  town house 
40 fresh air  plain talk  town square 
41 fruit tree  plastic pipe  water mill 
42 full force  popular appeal  west wind 
43 full speed  popular demand  wild child 
44 garden gate  price war  wish list 
45 gas tank  private collection  wood frame 
46 gift card  private property  workplace* 
47 gift list     
 
 
Notes. 
a. Asterisks highlight eight targeted expressions which that seem easy to interpret 
compositionally (i.e., as two words) but which are commonly spelled as one word in 
contemporary English.  
b. The number of MWEs having two, three, four, and five syllables is, respectively: 108, 
18, 13, and 1.  
c. All but two of the MWEs (i.e., no news and some chance) have the phrase structure 
Adj-N or N-N. 
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Reviewer #3:  
…”I only have a few comments (mostly related to the structure of the text):  
-  Research questions: "with respect to each of our three measures": it would be useful to repeat the 
measures here (whole MWE frequencies, MWE total constituent word frequencies, frequencies of the 
least frequent word in each MWE).  
## This has been done. 
-       It would be easier to read the conclusion if it were more clearly organized in function of the three 
measures of frequency or the research questions.  
## A good deal of reorganization and rewriting has been done in the first part of the original conclusion 
response to this recommendation. 
-       The conclusion section is rather long. I think I would add separate sections: discussion, limitations, 
conclusion,… 
## This has been done. 
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