Abstract. We prove necessary and sufficient conditions for a Calderón-Zygmund operator to be compact at the endpoint from
Introduction
The paper [9] introduced a new T (1) Theory to study compactness of singular integral operators. Its main result provided necessary and sufficient conditions for operators associated with classical Calderón-Zygmund kernels to be compact on L p (R) for all 1 < p < ∞. This characterization was expressed in terms of three conditions: the decay of the derivative of the kernel along the direction of the diagonal, an appropriate 'weak compactness condition', and the membership of properly constructed T (1) and T * (1) functions to the space CMO(R). Here, the latter space is defined as the closure in BMO(R) of the space of continuous functions vanishing at infinity. Later, in [6] , the endpoint case of compactness from L ∞ (R) into CMO(R) was obtained. We note that, although the results in the two above-mentioned papers were proven in the context of functions defined on R, the results and techniques developed also hold in the multi-dimensional setting. See, for instance, the preprint [10] which contains the proof of a global T (b) theorem for compactness of singular integrals in R d . A natural question is whether one can obtain the two remaining endpoint results, namely, compactness from
A little bit of thought shows that the former case is an immediate consequence of [6] and Schauder's Theorem, which states that an operator between two Banach spaces, T : X → Y , is compact if and only if the same holds true for T * : Y * → X * (see e.g. [8] ). The point of this paper is to prove that the latter endpoint result also holds.
Although both results are the natural extensions of the classical endpoint theorems for boundedness, the method used to prove compactness from
is very different from the standard one. It is true that the demonstration follows the same general scheme and shares identical initial steps as in the proof of boundedness. However, the standard reasoning comes to a halt when applied to the orthogonal projection operator, which is an element completely absent in the classical proof. This difficulty forces one to perform the operator analysis in a different way, more in accordance with the ideas carried out to show compactness at the non-endpoint case [9] .
Since the current project is the continuation of [9] , we often cite this paper for detailed references about the notation and the definitions we use, and also for proofs of those results that we merely state. And yet, we intend to present a paper as self-contained as possible. B λ = λB = (−λ/2, λ/2) d . We denote by | · | p , with 0 < p ≤ ∞, the p -norm in R d and by | · | the modulus of a complex number. Hopefully, this notation will not cause any confusion with the one we use for the volume of a cube.
Given two cubes I, J ⊂ R d , we denote by I, J any cube with minimal side length containing I ∪J and write its side length by diam(I ∪J). If there is more than one cube satisfying these conditions, we will simply select one and refer to it as I, J regardless of the choice.
We note that if
) is the length of I i , J i , the smallest interval containing I i and J i . Therefore, we have the following equivalences
We also define the relative distance between I and J by
, which is comparable to max(1, n) where n is the smallest number of times the larger cube needs to be shifted a distance equal to its side length so that it contains the smaller one. Note that from the above, we have 1
We also define the eccentricity of I and J to be
Finally, we say that a cube I is dyadic if I = 2
and denote by C and D the families of all cubes and all dyadic cubes in R d , respectively.
Definition 2.1. For every M ∈ N, we define C M to be the family of all cubes in
For every fixed M , we will call the cubes in C M and D M lagom 1 cubes and dyadic lagom cubes respectively.
Remark 2.2. Note that
I ∈ C M implies that 2 −M (2 M + |c(I)| ∞ ) ≤ M , and so |c(I)| ∞ ≤ (M − 1)2 M . Therefore, in this case, I ⊂ B M 2 M with 2 −M ≤ (I). On the other hand, I / ∈ C M implies either (I) > 2 M or (I) < 2 −M , or 2 −M ≤ (I) ≤ 2 M with |c(I)| ∞ > (M − 1)2 M .
2.2.
Compact Calderón-Zygmund kernels and associated operators. We define the type of kernels that can be associated with compact operators.
constitute a set of admissible functions if the following limits hold
Remark 2.4. Since any fixed dilation of an admissible function is again admissible, we will often omit all universal constants appearing in the argument of these functions.
C is called a compact Calderón-Zygmund kernel if it is bounded in its domain and there exist 0 < δ < 1, C > 0, and admissible functions L, S, D such that
We use the standard definition of multi-indices:
equipped with the family of seminorms · α,β is a Fréchet space. Then, we can also define its dual space S N (R d ) equipped with the dual topology which turns out to be a subspace of the space of multidimensional tempered distributions. We write S(R d ) for the classical Schwartz space.
be a linear operator which is continuous with respect to the topology of S N (R d ) and the dual topology of S N (R d ) . We say that T is associated with a compact Calderón-Zygmund kernel K if for all f, g ∈ S N (R d ) with disjoint compact supports, the action of T f as a distribution satisfies the following integral representation
2.3. The weak compactness condition.
-normalized bump function adapted to I with constant C > 0 and order N ∈ N if, for all multi-indices 0 ≤ |α| ≤ N , it holds that
Observe that, for N p > d, the bump functions in Definition 2.8 are normalized to be uniformly bounded in L p (R d ). The order of the bump functions will always be denoted by N , even though its value might change from line to line. We will often use the greek letters φ, ϕ for general bump functions while we reserve the use of ψ to denote bump functions with mean zero. If not otherwise stated, we will usually assume that the bump functions are L 2 (R d )-normalized. We now state the weak compactness condition.
satisfies the weak compactness condition if there exist admissible functions L, S, D such that: for every > 0 there exists M ∈ N so that for any cube I and every pair φ I , ϕ I of L 2 -normalized bump functions adapted to I with constant C > 0 and order N , we have
where the implicit constant only depends on the operator T .
There are other alternative and less technical formulations of this concept. For example, we can say that T satisfies the weak compactness condition if and only if, for every pair φ I , ϕ I of L 2 -normalized bump functions adapted to I, we have
where the lagom dyadic cubes D M appear in Definition 2.1. However, we prefer the formulation used in Definition 2.9 because it is particularly well-suited for the calculations performed in [9] and thus, the ones carried out in the current paper.
We introduce the following notation to simplify otherwise cumbersome formulas, which appear both in the statement of Proposition 2.22 and in the proof of Theorem 4.1, below. Namely, we write
where L K , S K , D K are the functions appearing in the definition of a compact Calderón-Zygmund kernel, while L W , S W , D W and the constant M are as in the definition of the weak compactness condition. We also set
The following lemma is proven at the beginning of the proof of Theorem 2.21, below, as it is given in [9] . 
2.4.
Characterization of compactness and the lagom projection operator. The following characterization of compact operators in a Banach space with a Schauder basis (see for example [2] ) was used in [9] to study compact Calderon-Zygmund operators.
Theorem 2.13. Suppose that {e n } n∈N is a Schauder basis of a Banach space E. For each positive integer k, let P k be the canonical projection
Then, a bounded linear operator T : E → E is compact if and only if P k • T converges to T in operator norm.
Let E be one of the following Banach spaces: the Lebesgue space
In each of these cases, E is equipped with a wavelet basis which is also a Schauder basis (see [3] and Lemma 2.19). Moreover, in these cases, we can assume that the wavelets belong to S N (R d ) and, if needed, that they are compactly supported. However, we intentionally decide to use more general wavelets to explicitly show that our results hold in settings where, for example, compactly supported wavelets are not available.
Definition 2.14. Let E be one of the previously mentioned Banach spaces. Let (ψ i I ) I∈D,i=1,...,2 d −1 be a normalized wavelet basis of E and
its dual wavelet basis. Then, for every M ∈ N, we define the lagom projection operator
and we remark that the equality
is to be interpreted in the sense of Schauder bases, i.e.,
In the language of the lagom projection, we can give yet another alternative formulation of weak compactness (Definition 2.9). Namely, an operator T is weakly compact if and only if, for every pair φ I , ϕ I of L 2 -normalized bump functions adapted to I, we have
Strictly speaking, the characterization given in Theorem 2.13 is not sufficient for our purposes since, in Section 4, we also consider compact operators into the space
, which is a quasi-Banach space. This is addressed in Definition 2.15, where we define compact operators from
| > λ}) tends to zero when k tends to infinity uniformly for all λ > 0.
Remark 2.16. Observe that finite rank operators are compact in this sense, and that the limit of finite rank operators is a compact operator.
We also note that, in light of Theorem 2.13, it would be natural to assume that the above definition is equivalent to asking that P
However, this is not the case as we see from the following example.
Example 2.17. Let (ψ I ) I∈D be the Haar wavelet of L 2 (R) and P M the associated lagom projection operator. Then, the operator defined by
(since it is bounded and of finite rank), but P ⊥ M T does not converge to zero in L 1,∞ (R). Indeed, it follows from the computation below that P
First, we observe that
With this, we obtain
as claimed. The next lemma gives two characterizations of CMO(R d ): the first one in terms of the average deviation from the mean, and the second one in terms of a wavelet decomposition. See [7] and [5] for the proofs. We will only use the latter formulation.
Lemma 2.19. The following statements are equivalent:
where the supremum is taken over all measurable sets Ω ⊂ R d .
Next, we state a technical lemma needed to give meaning to T (1) and T * (1). To this end, we introduce some notation. For a ∈ R and λ > 0, we define the translation operator as T a f (x) = f (x − a) and the dilation operator as
Lemma 2.20. Let T be a linear operator associated with a compact Calderón-Zygmund kernel K with parameter 0 < δ < 1.
Let I ⊂ R d be a cube and let f ∈ S N (R d ) have compact support in I and mean zero. Then, the limit
exists and is independent of the translation parameter a ∈ R and the cut-off function Φ.
The previous lemma allows one to define T (1) as an element on the dual of the space of functions in S N (R d ) with compact support and mean zero. Namely, define
We now state the main result in [6] , whose proof, although proven only for the one-dimensional case, also holds in the setting of several variables.
Theorem 2.21. Let T be a linear operator associated with a standard Calderón-Zygmund kernel.
Then, T extends to a compact operator on L p (R d ), for any 1 < p < ∞, if and only if T is associated with a compact Calderón-Zygmund kernel and it satisfies both the weak compactness condition and the cancellation conditions T (1),
We end this section stating the main auxiliary result in the proof of Theorem 2.21, which is also the starting point of the proof of the endpoint result in this paper. To this end, we provide the following definitions: given two cubes I and J, we denote K min = J and K max = I if (J) ≤ (I), and K min = I and K max = J otherwise. We denote byK max the translate of K max with the same centre as K min .
Proposition 2.22. Let T be a linear operator associated with a compact Calderón-Zygmund kernel with parameter δ. We assume T satisfies the weak compactness condition and the special cancellation condition T (1) = 0 and T * (1) = 0.
Then, for any θ ∈ (0, 1) small enough, there exist 0 < δ < δ, N ≥ 1 and C δ > 0 such that for every > 0, all cubes I, J and all mean zero bump functions ψ I , ψ J , L 2 -adapted to I and J respectively with constant C > 0 and order N , we have
where I 1 = I, I 2 = J, I 3 = I, J , I 4 = λ 1Kmax , I 5 = λ 2Kmax and
Localization properties of bump functions
In this section, we prove two technical results. Lemma 3.1 concerns the localization of multi-variable bump functions while Lemma 3.2 estimates the interaction of bump functions with atoms. The proofs of both results in the one-dimensional case can be found in [11] . See also [9] for a more detailed proof of the latter result. 
If, in addition, φ I and ψ J have order N > d and ψ J has vanishing mean, i.e., ψ J (x)dx = 0, then
Proof. We start by proving inequality (4). Let c be the midpoint between c(I) and c(J), let L be the line going through c(I) and c(J) and let H ⊂ R d be the hyperplane perpendicular to L passing through c. Let also H I and H J be the two half-spaces defined by the connected components of R d \H so that c(I) ∈ H I and c(J) ∈ H J . We split
Applying Hölder's inequality and Definition 2.8, we get
and N ≥ d, we have that the first term is smaller than the second one, which is of the desired form.
To prove (5), we assume without loss of generality that |c(I) − c(J)| ∞ = |c(I 1 ) − c(J 1 )|. Then, for all x ∈ R d we write x = (x 1 , x ) with x ∈ R d−1 . We define the operators
and, for t ∈ R,
where
. Note that, due to the vanishing mean of ψ J , we have
Then, it is readily checked that
Now, the function D 
Hence, applying the Mean Value Theorem for integrals to each positive function f k with respect to the variable x ∈ R d−1 , we obtain
where the functions g k denote the dependence of all coordinates from x 1 . Hence,
we have that
Therefore, we can write
Now, on the one hand, we have by Definition 2.8,
This is the decay estimate in Definition 2.8 of a function being adapted to the interval I 1 with constant C|I| −1/2 (I) −1/2 . On the other hand, to control the second factor in (8), we make the following computation:
Here, we tacitly assumed that t − c(J 1 ) > 0. If the opposite is true, we use (7) in the first line of the argument to make the same calculation work. We note that this is the decay estimate in Definition 2.8 of a function being adapted to the interval I 1 with constant C|J| 1/2 (J) 1/2 . Now, we combine the above two estimates. Repeating the proof of (4) in the one-dimensional case for the expression in (8) , starting with the splitting in (6), we obtain, for N > d, the bound
Lemma 3.2. Let I be a cube and f be an integrable function supported on I with mean zero. For each dyadic cube J, let φ J be a bump function adapted to J with constant C > 0 and order N . Then, for all dyadic cubes J such that (J) ≤ (I), we have
while for (I) ≤ (J), we get
Proof. The proofs of both inequalities follow the pattern from the previous lemma with the required modifications to take advantage of the compact support of f . In order to prove (9), we divide the argument into two cases. When |c(I) − c(J)| ∞ ≤ 2 (I), the inequality follows from Hölder:
When |c(I) − c(J)| ∞ > 2 (I), we denote by c the midpoint between c(I) and c(J), and by H ⊂ R d the hyperplane passing through c and perpendicular to the line containing c(I) and c(J). Let also H J be the half-space defined by the connected component of R d \H so that c(J) ∈ H J . It can be readily checked that
which is smaller than the bound in (9) 
to the vanishing mean of f . Moreover, the support of D −1 f is included in I 1 , which is, in turn, included in (−∞, c 1 ) .
From the computations developed in the proof of (5), we have that
with f k positive functions and the functions g k denote the dependence of all coordinates from x 1 . Now, as in the proof of Lemma 3.1, we have the inequalities
and the assumption about the first coordinate, we obtain the bound stated in (10) .
Finally, when |c(I) − c(J)| ≤ 2 (J), we use the easier estimate
This ends the proof.
Compactness from
In this section, we state and prove our main result.
Theorem 4.1. Let T be a linear operator associated with a standard Calderón-Zygmund kernel. Then, T can be extended to a compact operator from
if and only if it is associated with a compact Calderón-Zygmund kernel satisfying the weak compactness condition and the cancellation conditions T (1),
Remark 4.2. If T is a linear operator with a standard Calderón-Zygmund kernel which can be extended compactly on L p (R d ) for any 1 < p < ∞ then, we know by Theorem 2.21 that T satisfies the same three hypotheses for compactness of Theorem 4.1 and so, it can also be extended as a compact operator from
We first justify the converse, which is essentially a consequence of Theorem 2.11 and compact real interpolation. We assume that T is compact from
Since T is bounded between the same spaces, by Theorem 2.11, we have that T is also bounded on, say, L 4 (R d ). Then, by the interpolation Theorem 2.12 with θ =
. Now, the reverse implication of Theorem 2.21 implies the required hypotheses: T has a compact Calderón-Zygmund kernel and it satisfies both the weak compactness condition and the cancellation conditions T (1), T * (1) ∈ CMO(R d ). The remainder of the paper is devoted to show sufficiency. As in the study of boundedness, the proof is split into two cases: first a special case, when extra cancellation properties are assumed (Proposition 4.3); and second, the general case, which is dealt with by proving compactness of paraproducts (Proposition 4.4). Proposition 4.3. Let T be a linear operator associated with a compact Calderón-Zygmund kernel satisfying the weak compactness condition and the cancellation conditions T (1) = 0 and T 
We now remind the reader how to deduce Theorem 4.1 from these propositions. The argument follows the well-known scheme provided in the proof of the classical T (1) theorem. Namely, when
, we use Proposition 4.4 to construct the paraproduct operators T b i . As proved in [9] , they have compact Calderón-Zymund kernels, are compact operators on L 2 (R d ) (and thus, they satisfy the weak compactness condition), and satisfy
(1) = 0. It now follows from Proposition 4.3 that the operator
, we deduce that the same holds for the initial operator T .
Proof of Proposition 4.3. Let (ψ
I is adapted to a dyadic cube I with constant C > 0 and order N . We denote by P M the lagom projection of Definition 2.14 associated with (ψ
Since the index i ∈ {1, . . . , 2 d − 1} and the dual wavelet play no significant role in the proof, in order to simplify notation, we will write the wavelet decomposition in L 2 (R d ) simply as f = I∈D f, ψ I ψ I . By the classical theory, we know that T extends to a bounded operator on
By Theorem 2.21, we already know that T extends to a compact operator on L p (R d ). Hence, for every > 0, there exists an M 0 ∈ N such that, for all M > M 0 and f ∈ S(R d ), we have
where the implicit constant depends only on T and p. According to Remark 2.16, it suffices to prove that for any given > 0 and its corresponding M 1 ∈ N, we have for all M > M 1 with
for all f ∈ S(R d ) and all λ > 0. The implicit constant is allowed to depend on δ > 0, the parameter of the compact Calderón-Zygmund kernel, and the constant given by the wavelet basis, but is to be independent of , f and λ.
To prove (12), we perform a classical Calderón-Zygmund decomposition of f at level −1 λ > 0. For this, we consider the collection I of maximal dyadic cubes I with respect to set inclusion such that 1
Let E be the disjoint union of all I ∈ I, which satisfies
With this, we define the usual Calderón-Zygmund decomposition f =g +b, wherẽ
with m I (f ) = |I|
. From this, the inequality (11) , and the fact that M > M 1 > M 0 , we get
Whence,
Now we need to prove the same estimate forb. To do so, we definẽ E as the union of all cubes 10I with I ∈ I.
To prove this, it suffices to show that for each I ∈ I, we have
Indeed, by sub-linearity, this would imply
whence,
which would complete the proof. The remainder of the proof therefore deals with obtaining (13). To this end, since f I = (f − m I (f ))χ I and apply Fatou's Lemma to obtain
To estimate the last quantity, it suffices, by duality, to check that for
We now justify this claim. Observe that since f I ∈ L 2 (R d ), it follows by the continuity of T and P
With this, we have
where the last term can be bounded by a constant times
.
This ends the desired justification.
We work now to obtain (14). We start by justifying the equality
for functions g as described above. Since g ∈ S(R d ), we have that P ⊥ 2M g = g − K∈D 2M g, ψ K ψ K is a well defined bounded smooth function. Therefore, we can give sense to P
and so, according to Definition 2.14, we have P
We now write for all M , M > 2M ,
By all the stated relationships and the continuity of T on L 2 (R d ), both terms in previous inequality tend to zero when M , M tend to infinity. This justifies the equality (15).
Then, it follows from the triangle inequality that
Now, for any given > 0 and M T, ∈ N, we have by Proposition 2.22,
where we wrote the parameter δ simply as δ, J 1 = J, J 2 = K, J 3 = J, K , J 4 = λ 1Kmax , J 5 = λ 2Kmax and J 6 = λ 2 K min , with parameters λ 1 , λ 2 ≥ 1 explicitly stated in the proposition.
To further simplify notation, we write the last factor as F (J i ) + . Applying (16), we get
Now, we parametrise both sums according to the eccentricities and relative distances: first of J with respect to the fixed cube I and, later, of K with respect each cube J. To this end, for every k ∈ Z and m ∈ N, m ≥ 1, we define the family
We note that the cardinality of I k,m is 2 max(k,0)d 2d(2m) d−1 . In the same way, for every e ∈ Z and n ∈ N, n ≥ 1, and every given cube J ∈ I k,m , we define the family
whose the cardinality is 2 max(e,0)d 2d(2n) d−1 . With all this, we have
A crude estimate yields
where the expression w(Ẽ C , K) is defined by the last equality. Using this and 2 −e/2 2 max(e,0) = 2 |e|/2 , the above inequality becomes:
To keep the notation simple, we take the supremum over the empty set to be zero (recall that the support of g is contained inẼ C ). Also, observe that, even though it is hidden by our choice of notation, F (J i ) depends on both J and K and thus, depends on k, m, e and n.
In order to estimate (18), we need to control the terms of the double inner sum. We split the argument into two cases, depending on the size of F (J i ):
The point here is that in case (I) we know, according to Lemma 2.10, that F (J i ) < and thus it suffices to merely bound the sum by some constant. On the other hand, in case (II) we only know that F (J i ) is bounded and so, we need to use the size and location of the cubes J and K to deduce an estimate that depends on .
Proof of (I). As already noted, in this first case we have F (J i ) < . We divide the study in two cases: (I) ≤ (J) and (I) > (J), which correspond to the cases k ≤ 0 and k > 0 respectively.
The first case follows directly from Lemma 3.2. Indeed, since k ≤ 0 and f I is supported on I with zero mean, by (10) we have
Moreover, the cardinality of J ∈ I k,m is comparable to m d−1 and so, in light of (19) and the inequality F (J i ) < , the inequality (18) becomes
for N > d, with the implicit constant depending exponentially on d.
In the second case, however, we need to be more careful. Now we have (J) < (I), or equivalently k > 0, and we further divide in two more cases: (I) < (K) and (K) ≤ (I). In the first case, we use (9) in Lemma 3.2, and so,
Moreover, we have that (I) < (K) = 2 −(e+k) (I) which implies 0 < k ≤ −e. Note that e ≤ 0 in this situation since (J) ≤ (I) ≤ (K). Then, since F (J i ) < , the bound for the corresponding terms of (18) becomes We now assume that (K) ≤ (I). By the definition of bump functions adapted to a cube, we have | f I , ψ J ||J| Then, for every fixed eccentricity parameter 0 < k and every fixed x ∈ I, we proceed to parametrise the cubes J ∈ I k,m associated with a fixed value of (J) For this reason, we again divide the argument into two cases: J ∩3I = ∅ and J ∩ 3I = ∅. In the former case, we have m > 1, and so, with the estimate (20) and the inequality F (J i ) < , the bound for the corresponding terms of (18) becomes . Now, T * P M b is of finite rank, and therefore compact. Moreover, a similar argument as before shows that m({x ∈ R d : |T * P ⊥ M b
f (x)| > λ}) can be made smaller than /λ by choosing M large. This proves compactness of T * b .
