We introduce a principled approach, requiring only mild assumptions, for the characterization of deep neural networks at initialization. Our approach applies both to fully-connected and convolutional networks and incorporates the commonly used techniques of batch normalization and skip-connections. Our key insight is to consider the evolution with depth of statistical moments of signal and sensitivity, thereby characterizing the well-behaved or pathological behaviour of input-output mappings encoded by different choices of architecture. We establish: (i) for feedforward networks with and without batch normalization, depth multiplicativity inevitably leads to ill-behaved moments and distributional pathologies; (ii) for residual networks, on the other hand, the mechanism of identity skip-connection induces power-law rather than exponential behaviour, leading to well-behaved moments and no distributional pathology. 1
Introduction
Advances in the design of neural network architectures have more often come from the relentless race of practical applications rather than by principled approaches. Even after wide adoption, many common choices and rules of thumbs still await for theoretical validation. This is unfortunate since the emergence of a theory to fully characterize deep neural networks in terms of wanted and unwanted properties would enable to guide further improvements.
An important branch of research towards this theoretical characterization has focused on random networks at initialization, i.e. before any training has occured. The characterization of random networks offers valuable insights into the hypothesis space of input-output mappings reachable during training. In a Bayesian view, it also unveils the prior on the input-output mapping encoded by the choice of architecture (Neal, 1996a; Williams, 1997; Lee et al., 2017) . Experimentally, well-behaved input-output mappings at initialization were extensively found to be predictive of model trainability and even post-training performance (Schoenholz et al., 2016; Balduzzi et al., 2017; Yang & Schoenholz, 2017; Chen et al., 2018; Xiao et al., 2018) .
Unfortunately, even this simplifying case of random networks is still challenging in various respects: (i) there is a complex interplay of different sources of randomness from input data and from model parameters; (ii) the finite number of units in each layer leads to additional complexity; (iii) convolutional neural networks -widely used in many applications -also lead to additional complexity. The difficulty (i) is typically circumvented by restricting input data to simplying cases: a one-dimensional input manifold (Poole et al., 2016; Raghu et al., 2017) , two input data points (Schoenholz et al., 2016; Balduzzi et al., 2017; Yang & Schoenholz, 2017; Chen et al., 2018; Xiao et al., 2018) , a batch of input data points (Anonymous, 2019) . The difficulty (ii) is commonly circumvented by either considering the simplifying case of infinite width with the convergence of neural networks to Gaussian processes (Neal, 1996a; Daniely et al., 2016; Lee et al., 2017; Matthews et al., 2018) or the simplifying case of typical activation patterns for ReLU networks (Balduzzi et al., 2017) . Finally the difficulty (iii) is rarely tackled as most analyses only apply to fully-connected networks. To the best of our knowledge, all attempts have thus far been limited in their scope or simplifying assumptions.
In this paper, we introduce a principled approach to characterize random deep neural networks at initialization. Our approach does not require any of the usual simplifications of infinite width, gaussianity, typical activation patterns, restricted input data. It further applies both to fully-connected and convolutional networks, and incorporates batch normalization and skip-connections. Our key insight is to consider statistical moments of signal and sensitivity with respect to input data as random variables which depend on model parameters. By studying the evolution of these moments with depth, we characterize the well-behaved or pathological behaviour of input-output mappings encoded by different choices of architectures. Our findings span the topics of one-dimensional degeneracy, pseudo-linearity, exploding sensitivity, exponential and power-law evolution with depth.
Propagation
We start by formulating the propagation for neural networks with neither batch normalization nor skip-connections, that we refer as vanilla networks. The formulation will be slightly adapted in Section 6 with batch-normalized feedforward nets, and in Section 7 with batch-normalized resnets.
Clean propagation. We consider a random tensorial input x ∈ R n×···×n×N0 , spatially ddimensional with extent n in all spatial dimensions and N 0 channels. This input x is fed into a d-dimensional convolutional neural network with periodic boundary conditions and fixed spatial extent equal to n. 1 For each layer l, we denote N l the number of channels or width, K l the convolutional spatial extent, ω l ∈ R K l ×···×K l ×N l−1 ×N l the weight tensors, b l ∈ R N l the biases, x l , y l ∈ R n×···×n×N l the tensors of post-activations and pre-activations. We further denote α the spatial position, c the channel, and φ the activation function. Adopting the convention x 0 ≡ x, the propagation at each layer is given by y l = ω l * x l−1 + β l , x l = φ(y l ), where β l ∈ R n×···×n×N l is the tensor with repeated version of b l at each spatial position. From now on, we refer to the propagated tensor x l as the signal.
Noisy propagation. Next we suppose that the input signal x is corrupted by a small white noise tensor dx ∈ R n×···×n×N0 with independent and identically distributed components such that E dx [dx i dx j ] = σ 2 dx δ ij (σ dx 1), with δ ij the Kronecker delta. The noisy signal is propagated into the same neural network and we keep track of the noise corruption with the tensor dx l defined as dx 0 ≡ dx and dx l ≡ Φ l (x + dx) − Φ l (x), with x l = Φ l (x) the neural network mapping from layer 0 to l. The simultaneous propagation of the signal x l and the noise dx l is given by
where denotes the element-wise tensor multiplication and Eq.
(2) is obtained by taking the derivative in Eq. (1). For given x, the mapping from dx to dx l induced by Eq.
(2) is linear. The noise dx l thus stays centered with respect to dx during propagation such that ∀x, α, c: E dx [dx l α,c ] = 0. To get rid of the dependence on σ dx , the random sensitivity tensor is introduced as the rescaling s 0 ≡ s ≡ dx/σ dx and s l ≡ dx l /σ dx . By linearity of Eq. (2), the sensitivity tensor s l is the result of the simultaneous propagation of x l and s l in Eq. (1) and (2). We also have E s [s i s j ] = δ ij and ∀x, α, c: E s [s l α,c ] = 0. The sensitivity tensor encodes derivative information while avoiding the burden of increased dimensionality (see calculations in Appendix D.3 and Appendix D.2). This will prove very useful.
Scope. We require two very mild assumptions: (i) x is not trivially 0 such that E x,α,c [x 2 α,c ] > 0; 2 (ii) the width N l is bounded.
More importantly, we restrict to the -most commonly used -ReLU activation function φ(·) = max(·, 0). Even though φ is not differentiable at 0, we still define dx l and s l as the result of the simultaneous propagation of Eq. (1) and Eq. (2) with the convention φ (0) ≡ 1/2. Section 3 implicitly relies on the assumption that Φ l (x) remains differentiable, implying dx l = Φ l (x + dx) − Φ l (x), almost surely (a.s.) with respect to x (details and justification of this assumption in Appendix D.1).
Note that fully-connected neural networks are still included in our analysis as the subcase n = 1.
Input data randomness
We now turn our attention to the distributions with respect to input data of signal and sensitivity P x (x l ), P x,s (s l ). To outline the importance of these distributions, we may express by layer composition the output of an L-layer neural network as x L = Φ l,L (x l ), with l < L and Φ l,L the upper neural network mapping from layer l to L. It means that x l and dx l can be seen as input signal and noise of this upper neural network. It also means that the distributions P x l (x l ) = P x (x l ) and P dx l (dx l ) = P x,dx (dx l ), or equivalently P s l (s l ) = P x,s (s l ), must remain well-behaved for this upper network to have a chance to accomplish its task successfully. We will return to this argument in Section 3.2 by detailing the penalizing effects of ill-behaved P x (x l ), P x,s (s l ).
Characterizing distributions with respect to input data
First we need to introduce the following statistical quantities to characterize P x (x l ), P x,s (s l ):
-The feature map vector and centered feature map vector associated with any random tensor v,
where α is uniformly sampled in {1, . . . , n} d and the denotations ϕ(v, α),φ(v, α) remind the randomness of both v and α. In a similar vein as batch normalization and Xiao et al. (2018) , feature maps and centered feature maps at different spatial positions ϕ(v, α) andφ(v, α) are implicitly seen as sub-signals propagated together as part of tensorial meta-signals. Statistically, we work at the granularity of sub-signals and we treat equally the randomness from v and α. 3 -The non-central moment and central moment of order p associated with any random tensor v per-channel and averaged over channels,
-The effective rank associated with any random tensor v (Vershynin, 2010) ,
where C · denotes the covariance matrix, || · || the spectral norm, and (λ i ) the eigenvalues of C ϕ(v, α) . The effective rank is always greater than 1, and it intuitively measures the number of effective directions which concentrate the variance of ϕ(v, α).
-The normalized sensitivity -our key metric -derived from the moments of x l and s l ,
To better understand the definition of χ l let us consider the classification task. Since the goal is to set apart different signals, the mean signal over x, α is uninformative. Centered feature mapŝ ϕ(x l , α) thus constitute the informative part of the signal and µ 2 (x 0 ), µ 2 (x l ) normalize by signal 'informative content' in Eq.
(3). The normalized sensitivity χ l exactly measures a root mean square sensitivity when neural network input and output signalsx andx l are rescaled to have unit signal 'informative content': µ 2 (x) = 1 and µ 2 (x l ) = 1 (proof in Appendix D.2). If we denote the rescaled input-output mapping asx l = Ψ l (x), then this property is simply expressed as χ l = Ex Ψ l (x) 2 1/2 in the fully-connected case with 1-dimensional rescaled input and output signalsx andx l (N 0 = 1, N l = 1). We provide an illustration in Fig. 1 . Figure 1 : Illustration of the normalized sensitivity χ l for fully-connected networks of l layers with 1-dimensional input and output rescaled signalsx and x l . The distribution of the inputx is a mixture of two Gaussians. We show the result of the propagation in three different cases: (a) l = 1 layer with sigmoid activation; (b) l = 1 layer with linear activation; (c) l = 25 randomly initialized layers with N k = 100 channels and ReLU activation for 1 ≤ k < l and linear activation for k = l. Top: full input-output mapping (blue) and randomly sampled input-output data points (red circles). Bottom: histograms of inputs and outputs.
The normalized sensitivity χ l is directly connected to the Jacobian norm in the fully-connected case and to sensitivity to signal perturbation in the general case, known in turn for being connected to generalization (Sokolic et al., 2017; Arora et al., 2018; Morcos et al., 2018; Novak et al., 2018; Philipp & Carbonell, 2018) . 4 The notion of sharpness which quantifies sensitivity to weight perturbation was similarly shown to be connected to generalization (Hochreiter & Schmidhuber, 1997; Keskar et al., 2016; Smith & Le, 2017; Neyshabur et al., 2017) . Sensitivity to signal perturbation and weight perturbation are tighly connected since the introduction of a noise dω l on the weights amounts to the introduction of a noise dy l = dω l * x l−1 and dx l = φ (y l ) dy l on the signal in Eq. (1) and Eq. (2).
Distributional pathologies
Using these statistical tools, we are able to characterize the distributional pathologies -with ill-behaved P x (x l ), P x,s (s l ) -that we will encounter:
To understand this pathology, let us consider the following mean vectors and rescaling of the signal:
Then ||ν l || 2 = 1 and the pathology µ
). It follows that ϕ(x l , α) becomes point-like concentrated at the pointν l of unit L 2 norm. In the limit of strict point-like concentration, the upper neural network from layer l to L is limited to random guessing since it 'sees' all inputs the same and cannot distinguish between them.
-One-dimensional signal: r eff (x l ) l→∞ − −− → 1. This pathology implies that ϕ(x l , α) has its variance which becomes concentrated in only one direction, and thus that ϕ(x l , α) becomes line-like concentrated. In the limit of strict line-like concentration, the upper neural network from layer l to L only 'sees' a single feature from x.
-Exploding sensitivity: χ l l→∞ − −− → ∞. To understand this pathology, let us push further the view of noisy propagation with the signal-to-noise ratio SN R l and the noise factor F l :
where Eq. (4) follows from µ 2 (dx l ) = σ 2 dx µ 2 (s l ) and µ 2 (dx 0 ) = σ 2 dx . In logarithmic decibel scale SN R l dB = SN R 0 dB − 20 log 10 χ l , indicating that χ l measures how the neural network from layer 0 to l degrades (χ l > 1) or enhances (χ l < 1) the input signal-to-noise ratio. The pathology χ l l→∞ − −− → ∞ implies F l l→∞ − −− → ∞ and SN R l l→∞ − −− → 0, meaning that the noisy signal x l + dx l becomes completely random for any level of input noise dx. 5 The upper neural network from layer l to L is then limited to random guessing.
Model parameters randomness
We now introduce model parameters as the second source of randomness. We consider random networks at initialization, which we suppose is standard: (i) weights and biases are initialized following He et al. (2015) ; (ii) when pre-activations are batch-normalized, scale and shift batch normalization parameters are initialized with ones and zeros respectively.
Considering random networks at initialization is justified in two respects:
(i) From a Bayesian perspective, the random distribution on the weights encodes a prior distribution on input-output mappings for a given choice of architecture (Neal, 1996a; Williams, 1997) . This prior distribution can be combined with the likelihood of model parameters given training data in order to obtain a posterior distribution on input-output mappings, which in turn enables Bayesian predictions (Lee et al., 2017) .
(ii) If distributional pathologies arise at initilization, it is likely that training will be difficult. Indeed if the distributional pathology is severe, it becomes very difficult for the neural network to adjust its parameters and undo the pathology. As an illustration, consider the pathology of zero-dimensional signal: µ 2 (x l )/ν 2 (x l ) l→∞ − −− → 0. In this case, the upper neural network from layer l to L must adjust its bias parameters very precisely in order to center the signal and distinguish between different inputs x. In support of this argument, several works have shown that deep neural networks are precisely trainable when they are not subject to the pathology of different inputs x being strictly correlated at initialization, i.e. nearly undistinguishable (Schoenholz et al., 2016; Xiao et al., 2018) .
From now on, our methodology is to consider all moment-related quantities, e.g. µ p (x l ), µ p (s l ), ν p (x l ), ν p (s l ), r eff (x l ), r eff (s l ), χ l , as random variables depending on (ω 1 , β 1 , . . . , ω l , β l ). We introduce the notation Θ l = (ω 1 , β 1 , . . . , ω l , β l ) for the full set of parameters, and the notation θ l = Θ l |Θ l−1 for the conditional set of parameters when (ω l , β l ) are considered as random and (ω 1 , β 1 , . . . , ω l−1 , β l−1 ) as given. We further denote the geometric increment δµ 2 (x l ) ≡ µ 2 (x l )/µ 2 (x l−1 ).
Evolution with Depth. The evolution with depth of µ 2 (x l ) can be written as
where Eq. (5) is obtained using log µ 2 (x l ) − log µ 2 (x 0 ) = k≤l log δµ 2 (x k ) and by expressing log δµ 2 (x k ) with telescoping terms. Denoting
Discussion. First we note that m[µ 2 (x k )] and m[µ 2 (x k )] are random variables which depend on Θ k−1 , while s[µ 2 (x k )] is a random variable which depends on Θ k . We also note that m[µ 2 (x k )] < 0 by log-concavity, and that s[µ 2 (x k )] is centered:
Under standard initialization, each channel provides an independent contribution to µ 2 (x k ) = 1 N k c µ 2,c (x k ). As a consequence, for large N k the relative increment δµ 2 (x k ) has low expected deviation to 1, meaning with high probability that | log δµ 2 (x k )| 1,
In addition, s[µ 2 (x k )] is centered and non-correlated at different k so its sum scales as √ l, whereas the sums of m[µ 2 (x k )] and m[µ 2 (x k )] scale as l (see Lemma 10 in Appendix E.1). The term s[µ 2 (x k )] is thus doubly negligible. In summary, the evolution with depth is dominated by m[µ 2 (x k )] when this term is non-vanishing and by m[µ 2 (x k )] otherwise. The same analysis can be applied to other positive moments such as ν 2 (x l ), ν 2 (s l ), µ 2 (s l ). It can also be applied to the ratio µ 2 (s l )/µ 2 (x l ) and thus to χ l .
Further notation. From now on, the geometric increment of any quantity is denoted with δ. The definitions of m, m and s in Eq. (6), (7) and (8) are extended to other central and non-central moments of signal and sensitivity, as well as
From now on, we assume that the width is large, implying exp(m[χ l ] + s[χ l ]) 1 and δχ l exp(m[χ l ]). We stress that this assumption is milder than the commonly used mean-field assumption of infinite width: N l → ∞. Indeed we still consider m[χ l ] as random and x l as possibly non-Gaussian, whereas mean-field would consider m[χ l ] as non-random and x l as Gaussian.
Vanilla Networks
We are fully equipped to characterize neural network architectures at initialization. We start by analyzing vanilla networks corresponding to the equations of propagation introduced in Section 2.
Theorem 1. Moments of vanilla networks. (proof in Appendix E.2) There exist positive constants m min , m max , v min , v max > 0, random variables (m l ), (m l ), (s l ), (s l ) and events (A l ) with probability
such that under A l : s l and s l are centered and
Discussion. First we discuss the conditionality on A l which is necessary to exclude the collapse ν 2 (x l ) = 0 and µ 2 (s l ) = 0 (with undefined log ν 2 (x l ) and log µ 2 (s l )), occuring e.g. when all elements of ω l are strictly negative (Lu et al., 2018) . The complementary event A c has probability exponentially small in the width due to
The conditionality on A l thus has highly negligible effect. Next we discuss the evolution of log ν 2 (x l ) and log µ 2 (s l ) under A l . The particularity of the initilization He et al. (2015) 
(5) and log ν 2 (x l ), log µ 2 (s l ) are subject to a slow diffusion with small negative drift terms: m[ν 2 (x l )] < 0, m[µ 2 (s l )] < 0, and small diffusion terms: s[ν 2 (x l )], s[µ 2 (s l )] (see Section E.3 for details).
As evidenced by Fig. 2a and Fig. 2b , the small negative drift and diffusion terms cause slowly decreasing negative expectation and increasing variance of log ν 2 (x l ), log µ 2 (s l ). The decreasing negative expectation and increasing variance of log ν 2 (x l ), log µ 2 (s l ) can be seen as opposing forces which compensate in order to keep stable Fig. 2a and Fig. 2b show that log ν 2 (x l ), log µ 2 (s l ) are nearly Gaussian, implying that ν 2 (x l ) and µ 2 (s l ) are nearly lognormal. And the expectation of a lognormal variable exp(X) with X ∼ N (µ, σ) and µ < 0 is equal to exp(µ + σ 2 /2). Note that the diffusion happens in log-space since layer composition amounts to a multiplicative random effect in real space. Also note that this is a finite-width effect since the terms m[ν 2 (x l )], m[µ 2 (s l )], s[ν 2 (x l )], s[µ 2 (s l )] also vanish in the limit of infinite width. Theorem 2. Normalized Sensitivity increments of vanilla networks. (proof in Appendix E.4) Denote y l,+ = max(y l , 0) and y l,− = max(−y l , 0). The dominating term under A l in the evolution of χ l is
Discussion. An immediate consequence is that δχ l 1, i.e. that normalized sensitivity always increases with depth for random ReLU vanilla networks. Now let us show that Theorem 1 and Theorem 2 only allow two possibilities of evolution, which both converge to distributional pathology:
and that both µ 2 (s l ) and ν 2 (x l ) are limited to the slow diffusion of Theorem 1, this qualitatively means that µ 2 (x l )/ν 2 (x l ) becomes 1. Rigorously, if χ l has an exponential drift stronger than diffusion and if we assume that ν 2 (x l ) and µ 2 (s l ) are lognormally-distributed as supported by Fig. 2 , then µ 2 (x l )/ν 2 (x l ) → 0 a.s. (proof in Appendix E.5). Consequently, this case leads to double pathologies: exploding sensitivity and zero-dimensional signal.
(ii) Otherwise, geometric increments δχ l are strongly limited and we may assume δχ l exp m[χ l ] → 1. If we further assume that moments of the unit-variance rescaled signalx l = x l / µ 2 (x l ) are bounded, then Theorem 2 implies the convergence to the pathology of one-dimensional signal: r eff (x l ) → 1 (proof in Appendix E.6), as well as the convergence to neural network pseudo-linearity where each layer l becomes arbitrary well approximated by a linear function (proof in Appendix E.7)
Experimental verification. The evolution with depth of vanilla networks is shown in Fig. 3 . From the possibilities (i) and (ii), it is case (ii) occuring with subexponential normalized sensitivity: δχ l exp m[χ l ] → 1, the convergence to the pathology of one-dimensional signal: r eff (x l ) → 1, and to neural network pseudo-linearity. A typical symptom of neural network pseudo-linearity is that signals 'cross' the ReLU on the same side. Our analysis offers a novel insight into this coactivation phenomenon, previously observed experimentally (Balduzzi et al., 2017) . (d) Moments ν 2 (x l ) and µ 4 (x l ) of the unit-variance rescaled signalx l = x l / µ 2 (x l ) remain well-behaved due to neural network pseudo-linearity.
Batch-normalized feedforward nets
Next we incorporate batch normalization (Ioffe & Szegedy, 2015) . For simplicity, we only consider the test mode which consists in subtracting ν 1,c (y l ) and dividing by µ 2,c (y l ) for each channel c in y l . The propagation is given by
where BN denotes batch normalization. Note that Eq. (10) and (11) explicitly formulate a finer-grained subdivision of three different steps between layers l − 1 and l in the simultaneous propagation of (x l , s l ).
Theorem 3. Normalized Sensitivity increments of batch-normalized feedforward nets. (proof in Appendix F.1) The dominating term in the evolution of χ l can be decomposed as the sum of a term m BN [χ l ] due to batch normalization and a term m φ [χ l ] due to the nonlinearity φ:
Effect of batch normalization. The term of Eq. (12) corresponds to the evolution of χ l from (x l−1 , s l−1 ) at layer l − 1 to (z l , u l ) just after BN . To understand this term qualitatively, the preactivation tensor y l can be seen as N l random projections of x l−1 , while batch normalization can be seen as an alteration of the magnitude for each projection. Given that batch normalization uses µ 2,c (y l ) as normalization factor, directions of high signal variance are dampened while directions of low signal variance are amplified. This preferential exploration of low signal directions naturally deteriorates the signal-to-noise ratio and amplifies χ l due to the noise factor equivalence of Eq. (4). Now let us look directly at the quantity inside the expectation in Eq. (12). By spherical symmetry under standard initialization, geometric increments from x l−1 to y l for the signal and s l−1 to t l for the sensitivity have the same expectations
On the other hand, the fluctuation of these increments depends on the fluctuation of signal and sensitivity in the N l random projections, i.e. on whether directions of signal and sensitivity variances are rare in the ambient space. This effect of conditioning precisely depends on whether the effective ranks r eff (x l−1 ) and r eff (s l−1 ) are small compared to the ambient space dimension N l−1 .
If we assume that s l−1 is well-conditioned, then µ 2,c (t l ) has small relative deviation to its expectation E c,θ l [µ 2,c (t l )] and this term can be treated as a constant. In turn, this implies by convexity of x → 1/x that exp(m BN [χ l ]) 1. The worse the conditioning of x l−1 , i.e. the smaller r eff (x l−1 ), the larger the variance of µ 2,c (y l )/E c,θ l [µ 2,c (y l )] at the denominator and the impact of the convexity. Thus the smaller r eff (x l−1 ) and the larger exp(m BN [χ l ]). This argument is strictly valid for the first step of the propagation where sensitivity has perfect conditioning, resulting in exp(m BN 
Effect of the nonlinearity φ. The term of Eq. (13) corresponds to the evolution of χ l from (z l , u l ) after BN to (x l , s l ) after φ. The quantity inside the expectation can also be expressed as ν 1,c (z l,+ )ν 1,c (z l,− )/µ 2,c (z l ) due to µ 2,c (z l ) = 1 after batch normalization. We then find a very similar expression as Eq. (9) for vanilla networks.
Note that the separate attribution of exp(m BN [χ l ]) and exp(m φ [χ l ]) to respectively batch normalization and the nonlinearity φ is still simplistic. In reality, both are working together since batch normalization maintains the exponential effect of φ by centering signal around 0. This is indeed necessary to ensure that, unlike ν 1,c (y l,+ )ν 1,c (y l,− ) in Eq. (9) for vanilla networks, ν 1,c (z l,+ )ν 1,c (z l,− ) in Eq. (13) remains non-vanishing for batch-normalized feedforward nets.
Experimental verification. In Fig. 4 , we confirm experimentally the distributional pathology of exploding sensitivity: χ l → 0. We also confirm that s l is well-conditioned, while x l becomes illconditioned. There is a clear inverse correlation between r eff (x l ) and the effect of batch normalization on δχ l . Geometric increments δχ l decomposed as the evolution from (x l−1 , s l−1 ) to (z l , u l ) corresponding to batch normalization, and the evolution from (z l , u l ) to (x l , s l ) corresponding to the nonlinearity φ. (b) The growth of χ l indicates exploding sensitivity pathology: χ l → ∞. (c) Effective ranks r eff (x l ) and r eff (s l ) of signal and sensitivity confirm that sensitivity is well-conditioned. There is a clear inverse correlation between r eff (x l ) and the effect of batch normalization on δχ l . (d) z l becomes ill-behaved with small ν 1 (|z l |) and large µ 4 (z l ). This explains the decay of m φ [χ l ] in Eq. (13), and thus of the effect of φ on δχ l .
Interestingly, the effect of the nonlinearity φ becomes subdominant as l grows. This is explained by the fact that z l becomes heavy-tailed, with large µ 4 (z l ) and small ν 1 (|z l |). Combined with ν 1 (z l,+ ) ≤ ν 1 (|z l |) and ν 1 (z l,− ) ≤ ν 1 (|z l |), this explains the decay of m φ [χ l ] in Eq. (13).
Batch-normalized resnets
We finish our exploration of DNN architectures with the incorporation of skip-connections. We now suppose that the width is constant N l = N , 6 and following He et al. (2016b) we adopt the perspective of pre-activation units. The propagation is given by
for 1≤h≤H with H the number of layers inside residual units, and with (y l,0 ,t l,0 )≡(y l−1 ,t l−1 )
If we adopt the additional convention (y 0,H , t 0,H ) ≡ (y 0 , t 0 ), then Eq. (15) can be expanded as
For consistency reasons, we redefine the inputs of the propagation as (y 0 , t 0 ) ≡ (y, t) and the normalized sensitivity and its increments as
Theorem 4. Normalized Sensitivity increments of batch-normalized resnets.
(proof in Appendix G.3) Suppose that for all depth l we can bound the second-order central moments µ 2,min µ 2 (y l,H ) µ 2,max and the feedforward increments inside residual units δ min δχ l,h δ max . 7 Denote η min = (δ min ) 2H µ 2,min − µ 2,max /µ 2,max and η max = (δ max ) 2H µ 2,max − µ 2,min /µ 2,min , as well as τ min = η min /2 and τ max = η max /2. Then there exist positive constants C min , C max > 0 such that
Discussion. The evolution in Eq. (19) remains exponential inside residual units since η min and η max have an exponential dependence in H. However, it is slowed down by the factor 1/(l + 1) between successive residual units. This comes from the dilution of the residual path (y l,H , t l,H ) into the skip-connection path (y l−1 , t l−1 ) with ratio of signal variances µ 2 (y l,H )/µ 2 (y l−1 ) scaling as 1/l. If we set µ 2,min = µ 2,max and we remove the dilution effect by replacing l + 1 by 1, then Eq. (19) recovers the feedforward evolution with (δ min ) H δχ l (δ max ) H . The dilution is clearly visible as a side effect of layer aggregation in Eq. (18): each residual unit l adds a new term of increased sensitivity but its relative contribution to the aggregation becomes smaller and smaller with l, so it gets harder and harder for the model to grow χ l .
Given that log(1 + 1 x ) 1
x for x 1 and that 1 x dx = log x, the bounds in Eq. (20) are obtained by integration of the bounds in Eq. (19). A direct consequence of the dilution is thus the power-law evolution of χ l in Eq. (20) instead of the exponential evolution for feedforward nets. Equivalently, when Eq. (20) is written as C min exp(τ min log l) χ l C max exp(τ max log l), the evolution of χ l for resnets is the same as the evolution of χ log l for feedforward nets. In words, the evolution with depth of resnets is the logarithmic version of the evolution with depth of feedforward nets. Up to some factor, an evolution from 100, to 1 000, and to 10 000 layers for resnets is equivalent to an evolution from 20, to 30, and to 40 layers for feedforward nets.
It is noteworthy that the benefits of adding skip connections (though in less sophisticated forms) were already known before the seminal works of He et al. (2016a) and He et al. (2016b) . Both Duvenaud et al. (2014) and Neal (1996b) noted that the introduction of direct connections from the input to each layer alleviated distributional pathologies caused by layer composition. More recently, Philipp et al. (2017) also outlined the role of the dilution to avoid exploding gradients.
Experimental verification. The slow power-law evolution of χ l is shown in Fig. 5 . Notably, the exponent in the power-law fit of Fig. 5b is set to τ = η/2 = ( δχ l,1 2H − 1)/2, with the feedforward increment averaged over the whole evolution δχ l,1 . This shows that in practice the evolution of χ l is very well described by Eq. (20).
Contrary to batch-normalized feedforward nets, the signal remains well-behaved with: (i) many directions of signal variance preserved in r eff (x l,1 ); (ii) close to Gaussian signal distribution as indicated by the moments ν 1 (|z l,1 |) and µ 4 (z l,1 ). No distributional pathology occurs.
Discussion and summary
This paper introduced a novel approach to characterize deep convolutional and fully-connected neural networks at initialization. The usual assumptions of infinite width, gaussianity, typical activation patterns, restricted input data were not required, and the commonly used techniques of batch normalization and skip connections were incorporated. The main scope restriction comes from our focus on the ReLU activation function. We leave for future work the application of our methodology to other activation functions -and potentially to recurrent neural networks.
It is interesting to look a posteriori at the commonly used assumption -not required in our analysisthat x l is Gaussian with respect to input data x, α and model parameters Θ l . Usually, the maximal Figure 5 : Well-behaved evolution of batch-normalized resnets with N l = 384 and L = 500 residual units of H = 2 layers. (a) Geometric feedforward increments δχ l,1 decomposed as the product of a term corresponding to batch normalization and a term corresponding to φ. (b) χ l has power-law evolution. (c) Effective ranks r eff (x l,1 ) and r eff (s l,1 ) of signal and sensitivity indicate that many directions of signal variance are preserved. (d) Moments ν 1 (|z l,1 |) and µ 4 (z l,1 ) indicate that z l,1 has close to Gaussian distribution. depth L is considered constant and the width in the limit N l → ∞ for l ≤ L. Our analysis has reversed this perspective by considering the depth in the limit L → ∞ and the width N l as bounded. Then the Gaussian assumption becomes invalid in two different contexts:
(i) In the case of vanilla networks, with e.g. an input ϕ(x, α) reduced to a single point of R N0 such that ϕ(x l , α) remains a single point of R N l . Given the evolution of Fig. 3 , the L 2 norm ||ϕ(x l , α)|| 2 2 = N l ν 2 (x l ) becomes lognormally-distributed with diverging variance with respect to Θ l . This means that x l becomes highly non-Gaussian.
(ii) In the case of batch-normalized feedforward nets, since batch normalization imposes
Given the evolution of Fig. 4 , the fourth-order standardized moment with respect to x, α, Θ l , i.e. the kurtosis, of the pre-activation signal z l then becomes
Again this means that z l becomes highly non-Gaussian.
Similar observations were made in previous works. Duvenaud et al. (2014) showed that the composition of Gaussian processes, referred as deep Gaussian processes, leads to lognormal and eventually ill-behaved distributions. Matthews et al. (2018) found experimentally that convergence to gaussianity as N l → ∞ becomes slower with respect to N l as l grows. This is explained by the fact that the affine transform at each layer is an additive process with respect to the width dimension, but layer composition is a multiplicative process with respect to the depth dimension. Qualitatively, the Central Limit Theorem implies that x l becomes normally-distributed as N l → ∞ but log-normally distributed as l → ∞.
Beside from this insight, our findings can be summarized as follows:
-In the case of vanilla networks, the initialization He et al. (2015) limits the evolution of secondorder moments of signal and sensitivity. Combined with the limited growth of the normalized sensitivity χ l , this results in the convergence to a distributional pathology where the neural network becomes linear and its signal shrunk to a single dimension: r eff (x l ) → 1.
-In the case of batch-normalized feedforward nets, the pathology of exploding sensitivity with χ l → ∞ has two origins: on the one hand batch normalization which upweights low-signal pre-activation directions; on the other hand the nonlinearity φ. Beside from its direct effect of noise amplification, batch normalization also supports the exponential effect of φ on χ l by keeping the signal centered around 0, where φ is the most nonlinear.
-Finally in the case of resnets, the normalized sensitivity χ l only grows as a power-law. Equivalently, the evolution with depth of resnets is the logarithmic version of the evolution with depth of feedforward nets. The underlying phenomenon is the dilution of the residual path into the skipconnection path with ratio of signal variances decaying as 1/l. This ingenious mechanism is responsible for breaking the circle of depth multiplicativity which causes distributional pathology for vanilla networks and batch-normalized feedforward nets.
We hope that our findings will open new perspectives in the statistical understanding of deep neural network architectures.
A Details of the experiments
All four experiments of Fig. 2, 3, 4 , 5 were made on cifar10 with a random initial convolution of stride 2 reducing the spatial dimension to n = 16. In each case, we considered the convolutional extent K l = 3 and periodic boundary conditions. A few experiments with approximately statisticspreserving boundary conditions such as symmetric mirroring indicated qualitatively equivalent behaviour.
In Fig. 2 , we considered the width N l = 128 and the total depth L = 200. For 10 000 random realizations of He et al. (2015) , we randomly sampled 1 024 images and computed the evolution with depth of ν 2 (x l ) and µ 2 (s l ). The distributions of ν 2 (x l ) and µ 2 (s l ) were estimated with the empirical distributions on the 10 000 realizations. The limited width -slightly less than standard values -had two purposes: (i) outlining the diffusion process, stronger for smaller width; (ii) limiting computation time in order to gather more realizations.
In Fig. 3, 4 , 5, we increased the width to a more realistic value N l = 384 and considered 1 000 realization with single batches of 64 randomly sampled images. For each realization we computed the empirical expectation over all realizations as well as 1σ intervals shown as shaded areas. Decreasing the number of inputs for each realization enabled to reduce computation time, mostly penalized by the computation of r eff (x l ) and r eff (s l ) involving an eigenvalue decomposition. We found that this reduction had very little impact for vanilla networks. As for batch-normalized feedforward nets and batch-normalized resnets, it enabled to match the usual setup of batch normalization in training mode.
We plan to release jupyter notebooks to enable replication of our results upon publication.
B Complementary definitions and notations
Receptive field mapping. Here we temporarily need to handle the mechanics of convolution. Let us consider the convolution at layer l of an input v ∈ R n×···×n×N l−1 from layer l − 1. The output feature map of the convolution (ω l * v) α,: at position α ∈ {1, . . . , n} d is obtained by the application of the convolution kernel ω l over a local input region of size (K d l N l−1 ), with K d l the spatial extent and N l−1 the extent in the channel dimension. The local input region is called the receptive field of (ω l * v) at spatial position α.
The receptive field mapping RF (·) associates an input v from layer l − 1 to the tensor RF (v) ∈ R n×···×n×K d l N l−1 , defined such that RF (v) α,: is the reshaped vectorial form of the receptive field of (ω l * v) at spatial position α. We denote R l = K d l N l−1 the dimensionality of RF (v) α,: and I l c the set of indices in RF (v) α,: corresponding to elements in channel c in the input v. Strictly speaking, RF depend on l, but this is implied by the argument so we write RF for simplicity.
Receptive field vectors. The receptive field vector ρ and centered receptive field vectorρ associated with an input v from layer l are random vectors which depend on v, α such that
where we kept the same denotation v for the variable in the expectation, as a slight abuse of notation. Again ρ andρ are strictly speaking dependent on l, but this is implied by the argument.
Statistics-preserving property. RF is statistics-preserving with respect to v if for any channel c and any index i c ∈ I l c , the random variables RF (v) α,ic and v α,c which depend on v, α have the same distribution:
Equation of
Propagation. Using the definition of RF , the affine transformation from the receptive field RF (x l−1 ) α,: to the feature map in the next layer y l α,: can be written as
where W l ∈ R N l ×R l is the suitably reshaped matricial form of ω l . To lighten notation, we write y l = W l RF (x l−1 ) + b l as a short for the affine transformation of Eq. (21) occuring at all spatial positions α. We have the following equivalence between the notations with receptive field and with convolutions:
For vanilla networks, the simultaneous propagation of x l and s l is then written as
For batch-normalized feedforward nets, the simultaneous propagation of x l and s l is written as
Gramian and Covariance. The Gramian matrix G and covariance matrix C associated with random vector v ∈ R N are defined as
Note that gramian matrix and covariance matrix of feature map vectors and receptive field vectors are related by
Symmetric propagation for vanilla networks. We define additional tensors obtained by symmetric propagation at each layer l. In the case of vanilla networks they are given by:
Under standard initialization, tensor moments have the same distribution with respect to θ l for both propagations. x l α,cx l α,c = 0. We deduce that ∀c : ν 2,c (x l ) + ν 2,c (x l ) = ν 2,c (y l ).
Now we consider the second-order moments of the sensitivity tensor. We have the following identity:
where Eq. (25) is obtained using y l α,c = −ȳ l α,c and the convention φ (0) ≡ 1/2. Since s l ,s l , t l are centered, it follows that
Symmetric propagation for batch-normalized feedforward nets. For batch-normalized feedforward nets, the symmetric propagation at each layer l is given bȳ
BN in Eq. (27) and (28) uses the statistics ofȳ l such that, under standard initialization, tensor moments have the same distribution with respect to θ l for both propagations. We then simply havē
The exact same analysis as before gives
∀c : µ 2,c (s l ) + µ 2,c (s l ) = µ 2,c (u l ).
C Statistics-preserving property C.1 Case of periodic boundary conditions and constant spatial extent n Lemma 1. If convolutions have periodic boundary conditions and the global spatial extent n is constant, then RF is statistics-preserving with respect to any input v.
Proof. Fix a channel c in v, an index i c ∈ I l c , and consider the tensors v :,c and RF (v) :,ic ∈ R n×···×n . The index i c corresponds to a given convolution kernel position κ ∈ {1, . . . , K l } d . Under periodic boundary conditions, this fixed kernel position implies that each position α in RF (v) α,ic originates from a different position α in the tensor v α ,c . Therefore the index mapping f : α → α from {1, . . . , n} d to {1, . . . , n} d is bijective. We then have RF (v) α,ic = v f (α),c ∼ α v α,c when α is considered as random and v as given. In turn, this implies that RF (v) α,ic ∼ v,α v α,c , when both v and α are considered as random.
Proposition 2. If convolutions have periodic boundary conditions and the global spatial extent n is constant, then RF is statistics-preserving with respect to x l−1 and s l−1 .
Proof. This follows immediately from Lemma 1.
Corollary 3. For any c and i
Since the cardinality |I l c | = K d l is the same for all channels c, it follows that
C.2 Relaxing the assumptions on boundary conditions and constant spatial extent
In this section, we detail possible relaxations of the assumptions on boundary conditions and constant spatial extent n. The global spatial extent is denoted n l when it is not constant.
C.2.1 Case of stationary inputs
Periodic extension. The periodic extensionṽ of a random tensor v ∈ R n×···×n×N is defined as v α1+k1n,...,α d +k d n,c = v α1,...,α d ,c , with (k 1 , . . . , k d ) ∈ Z d , and where α 1 , . . . , α d are the d components of the spatial position α = (α 1 , . . . , α d ) ∈ {1, . . . , n} d .
Stationarity. The distribution of a random vectorṽ is defined as stationary if, for any k, any configuration of spatial positions (α 1 , . . . , α k ) and channels (c 1 , . . . , c k ), the joint distribution of v α+α1,c1 , . . . ,ṽ α+α k ,c k does not depend on α.
Lemma 4. If convolutions have periodic boundary conditions and the inputs x and s have stationary periodic extensionsx ands, then their periodic extensionx l ands l remain stationary during propagation.
Proof. First note that convolutions with periodic boundary conditions followed by periodic extensions on v are equivalent to convolutions onṽ. This is also the case for componentwise operations such as batch normalization, nonlinear activation and their derivatives. So we can restrict our attention to periodic extensions.
Consider a given spatial shift α and define the translation operator T α , such that T α (ũ) =ṽ with ∀α , c :ṽ α ,c =ũ α+α ,c . It is easy to see that T α commutes with convolutions as well as componentwise operations such as batch normalization, nonlinear activation and their derivatives. It follows that T α commutes with the mapping Φ l defined as (x l ,s l ) = Φ l (x,s), and thus
where we adopted the notation T α (ũ,ṽ) = T α (ũ), T α (ṽ) . Now consider a given k and a given configuration of spatial positions (α 1 , . . . , α k ) and channels (c 1 , . . . , c k ) inx l ands l . Due to limited convolutional spatial extent and due to Eq. (32), there exist a function Φ and a configuration of spatial positions (α 1 , . . . , α k ) and channels (c 1 , . . . , c k ) inx ands such that we can writẽ
By stationarity ofx ands, the terms on the right-hand sides of Eq. (33) and (34) have the same distribution, and the terms on the right-hand sides of Eq. (35) and (36) have the same distribution. It follows that the terms on the left-hand sides of both pairs of equations have the same distribution, meaning thatx l ands l are stationary.
Lemma 5. If convolutions have periodic boundary conditions, then RF is statistics-preserving with respect to any input v which has stationary periodic extensionṽ for any global spatial extent n l .
Proof. Ifṽ has stationary distribution, it means in particular that for any channel c, the distribution of v α,c is the same for all α ∈ {1, . . . , n l−1 } d . Fix a channel c and an index i c ∈ I l c corresponding to a given convolution kernel position κ ∈ {1, . . . , K l } d . A given position α in the receptive field tensor RF (v) α,ic then corresponds to a given position α in the original tensor, such that RF (v) α,ic = v α ,c . Since the distribution of v α ,c does not depend on α , it follows that RF (v) α,ic ∼ v,α v α ,c for given α and random α , and thus that RF (v) α,ic ∼ v,α v α,c for random α. Proposition 6. If convolutions have periodic boundary conditions and the input x has stationary periodic extensionx, then RF is statistics-preserving with respect to x l and s l , for any global spatial extent n l .
Proof. This follows from Lemmas 4 and 5, and from the fact that the input sensitivity tensor s has stationary periodic extensions due to its definition as a white noise tensor with independent and identically distributed components.
C.2.2 Case n l K l
Proposition 7. If the convolution stride is one in most layers (i.e. n l−1 = n l in most layers) and the global spatial extent is much larger than the convolutional spatial extent n l K l in most layers, then RF is approximately statistics-preserving with respect to x l−1 and s l−1 , for any boundary conditions.
Proof. Fix a layer l − 1 such that n l−1 = n l and n l K l . Denote RF (p) the receptive field mapping at layer l associated with periodic boundary conditions. Since n l−1 = n l K l the receptive fields RF (x l−1 ) α,: , RF (s l−1 ) α,: and RF (p) (x l−1 ) α,: , RF (p) (s l−1 ) α,: do not intersect boundary regions for most α, implying RF (x l−1 ) α,: = RF (p) (x l−1 ) α,: and RF (s l−1 ) α,: = RF (p) (s l−1 ) α,: for most α. This implies for any index i c that P x,α RF (x l−1 ) α,ic P x,α RF (p) (x l−1 ) α,ic and P x,s,α RF (s l−1 ) α,ic P x,s,α RF (p) (s l−1 ) α,ic .
Since RF (p) is statistics-preserving with respect to x l−1 and s l−1 by Lemma 1, it follows that for any channel c and index i c ∈ I l c , we have P x,α RF (p) (x l−1 ) α,ic = P x,α x l−1 α,c
and P x,s,α RF (p) (s l−1 ) α,ic = P x,s,α s l−1 α,c . We then deduce that P x,α RF (x l−1 ) α,ic P x,α x l−1 α,c and P x,s,α RF (s l−1 ) α,ic P x,s,α s l−1 α,c , meaning that RF is approximately statistics-preserving for x l−1 and s l−1 . D Details of Section 3 D.1 Assumption that Φ l is differentiable a.s. with respect to x Let us detail which parts of Section 3 rely on the assumption that Φ l is differentiable a.s. with respect to x.
Firstly the factor of noise equivalence detailed in Eq. (4) relies on the assumption that moments with respect to x, α of the true noise tensor Φ l (x + dx) − Φ l (x) at layer l and dx l defined as the result of the simultaneous propagation of Eq. (1) and Eq. (2) coincide. If Φ l (x) is differentiable a.s. with respect to x, then dx l = Φ l (x + dx) − Φ l (x) a.s. with respect to x. In that case, dx l and Φ l (x + dx) − Φ l (x) share the same probability density function, and thus the same moments with respect to x, α Secondly the Jabobian equivalence and the sensitivity equivalence detailed respectively in Sections D.3 and D.2 rely on the assumption that Φ l (x) is differentiable surely with respect to x. This can be relaxed using subdifferentials if Φ l (x) is differentiable a.s. with respect to x. Indeed the same argument as before shows that moments with respect to x, α are left unchanged when ignoring the probability-zero event such that Φ l (x) is not differentiable with respect to x. Now let us justify the assumption that Φ l (x) is differentiable a.s. with respect to x in the case of the propagation of Eq. (1). As in Section 4, we adopt the notation Θ l = (ω 1 , β 1 , . . . , ω l , β l ) and we further assume standard initialization. For given x such that ∀α: x α,: = 0, it is easy to see that Φ l (x l ) is not differentiable implies that ∃k ≤ l, ∃α, c such that ρ(x k−1 , α) = 0 and x k α,c = 0. Under standard initialization, this corresponds to a zero-probability event. Denoting D the event such that Φ l (x l ) is not differentiable, we then have P Θ l |x [D] = 0. Now considering x again as random, using Fubini's Theorem and making the assumption that x α,: = 0 a.s. with respect to x, α (which is the case e.g. if this random vector x α,: admits a well-defined probability density function):
By contradiction, if there would be non-zero probability with respect to Θ l that P x|Θ l [D] > 0, then Eq. (37) would not hold. Therefore with probability 1 with respect to Θ l : P x|Θ l [D] = 0, meaning that Φ l (x) is differentiable a.s. with respect to x.
D.2 Property of normalized sensitivity
Proposition 8. The sensitivity tensor s l and the tensor ∇ x x l α,c containing for given α, c the derivatives of x l α,c with respect to x are related by E s (s l α,c ) 2 = ||∇ x x l α,c || 2 2 .
Proof of Proposition 8. Due to the definition of dx l as a small corruption to x l , dx l α,c can be written as a function of ∇ x x l α,c and the input noise dx,
where ·, · denotes the standard dot product in input space. It follows from the definition of s l = dx l /σ dx that s l α,c = ∇ x x l α,c , s . Due to the white noise property E s [s i s j ] = δ ij , we then get
Proposition 9. Definex the rescaling by a constant factor of x with unit variance µ 2 (x) = 1, and x l the rescaling by a constant factor of x l with unit variance µ 2 (x l ) = 1. Whenx l is considered as a function ofx, the normalized sensitivity χ l measures a root mean square sensitivity as χ l = Ex ,α,c ||∇xx l α,c || 2 2 1/2 .
Proof of Proposition 9. First we work with the non-normalized signals x and x l . We can express the second-order central moment of s l as
where Eq. (38) follows from s l being centered and Eq. (39) follows from Proposition 8. The normalized sensitivity is then given by
Finally combining Eq. (40) and Eq. (41), we get χ l = Ex ,α,c ||∇xx l α,c || 2 2 1/2 .
D.3 Equivalence between χ l and previous definitions
In the fully-connected case n = 1, Philipp & Carbonell (2018) recently introduced the following coefficient:
Let us prove the equivalence between the definitions of Eq.
(3) and Eq. (42). In the fullyconnected case n = 1, the spatial position α can be ignored and tensors and feature map vectors coincide: x l = ϕ(x l ) and s l = ϕ(s l ) =φ(s l ). When x is fixed, the input-output Jacobian J l = ∂x l ∂x 0 ∈ R N l ×N0 directly summarizes the propagation of the noise dx l = J l dx, and thus the sensitivity s l = J l s. Due to the white noise property E s [s i s j ] = δ ij ,
Here we clearly see the advantage of the sensitivity tensor of encoding information on the Jacobian while avoiding increased dimensionality. Going back to our calculation, the definitions
, finally give the equivalence between the two definitions:
Philipp & Carbonell (2018) chose the terminology of nonlinearity coefficient for this metric. While our analysis unveils a strong connection between χ l and the nonlinearity φ, it also reveals a strong connection with batch normalization which is still a linear operation. So we chose instead the terminology of normalized sensitivity.
D.4 Distributional pathologies
We consider the following rescaling of the signal:
We immediately have ||ν l || 2 = 1. Furthermore we have α) becomes point-like concentrated around the vectorν l of unit L 2 norm. E Details of Section 5 E.1 Lemma on the sum of increments Lemma 10. Consider a sequence (X k ) of random variables which depend on Θ k and denote
Then:
(i) The random variables Z k are centered and non-correlated:
(ii) If there exist constants m min , m max , v min , v max with ∀k ≤ l: m min ≤ Y k ≤ m max and v min ≤ Var Θ k [Z k ] ≤ v max , then there exist random variables m l and s l such that s l is centered and
Proof of (i). First we show that Z k is centered:
Now for k < k , we have k ≤ k − 1 and thus Z k is a random variable which only depends on Θ k −1 . Then we can write
where Eq. (44) follows from Eq. (43).
Proof of (ii). Denote M l = l k=1 Y k and S l = l k=1 Z k . Then we have
where Eq. (45) follows from (i). The hypothesis further gives lm min ≤ M l ≤ lm max and lv min ≤ Var Θ l [S l ] ≤ lv max . If we now define m l = M l / l and s l = S l / √ l, we get that s l is centered and the telescoping sum l k=1 X k = l k=1 Y k + l k=1 Z k can be written as required:
E.2 Proof of Theorem 1
Theorem 1. Moments of vanilla networks.
There exist positive constants m min , m max , v min , v max > 0, random variables (m l ), (m l ), (s l ), (s l ) and events (A l ) with probability
Proof. We use the definitions and notations from Section B and we denote (e 1 , . . . , e R l ) and (λ 1 , . . . , λ R l ) respectively the orthogonal eigenvectors and eigenvalues of G[ρ(x l−1 , α)], and W l = W l (e 1 , . . . , e R l ). We then get
We further define
Combining the definition of u l c with Eq. (24) and Eq. (46), we get that under ν 2 (x l−1 ) = 0 :
where we definedλ i = λ i / j λ j and used j λ j = Tr G ρ(x l−1 , α) = R l ν 2 (x l−1 ) by Corollary 3. The symmetric propagation gives that, under ν 2 (x l−1 ) = 0 :
whereū l c is the symmetric counterpart of u l c obtained by interverting x l andx l in Eq. (47), and Eq. (49) follows fromū l c = (1 − u l c ) when ν 2,c (y l ) > 0 andū l c ν 2,c (−y l ) = (1 − u l c )ν 2,c (−y l ) still holding when ν 2,c (y l ) = 0. By symmetry of the propagation ν 2,c (x l ) ∼ θ l ν 2,c (x l ). Combined with Eq. (50) and the assumption of standard initialization W l ∼ θ lŴ l ∼ θ l N (0, 2 / R l I), we deduce that under ν 2 (x l−1 ) = 0 :
Thus ∀c :
Let us define
with ∧ the logical and, ∨ the logical or, and with b independent of Θ l and following a Bernouilli distribution with probability 1/2: b ∼ Bernouilli(1/2). Conditionally on any value of ν 2,c (y l ), we have v l c ∼ Bernouilli(1/2) and thus ν 2,c (y l ) and v l c are independent. Let us further denote
Thus ∃(w i,j ) i,j such that the increments δν 2 (x l ) can be bounded under B l ∩ ν 2 (x l−1 ) = 0 as
Simply replacing x l by s l , y l by t l , G by C, and using Eq. (26) instead of Eq. (24) and the identity with µ 2 (s l−1 ) instead of ν 2 (x l−1 ) in Corollary 3, we get that under µ 2 (s l−1 ) = 0 :
We similarly define B l :
It follows from Eq. (52) and Eq. (54) that ν 2 (x k ) = 0 has probability 1 under B k ∩ A k−1 , and that µ 2 (s k ) = 0 has probability 1 under B k ∩ A k−1 . Thus
where B c k and B c k denote the complementary events of B k and B k respectively. We then have for P Θ l A l :
From Eq. (55), we deduce that P θ l |A l−1 A c l 1, where A c l denotes the complementary event of A l . Further using E θ l |A l−1 δν 2 (x l ) = 1, and E θ l |A l−1 δµ 2 (s l ) = 1 by Eq. (51) and Eq. (53), and applying Cauchy-Schwarz inequality:
Similarly,
By log-concavity, it follows that E θ l |A l log δν 2 (x l ) ≤ 0, and that E θ l |A l log δµ 2 (s l ) ≤ 0. Now since log x and log 2 x are integrable at 0, it follows from Eq. (52) and Eq. (54) that δν 2 (x l ) has well-defined first and second-order moments with respect to θ l under A l−1 ∩ B l ∩ ν 2 (x l ) = 0 , and that δµ 2 (s l ) has well-defined first and second-order moments with respect to θ l under A l−1 ∩ B l ∩ µ 2 (s l ) = 0 . Thus δν 2 (x l ) and δµ 2 (s l ) have well-defined first and second-order moments with respect to θ l under A l .
From now on we work under A l , and we define under A l :
Note that for k < l, A l is independent of Θ k under A k . This implies
Let us now apply Lemma 10 for given l conditionally on A l . Suppose there exist positive constants m min , m max , v min , v max > 0, such that ∀k ≤ l under A l :
Then by Lemma 10 there exist sequences of random variables (m l ), (m l ), (s l ), (s l ) such that ∀l under A l : s l and s l are centered and
where we used µ 2 (s 0 ) = 1 due to the white noise property: E s [s i s j ] = δ ij . By changing the variable m l to −m l and the variable m l to −m l , we get that ∀l under A l : s l and s l are centered and
To obtain the bounds m min , m max , v min , v max , we consider extreme cases for u l c and R l i (Ŵ l c,i ) 2λ i in Eq. (48). Let us denote Chi-Square(N ) the chi-square distribution with N degree of freedom and N min , N max , R min , R max the bounds on N l , R l such that
Then we obtain minimum bounds by considering N l = N max , R l = R max and u l c ∼ θ l 1/2 and
. We obtain maximum bounds by considering N l = N min , and u l c ∼ θ l Bernouilli(1/2) and R l i (Ŵ l c,i ) 2λ i ∼ θ l 2 Chi-Square(1). As an illustration, in the fully-connected case with constant width N l = 100, we numerically find m min 9.7×10 −5 and v min 2.0×10 −4 as minimum bounds and m max 2.5×10 −2 and v max 5.2×10 −2 as maximum bounds.
E.3 Relation to the terms m, m, s defined in Section 4
Here we relate Theorem 1 to the terms m, m, s defined in Section 4, under the conditionality A k . By Eq. (56) and Eq. (57), we have
The terms m[ν 2 (x k )] and m[µ 2 (s k )] are thus vanishing and the evolution is dominated by the terms m[ν 2 (x k )] < 0, m[µ 2 (s k )] < 0. These terms correspond to Y k , Y k in the proof of Theorem 1.
E.4 Proof of Theorem 2
Theorem 2. Normalized Sensitivity increments of vanilla networks. Denote y l,+ = max(y l , 0) and y l,− = max(−y l , 0). The dominating term under A l in the evolution of χ l is
Proof. The dominating term in the evolution of χ l is 1 2 m[µ 2 (s l )]−m[µ 2 (x l )] . The terms m[µ 2 (s l )] and m[µ 2 (x l )] are simply obtained by considering E θ l [δµ 2 (s l )] and E θ l [δµ 2 (x l )].
By Eq. (53) in the proof of Theorem 1: E θ l [δµ 2 (s l )] = 1, and thus m[µ 2 (s l )] = log E θ l |A l−1 [δµ 2 (s l )] = 0.
Next we turn to the term m[µ 2 (x l )]. Again we use the definitions and notations from Section B. We further denote (e 1 , . . . , e R l ) and (λ 1 , . . . , λ R l ) respectively the orthogonal eigenvectors and eigenvalues of C[ρ(x l−1 , α)] andŴ l = W l (e 1 , . . . , e R l ). Using these notations, we get
Then due to W l ∼ θ lŴ l ∼ θ l N (0, 2 / R l I):
where Eq. (60) follows from Corollary 3. Furthermore the symmetric propagation gives:
If χ l has exponential drift larger than diffusion and µ 2 (x l ), ν 2 (x l ) are lognormal, then µ 2 (x l ) / ν 2 (x l ) converges a.s. to zero Lemma 11. Borel Cantelli implies a.s. convergence (see Durrett (1996) ) . For a sequence of random variables (X l ) and a random variable X, if ∀ > 0 :
Proof. For given > 0, denote N the number of times that the event {|X l − X| > } occurs such that N = Under E, ∃ random variable and ∃(k l ) increasing sequence with ∀l: |X k l − X| > . This implies in turn ∃ > 0 non-random and ∃E with P[E ] > 0 such that under E : ∃(k l ) increasing sequence with ∀l: |X k l − X| > . Thus N thus has non-zero probability to be infinite:
which is a contradiction. We deduce that X l l→∞ − −− → X a.s.
Proposition 12. Suppose that (i) We can neglect the events A l with probability exponentially small in the width (ii) The event D under which χ l has drift larger than diffusion has probability P[D] > 0
Then, under D:
Proof. Neglecting the events A l , Theorem 1 implies that ∃(m l ), (m l ), (s l ), (s l ) such that (s l ), (s l ) are centered and
Given that log ν 2 (x l ) and log µ 2 (s l ) are Gaussian by the assumption of lognormality, and given E Θ l [ν 2 (x l )] = ν 2 (x 0 ) and E Θ l [µ 2 (s l )] = µ 2 (s 0 ) = 1 under standard initialization, we deduce: ∃(X l ), (X l ) random variables and ∃(M l ), (M l ) > 0 constants such that
Now let us make more precise the conditionality on D. We may assume ∃m > (m max − m min )/2 such that ∀l under D: log χ l ≥ lm.
The ratio µ 2 (x l )/ν 2 (x l ) can be expressed as
which gives with logarithms that, under D:
with M = 2m − m max + m min > 0 and C = − log ν 2 (x 0 ) + log µ 2 (x 0 ). Thus for given , under D:
with ∨ the logical or, and withX l ≡ X l / √ M l andX l ≡ X l / M l . In turn, this implies ∃C such that ∀l, under D:
where Eq. (65) is obtained usingX l ,X l ∼ N (0, 1), while Eq. (66) is obtained using erfc (x) ≤ exp(−x 2 ) (Chiani et al., 2003) . It follows from Eq. (66) that
By Lemma 11, we finally deduce that, under D:
E.6 If exp m[χ l ] → 1 andx l has bounded moments, then x l converges to one-dimensional signal pathology Proposition 13. We recall the notation for the unit-variance rescaled signal:x l ≡ x l /µ 2 (x l ) 1/2 , and the usual notation:
We further suppose that (i)x l is well-defined with bounded moments: ν p (|x l |) = O(1), implying in particular ν 2 (x l )/µ 2 (x l ) l→∞ − −− → ∞ and thus µ 2 (x l )/ν 2 (x l ) l→∞ − −− → 0 , i.e. that x l does not converge to zero-dimensional signal pathology,
Then x l converges to one-dimensional signal pathology.
Proof. Again we use the notations from Section B and we denote
Due to the statistic-preserving property, we have 1 N l ||ν l ϕ || 2 2 = 1 R l ||ν l ρ || 2 2 , which implies
Now let us reason by contradiction and suppose that r eff (x l ) = r eff (x l ) l→∞ − −− → 1, which implies ∃η > 0 and ∃(k l ) increasing sequence with ∀l: r eff (x k l ) ≥ 1 + η. In turn this implies ∃η > 0 such that ∀l:
i.e. that ϕ(x k l , α) necessarily has a direction of variance > η which is orthogonal to its mean vector ν k l ϕ . By padding this direction appropriately with zeros, it follows that ∃η > 0 such that ∀l:
Let us denoteW k l +1 such that ∀c :W k l +1 c,:
= W k l +1 c,:
/||W k l +1 c,:
|| 2 andν k l ρ = ν k l ρ /||ν k l ρ || 2 . We further decomposeW k l +1 c,:
as
Then we get
Given that ||ν k l ρ || 2 = O(1), this implies by spherical symmetry that ∀ > 0, ∃p > 0 such that ∀l:
with ∧ the logical and. By Cauchy-Schwarz inequality:
c,:
We can bound the second term on the right-hand side as
where Eq. (69), Eq. (70) and Eq. (71) are obtained by again applying Cauchy-Schwarz inequality, while Eq. (72) is obtained with ∀i, ∀p:
. It then follows from Eq. (68) and the hypothesis that all moments are bounded ν p (|x l |) = O(1) that
Combining Eq. (67) and Eq. (73), we deduce that ∃η > 0 with ∀ > 0, ∃p > 0 such that ∀l:
Due to the assumption of standard initialization W k l +1 ∼ θ k l +1 N (0, 2 / R k l I), it follows that W k l +1 and ||W k l +1 c,:
|| 2 are independent, and we have e.g. P θ k l +1 1 ≤ ||W k l +1 c,:
|| 2 ≤ 2] ≥ 0 independent of l. Therefore ∀ > 0, ∃p > 0 such that ∀l:
Let us note that
where x + ≡ max(x, 0) and x − ≡ max(−x, 0). We then get ∃η > 0, ∃p > 0 such that ∀l:
We finally get
Thus by Theorem 2, ∃η > 0 such that ∀l:
which contradicts the hypothesis exp m[χ k l +1 ] l→∞ − −− → 1. We deduce that r eff (x l ) l→∞ − −− → 1, i.e. that x l converges to one-dimensional signal pathology. E.7 If exp m[χ l ] → 1, then each new layer l becomes arbritrary well approximated by a linear function
If exp m[χ l ] → 1, then Eq. (9) in Theorem 2 implies for the rescaled signalỹ l = y l / µ 2 (x l−1 ):
E c,θ l min ν 1,c (ỹ l,+ ), ν 1,c (ỹ l,− ) 2 → 0, ∀ : P c,θ l min ν 1,c (ỹ l,+ ), ν 1,c (ỹ l,− ) ≥ → 0, ∀ : P θ l ∃c : min ν 1,c (ỹ l,+ ), ν 1,c (ỹ l,− ) ≥ → 0, ∀ : P θ l ∀c : min ν 1,c (ỹ l,+ ), ν 1,c (ỹ l,− ) ≤ → 1.
Now let us fix a channel c and suppose that min ν 1,c (ỹ l,+ )ν 1,c (ỹ l,− ) ≤ . Given that y l,− =ỹ l −ỹ l,+ , we have min ν 1,c (ỹ l,+ )ν 1,c (ỹ l,− ) = min ν 1,c (|ỹ l,+ − 0|), ν 1,c (|ỹ l,+ −ỹ l |) ≤ .
Both ν 1,c (|ỹ l,+ −0|) and ν 1,c (|ỹ l,+ −ỹ l |) correspond to the mean absolute error of the approximation of the rescaled output x l /µ 2 (x l−1 ) = y l,+ /µ 2 (x l−1 ) =ỹ l,+ in channel c with a linear function of x l−1 . So there exists a linear function f c : R n×···×n×N l−1 → R n×···×n such that E x,α |ỹ l,+ α,c − f c (x l−1 ) α | ≤ .
If ∀c: min ν 1,c (ỹ l,+ )ν 1,c (ỹ l,− ) ≤ , and if we define the linear function f : R n×···×n×N l−1 → R n×···×n×N l such that ∀α, c: f (x l−1 ) α,c = f c (x l−1 ) α , then we get
Combined with Eq. (75), this means that x l /µ 2 (x l−1 ) can be approximated arbritrary well by a linear function of x l−1 with probability arbitrary close to 1 in θ l .
F Details of Section 6 F.1 Proof of Theorem 3 Theorem 3. Normalized Sensitivity increments of batch-normalized feedforward nets. The dominating term in the evolution of χ l can be decomposed as the sum of a term m BN [χ l ] due to batch normalization and a term m φ [χ l ] due to the nonlinearity φ:
exp m BN χ l = µ 2 (s l−1 ) µ 2 (x l−1 ) −1/2 E c,θ l µ 2,c (t l ) µ 2,c (y l ) 1/2 , exp m φ χ l = 1 − 2E c,θ l ν 1,c z l,+ ν 1,c z l,− −1/2 , δχ l exp m BN −F F χ l = exp m BN χ l + m φ χ l .
Proof. First let us decompose the dominating term as the product of two terms:
exp m BN χ l = E θ l [µ 2 (u l )] µ 2 (s l−1 )
m BN χ l is a dominating term in the evolution of χ l from (x l−1 , s l−1 ) to (z l , u l ), while m φ χ l is a dominating term in the evolution of χ l from (z l , u l ) to (x l , s l ). These terms can be seen -slightly simplistically -as the direct contribution of respectively batch normalization and φ to m BN −F F χ l . Now let us explicitate both terms.
Term exp m BN χ l . First note that batch normalization directly gives: µ 2 (z l ) = 1, and thus E θ l [µ 2 (z l )] = 1. Now let us explicitate E θ l [µ 2 (u l )]:
∀c : u l :,c = t l :,c µ 2,c (y l ) , ∀c : µ 2,c (u l ) = µ 2,c (t l ) µ 2,c (y l ) ,
All together, we get
Term exp m φ χ l . We consider the symmetric propagation for batch-normalized feedforward nets. From Eq. (31) we deduce
where Eq. (76) is obtained by symmetry of the propagation. Now we turn to the symmetric propagation of the signal: 
= ν 2,c (z l,+ ) − ν 1,c (z l,+ ) 2 + ν 2,c (z l,− ) − ν 1,c (z l,− ) 2 = ν 2,c (z l ) − ν 1,c (z l,+ ) 2 + ν 1,c (z l,− ) 2 , where Eq. (77) follows from Eq. (29). Due to the constraints imposed by batch normalization: ν 1,c (z l ) = 0 and ν 2,c (z l ) = 1, it follows that µ 2,c (x l ) + µ 2,c (x l ) = 1 − ν 1,c (z l,+ ) 2 + ν 1,c (z l,− ) 2 .
ν 1,c (z l ) = ν 1,c (z l,+ ) − ν 1,c (z l,− ) = 0, ν 1,c (z l,+ ) − ν 1,c (z l,− ) 2 = ν 1,c (z l,+ ) 2 + ν 1,c (z l,− ) 2 − 2ν 1,c (z l,+ )ν 1,c (z l,− ) = 0.
Using Eq. (78), Eq. (79) and the symmetry of the propagation, µ 2,c (x l ) + µ 2,c (x l ) = 1 − 2ν 1,c (z l,+ )ν 1,c (z l,− ), 2E θ l [µ 2 (x l )] = 1 − 2E c,θ l ν 1,c z l,+ ν 1,c z l,− .
We finally combine Eq. (76) and Eq. (80): 
where Eq. (81) follows from t 1 being centered and Eq. (82) follows from the white noise property E s [s i s j ] = δ ij , which implies for any α that E s [ρ(s, α) i ρ(s, α) j ] = δ ij under periodic boundary conditions. Now we turn to the second-order moment in channel c of y 1 . Denoting (e 1 , . . . , e R1 ) and (λ 1 , . . . , λ R1 ) respectively the orthogonal eigenvectors and eigenvalues of C[ρ(x, α)], and W 1 = W 1 (e 1 , . . . , e R1 ), we get
where we definedW 1 such that ∀c:W 1 c,: =Ŵ 1 c,: / ||W 1 c,: || and we used Eq. (82). Under standard initialization, the distribution of W 1 is spherically symmetric, implying that for all c the distribution ofW 1 c,: is uniform on the sphere of R R1 . In turn, this implies
Finally we can write exp m BN χ 1 as exp m BN χ 1 = µ 2 (s 0 ) µ 2 (x 0 ) −1/2 E c,θ 1 µ 2,c (t 1 ) µ 2,c (y 1 )
where Eq. (84) is obtained using µ 2 (s 0 ) = µ 2 (s) = 1 and µ 2 (x 0 ) = 1 R1 Tr C[ρ(x, α)] = 1 R1 i λ i by Corollary 3, while Eq. (85) is obtained using the convexity of x → 1/x and Eq. (83).
G Details of Section 7
G.1 Adaptation of the previous setup to resnets Before proceeding to the analysis, slight adaptations and forewords are necessary. Let us denote Θ l,h = (ω 1,1 , β 1,1 , . . . , ω 1,H , β 1,H , . . . , ω l,1 , β l,1 , . . . , ω l,h , β l,h ) the full set of parameters up to layer h in residual unit l and θ l,h = Θ l,h |Θ l,h−1 the conditional set of parameters of layer h in residual unit l. We further denote Θ l = Θ l,H and θ l = Θ l,H |Θ l−1,H respectively the full and conditional sets of parameters at the granularity of the residual unit.
In the pre-activation perspective of Eq. (16) and (17) each residual layer starts with (y l,h−1 , t l,h−1 ) after the convolution and ends with (y l,h , t l,h ) again after the convolution. The concrete effect is that batch normalization and φ are completely deterministic conditionally on Θ l−1 in the first layer h = 1 of each residual unit l. This occurs again for h ≥ 2 since batch normalization and φ are random conditionally on Θ l−1 but completely deterministic conditionally on Θ l,h−1 . At even larger granularity, due to the aggregation (y l , t l ) = 1 N lµ 2 2,max ≤ 1 N 1 l + 1 (l + 1) 2 µ 2 2,max .
