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Abstract
Co-Optimization of Communication, Motion and Sensing in Mobile Robotic Operations
by
Yuan Yan
In recent years, there has been considerable interest in wireless sensor networks and
networked robotic systems. In order to achieve the full potential of such systems, inte-
grative approaches that design the communication, navigation and sensing aspects of the
systems simultaneously are needed. However, most of the existing work in the control
and robotic communities uses over-simplied disk models or path-loss-only models to
characterize the communication in the network, while most of the work in networking
and communication communities does not fully explore the benets of motion.
This dissertation thus focuses on co-optimizing these three aspects simultaneously in
realistic communication environments that experience path loss, shadowing and multi-
path fading. We show how to integrate the probabilistic channel prediction framework,
which allows the robots to predict the channel quality at unvisited locations, into the co-
optimization design. In particular, we consider four dierent scenarios: 1) robotic router
formation, 2) communication and motion energy co-optimization along a pre-dened tra-
jectory, 3) communication and motion energy co-optimization with trajectory planning,
and 4) clustering and path planning strategies for robotic data collection. Our theoreti-
cal, simulation and experimental results show that the proposed framework considerably
outperforms the cases where the communication, motion and sensing aspects of the sys-
tem are optimized separately, indicating the necessity of co-optimization. They further
show the signicant benets of using realistic channel models, as compared to the case
of using over-simplied disk models.
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Chapter 1
Introduction
In recent years, considerable progress has been made in the area of mobile sensor networks
and networked robotic systems. Such systems have broad applications in real world,
including but not limited to coverage control [1{4], rendezvous [5, 6], target tracking
[7{10], surveillance and security [11{13], ocking [14{16], formulation control [17{21],
dynamic vehicle routing [22{24] and environmental monitoring [25,26]. In such systems,
the robots/sensors need to communicate with each other in order to work collaboratively
and achieve given common goals. In many applications, the robots/sensors may further
need to communicate with a remote station (control center) to report their tasks or
seek help from human operators [27]. As a result, the robots need to maintain a level
of connectivity in order to achieve their tasks. In this dissertation, we aim to bring a
foundational understanding to the impact of realistic communication links on the robotic
system design, and show how to systematically co-optimize navigation, communication
and sensing in realistic fading environments.
In this chapter, we rst present motivating applications to show the importance of
proper communication in the networked robotic systems. Then, we summarize the consid-
ered scenarios, review the related work in the literature and state the main contributions
1
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of this thesis. Finally, we briey summarize the organization of this dissertation.
1.1 Motivating Applications
In this part, we present a few applications of robotic systems where reliable commu-
nication is critical.
Robots for Surveillance, Security and Safety
Unmanned vehicles are envisioned to help with emergency response, search and rescue,
and surveillance operations in near future. In such cases, each individual node has limited
sensing and perception capabilities and the team has to perform the task cooperatively.
Proper connectivity maintenance is thus considerably important in such scenarios and
should be taken into account when path planning.
Mobile Relays for Connectivity Maintenance
In robotic router applications, unmanned vehicles are tasked with providing con-
nectivity between two nodes that are otherwise disconnected due to possibly a large
distance or fading. The mobile relays need to intelligently congure themselves into a
reliable mesh network in order to build a temporary communication infrastructure. Such
relay networks can have applications in many dierent areas from eld robotics to smart
homes where small robotic relays move to provide connectivity for users/computers that
are in otherwise poorly-connected areas. As can be seen, the key in such application is
to properly use motion capabilities to provide reliable communication services.
2
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Unmanned Vehicles As Part of Our Everyday Life
It is envisioned that unmanned vehicles will soon be part of our everyday life. For
instance, Amazon is developing a delivery system by using Unmanned Aerial Vehicles
(UAV), which is known as Amazon Prime Air [28]. It is envisioned to allow the costumers
to receive their packages in 30 minutes or less. During its operation, Prime Air may need
to connect to a remote operator or other UAVs. It can then use its motion to move to
better spots for connectivity.
Within a decade, self-driving cars can be part of our everyday life. Another popular
application of robots is to provide tele-presence for medical care. In general, realizing
such applications requires proper connectivity maintenance, path planning, and sensing.
1.2 Motivations and Contributions
In this dissertation, we focus on the co-optimization of the communication, motion
and sensing strategies of mobile robots. The co-optimization is considerably important
as the communication, motion and sensing decisions are highly coupled. For example,
consider the case where a mobile robot needs to send some information bits to a remote
station. Given a limited amount of energy, should the robot just send the information
bits directly, or should it move to nd a place that is good for communication and then
send the bits? Clearly, the optimal decision of the robot depends on the current channel
quality of the robot, the cost to move and the amount of information bits that needs to
be sent. As another example, consider the case where a mobile robot needs to send a
live streaming video of a target to a remote station. Should the robot move closer to
the target for a better sensing quality, or should it move closer to the remote station for
a better communication quality? On one hand, if the communication quality is poor,
the remote station cannot receive a smooth streaming video. On the other hand, if the
3
Introduction Chapter 1
sensing quality is poor, the remote station cannot get quality data. Clearly, the optimal
decision, in terms of how much to move, depends on the sensing capability of the robot,
the channel quality in the environment, and other system constraints. Therefore, the
goal of this dissertation is to have an understanding of the co-optimization strategies in
dierent scenarios and see the underlying tradeos in terms of communication, motion
and sensing.
Traditionally, most of the work in robotics and control communities does not take
communication issues into account when designing such systems. Instead, only the sens-
ing and navigation aspects of the systems are investigated and over-simplied link models
are assumed. Furthermore, the fact that each robot can now utilize mobility for better
connectivity is not exploited. On the other hand, most of the work in the communication
and networking communities are not concerned with path planning. In order to truly
realize the full potentials of these systems, however, integrative approaches that prop-
erly optimize the communication, sensing and navigation issues are needed. Recently,
such communication-aware navigation and/or sensing strategies have started to attract
considerable attention [8, 9, 11,22,29{67].
This is the main motivation for the work in this thesis, i.e. to bring a foundational
understanding to the rich space at the intersection of communication, motion and sensing
in robotic networks. In order to co-optimize these aspects jointly, each robot needs to
have a prediction of the channel quality at unvisited locations in the workspace. Most
of the existing work uses disk models to model a wireless channel, i.e. it is assumed that
two robots can communicate with each other if and only if the distance between them
is smaller than some threshold. However, such over-simplied models do not suce to
model realistic fading channels. Fig. 1.1 shows a real indoor channel measurement (blue
solid line) [68]. As can be seen, neither disk models nor path-loss-only models can capture
the channel behaviors in practice. As a result, using such models may cause signicant
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performance degradation. See [9] for an example where using such models can cause
instability in control over a wireless link. Hence, more sophisticated channel models
are needed to design the networked robotic systems. In this dissertation, we use the
probabilistic channel prediction framework that was proposed in [69{71] to predict the
channel quality at unvisited locations. We briey summarize this approach in Section 2.1.
This thesis then shows how navigation, communication, and sensing can be co-optimized
in realistic communication environments.
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Figure 1.1: The gure shows an indoor channel measurement with three dierent
channel dynamics marked [68].
In this dissertation, we consider four important aspects of robotic communication,
motion and sensing co-optimization (each treated in a chapter). In the rest of this section,
we review the related work in the literature, discuss our motivations, and summarize our
contributions, for each chapter.
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1.2.1 Robotic Router Formation
In Chapter 3, we mainly focus on understanding the fundamentals of co-optimizing
motion and communication of a robotic network, without considering sensing issues. We
then show how motion can be systematically optimized to ensure acceptable communi-
cation quality in realistic communication environments. More specically, we consider
a robotic router problem. In such problems, a transmitting node needs to maintain its
connectivity to a receiving node over a large distance. Since the receiving node may need
to get far due to possible exploratory missions, direct transmission may not be possi-
ble. Therefore, a number of robotic routers can be used to ensure robust communication
between the two nodes. The routers will recongure themselves constantly in order to
optimize the ow of information. A fundamental question is then as follows: Given spe-
cic transmitter/receiver locations and environmental/communication constraints, what
is the optimum conguration of the routers and how can it be reached? Note that this
scenario is directly related to the second application mentioned in Section 1.1, and the
ndings can also be used in robotic router applications for smart homes as well.
In the robotics and control community, algebraic-graph approaches attracted consid-
erable attention for solving this problem. In [43], authors take Fiedler eigenvalue as a
metric for the connectivity of a state-dependent graph, and use semidenite program-
ming to maximize it, subject to minimum distance constraints. In [44], a decentralized
algorithm based on super-gradient and decentralized computation of Fiedler eigenvector
is proposed. Similarly, a potential function is dened in [30], using spectral properties of
the Laplacian matrix, in order to optimize connectivity while k-connectivity constraints
are imposed in [45]. In [46], the ideas from [43, 44] and [45] are integrated to design
a centralized control law for robotic routers. While the Fiedler eigenvalue is one mea-
sure of graph connectivity, it is rather a high-level measure, i.e. it does not measure the
6
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communication reception quality. In [38], a spring-damper model is adopted to enforce
the connectivity of a robotic operation, in an outdoor environment. A spring-damper
model, on the other hand, still requires designing a function that translates the link
quality to proper forces. In [47], two robotic router algorithms, namely known user
trajectory algorithm and adversarial user trajectory algorithm, are proposed. More rel-
evant communication-oriented metrics have also been utilized. Authors in [49] solve the
mobility control problem by minimizing the communication energy cost, while in [50],
the mobility control problem is investigated with the goal of maximizing the lifetime
of the network. The aforementioned work, however, assumes an a priori-known disk or
path-loss-only model for communication.
In the wireless sensor network community, optimal positioning of wireless sensors (or
relays) has been studied [72, 73]. Similarly, in the communication literature, there has
recently been a considerable interest in cooperative communication typically with the
assumption of one relay node [74{78]. While communication-related metrics are used in
these problems, most of the work from the communication or networking community has
not been concerned with the control of motion, i.e. it is not on how a number of routers
can plan their motions to optimally position themselves. For instance, the issue of online
channel prediction does not even come up.
This motivates us to investigate the robotic router problem in realistic fading envi-
ronments by jointly optimizing communication and motion.
Contributions
We start by using the Bit Error Rate (BER) of the end receiver as our performance
metric. Then, the optimum conguration of the nodes is the one that results in the small-
est possible BER at the receiving node. We show how this metric results in a dierent
robotic conguration as compared to other approaches such as maximizing Fiedler eigen-
7
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value of a graph. Moreover, we are interested in the robust operation of a robotic router
network in a realistic communication environment which naturally experiences dierent
forms of fading. We show how the probabilistic channel prediction framework of Section
2.1 can be properly integrated with the robotic router optimization and mathematically
characterize properties of the optimal solution. This allows each robot to constantly
make a distributed decision on where to move such that the whole network converges to
the conguration that minimizes the end-to-end BER.
Furthermore, we characterize the robotic router formulation problem from the angle
of power minimization. We show how robotic routers should position themselves and
adjust their transmit power such that the total power consumption is minimized while the
required link quality is satised. We further extend this analysis to the case where both
communication and motion costs are taken into consideration, and show the underlying
tradeos.
Finally, our proposed framework is veried with real channel data by both simula-
tion and experimental results. In particular, our results show considerably performance
improvement (an order of magnitude) over the state-of-the-art. We also show how lo-
calization errors will aect the performance of our framework illustrating interesting
interplay between fading and localization errors.
1.2.2 Co-Optimization Along a Fixed Trajectory
As is established, energy resource of a mobile robot is typically very limited. Thus,
a robot needs to eciently plan the usage of its limited energy for its motion, communi-
cation, sensing and computation during the operation. Among these, it is reported that
motion and communication are two major consumers [34]. While individual optimiza-
tion of communication and motion energy consumption has been heavily but separately
8
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explored in the communications/networking [79{83] and robotics literature [84{93], co-
optimization of communication and motion energy consumption has received little at-
tention so far. In [34], the authors proposed an ecient algorithm to nd the path that
minimizes the motion and communication energy costs. In [52], the authors proposed
algorithms to optimize the relay conguration in a data-intensive wireless sensor network,
in order to minimize the total communication and motion energy costs of the sensors.
In [53], the authors designed an algorithm to maximize the lifetime of the wireless sen-
sor network, while considering both the communication and motion costs of the sensors.
In [54], the authors proposed an optimal control approach to minimize the communication
and motion energy costs in a one-dimensional robotic router network.
However, simplied path-loss-only models are utilized to model the communication
channels in the aforementioned papers. This motivates us to investigate how realistic
communication channels will aect the communication and motion design of the robotic
systems, when minimizing the total energy cost, including both the communication and
motion energy costs. Hence, in our second scenario, we consider the case where a mobile
robot is tasked with sending a xed number of given bits of information to a remote
station in a limited operation time, as it travels along a pre-dened trajectory. We aim
to design both the motion and communication strategies of the robot in a realistic fad-
ing environment that experiences channel fading. We are interested in mathematically
understanding when/to what extend it is benecial for the robot to spend its energy on
motion and when/to what extend it is more benecial to spend its energy on commu-
nication (or when to do both). Note that this scenario is related to the rst and third
applications mentioned in Section 1.1.
9
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Contributions
We propose a motion and communication co-optimization framework that allows the
robot to schedule its motion speed, transmission rate and stop time along the pre-dened
trajectory, while minimizing its overall energy consumption and satisfying a target BER.
Such a planning approach, in realistic fading environments, requires a prediction of the
link quality at places over the pre-dened trajectory that have not yet been visited by
the robot. We show how the probabilistic channel prediction framework allows the robot
to predict the shadowing and path loss components of the channel over the trajectory
and plan its motion and communication strategies accordingly. In particular, we prove
that in order to save energy, the robot should move faster (slower) and send fewer (more)
bits at the locations that have worse (better) predicted channel quality. We furthermore
prove that if the robot must stop, it should then stop only once and at the location
with the best predicted channel quality. We also mathematically characterize two special
scenarios, namely the heavy-task load and the light-task load cases, in order to have a
better understanding of the optimum strategy.
The aforementioned optimization framework is a one-time planning at the beginning
of the operation. As the robot moves along the trajectory, it can measure the true value
of the channel and ne tune its strategy accordingly. Along this line, we also propose an
additional stop-time online adaptation strategy to further optimize the stop location as
the robot moves along its trajectory and measures the true value of the channel. For this
case, we show that the problem can be posed as a nested form of multi-stage stochastic
program, whose global optimum solution we mathematically characterize.
Finally, we show how to extend our results to the case of online data gathering, where
the robot needs to collect information from a number of Points of Interest (POIs) along
its trajectory and transmit them to the remote station. Our simulation results show that
10
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our proposed framework results in a considerable performance improvement.
1.2.3 Co-Optimization With Trajectory Planning
Mobile robots can navigate the workspace to actively look for places that are good
for communication and/or sensing. Hence, in our third scenario, we extend the previous
case and integrate the trajectory design into the whole optimization framework. More
specically, we consider the problem where a mobile robot needs to visit a number of POIs
in a workspace, gather their generated bits of information (time-invariant quantities),
and transmit the collected bits to a remote station. Similar to the previous case, the
robot has to operate in a realistic communication environment. It further needs to
minimize the total energy consumption, including both motion and communication energy
costs, and nish the gathering/transmission task successfully in a given limited time, and
under a reception quality constraint. We are then interested in the co-optimization of
the communication and motion strategies of the robot such that it nds the optimal
trajectory and optimally plans its communication and motion strategies, which include
motion speed, stop times, communication transmission rate and power.
This considered scenario is related to data muling and vehicle routing literature
[22,39{41]. In such problems, a number of robots are utilized to visit a number of POIs
and collect their information. The main problem is then how to plan the paths of the
robots or coordinate their sensing. Proper connectivity maintenance based on realistic
link metrics as well as co-optimization of energy resources, however, have not been consid-
ered in this context. In [35, 55], the authors developed a communication-aware dynamic
coverage framework that deploys a group of mobile agents to periodically cover a number
of time-varying POIs. However, the emphasis was on persistent information collection,
as opposed to deviating from the main trajectory for better connectivity. Furthermore,
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no theories were developed for the case where there could be transmissions along the
whole trajectory. Another class of related problems is utilizing mobile sinks/relays to
prolong the lifetime of a sensor network [42,56{60]. In such problems, the main focus is
typically on designing new algorithms to jointly optimize the mobility of the sinks/relays
and the routing protocols of the networks. However, most of the work uses simplied
path-loss-only models for communication.
Contributions
It is a common assumption that motion costs more than communication and there-
fore it is always better to increase the transmit power of a robot instead of moving to
a spot that is better for communication. In this scenario, we rst develop a framework
that mathematically characterizes if and under what condition (as a function of commu-
nication and motion parameters) this assumption is correct by co-optimizing the usage
of both communication and motion energy costs. We refer to this as the \To Go or Not
To Go" problem and characterize key properties of it as part of our whole setup.
Based on these ndings, we then solve the overall problem of nding the optimal
trajectory that covers all the POIs and adapting the corresponding optimal commu-
nication and motion strategies (transmission rate/power, motion speed and stop times)
along the whole trajectory for successful task accomplishment under resource constraints.
Since the overall problem becomes considerably challenging, we assume that the route
between each two POIs is pre-dened. Then, we show how this problem can be posed as
a Mixed Integer Linear Program (MILP) and characterize several key properties of the
co-optimized communication and motion solution. For instance, among other properties,
we derive conditions under which the optimal trajectory (i.e. the optimal order to visit all
the POIs) becomes the minimum-length one as well as conditions under which the trajec-
tory can deviate considerably from the minimum-length one to end at the location with
12
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the highest channel quality in the workspace. We also show that, between each two POIs,
the robot should send faster at the regions where the predicted channel quality is higher.
Moreover, should the robot stop, it should only stop at the points where the predicted
channel quality is better than the remaining part of the optimal trajectory. Overall, our
derived mathematical conditions are functions of both the motion and communication
parameters, including motion power cost, predicted channel quality, the number of bits
that needs to be sent and the given time budget, and clearly show the interplay between
communication and motion.
Similar to the previous scenario, we mainly focus on the initial planning of the robot.
However, the same framework can be applied for online adaptation as the robot better
learns its environment during the operation. More specically, the robot can re-solve our
proposed optimization framework, with updated model parameters, after visiting each
POI. The computational complexity of a continuous optimal online adaptation, however,
could be considerable. Thus, we also propose a simpler sub-optimal online strategy to
adapt to the initial uncertainty of channel learning.
Finally, our simulation results with real channel and motion parameters conrm the
analysis and show considerable energy saving.
1.2.4 Clustering and Path Planning Strategies for Robotic Data
Collection
In the wireless sensor network literature, one application of mobile robots is to harvest
data from a wireless sensor network [60, 94{97]. In such a scenario, the sensors can be
scheduled to transmit information bits to a mobile robot when it gets closer to them,
resulting in a smaller communication cost. Along this line, various approaches have been
proposed for addressing dierent issues such as path planning and speed control of the
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mobile robots [94, 95, 97]. Visiting each individual sensor, however, can result in long
latencies and high motion energy consumption.
Clustering is another popular approach for energy saving [98,99]. In such a framework,
the sensors are grouped into a number of clusters with an elected cluster head to manage
the data collection in its corresponding cluster. However, each cluster head may need
to incur high energy to process and forward the gathered information bits to a remote
station.
Naturally, the ideas of clustering and using mobile robots for data collection can be
integrated to overcome their individual shortcomings. More specically, mobile robots
can considerably reduce the communication burden of the sensors in each cluster by
moving close to the corresponding cluster to collect the data. At the same time, clustering
can reduce the motion burden of the robot as it only needs to collect data from one point
in the cluster, rather than visiting each sensor individually. Along this line, a number
of heuristic approaches have been proposed [100{103]. These approaches, however, do
not consider realistic fading communication channels. Furthermore, [100{102] do not
consider motion cost of the robot. [103], on the other hand, considers the motion cost
but does not consider trajectory design, assuming xed trajectories.
In Chapter 6, we consider a scenario where a mobile robot is tasked with periodically
collecting up-to-date data from a wireless sensor network. Our goal is to minimize the
total energy cost of the system, including the motion cost of the robot and the commu-
nication cost of the sensors to the robot in realistic fading environments. We propose
an ecient strategy that jointly optimizes the clustering and path planning of the robot
by using space-lling curves. More specically, the robot rst groups the sensors into a
number of clusters. A stop position is then chosen in each cluster for the robot to collect
the data from the sensors in the corresponding cluster. The robot then periodically visits
all the stop positions and gathers the data from the network. As before, we consider
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communication over realistic fading links and utilize the probabilistic channel assessment
framework.
Contributions
The main challenge of the considered problem is that we need to jointly optimize
the number of clusters, the clustering strategy, the stop positions, and the path and
motion strategy of the robot. As we shall see, this becomes a mixed integer nonlinear
program which is dicult to solve. We then propose a computationally-ecient approach
to solve this problem by using space-lling curves [104]. More specically, by utilizing
space-lling curves and their locality property, we show how the coupled clustering, stop
position selection, path planning and motion strategy design problems can be solved
sub-optimally but very eciently as a series of convex optimization problems. Using
space-lling curves not only results in an ecient systematic design but also allows us
to derive an upper bound on the total energy consumption of the operation, relating
it to key motion, communication, and system parameters. For instance, the bound
shows how the resulting number of clusters is related to the communication and motion
parameters of the network. We start our analysis by considering the case where the
sensors are uniformly distributed in the workspace and then extend it to the case of
non-uniformly-distributed sensors. Finally, our simulation results, with real channel and
motion parameters, conrm that considerable energy saving can be achieved as compared
to the case of no clustering.
1.3 Organization
The rest of the dissertation is organized as follows. In Chapter 2, we review the
channel prediction framework that allows the robot to predict the channel quality at
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unvisited locations based on a small number of a priori-collected channel samples in
the same environment [69, 70]. We then discuss the communication and motion models
that will be used in this dissertation. Chapter 3 solves the robotic router formation
problem in realistic communication environments. In Chapter 4, we propose how to
co-optimize communication and motion strategies along a xed trajectory. Chapter 5
then extends this scenario and integrates the trajectory design into the co-optimization
framework. In Chapter 6, we focus on joint clustering and path planning for robotic data
collection in realistic communication environments, where we propose computationally-
ecient strategies based on using space-lling curves. Finally, we conclude in Chapter
7.
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Backgrounds
As discussed in Chapter 1, over-simplied channel models do not suce to model realistic
wireless channels in multi-robotic systems. Hence, in this chapter, we rst summarize
the work of [69, 70] which proposes the probabilistic channel prediction framework that
allows the robot to predict the channel quality at unvisited locations based on a small
number of a priori-collected channel samples in the same environment. We shall see
that the commonly used disk model is a special case of the general probabilistic channel
prediction framework, and that assuming disk models can result in a considerable perfor-
mance degradation in realistic scenarios. We then discuss two communication metrics,
namely Bit Error Rate (BER) and communication power/energy, that will be used in
this dissertation. Finally, we present the motion energy models. We start from the most
complete model which includes the impact of both acceleration and velocity of the robot.
We then show two simplied motion models that only take the velocity into account.
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2.1 Probabilistic Channel Prediction Framework
As shown in the communication literature [105], the received Channel to Noise Ratio
(CNR) can be modeled as a multi-scale random process with three components: path
loss, shadow fading (shadowing) and multipath fading. The slowest dynamic, path loss,
is associated with the signal attenuation due to the distance-dependent power fallo.
Shadowing is a faster variation because of the blocking objects between the transmitter
and receiver. Finally, multipath fading is an even faster variation caused by the multiple
replicas of the transmitted signal arrive at the receiver due to the reections and scatter-
ings from the surrounding objects. Fig. 1.1 shows a set of real channel data with three
dierent channel dynamics marked [68].
Let (q; qb) denote the received CNR in the transmission from the robot at position q
to the remote station at position qb. By using a 2D non-stationary random eld model,
we have the following characterization for (q; qb) (in dB):
dB(q; qb) = PL;dB   10 nPL log10
 kq   qbk+ SH(q; qb) + MP(q; qb); (2.1)
where dB(q; qb) = 10 log10
 
(q; qb)

, PL;dB and nPL are the path loss parameters, and
SH(q; qb) and MP(q; qb) are independent random variables representing the eects of
shadowing and multipath fading in dB, respectively [105]. In this part, we briey sum-
marize how the robot can probabilistically assess the spatial variations of the instanta-
neous received CNR, using a small number of a priori CNR measurements in the same
environment.1
Let Q = q1;    ; qmQ	 denote the set of the positions corresponding to the small
1Note that the a priori CNR measurements can be collected in the environment before the operation
by using a mobile robot (or a robotic team). With the prevalence of smartphones, it is also possible to
get the data from the history of the locations of the smartphone users and their corresponding received
signal quality.
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number of the a priori CNR measurements available to the robot, where mQ represents
the total number of a priori samples. The stacked vector of the received CNR measure-
ments (in dB) can then be expressed by YQ = HQPL + !SH;Q + !MP;Q, where HQ =
[1mQ  DQ], 1mQ denotes the mQ-dimensional vector of all ones, DQ =

10 log10(kq1  
qbk)    10 log10(kqmQ qbk)
T
, PL = [PL;dB nPL]
T, !SH;Q =

SH(q1; qb)    SH(qmQ ; qb)
T
and !MP;Q =

MP(q1; qb)    MP(qmQ ; qb)
T
. Based on the commonly-used lognormal
distribution for shadowing and its reported exponential spatial correlation [105], !SH;Q is
a zero-mean Gaussian random vector with the covariance matrix 
Q 2 RmQmQ , where

Q

i;j
= 2dB exp( kqi   qjk=) for i; j 2 f1;    ;mQg, with 2dB and  denoting the
variance of the shadowing component in dB and its decorrelation distance, respectively.
Let 2dB represent the power of multipath fading component (in dB) and ImQ be the mQ-
dimensional identity matrix. We have the following lemma for estimating the underlying
model parameters:
Lemma 1 ( [69,70]) Dene 2dB , 2dB + 2dB. Then, the Least Square (LS) estimation
of the channel parameters is given as follows:
^PL = (H
T
QHQ)
 1HTQYQ;
^2dB =
1
mQ
Y THQYHQ ;
^SH = (J
T
QWJQ)
 1JTQW&;
^2dB = ^
2
dB   ^2dB;
where YHQ =
 
ImQ   HQ(HTQHQ) 1HTQ

YQ and ^SH =

ln(^2dB) 1=^
T
. Furthermore,
JQ =

1jLQj   GQ

, GQ =

l1    ljLQj
T
and & =

ln(r^(l1))    ln(r^(ljLQj))
T
,
where r^(l) =
 P
(i;j)2A(l)

YHQ

i

YHQ

j

=jA(l)j is the numerical estimation of the spa-
tial correlation at distance l, with A(l) = (i; j)  qi; qj 2 Q; qi   qj = l	, and
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LQ = fl j 0 < r^(l) < ^2dBg = fl1;    ; ljLQjg is the ordered set of acceptable possible
distances among the samples. Finally, W is a constant weight matrix that can be chosen
based on the assessment of the accuracy of the estimation of r^(l).
Then, based on the measurements available to the robot and conditioned on the
channel parameters, the assessment of the received CNR at an unvisited position q is
given by the following lemma:
Lemma 2 ( [69,70]) A Gaussian random variable, dB(q; qb), with mean
dB(q; qb) = E

dB(q; qb)
 YQ; PL; ; dB; dB	
= Hq PL| {z }
predicted path loss
+	TQ(q)
 1
Q
 
YQ  HQPL
| {z }
predicted shadowing
; (2.2)
and variance
2dB(q; qb) = E
n 
dB(q; qb) dB(q; qb)
2  YQ; PL; ; dB; dBo
= 2dB + 
2
dB  	TQ(q) 1Q 	Q(q); (2.3)
can best characterize the path loss and shadowing components of CNR at q, where Hq =
1   10 log10(kq   qbk)

, Q = 
Q + 2dBImQ and 	Q(q) = 
2
dB

exp( kq   q1k=)   
exp( kq   qmQk=)
T
.
Then, the robot substitutes the estimated parameters of the channel (acquired from
Lemma 1) in dB(q; qb) and 
2
dB(q; qb) of Lemma 2 to assess the variations of the CNR in
the workspace. We refer to dB(q; qb) and 
2
dB(q; qb) as the predicted mean value and the
prediction error variance, respectively. Essentially, this channel prediction framework
models the wireless channel as a non-stationary Gaussian random process. Then, the
CNR at an unvisited location can be predicted by conditioning on the available a priori
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measurements in the same environment. It should be noted that this framework does
not attempt to predict the multipath fading component of the channel since it typically
decorrelates very fast. It rather assumes an uncorrelated Gaussian !MP;Q. The readers
are referred to [69, 70] for more details on the performance of this framework with real
data and in dierent environments.
When the predicted shadowing component of the channel is uncorrelated, i.e.  ! 0,
it is easy to see that (2.2) and (2.3) can be simplied as follows:
dB(q; qb) = Hq PL; (2.4)
2dB(q; qb) = 
2
dB + 
2
dB = 
2
dB: (2.5)
In this case, the predicted mean value dB(q; qb) only contains the path loss component,
while the prediction error variance, 2dB(q; qb), contains the total channel variance, includ-
ing both shadowing and multipath fading components. In practice, this could happen
when the shadowing component of the channel is negligible as compared to the multipath
fading component.
From (2.4) and (2.5), we can also see that the commonly used path-loss-only model
in the literature is a special case when 2dB(q; qb) = 0. Clearly, path-loss-only models
completely ignore the impact of channel fading and, as a result, may cause signicant
performance degradation. In Chapter 3, we shall compare the performance of other
more sophisticated channel prediction models to the path-loss-only one in the context of
robotic router formation, in order to see the benet of this probabilistic channel prediction
framework.
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2.2 Communication Models
Bit Error Rate (BER) characterizes the probability that a bit arrives in error (ipped)
at the receiver and has been used extensively to characterize communication performance
in the communication literature [105]. Another fundamental parameter that characterizes
the performance of a communication channel is the received Signal to Noise Ratio (SNR).
Received Signal to Noise Ratio is dened as the ratio of the received signal power divided
by the receiver thermal noise power. The instantaneous received SNR directly impacts
the BER and as a result the reception quality. Received SNR is proportional to CNR:
received SNR equals to CNR times the transmit power.
BER shows how the received SNR, modulation, channel coding and other transmission
parameters aect the performance [105]. As a result, a general expression for BER
does not exist. Consider communication between a transmitter and receiver. Let b
and b^ represent a transmitted bit (as part of a transmitted packet) and its reception
(after passing through a decision device) respectively. Then, BER is dened as pb =
Probfb^ 6= bg. For an Additive White Gaussian Noise (AWGN) channel, BER can be
represented or nely approximated by a Q function or an exponential function. In [105], a
general approximation (an upper bound) for the BER of an M-ary Quadrature Amplitude
Modulation (M-QAM) transmission is derived as follows:2
pb  0:2 exp

  1:5
M   1SNR(q; qb)

= 0:2 exp

  1:5
M   1
ePC(q; qb) ; (2.6)
where M is the modulation constellation size, ePC is the transmit power and SNR(q; qb)
denotes the received SNR. This approximation is tight (within 1 dB) for M  4 and
0 dB < dB;SNR(q; qb) < 30 dB. In this dissertation, we use this approximation to charac-
terize BER of each reception.
2M-QAM is a common class of modulation in the communication literature.
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Given a target BER, pb;th, we can also nd the minimum required transmit power
based on (2.6) as follows:
ePC(q; qb) = M   1
K(q; qb)
=
2R   1
K(q; qb)
; (2.7)
where K =  1:5= ln(5pb;th), and R = log2(M) denotes the spectral eciency (transmis-
sion rate divided by bandwidth). As a result, the communication energy cost is given
by: eEC(q; qb) = ePC(q; qb)ttr = M   1
K(q; qb)
ttr =
2R   1
K(q; qb)
ttr; (2.8)
where ttr denotes the transmission time.
As shown in the previous section, since we are predicting the channel quality prob-
abilistically, the anticipated communication energy cost eEC(q; qb) becomes a random
variable as well. We then take the average of eEC(q; qb) (over the predicted channel) as
our communication cost. Hence, we have
EC(q; qb) = E
n eEC(q; qb)o = En ePC(q; qb)o ttr
= PC(q; qb)ttr =
2R   1
K
E

1
(q; qb)

ttr; (2.9)
where PC(q; qb) =
 
(2R   1)=KEf1=(q; qb)g and EC(q; qb) are the average communica-
tion power and average communication energy respectively, and (q; qb) = 10
dB(q;qb)=10
denotes the predicted channel quality in the non-dB domain.
In addition to moving to a better place for connectivity, the robot can also optimize
its average communication cost based on the predicted channel quality if it is allowed to
adapt its spectral eciency and transmission time. We next discuss a general adaptive
rate extension for (2.9). Assume that R can be chosen from a set of integers R =
fR0; R1;    ; Rnrg, where 0 = R0 < R1 <    < Rnr and nr is the number of possible
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non-zero spectral eciencies for transmission. Then, given the target BER, the minimum
required communication power for transmission with a spectral eciency R`, for ` 2
f0;    ; nrg, can be characterized as
ePC;`(q; qb) = 2R`   1
K(q; qb)
; (2.10)
Note that the transmitter does not send any bits when R = R0. As a result, we haveePC;0(q; qb) = 0. Then, the total communication energy cost of (2.8) can be generalized
as: eEC(q; qb) = nrX
`=1
ePC;`(q; qb)ttr;`; (2.11)
where ttr;` represents the communication time of using spectral eciency R
`. Similar to
(2.9), we have
EC(q; qb) = E
n eEC(q; qb)o = nrX
`=1
E
n ePC;`(q; qb)o ttr;`
=
nrX
`=1
PC;`(q; qb)ttr;` =
nrX
`=1
2R
`   1
K
E

1
(q; qb)

ttr;`; (2.12)
when R is subject to an integer constraint and PC;`(q; qb) =
 
(2R
`   1)=KEf1=(q; qb)g.
In this case, the robot can adapt its spectral eciency by choosing ttr;`s.
Remark 1 In this dissertation, we say the predicted channel quality is good (or bad)
if Ef1=(q; qb)g is small (or large). From Section 2.1, (q; qb) is a lognormal random
variable. Then, it is straightforward to show that
E

1
(q; qb)

= exp
 
ln 10
10
2
2dB(q; qb)
2
!
1
(q; qb)
; (2.13)
where (q; qb) = 10
dB(q;qb)=10. Therefore, the robot has a better predicted channel quality
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if the corresponding predicted mean value ((q; qb)) is relatively large and/or the predic-
tion error variance (2dB(q; qb)) is relatively small. This is, in particular, a good measure
of assessing the link quality. It not only takes into account the predicted mean value but
also considers how much the robot trusts its prediction.
2.3 Motion Models
In this dissertation, we assume that the robot uses a DC motor for its motion. Then,
the general motion power cost of the robot can be characterized as follows [87]:
PM =
8><>: 1v
2 + 2v + 3u
2 + 4 + 5u+ 6uv; if v 6= 0 or u 6= 0;
0; if v = 0 and u = 0;
(2.14)
where PM is the motion power cost, v and u denote the velocity and acceleration of the
robot, respectively, and i, for i 2 f1;    ; 6g, are positive constants depending on the
parameters of the motor, external load and the mechanical transmission system of the
robot.
If the initial and nal velocities of the robot are both zero when traveling from one
position to another, we can neglect the last two terms in PM when calculating the motion
energy cost of the robot [87]. Then, the motion energy cost for traveling along a trajectory
with length d, given a motion time tmo, can be found by solving the following optimal
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control problem:
minimize
Z tmo
0
(1v
2 + 2v + 3u
2 + 4)d =
Z tmo
0
(1v
2 + 3u
2)d + 2d+ 4tmo
(2.15)
subject to _q = v; q(0) = 0; q(tmo) = d;
_v = u; v(0) = 0; v(tmo) = 0;
where q denotes the position of the robot, q(0) = 0 and q(tmo) = d denote the initial
and terminal positions of the robot, respectively, and v(0) = 0 and v(tmo) = 0 are the
initial and terminal velocities of the robot, respectively. Here, the control input we need
to optimize is u. Note that for a xed tmo, equation (2.15) can be solved analytically by
using the standard optimal control theory [106]. After several steps of calculations, we
then have the following optimal control law:
u?() = 1 exp
r
1
3


+ 2 exp

 
r
1
3


; (2.16)
where
1 =
r
1
3
d
2
r
3
1
  tmo

exp
r
1
3
tmo

  2
r
3
1
  tmo
;
2 =  1 exp

1
3
tmo

:
26
Backgrounds Chapter 2
It can be shown that the optimal motion cost is then as follows:
EM(d; tmo) =
1d
2
tmo   2
r
3
1
exp
p
1=3tmo

  1
exp
p
1=3tmo

+ 1
+ 2d+ 4tmo: (2.17)
We skip the details of the calculations for brevity. Note that limtmo!0EM(d; tmo) =1 if
d > 0. For convenience, we then dene EM(d; tmo) = 1 for the case where tmo = 0 and
d > 0.
The following lemma shows the convexity of EM(d; tmo) with respect to tmo.
Lemma 3 EM(d; tmo) is a convex function of tmo for tmo 2 (0;1).
Proof: We show the convexity of (2.17) by characterizing its second-order derivative.
For convenience, dene the denominator of the rst term of EM(d; tmo) as g1. Then, we
have EM(d; tmo) = 1d
2=g1+2d+4tmo. The second-order derivative of EM(d; tmo) with
respect to tmo can be found as follows:
@2EM(d; tmo)
@t2mo
=
1d
2(2g021   g001g1)
g31
; (2.18)
where 2g021   g001g1 = 2g2(exp(
p
1=3tmo)  1)=(exp(
p
1=3tmo) + 1)
3 with g2 dened as
g2 = exp(2
p
1=3tmo)  2
p
1=3tmo exp(
p
1=3tmo)  1. Since
g02 = 2
r
1
3
exp
r
1
3
tmo

exp
r
1
3
tmo

  1 
r
1
3
tmo

> 0; (2.19)
and limtmo!0 g2 = 0, we have g2 > 0, for tmo 2 (0;1). As a result, we have
@2EM(d; tmo)
@t2mo
> 0: (2.20)
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Hence, EM(d; tmo) is a convex function of tmo, for tmo 2 (0;1).
While (2.14) is the most general motion model, it is usually complicated to analyze.
A simplied motion model is to neglect the impact of acceleration. The motion power
can then be characterized as follows [85]:
PM = 1v
2 + 2v + 4; for v  vmax; (2.21)
where PM is the motion power, v and vmax denote the velocity of the robot and its
upper bound respectively. This motion power model does not consider the impact of
acceleration since it is negligible for many DC motors [85]. Consider the case where it
takes tmo seconds for the robot to travel a xed length d at a constant velocity of v.
Then, we have the following total energy consumption:
EM(d; tmo) =
1d
2
tmo
+ 4tmo| {z }eEM(d;tmo)
+2d; for tmo  d=vmax: (2.22)
Note that the velocity only aects eEM(d; tmo). Also, the rst term of EM(d; tmo) is
inversely proportional to tmo while the second term is linear in tmo. Hence, the motion
energy cost becomes large if the robot moves too fast or too slow, with the minimum
achieved at
tmo =
8><>:
p
1=4d if vmax >
p
4=1;
d=vmax if vmax 
p
4=1;
(2.23)
or equivalently at
v =
8><>:
p
4=1 if vmax >
p
4=1;
vmax if vmax 
p
4=1:
(2.24)
28
Backgrounds Chapter 2
An simpler motion model is the linear motion model:
PM = 2v + 4; for v  vmax: (2.25)
This model is a very good t to the Pioneer 3DX robot, when the velocity is smaller
than 0:9 m/s [86]. Then, the motion energy cost for traveling along a trajectory with
length d can be found as follows: EM(d; tmo) = 2d + 4tmo, where tmo  d=vmax. Note
that EM(d; tmo) is minimized when tmo = d=vmax, i.e. when the robot travels with its
maximum speed. In this case, the motion energy cost becomes
EM(d) = Md; (2.26)
where M = 2 + 4=vmax.
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Robotic Router Formation
In this chapter, we show how motion can be optimized to improve the communication
quality in robotic systems. In particular, we consider a robotic router problem where a
group of robotic routers needs to establish a reliable communication link from a trans-
mitter to a receiver that are otherwise too far from each other. More specically, there
is a team of m robots spatially distributed in a given environment. Let node 1 indicate
a transmitting node (TX) that needs to send information to node m, the receiving node
(RX), which can be considerably far from node 1. The rest of the nodes will act as robotic
routers by relaying the information, i.e. they spatially position themselves such that the
ow of information is maximized from the transmitting node to the receiving one. Our
goal is to nd the optimum conguration in realistic communication environments and
control the motion of the routers such that they converge to it (given stationary TX/RX).
In this chapter, we use the terms `robot' and `node' interchangeably to represent all the
agents, including the transmitter, the receiver and any router. We use the term `router'
to specically indicate a robotic router. Furthermore, we consider stationary TX and RX
nodes, in order to focus on the optimum conguration and motion planning of the routers
This chapter is an amended version of [107].
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with realistic wireless channels and metrics. We, however, note that our framework can
be extended to accommodate mobile TX and/or RX.
In this chapter, we use the end-to-end BER of the robotic route network, i.e. the
BER at the receiving end node, as the performance metric. Therefore, we are interested
in motion planning and optimization of router conguration, as well as characterizing
the implication of BER for motion planning and control in realistic communication envi-
ronments. Moreover, we assume a multihop topology for the robotic router network, i.e.
each node relays the information received from its previous node, to the next one, until it
reaches the RX node. This topology can be built by using a route discovery scheme from
the ad-hoc routing literature, such as Dynamic Source Routing (DSR) [108] or Ad-hoc
On-Demand Distance Vector Routing (AODV) [109]. Once a valid route is found, the
transmitter will receive a packet containing a summary of the sequence of loop-free hops
to the receiver, which can be used to deliver messages. See [108, 109] for more details.
Each robot then broadcasts the received message once it receives it from its previous
node. This process continues until the message reaches the nal destination (receiving
node). Our framework then focuses on co-optimizing the motion planning and communi-
cation performance metrics of this route. In other words, similar to other work on robotic
router motion planning, we do not focus on the layer that corresponds to routing and
topology discovery as there is a rich body of work on it in the ad-hoc routing literature.
Instead, we focus on the integration of communication issues (physical layer) with mo-
tion planning (application layer). While we assume a multihop route in this chapter, our
framework can also be extended to other topologies. For instance, in [110], we considered
a diversity-based topology in which a node receives multiple copies of the transmitted
information from dierent routers. The framework of this chapter can be extended to
such topologies as well. It should be noted that we are not assuming a highly-dense
network (such as swarms). Thus, we are not concerned with multiple access issues (such
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as interference among the nodes) that can arise when the number of nodes, sharing the
given resources, e.g. bandwidth, is considerably large. Then, BER is primarily aected
by signal attenuation and fading rather than congestion and interference.
The rest of this chapter is organized as follows. In Section 3.1, we review dierent
channel predictors that will be used based on the channel prediction framework intro-
duced in Section 2.1. In Sections 3.2 and 3.3, we propose and extensively analyze our
robotic router optimization framework. We further show the performance of the pro-
posed framework and compare with the state-of-the-art. In Section 3.4, we look at the
the robotic router optimization problem from the angle of power optimization and char-
acterize the corresponding properties. Finally, in Section 3.5, we show real experimental
results to further verify the eectiveness of our framework.
3.1 Overview of Dierent Channel Predictors
In this chapter, we shall characterize the properties of dierent channel predictors
and compare their performance. We start from the case where we only predict the path
loss component of the channel without considering the impact of channel fading (known
as path-loss-only model in the literature). From the discussions in Section 2.1, we then
have
dB(q; qb) = dB;Det;PL(q; qb) = PL;dB   10 nPL log10
 kq   qbk; (3.1)
2dB(q; qb) = 
2
dB;Det;PL(q; qb) = 0; (3.2)
where dB;Det;PL(q; qb) and 
2
dB;Det;PL(q; qb) denote the predicted path loss component of
the channel and its prediction error variance respectively. We refer to this predictor as
the Deterministic Path Loss Predictor which will serve as a benchmark for performance
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comparisons.
Next, we consider the case of uncorrelated shadowing. We have
dB(q; qb) = dB;Prob;PL(q; qb) = PL;dB   10 nPL log10
 kq   qbk; (3.3)
2dB(q; qb) = 
2
dB;Prob;PL(q; qb) = 
2
dB: (3.4)
We refer to this predictor as the Probabilistic Path Loss Predictor. As compared to the
Deterministic Path Loss Predictor, it also takes shadowing and multipath fading into
account but assumes uncorrelated shadowing. Next, we consider the Deterministic Path
Loss/Shadowing Predictor :
dB(q; qb) = dB;Det;PL=SH(q; qb)
= PL;dB   10 nPL log10
 kq   qbk+	TQ(q) 1Q  YQ  HQPL; (3.5)
2dB(q; qb) = 
2
dB;Det;PL=SH(q; qb) = 0; (3.6)
and the Probabilistic Path Loss/Shadowing Predictor :
dB(q; qb) = dB;Prob;PL=SH(q; qb)
= PL;dB   10 nPL log10
 kq   qbk+	TQ(q) 1Q  YQ  HQPL; (3.7)
2dB(q; qb) = 
2
dB;Prob;PL=SH(q; qb) = 
2
dB + 
2
dB  	TQ(q) 1Q 	Q(q); (3.8)
where dB;Det;PL=SH(q; qb) and dB;Prob;PL=SH(q; qb) denote the predicted mean values, and
2dB;Det;PL=SH(q; qb) and 
2
dB;Prob;PL=SH(q; qb) represent the corresponding prediction error
variances. Note that both predictors take the shadowing correlation into account. The
dierence is that the latter also takes the prediction error variance into account.
As mentioned in Section 2.1, the previous channel predictors cannot predict the mul-
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tipath fading component. In order to take advantage of the rapid variations of multipath
fading, after the routers converge to a conguration based on the planning using the
previous Probabilistic Path Loss/Shadowing Predictor, it can jitter around a small local
area, in order to gather additional measurements on multipath fading, and nds the op-
timum position based on the new samples. We refer to this approach as the Probabilistic
Path Loss/Shadowing Predictor with jitter.
It is straightforward to see that the channel predictors above are ordered from the
most simplied model to the most complete one. As such, we expect that the performance
improves as the model becomes more complete, which will be veried by the results of
the following sections. This comes at the cost of an increase in the computation. As
the communication modeling gets more complete, it requires more information to build
the corresponding correlation functions (not that much more though). Consequently,
building the correlation functions increases the computation. For instance, if we only
know the channel a priori at a couple of locations, then it may be harder to develop the
Probabilistic Path Loss/Shadowing Predictor as compared to the Probabilistic Path Loss
Predictor. The routers can also start with a more simplied approach and switch to a
better one as they gather more channel samples. Fig. 3.1 compares the performance and
computational complexity of dierent predictors.
3.2 Robotic Router Optimization Considering only
Path Loss
In this section, we start by developing the foundation of robotic router optimization
using BER as a metric by considering only the path loss component of the channel. This
analysis will then serve as a benchmark for our derivations in the subsequent sections,
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Figure 3.1: Summary of the performance and computational complexity of dierent
predictors.
where we take fading into account.
3.2.1 Objective Function
Based on the Deterministic Path Loss Predictor, we have the following model for the
received SNR in the transmission from the ith robot to the jth one:
SNR;Det;PL(qi; qj) = SNR;Det;PL;i;j =
SNR;PL;i;j
kqi   qjknPL =
SNR;PL;i;j
dnPLi;j
; (3.9)
where qi and qj are the positions of robots i and j respectively, di;j = kqi   qjk is the
distance between robots i and j, SNR;PL;i;j and nPL are the path loss parameters, and
SNR;Det;PL(qi; qj) and SNR;Det;PL;i;j are the predicted SNR of the Deterministic Path Loss
Predictor. Note that SNR;Det;PL;i;j = PC;iDet;PL;i;j and SNR;PL;i;j = PC;iPL;i;j, where
PC;i is the transmit power of robot i, PL;i;j = 10
PL;dB;i;j=10, and PL;dB;i;j is dened in
(2.1). Also, note that the channel is considered deterministic in this case.
Without loss of generality, we label the robots as follows: node 1 represents the
transmitter, node 2 represents the node that directly receives the information from the
transmitter, and so on. Then, we have the following approximated expression, for the
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probability of correct reception, at the receiving end node:
pc(RX)  pc(fmgjfm  1g)pc(fm  1g) 
mY
i=2
pc(figjfi  1g); (3.10)
where pc(fig) represents the probability of correct reception of a bit at node i, and
Pc(figjfi   1g) denotes the conditional probability of correct reception of a bit at the
ith node, given correct reception at node i   1. Assume that M-QAM modulation is
used for communication between the robots. By combining (2.6) and (3.10), we have the
following objective function to maximize:1
pc(RX) =
mY
i=2
 
1  0:2 exp   cSNR;Det;PL;i 1;i ; (3.11)
where c = 1:5=(M   1). Then the goal of the routers is to position themselves such that
pc(RX) is maximized.
Remark 2 The approximation of (3.11) is based on only considering correct receptions,
i.e. if a bit gets ipped a number of times but is correctly received at the end, we do not
consider such a case as a correct reception. As a result, the approximation of (3.11)
becomes a lower bound on pc(RX). The approximation can also be justied by consid-
ering the fact that the probability of one bit ip is typically low (less than 10 3). As a
result, the probability of more than one ip is typically negligible, which also justies the
approximation of (3.11).
Remark 3 Note that as di 1;i ! 0, 1  0:2 exp( cSNR;Det;PL;i 1;i)! 1, and
@(1  0:2 exp( cSNR;Det;PL;i 1;i))
@di 1;i
! 0: (3.12)
1Note that pc(RX) = 1  pb(RX), where pb(RX) is the BER of the receiving node.
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Hence, we dene 1  0:2 exp( cSNR;Det;PL;i 1;i) = 1 and
@(1  0:2 exp( cSNR;Det;PL;i 1;i))
@di 1;i
= 0; (3.13)
if di 1;i = 0. Then, pc(RX) is continuously dierentiable in its domain.
3.2.2 Optimum Conguration of Robotic Routers
Dene q = [qT1 q
T
2    qTm]T and qr = [qT2 qT3    qTm 1]T. Moreover, we assume that all
the robotic routers are rst-order systems: _qi = vi, for i 2 f2;    ;m  1g. Let W  R2
denote the valid workspace of the robots. Then, we have the following optimization
problem (over qr) by considering the objective function of (3.11):
maximize J(qr) =
mX
i=2
ln
 
1  0:2 exp   cSNR;Det;PL;i 1;i
subject to qi 2 W ; 8 i 2 f2;    ;m  1g;
(3.14)
where SNR;Det;PL;i 1;i = SNR;PL;i 1;i=d
nPL
i 1;i and di 1;i = kqi 1   qik, for i 2 f2;    ;mg.
Lemma 4 If
nPL + 1  min
i

nPLcSNR;Det;PL;i 1;i
1  0:2 exp( cSNR;Det;PL;i 1;i)

(3.15)
all the time, then the optimization problem of (3.14) is concave for a convex W.
Proof: Let Ji(qr) = ln(1  0:2 exp( cSNR;Det;PL;i 1;i)) and
i 1;i =
@SNR;Det;PL;i 1;i
@di 1;i
rqidi 1;i:
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Then, for 8 i 2 f2;    ;m  1g:
r2qiJi =
 
@2Ji
@
2
SNR;Det;PL;i 1;i
+
@Ji
@SNR;Det;PL;i 1;i
nPL + 1
nPLSNR;Det;PL;i 1;i
!
i 1;iTi 1;i
+
@Ji
@SNR;Det;PL;i 1;i
1
nPLSNR;Det;PL;i 1;i
(i 1;iTi 1;i   ki 1;ik2I2)

 
@2Ji
@
2
SNR;Det;PL;i 1;i
+
@Ji
@SNR;Det;PL;i 1;i
nPL + 1
nPLSNR;Det;PL;i 1;i
!
i 1;iTi 1;i:
(3.16)
Furthermore, it can be shown thatr2qi 1Ji = r2qiJi =  rqi 1rqiJi for 8 i 2 f3;    ;m 
1g. Let  i = r2qiJi and  
0
m 1 = r2qm 1Jm. We have, r2qiJ =
Pi+1
j=i  j if i 2 f2;    ;m 2g,
and r2qiJ =  m 1 +  
0
m 1 if i = m   1, which results in the following Hessian Matrix
H = r2qrJ :
H =
266666666666664
3X
j=2
 j   3 0    0
  3
4X
j=3
 j   4    0
...
...
...
. . .
...
0 0 0   m 1  m 1 +  0m 1| {z }
= m
377777777777775
: (3.17)
We can then write H as a sum of matrices Hi such that the nonzero blocks of each Hi
are only related to  i. It is then easy to show that a sucient condition to make (3.17)
negative semidenite is to force all  is to be negative semidenite for i 2 f2;    ;mg.
From (3.16), this means that
@2Ji
@
2
SNR;Det;PL;i 1;i
+
@Ji
@SNR;Det;PL;i 1;i
nPL + 1
nPLSNR;Det;PL;i 1;i
 0; (3.18)
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for all i, or
nPL + 1  min
i

nPLcSNR;Det;PL;i 1;i
1  0:2 exp( cSNR;Det;PL;i 1;i)

: (3.19)
Remark 4 One way to ensure the condition of Lemma 4 is to enforce
min
i

SNR;Det;PL;i 1;i
	  nPL + 1
nPLc
=
(M   1)(nPL + 1)
1:5nPL
; (3.20)
which is a stronger condition. This condition implies that all the robots need to maintain
a minimum received SNR. This requirement increases as the modulation constellation size
(M) increases. However, since M is usually around 4  8, it should be easy to satisfy
this condition most of the time. For instance, for real channel measurements of Fig. 3.8,
the estimated path loss exponent is n^PL = 2:32. Then, the sucient condition of Lemma
4 is satised if min
i

SNR;Det;PL;i 1;i
	  4:57 dB for M = 4.
We then propose the following control law:
vi = rqiJ(qr) = 

@Ji(qr)
@di 1;i
qi   qi 1
di 1;i
+
@Ji+1(qr)
@di;i+1
qi   qi+1
di;i+1

; (3.21)
where  is a positive constant and Ji is as dened in Lemma 4. Then the system will
converge to the optimum conguration asymptotically under the condition of Lemma 4.
Since the control input vi only depends on the information of node i and the nodes in its
vicinity, control of motion can be implemented in a decentralized way.
Next, we characterize some of the properties of the optimum solution for the opti-
mization problem of (3.14).
Lemma 5 In the absence of obstacles, the global optimum of (3.14) is achieved when all
the routers stand on the line segment between q1 and qm.
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Proof: Assume that the robotic routers have reached the optimal conguration
but they are not on the line between the transmitter and receiver. It can be easily seen
that by projecting all the qis to the line that passes through q1 and qm, the transmission
distances will get smaller, resulting in a higher pc(RX). If any projection falls out of
the line segment between q1 and qm, there is always a position on the line segment that
results in a lower BER. Therefore, the global optimum can only be achieved when all the
routers stand on the line segment between q1 and qm.
Remark 5 Note that Lemma 5 holds for any objective function that is a decreasing
function of di 1;i for i 2 f2;    ;mg.
Based on Lemma 5, we have the following simplied optimization problem, in the
absence of obstacles:
maximize J(d) =
mX
i=2
ln(1  0:2 exp( cSNR;Det;PL;i 1;i))
subject to di 1;i  0; 8 i 2 f2;    ;mg; 1Tm 1d = D;
(3.22)
where d = [d1;2 d2;3    dm 1;m]T, 1m 1 is the (m  1)-dimensional vector with all entries
equal to 1, and D = kq1   qmk.
Lemma 6 Assume that the concavity condition of Lemma 4 holds. Then, the optimal
solution of (3.22) satises the following properties:
1. if SNR;PL;i 1;i > SNR;PL;j 1;j, then d?i 1;i > d
?
j 1;j,
2. if SNR;PL;i 1;i = SNR;PL;j 1;j, then d?i 1;i = d
?
j 1;j,
where d?i 1;i is the optimum distance between nodes i  1 and i.
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Proof: Clearly, the optimization problem of (3.22) is concave if the condition in
Lemma 4 holds. Consider the dual function of the primal problem of (3.22):
gJ(d; ; ) =
mX
i=2
Ji(d) 
mX
i=2
i 1;idi 1;i + (1Tm 1d D); (3.23)
where i 1;i and  are Lagrange multipliers. For a concave optimization problem, the
optimal primal and dual solutions satisfy the following Karush-Kuhn-Tucker (KKT) con-
ditions [111]: @Ji(d
?)=@d?i 1;i   ?i 1;i + ? = 0; ?i 1;id?i 1;i = 0; d?i 1;i  0; ?i 1;i  0;
1Tm 1d
?   D = 0, where d?i 1;i, ?i 1;i and ? are the optimal points. This results in the
following required condition:
@Ji(d
?)
@d?i 1;i
=
@Jj(d
?)
@d?j 1;j
: (3.24)
Due to the concavity of the objective function, @Ji(d)=@di 1;i is strictly decreasing
with respect to di 1;i. It is also straightforward to show that @Ji(d)=@di 1;i is strictly
increasing with respect to SNR;PL;i 1;i. Therefore, the required condition of (3.24)
can only be satised when d?i 1;i > d
?
j 1;j if SNR;PL;i 1;i > SNR;PL;j 1;j. Similarly, if
SNR;PL;i 1;i = SNR;PL;j 1;j, equation (3.24) holds if and only if d?i 1;i = d
?
j 1;j, which
completes the proof.
Lemma 6 indicates that the routers should be equally spaced between the transmitter
and receiver if the transceivers of all the robots are homogenous and all the links have the
same underlying path loss parameters.2 However, if a link experiences a lower SNR;PL;i 1;i
(for instance due to a lower transmit power), then the corresponding nodes of that link
should get closer to each other, in order to achieve a better overall performance.
2The second condition has to do with the size of the space of operation and its environmental features.
For instance, if the operation is over a larger space, then the probability of having the same path loss
parameters, over the whole space, is lower.
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3.2.3 Motion Planning for the Optimization of Robotic Routers
In the previous section, we characterized the optimum conguration of the routers
for dierent scenarios by mainly assuming a convex workspace (or no environmental con-
straints in some cases). In this part, we extend our analysis and consider motion planning
to achieve the optimum conguration in the presence of obstacles. We extend the control
law of (3.21), in order to include obstacle avoidance, using a similar approach in [46]. In
this approach, the robotic routers are assumed to operate in a walled environment, which
will allow us to add the obstacle avoidance as linear constraints. Let N? represent the
outward normal vector of one side of a walled obstacle. Then, the ith router will avoid
colliding with that side of the obstacle, by enforcing the following:
hN?; _qii = hN?; vii  0: (3.25)
We will then have the following optimization problem, by considering the objective func-
tion of the previous section, obstacles, and control of motion:
maximize hrqrJ; vi (3.26)
subject to W?v  0; (3.27)
where W? is the collection of all the constraints similar to (3.25) caused by all the
obstacles. Hence, at qr, the routers can rst compute rqrJ and W?, then nd v by
solving (3.27). In case of a mobile transmitter or receiver, their dynamics can also be
included. The optimization framework of (3.27) basically tries to guide the robots in the
direction of the gradient as much as possible, given the constraints of the environment.
It can also be implemented in a decentralized manner since each node only needs the
information of the nodes in its vicinity. Note that any obstacle can be approximated by
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a walled obstacle. However, the computational complexity can go up, depending on the
shape of the original obstacle and the required approximation accuracy.
We next compare the performance of our proposed BER approach with that of graph-
theoretic approaches, which are commonly used for robotic router optimization. In order
to have a compatible setup, we need to translate our SNRmodel to a link weight between 0
and 1 (which is a common approach in graph-theoretic literature). Consider the following
cuto version of our SNR model:
SNR;Det;PL;i;j(di;j) =
8>>>><>>>>:
SNR;PL;i;j=r
nPL if di;j < r;
0 if di;j > r;
SNR;PL;i;j=d
nPL
i;j otherwise;
(3.28)
where r is the saturation distance, r is the cuto distance, and nPL is the path loss
exponent. We can then translate this model to link weights as follows:
wi;j(di;j) =
8>>>><>>>>:
1 if di;j < r;
0 if di;j > r;
(r=di;j)
nPL otherwise:
(3.29)
Consider the case where both the transmitting and receiving nodes are stationary. We
next compare the performance of our proposed BER approach with the graph-theoretic
approach of [46], in which the Fiedler eigenvalue is maximized (similar comparisons should
hold with other eigenvalue-based approaches). The following parameters are used: r = 1
meter, SNR;PL;i;j = 2500, and r = 35:4meters.
Fig. 3:2 and 3:3 show the trajectories of four robots for the cases of minimizing the
BER and maximizing the Fiedler eigenvalue respectively. It can be seen that the nal
robotic router congurations are not the same. To see the end-to-end performance, Fig.
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3:4 shows the end-to-end BER of the two approaches. Multihop topology is implemented
in both cases. It can be seen that our proposed approach performs considerably better
(an order of magnitude) and results in a much smaller BER. The gure further conrms
that only considering graph-theoretic metrics may not be suitable for the optimization of
robotic routers and that communication-oriented metrics of the end-to-end performance,
such as BER, should also be considered.
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Figure 3.2: Robotic router optimization through minimizing the BER (our proposed
approach) { gray areas show the obstacles.
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Figure 3.3: Robotic router optimization through maximizing the Fiedler eigenvalue
[46] { gray areas show the obstacles.
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Figure 3.4: Comparison of our proposed approach with the case where Fiedler eigen-
value is maximized { It can be seen that our proposed approach performs considerably
better.
3.3 Robotic Router Optimization in Fading Environ-
ments
In this part, we propose a framework for robotic router position optimization and
motion planning in fading environments and discuss the underlying tradeos.
3.3.1 Objective Function
In this part, we derive the objective function when the predicted channel is random,
i.e. when we use the Probabilistic Path Loss/Shadowing Predictor or the Probabilistic
Path Loss Predictor. As shown in Section 3.2, our end-to-end performance metric is
pc(RX) =
mY
i=2

1  0:2 exp

 c 10
SNR;dB;i 1;i
10

; (3.30)
where SNR;dB;i 1;i is the predicted SNR from robot i   1 to i in the dB domain. In
this case, however, SNR;dB;i 1;i is a Gaussian random variable whose mean and variance
can be estimated using either the Probabilistic Path Loss/Shadowing Predictor or the
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Probabilistic Path Loss Predictor. This results in a stochastic pc(RX). A proper approach
common in such cases is to maximize the average of it over the predicted distribution of
the channels. This results in the following:
maximize E
(
mY
i=2

1  0:2 exp

 c10
SNR;dB;i 1;i
10
)
subject to qi 2 W ; 8 i 2 f2;    ;m  1g:
(3.31)
While this optimization problem can be solved numerically, we next show how further
simplication is also possible. Based on the aforementioned lognormal distribution for
fading, the received SNR from the ith node to the jth one is a random variable with the
following distribution:
plog(SNR;i;j) =
1p
2adB;i;jSNR;i;j
exp
 
 (SNR;dB;i;j  SNR;dB;i;j)
2
22dB;i;j
!
; (3.32)
where a = ln 10=10, and SNR;dB;i;j and dB;i;j are the mean and standard deviation of
SNR;dB;i 1;i, respectively. The rst and second moments of SNR;i;j can then be found
as
EfSNR;i;jg = SNR;i;j exp
 
0:5(adB;i;j)
2

; (3.33)
Ef2SNR;i;jg = 2SNR;i;j exp
 
2(adB;i;j)
2

; (3.34)
respectively. Following [112], we can approximate a lognormal distribution with a gamma
distribution, with the same rst and second moments:
pgam(SNR;i;j) =

'i;j 1
SNR;i;j
(#i;jSNR;i;j)'i;j ('i;j)
exp

  SNR;i;j
#i;jSNR;i;j

; (3.35)
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where 'i;j = (exp ((adB;i;j)
2)  1) 1, #i;j = exp (1:5(adB;i;j)2)  exp (0:5(adB;i;j)2), and
 () represents the gamma function. As dB;i;j decreases, this approximation becomes
better [112]. We then have the following:
Efpc(RX)g =
mY
i=2

1  0:2E
n
exp

 c 10
SNR;dB;i 1;i
10
o
=
mY
i=2
 
1  0:2

1 + c#i 1;i10
SNR;dB;i 1;i
10
 'i 1;i!
; (3.36)
where the second line can be conrmed using the distribution of (3.35) and after a
few lines of derivations. Note that in writing (3.36), we assumed that all the channels
are statistically independent, which is an appropriate assumption for several wireless
scenarios. We then have the following optimization problem:
maximize
mX
i=2
ln
 
1  0:2

1 + c#i 1;i10
SNR;dB;i 1;i
10
 'i 1;i!
subject to qi 2 W ; 8 i 2 f2;    ;m  1g:
(3.37)
Then, we can use either SNR;dB;Prob;PL=SH;i 1;i of (3.7) and dB,Prob,PL/SH;i 1;i of (3.8) for
SNR;dB;i 1;i and dB;i 1;i respectively, or SNR;dB;Prob;PL;i 1;i of (3.3) and dB,Prob,PL;i 1;i
of (3.4) for SNR;dB;i 1;i and dB;i 1;i respectively, depending on our channel prediction
strategy. Note that we have SNR;dB;Prob;PL;i 1;i = PC;i 1dB;Prob;PL;i 1;i and
SNR;dB;Prob;PL=SH;i 1;i = PC;i 1dB;Prob;PL=SH;i 1;i.
3.3.2 Optimum Conguration of Robotic Routers
In Lemmas 4 and 6, we derived conditions for guaranteeing the optimality of our
robotic router optimization framework for the Deterministic Path Loss Predictor and
showed the properties of the optimum solution. In this section, we rst extend Lem-
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mas 4 and 6 to fading environments. Specically, we characterize the properties of the
optimization problem of (3.37) for the case of the Probabilistic Path Loss predictor, i.e.
SNR;dB;i 1;i = SNR;dB;Prob;PL;i 1;i and dB;i 1;i = dB;Prob;PL;i 1;i. We then have the
following optimization problem:
maximize J(qr) =
mX
i=2
ln(1  0:2(1 + c#PL;i 1;iSNR;Prob;PL;i 1;i) 'PL;i 1;i)
subject to qi 2 W ; 8 i 2 f2;    ;m  1g;
(3.38)
where #PL;i 1;i = exp(1:5(adB;Prob;PL;i 1;i)2)  exp(0:5(adB;Prob;PL;i 1;i)2) and 'PL;i 1;i =
(exp((adB;Prob;PL;i 1;i)2)  1) 1.
Lemma 7 If dB;Prob;PL;i 1;i <
p
ln(nPL + 1)=a and
SNR;Prob;PL;i 1;i  nPL + 1
nPLc

'PL;i 1;i#PL;i 1;i   #PL;i 1;i
nPL
 1
(3.39)
all the time, then the optimization problem of (3.38) is concave for a convex W.
Proof: Let J i(qr) = ln(1   0:2(1 + c#PL;i 1;iSNR;Prob;PL;i 1;i) 'PL;i 1;i). Similar to
Lemma 4, it is sucient to force
@2J i
@
2
SNR;Prob;PL;i 1;i
+
@J i
@SNR;Prob;PL;i 1;i
nPL + 1
nPLSNR;Prob;PL;i 1;i
 0; (3.40)
for all i, to guarantee the concavity, which results in the following sucient condition:
SNR;Prob;PL;i 1;i  nPL + 1
nPLc

'PL;i 1;i#PL;i 1;i   #PL;i 1;i
nPL
 1
; (3.41)
if dB;Prob;PL;i 1;i <
p
ln(nPL + 1)=a.
If there is no obstacle on the line segment between the transmitter and receiver,
Lemma 5 clearly holds, resulting in the following simplied optimization problem, on the
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line segment between the transmitter and receiver:
maximize J(d) =
mX
i=2
ln(1  0:2(1 + c#PL;i 1;iSNR;Prob;PL;i 1;i) 'PL;i 1;i)
subject to di 1;i  0;8 i 2 f2;    ;mg; 1Tm 1d = D:
(3.42)
Lemma 8 Assume that the concavity condition in Lemma 7 holds. Then, the optimal
solution of (3.42) satises the following properties:
1. if SNR;PL;i 1;i > SNR;PL;j 1;j and dB;Prob;PL;i 1;i = dB;Prob;PL;j 1;j, then d?i 1;i >
d?j 1;j,
2. if SNR;PL;i 1;i = SNR;PL;j 1;j,
SNR;Prob;PL;i 1;i  exp (1:5 exp((adB;Prob;PL;i 1;i)
2)  0:5)  1
c#PL;i 1;i
; (3.43)
SNR;Prob;PL;j 1;j  exp (1:5 exp((adB;Prob;PL;j 1;j)
2)  0:5)  1
c#PL;j 1;j
(3.44)
and dB;Prob;PL;i 1;i > dB;Prob;PL;j 1;j, then d?i 1;i < d
?
j 1;j,
3. if SNR;PL;i 1;i = SNR;PL;j 1;j and dB;Prob;PL;i 1;i = dB;Prob;PL;j 1;j, then d?i 1;i =
d?j 1;j,
where d?i 1;i is the optimum distance between nodes i  1 and i.
Proof: Similar to Lemma 6, the optimal solution of (3.42) satises the KKT condi-
tions, which results in the following:
@J i(d
?)
@d?i 1;i
=
@J j(d
?)
@d?j 1;j
: (3.45)
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Parts 1 and 3 can then be proved similar to Lemma 6. For the proof of Part 2, let
@J i=@SNR;Prob;PL;i 1;i = 0:2c=fi 1;i, where
fi 1;i = exp
  0:5(adB;Prob;PL;i 1;i)2
  (1 + c#PL;i 1;iSNR;Prob;PL;i 1;i)'PL;i 1;i+1   0:2(1 + c#PL;i 1;iSNR;Prob;PL;i 1;i):
(3.46)
Then,
@fi 1;i
@dB;Prob;PL;i 1;i
< a2(1 + c#PL;i 1;iSNR;Prob;PL;i 1;i)'PL;i 1;i+1'2PL;i 1;i
 exp  0:5(adB;Prob;PL;i 1;i)2dB;Prob;PL;i 1;i
  3 exp((adB;Prob;PL;i 1;i)2)  1  2 ln(1 + c#PL;i 1;iSNR;Prob;PL;i 1;i): (3.47)
Therefore, @fi 1;i=@dB;Prob;PL;i 1;i is negative if:
SNR;Prob;PL;i 1;i  exp (1:5 exp((adB;Prob;PL;i 1;i)
2)  0:5)  1
c#PL;i 1;i
: (3.48)
If (3.48) is satised for i and j, then @J i=@SNR;Prob;PL;i 1;i and @J j=@SNR;Prob;PL;j 1;j are
monotonically increasing, with respect to dB;Prob;PL;i 1;i and dB;Prob;PL;j 1;j respectively.
Assume that the optimal solution of (3.42) is d?i 1;i = d
?
j 1;j if SNR;PL;i 1;i = SNR;PL;j 1;j
and dB;Prob;PL;i 1;i > dB;Prob;PL;j 1;j. Then, @J i(d?)=@d?i 1;i < @J j(d
?)=@d?j 1;j. There-
fore, equation (3.45) can only be achieved by increasing @J i(d
?)=@d?i 1;i or equivalently
decreasing @J j(d
?)=@d?j 1;j. By the concavity condition, we know that @J i(d)=@di 1;i
is decreasing with respect to di 1;i. Hence, the optimal conguration is achieved i
d?i 1;i < d
?
j 1;j.
Remark 6 As compared to the conditions of SNR;Det;PL;i 1;i in Lemmas 4 and 6, the
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sucient conditions of Lemmas 7 and 8, not only require that the average SNR (distance-
dependent path loss) is above a minimum level but also need the variations of fading
around this average to be small. As an example, consider the real channel measurements
of Fig. 3.8, where the estimated path loss exponent is n^PL = 2:32, and standard deviation
of fading is dB;Prob;PL;i 1;i = 4:66. The rst condition of Lemma 7 is then satised since
dB;Prob;PL;i 1;i <
p
ln(2:32 + 1)=a. The second condition of Lemma 7, as well as the
second condition of Part 2 of Lemma 8, can further be satised if SNR;dB;Prob;PL;i 1;i 
13:58 dB, which, for instance, happens in a continuous area around the transmitter that
mounts to 44.6% of the whole basement. Thus, with the proper use of a couple of routers,
the required conditions can be satised, depending on the initial positions of the routers.
The rst and third parts of Lemma 8 show similar properties to Lemma 6. In fading
environments, average BER is also monotonically increasing with dB;Prob;PL;i 1;i, i.e. the
fading level of the channel. The second part of Lemma 8 then shows that, in order to
compensate for the performance degradation in the links with larger dB;Prob;PL;i 1;is, the
routers should form a conguration in which the distances of those links are smaller.
3.3.3 Performance of the Proposed Robotic Router Optimiza-
tion Framework
In this part, we show the performance of our proposed 5 strategies of Section 3.1 in
fading environments. For all the approaches, the performance measure is the average end-
to-end BER. In general, a realistic channel and the resulting optimization problem may
have many local maxima (see Fig. 1.1 for example). Hence, there is no general control
law to drive the routers to the global optimum even with perfect channel knowledge.
Therefore, in our framework, each router uses a localized window search approach to solve
the optimization problem iteratively, starting from its initial position. More specically,
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the router uses the proposed channel prediction strategies, in order to calculate the BER
and the overall objective function in a local window around its current position, nds the
motion direction that maximizes the objective function by searching the local window,
and moves one step in that direction. The performance of this approach depends on the
window size and channel prediction quality. If the window size is large enough and the
prediction quality is good, then the router is more likely to nd the global optimum.
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Figure 3.5: Performance of the proposed approaches in optimizing a robotic router net-
work in a fading environment { comparison of the Deterministic Path Loss Predictor,
Probabilistic Path Loss predictor and Probabilistic Path Loss/Shadowing Predictor.
The channels are generated by the probabilistic channel simulator [68] with nPL = 2,
dB = 10 and  = 10meters. The multipath fading is generated as uncorrelated Ri-
cian fading with parameter Kric = 5. As can be seen, the proposed Probabilistic Path
Loss predictor and Probabilistic Path Loss/Shadowing Predictor perform considerably
better.
First, consider the case of one router with no obstacles in the environment and the
channel that is generated using the probabilistic channel simulator [68]. Since the perfor-
mance depends on the initial position of the router and the specic generated channel, we
average the performance of each case over several runs of dierent channel samples (but
with the same underlying parameters) as well as random initial router position. Fig. 3:5,
3:6 and 3:7 show the performance of these approaches. In all the cases, the router uses
only 5% a priori random channel measurements in the environment, in order to estimate
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Figure 3.6: Performance of the proposed approaches in optimizing a robotic router
network in a fading environment { comparison of the Deterministic Path Loss Predic-
tor and Probabilistic Path Loss/Shadowing Predictor. The channels are generated by
the probabilistic channel simulator [68] with nPL = 2, dB = 8 and  = 10meters. The
multipath fading is generated as uncorrelated Rician fading with parameter Kric = 5.
the underlying channel parameters.
Fig. 3:5 compares the performance of the Deterministic Path Loss Predictor, Prob-
abilistic Path Loss predictor and Probabilistic Path Loss/Shadowing Predictor, where a
local window search size of 16meters  16meters is utilized. The environment is taken
to be a square of size 40meters  40meters for all the three gures. As can be seen,
the Deterministic Path Loss Predictor performs the worst, since it does not account for
channel fading. By taking the variance caused by fading into account, the Probabilistic
Path Loss predictor performs much better (around one order of magnitude). Finally,
by considering the channel spatial correlation, the Probabilistic Path Loss/Shadowing
Predictor performs the best.
Next, Fig. 3:6 compares the performance of the robotic router formation, for the
Deterministic Path Loss/Shadowing Predictor and Probabilistic Path Loss/Shadowing
Predictor and two dierent local window search sizes. As expected, the probabilistic
case has a better performance and the improvement increases as the size of the search
53
Robotic Router Formation Chapter 3
window increases.
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Figure 3.7: Impact of adding jitter to mitigate multipath fading. The channels are
generated by the probabilistic channel simulator [68] with nPL = 2, dB = 4 and
 = 10meters. The multipath fading is generated as uncorrelated Rician fading with
parameter Kric = 2.
Finally, Fig. 3:7 shows the performance with the added jitter strategy. The local win-
dow search size is 16meters16meters, the environment size is 40meters40meters and
the jitter area is 1:6meters 1:6meters. Since multipath fading is unpredictable, it can
severely degrade the prediction performance. Hence, the router can benet considerably
from the proposed jitter strategy as can be seen.
Next, we show the performance of the proposed framework in the presence of obstacles
and by using the parameters of a real channel. We also compare the performance to the
existing Fiedler eigenvalue approach. For comparison, we consider a cuto version of our
average SNR model similar to (3.28), which translates to link weights, as described for
(3.29). We use the Pioneer robot of Fig. 3:8 (left) to make several measurements. Fig. 3:8
(right) shows a color map of the communication signal strength in the area of interest [68].
Using the proposed approach of Section 2.1, we extract the underlying parameters of the
measured channel to be as follows: ^SNR;PL = 3320, n^PL = 2:32, ^
2
dB = 11:68, ^ = 1:20
and ^2dB = 9:99.
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TX
Figure 3.8: Experimental testbed and channel measurements. The left gure shows a
Pioneer robot that gathered the measurements, and the right one shows the measured
communication signal strength map to the TX marked on the gure.
Then, we simulate the performance of robotic router formation in an environment
with the same underlying channel parameters. Fig. 3:9 shows the trajectories of four
routers for the case of the Probabilistic Path Loss predictor (left) and maximizing the
Fiedler eigenvalue (right) respectively. As can be seen, the optimum congurations of
the two approaches are dierent, similar to Fig. 3:2 and 3:3. By maximizing the Fiedler
eigenvalue, two nodes almost converge to the same position, which is a waste of the
resources. Fig. 3:10 then compares the average BER of the two approaches. Similar to
Section 3.2.3, our proposed approach performs considerably better.3 In Section 3.5, we
will further verify the eectiveness of our framework by running a preliminary experiment.
3In Fig. 3.9 (right), two routers almost converge to the same location for maximizing the Fiedler
eigenvalue approach because of the environmental constraints. The routers will spread out for both cases,
if we use 3 routers instead. In this case, the average end-to-end BER for maximizing Fiedler eigenvalue
approach is 1:510 3, while the average end-to-end BER by using our proposed Probabilistic Path Loss
predictor approach, is 3:1 10 4. It can be seen that our approach still outperforms considerably.
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Figure 3.9: Robotic router optimization in a fading environment. The left gure
shows the optimum conguration by using the Probabilistic Path Loss predictor (our
proposed approach) while the right gure shows the optimum conguration by maxi-
mizing the Fiedler eigenvalue [46] { gray areas show the obstacles.
3.4 Communication and Motion Power Management
in Robotic Routers
In several applications, robotic networks have to work under power constraints. Thus,
in this section, we extend our framework and consider the optimization of robotic routers
under power constraints. The limited power can be utilized for communication or motion,
which results in interesting underlying tradeos. The motion and communication costs
depend on the scenario. For instance, if the robot is in a bad location in terms of
communication, then it may be more cost eective to move as compared to increasing
the transmission power. If that is not the case, the motion can cost more. We will
explore such tradeos in Section 3.4.3. But rst we begin by understanding the impact
of communication power limitations without considering motion costs in Sections 3.4.1
and 3.4.2. We then extend our analysis to explore the underlying tradeos between
motion and communication.
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Figure 3.10: Comparison of our proposed approach with the case where Fiedler eigen-
value is maximized in a fading environment { It can be seen that our proposed ap-
proach performs considerably better.
3.4.1 Robotic Router Optimization under Transmit Power Con-
straints Considering Only Path Loss
In the previous sections, we considered the case where the transmit power of each
robot was xed. In this part, we consider the case where each robot can adapt its transmit
power. The goal is then to minimize the overall power consumption of the network while
maintaining a minimum required reception quality for all the links.
Consider the case where the Deterministic Path Loss Predictor is used for channel
prediction. Let pb;i 1;i;th and pb;i 1;i represent the maximum tolerable BER and the
true BER in the transmission from node i   1 to node i respectively.4 We require that
pb;i 1;i  pb;i 1;i;th, for all i 2 f2;    ;mg, which results in SNR;Det;PL;i 1;i  SNR;i 1;i;th,
where SNR;i 1;i;th is the corresponding SNR threshold using (2.6): SNR;i 1;i;th =  (M 
1) ln(5pb;i 1;i;th)=1:5. In this part, we are interested in minimizing the overall transmission
power while maintaining the minimum required link quality. For the case of no obstacles,
it can be easily conrmed that the optimum solution of this problem also lies on the line
4Note that pb;i 1;i;th should be a function of the total number of nodes, as well as the end-to-end
performance requirement, in order to properly utilize the routers.
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segment between the transmitter and receiver. We then have the following optimization
problem, considering communication power minimization:
minimize JRR(PC; d) = 1
T
m 1PC
subject to SNR;i 1;i;thd
nPL
i 1;i  PL;i 1;iPC;i 1; di 1;i  0; 8 i 2 f2;    ;mg;
1Tm 1d = D;
(3.49)
where PC = [PC;1 PC;2    PC;m 1]T, d = [d1;2 d2;3    dm 1;m]T, D = kq1   qmk and PC;i
is the transmit power of node i.
Lemma 9 The solution to the optimization problem of (3.49) is
d?i 1;i =

PL;i 1;i
SNR;i 1;i;th
 1
nPL 1
mX
j=2

PL;j 1;j
SNR;j 1;j;th
 1
nPL 1
D (3.50)
and P ?C;i 1 = SNR;i 1;i;thd
?nPL
i 1;i=PL;i 1;i, for all i 2 f2;    ;mg.
Proof: It can be easily conrmed that the objective function and all the constraints
of (3.49) are convex functions of variables d and PC. Consider the dual function of the
primal problem:
gJRR(PC; d; ; ; ) =
mX
i=2
i 1;i(SNR;i 1;i;thd
nPL
i 1;i   PL;i 1;iPC;i 1) + 1Tm 1PC
 
mX
i=2
i 1;idi 1;i + (1Tm 1d D); (3.51)
where i 1;i, i 1;i and  are Lagrange multipliers. Therefore, KKT conditions must be
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satised:
1  ?i 1;iPL;i 1;i = 0;
nPL
?
i 1;id
?nPL 1
i 1;i SNR;i 1;i;th + 
?   ?i 1;i = 0;
?i 1;i(SNR;i 1;i;thd
?nPL
i 1;i   PL;i 1;iP ?C;i 1) = 0;
?i 1;id
?
i 1;i = 0; 
?
i 1;i  0; ?i 1;i  0;
d?i 1;i  0; PL;i 1;iP ?C;i 1  SNR;i 1;i;thd?nPLi 1;i  0; 8 i;
1Tm 1d
?  D = 0;
where P ?C;i 1, d
?
i 1;i, 
?
i 1;i, 
?
i 1;i and 
? are the optimal points. Then, we have

SNR;i 1;i;th
PL;i 1;i
 1
nPL 1
d?i 1;i =

SNR;j 1;j;th
PL;j 1;j
 1
nPL 1
d?j 1;j; (3.52)
which results in the optimum solution of Lemma 9.
If SNR;i 1;i;th=PL;i 1;i = SNR;j 1;j;th=PL;j 1;j, for 8 i; j 2 f2;    ;mg, all the
routers should be equally-spaced between the transmitter and receiver.
The analysis of this section then allows us to mathematically characterize the benet
we gain by using robotic routers, as compared to increasing the communication power
of the transmitting node in order to have a direct transmission. We next formulate this.
From the solution of Lemma 9, we know that the total power consumption, for the case
of robotic router, is:
J?RR =
mX
i=2
P ?C;i 1 =
DnPL 
mX
i=2

PL;i 1;i
SNR;i 1;i;th
 1
nPL 1
!nPL 1 ; (3.53)
and the total power consumption for direct transmission, without using robotic routers,
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is PC;DT = SNR;1;m;thD
nPL=PL;1;m, where SNR;1;m;th is the required SNR from the TX
node to the RX. Without loss of generality, assume that PL;1;m = PL;i 1;i = PL and
pb;i 1;i;th = pb;th for 8 i 2 f2; 3;    ;mg. Then, in order to have the same end-to-end
performance (pb;1;m;th) for both cases, the following target bit error rate can be used for
each link, for the case of using robotic routers: pb;th = 1  (1 pb;1;m;th) 1m 1 , which results
in SNR;1;m;th =  (M   1) ln(5pb;1;m;th)=1:5 and SNR;i 1;i;th =  (M   1) ln(5(1   (1  
pb;1;m;th)
1
m 1 ))=1:5. Then, we have the following power ratio:
J?RR
PC;DT
=
ln

5

1  (1  pb;1;m;th)
1
m 1

ln(5pb;1;m;th)(m  1)nPL 1 : (3.54)
From (3.54), it can be seen that the ratio decreases as nPL (the exponent of distance-
dependent path loss) increases. This is due to the fact that the signal strength drops
faster as nPL increases. Thus, the direct transmission case has to increase the transmit
power considerably. Furthermore, if m (the total number of robots) increases, the ratio
decreases, as expected. This result can also be interpreted as follows. If both systems
are given equal communication power, the robotic router case will perform considerably
better. Fig. 3:11 shows J?RR=PC;DT of (3.54) with pb;1;m;th = 10
 3. As can be seen, the
robotic router network can reduce communication power consumption considerably as
nPL or m increases.
We conclude this part by noting that the benets of utilizing robotic routers is beyond
just saving on the overall communication power. They also provide robustness through
recongurability. For instance, if we have a mobile TX and RX nodes, depending on
their positions, the direct link quality can degrade considerably. The router network can
then recongure properly to ensure reliable ow of information.
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Figure 3.11: Comparing the performance of a robotic router network to that of a
direct transmission, in terms of total power consumption. The y-axis shows the power
ratio of (3.54).
3.4.2 Robotic Router Optimization under Transmit Power Con-
straints in Fading Environments
We next consider the impact of power constraints on robotic router optimization
in fading environments. Similar to the previous section, we minimize the total power
consumption while requiring each link to maintain a minimum acceptable performance.
In this case, the performance is measured by the average BER, as discussed in Section
3.3. Let pb;i 1;i;th denote the maximum acceptable average BER for the link between
the (i   1)th and ith node, i.e. we require that pb;i 1;i  pb;i 1;i;th for all i 2 f2;    ;mg.
This requirement translates to the following SNR requirement, by using the moment
generating function of a gamma distribution (see the derivations of (3.36)):
SNR;i 1;i 
(5pb;i 1;i;th)
  1
'i 1;i   1
c#i 1;i
= 
0
SNR;i 1;i;th; (3.55)
where 'i 1;i, #i 1;i and c are as dened in the previous sections. Consider the case of the
Probabilistic Path Loss predictor of Section 3.1, which predicts the path loss and fading
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variance. Then, the optimization problem of (3.49) can be modied as follows:
minimize JRR;FD(PC; d) = 1
T
m 1PC
subject to 
0
SNR;i 1;i;thd
nPL
i 1;i  PL;i 1;iPC;i 1; di 1;i  0; 8 i 2 f2;    ;mg;
1Tm 1d = D;
(3.56)
where

0
SNR;i 1;i;th =
(5pb;i 1;i;th)
  1
'PL;i 1;i   1
c#PL;i 1;i
; (3.57)
'PL;i 1;i = (exp((adB;Prob;PL;i 1;i)2)  1) 1; (3.58)
#PL;i 1;i = exp(1:5(adB;Prob;PL;i 1;i)2)  exp(0:5(adB;Prob;PL;i 1;i)2); (3.59)
and a = ln 10=10. Then Lemma 9 can characterize the solution of (3.56) by replacing
SNR;i 1;i;th with 
0
SNR;i 1;i;th. Because of fading, however, 
0
SNR;i 1;i;th is higher than
SNR;i 1;i;th if we take pb;i 1;i;th = pb;i 1;i;th. It is also easy to conrm that the two
solutions become the same if dB;Prob;PL;i 1;i ! 0 for all i, i.e., fading goes to zero.
We can now mathematically characterize how much we benet from properly account-
ing for fading, as opposed to using only a path loss model (case of the Deterministic Path
Loss Predictor of Section 3.1), for robotic router optimization in fading environments.
Let J?RR;FD denote the total power consumption of the robotic routers as a result of the
optimization of (3.56). To have a fair comparison, assume that the robotic router system
that only considers path loss and does not account for fading is given the same total
power. Then, the best performance of the path-loss-only case is achieved by solving the
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following optimization problem:
maximize SNR;th
subject to SNR;thd
nPL
i 1;i  PL;i 1;iPC;i 1; di 1;i  0; 8 i 2 f2;    ;mg;
1Tm 1PC = J
?
RR;FD; 1
T
m 1d = D;
(3.60)
where SNR;th denotes the minimum acceptable SNR, which is taken to be the same
for all the links, to facilitate mathematical derivations. By applying KKT conditions,
optimum SNR;th can then be found to be:

?
SNR;th =
J?RR;FD
DnPL
 
mX
i=2

1
nPL 1
PL;i 1;i
!nPL 1
: (3.61)
Therefore, the actual performance of the Deterministic Path Loss Predictor will be as
follows in a fading environment:
pb;FD(RX) = 1 
mY
i=2
(1  0:2(1 + c#PL;i 1;i?SNR;th) 'PL;i 1;i): (3.62)
Fig. 3:12 shows how much we lose by considering only path loss in a fading environment,
for the case of one router. For this simulation, pb;1;2;th = pb;2;3;th = 10
 3, nPL = 2
and c = 0:5. We have an end-to-end BER 2  10 3 for the design in which fading is
taken into account. The gure then compares pb;FD(RX) with this benchmark. As can
be seen, by only considering path loss, we can achieve the same performance only if
dB;Prob;PL;1;2 = dB;Prob;PL;2;3. In this case, the optimum conguration of both cases will
be the same. However, as we depart from this equality and as fading variances increase,
we can lose orders of magnitude by not taking fading into account.
It should also be noted that the gap between the two performances will further in-
crease if the Deterministic Path Loss/Shadowing Predictor or Probabilistic Path Loss/
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Shadowing Predictor of the previous section is utilized (in that case we will also see a
gap for dB;Prob;PL;1;2 = dB;Prob;PL;2;3).
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Figure 3.12: Impact of taking fading into account when designing robotic routers.
The gure shows that we can experience a considerable performance loss if we only
consider path loss (disk models) in fading environments.
3.4.3 Robotic Router Optimization Considering both Commu-
nication and Motion Costs
In the previous sections, we only considered the communication power consumption
in the optimization of the routers. In this part, we extend our analysis and consider
both communication and motion costs in order to understand the underlying tradeos.
Consider the case where the TX needs to continuously send information to the RX, during
time [0; T ]. Robotic routers at positions qis, where i 2 f2;    ;m  1g, are cooperatively
relaying the information using the multihop scheme. Our goal is to minimize the overall
communication and motion costs of the entire network. First, consider only the path
loss. Similar to Section 3.4.1, we assign each link a target performance requirement
64
Robotic Router Formation Chapter 3
(SNR;i 1;i;th). The required transmit power for each router is:
PC;i 1 =
SNR;i 1;i;th
PL;i 1;i
dnPLi 1;i =  
(M   1) ln(5pb;i 1;i;th)
1:5PL;i 1;i
dnPLi 1;i
= Ci 1;ikqi   qi 1knPL : (3.63)
We then have the following optimization problem:
minimize
Z T
0
$
m 1X
i=2
kvik2 +
mX
i=2
Ci 1;ikqi   qi 1knPLd
subject to _qi = vi; 8 i 2 f2;    ;m  1g;
(3.64)
where $ is a positive constant (which allows the designer to properly weigh the two
terms). Note that to facilitate analysis, in this section we model the motion cost as the
square of the norm of the control input and only consider the case where nPL = 2. The
Hamiltonian of (3.64) will then be
g = $
m 1X
i=2
kvik2 +
mX
i=2
Ci 1;ikqi   qi 1k2 +
m 1X
i=2
Ti vi; (3.65)
where i is the Lagrange multiplier. By applying calculus of variations [106], we can nd
the necessary conditions for optimality as follows:
@g
@vi
= 2$vi + i = 0;
@g
@qi
= 2Ci 1;i(qi   qi 1) + 2Ci;i+1(qi   qi+1);
i(T ) = 0; (3.66)
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for 8 i 2 f2;    ;m   1g. Then, the optimal control law and trajectories of the routers
can be found as follows for t 2 [0; T ]:
u?(t) = P

diag
p
i
exp(
p
it)  exp(2piT  pit)
1 + exp(2
p
iT )
 I2P 1(qr(0)  Z 1V );
(3.67)
q?r(t) = P

diag

exp(
p
it) + exp(2
p
iT  pit)
1 + exp(2
p
iT )
 I2P 1qr(0)
  P

diag

exp(
p
it) + exp(2
p
iT  pit)
1 + exp(2
p
iT )
  1
 I2P 1Z 1V; (3.68)
where
Z =
1
$
26666666666664
3X
i=2
Ci 1;i  C2;3    0
 C2;3
4X
i=3
Ci 1;i  C3;4 ...
...
...
. . .
...
0     Cm 2;m 1
mX
i=m 1
Ci 1;i
37777777777775
 I2;
qTr = [q
T
2    qTm 1]T, V = [C1;2qT1 0    Cm 1;mqTm]T=$, P 1ZP = diag(i), i is the ith
eigenvalue of Z,  represents the Kronecker product, and diag(i) represents a diagonal
matrix with is on its diagonals . Since Ci 1;i > 0 for 8 i 2 f2;    ;mg, Q  0.
For simplicity, consider the case where Ci 1;i = C for all i. Then, C=$ denotes the
ratio of communication to motion cost. As C=$ ! 0, i ! 0, for all i. Then, the second
term on the right hand side of (3.68) goes to 0. Hence, q?r(t)! qr(0), which implies that
the robotic routers are more likely to stay in their initial positions and simply increase
their communication power. On the other hand, as C=$ ! 1, i ! 1, for all i, then
the rst term of (3.68) goes to zero, resulting in q?r(t) ! Z 1V for t 2 (0; T ]. Next, we
show that Z 1V is exactly the optimal solution of (3.49) for nPL = 2, which implies that
the robotic routers will move to the optimal communication conguration if the motion
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cost is negligible.
Lemma 10 The inverse of matrix Z has the following form:
Z 1 = $
266666666666666666666666666664
mX
i=3
1
Ci 1;i
C1;2
mX
i=2
1
Ci 1;i
  
1
C1;2
Cm 1;m
mX
i=2
1
Ci 1;i
mX
i=4
1
Ci 1;i
C1;2
mX
i=2
1
Ci 1;i
  
3X
i=2
1
Ci 1;i
Cm 1;m
mX
i=2
1
Ci 1;i
...    ...
1
Cm 1;m
C1;2
mX
i=2
1
Ci 1;i
  
m 1X
i=2
1
Ci 1;i
Cm 1;m
mX
i=2
1
Ci 1;i
377777777777777777777777777775
 I2:
Proof: It can be easily veried that Z 1Z = I2m 4.
By applying Lemma 10, we then have:
q?i (t)!
mX
j=i+1
1
Cj 1;j
mX
j=2
1
Cj 1;j
q1 +
iX
j=2
1
Cj 1;j
mX
j=2
1
Cj 1;j
qm; (3.69)
if C=$ ! 1, i.e., if the motion cost is negligible. This means that the routers should
be on the line segment from the transmitter to the receiver, with the following optimum
distances:
kqi   qi 1k =
1
Ci 1;i
mX
j=2
1
Cj 1;j
kqm   q1k =
PL;i 1;i
SNR;i 1;i;th
mX
j=2
PL;j 1;j
SNR;j 1;j;th
D:
As can be seen, this is exactly what we found in Lemma 9 for nPL = 2.
Fig. 3:13 shows the communication and motion tradeos for two cases. In the rst
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case, we haveM = 4, pb;i 1;i;th = 10 3, PL;i 1;i = 10 3 for all i, T = 10 and $ = 5106,
resulting in C=$ = 2:1  10 3, which means that the communication cost is small,
as compared to motion cost. In the second case, we have M = 16, pb;i 1;i;th = 10 6,
PL;i 1;i = 10 3 for all i, T = 10 and $ = 103, resulting in C=$ = 122:1, i.e. the
communication cost is high as compared to the motion cost. As can be seen, when the
communication cost is small, all the routers will stay close to the initial positions. On
the hand, when the communication cost is high, all the routers will move to the solution
of (3.49).
0 20 40 60 80 100 120
−10
0
10
20
30
40
50
X (meter)
Y
 (
m
e
te
r)
TX
RX
Initial pos. of routers
Final pos. of routers (small comm. cost)
Trajectories of routers (small comm. cost)
Final pos. of routers (high comm. cost)
Trajectories of routers (high comm. cost)
Figure 3.13: Communication and motion tradeos in robotic routers.
Extension to Fading Environments
We can readily extend the framework of (3.64) to fading environments, by considering
the Probabilistic Path Loss Predictor. Similar to Section 3.4.2, we assign each link a
minimum target average performance requirement (
0
SNR;i 1;i;th). Then, the required
transmit power for each router is:
PC;i 1 =

0
SNR;i 1;i;th
PL;i 1;i
dnPLi 1;i = C
0
i 1;id
nPL
i 1;i: (3.70)
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We then have the following optimization framework:
minimize
Z T
0
$
m 1X
i=2
kvik2 +
mX
i=2
C 0i 1;ikqi 1   qiknPLd
subject to _qi = vi; 8 i 2 f2;    ;m  1g;
(3.71)
As can be seen, all the analysis of this section holds for the case of nPL = 2. Because
of fading, however, C 0i 1;i is larger than Ci 1;i if we take pb;i 1;i;th = pb;i 1;i;th. This
implies that communication is more costly in fading environments, as expected. Also,
as dB;PL;i 1;i ! 0, we have C 0i 1;i ! Ci 1;i, i.e. the solution of fading case converges to
the path loss case if the variance of fading goes to 0. Note that only the Probabilistic
Path Loss predictor approach is considered in (3.71). Hence, the performance can further
be improved if the Deterministic Path Loss/Shadowing Predictor or Probabilistic Path
Loss/Shadowing Predictor is utilized instead.
3.5 Preliminary Experimental Results
In Fig. 3.9 and 3.10, we simulated a robotic operation using the real channel data of
Fig. 3.8. In this section, we show a preliminary robotic operation where a robot tries
to maintain the connectivity of two stationary homogeneous routers in the basement of
Department of Electrical and Computer Engineering at University of New Mexico. We
emphasize that this is a preliminary test with the main goal of exploring the impact of
localization errors. In particular, we discuss interesting interplays between the localiza-
tion quality and channel correlation/learning quality. Fig. 3.14 shows the experimental
setup where the positions of the TX and RX routers are marked. Fig. 3:8 (right) showed
a color map of the received communication signal strength from the TX in this envi-
ronment. We use the Pioneer robot of Fig. 3:8 (left) as a robotic router. The initial
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position of the robot is marked with an empty circle in Fig. 3.14 (left). The robot uses
a priori channel measurements that are collected in this environment, for motion plan-
ning, mounting to 1.04% to the TX and 1.24% to the RX. By using the probabilistic
channel prediction framework of Section 2.1 (Lemmas 1 and 2), the robot then predicts
the channel at unvisited locations.5 It then nds its optimum position by solving the
probabilistic optimization problem of (3.37) with the Probabilistic Path Loss/Shadowing
Predictor through an exhaustive search.
The lled circle of Fig. 3.14 (left) shows the optimum position. As for motion plan-
ning, a simple strategy is used that nds a route that is parallel to the walls with minimum
turns. Fig. 3.14 (left) shows the calculated route. The true route and nal position, how-
ever, will be dierent, due to localization errors. The robot uses onboard gyroscope and
wheel encoders for localization. Since this area of the basement is sloped, we also have
a simple compensating function to control the direction. More sophisticated localization
sensors/algorithms can also be used to improve the performance [113{115]. Fig. 3.14
(right) shows the probability density function of the distance of the true nal position of
the robot to the calculated optimum nal position (lled circle of Fig. 3.14 (left)) after
running the experiment for 10 times.
Fig. 3.15 (top) shows the signal strength from the TX and RX along the trajectory,
while Fig. 3.15 (bottom) shows the simulated end-to-end BER based on the measurements
of signal strength. The curves are averaged over 10 instants of running the experiment
from the same initial position. As can be seen, the signal strength from the TX is low
at the beginning, which results in a high BER. As the robot moves towards the nal
5In general, localization errors can directly aect the channel assessment quality. Typically, however,
channel assessment is mainly based on a very few measurements gathered at the beginning of the
operation. Localization errors have not yet accumulated that much at the beginning of the operation,
assuming the initial positions of the robots are known. Thus, its impact on channel learning may be
negligible, as compared to the impact of channel parameter estimation errors or other channel learning
uncertainties.
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Figure 3.14: The left gure shows the initial position, calculated trajectory and calcu-
lated nal position of the router, by using our proposed optimization framework and
Probabilistic Path Loss/Shadowing Predictor. The right gure shows the pdf of the
distance of the true nal position of the robot to the calculated nal position, after
running the experiment 10 times, from the same initial position. The error is mainly
due to localization errors.
position, the signal strength from the TX increases and the end-to-end BER decreases a
few orders of magnitude. The uctuations in the curves are caused by multipath fading.
It is worth noting that the optimum position of the router based on the sparse samples of
the channels is close to the TX. This makes sense as the closed door makes communication
with the TX harder.
3.5.1 The Interplay Between Localization Quality and Channel
Correlation/Learning Quality
Localization errors can impact the optimum positioning of the routers aecting the
overall performance. However, the level of impact depends on the channel parameters.
First, consider the case where the channel is dominated by multipath fading. Since the
channel predictor (or any predictor for that matter) does not predict the multipath fading
component, the nal calculated optimum conguration does not experience the planned
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Figure 3.15: Signal strength from TX/RX along the trajectory (top) and the simulated
end-to-end BER, based on the signal strength measurements (bottom).
channel qualities. The true performance at that conguration would be the same as
any other conguration in its vicinity, due to multipath fading. Thus, the impact of
multipath fading is similar to having localization errors in this case. In other words,
localization errors do not impact the performance signicantly. On the other hand,
consider the case where multipath fading is negligible such that channel can be assessed
almost perfectly. First, consider the case where shadowing decorrelation distance is
large (channel stays correlated over a large distance). Then, small localization errors do
not impact the performance that much since the true nal position experiences highly-
correlated channels with the calculated nal position. However, if the decorrelation
distance is small, localization errors can impact the performance. In summary, if the
localization errors are small, with respect to the decorrelation distance, their impact
on the performance of our proposed framework becomes negligible. Furthermore, as
multipath fading increases, for any given localization quality and decorrelation distance,
the impact of localization errors becomes smaller.
The simulation results of Fig. 3.16 verify our hypothesis, for the case where one
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router tries to optimize the connectivity of two xed nodes. In this simulation, the
workspace is taken to be 40meters  40meters, and the step size of the robot is 0:4
meter. The localization error is modeled as an additive zero mean Gaussian noise [115].
We assume that the robot has 5% a priori channel samples to predict the channel, using
our Probabilistic Path Loss/Shadowing Predictor. The simulation is averaged over several
runs of dierent channel samples (same underlying parameters) and start positions. The
gure shows two curves. For the case of dB = 8 and Kric = 20, multipath fading is
negligible. The curve then shows that localization errors impact the performance more
drastically as the localization error increases. For the case of dB = 2 and Kric = 0, on the
other hand, the channel is dominated by multipath fading. Then, the performance stays
very similar to the case of no localization error, i.e. the performance is not as sensitive
to localization errors.
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Figure 3.16: The interplay between localization quality and channel correla-
tion/learning quality.
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Chapter 4
Co-Optimization Along a Fixed
Trajectory
Consider the scenario where a robot is tasked with sending a xed number of a priori-
given bits of information to a remote station in a limited operation time, and as it travels
along a pre-dened trajectory T with length D. The pre-dened trajectory could be the
only feasible path due to the environmental constraints such as obstacles. For instance,
in a cluttered indoor oce navigation problem, the only path from point A to point B
may be across certain hallways. In Section 4.4 where we furthermore have online sensing,
the pre-dened path could be the path dictated due to sensing constraints. In [39], the
authors mention that in ocean sampling, the path is typically pre-dened. Furthermore,
autonomous aircrafts may be restricted to y along a particular trajectory to stay away
from commercial air trac or avoid detection by an adversary [39]. We assume that
the robot operates in a realistic fading environment that naturally experiences path loss,
shadowing and multipath fading. Moreover, we assume that the robot has some a priori
collected channel samples in the same environment such that it can predict the channel
This chapter is an amended version of [116].
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quality along the trajectory by utilizing the channel prediction framework introduced in
Section 2.1. Then, the goal of the robot is to transmit the given information bits while
minimizing the total energy consumption, which includes both motion and communication
energy costs, and satisfying a target BER at the remote station.
Fig. 4.1 shows an example of the considered scenario. The robot starts from an initial
position, follows the direction of T , and transmits the needed information to the remote
station before reaching its terminal position. In order to minimize the total energy cost,
the robot needs to properly plan its motion speed/possible stop times, and schedule the
transmission of the bits, based on the predicted channel quality along the trajectory. In
this chapter, we solely focus on the communication and motion co-planning along a xed
trajectory, in order to have a good understanding on how the communication and motion
aect each other when they are jointly optimized. However, co-planning the trajectory
itself can also be integrated into the whole framework design and will be investigated in
Chapter 5.
Inial posion
Terminal posion
Robot
Remote staon
Wireless channel
Figure 4.1: The robot needs to transmit a number of given bits to the remote sta-
tion, under minimum energy cost (including both motion and communication energy
consumption), while traveling along a pre-dened trajectory, and under a given time
budget.
The rest of this chapter is organized as follows. In Section 4.1, we rst propose a
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co-optimization framework that allows the robot to plan its motion speed, transmission
rate and stop time, based on its probabilistic prediction of the channel quality along
the trajectory. Then, we characterize two special cases, namely the heavy-task load and
light-task load cases, in order to have more intuitions on the co-optimization framework.
Section 4.2 presents our additional stop-time online adaptation strategy to further ne
tune the stop location as the robot moves along its trajectory and measures the true
value of the channel. In Section 4.3, we verify the eectiveness of our proposed framework
in a simulation environment. Finally, in Section 4.4, we extend our framework to the
case where the robot needs to gather the information bits online along the pre-dened
trajectory.
4.1 Problem Formulation
We divide the whole trajectory into NSH sub-trajectories, Tis, for i 2 f1; 2;    ; NSHg,
each with length di (see [70] for how to choose the length in practice). We assume small
enough di such that the path loss and shadowing components of the channel can be
assumed constant over each Ti. The length di then depends on the length over which the
channel can be considered stationary. To consider the most general case, we further allow
dis to be dierent from each other in order to account for the cases where the trajectory
spans over a large area with changing environmental features (such as from indoor to
outdoor), resulting in dierent stationary lengths in dierent parts of the trajectory.
Note that the channel is still space-varying over each Ti due to multipath fading.
In this section, we show how the robot can co-plan its motion and communication,
based on its prediction of the path loss and shadowing components of the channel over
the sub-trajectories. Our one-time co-optimization happens at the beginning of the
operation. In Section 4.2, we then show how the robot can furthermore ne tune its
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strategy through online adaptation to the multipath component, as it moves along each
sub-trajectory and measures the true value of the channel.
4.1.1 Co-Optimization of Communication and Motion
Assume that the robot uses the aforementioned probabilistic channel prediction frame-
work of Section 2.1 to predict the received CNR over each sub-trajectory Ti. Let
qi 2 Ti represent a point along Ti. Then, the CNR at Ti can be assessed as follows:
dB(qi; qb)  N (dB(qi; qb); 2dB(qi; qb)), where qb is the position of the remote station. In
this chapter, we use communication energy model (2.9) and motion energy model (2.22).
We then propose the following optimization framework to minimize the average total
energy consumption (averaged over the distribution of the channel):
minimize eJSH = NSHX
i=1
2
eRi   1
K
E

1
i
ettr;i| {z }
EC;i: ave. comm. energy cost along Ti
+
1d
2
ietmo;i + 4etmo;i| {z }
EM;i: motion energy cost along Ti
subject to
NSHX
i=1
etmo;i + etst;i  Ttot; NSHX
i=1
eRiettr;i = Qtot=B;
eRi  0; etst;i  0; ettr;i  0; etmo;i  di=vmax;ettr;i  etmo;i + etst;i; 8 i 2 f1;    ; NSHg;
(4.1)
where the unknown variables to solve for are eRi, ettr;i, etmo;i and etst;i, which denote the
spectral eciency, transmit time, motion time and stop time that are assigned to each
Ti respectively.1 Furthermore, i represents the non-dB version of dB(qi; qb), i.e. i =
(qi; qb) = 10
dB(qi;qb)=10, Ttot  D=vmax is the given operation time budget, 0 < Qtot <1
is the total number of bits that needs to be sent, and B is the given xed bandwidth.2 As
1In practice, eRis should have certain integer constraints to ensure a proper modulation [105]. In this
chapter, we do not consider such constraints for the sake of mathematical analysis.
2Note that (4.1) is infeasible if Ttot < D=vmax. Other feasibility issues can arise if maximum spectral
eciency and/or maximum transmit power are considered. While we do not consider these constraints
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mentioned in Section 2.2, the required target BER is part of K: K =  1:5= ln(5pb;th). In
the formulation of (4.1), we assume that the robot travels at a constant speed along each
sub-trajectory. Moreover, since the robot moves along a xed trajectory, the velocity of
the robot only aects eEM in (2.22). Hence, the motion energy cost can be characterized
by using eEM.
Our optimization problem of (4.1) plans the motion speed/stop time of the robot
(available time budget) and schedules the transmission of the given bits along each sub-
trajectory, while minimizing the average total energy cost and satisfying the time budget
and target BER. Note that motion energy can be minimized by using the velocity men-
tioned in Section 2.3. Thus, our co-optimization framework essentially plans the motion
strategy, i.e. possibly costing more motion energy, to help save communication energy,
resulting in an overall energy cost reduction. Since the robot can incur a large amount of
motion energy if it moves too slowly, we introduced the stop time variables etst;is in (4.1),
in order to allow the robot to stop during the operation if needed. Then, the total time
that the robot can spend along Ti is etmo;i+etst;i, which includes both the motion and stop
time durations. Hence, the transmit time ettr;i along Ti should always be smaller than or
equal to etmo;i + etst;i: ettr;i  etmo;i + etst;i. In Section 4.2, we will further show where the
robot should stop along the sub-trajectory as it measures the real value of CNR.
There is no closed-form solution for (4.1). However, we can still characterize certain
properties of the optimum solution, as we show next. In what follows, we use superscript ?
to represent the optimum solution (or value) of the corresponding optimization problem.
First, we show that (4.1) can be simplied to another optimization problem with the
same optimum value.
Lemma 11 f(t) = (2C=t   1)t is a non-increasing function of t for t > 0.
here, we note that similar results can be derived.
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Proof: The lemma can be easily conrmed by nding the rst and second-order
derivatives of f(t).
Lemma 12 The optimum solution of (4.1) is the same as the optimum solution of the
following optimization problem:
minimize JSH =
NSHX
i=1
2Ri   1
K
E

1
i

(tmo;i + tst;i) +
1d
2
i
tmo;i
+ 4tmo;i
subject to
NSHX
i=1
tmo;i + tst;i  Ttot;
NSHX
i=1
Ri(tmo;i + tst;i) = Qtot=B;
Ri  0; tst;i  0; tmo;i  di=vmax; 8 i 2 f1;    ; NSHg:
(4.2)
Proof: Note that (4.2) is a special case of (4.1) with ettr;i = etmo;i + etst;i for all
i, i.e. the communication transmission time is taken to be the same as the total time
spent in each sub-trajectory. Let eR?i , et?tr;i, et?mo;i and et?st;i represent the optimum solution
of (4.1). From comparing the objective functions of (4.1) and (4.2), we can easily see
that eJ?SH  J?SH. We then pick a feasible solution for (4.2) as follows: tmo;i = et?mo;i,
tst;i = et?st;i, and Ri =
8><>:
eR?iet?tr;i=(et?mo;i + et?st;i) if eR?i ; et?tr;i > 0
0 otherwise
. By using Lemma 11, we
have (2Ri 1)(tmo;i+tst;i)  (2 eR?i  1)et?tr;i, which results in J?SH  JSH(Ri; tmo;i; tst;i)  eJ?SH.
Thus, we must have J?SH =
eJ?SH.
Intuitively, it always costs less communication energy if the robot sends a xed number
of bits over a longer period of time, as it can then reduce the spectral eciency (can send
with a lower rate). This is what Lemma 12 indicates. It can be seen that the optimality
of (4.1) can be achieved only if ettr;i = etmo;i + etst;i for all i, i.e. the transmission time in
each sub-trajectory is taken equal to the time spent in each sub-trajectory (the maximum
possible). Note that (4.2) also reduces the dimension of the optimization problem. Based
on Lemma 12, we can then characterize the properties of the optimum solution of (4.2)
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instead of (4.1) in the rest of the chapter. Note that if Ttot = D=vmax in (4.2), then
tmo;i = di=vmax and tst;i = 0 for all i, resulting in a simplied convex optimization problem
which only has variable Ri. In this case, the robot does not have any freedom to plan its
motion policy because of the limited time budget. The problem then becomes a spectral
eciency optimization problem, which can be characterized by using the approach in [79].
Hence, in the rest of the chapter, we focus on the case where Ttot > D=vmax. Next, we
present the following well-known theorem in optimization theory, which we use in our
subsequent proofs.
Denition 1 (LICQ, [117]) The Linear Independence Constraint Qualication (LICQ)
holds if the gradients of the active constraints (those that reach equality) are linearly in-
dependent.
Theorem 1 (First-Order Necessary Conditions, [117]) Suppose that p? is a local
solution of a constrained optimization problem, that the objective function and the con-
straints are continuously dierentiable, and that the LICQ holds at p?. Then there exists
a Lagrange multiplier vector ?, such that Karush-Kuhn-Tucker (KKT) conditions hold
at (p?; ?).
Then, we have the following regarding the optimum solution of (4.2).
Lemma 13 The constraints of (4.2) satisfy the LICQ at the optimum point if Ttot >
D=vmax.
Proof: The gradients of the active constraints with respect to the variable

R1   
RNSH j tmo;1    tmo;NSH j tst;1    tst;NSH
T
are as follows:

0TNSH j 1TNSH j 1TNSH
T
(if the rst
constraint is active),

tmo;1 + tst;1    tmo;NSH + tst;NSH j R1    RNSH j R1    RNSH
T
(for
the second constraint),

eTNSH(i) j 0TNSH j 0TNSH
T
(if Ri = 0),

0TNSH j eTNSH(i) j 0TNSH
T
(if
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tmo;i = di=vmax) and

0TNSH j 0TNSH j eTNSH(i)
T
(if tst;i = 0), where eNSH(i) represents the
NSH-dimensional unit vector with the i
th entry equal to 1, and 0NSH and 1NSH denote
NSH-dimensional vectors of all 0 and 1 respectively. By assuming that Qtot > 0, we
have R?i > 0 for some i 2 f1;    ; NSHg. Furthermore, if Ttot > D=vmax, then the rst
constraint and tmo;i  di=vmax, for all i, cannot be all active at the same time. Then,
all the gradients of the active constraints cannot be linearly dependent at the optimum
point in this case. Therefore, the constraints in (4.2) satisfy the LICQ at the optimum
point.
Next, we show the properties of the optimum strategy based on Theorem 1 for the
co-optimization of communication and motion.
Theorem 2 The optimum motion speed (v?i ), transmission rate (R
?
i ) and stop time (t
?
st;i)
of (4.2) satisfy the following properties: if Ef1=ig < Ef1=jg, then v?i  v?j and
R?i  R?j for i; j 2 f1;    ; NSHg. Moreover, if Ef1=ig is above a certain threshold,
then there is no transmission in the corresponding sub-trajectory (R?i = 0). Finally, if
t?st;i > 0, then E f1=ig = minj2f1; ;NSHgfE f1=jgg, i.e. if the robot should stop, it stops
at the sub-trajectory with the best predicted channel quality.
Proof: We have the following dual function for the optimization problem of (4.2):
gJSH =
NSHX
i=1
2Ri   1
K
E

1
i

(tmo;i + tst;i) +
1d
2
i
tmo;i
+ 4tmo;i + 
 
NSHX
i=1
tmo;i + tst;i   Ttot
!
  
 
NSHX
i=1
Ri(tmo;i + tst;i) Qtot=B
!
 
NSHX
i=1
iRi  
NSHX
i=1
itmo;i  
NSHX
i=1
itst;i;
where i, i, i,  and  are Lagrange multipliers. From Lemma 13, the optimum solution
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of (4.2) should satisfy the following KKT conditions:
@gJSH
@Ri
=

2Ri ln(2)
K
E

1
i

  

(tmo;i + tst;i)  i = 0;
@gJSH
@tmo;i
=
2Ri   1
K
E

1
i

  Ri   1d
2
i
t2mo;i
+ 4 +    i = 0;
@gJSH
@tst;i
=
2Ri   1
K
E

1
i

  Ri +    i = 0;

 
NSHX
i=1
tmo;i + tst;i   Ttot
!
= 0;

 
NSHX
i=1
Ri(tmo;i + tst;i) Qtot=B
!
= 0; iRi = 0;
i(tmo;i   di=vmax) = 0; itst;i = 0;
Ri; tst;i; i; i; ;   0; tmo;i  di=vmax:
Moreover, the rst three KKT conditions can be further simplied as follows:
R?i =
8><>:
log2

?K
ln(2)

E

1
i

if i 2 I;
0 otherwise;
1d
2
i
t?2mo;i
= 1v
?2
i =
8><>:
?

1
ln(2)
 R?i

  1
K
E

1
i

+ ? + 4   ?i if i 2 I;
? + 4   ?i otherwise;
and ?i = 1v
?2
i   4 + ?i ; (4.3)
where I = fi 2 f1;    ; NSHg j E f1=ig < ?K= ln(2)g.
From (4.3), it can be seen that R?i = 0 if E f1=ig is above the threshold ?K= ln(2).
This means that the robot does not transmit if the predicted channel quality is below a
certain level. Furthermore, for i; j 2 I, we can see that R?i > R?j if E f1=ig < E f1=jg.
In summary, we have R?i  R?j if Ef1=ig < Ef1=jg.
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Next, consider 1v
?2
i in (4.3). It is straightforward to verify that 1v
?2
i +
?
i  1v?2j +?j
if E f1=ig < E f1=jg. Note that the equality holds only if i; j 2 f1;    ; NSHgnI.
Suppose that v?i > v
?
j , then 0  ?i < ?j , resulting in t?mo;j = dj=vmax, or equivalently
v?j = vmax  v?i . This contradicts the assumption that v?i > v?j . Hence, we have v?i  v?j
if Ef1=ig < Ef1=jg.
Finally, suppose that t?st;j > 0 and E f1=jg > mink2f1; ;NSHgfE f1=kgg. Then there
exists some i 2 I such that E f1=ig < E f1=jg. This means that 1v?2i +?i < 1v?2j +?j ,
which results in ?i < 
?
j . Moreover, from the KKT conditions, we know that 
?
j = 0 given
t?st;j > 0, which results in 
?
i < 
?
j = 0. This contradicts the constraint that i  0. Hence,
if t?st;i > 0, then we must have E f1=ig = minj2f1; ;NSHgfE f1=jgg.
Theorem 2 shows that the robot should move slower at the locations that have higher
predicted channel quality in order to send more bits. On the other hand, if the pre-
dicted channel quality is low, it should then speed up to escape from these regions
quickly. Also, the robot should transmit faster (slower) at the locations that have
higher (lower) predicted channel quality. If the predicted channel quality is too low,
the robot should not transmit any information. As mentioned in Remark 1, we have
Ef1=ig = exp
 
(ln 10=10)22dB;i=2

=i, which depends on the predicted mean value (i)
and the prediction error variance (2dB;i). Hence, the robot moves slower and transmits
faster at the locations that have larger predicted mean values and/or smaller prediction
error variance. Finally, Theorem 2 says that if the robot must stop, it should then stop
only once and at the location with the best predicted channel quality.
Corollary 1 Let kbest denote the index where E f1=ig has its minimum based on the
predicted channel, i.e. kbest = arg mini2f1; ;NSHgfE f1=igg. If vmax >
p
4=1, we have
v?i 
p
4=1 for all i. Moreover, if t
?
st;kbest
> 0, then v?kbest =
p
4=1. If vmax 
p
4=1,
we have v?i = vmax for all i, and t
?
st;kbest
= Ttot  D=vmax.
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Proof: From the proof of Theorem 2, we know that ?i = 1v
?2
i   4 + ?i  0 for all
i. Moreover, if t?st;kbest > 0, then we have 
?
kbest
= 0. For the case of vmax >
p
4=1, it is
straightforward to verify that 1v
?2
i  4+?i  0 holds only if v?i 
p
4=1. Furthermore,
if t?st;kbest > 0, then v
?
kbest
=
p
4=1. Similarly, for the case of vmax 
p
4=1, the only
possible solution is v?i = vmax for all i, which also implies that t
?
st;kbest
= Ttot   D=vmax.
Theorem 2 and Corollary 1 state that, in order to spend long enough time at the
sub-trajectory where the predicted channel quality is the best, the robot stops at this
location rather than reducing its speed below
p
4=1 if vmax >
p
4=1 (or below vmax
if vmax 
p
4=1). As shown in Section 2.3, the aforementioned velocity minimizes the
motion energy cost. Hence, the robot never reduces its speed below it in order to save
the total energy.
Next, we consider the resulting optimum energy consumption of the robot. Con-
sider the motion and communication energy costs (EM;i and EC;i) as dened in (4.1).
Dene EM;norm;i
4
= EM;i=di = 1di=tmo;i + 4tmo;i=di and EC;norm;i
4
= EC;i=di = (2
Ri  
1)Ef1=ig(tmo;i + tst;i)=(diK) as the motion energy cost and the communication energy
cost per unit length respectively. Then, based on the results of Theorem 2, we have the
following corollary at the optimum solution, where i; j 2 f1;    ; NSHg:
Corollary 2 If Ef1=ig < Ef1=jg, then we have E?M;norm;i  E?M;norm;j and E?C;norm;i 
E?C;norm;j.
Proof: From Theorem 2, we have v?i  v?j , R?i  R?j and t?st;i  t?st;j if Ef1=ig <
Ef1=jg. Since EC;norm;i is monotonically increasing with respect to Ri and tst;i, and
is monotonically decreasing with respect to vi, then E
?
C;norm;i  E?C;norm;j if Ef1=ig <
Ef1=jg. Moreover, from Corollary 1, we have v?j  v?i 
p
4=1 if vmax >
p
4=1,
and v?j = v
?
i = vmax if vmax 
p
4=1. Since EM;norm;i is monotonically increasing
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with respect to vi 
p
4=1, then E
?
M;norm;i  E?M;norm;j if vmax >
p
4=1. Clearly, if
vmax 
p
4=1, then E
?
M;norm;i = E
?
M;norm;j. In summary, we have E
?
M;norm;i  E?M;norm;j
if Ef1=ig < Ef1=jg.
Corollary 2 shows that the robot should spend more motion energy per unit length
to escape from the locations where the predicted channel quality is lower. Also, it should
spend more communication energy per unit length to take advantage of the locations
where the predicted channel quality is higher.
Remark 7 So far, we assumed that 1, 2 and 4 are positive constants. Experimental
results have shown that a linear model (1 = 0) can also be used to approximate the
motion energy cost for some types of robots, when the velocity is not very large [86], as
discussed in Section 2.3. Furthermore, there could be cases where 4 = 0. Theorem 2
can be easily extended to address these special cases as we show in the next two lemmas.
Lemma 14 Consider the case where 1 = 0 and 4 6= 0. The optimum motion speed
(v?i ), transmission rate (R
?
i ) and stop time (t
?
st;i) satisfy the following properties: v
?
i =
vmax for all i. If Ef1=ig < Ef1=jg, then R?i  R?j for i; j 2 f1;    ; NSHg. More-
over, if Ef1=ig is above a certain threshold, then there is no transmission in the
corresponding sub-trajectory (R?i = 0). Finally, t
?
st;i = Ttot   D=vmax if E f1=ig =
minj2f1; ;NSHgfE f1=jgg.
As compared to the results in Theorem 2, it can be seen that the robot always travels
with its maximum velocity in this case since the distance to be travelled is given. Then
the robot spends as much time as possible at the location that has the best predicted
channel quality.3
3Note that if 1 = 4 = 0, Lemma 14 still holds except that the robot does not need to travel
with its maximum speed along the sub-trajectory with the best predicted channel quality to achieve the
optimality.
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Lemma 15 Consider the case where 1 6= 0 and 4 = 0. The optimum motion speed
(v?i ), transmission rate (R
?
i ) and stop time (t
?
st;i) satisfy the following properties: if
Ef1=ig < Ef1=jg, then v?i  v?j and R?i  R?j for i; j 2 f1;    ; NSHg. Moreover,
if Ef1=ig is above a certain threshold, then there is no transmission in the correspond-
ing sub-trajectory (R?i = 0). Finally, t
?
st;i = 0 for all i.
As compared to Theorem 2, the robot chooses to reduce its velocity rather than
stopping, in order to save motion energy in this case.
Corollary 2 can similarly be generalized for the two cases discussed above. In the rest
of the chapter, we assume that 1, 2 and 4 are positive constants.
4.1.2 Two Special Cases { Cases of Heavy-Task Load and Light-
Task Load
In this section, we discuss two special cases of (4.2), namely the heavy-task load and
the light-task load cases, in order to have a better understanding of the optimum design
strategy.
Denition 2 We say that the robot has a heavy-task load if Qtot=Ttot is considerably
large, i.e. it needs to send a large number of bits in a relatively small given time budget.
On the other hand, the robot has a light-task load if Qtot=Ttot ! 0, i.e. it only needs to
send a small number of bits under a relatively large time budget.
Lemma 16 Let kbest and kworst denote the indices where E f1=ig has its minimum and
maximum based on the predicted channel respectively. If vmax >
p
4=1 and Qtot=Ttot >
max

B
 
log2 (E f1=kworstg)  log2 (E f1=kbestg)

; 
	
, where
 = max
i2f1; ;NSHg
(
B log2
 
K1v
2
max   E f1=kbestg+ E f1=ig 
log2 (E f1=ig)  log2 (E f1=kbestg)

E f1=kbestg ln(2)
!)
;
(4.4)
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then we have: 1) v?i = vmax for all i 6= kbest, and v?kbest = max
p
4=1; dkbest=(Ttot  P
i6=kbest di=vmax)
	
; and 2) t?st;kbest = max

Ttot  
P
i6=kbest di=vmax   dkbest
p
1=4; 0
	
.
Therefore, given an arbitrarily large vmax and an arbitrarily large Qtot=Ttot, we have the
following asymptotic behavior: 1) v?i = vmax can become arbitrarily large for all i 6= kbest;
2) (t?mo;kbest + t
?
st;kbest
)=Ttot can become arbitrarily close to 1; and 3) R
?
kbest
(t?mo;kbest +
t?st;kbest)=(Qtot=B) can become arbitrarily close to 1.
Proof: From Theorem 2, it can be seen that
R?kbest = log2 (K
?= ln(2))  log2 (E f1=kbestg)  Qtot=(BTtot): (4.5)
This is lower bounded by Qtot=(BTtot) since the robot has to send with at least as fast as
the average rate (Qtot=(BTtot)) at the place with the best predicted channel quality, in
order to nish the task in the given time. Hence, if Qtot=Ttot > B
 
log2 (E f1=kworstg) 
log2 (E f1=kbestg)

, we have E f1=ig < K?= ln(2) for all i. From (4.3), we then have
the following for i 6= kbest:
1v
?2
i   1v?2kbest = log2

E

1
i

E

1
kbest

?
+
1
K

E

1
kbest

  E

1
i

  ?i + ?kbest
 log2

E

1
i

E

1
kbest

ln(2)
K
2Qtot=(BTtot)E

1
kbest

+
1
K

E

1
kbest

  E

1
i

  ?i + ?kbest
> 1v
2
max   ?i + ?kbest ; (4.6)
if Qtot=Ttot > . This equation implies that 
?
i > 0 for all i 6= kbest. Hence, we have
v?i = vmax for all i 6= kbest, and v?kbest = max
p
4=1; dkbest=(Ttot  
P
i6=kbest di=vmax)
	
.
Also, t?st;kbest = max

Ttot  
P
i6=kbest di=vmax   dkbest
p
1=4; 0
	
. Therefore, given an
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arbitrarily large vmax, the asymptotic behavior can be easily veried.
Intuitively, if the task load is heavy, it is more important for the robot to minimize
the communication energy cost. Lemma 16 says that, in this case, the robot will spend
as long time as possible at the location that has the best predicted channel quality in
order to save communication energy. To achieve this, the robot needs to travel with its
maximum velocity to pass other places quickly.
Lemma 17 Let kbest denote the index where E f1=ig has its minimum based on the
predicted channel. If vmax >
p
4=1 and Qtot=Ttot ! 0, then 1) v?i ! v?kbest and
R?i = 0 for all i 6= kbest; 2) if Ttot 
p
1=4D, then v
?
kbest
=
p
4=1 and t
?
st;kbest
!
Ttot  
p
1=4D; 3) if Ttot <
p
1=4D, then v
?
kbest
! D=Ttot and t?st;kbest = 0; and 4)
R?kbest(t
?
mo;kbest
+ t?st;kbest)=(Qtot=B) = 1.
Proof: From Theorem 2, we know that the robot moves slower or even stops along
Tkbest (the sub-trajectory with the best predicted channel quality). Hence, the time
budget allocated to Tkbest should be larger than or equal to Ttotdkbest=D. Then, we have
R?kbest = log2 (K
?= ln(2))   log2 (E f1=kbestg)  Qtot=(BTtotdkbest=D). Therefore, as
Qtot=Ttot ! 0, we have E f1=ig > K?= ln(2) for all i 6= kbest. This means that R?i = 0
for all i 6= kbest, based on Theorem 2. Similar to the proof of Lemma 16, we then have
0  1v?2i   1v?2kbest =
1
K
E

1
kbest

 

1
ln(2)
 R?kbest

?   ?i + ?kbest
 1
K
E

1
kbest

 

1
ln(2)
  DQtot
BTtotdkbest

ln(2)
K
2Qtot=(BTtot)E

1
kbest

  ?i + ?kbest
 1
K
E

1
kbest

 

1
ln(2)
  DQtot
BTtotdkbest

ln(2)
K
2Qtot=(BTtot)E

1
kbest

; (4.7)
where the last inequality holds since v?i  v?kbest , resulting in ?i  ?kbest . As can be
seen, as Qtot=Ttot ! 0, the right hand side of (4.7) goes to 0. Thus, v?i ! v?kbest for all
i 6= kbest. Also, from Theorem 2, we have t?st;i = 0 for all i 6= kbest. Then, from Corollary
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1, it is straightforward to show that v?kbest =
p
4=1 and t
?
st;kbest
! Ttot  
p
1=4D if
Ttot 
p
1=4D, and v
?
kbest
! D=Ttot and t?st;kbest = 0 if Ttot <
p
1=4D. Finally, since
R?i = 0 for all i 6= kbest, we must have R?kbest(t?mo;k + t?st;kbest)=(Qtot=B) = 1.
As compared to the heavy-task load case, it is more important to minimize the motion
energy cost if the task load is light. Lemma 17 shows that in this case, the robot moves
with an asymptotic constant speed of
p
4=1 along the whole trajectory in order to save
motion energy. The constant speed is the speed that minimizes the motion energy if that
speed can ensure achieving the task in the given time budget. If not, then the constant
speed is D=Ttot. Finally, since there is only very limited number of bits to be sent, the
robot only transmits at the location with the best predicted channel quality.
Remark 8 Note that we only consider the case where vmax >
p
4=1 in Lemmas 16
and 17. If vmax 
p
4=1, then v
?
i = vmax for all i, as we have shown in Corollary 1.
4.2 Stop-Time Online Adaptation to Multipath Fad-
ing
As mentioned in Section 2.1, the channel along each Ti is still space-varying due
to multipath fading, especially in rich scattering environments. Unlike path loss and
shadowing, the multipath fading component of the channel is unpredictable. Hence,
there is no ecient way of predicting its spatial variations ahead of time and planning
accordingly. However, as the robot moves along each sub-trajectory, it can measure the
true value of the channel and further ne tune its strategies, as we propose in this section.
More specically, we show how the robot can optimize its stop time location within a
designated sub-trajectory, based on its online measurement of the channel and by using
the computationally-ecient nested form of multi-stage stochastic programming [118].
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From Corollary 1, we know that the total motion time of the whole operation is always
less than or equal to
p
1=4D. Then, the robot will spend most of its time resource
on the stop time, if the time budget is considerably larger than
p
1=4D. Therefore,
carefully selecting the location of the stop time within the designated sub-trajectory
(which is found in Section 4.1) can further reduce the energy consumption, as we show
in this section.
Let Ti denote the sub-trajectory that was assigned a stop time based on (4.2). We
divide Ti into NMP;i equal-length chunks, Ti;js, for j 2 f1;    ; NMP;ig, over which the
channel is considered constant. Let i;j denote the CNR in Ti;j. The process of online
adaptation along Ti is summarized as follows. The robot obtains the optimum number
of bits of information, and the motion and stop times that are assigned to Ti from (4.2).
As the robot moves to Ti;1, it measures i;1. Then, it ne tunes its strategy based on the
measurement of i;1, and the estimation of i;j for j 2 f2;    ; NMP;ig. This process will
go on until it reaches the end of Ti. For those CNR values that the robot has not observed
yet, it models them with the probabilistic channel prediction framework of Section 2.1,
i.e. as lognormal random variables. More specically, let Ri;j, tmo;i;j and tst;i;j be the
spectral eciency, motion time and stop time allocated to Ti;j respectively. Then, we
have Ri;j = R
?
i and tmo;i;j = t
?
mo;i=NMP;i for all j, and we need to design a stop time
strategy subject to
PNMP;i
j=1 tst;i;j = t
?
st;i > 0, where R
?
i , t
?
mo;i and t
?
st;i are given by the
solution of (4.2). Thus, the variables to solve for are tst;i;js.
In this section, we use multi-stage stochastic programming to design such a strategy
[118]. In particular, we consider the nested form of the objective function, which allows
us to solve the problem iteratively. Then, at step Ti;j, for j 2 f1;    ; NMP;i   1g, the
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robot can solve the following optimization problem to decide how to use the stop time:
minimize JMP;st;i;j(Tst;i;j) =
2R
?
i   1
Ki;j
r
1
4
di
NMP;i
+ tst;i;j

+
2
p
14di
NMP;i
+ EfJ?MP;st;i;j+1(Tst;i;j+1)g
subject to tst;i;j + Tst;i;j+1 = Tst;i;j; tst;i;j; Tst;i;j+1  0;
where Tst;i;j+1 = t
?
st;i 
Pj
`=1 t
?
st;i;` denotes the remaining stop time available at step Ti;j+1,
and JMP;st;i;j is the average total energy cost from Ti;j to Ti;NMP;i . Note that Tst;i;1 = t?st;i,
i.e. the remaining stop time at step Ti;1 is equal to the stop time that is assigned to Ti.
Also, we use the fact that t?mo;i =
p
1=4di in (4.8).
The optimization problem of (4.8) minimizes the average total energy cost along the
rest of Ti, i.e. from Ti;j to Ti;NMP;i . Note that, at step Ti;j, i;j is a constant since it has
already been measured by the robot. Then the sum of the rst and the second terms of
the objective function in (4.8) represents the energy cost along Ti;j. However, J?MP;st;i;j+1,
which is a function of i;`, for ` 2 fj + 1;    ; NMP;ig, is still a random variable. Hence,
we use the average of J?MP;st;i;j+1 to represent the energy cost. The averaging is done over
the distribution of the remaining unvisited channel samples in that sub-trajectory, which
is characterized by using the probabilistic channel prediction framework.
Since solving the optimization problem at step Ti;j requires the average of the optimum
value at step Ti;j+1, i.e. EfJ?MP;st;i;j+1(Tst;i;j+1)g, equation (4.8) can be solved from the
(NMP;i   1)th step, and then backtracked to the jth step, which is similar to dynamic
programming. Note that, at each step, equation (4.8) is a linear program, which can
be solved uniquely. Then, we have the following optimum stop-time online adaptation
strategy:
Lemma 18 The optimum stop-time online adaptation strategy along Ti;j, for j 2 f1;    ;
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NMP;i   1g, is
t?st;i;j =
8>>>><>>>>:
Tst;i;j if
1
i;j
 E

min

1
i
;    ;E

min

1
i
;E

1
i

  

| {z }
(NMP;i j) -step nested expectation
:
0 otherwise:
(4.8)
Moreover, the average total energy cost along Ti, after implementing (4.8), is4
EfJ?MP;st;i;1(t?st;i)g =
2R
?
i   1
K
 
E

1
i
r
1
4
di
+ E

min

1
i
;    ;E

min

1
i
;E

1
i

  

| {z }
NMP;i -step nested expectation
t?st;i
!
+ 2
p
14di: (4.9)
Proof: Consider the (NMP;i   1)th step of the optimization problem of (4.8).
It can be shown that t?st;i;NMP;i 1 =
8><>: Tst;i;NMP;i 1 if 1=i;NMP;i 1  Ef1=ig0 otherwise . Then,
J?MP;st;i;NMP;i 1(Tst;i;NMP;i 1) = ((2
R?i   1)=K) (E f1=ig+1=i;NMP;i 1)p1=4di=NMP;i+
minf1=i;NMP;i 1;Ef1=iggTst;i;NMP;i 1

+ 4
p
14di=NMP;i. At the (NMP;i   2)th step,
i;NMP;i 1 is a random variable. Thus, we have the following averaging
EfJ?MP;st;i;NMP;i 1(Tst;i;NMP;i 1)g =
2R
?
i   1
K
 
2E

1
i
 p
1=4di
NMP;i
+ E

min

1
i
;E

1
i

Tst;i;NMP;i 1
!
+ 4
p
14di
NMP;i
: (4.10)
The (NMP;i   2)th step of the optimization problem of (4.8) can be solved similarly. By
induction, we can backtrack to the jth step. Equations (4.8) and (4.9) can then be easily
conrmed in this way.
4Note that one-step nested expectation means Ef1=ig. Similarly, two-step nested expectation means
Efminf1=i;Ef1=iggg. The same rule applies to higher steps.
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The optimum strategy of (4.8) results in the robot only stopping once along Ti to
spend all its time budget. The lemma then allows the robot to optimally choose that
stop location. More specically, the nested expectation in (4.8) decreases as the number
of nested steps increases. Hence, the nested expectation is small when the robot operates
at the beginning of Ti, i.e. when j is small. This means that the robot will spend all the
stop time resource at the beginning of Ti only if the measured value of i;j is very large.
On the other hand, the nested expectation becomes larger towards the end of Ti, i.e. when
j is large. This implies that the robot is more likely to choose a location to stop if it is
towards the end of the sub-trajectory and it has not found a good spot yet. Intuitively,
at the beginning of Ti, the robot is not in a rush to spend the stop time since there is a
good chance that a better i;j can be observed later. However, as the robot approaches
the end of Ti, the probability of observing a better i;j becomes smaller, forcing the robot
to choose the stop location quicker.
Note that, for a lognormally-distributed i, the nested expectation can be found by
using (4.11) iteratively,
E

min

1
i
; c

= c

1
dB;i
10
ln 10
ln
 
ci

+
1
i
exp
 
ln 10
10
2 2dB;i
2
!


  1
dB;i
10
ln 10
ln
 
ci

+
ln 10
10
dB;i

; (4.11)
where c is a constant calculated from the previous iteration (the previous nested expec-
tation) and  is the Q function. To reduce the computation, the nested expectation can
be found oine before the operation and saved to the memory of the robot.
In summary, the following are the steps of our proposed co-optimization framework.
First, the robot predicts the shadowing and path loss components of the channel along
the given trajectory, based on a small number of a priori channel measurements in the
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same environment. Then, based on the given time budget, the total number of bits
of information to be transmitted, and the required target BER, the robot nds the
optimum motion speed, stop time, and transmission rate for each sub-trajectory, Ti, by
solving (4.2). If t?st;i > 0, for some i, i.e. there is a stop time, the robot evaluates
(4.11) iteratively for that corresponding sub-trajectory, and implements (4.8) based on
the online measurement of the channel, in order to optimally choose the stop location.
4.3 Simulation Results
In this section, we test our framework by using real channel measurements from
downtown San Francisco (data courtesy of W. M. Smith) [119].5 Fig. 4.2 (a) shows
the channel power along a xed path with the length of 240 m. As can be seen, the
channel is dominated by shadowing and multipath fading. This waveform is taken from
the real measurements of [119]. Since we do not know the transmit power in that specic
measurement, we assume that 1 W of transmit power was used (without loss of generality)
to generate the channel power waveform. This will serve as the true channel power for
testing our framework in this section. Furthermore, we assume that the receiver noise
power is  80 dBm, and the robot has 10% a priori channel samples gathered in the same
environment to estimate the channel. We take di = 10 m (NSH = 24) for all i. Fig. 4.2 (b)
then shows the estimated Ef1=ig, which is an indication of predicated channel quality
along the xed path (see Remark 1 in Section 2.1). Moreover, the motion parameters
are taken as vmax = 6 m/s, 1 = 4:39, 2 = 24:67 and 4 = 14:77 [87].
Fig. 4.2 shows the results of our co-optimization framework of Section 4.1 (only adap-
tation to shadowing and path loss). We have Qtot=B = 250 bits/Hz and Ttot = 120
seconds in this example. The optimization problem of (4.2) is solved numerically by
5Similar results are obtained with simulated channels.
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Figure 4.2: Illustration of the performance of our co-optimization strategy. Figures a
and b show the signal strength and the predicted channel quality along the trajectory
respectively. Figures c, d and e show the optimum motion speed, spectral eciency,
and stop time of our proposed co-optimization framework of Section 4.1 respectively.
In this case, the robot predicts the shadowing and path loss components of the channel
along its trajectory and plans its strategy accordingly.
using the Optimization Toolbox of MATLAB. As can be seen from Fig. 4.2 (c and d),
the robot moves slower and sends faster at the places that have better predicted channel
quality. Moreover, the robot stops at the location with the best predicted channel qual-
ity, as marked in Fig. 4.2 (e). We next compare the total energy consumption with the
two cases of 1) no planning, i.e. the robot travels with the constant speed of D=Ttot and
chooses the constant spectral eciency of Qtot=(BTtot), and 2) separately optimizing the
motion speed and the spectral eciency, i.e. the robot travels with the constant speed of
D=Ttot and optimizes the spectral eciency based on the predicted channel quality. As
compared to our co-optimization strategy, the robot needs to consume 2.06 times more
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energy in the case of no planning, and 1.76 times more in the case of separate optimization
of motion speed and spectral eciency in order to accomplish the same task. With the
additional online stop-time adaptation of Section 4.2, the robot further optimizes where
to stop in the designated sub-trajectory as it learns the true value of the channel along
its path. In this example, this additional optimization can further save 18.4% energy
as compared to the case of only implementing our co-optimization framework of Section
4.1.
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Figure 4.3: Illustration of the performance of our co-optimization strategy for the case
of heavy-task load.
Next, Fig. 4.3 and 4.4 show the optimum strategies of the heavy and light-task cases.
We have Ttot = 200 seconds for both cases, Qtot=B = 1000 bits/Hz for the heavy-task
load case and Qtot=B = 10 bits/Hz for the light-task load case.
6 As can be seen in Fig.
6We choose a small value for Qtot=B to show the asymptotic behavior of the light-task load case. As
such, the optimum solution is not exactly the same as the asymptotic case. But they are very close.
96
Co-Optimization Along a Fixed Trajectory Chapter 4
−130
−120
−110
C
h
a
n
n
e
l
p
o
w
e
r 
(d
B
)
10
1
E
s
ti
m
a
te
d
E
{1
/ϒ
i}
1.83
1.84
1.85
M
o
ti
o
n
s
p
e
e
d
 (
m
/s
)
0
0.1
0.2
S
p
e
c
tr
a
l
e
ff
ic
ie
n
c
y
 (
b
it
/s
/H
z
)
0 50 100 150 200
0
50
100
Distance traveled (m)
S
to
p
ti
m
e
 (
s
)
(a)
(b)
(c)
(d)
(e)
Sub−traj with the best predicted channel quality
Figure 4.4: Illustration of the performance of our co-optimization strategy for the case
of light-task load.
4.3 (c), if the robot has a heavy-task load, it moves with its maximum velocity along
the sub-trajectories where the predicted channel quality is not the best. The rest of
the time budget (154 seconds) is allocated to the place with the best predicted channel
quality. On the other hand, if the task load is light (Fig. 4.4), the robot moves with an
almost constant speed along the whole trajectory and transmits at the location with the
best predicted channel quality, as shown in Fig. 4.4 (c and d) respectively. Note that
v =
p
4=1 = 1:83 m/s minimizes the motion energy cost along T . It can be seen from
Fig. 4.4 (c) that the robot moves with a speed very close to this value for the light-load
case, as predicted by Lemma 17.
97
Co-Optimization Along a Fixed Trajectory Chapter 4
4.4 Extensions to Online Sensing and Data Gather-
ing
So far, we have considered the case where the bits of information that need to be
transmitted are xed and assigned to the robot at the beginning of the operation. In
some applications, the robot is required to sense a number of points of interest, gather
the sensing data, and then transmit the data to the remote station online and during the
operation. In this part, we briey discuss how our proposed co-optimization framework
of Section 4.1 can be generalized to such cases.7
Consider the scenario where there are NI points of interest located at zi 2 T , for
i 2 f1;    ; NIg, that the robot needs to visit. T is the pre-dened trajectory as dened
previously. Let Qi > 0 denote the number of bits of information that the robot can
gather at zi. Also, let Q0  0 denote the initial number of bits of information that the
robot has before starting the operation. Similar to Section 4.1, T is divided into NSH
sub-trajectories (Tis, for i 2 f1; 2;    ; NSHg). Without loss of generality, we also assume
that T is divided in such a way that zi is located at the beginning of TInd(zi), where Ind(zi)
represents the index of the sub-trajectory where zi is located. Then, the optimization
framework of (4.2) can be generalized as follows:
minimize JSH =
NSHX
i=1
2Ri   1
K
E

1
i

(tmo;i + tst;i) +
1d
2
i
tmo;i
+ 4tmo;i
subject to
NSHX
i=1
tmo;i + tst;i  Ttot;
NSHX
i=1
Ri(tmo;i + tst;i) =
NIX
i=0
Qi=B;
Ind(zj) 1X
i=1
Ri(tmo;i + tst;i) 
j 1X
i=0
Qi=B; 8 j 2 f1;    ; NIg;
Ri; tst;i  0; tmo;i  di=vmax; 8 i 2 f1;    ; NSHg:
(4.12)
7The additional online adaptation of Section 4.2 can be readily applied to this case. We therefore
only focus on extending the results of Section 4.1 in this part.
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Note that, from T1 to TInd(zj) 1, the total number of bits that can be gathered by the
robot is
Pj 1
i=0 Qi. Thus, the robot cannot send more information than it has gathered
so far, which results in the third constraint in (4.12). Similar to Lemma 13, it can also
be shown that the constraints of the optimization problem of (4.12) satisfy LICQ at the
optimum point. Hence, we have the following properties for the optimum motion and
communication co-optimization strategy:
Theorem 3 The optimum motion speed (v?i ), transmission rate (R
?
i ) and stop time (t
?
st;i)
of (4.12) satisfy the following properties: if Ef1=ig < Ef1=jg and there is no point
of interest between Ti and Tj, then v?i  v?j and R?i  R?j , where i; j 2 f1;    ; NSHg.
Moreover, the robot may stop in more than one sub-trajectory during the operation. Let
Kbest denote the collective set of indices where Ef1=ig has its minimum in the following
intervals: from T1 to TInd(z1) 1, from TInd(zj) to TInd(zj+1) 1, for j 2 f1;    ; NI   1g, and
from TInd(zNI ) to TNSH. Then, if t?st;i > 0, we have i 2 Kbest.
Proof: It is straightforward to extend the proof of Theorem 2 to this case. The
details of the proof are omitted due to page limitation.
Similar to Theorem 2, Theorem 3 says that the robot moves slower and transmits
faster along Ti, as compared to Tj, if the predicted channel quality along Ti is better and
there is no point of interest between them. If there exists any point of interest between
Ti and Tj, and j < i, the same conclusion still holds. However, if j > i, then the robot
may need to reduce its speed and transmit with a higher rate at Tj in order to ensure the
transmission of the newly-gathered information. Also, the robot may stop at more than
one location along the trajectory in order to spend long enough time for transmission.
Theorem 3 says that, in such cases, the corresponding sub-trajectories must have the
best predicted channel quality in their local areas, where each local area is an area that
contains no point of interest.
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Chapter 5
Co-Optimization With Trajectory
Planning
In the previous chapter, we have characterized the case where the robot moves along a
pre-dened trajectory. In this part, we extend this scenario and integrate the trajectory
design into the co-optimization framework. More specically, consider the scenario where
a mobile robot is tasked with visiting a set of POIs P = fp2;    ; pmg in a workspace
W  R2, collecting their corresponding information bits, and transmitting them to a
remote station under resource constraints. We assume that each POI pi has Qi > 0
information bits that need to be gathered, where i 2 f2;    ;mg. In addition, the robot
may initially have some information bits Q1 in its memory as well. The robot then needs
to start from its initial position p1, visit all the POIs, gather the information bits, and
successfully transmit them to a remote station. The robot has limited time and energy
budgets for its operation. Furthermore, it experiences realistic communication channels
with path loss, shadowing and multipath fading, when transmitting to the remote station.
Our goal is then to successfully plan the trajectory of the robot and the transmission
This chapter is an amended version of [120].
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of the gathered bits while minimizing the total energy consumption, which includes both
communication and motion energy costs, and under other resource constraints.
Fig. 5.1 shows an example of our considered scenario. As can be seen, the robot starts
from its initial position, plans its trajectory to visit all the POIs in the workspace, and
transmits the gathered bits to the remote station.
Robot
Remote
staon
Wireless channel
Inial 
posion
POI p₂
POI p₃
Final comm. point POI p₄
POI p₅
p₁
Final comm. route
 
 
distance (dB)
CN
R (
dB
)
multipath fading
shadowing
path loss
Figure 5.1: A robot starts from its initial position, designs its trajectory to visit
four POIs, and nds a nal communication point that has a high channel quality.
Throughout this operation, it plans its communication and motion strategies to send
the collected data to the remote station. The shaded box is the \To Go or Not to
Go" problem which is characterized in Section 5.1.
To optimally solve this problem, the robot needs to address the following challenges:
1) nd the optimal trajectory that covers all the POIs, and 2) nd the corresponding
optimal communication and motion strategies along this trajectory to send all the infor-
mation bits, while satisfying its time and communication reception quality constraints and
minimizing its total energy cost. By optimal communication and motion strategies, we
refer to the optimal transmit power/rate, motion speed and stop times throughout the
chapter. An important question at the core of this problem is then as follows: when/how
should a robot incur motion energy, deviate from a trajectory that would have been opti-
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mal by only considering sensing and motion objectives, and move to locations better for
communication? Bringing a theoretical understanding to this question in a general set-
ting when the robot can deviate from its trajectory any time is considerably challenging.
We thus assume that there is a pre-dened route between any two POIs that the robot
can choose to traverse.1 Without loss of generality, we assume that the pre-dened route
between any two POIs is a straight line. Note that this setting still allows us to address
the aforementioned question for the following reason. The robot has to decide on the
order in which it visits the POIs, which allows it to incur motion energy and choose a
longer trajectory for better connectivity, as needed, if that is the optimal thing to do.
Furthermore, once the robot visits the last POI, we allow it to move along a new
route, if needed, to nd a location better for communication (in case it saves the overall
energy consumption). We refer to this nal route and location as \nal communication
route" and \nal communication point" respectively, as shown in Fig. 5.1. Note that
once the robot reaches the last POI, it needs to decide on if it is better for it to move
to nd a nal communication point or to stay at the last POI and possibly increase its
transmission power. Moreover, in this chapter we bring a theoretical understanding to
how to choose the nal communication point. We refer to this problem as the \To Go
or Not to Go" problem, which is not only an important stand alone problem, but also
addresses the last piece of our considered scenario. Once we solve this problem, we utilize
the gathered insights to solve the overall problem of planning the site visits, nding the
nal communication point, and designing the communication transmission rate, motion
speed and stop times along the whole trajectory. Note that the robot transmits the
collected bits to the remote station all over the trajectory and not just at the nal
communication point.
Intuitively, without considering the communication cost, the optimal order to visit all
1The pre-dened route, for instance, could be the only possible route due to environmental constraints.
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the POIs should be the one that results in the minimum-length trajectory for the case of
linear motion model, in order to minimize the motion energy consumption, as we have
seen in Section 2.3. However, the minimum-length trajectory may not be suitable for
communication since the channel quality along this trajectory may be very low. Similarly,
if the channel quality at the last POI is very high, it may be optimal for the robot to
transmit all the bits at the last POI without moving. On the other hand, if the channel
quality at the last POI is very low, the robot may want to incur some motion energy to
move to a place that is better for communication. Hence, the optimal planning strategy
requires a co-optimization of the communication and motion objectives.
The rest of this chapter is organized as follows. In Section 5.1, we characterize the
\To Go or Not to Go" problem. In Section 5.2, we rst present our overall oine
co-optimization framework which is based on the predicted channel quality in the en-
vironment. Then, we propose an approach that allows the robot to adapt its strategy
online when it observes the true value of the channel along the way. Finally, in Section
5.3, we verify the eectiveness of our proposed framework in a simulation environment.
5.1 To Go or Not to Go?
In this section, we rst consider a special case where P = ; and the total number
of bits that needs to be sent is Qtot = Q1. In other words, the mobile robot does not
need to visit any POI in the workspace and already has all the bits that need to be
sent. Then, it has to decide if it should move to nd a nal communication point, and if
so, decide on the corresponding optimal motion and communication strategies. This is
an important simplied scenario to analyze for the following two reasons. First, this in
itself is an important stand alone problem addressing when it is benecial for a robot to
incur motion energy to save the communication energy and the resulting overall energy.
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Second, it addresses the last piece of the considered problem of this chapter (see shaded
box of Fig. 5.1), where the robot has visited all the POIs and needs to decide if/how
it should travel from the last POI to nd a good communication point. The theories
we derive for this part will then be extended to address the overall problem that also
involves visiting sites, as we shall see in Section 5.2.
Thus, in this section we address what we refer to as the \To Go or Not to Go"
problem, i.e. should the robot incur motion energy to move to a better spot for com-
munication or should it stay at its current position and increase its transmission power?
If it should move, what is the optimal nal communication route? Given the optimal
nal communication route, where is the optimal nal communication point (the point
where the robot should move to if it decides to move) and what are the corresponding
optimal communication and motion strategies along the route? In this section, we start
by assuming that the nal communication route is given beforehand. We then charac-
terize key properties of the optimal nal communication point where the robot should
stop and the corresponding optimal communication and motion strategies along the way.
We further show under what conditions the robot should move from/stay at its current
position. In Section 5.1.3, we then relax the assumption of the pre-dened route and
characterize the optimal nal communication route under certain conditions.
5.1.1 Properties of the Optimal Final Communication Point
and the Corresponding Optimal Communication and Mo-
tion Strategies
Let T denote the pre-dened nal communication route that is given beforehand.
For the purpose of adapting the communication and motion strategies, we discretize T
into nT sub-routes Tis, for i 2 f1;    ; nT g, each with length di. Initially, the robot is
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located at the beginning of T1, and can move to any Ti for any i 2 f1;    ; nT g (moving
through T1, T2,    , Ti 1) if needed. Each di should be chosen small enough, such that
the channel along Ti can be considered stationary (see [70] for how to choose the length
in practice). To consider the most general case, we further allow dis to be dierent in size
in order to account for the cases where the route spans over a large area with changing
environmental features (such as from indoor to outdoor), resulting in dierent stationary
lengths in dierent parts of the route. Then, a Gaussian random variable, dB;Ti , with the
mean dB;Ti and variance 
2
dB;Ti can best characterize the distribution of CNR (in dB) at
Ti (see Section 2.1). Furthermore, we assume that the robot has reached sub-route Ti as
long as it arrives at the rst point in Ti.2 Then, nding the optimal nal communication
point becomes determining the optimal nal sub-route that the robot should move to. In
this chapter, we use communication energy model (2.12) and linear motion model (2.25).
We can then formulate the following optimization problem to minimize the total energy
2Note that there is no need to move farther since the channel quality is predicted the same over each
sub-route.
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cost:
minimize Jn =
nTX
i=1
nrX
`=1
PC;i;`ttr;i;`| {z }
EC;i:communication
cost along Ti
+
nT  1X
i=1
yi+1 1di + 2tmo;i| {z }
EM;i: motion cost
along Ti
(5.1)
subject to 1)
nT  1X
i=1
tmo;i +
nTX
i=1
tst;i  Ttot; 2)
nTX
i=1
nrX
`=1
R`ttr;i;`  Qtot
B
;
3)
nrX
`=1
ttr;i;`  tmo;i + tst;i; 8 i 2 f1;    ; nT   1g;
4)
nrX
`=1
ttr;nT ;`  tst;nT ; 5) yiTtot  tst;i  0; 8 i;
6) ttr;i;`  0; 8 i; `; 7) yi+1Ttot  tmo;i  yi+1 di
vmax
; 8 i;
8) y1  y2      ynT ; 9) yi 2 f0; 1g; 8 i;
where the unknown variables to solve for are ttr;i;`s, tmo;is, tst;is and yis. More specically,
ttr;i;` denotes the transmission time while using the spectral eciency R
` along Ti, tmo;i
and tst;i represent the motion and stop times that the robot spends along Ti respectively,
Ttot > 0 is the given operation time budget, Qtot > 0 is the total number of bits that
needs to be sent, and B is the given xed bandwidth. Moreover, EC;i and EM;i are
the anticipated total communication and motion energy costs along Ti respectively, and
PC;i;` =
 
(2R
`   1)=KEf1=Tig with Ti = 10dB;Ti=10. Finally, binary variable yi is 1
if the robot reaches Ti (either moves through or stops at Ti), and is 0 otherwise. Note
that if yi = 0, for 8 i 2 f2;    ; nT g, then the robot does not move. Furthermore, in this
section we use Ef1=ig instead of Ef1=Tig since there is only one route.
Our optimization framework of (5.1) nds the optimal nal communication point
along the pre-dened route, and adapts the motion speed, stop time and transmission rate
of the robot along each sub-route, while minimizing the total energy cost and satisfying
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the total time budget and target BER. Note that, as mentioned in Section 2.3, the
motion energy is minimized when tmo;i = di=vmax. Thus, we have introduced the stop
time variables tst;is in (5.1) in order to allow the robot to stop during the operation if
needed.
Lemma 19 Function f(t) = (2t   2c)=(t   c) is strictly increasing with respect to t 2
(c;1).
Proof: Lemma 19 can be easily veried by checking the rst-order derivative of
f(t).
In the subsequent sections, we use superscript ? to denote the optimum solution or the
optimum value of the corresponding optimization problem. We then have the following
results to characterize the optimal communication strategy.
Lemma 20 Let J?nComm(Q; T ) be the optimal value of the following optimization problem:
minimize JnComm(Q; T ) =
nrX
`=1
(2R
`   1)ttr;` (5.2)
subject to 1)
nrX
`=1
R`ttr;` =
Q
B
; 2)
nrX
`=0
ttr;` = T; 3) ttr;`  0; 8 `;
where T is the given total transmission time, Q is the total number of given bits that
needs to be sent, and the rest of the parameters are as dened before. Then, we have the
following:
1) the optimal transmission times are
t?tr;`? =
R`
?+1T  Q=B
R`?+1  R`? ; (5.3)
t?tr;`?+1 =
Q=B  R`?T
R`?+1  R`? ; (5.4)
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and t?tr;` = 0, for ` 6= `?; `?+1, where R = fR0; R1;    ; Rnrg is the set of possible spectral
eciencies, `? = bQ=(BT )cR and bcR denotes the largest integer in R that is smaller
than or equal to the argument, i.e. bQ=(BT )cR = ` if R`  Q=(BT ) < R`+1. Moreover,
we have J?nComm(Q; T ) = a`?Q  b`?T , where
a` =
2R
`+1   2R`
B(R`+1  R`) ; (5.5)
b` =
R`(2R
`+1   1) R`+1(2R`   1)
R`+1  R` : (5.6)
2) J?nComm(Q; T ) is monotonically increasing with respect to Q and is non-increasing
with respect to T . In particular, it is monotonically decreasing with respect to T for
T  Q=(BR1). Moreover, J?nComm(Q; T )! 0 as Q! 0.
Proof: The rst part of Lemma 20 implies that 1) the robot at most uses two
dierent spectral eciencies in R for transmission, i.e. t?tr;` > 0 for at most two dierent
` 2 f0; 1;    ; nrg, and 2) if t?tr;` > 0 for some `, then it is only possible to have either
t?tr;`+1 > 0 or t
?
tr;` 1 > 0.
We rst show that the robot at most uses two dierent spectral eciencies in R for
transmission. Consider the dual function of the primal optimization problem as follows:
gJnComm =
nrX
`=1
(2R
`   1)ttr;` + 
 
Q=B  
nrX
`=1
R`ttr;`

+ 
  nrX
`=0
ttr;`   T
  nrX
`=0
`ttr;`; (5.7)
where ,  and `s are Lagrange multipliers. Then, based on Karush-Kuhn-Tucker (KKT)
conditions, we have the following: @gJnComm=@ttr;` = (2
R` 1) R`+ ` = 0, `t` = 0,
and `  0, 8 `. Suppose that the robot uses three dierent spectral eciencies, R`1 , R`2
and R`3 , for transmission, i.e. t?tr;`1 ; t
?
tr;`2
; t?tr;`3 > 0. Then, 
?
`1
; ?`2 ; 
?
`3
= 0, resulting in
(2R
` 1) ?R`+? = 0, 8` = `1; `2; `3. Note that we have an overdetermined system to
solve for ? and ?. Without loss of generality, assume that R`1 < R`2 < R`3 . Then by
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solving ? for `1 and `2, we have 
?
`1;`2
= (2R
`1   2R`2 )=(R`1  R`2). Similarly, by solving
? for `1 and `3, we have 
?
`1;`3
= (2R
`1   2R`3 )=(R`1   R`3). From Lemma 19, we know
that ?`1;`2 < 
?
`1;`3
, which results in a contradiction. Hence, we have that the robot at
most uses two dierent spectral eciencies for transmission.
Next, we show that if t?tr;` > 0 for some `, then it is only possible to have either
t?tr;`+1 > 0 or t
?
tr;` 1 > 0. From the previous part, we know that t
?
tr;` > 0 for at most
two dierent ` 2 f0;    ; nrg. Suppose that t?tr;`1 ; t?tr;`2 > 0, `2 > `1, and there exists a
`3 2 f0; 1;    ; nrg such that `1 < `3 < `2. Then, by solving ? and ?, we have
? =
2R
`1   2R`2
R`1  R`2 ; (5.8)
? =
(2R
`1   1)R`2   (2R`2   1)R`1
R`1  R`2 : (5.9)
Moreover,
?`3 = 2
R`3   1  ?R`3 + ?
= 2R
`3   1  (2
R`2   1)(R`3  R`1) + (2R`1   1)(R`2  R`3)
R`2  R`1
< 2R
`3   1  (2R`2
R`3 R`1
R`2 R`1 +R
`1 R
`2 R`3
R`2 R`1   1)
= 2R
`3   1  (2R`3   1) = 0; (5.10)
where the inequality holds since 2R
` 1 is a convex function of R`. Clearly, this contradicts
the fact that ?`3  0. Hence, if t?tr;` > 0 for some `, then it is only possible to have either
t?tr;`+1 > 0 or t
?
tr;` 1 > 0.
Based on the two facts proved above, it is easy to see that the optimum solution of
(5.2) is to choose spectral eciencies R` and R`+1 such that R`  Q=(BT ) < R`+1. This
results in the optimal t?tr;`? , t
?
tr;`?+1 and J
?
nComm(Q; T ) in the rst part of the lemma.
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For the second part of the lemma, we have the following for J?nComm(Q; T ):
J?nComm(Q; T ) =
2R
`?(Q;T )+1   2R`?(Q;T )
R`?(Q;T )+1  R`?(Q;T )
Q
B
  R
`?(Q;T )(2R
`?(Q;T )+1   1) R`?(Q;T )+1(2R`?(Q;T )   1)
R`?(Q;T )+1  R`?(Q;T ) T; (5.11)
where we use notation `?(Q; T ) to explicitly indicate that `? is a function of Q and T .
Clearly, `?(Q; T ) = 0 as Q! 0. We then have
J?nComm(Q; T ) =
2R
1   1
R1
Q
B
! 0 (5.12)
as Q! 0. Next, we prove the monotonic properties of J?nComm(Q; T ).
First, consider the case where T is xed and let eQ > Q. If R`?(Q;T )  Q=(BT ) <eQ=(BT ) < R`?(Q;T )+1, then `?( eQ; T ) = `?(Q; T ) and
J?nComm( eQ; T )  J?nComm(Q; T ) = 2R`?(Q;T )+1   2R`?(Q;T )R`?(Q;T )+1  R`?(Q;T ) ( eQ=B  Q=B) > 0: (5.13)
Moreover, if R`
?(Q;T )  Q=(BT ) < R`?(Q;T )+1  eQ=(BT ) < R`?(Q;T )+2, then `?( eQ; T ) =
`?(Q; T ) + 1 and J?nComm(
eQ; T )  J?nComm(BR`?(Q;T )+1T; T ) > J?nComm(Q; T ). By induc-
tion, it can be seen that J?nComm(
eQ; T ) > J?nComm(Q; T ) for any eQ > Q, i.e. J?nComm(Q; T )
is monotonically increasing with respect to Q.
Next, consider the case where Q 6= 0 is xed and let T < eT  Q=(BR1). Note that in
this case, `?(Q; T )  1 and `?(Q; eT )  1, i.e. R`?(Q;T ) > 0 and R`?(Q;eT ) > 0. Similar to the
previous part, if R`
?(Q;T )  Q=(B eT ) < Q=(BT ) < R`?(Q;T )+1, then `?(Q; eT ) = `?(Q; T ),
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and
J?nComm(Q; eT )  J?nComm(Q; T )
=
R`
?(Q;T )(2R
`?(Q;T )+1   1) R`?(Q;T )+1(2R`?(Q;T )   1)
R`?(Q;T )+1  R`?(Q;T ) (T  
eT ) < 0: (5.14)
Moreover, if R`
?(Q;T ) 1  Q=(B eT ) < R`?(Q;T )  Q=(BT ) < R`?(Q;T )+1, then `?(Q; eT ) +
1 = `?(Q; T ) and J?nComm(Q;
eT ) < J?nComm Q;Q=(BR`?(Q;T ))  J?nComm(Q; T ). By induc-
tion, it can be seen that J?nComm(Q;
eT ) < J?nComm(Q; T ) for any T < eT  Q=(BR1), i.e.
J?nComm(Q; T ) is monotonically decreasing with respect to T for T  Q=(BR1).
Finally, it can be easily seen that if T > Q=(BR1), `?(Q; T ) = 0. As a result,
J?(Q; T ) =
2R
1   1
R1
Q
B
; (5.15)
for all T > Q=(BR1), i.e. J?nComm(Q; T ) is a constant with respect to T for T > Q=(BR
1).
Hence, we have that J?nComm(Q; T ) is non-increasing with respect to T . This concludes
the second part of the lemma.
Note that J?nComm(Q; T ) can be considered as the optimal normalized communication
cost to send Q bits in time T . Next, we prove the key properties of the optimal solution
of (5.1) for the case that the robot has to move.
Theorem 4 Let i? denote the index of the optimal nal sub-route that the robot should
move to. Then the optimal solution of (5.1) satises the following properties:
1) Ef1=i?g < Ef1=ig, for 8 i 2 f1;    ; i?   1g
2) t?mo;i = di=vmax, for 8 i 2 f1;    ; i?   1g;
3) t?st;i = 0, for 8 i 2 f1;    ; i?   1g, and t?st;i? = Ttot  
Pi? 1
i=1 di=vmax;
4) If Ef1=ig < Ef1=jg, for i; j 2 f1;    ; i?g, then
Pnr
`=1R
`t?tr;i;`=(t
?
mo;i + t
?
st;i) Pnr
`=1R
`t?tr;j;`=(t
?
mo;j + t
?
st;j).
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Proof: We prove Theorem 4 by contradiction.
1) Suppose that Ti? is the optimal nal sub-route that the robot should move to, and
Ef1=i?g  Ef1=ig, for some i 2 f1;    ; i?  1g. Then, there exists a j < i? such that
Ef1=jg = mini2f1; ;i?g Ef1=ig. Let t?mo;i, t?st;i and t?tr;i;` denote the optimal solution
given the optimal nal sub-route Ti? . We can always choose another feasible solution
as follows. Choose Tj as the nal sub-route, tmo;i = t?mo;i, tst;i = t?st;i, ttr;i;` = t?tr;i;`,
for i 2 f1;    ; j   1g, tst;j =
Pi? 1
i=j t
?
mo;i +
Pi?
i=j t
?
st;i and ttr;j;` =
Pi?
i=j t
?
tr;i;`. Clearly,
by using this feasible solution we have the following: EC;i = E
?
C;i, EM;i = E
?
M;i, for
i 2 f1;    ; j   1g, and EC;j 
Pi?
i=j E
?
C;i, resulting in Jn < J
?
n. This means that we
can always nd a feasible solution that performs better than the optimal solution, which
contradicts the optimality of the nal sub-route Ti? . Hence, Ef1=i?g < Ef1=ig, for
8 i 2 f1;    ; i?   1g.
2) Let t?mo;i > di=vmax, for some i 2 f1;    ; i?   1g, be the optimal motion time
along Ti. Then, by choosing the following feasible solution: tmo;i = di=vmax, tst;i =
t?st;i + t
?
mo;i   di=vmax and ttr;i;` = t?tr;i;`, we can show that EC;i = E?C;i and EM;i < E?M;i.
This means that the optimal solution incurs more energy which is contradicting. Hence,
t?mo;i = di=vmax, for 8 i 2 f1;    ; i?   1g.
3) Let t?st;i > 0, for some i 2 f1;    ; i?   1g, be the optimal stop time along Ti. We
can always choose the following feasible solution: tst;i = 0, tst;i? = t
?
st;i? + t
?
st;i, ttr;i;` =
t?tr;i;`t
?
mo;i=(t
?
st;i+ t
?
mo;i) and ttr;i?;` = t
?
tr;i?;`+ t
?
tr;i;`t
?
st;i=(t
?
st;i+ t
?
mo;i). In this feasible solution,
the robot sends less information bits along Ti and more information bits along Ti? . Based
on the rst part of the theorem, it can be seen that this feasible solution consumes
less energy, since the predicted channel quality is better along Ti? . This contradicts
the assumption that t?st;i > 0 is the optimal stop time. Hence, we have t
?
st;i = 0, for
8 i 2 f1;    ; i?   1g, and t?st;i? = Ttot  
Pi? 1
i=1 di=vmax.
4) Suppose that
Pnr
`=1R
`t?tr;i;`=(t
?
mo;i+t
?
st;i) <
Pnr
`=1R
`t?tr;j;`=(t
?
mo;j+t
?
st;j) and Ef1=ig <
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Ef1=jg for some i; j 2 f1;    ; i?g. Let 0 < tc  minft?mo;i + t?st;i; t?mo;j + t?st;jg, and
dene et?tr;i;` = t?tr;i;`tc=(t?mo;i + t?st;i) and et?tr;j;` = t?tr;j;`tc=(t?mo;j + t?st;j). Clearly, we havePnr
`=1R
`et?tr;i;` < Pnr`=1R`et?tr;j;`. Moreover, since Pnr`=0 et?tr;i;` = Pnr`=0 et?tr;j;` = tc, we havePnr
`=1(2
R`   1)et?tr;i;` < Pnr`=1(2R`   1)et?tr;j;` based on Lemma 20. We can then choose a
feasible solution as follows: ttr;i;` = t
?
tr;i;`   et?tr;i;` + et?tr;j;` and ttr;j;` = t?tr;j;`   et?tr;j;` + et?tr;i;`
for all `. It is straightforward to see that using this feasible solution consumes less en-
ergy since EC;i + EC;j < E
?
C;i + E
?
C;j, resulting in a contradiction. Hence, we must havePnr
`=1R
`t?tr;i;`=(t
?
mo;i + t
?
st;i) 
Pnr
`=1R
`t?tr;j;`=(t
?
mo;j + t
?
st;j) if Ef1=ig < Ef1=jg.
Part 1 of Theorem 4 says that if the robot chooses to move, then the optimal nal
sub-route should have the property that its predicted channel quality is better than that
of all the sub-routes before it. This is intuitive since it is not optimal for the robot to
spend more motion energy to go to a location that has a worse predicted channel quality.
Part 2 of Theorem 4 shows that the robot should always travel with its maximum speed to
save motion energy. If it needs to spend more time at some positions where the predicted
channel quality is high, it chooses to stop rather than reducing its speed. Part 3 of
Theorem 4 says that the robot only stops once and at the optimal nal sub-route, where
the predicted channel quality is the best. Moreover, note that
Pnr
`=1R
`t?tr;i;`=(t
?
mo;i+t
?
st;i) is
the optimal average spectral eciency along Ti. Then, part 4 of Theorem 4 says that the
robot should increase its transmission rate (send with a higher average spectral eciency)
at the regions where the predicted channel quality is higher to save the communication
energy.
Remark 9 Parts 3 and 4 of Theorem 4 imply that the robot sends most of its information
bits at the optimal nal sub-route if Ttot is large.
Based on Theorem 4, the optimization problem of (5.1) can be greatly simplied. Let
Nacpt(T ) = fN1;    ; NjNacpt(T )jg be a set of acceptable sub-route indices for stopping,
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where N1 = 1, Nj denotes the j
th index such that Ef1=Njg < Ef1=ig, for 8 i 2
f1;    ; Nj   1g, and jNacpt(T )j is the total number of sub-routes in T that satisfy this
condition. In other words, Nacpt(T ) contains index 1 (the current position) and all
the indices of the sub-routes where the predicted channel quality is better than that
of all the sub-routes before them. By using the properties of Theorem 4, it is easy
to verify that the number of variables in (5.1) can be reduced from (3 + nr)nT   1 to
nrNjNacpt(T )j + 2jNacpt(T )j. We skip presenting the details of the simplied optimization
problem for brevity.
5.1.2 Should the Robot Move or Should the Robot Stay?
So far, we have characterized some properties of the optimal solution if it is the best
that the robot moves. In this part we focus on one of the fundamental questions raised at
the beginning of this section: Under what conditions should the robot spend its energy
on motion to move to a better spot for communication and under what conditions should
it stay at its initial position and increase its transmission power? Theorem 5 provides
two sucient conditions along this line. Before presenting the theorem, we rst introduce
the xed average-rate strategy, which will be utilized in the subsequent proofs.
Lemma 21 (xed average-rate strategy) Suppose that the nal sub-route is TNj , for
some j 2 f1;    ; jNacpt(T )jg. Then, the following (sub-optimal) transmission strategy
has a xed average rate along all the sub-routes:
ttr;i;`? =
di
vmax
R`
?+1  Qtot=(TtotB)
R`?+1  R`? ; (5.16)
ttr;i;`?+1 =
di
vmax
Qtot=(TtotB) R`?
R`?+1  R`? ; (5.17)
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for i 2 f1;    ; Nj   1g,
ttr;Nj ;`? =
0@Ttot   Nj 1X
i=1
di
vmax
1A R`?+1  Qtot=(TtotB)
R`?+1  R`? ; (5.18)
ttr;Nj ;`?+1 =
0@Ttot   Nj 1X
i=1
di
vmax
1A Qtot=(TtotB) R`?
R`?+1  R`? ; (5.19)
and ttr;i;` = 0, for all i and ` 6= `?; `?+1, where `? is the largest integer in R that is smaller
than or equal to Qtot=(BTtot). Moreover, the normalized communication cost along Ti is 
di=(vmaxTtot)

J?nComm(Qtot; Ttot), for i 2 f1;    ; Nj 1g, and is
 
1 PNj 1i=1 di=(vmaxTtot)
J?nComm(Qtot; Ttot), for i = Nj.
Proof: The lemma can be easily conrmed by calculating the average rate
P`?+1
`=`? R
`ttr;i;`P`?+1
`=`? ttr;i;`
(5.20)
and the normalized communication cost.
Theorem 5 1) The robot should stay at its initial position if
1
K
E

1
1

J?nComm(Qtot; Ttot) 
N2 1X
i=1
Mdi: (5.21)
2) The robot should at least move to sub-route TNj , for j 2 f2;    ; jNacpt(T )jg, if
Nj 1X
i=Nk
Mdi| {z }
equivalent
motion cost
 1
K
Meq;ch(TNj ; TNk)J?nComm(Qtot; Ttot)| {z }
equivalent communication cost
; (5.22)
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for 8 k 2 f1;    ; j   1g, where
Meq;ch(TNj ; TNk) = DQ(TNk ; TNj) +
Nj 1X
i=1
DQ(TNj ; Ti)
di
Ttotvmax
(5.23)
and DQ(Ti; Tj) = E f1=ig   E f1=jg denotes the dierence in the metric that charac-
terizes the channel prediction quality at Ti and Tj.
Proof: The total energy cost of sending all the bits at the initial position is
E f1=1g J?nComm(Qtot; Ttot)=K while the motion energy cost of moving to sub-route TN2
is
PN2 1
i=1 Mdi. The rst part of the theorem then easily follows. To prove the second part
of the theorem, consider the sub-optimal xed average-rate strategy of Lemma 21. After
some derivations, we can prove that this strategy results in the following upper bound
on the total energy cost when choosing TNj as the nal sub-route:
  Meq;ch(TNj ; TNk)+
E f1=Nkg

J?nComm(Qtot; Ttot)=K +
PNj 1
i=1 Mdi. It is also straightforward to see that
choosing any other sub-route TNk , for k 2 f1;    ; j   1g, as the nal sub-route at least
consumes the following amount of energy: E f1=Nkg J?nComm(Qtot; Ttot)=K+
PNk 1
i=1 Mdi.
Hence, the robot should move at least to TNj if (5.22) holds for all k.
Note that Meq;ch(TNj ; TNk) can be thought of as an equivalent measure of channel
prediction quality. Hence, the right hand side of (5.22) can be interpreted as an equivalent
communication energy cost, given Qtot and Ttot.
From Lemma 20, we know that J?nComm(Qtot; Ttot) is monotonically increasing with
respect to Qtot. It can be seen from part 1 of Theorem 5 that if the motion cost is high
(i.e. M is large), the communication demand is low (i.e. Qtot is small), K is large (i.e.
required reception quality is low), and/or the predicted channel quality at the initial
position is high enough, it is better for the robot to simply stay at its initial position to
send the bits. Similarly, part 2 of Theorem 5 says that if the communication demand
is high (i.e. Qtot is large) and Meq;ch(TNj ; TNk) is positive (this is always true given a
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suciently large Ttot or vmax),
3 it is more ecient to spend energy on motion to move to
the regions where the predicted channel quality is high. Then, whether the robot should
move to TNj or stop at TNk can be determined by comparing the equivalent motion and
communication costs, as shown in (5.22). Theorem 5 then mathematically characterizes
the corresponding sucient conditions to decide on when to move or stay.
Remark 10 In general, there is no monotonic relation between the motion decision of
the robot in terms of how far it should travel, and the total time budget Ttot.
5.1.3 Impact of Underlying Channel Parameters
We next consider a special case where the shadowing component of the channel is
uncorrelated, i.e.  ! 0, to see how the underlying channel parameters impact the motion
decision of the robot. Based on (2.4) and (2.5), we then have (q; qb) = PL=kq  qbknPL
and 2dB(q; qb) = 
2
dB + 
2
dB = 
2
dB, where PL = 10
PL;dB=10. It is straightforward to show
that for an uncorrelated channel, the optimal nal communication point lies on the line
segment between the initial position of the robot and the remote station. Hence, the nal
communication route can be optimally determined in this case.
Let the pre-dened route T be the line segment between the initial position of the
robot and the remote station. Clearly, in this case we have Nacpt(T ) = f1;    ; nT g. The
following lemma characterizes if the robot should move farther or not, when it uses the
xed average-rate transmission strategy of Lemma 21.
Lemma 22 Consider the case where the robot uses the xed average-rate transmission
strategy of Lemma 21. Let Tj denote the current position of the robot. Then, the robot
should move closer to the remote station, i.e. move to Tj+1 instead of stopping at Tj, if
3Note that DQ(TNj ; Ti) < 0 and DQ(TNk ; TNj ) > 0 in Meq;ch(TNj ; TNk).
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and only if
M <
 
(
PnT
i=j di)
nPL   (PnTi=j+1 di)nPL
PL exp ( $2dB) dj
!
1
K
 
1 
jX
i=1
di
Ttotvmax
!
J?nComm(Qtot; Ttot)| {z }
1
:
(5.24)
Moreover, if dj is suciently small as compared to the remaining distance between
the robot and the remote station (
PnT
i=j+1 di), equation (5.24) can be further simplied as
follows:
M <
nPL(
PnT
i=j+1 di)
nPL 1
PL exp ( $2dB)| {z }
2
1: (5.25)
Proof: The robot should move to Tj+1 instead of stopping at Tj, if and only if
the following equation is satised:
Pj+1
i=j
P`?+1
`=`? PC;i;`ttr;i;`(Tj+1) PC;j;`ttr;j;`(Tj) + dj < 0,
where ttr;i;`(Tj) denotes the transmission time using the xed average-rate strategy of
Lemma 21 for the case of stopping at Tj. The lemma can then be conrmed after some
straightforward calculations.
We can interpret (5.25) as follows. Consider M as the derivative of the motion energy
cost Mdi with respect to di, and  2 as the derivative of the predicted channel quality
(Ef1=ig) with respect to di. Then, the robot has an incentive to move towards the
remote station if and only if the rate of decrease of the average communication energy
cost is larger than the rate of increase of the motion energy cost.
It can be seen that 2 is monotonically increasing with respect to the remaining dis-
tance between the robot and the remote station (
PnT
i=j+1 di), the variance of the channel
prediction error (2dB), and the path loss exponent (nPL).
4 Therefore, the robot should
4Note that the monotonic behavior with respect to nPL holds if and only if (
PnT
i=j+1 di)
nPL > e 1,
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move closer to the remote station if the path loss exponent, the remaining distance be-
tween the robot and the remote station, and/or the channel prediction error variance are
larger, in order to save the overall energy cost. Moreover, 1 is monotonically increasing
with respect to Qtot and vmax. Hence, the robot should move closer to the remote station
if the communication demand is higher (it has more bits to send) and/or if it can move
faster. Finally, the robot should move closer to the remote station if the motion cost is
lower, i.e. M is smaller.
Remark 11 Note that the analysis in this section also holds for the case where the
channel is fully correlated, i.e.  !1.
5.1.4 Choosing the Set of Final Communication Routes
In general, nding the optimal nal communication route is considerably challenging.
However, the following observations allow us to come up with a strategy that can be near-
optimal for several cases, yet simple enough for implementation. First, from the third
and fourth parts of Theorem 4, we know that the robot spends most of its time budget
and sends most of the bits at the nal communication point, given that the time budget
is large enough. This means that the total communication cost is mostly dominated by
the communication cost along the optimal nal sub-route. Second, the motion cost of the
robot is proportional to the distance that the robot travels, as shown in (2.26). These
two imply that a line route that ends at a location with high communication quality
can be near-optimal for several cases. In particular, if the channel is uncorrelated or
fully correlated, the line segment between pi and the remote station becomes the optimal
nal communication route, as we have shown in 5.1.3. Then, we consider the following
strategy in the next section where we solve the overall problem of visiting the sites and
which should be satised in most practical applications.
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communicating the information under resource constraints. Given the last POI pi, choose
a set of ns points in the workspace, Si = fsi;1;    ; si;nsg, such that the predicted channel
quality at si;js is high. For instance, Si can include the position of the remote station,
or a point that is close to pi with a high predicted channel quality. Then, the nal
communication route can be chosen from the set of line segments that traverse from pi
to the points in the set Si, in case pi becomes the last POI. Note that we allow dierent
sets for dierent pis in order to keep it more general. Furthermore, in case the robot
decides it has to move, it not only has to choose which of its possible nal routes to take
but also needs to nd the optimal nal communication point across that route (i.e. it
may not be optimal to go to the end point of a nal route).
5.2 Communication-Aware Site Visiting and Infor-
mation Gathering
In this section, we build on the results of the previous section to solve our original
problem of visiting the POIs, deciding on the nal communication point, and designing
the communication and motion strategies along the whole trajectory. We show how
this problem can be formulated as a Mixed Integer Linear Program (MILP). We then
characterize some properties of the optimal solution. It should be noted that these
three components (planning the site visits, deciding on the nal communication point
and designing the communication and motion strategies) are coupled and should be
concurrently optimized.
Let Ei;j denote the pre-dened route from pi to pj. Similar to the previous section,
we discretize Ei;j into nEi;j sub-routes, Ei;j;ks, for k 2 f1;    ; nEi;jg, each with length li;j;k,
where
PnEi;j
k=1 li;j;k = li;j, with li;j denoting the distance between pi and pj. Variables li;j;ks
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are chosen such that the channel along each sub-route can be considered stationary. The
predicted channel quality along Ei;j;k is then characterized by Ef1=Ei;j;kg. Moreover, for
each POI pi, for i 2 f1;    ;mg, we have the set of possible nal communication routes
Si as discussed in Section 5.1.4. Let Li;j denote the route from POI pi to si;j. Similarly,
we discretize Li;j into nLi;j sub-routes, Li;j;ks, for k 2 f1;    ; nLi;jg, each with length of
di;j;k. The predicted channel quality along Li;j;k is then characterized by Ef1=Li;j;kg.
Similar to Section 5.1.1, letNacpt(Li;j) = fNi;j;1;    ; Ni;j;jNacpt(Li;j)jg be a set of acceptable
sub-route indices for stopping, where Ni;j;1 = 1, Ni;j;k denotes the k
th index such that
Ef1=Li;j;Ni;j;kg < Ef1=Li;j;`g, for 8 ` 2 f1;    ; Ni;j;k   1g, and jNacpt(Li;j)j is the total
number of sub-routes in Li;j that satisfy this condition.
To formulate the MILP, we introduce the following binary variables: xi;j for i; j 2
f1;    ;mg and i 6= j, yi;j;k for i 2 f1;    ;mg, j 2 f1;    ; nsg and k 2 Nacpt(Li;j), and
zi for i 2 f1;    ;mg. Let xi;j = 1 if the trajectory of the robot contains the route from
pi to pj, and xi;j = 0 otherwise. Also, let yi;j;k = 1 if the robot moves through or stops
at Li;j;k, given the last POI is pi, and yi;j;k = 0 otherwise. Finally, let zi = 1 if the last
visited POI is pi, and zi = 0 otherwise. Then, we can formulate the following MILP:
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min: Joverall =
mX
i=1
mX
j=1
j 6=i
0@xi;j1li;j + 2 nEi;jX
k=1
mo;i;j;k
1A+ mX
i=1
nsX
j=1
jNacpt(Li;j)jX
k=2
yi;j;k
Ni;j;k 1X
`=Ni;j;k 1
Mdi;j;`
+
mX
i=1
mX
j=1
j 6=i
nEi;jX
k=1
nrX
`=1
2R
`   1
K
E

1
Ei;j;k

tr;i;j;k;`
+
mX
i=1
nsX
j=1
Ni;j;jNacpt(Li;j)jX
k=1
nrX
`=1
2R
`   1
K
E

1
Li;j;k

ttr;i;j;k;` (5.26)
s:t: 1)
mX
i=1
mX
j=1
j 6=i
nEi;jX
k=1
(mo;i;j;k + st;i;j;k) +
mX
i=1
nsX
j=1
jNacpt(Li;j)jX
k=2
yi;j;k
Ni;j;k 1X
`=Ni;j;k 1
di;j;`
vmax
+
mX
i=1
nsX
j=1
X
k2Nacpt(Li;j)
tst;i;j;k  Ttot; 2)
nEi;jX
k=1
nrX
`=1
R`tr;i;j;k;`  Vi; 8 i; j;
3) Vj  Vi  
nEi;jX
k=1
nrX
`=1
R`tr;i;j;k;` +Qj +Qtot(xi;j   1); 8 i; j;
4)
mX
i=1
nsX
j=1
Ni;j;jNacpt(Li;j)jX
k=1
nrX
`=1
R`ttr;i;j;k;`  Vi +Qtot(yi;j;1   1); 8 i; j;
5) mo;i;j;k  xi;j li;j;k
vmax
; 8 i; j; k; 6)
nrX
`=1
tr;i;j;k;`  mo;i;j;k + st;i;j;k; 8 i; j; k;
7) 0  st;i;j;k  xi;jTtot; 8 i; j; k; 8)
nrX
`=1
ttr;i;j;h;`  yi;j;k di;j;h
vmax
; 8 i; j;
and k 2 f2;    ; jNacpt(Li;j)jg; h 2 fNi;j;k 1 + 1;    ; Ni;j;k   1g;
9)
nrX
`=1
ttr;i;j;Ni;j;k;`  yi;j;k+1
di;j;Ni;j;k
vmax
+ tst;i;j;Ni;j;k ; 8 i; j; and k 2 f1;    ; jNacpt(Li;j)j   1g;
10)
nrX
`=1
ttr;i;j;Ni;j;jNacpt(Li;j)j;`  tst;i;j;Ni;j;jNacpt(Li;j)j ; 8 i; j;
11) yi;j;1  yi;j;2      yi;j;jNacpt(Li;j)j; 8 i; j;
12) 0  tst;i;j;Ni;j;k  yi;j;kTtot; 8 i; j; and k 2 f1;    ; jNacpt(Li;j)jg;
13) ttr;i;j;k;`; tr;i;j;k;`  0; 8 i; j; k; `; 14)
mX
i=1
i 6=j
xi;j = 1; 8 j 6= 1; 15)
mX
j=2
x1;j = 1;
16) zi +
mX
j=1
j 6=i
xi;j = 1; 8 i 6= 1; 17)
mX
i=1
zi = 1; 18)
nsX
j=1
yi;j;1 = zi; 8 i;
19) ui   uj + (m  1)xi;j  m  2; 8 i; j 6= 1; i 6= j; 20) 2  ui  m; 8 i 6= 1;
21) xi;j ; yi;j;k; zi 2 f0; 1g; ui 2 Z:
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As can be seen, the rst and second terms in the objective function of (5.26) denote the
total motion cost to visit all the POIs and the motion cost to move from the last POI to
the nal sub-route respectively, where mo;i;j;k is the motion time that the robot spends
along sub-route Ei;j;k. The third and fourth terms represent the total communication
cost to send all the bits along the entire trajectory, where tr;i;j;k;` and ttr;i;j;k;` denote the
transmission times with the spectral eciency R` along the sub-routes Ei;j;k and Li;j;k
respectively. Moreover, constraint 1 ensures that the robot accomplishes the task in the
given time budget Ttot, where st;i;j;k and tst;i;j;k are the stop times assigned to Ei;j;k and
Li;j;k respectively. Constraint 2 guarantees that the robot does not send more than the
available bits in its memory, where Vi (a variable to solve for) denotes the number of
the bits on board of the robot when it leaves the ith POI. Constraints 3 and 4 force
the robot to send all the collected bits to the remote station, where Qi is the number
of generated/collected information bits at pi and Qtot =
Pm
i=1Qi. Constraint 5 is the
maximum velocity constraint of the robot. Constraints 6, 8, 9 and 10 force the total
transmission time along each sub-route to be smaller than or equal to the total time
that is spent along the corresponding sub-route. Constraints 7 and 12 guarantee that
the stop time is zero if the corresponding sub-route is not part of the whole trajectory.
Constraint 14 forces each POI to exactly have one degree in. Constraints 15 and 16 force
the initial position and each POI, except for the last one, to exactly have one degree out.
If a certain POI is the last POI that the robot visits (i.e. zi = 1), then it should have
zero degree out to other POIs. Constraint 17 guarantees that the robot only chooses
one POI to visit at last. Constraint 18 ensures that the robot chooses to move along
Li;j for some j only if the last visited POI is pi. Finally, constraints 19 and 20 are
sub-tour elimination constraints, where uis are auxiliary integer variables. Here, we use
Miller-Tucker-Zemlin (MTZ) formulation [121], which is a classic approach in Traveling
Salesman Problem (TSP). Note that although we aim to nd a trajectory rather than
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a tour, MTZ formulation can still be used to eliminate sub-tours. Furthermore, note
that we have applied the properties of Theorem 4 in (5.26) to simplify the formulation.
The MILP of (5.26) can be solved using existing ecient solvers such as IBM ILOG
CPLEX [122].
5.2.1 Properties of the Optimal Solution
In this part, we extend the results in Section 5.1.1 and characterize some properties
of the optimal solution of (5.26).
Theorem 6 Let T ? be the optimal trajectory which contains the routes between the POIs
as well as the route between the last visited POI and the optimal nal communication
point. Let T ?h be the hth stationary sub-trajectory of T ?, where h 2 f1;    ; nT ?g and
nT ? is the total number of stationary sub-trajectories of T ?. Consider the case where
sub-route Ei;j;k is part of T ?, i.e. Ei;j;k = T ?h for some h. We then have the following
properties for the optimal communication and motion strategies:
1)  ?mo;i;j;k = li;j;k=vmax, for 8 i; j; k;
2) If  ?st;i;j;k > 0, then the predicted channel quality along Ei;j;k must be better than
that of the remaining part of the optimal trajectory, i.e. E

1=Ei;j;k
	
= E

1=T ?h
	
<
E

1=T ?`
	
, for 8 ` 2 fh+1;    ; nT ?g, where E

1=T ?`
	
is the predicted channel quality
along sub-trajectory T ?` ;
3) If sub-routes Ei;j;k and Ei;j;h are part of T ?, and Ef1=Ei;j;kg < Ef1=Ei;j;hg, thenPnr
`=1R
`t?tr;i;j;k;`=(
?
mo;i;j;k + 
?
st;i;j;k) 
Pnr
`=1R
`t?tr;i;j;h;`=(
?
mo;i;j;h + 
?
st;i;j;h).
Proof: Theorem 4 can be easily extended to prove Theorem 6. We omit the details
for brevity.
As expected, the robot should travel with its maximum velocity to save motion energy.
Moreover, if needed, it should only stop at the places that have better predicted channel
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quality than that of the remaining part of the optimal trajectory. Between each two
POIs, it should send faster at the places that have better predicted channel quality. Note
that Theorem 4 further characterizes the properties of the optimal strategy after the last
POI is visited.
The following theorem characterizes the corresponding properties of the optimal tra-
jectory of (5.26) when the communication demand is signicantly low or high.
Theorem 7 1) Let STmin denote the set of all the minimum-length trajectories that cover
all the POIs and Lmin represent the corresponding minimum length. Moreover, let L be
the minimum length of all the other possible trajectories, i.e. L = minT =2STmin jT j. Then,
the optimal trajectory is in the set STmin if there exists a T 2 STmin such that
1
K
E
(
1
TnT
)
J?nComm

Qtot; Ttot   Lmin
vmax

 M(L  Lmin); (5.27)
where nT is the total number of sub-trajectories of T .
2) Let STcomm denote the set that contains all the trajectories that end at the sub-
trajectory with the best predicted channel quality, and STcomm be the complement of STcomm,
i.e. it contains all the other trajectories that do not end at the sub-trajectory with the best
predicted channel quality. Then, if there exists a T 2 STcomm such that
M(jT j   eL)| {z }
equivalent motion cost
 1
K
fMeq;chJ?nComm(Qtot; Ttot)| {z }
equivalent communication cost
; (5.28)
where fMeq;ch =PnT  1i=1   E f1=Tig di=(Ttotvmax)+{  ,  = minT 2STcomm Ef1=TnT g,
{ = minT 2STcomm ;i2f1; ;nT g Ef1=Tig >  and eL = minT 2STcomm jT j, the optimal trajectory
must be in the set STcomm. This means that the robot nally moves to the sub-trajectory
that has the best predicted channel quality after it has covered all the POIs. Moreover,
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the robot only stops at the last sub-trajectory.
Proof: The proof of Theorem 5 can be extended straightforwardly to this case. The
details are omitted for brevity.
Theorem 7 shows two special cases of the optimal trajectory. It can be seen that
the left and right hand sides of (5.27) are the upper bound on the communication cost
along the minimum-length trajectory and the minimum extra motion cost to deviate
from it respectively. Then, the rst part of Theorem 7 says that, if (5.27) holds, the
minimum-length trajectory is optimal. Similar to the second part of Theorem 5, fMeq;ch
and the right hand side of (5.28) can also be interpreted as an equivalent measure of
channel prediction quality and an equivalent communication energy cost given Qtot and
Ttot respectively. Moreover, the equivalent motion energy cost on the left hand side of
(5.28) is the extra motion cost to choose a trajectory in STcomm . Then, whether the
robot should move to the sub-trajectory that has the best predicted channel quality can
be determined by comparing the equivalent motion and communication costs of (5.28).
Note that if the communication demand is suciently high and fMeq;ch is positive (this
always holds given a suciently large Ttot or vmax), equation (5.28) can be satised and
the robot will nally move to the sub-trajectory that has the best predicted channel
quality.
5.2.2 Online Adaptation
Our framework can also be generalized to the case where the initial knowledge of
the environment is uncertain, for instance due to channel prediction uncertainty. In this
case, the robot can adjust its strategy online once it has learned the environment better
by resolving (5.26) after visiting each POI. This, however, could be computationally ex-
pensive. One possible sub-optimal strategy is to only adapt the transmission power/rate
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and stop times of the robot without changing the order in which it will visit the POIs.
This adaptation strategy can be posed as a linear program by simplifying (5.26), which
can be solved more eciently. We omit the details for brevity.
Another source of uncertainty is multipath fading. In order to reduce the energy cost
more, the robot can further adjust its transmit power/rate and stop times online based
on the online observations of the real channel values in each sub-trajectory. Here, we
present an approach that is slightly dierent from the one we have proposed in Section
4.2. Note that the approach in Section 4.2 can also be applied to this case.
Let T ?h denote the hth stationary sub-trajectory of T ? that is found by solving (5.26).
We divide T ?h into nMP;h equal-length chunks, T ?h;i, for i 2 f1;    ; nMP;hg. The robot
now adapts to the channel changes from one chunk to another. We use lT ?h to represent
the length of each chunk, over which the channel is considered constant. Moreover, we
discretize the distribution of the channel along T ?h such that we use nch;h constants,
T ?h ;j, for j 2 f1;    ; nch;hg, to approximate all the possible CNR values. Then, pT ?h ;j, for
j 2 f1;    ; nch;hg, are the probabilities that the real channel value along each chunk is
approximated by T ?h ;j, for j 2 f1;    ; nch;hg, respectively.5 Hence, our goal is to assign
a proper number of bits and corresponding time budget to each T ?h;i based on the online
observation of the real channel value, while guaranteeing that the total bits assigned to
T ?h are transmitted within the allocated time budget. Note that the total allocated bits
and time budget along T ?h are already obtained from the solution of (5.26).
Consider the case where the mobile robot moves to T ?h;i and observes its real channel
value. Note that the motion cost along T ?h;i is given, since it is always optimal to travel
with the maximum velocity, as we have shown previously. Hence, we aim to minimize
the average communication cost
Pnch;h
j=1 J
?
nComm(QT ?h;i;j; TT ?h;i;j)pT ?h ;j=(KT ?h ;j), where QT ?h;i;j
5We assume that multipath fading component is normally distributed in the dB domain, with its
mean and variance estimated by Lemma 2.
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and TT ?h;i;j denote the assigned number of bits and time budget to T ?h;i respectively, if the
instantaneous channel value along T ?h;i is approximated by T ?h ;j. It can be seen that
J?nComm(QT ?h;i;j; TT ?h;i;j) is a piecewise-linear function of QT ?h;i;j and TT ?h;i;j, which is equal to
max`2f1; ;nrgfa`QT ?h;i;j   b`TT ?h;i;jg. Based on this observation, we can solve the following
Linear Program (LP) for online adaptation:
minimize
nch;hX
j=1
j
KT ?h ;j
pT ?h ;j (5.29)
subject to 1) a`QT ?h;i;j   b`TT ?h;i;j  j; 8 j; `;
2)
nch;hX
j=1
QT ?h;i;jpT ?h ;j = Q
rem
T ?h;i=(B(nMP;h   i+ 1));
3)
nch;hX
j=1
TT ?h;i;jpT ?h ;j = T
rem
T ?h;i =(nMP;h   i+ 1);
4) 0  QT ?h;i;j  RnrTT ?h;i;j; 8 j;
5) Rnr(T
rem
T ?h;i   TT ?h;i;j)  QT ?h;i;j  Q
rem
T ?h;i ; 8 j;
6) lT ?h =vmax  TT ?h;i;j  T remT ?h;i   (nMP;h   i)lT ?h =vmax; 8 j; (5.30)
where j, for j 2 f1;    ; nch;hg, are auxiliary variables, and QremT ?h;i and T remT ?h;i are the
remaining number of bits and time budget that are assigned to T ?h respectively, when
the robot reaches T ?h;i. Once the LP is solved, the robot can assign the proper QT ?h;i;j and
TT ?h;i;j to T ?h;i based on the instantaneous channel value.
5.3 Simulation Results
Consider the case where the workspace is a 50 m  50 m square region with the
coordinates shown in Fig. 5.2. The remote station is located at the origin and there are 7
POIs in the workspace. The channel in the workspace is generated using the probabilistic
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channel simulator (which probabilistically generates path loss, shadowing and multipath
fading components of the channel) [68], with the following real channel parameters that
are extracted from real channel measurements in downtown San Francisco (data courtesy
of W. M. Smith) [119]: nPL = 4:4, dB = 2:6 and  = 22:6 m. Furthermore, the multipath
fading is taken to be uncorrelated Rician fading with parameter Kric = 3:9. We assume
that the robot has 5% a priori channel samples gathered in the same environment. Then,
it uses the probabilistic channel prediction framework of Section 2.1 to predict the channel
quality at unvisited locations in the workspace. We choose R = f0; 2; 4; 6; 8g bits/Hz/s
and B = 10 MHz, and the receiver noise power is chosen to be the realistic value of
 104 dBmW [123]. We also use the real motion parameters of the Pioneer 3DX robot as
follows: 2 = 7:4, 4 = 0:29 and vmax = 1 m/s [86]. Moreover, Si is chosen as a set that
only contains the position that has the best predicted channel quality in the workspace,
for 8 i. The MILP of (5.26) is solved using IBM ILOG CPLEX Studio in MATLAB [122].
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Figure 5.2: Comparison of the optimal trajectories of (5.26) when the communication
demands are low (left gure) and high (right gure) respectively. The position of the
remote station is marked in both gures. The backgrounds show the predicted channel
quality (the predicted channel quality is lower if the background color is darker).
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Fig. 5.2 compares the optimal trajectories of (5.26) with dierent (yet realistic) com-
munication demands. In Fig. 5.2 (left), we have Qi=B = 20 bits/Hz for 8 i and Ttot = 300
s, resulting in a low communication demand. As can be seen, the optimal trajectory is
therefore the minimum-length trajectory that covers all the POIs, which has the total
length of 80.1 m. Also, the robot does not move beyond the last POI after it has covered
all the POIs. In Fig. 5.2 (right), on the other hand, we have Qi=B = 100 bits/Hz and
Ttot = 300 s, resulting in a high communication demand. It can be seen that the optimal
trajectory is longer (94.9 m), as compared to the previous case, and deviates from the
minimum-length one in order to pass through areas with high connectivity. Moreover,
the robot moves way beyond the last POI and towards the remote station where the
predicted channel quality is high, after visiting the last POI. We have also applied our
online adaptation strategy to the high communication demand case, which can further
save 13.3% total energy cost in this example. It should be noted that Fig. 5.2 shows
two extreme cases. There are several cases where the robot chooses to travel on a nal
communication route but the nal communication point is not necessarily at the end
point.
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Figure 5.3: Comparison of the optimal communication and motion strategies of Fig.
5.2 when the communication demands are low (left gure) and high (right gure)
respectively. The vertical dashed lines represent the locations of the POIs. The
observed behavior is as predicted by Theorems 4 and 6.
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Fig. 5.3 shows the optimal communication and motion strategies along the optimal
trajectories of Fig. 5.2. As shown in Theorem 6, between each two POIs, the robot
sends faster (higher average spectral eciency) at the sub-trajectories that have a better
predicted channel quality. Also, the robot only stops at the sub-trajectories where the
predicted channel quality is better than that of the remaining part of the trajectory. For
the case of high communication demand, the robot only stops at the last sub-trajectory
where the predicted channel quality is the best, as shown in the second part of Theorem
7.
Remark 12 (on computational complexity) It takes 34.7 s and 2396.0 s to solve
(5.26) when the communication demands are low and high respectively on a 3.4 GHz
CPU.
So far, the simulation results conrmed that there are cases where the robot has
to incur motion energy for better connectivity. Next, we show a simulation result that
explicitly focuses on the \To Go or Not to Go" problem, by considering P = ;. The
goal is to explicitly show that incurring motion energy for better connectivity can save
the overall energy in several realistic cases, which may be against the common belief in
the current literature that communication is always much cheaper than motion. Fig. 5.4
shows the total energy saving of utilizing motion to nd a nal communication point
for the case where P = ;. In this simulation, the remote station is located at the
origin. The initial position of the robot is chosen at (400 m; 0 m). Moreover, the nal
communication route is pre-dened as the line segment from the initial position of the
robot to the remote station. The underlying channel parameters are taken the same as
Fig. 5.2. Since the planning strategy and the performance depend on each realization of
the channel, we average the performance over 100 runs of independent channel samples
(but with the same underlying parameters). We compare our strategy with the case
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where the robot sends all the data at its initial position, for two dierent sets of real
motion parameters [86]. Fig. 5.4 (left) shows the performance of our strategy (optimal
value of (5.1)) as a function of Qtot=B, and for Ttot = 100 s. Clearly, the total energy
costs of all cases increase as Qtot=B increases. It can be seen that when Qtot=B is small,
i.e. the communication demand is low, the robot does not benet from the motion and
sending the data at the initial point can become optimal. However, when Qtot=B is large,
i.e. the communication demand is high, incurring motion cost for better connectivity can
save the total energy considerably. Fig. 5.4 (right) shows the performance of our strategy
as a function of Ttot, for Qtot=B = 300 bits/Hz. Similarly, the gure conrms that
incurring motion cost for better connectivity can be considerably benecial depending
on the scenario.
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Figure 5.4: Performance of our strategy as compared with the case where the robot
sends all its data at its initial position. The saving is considerable.
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Chapter 6
Clustering and Path Planning
Strategies for Robotic Data
Collection
Consider a scenario where a robot is tasked with periodically collecting data from a xed
wireless sensor network. The robot does not know the exact positions of the sensors, but
only the probability distribution of their positions. More specically, we assume that a
total of m stationary sensors are independent and identically distributed according to a
probability density function (pdf) p(x) in a square workspace W with the side length
of S. Each sensor collects the data from the environment with a rate of % bits/second
and caches it in its memory. A robot is then tasked with gathering the up-to-date data
from all the sensors in a given period Ttot. Our goal is to minimize the total energy cost
of the whole operation in each period, including the communication energy cost of the
sensors and the motion cost of the robot. Clearly, the motion cost is minimized if the
robot stays at some point in the workspace while the sensors transmit their gathered
This chapter is an amended version of [124].
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bits to it. However, such a strategy is not energy ecient for communication. On the
other hand, the communication cost can be minimized if the robot visits each sensor to
download the data. However, this strategy causes a high motion cost for the robot.
In this chapter, we propose a strategy that properly combines the ideas of clustering
and robotic data collection in a wireless sensor network. In such a strategy, all the sensors
are divided into a number of clusters. A stop position is chosen in each cluster for the
robot to collect the data (via single-hop wireless transmissions) from the sensors in the
corresponding cluster. In this chapter, we assume that the shadowing component of the
channel is uncorrelated. Moreover, we assume that the robot can only collect data when
it stops at its stop positions. The robot then periodically visits all the stop positions and
gathers the data from the network. Fig. 6.1 shows an example of our considered scenario.
In general, the motion cost can increase as the number of clusters increases since the robot
needs to travel a longer distance in each period. On the other hand, the communication
cost can decrease as the number of clusters increases, since the transmission distances
of the sensors decrease (see (2.4) and (2.5)). Hence, in this problem, we need to jointly
optimize the number of clusters, the clustering of the network, the stop positions, and
the path planning and motion strategy of the robot, in order to minimize the total energy
cost.
Remark 13 For simplicity, we only consider the case of single-hop transmissions in this
chapter. Moreover, we assume that the sensors can send their information bits to the
robot only when it stops at its stop positions. As a result, the communication cost only
depends on the clusters and stop positions, as we shall show later. For the case of multi-
hop transmissions, routing strategies in each cluster also need to be jointly designed. If
the robot is allowed to collect data while moving, the communication cost will depend on
the trajectory of the robot rather than the stop positions.
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sensor
stop position
Figure 6.1: An example of using a robot to gather the data from a sensor network. The
sensors are divided into 4 clusters. Markers with the same color and shape represent
the sensors that are clustered together. The robot has to decide on an optimal stop
position in each cluster and then visits all the stop positions periodically to wirelessly
collect the data from the sensors in the corresponding clusters.
The rest of this chapter is organized as follows. In Section 6.1, we introduce the
concept of space-lling curves which we shall use for algorithm design and performance
analysis. We then formulate the general optimization problem that we need to solve in
Section 6.2. Section 6.3 presents our proposed computationally-ecient approach based
on space-lling curves for the case of uniformly-distributed sensors, and characterizes
its performance bound. In Section 6.4, we further extend our approach to the case of
non-uniformly-distributed sensors. Finally, in Section 6.6, we show the eectiveness of
our proposed approach in a simulation environment.
6.1 Space-Filling Curves
A space-lling curve [104, 125] is a one-dimensional curve that passes through every
point of a two-dimensional square. Some of the most celebrated ones are the Hilbert
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curve, Peano curve and Sierpinski curve. Readers are referred to [104] for more details
on various space-lling curves and how to recursively construct them.
Because of their recursive and self-similar construction, one of the most important
properties of space-lling curves is the locality property, which means that any two points
that are close in the one-dimensional space are mapped to two points that are close in
the 2D space. More specically, let SF() : C ! W denote the continuous mapping of a
space-lling curve from the unit circle to the [0; D]2 square workspace, where C = [0; 1)
represents the unit circle with a xed reference point at 0. Note that  2 C represents a
point on C, clockwise, from the reference point. Then, we have [104,126]
kx1   x2k  CSF  S  (1; 2); (6.1)
where 1; 2 2 C, x1 = SF(1) 2 W , x2 = SF(2) 2 W , CSF is a constant depending
on the type of the space-lling curve, (1; 2) = minfj1   2j; 1   j1   2jg1=2, and
k  k and j  j denote the Euclidean norm and absolute value of the argument respectively.
See Fig. 6.2 for an illustration of the mapping. For Sierpinski curves, for instance,
CSF = 2 [104, 126].
1 Note that SF() is not a one-to-one mapping. Dierent points in C
can be mapped to the same point inW . See [104,126,127] for more details on how SF()
and SF 1() are evaluated in practice.
Due to this locality property, space-lling curves are widely used in computational
science [104]. The application that is most related to this chapter is to solve the Traveling
Salesman Problem (TSP) as follows [126, 127]. First, map all the points in the square
into the unit circle using SF 1(). Then, order the mapped points on the unit circle
in a clockwise or counter-clockwise direction. Finally, build the tour by connecting the
1In this chapter, we use Sierpinski curves in our simulations. This is because constant CSF of Sierpinski
curves is among the smallest in the space-lling curves family [104]. This then has the potential to
improve the performance of heuristic algorithms which take advantage of their locality property.
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Figure 6.2: The blue curve in the left gure shows the construction of the Sierpinski
curve after four recursions in the 2D workspace. The right gure then shows the
corresponding 1D curve (circle). The red dots in the left and right gures show the
positions of the points in the square and their corresponding mapping in the unit
circle respectively. The gure then shows an illustration of the mapping SF() and
(; ). The gure also shows how this mapping can be used to solve a TSP problem,
where the line segments that connect the points in the square form the tour obtained
based on the ordering of the points in the unit circle.
corresponding points in the square based on this order. Fig. 6.2 shows an illustration of
solving the TSP problem by using this approach. When the points are independent and
identically distributed (i.i.d.) and the number of points are large, the heuristic tour is
roughly 35% away from the optimum [127]. However, the computational complexity of
this approach is extremely low. In [125], we showed how to utilize the space-lling curves
to solve a communication-aware dynamic coverage problem. In this chapter, we utilize
them for clustering and data collection in a sensor network.
Remark 14 There are a number of ecient heuristic algorithms in the TSP literature
that can be potentially used towards solving the considered problem [128, 129]. In this
chapter, however, we use space-lling curves since they allow us to not only eciently
choose the stop positions and plan the TSP tour but also to characterize the performance
bound of our proposed approach.2
2The computational complexity of the approaches proposed in [128] and [129] are O(N2) and
O(N(log(N))O(c)), respectively, where N is the number of TSP stop positions and c is a constant.
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6.2 Optimization Framework
In this part, we formulate the general optimization problem that we need to solve.
Consider the case where the robot divides the sensors into N clusters. Note that N is an
unknown variable. Let fWigNi=1 denote a partition of the workspace such that the sensors
inWi form a cluster. Also, let qi, for i 2 f1;    ; Ng, represent the stop position to collect
data from the sensors in the ith cluster. Then, based on the communication model in
Section 2.2, the total average communication cost of the sensors can be characterized as
follows:
EC;tot(N;Q; fWigNi=1) = m
NX
i=1
Z
Wi
p(x)PC(x; qi)
%Ttot
BR
dx;
whereQ = fq1;    ; qNg denotes the set of stop positions, R is the xed spectral eciency,
B is the bandwidth, and PC(x; qi) =
 
(2R   1)=KEf1=(x; qi)g denotes the average
communication power cost of the transmission from a sensor at x to the robot at qi,
with (x; qi) denoting the predicted CNR during the transmission by using the channel
prediction framework. Since we assume an uncorrelated shadowing component, we then
have (x; qi) = PL=kx   qiknPL and 2dB(x; qi) = 2dB + 2dB = 2dB (see (2.4) and (2.5)),
where PL = 10
PL;dB=10. As a result, we have
E

1
(x; qi)

= exp
 
ln 10
10
2
2dB
2
!
1
(x; qi)
= exp
 
ln 10
10
2
2dB
2
!
1
PL
kx  qiknPL
= kx  qiknPL ; (6.2)
For comparison, the complexity of the space-lling-based approach [126] is O(N log(N)).
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where  = exp
 
(ln 10=10)2 2dB=2

=PL. Note that for the uncorrelated channel model,
the average communication power cost is monotonically increasing with respect to the
communication distance. Moreover, in this chapter we use motion model (2.17) to char-
acterize the motion cost. Therefore, we have the following optimization problem to
minimize the total energy cost of the network:
minimize Etot(N;Q; fWigNi=1; ftmo;i;jgNi;j=1; T ) =
m
NX
i=1
Z
Wi
p(x)PC(x; qi)
%Ttot
BR
dx| {z }
EC;tot(N;Q;fWigNi=1)
+$
NX
i=1
NX
j=1;j 6=i
zi;jEM(kqi   qjk; tmo;i;j)| {z }
EM;tot(N;Q;ftmo;i;jgNi;j=1;T )
(6.3)
subject to 1)
NX
i=1;i6=j
zi;j = 1;8 j; 2)
NX
j=1;j 6=i
zi;j = 1;8 i;
3) ui   uj + (N   1)zi;j  N   2; 8 i; j 6= 1; i 6= j;
4)
NX
i=1
NX
j=1;j 6=i
zi;jtmo;i;j  T

1  m%
BR

;
5) tmo;i;j  0;8 i; j; 6) zi;j 2 f0; 1g;8 i; j;
7) ui 2 f2;    ; Ng;8 i 6= 1; 8) qi 2 W ;8 i;
where Etot(N;Q; fWigNi=1; ftmo;i;jgNi;j=1; T ) and EM;tot(N;Q; ftmo;i;jgNi;j=1; T ) represent the
total cost of the network and the total motion energy cost, respectively, $ > 0 is a weight
balancing the importance of the average communication energy cost of the sensors and
the motion energy cost of the robot, T is the tour of the robot to visit the stop positions,
tmo;i;j is the motion time moving from qi to qj, zi;j denotes a binary variable which is 1
if the tour of the robot contains the line segment from qi and qj and is 0 otherwise, and
ui is an auxiliary integer variable, which designs the tour.
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The rst and second constraints in (6.3) guarantee that each stop position has one
degree out and one degree in, respectively. The third constraint is the Miller-Tucker-
Zemlin (MTZ) sub-tour elimination constraint [121]. Hence, constraints 1-3 ensure that
the solution will form a Hamiltonian cycle.3 The fourth constraint guarantees that the
sum of the total motion and communication times is less than or equal to the total time
budget.
The variables to solve for are N , qi, Wi, tmo;i;j, zi;j and ui. Note that we assume
BR  m% such that the problem is feasible. It is straightforward to see that if the equality
holds, the optimal solution is that the robot stays at some position in the workspace to
collect the data without moving. Also, without loss of generality, we only consider the
case where the robot travels along the line segments between the stop positions, since the
motion cost is monotonically increasing with respect to the travel distance between any
two stop positions, as can be seen in (2.17). Hence, the tour T is completely determined
by variable zi;j, i.e. the order in which to visit the stop positions.
As can be seen, the optimization problem (6.3) is a mixed integer nonlinear program.
Moreover, all the variables are coupled. For instance, N and Q aect not only the com-
munication cost of the sensors (since each sensor transmits to its closest stop position),
but also the motion cost of the robot. However, even for xed N , Q and fWigNi=1, jointly
determining the tour and the corresponding motion times, i.e. solving zi;j and tmo;i;j, is
still NP-hard.
In the rest of the chapter, we then show how to sub-optimally but eciently solve
(6.3). More specically, we rst determine the number of clusters and design an initial
3As an example, suppose that we have four stop positions labeled as 1, 2, 3 and 4, respectively.
Consider a solution where z1;2 = 1, z2;1 = 1, z3;4 = 1, z4;3 = 1, and zi;j = 0 otherwise. As can
be seen, this is not a valid tour (since there are two sub-tours) while constraints 1 and 2 are still
satised. Constraint 3 helps to eliminate such situations. For this example, we have u3 u4+3  2 and
u4   u3 + 3  2. Then, it becomes impossible to choose u3 and u4 to satisfy the previous inequalities.
On the other hand, if the solution is a valid tour, it is easy to verify that there exists corresponding uis
to satisfy constraint 3.
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solution by taking advantage of the locality property of the space-lling curves (Algorithm
1 for the case of uniformly-distributed sensors and Algorithm 3 for the case of non-
uniformly-distributed sensors, as we shall discuss in Sections 6.3 and 6.5 respectively).
Then, we propose an iterative approach (Algorithm 2) to optimize the stop positions,
the clustering strategy, and the path and motion strategy of the robot after the initial
phase. Fig. 6.3 shows a ow chart of our approach. We shall see how each step of our
proposed approach boils down to solving a series of convex optimization problems.
Determine number of
clusters and devise an
initial solution by using
space-filling curves
Algorithm 1 or 3
Algorithm 2
Optimize clustering and path
planning for fixed stop positions
by using space-filling curves
Optimize motion strategy by fixing
the stop positions, path planning
and clustering strategies
Optimize stop positions by fixing
the clustering, path planning
and motion strategies
If stop criteria
is not satisfied
Figure 6.3: Flow chart of our proposed approach. We rst determine the number
of clusters and design an initial solution by using space-lling curves (Algorithm 1
for the case of uniformly-distributed sensors and Algorithm 3 for the case of non-u-
niformly-distributed sensors). Then, we iteratively optimize the stop positions, the
clustering strategy, and the path and motion strategy of the robot (Algorithm 2).
Lemma 23 If the stop positions Q are given, the optimal solution of fWigNi=1 for the
case of uncorrelated channels will always be the Voronoi partition fVi(Q)gNi=1.4
Proof: Since the communication cost is monotonically increasing with respect to
the distance between a sensor and the robot, the result follows straightforwardly.
4The Voronoi partition fVi(Q)gNi=1 of the workspace W generated by a set of stop positions Q is
dened as follows: Vi(Q) = fx 2 Wjkx  qik  kx  qjk;8 i 6= jg, for all i. See [130] for more details on
Voronoi diagrams.
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Lemma 23 implies that the underlying variables to solve for are N , qi, tmo;i;j, zi;j
and ui in (6.3). We will use Lemma 23 in the subsequent sections when designing our
algorithm.
6.3 Joint Clustering and Path Planning
In this section, we present the initial phase of our proposed approach to solve the
optimization problem of (6.3) based on space-lling curves. We consider uniformly-
distributed sensors in this part, i.e. p(x) = 1=S2. We show how the initial design can be
simplied to solving a series of convex optimization problems. Moreover, we characterize
how the number of clusters is related to the communication and motion parameters.
Finally, we compare the upper bound of the performance of the proposed approach to
the case of no clustering (i.e. the whole workspace is one cluster) to show its benets.
We then extend our results to the case of non-uniformly-distributed sensors in Section
6.5.
6.3.1 Our Proposed Approach
Consider the case where there is no clustering, i.e. there is only one cluster (the whole
workspace). In the rest of the chapter, this case will serve as a benchmark for comparison.
It can be easily seen that the optimal stop position (q?1) is the center of the workspace
in this case since the sensors are uniformly distributed. The optimal value of (6.3) is as
follows for N = 1:
Etot;noCl;unif = m
Z
W
1
S2
PC(x; q
?
1)
%Ttot
BR
dx =
mSnPL(2R   1)%TtotC1
KBR
; (6.4)
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where Etot;noCl;unif denotes the total energy cost for the case of no clustering and C1 =R 0:5
 0:5
R 0:5
 0:5 kxknPLdx.
Note that optimally solving our general optimization problem of (6.3) is not possible.
Instead, we propose the following approach to eciently decouple the optimization of the
stop positions, the tour, and the motion times.
Optimization of the stop positions (variables qis)
Since the sensors are uniformly distributed, we expect that in general the stop po-
sitions should be evenly located across W , especially when the communication cost is
dominant. This design can be easily achieved in the space-lling curve domain. We then
map the 2D workspace W to C by using SF 1().
Lemma 24 ( [126]) Consider space-lling mapping SF(). If the sensors are uniformly
distributed in W, they will be uniformly distributed in C.
Let figNi=1 and fqSF;igNi=1 denote the stop positions in C and their corresponding
mappings in W , respectively. Without loss of generality, we assume that 0  1 
2     N < 1. Moreover, let i 1;i = i   i 1, for i 2 f2;    ; Ng, be the length of
the arc from i 1 to i, and N;1 = 1 + 1   N be the length of the arc from N to
1. Note that
PN
i=2i 1;i +N;1 = 1. Then, the total communication cost in W can be
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characterized as follows:
EC;tot;unif(N;QSF; fWSF;igNi=1) = m
NX
i=1
Z
WSF;i
1
S2
PC(x; qSF;i)
%Ttot
BR
dx
 m
NX
i=1
Z
SF(Ci)
1
S2
PC(x; qSF;i)
%Ttot
BR
dx
 m(2
R   1)%Ttot
KBR
NX
i=1
Z
Ci
CnPLSF S
nPL j  ijnPL=2 d
=
mCnPLSF S
nPL(2R   1)%Ttot
KBR(nPL=2 + 1)2nPL=2
 
NX
i=2

nPL=2+1
i 1;i +
nPL=2+1
N;1
!
; (6.5)
where EC;tot;unif(N;QSF; fWSF;igNi=1) is the total communication energy cost for the case
of uniformly distributed sensors, QSF = fqSF;1;    ; qSF;Ng, fWSF;igNi=1 is the Voronoi
partition generated by QSF in the 2D workspace, and fCigNi=1 is the Voronoi partition
generated by figNi=1 in the space-lling curve domain. Note that the rst and second
inequalities in (6.5) are obtained based on Lemma 23 and (6.1), respectively. Also, we can
prove that the sensors in 1D are uniformly distributed by applying Lemma 24. Moreover,
the boundary of the two neighboring Voronoi partitions in 1D can be easily obtained by
choosing the middle point between the corresponding stop positions. Then, the last
equality of (6.5) follows straightforwardly.
As can be seen, the upper bound of EC;tot;unif(N;QSF; fWSF;igNi=1) is a convex func-
tion of i 1;i and N;1, and is minimized by choosing ?i 1;i = 
?
N;1 = 1=N , for
i 2 f2;    ; Ng, i.e. the stop positions are chosen to be equally-spaced in the space-
lling curve domain. Without loss of generality, we choose ?i = (2i   1)=(2N) and
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q?SF;i = SF(
?
i ), for i 2 f1;    ; Ng. As a result, we have
EC;tot;SF;unif(N) = EC;tot;unif(N;Q?SF; fW?SF;igNi=1)
 mC
nPL
SF S
nPL(2R   1)%Ttot
(nPL=2 + 1)(2N)
nPL
2 KBR
; (6.6)
where EC;tot;SF;unif(N) is the communication cost in the 2D workspace by using the above
stop position selection strategy, Q?SF = fq?SF;1;    ; q?SF;Ng, and fW?SF;igNi=1 is the Voronoi
partition generated by Q?SF (we know this is optimal from Lemma 23). Note that in this
chapter, we use superscript ? to denote the optimal solutions or the optimal values of
the corresponding optimization problems.
Optimization of the tour (variables zi;js and uis)
Next, consider the motion of the robot. Note that a minimum-distance tour will
not be the optimal solution anymore. This is due to the fact that the robot needs to
accelerate and decelerate between adjacent stop positions along the tour (there is an
acceleration cost). Thus, the total motion cost not only depends on the total length of
the tour, but also depends on the lengths of individual line segments. We next show that
the minimum-length tour minimizes a tight upper bound on the motion cost if tmo is not
very small. More specically, we consider an upper bound of (2.17) as follows:
EM;upper(d; tmo) =
1d
2
tmo   2
p
3=1
+ 2d+ 4tmo; (6.7)
assuming tmo > 2
p
3=1. Note that this bound is tight when tmo is not close to
zero. Without loss of generality, for a xed given tour T , we label the stop posi-
tions such that the robot visits them by the order of their labels. Then, the upper
bound of the total motion cost is given by EM;tot;upper(N;Q; ftmo;i;i+1gN 1i=1 ; tmo;N;1; T ) =
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PN 1
i=1 EM;upper(kqi+1   qik; tmo;i;i+1) +EM;upper(kqN   q1k; tmo;N;1). We then have the fol-
lowing lemma.
Lemma 25 Given a xed total motion time budget Tmo > 2
p
3=1N and a xed set of
stop positions Q, the optimal value of the following optimization problem is monotonically
increasing with respect to the total travel distance dtot(Q; T ) =
PN 1
i=1 kqi+1  qik+ kqN  
q1k:
minimize EM;tot;upper(N;Q; ftmo;i;i+1gN 1i=1 ; tmo;N;1; T ) (6.8)
subject to 1) tmo;N;1 +
N 1X
i=1
tmo;i;i+1  Tmo;
2) tmo;i;i+1  2
p
3=1; 8 i; tmo;N;1  2
p
3=1;
where EM;upper(d; tmo) is dened to be 1 if tmo = 2
p
3=1.
Proof: It is easy to show that the optimization problem of (6.8) is convex. Then,
the dual function of the primal problem is g =
PN 1
i=1 EM;upper(kqi+1   qik; tmo;i;i+1) +
EM;upper(kqN   q1k; tmo;N;1) + (tmo;N;1 +
PN 1
i=1 tmo;i;i+1   Tmo)  
PN 1
i=1 i;i+1(tmo;i;i+1  
2
p
3=1)   N;1(tmo;N;1   2
p
3=1), where , i;i+1 and N;1 are Lagrange multipliers.
Based on the Karush-Kuhn-Tucker (KKT) conditions [111], we have @g=@tmo;i;i+1 =
 1kqi+1   qik2=(tmo;i;i+1   2
p
3=1)
2 +   i;i+1 + 4 = 0, for all i, and @g=@tmo;N;1 =
 1kqN   q1k2=(tmo;N;1   2
p
3=1)
2 +   N;1 + 4 = 0.
Since constraint 2 can never be active when Tmo > 2
p
3=1N , we have 
?
i;i+1 = 0, for
all i, and ?N;1 = 0. Moreover, if Tmo 
p
1=4dtot(Q; T ) + 2
p
3=1N , we have 
? = 0,
t?mo;i;i+1 =
p
1=4kqi+1   qik + 2
p
3=1, for all i, and t
?
mo;N;1 =
p
1=4kqN   q1k +
2
p
3=1. As a result, the optimal value of (6.8) is
(2
p
14 + 2)dtot(Q; T ) + 24
p
3=1N; (6.9)
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which is monotonically increasing with respect to dtot(Q; T ). For the case where
2
p
3=1N < Tmo <
p
1=4dtot(Q; T ) + 2
p
3=1N;
it is straightforward to show that t?mo;i;i+1 = kqi+1   qik(Tmo   2
p
3=1N)=dtot(Q; T ) +
2
p
3=1, for all i, and t
?
mo;N;1 = kqN   q1k(Tmo   2
p
3=1N)=dtot(Q; T ) + 2
p
3=1,
resulting in the following optimal value:
1d
2
tot(Q; T )
Tmo   2
p
3=1N
+ 2dtot(Q; T ) + 4Tmo: (6.10)
Clearly, the optimal value is monotonically increasing with respect to dtot(Q; T ), which
completes the proof.
Lemma 25 shows that the minimum-distance tour minimizes the upper bound of the
motion cost. Thus, we choose the minimum-distance tour to cover Q in 2D. Such a tour
can be found by simply ordering the stop positions in the space-lling curve domain, as
discussed in Section 6.1.
Optimization of the motion times (variables tmo;i;i+1s and tmo;N;1)
Based on the previous stop position selection and path planning strategy, the remain-
ing variables to solve for are the number of clusters and the motion times. Then, the
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optimization problem of (6.3) can be simplied as follows:
minimize Etot;SF;unif(N; ftmo;i;i+1gN 1i=1 ; tmo;N;1)
= Etot;unif(N;Q?SF; fW?SF;igNi=1; ftmo;i;jgNi;j=1; T ?SF)
= m
NX
i=1
Z
W?SF;i
1
S2
PC(x; q
?
SF;i)
%Ttot
BR
dx| {z }
EC;tot;SF;unif(N)
+$
 
N 1X
i=1
EM(kq?SF;i+1   q?SF;ik; tmo;i;i+1) + EM(kq?SF;N   q?SF;1k; tmo;N;1)
!
| {z }
EM;tot;SF(N;ftmo;i;i+1gN 1i=1 ;tmo;N;1)=EM;tot(N;Q?SF;ftmo;i;jgNi;j=1;T ?SF)
(6.11)
subject to 1)
N 1X
i=1
tmo;i;i+1 + tmo;N;1  Ttot

1  m%
BR

;
2) tmo;i;i+1  0;8 i; tmo;N;1  0;
where Etot;unif(N;Q?SF; fW?SF;igNi=1; ftmo;i;jgNi;j=1; T ?SF) is the total cost for the case of uni-
formly distributed sensors, T ?SF is the minimum-distance tour obtained by ordering the
stop positions in the space-lling curve domain, and Etot;SF;unif(N; ftmo;i;i+1gN 1i=1 ; tmo;N;1)
and EM;tot;SF(N; ftmo;i;i+1gN 1i=1 ; tmo;N;1) denote the total cost and total motion cost in the
2D workspace, respectively, based on the stop position selection and path planning strat-
egy in the space-lling curve domain. For a xed N , equation (6.11) becomes a convex
optimization problem since EM;tot;SF(N; ftmo;i;i+1gN 1i=1 ; tmo;N;1) is a convex function of the
motion times (as shown in Lemma 3).
Optimization of the number of clusters (variable N)
Finally, we nd the best N by characterizing (6.11) for integer Ns up to Nmax and
nding where the minimum occurs. We show how to choose Nmax in Section 6.3.2.
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We then propose Algorithm 1 for the initial phase of our framework. More specically,
we rst nd the cost for the case of no clustering. Then, we solve (6.11) for each N 2
f2;    ; Nmaxg to obtain E?tot;SF;unif(N), where E?tot;SF;unif(N) is the optimal value of (6.11)
for a xed N , and Nmax is the maximum number of clusters (more discussions on Nmax
in Section 6.3.2). Next, we nd N? by minimizing E?tot;SF;unif(N), for N 2 f1;    ; Nmaxg,
with E?tot;SF;unif(N = 1) = E
?
tot;noCl;unif . If N
? = 1, we do not cluster the workspace and
choose the center of the workspace as the only stop position. Otherwise, we choose the
stop positions as the mapping of the N? equally-spaced points in the space-lling curve
domain. The tour is also readily given by ordering the stop positions in the space-lling
curve domain. The clustering is then obtained by the Voronoi partition generated by
the stop positions in W . Finally, the motion times are given by the optimal solution of
(6.11) for N = N?.
Algorithm 1 Our proposed approach: Initial phase
1: nd E?tot;noCl;unif by using (6.4)
2: solve (6.11), for N 2 f2;    ; Nmaxg
3: nd N? that minimizes E?tot;SF;unif(N)
4: if N? = 1
5: return no clustering
6: else
7: choose N? equally-spaced stop positions in C
8: nd the tour by ordering the stop positions
9: map the stop positions and the tour from C to W
10: choose the clusters to be the Voronoi partition generated by the stop positions
in W
11: use the corresponding optimal solution of (6.11) for the motion times
12: end
6.3.2 Upper Bound Derivation
Since the stop positions are equally-spaced in the space-lling curve domain, the dis-
tance between the neighboring stop positions in 2D is bounded from above by CSFS=
p
N
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using (6.1). As a result, the total distance of the tour in the 2D workspace is bounded
from above by CSFS
p
N . Hence, based on the proof of Lemma 25, if BR > m% and Ttot
satises (1 m%=(BR))Ttot 
p
1=4CSFS
p
N+2
p
3=1N , we then have the following
upper bound for the total motion cost:
EM;tot;SF(N; ft?mo;i;i+1gN 1i=1 ; t?mo;N;1) < M;1CSFS
p
N + M;2N
< (M;1CSFS + M;2)N; (6.12)
where t?mo;i;i+1, for all i, and t
?
mo;N;1 are the optimal motion times obtained by solving
(6.11), M;1 = 2
p
14 + 2 and M;2 = 24
p
3=1. Moreover, the upper bound for the
communication cost is given by (6.6). Then, the optimal solution of (6.11) for a xed N
is bounded from above by
E?tot;SF;unif(N) < Etot;SF;unif;upper(N)
=
mCnPLSF S
nPL(2R   1)%Ttot
(nPL=2 + 1)(2N)
nPL
2 KBR
+$(M;1CSFS + M;2)N: (6.13)
Note that the exact communication and motion costs in the 2D workspace are not
strictly decreasing and increasing with respect to N , respectively. As a consequence,
it is challenging to select an Nmax to ensure that there is no N  Nmax + 1 that can
result in a smaller E?tot;SF;unif(N). However, as can be seen, their upper bounds (6.6)
and (6.12), which are obtained by using (6.1), do have the corresponding monotonic
properties. Hence, we can use (6.13) to nd an appropriate Nmax.
Note that although N is subject to an integer constraint, Etot;SF;unif;upper(Nc) is a
convex function of Nc for a continuous Nc 2 [2;1). Then, we can nd the optimal Nc
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by solving the following convex optimization problem:
minimize
mCnPLSF D
nPL(2R   1)%T
(nPL=2 + 1)(2Nc)
nPL
2 KBR
+$(M;1CSFD + M;2)Nc (6.14)
subject to Nc  2:
Dene the dual function of (6.14) as follows:
mCnPLSF D
nPL(2R   1)%T
(nPL=2 + 1)(2Nc)
nPL
2 KBR
+$(M;1CSFD + M;2)Nc   (Nc   2);
where  is the Lagrange multiplier. Then, we have the following KKT conditions:
  nPLmC
nPL
SF D
nPL(2R   1)%T
(nPL=2 + 1)(2Nc)
nPL
2
+1KBR
+$(M;1CSFD + M;2)   = 0;
  0;
(Nc   2) = 0:
As a result, we have the following optimal solution by solving the previous equations:
N?c =
8>>>>>><>>>>>>:
1
2

nPLmC
nPL
SF S
nPL(2R   1)%Ttot
(nPL=2 + 1)KBR$(M;1CSFS + M;2)
 2
nPL+2
;
if

nPLmC
nPL
SF S
nPL(2R   1)%Ttot
(nPL=2 + 1)KBR$(M;1CSFS + M;2)
 2
nPL+2  4;
2; otherwise:
(6.15)
Then, the optimal N? that minimizes Etot;SF;unif;upper(N), for N 2 f2; 3;    g, can be
found as
N? = argmin
N2fbN?c c;dN?c eg
fEtot;SF;unif;upper(N)g: (6.16)
A good choice of Nmax is dN?c e for the following reason. Note that both (6.6) and
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(6.12) depend on inequality (6.1). Moreover, since the communication cost is an integral
of a polynomial of order nPL of the distance (see the rst line of (6.5)), the error of the
approximation is expected to be more amplied in (6.6), as compared to (6.12). This
results in an over-estimation of N . We thus expect dN?c e to be larger than the optimum
N? that minimizes E?tot;SF;unif(N) with a high probability.
Theorem 8 If BR > m% and the total time budget Ttot is suciently large, such that
T  2
nPL+2(nPL=2 + 1)KBR$(M;1CSFS + M;2)
nPLmC
nPL
SF S
nPL(2R   1)% ; (6.17)
and
T 
p
1=4CSFS
pdN?c e+ 2p3=1dN?c e
1 m%=(BR) : (6.18)
We have the following upper bound for the optimal total cost:
E?tot;SF;unif = min
N2f2;3; g
fE?tot;SF;unif(N)g < E?tot;SF;unif;upper
<

nPL
nPL=2 + 1
 2
nPL+2

1
nPL
+
3
4

$
nPL
nPL+2 (M;1CSFS + M;2)
nPL
nPL+2


mCnPLSF S
nPL(2R   1)%Ttot
KBR
 2
nPL+2
; (6.19)
where E?tot;SF;unif;upper = minN2f2;3; gfE?tot;SF;unif;upper(N)g. Moreover, compared to the
case of no clustering, we have
E?tot;SF;unif
E?tot;noCl;unif
<
E?tot;SF;unif;upper
E?tot;noCl;unif
<
C
2nPL
nPL+2
SF
C1

nPL
nPL=2 + 1
 2
nPL+2

1
nPL
+
3
4



$(M;1CSFS + M;2)KBR
mSnPL(2R   1)%Ttot
 nPL
nPL+2
: (6.20)
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Proof: Note that if BR > m%, and (6.17) and (6.18) are satised, then N?c  2 and
E?tot;SF;unif(N) is bounded from above by Etot;SF;unif;upper(N) when choosing N = dN?c e.
Then, we have the following upper bound for E?tot;SF;unif :
E?tot;SF;unif < E
?
tot;SF;unif;upper  Etot;SF;unif;upper(dN?c e)
=
mCnPLSF S
nPL(2R   1)%Ttot
(nPL=2 + 1)(2dN?c e)
nPL
2 KBR
+$(M;1CSFS + M;2)dN?c e
<
mCnPLSF S
nPL(2R   1)%Ttot
(nPL=2 + 1)(2N?c )
nPL
2 KBR
+
3
2
$(M;1CSFS + M;2)N
?
c
=

nPL
nPL=2 + 1
 2
nPL+2

1
nPL
+
3
4

(M;1CSFS + M;2)
nPL
nPL+2
$
nPL
nPL+2

mCnPLSF S
nPL(2R   1)%Ttot
KBR
 2
nPL+2
;
where the third inequality follows from the fact that the rst and second terms of
Etot;SF;unif;upper(N) are monotonically decreasing and monotonically increasing with re-
spect to N respectively, for N  2. This conrms (6.19).
Equation (6.20) can be easily obtained by substituting the upper bound of (6.19) into
E?tot;SF;unif;upper=E
?
tot;noCl;unif .
Interpretation of the results : It can be seen from Theorem 8 that the upper bound
of E?tot;SF;unif=E
?
tot;noCl;unif depends on $(M;1CSFS + M;2)KBR=(mS
nPL(2R   1)%Ttot).
Hence, the upper bound decreases if the motion cost (M;1S+M;2) decreases and/or the
number of information bits generated in each period (m%Ttot) increases. Also, the upper
bound decreases as 2dB increases, since  is monotonically increasing with respect to 
2
dB.
These observations are intuitive, since as the communication demand (the total number of
generated information bits in each period) becomes higher and/or the predicted channel
quality gets worse, more clustering is preferred in order to reduce the communication
cost, as shown in (6.15). As a result, the robot will save more energy, as compared to
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the case of no clustering.
It is worth to note that although both sides of (6.18) depend on Ttot, we can always
nd a large enough Ttot to satisfy this condition. This is because the increasing order of
the right-hand side of (6.18) is T
2=(nPL+2)
tot , which is smaller than the increasing order of
the left hand side.
6.4 Proposed Iterative Approach for Joint Cluster-
ing and Path Planning
In this part, we nalize the co-design of our clustering and path planning in realist
communication environments. More specically, by utilizing our initial design phase and
Lloyd's algorithm [130], we propose an iterative approach to ne tune the initial design.
Algorithm 2 Proposed iterative approach
1: initialize Q(1), fW(1)i gNi=1, ft(1)mo;i;jgNi;j=1 and T (1) by using Algorithm 1
2: for k = 1; 2;   
3: optimize Q for xed fW(k)i gNi=1, ft(k)mo;i;jgNi;j=1 and T (k) to obtain Q(k+1)
4: nd Voronoi partition fW(k+1)i gNi=1 for xed Q(k+1)
5: nd a new tour T (k+1) for xed Q(k+1)
6: optimize ftmo;i;jgNi;j=1 for xed Q(k+1), fW(k+1)i gNi=1 and T (k+1) to obtain
ft(k+1)mo;i;jgNi;j=1
7: if the total cost increases as compared to the last iteration
8: reject the new TSP solution and assign T (k+1) = T (k)
9: optimize ftmo;i;jgNi;j=1 again for xed Q(k+1), fW(k+1)i gNi=1 and T (k+1)
10: end
11: if the energy no longer decreases
12: break
13: end
14: end
We rst choose N and initialize variables Q, fWigNi=1, ftmo;i;jgNi;j=1 and T in (6.3) by
using the solution obtained from Algorithm 1. Then, we x N and optimize the rest of the
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variables in an iterative way as follows. In each iteration, we rst optimize Q in (6.3) for
xed fW(k)i gNi=1, ft(k)mo;i;jgNi;j=1 and T (k) to obtain a new set of stop positions Q(k+1), where
superscript k denotes that the variables are obtained after the kth iteration. Note that
we have a convex optimization problem at this step, which guarantees to have a unique
solution. Next, we choose fW(k+1)i gNi=1 to be the Voronoi partition that is generated by
Q(k+1). Moreover, we nd the new TSP tour T (k+1) for Q(k+1). Note that we can use
space-lling curves or other heuristic approaches [128, 129] to solve the TSP problem
sub-optimally but eciently, as discussed in Section 6.1. Finally, we solve ftmo;i;jgNi;j=1
in (6.3) for xed Q(k+1), fW(k+1)i gNi=1 and T (k+1), which is also a convex optimization
problem. It is worth to note that T (k+1) may have a longer total distance as compared
to T (k). Moreover, even if T (k+1) has a shorter total distance, it is possible that the total
cost after optimizing ftmo;i;jgNi;j=1 will become larger than the one obtained in the last
iteration. This is because in general the motion cost is not monotonically decreasing with
respect to the total distance of the tour, as discussed in Section 6.3.1. To guarantee that
our algorithm always reduces the total cost, we accept the new TSP solution only if it
reduces the total cost as compared to the last iteration. Otherwise, we reject the new
TSP solution, assigning T (k+1) = T (k) and solving ftmo;i;jgNi;j=1 again. The algorithm
repeats these steps until the total cost no longer decreases. We have summarized the
proposed approach in Algorithm 2.
6.5 Extension to the Case of Non-Uniformly
-Distributed Sensors
So far, we have considered the case where the sensors are uniformly distributed. As a
result, we can choose the stop positions such that they are equally-spaced in the space-
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lling curve domain. In this part, we extend our previous framework to the case where
the sensors are not uniformly distributed.
It is intuitive to expect that the optimal number of clusters in each area of the
workspace increases as the density of the sensors in the corresponding area increases, in
order to save the communication cost. Hence, we extend the rst part of the framework in
Section 6.3.1 as follows, in order to add more stop positions to the workspace as needed.5
We rst nd the optimal cost for the case where there is no clustering by solving the
following optimization problem:
minimize Etot;noCl;non unif(q1) =
m(2R   1)%Ttot
KBR
Z
W
p(x)kx  q1knPLdx (6.21)
subject to 1) q1 2 W ;
where Etot;noCl;non unif(q1) denotes the cost for the case of no clustering when the sensors
are not uniformly distributed and q1 is the stop position of the robot. Unlike the uniform
case, the optimal q?1 in (6.21) depends on p(x) and is not necessary the center of the
workspace. It is straightforward to see that the objective function is a convex function of
q1 for typical path loss exponents nPL 2 [2; 6]. As a result, we can easily nd the global
optimum of (6.21).
Similar to Section 6.3.1, for the case of more than one cluster, we determine the
number of clusters and the corresponding stop positions by using space-lling curves as
follows. First, we map the workspace (including the optimal q?1 in (6.21)) to 1D. Without
loss of generality, let SF 1(q?1) = 0. Next, we choose an additional stop position at 0.5 in
1D and map it back to the 2D workspace. Similar to the approach proposed in Section
5Note that solving this problem optimally is not possible. Furthermore, exactly extending the ap-
proach in the previous part is not possible either, since the distribution in 1D is not known for a given
non-uniform distribution in 2D. We therefore propose an iterative extension of the proposed approach
of the uniform case.
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6.3.1, we then solve the following convex optimization problem for N = 2:
minimize Etot;SF;non unif(ftmo;i;i+1gN 1i=1 ; tmo;N;1) =
m(2R   1)%Ttot
KBR
NX
i=1
Z
WSF;i
p(x)kx  qSF;iknPLdx
+$

EM(dN;1; tmo;N;1) +
N 1X
i=1
EM(di;i+1; tmo;i;i+1)

(6.22)
subject to 1)
N 1X
i=1
tmo;i;i+1 + tmo;N;1  Ttot

1  m%
BR

;
2) tmo;i;i+1  0;8 i; tmo;N;1  0;
where Etot;SF;non unif(ftmo;i;i+1gN 1i=1 ; tmo;N;1) is the total cost when the sensors are not
uniformly distributed. Here, the variables to solve for are ftmo;i;i+1gN 1i=1 and tmo;N;1.
Note that without loss of generality, we label the stop positions such that the robot visits
them by the order of their labels in (6.22). Also, we have qSF;1 = q
?
1 and qSF;2 = SF(0:5)
for N = 2. We then compare the optimal value of (6.22) to the case of no clustering.
If it has a larger cost, we do not cluster the workspace and terminate the algorithm.
Otherwise, we keep this additional stop position. Since it is potentially benecial to
have more clusters in some areas of the workspace, we keep adding stop positions as
follows. For the arc [0; 0:5), we further choose 0.25 as an additional stop position and
map it back to the 2D workspace. We then nd the path of the robot and solve (6.22)
again for this new clustering strategy. If it does not increase the total cost, we then
keep this new stop position along this arc. Otherwise, we do not choose this new stop
position. We use the same strategy for the arc [0:5; 1). Our algorithm stops if no arc
between the existing adjacent stop positions needs new stop positions. We summarize
our approach in Algorithm 3, where E and Enew denote the sets that contain all the arcs
at the current and next steps of the algorithm respectively, F is the set that contains
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all the stop positions, and booldiv is a boolean variable to determine if we need to keep
adding new stop positions.
Algorithm 3 Extension to the case of non-uniformly distributed sensors
1: nd E?tot;noCl;non unif by solving (6.21)
2: let E = fCg, F = fSF 1(q?1)g
3: set booldiv to be true
4: while booldiv is true
5: set booldiv to be false
6: for each arc in E
8: choose the center of the arc as an additional stop position for this arc
9: nd the TSP tour and map the stop position to 2D
10: solve (6.22)
11: if the optimal value of (6.22) does not increase
12: divide the arc in half and add the resulting two sub-arcs to Enew
13: add the additional stop position to F
14: set booldiv to be true
15: else
16: add the original arc to Enew
17: end
18: end
19: set E to be Enew
20: end
21: use the corresponding optimal solution of (6.22) for the motion times
As compared to Algorithm 1, the main dierence of Algorithm 3 is that it adds stop
positions to the parts of the workspace that can benet from more clustering. This
is intuitive since it is only benecial to travel a longer distance in the areas that have
a larger sensor density. As a result, our proposed algorithm will result in a clustering
strategy that depends on p(x). After using Algorithm 3, we then proceed with Algorithm
2 to ne tune the solution.
Remark 15 In general, nding the upper bound for the case of non-uniformly distributed
sensors is very challenging. This is because, given an arbitrary distribution of sensors in
the 2D workspace, its corresponding distribution in the space-lling curve domain cannot
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be easily obtained. Characterizing the upper bound for arbitrarily distributed sensors is
thus a subject of our future work.
6.6 Simulation Results
Consider the case where the workspace is a 1000 m1000 m square region with a total
of 500 xed sensors. The channel in the workspace has the following realistic channel
parameters [119]: nPL = 4:57 and 
2
dB = 64. Moreover, we choose R = 2 bits/Hz/s,
pb;th = 10
 6, B = 500 MHz and the receiver noise power is chosen to be the realistic
value of -204 dBW/Hz. We also use real motion parameters as follows [87]: 1 = 0:77,
2 = 10:1, 3 = 5:47 and 4 = 4:24. Furthermore, we use Sierpinski curves. Finally, we
choose $ = 0:1, a sensing rate of % = 800 Kbps for each sensor and Ttot = 3600 s.
Fig. 6.4 (left) shows the clusters of the sensors, the stop positions and the tour of
the robot by using our proposed framework for the case where the sensors are uniformly
distributed. As can be seen, in general, the stop positions are uniformly-spaced in the
workspace. Still, the number of clusters, clustering, path planning and motion times need
to be jointly optimized as we proposed in this chapter. In this example, the predicted
total cost of the whole network is only 1.2% of the energy cost of the case of no clustering,
indicating a considerable energy saving achieved through proper co-optimzation. In terms
of computational cost, our MATLAB simulation for Fig. 6.4 (left) took 83.9 seconds to
run.
Fig. 6.5 and Fig. 6.6 show the benets of our proposed framework when the sensors are
uniformly distributed. We compare our proposed framework to the case of no clustering
(Fig. 6.5) as well as to the case where the robot needs to visit each sensor to collect the
data (Fig. 6.6). For the second case, we rst use space-lling curves to plan the tour of
the robot. Then, we optimize the motion strategy of the robot for this xed tour. It
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Figure 6.4: The clusters of the sensors, the stop positions and the tours of the robot
when the sensors are uniformly distributed (left) and non-uniformly distributed ac-
cording to p(x) (right), respectively. The gures show the results by using our pro-
posed framework. The black circles and blue line segments indicate the stop positions
and the tours of the robot, respectively. The markers with the same shape and color
denote the same cluster. In these examples, the predicted total cost of the whole
network is only 1.2% and 9.7% of the cost of the case of no clustering, respectively.
See the pdf le for a color version.
can be seen that our approach can save the energy considerably as compared to both of
these benchmarks. Furthermore, as compared to the case of no clustering, our proposed
framework becomes more benecial as the communication cost becomes more dominant,
i.e. the sensing rate or channel variance is higher. On the other hand, as compared to
the case of visiting each sensor, our proposed framework becomes more benecial as the
motion cost becomes more dominant, i.e. the sensing rate or channel variance becomes
lower.
Fig. 6.4 (right) shows the result when the sensors are not uniformly distributed. In
this example, we have % = 80 Kbps for each sensor and p(x) = ep(x)= RW ep(x)dx, where
ep(x) = 3X
i=1
I( = i)N
0B@i;
264 125 0
0 125
375
1CA :
Here, 1 = [250 250]
T, 2 = [750 250]
T, 3 = [250 750]
T, I() denotes an indicator
function, N (; ) represents a Gaussian distribution with the rst and second parameters
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Figure 6.5: The gure shows the ratio of the cost of our proposed framework to the
cost of the case of no clustering, for dierent sensing rates (left) and dierent channel
variances (right) when the sensors are uniformly distributed. The channel variance is
64 for the left gure and the sensing rate is 0.8 Gbps for the right gure. It can be
seen that our framework can reduce the total cost considerably, as compared to the
case of no clustering.
denoting its mean and covariance respectively, and  denotes a generalized Bernoulli
random variable where  = i with probability 1/3 for all i. Fig. 6.4 (right) then shows
the results of our proposed approach. It can be seen that we have more clusters in the
areas where the density of the sensors is higher, as expected. Moreover, the predicted
total cost of the whole network is only 9.7% of the cost of the case of no clustering,
indicating a considerable energy saving achieved through proper co-optimization. In
terms of computational cost, our MATLAB simulation for Fig. 6.4 (right) took 73.2
seconds to run.
Fig. 6.7 (left and right) shows the benets of our approach for dierent sensing rates
and dierent channel variances respectively, when the sensors are distributed according to
p(x). Similar to the uniform case, as compared to the case of no clustering, our proposed
approach becomes more benecial as the communication cost becomes higher. On the
other hand, as compared to the case of visiting each sensor, our proposed framework
becomes more benecial as the communication cost becomes lower.
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Figure 6.6: The gure shows the ratio of the cost of our proposed framework to the
cost of the case of visiting each sensor, for dierent sensing rates (left) and dierent
channel variances (right) when the sensors are uniformly distributed. The channel
variance is 64 for the left gure and the sensing rate is 0.8 Gbps for the right gure. It
can be seen that our framework can reduce the total cost considerably, as compared
to the case of visiting all the sites.
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Figure 6.7: The gure shows the ratio of the cost of our framework to the cost of
the case of no clustering as well as to the cost of the case of visiting each sensor, for
dierent sensing rates (left) and dierent channel variances (right) when the sensors
are distributed according to p(x). The channel variance is 64 for the left gure and
the sensing rate is 1 Mbps for the right gure. It can be seen that our framework can
reduce the total cost considerably.
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Conclusions and Future Work
In this chapter, we conclude this dissertation and discuss possible extensions of our
considered scenarios.
7.1 Robotic Router Formation
In Chapter 3, we considered the problem of robotic router formation, where two nodes
need to maintain their connectivity by using a number of robotic routers. Instead of op-
timizing the formation of the routers by maximizing the Fiedler eigenvalue, we took a
dierent approach and considered the true reception quality (BER) as a performance
metric. We showed how utilizing this metric results in a dierent robotic congura-
tion with a considerably better performance. We furthermore extended our results to
fading environments. We proposed a probabilistic router formation framework by inte-
grating the probabilistic channel prediction approach with robotic router optimization.
We showed that our framework can improve the performance considerably as compared
to only considering disk models for communication. We also considered power limita-
tions of the network, including both communication and motion costs, and characterized
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the underlying tradeos. Finally, we showed the performance with a simple prelimi-
nary robotic experiment with an emphasis on the impact of localization errors. Along
this line, we discussed interesting interplay between the localization quality and channel
correlation/learning quality.
One extension of Chapter 3 is to consider multiple transmitter and receiver pairs.
Then, the robotic routers need to congure themselves such that the reception quality
at all the receivers are guaranteed. Another possible extension is the case of mobile
transmitter/receiver, should requires constant online planning and adaptation.
In [131], we have showed preliminary results on the impact of localization errors on the
channel prediction. While we had a discussion on the interplay between the localization
errors and average end-to-end BER in Chapter 3, it is also interesting to extend the
analysis of [131] and mathematically characterize the proposed hypothesis as part of
future extensions.
7.2 Co-Optimization Along a Fixed Trajectory
In Chapter 4, we considered the case where a robot is tasked with sending a number of
given bits of information to a remote station, as it travels along a pre-dened trajectory
and in a given time budget. We showed how the robot can co-plan its motion and
communication strategies in order to minimize its total energy consumption (including
both the motion and communication costs). We also proved some properties for two
special cases of heavy and light-task loads. We then proposed an additional stop-time
online adaptation strategy to further ne tune the stop location as the robot moves along
its trajectory and measures the true value of the channel. Finally, we briey discussed
how our framework can be generalized to the case of online sensing and data gathering.
Our simulation results showed that our proposed framework results in a considerable
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performance improvement.
One extension of Chapter 4 is to use the more complete motion model of (2.14) to
characterize the motion cost of the robot. In this case, the control input becomes the ac-
celeration rather than the velocity of the robot. As a result, we expect a delayed response
of the motion strategy because of the additional constraints/costs on the acceleration.
This problem has been investigated in [132].
Another extension is to introduce integer constraints for the spectral eciency. In
this case, we can pose the communication cost as a linear function of the transmission
times, as shown in (2.9). It is straightforward to use the corresponding results in Chapter
5 to extend the results.
7.3 Co-Optimization With Trajectory Planning
In Chapter 5, we considered the scenario where a mobile robot needs to visit a num-
ber of POIs, gather their generated bits of information, and transmit them to a remote
station in a realistic communication environment, while minimizing its total motion and
communication energy consumption, and under time and BER constraints. We proposed
an energy-aware and communication-aware co-optimization paradigm and characterized
several key properties of the co-optimized motion and communication solution. As part
of our overall problem, we also brought an understanding to the \To Go or Not To Go"
problem, which indicates when to incur motion energy for better connectivity. Finally,
our simulation results with real channel and motion parameters conrmed that consid-
erable performance improvement can be achieved.
Similar to the previous case, one extension of Chapter 5 is to use the more complete
motion model of (2.14). This may result in dierent optimal trajectories as compared
to the current results. For instance, as discussed in Section 6.3.1, the minimum-distance
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trajectory may not minimize the motion cost in this case. Another extension is to design
computationally-ecient algorithms to solve the proposed MILP in Section 5.2. Note
that the computationally-expensive part of the MILP is to solve the integer variables for
the trajectory design. Hence, one possible way to reduce the computational complexity
is to use a heuristic algorithm, such as the space-lling-based approach introduced in
Section 6.1, to design the trajectory.
7.4 Clustering and Path Planning Strategies for
Robotic Data Collection
In Chapter 6, we considered a scenario where a mobile robot is tasked with periodically
collecting data from a xed wireless sensor network. Our goal was to minimize the
total cost of the system, including the communication cost of the sensors to the robot,
when operating in realistic channel environments, and the motion cost of the robot. We
considered a strategy that divides the sensors into a number of clusters and uses a mobile
robot to visit each cluster in order to wirelessly collect the corresponding data. We then
proposed a sub-optimum but computationally-ecient approach to solve this problem
by using space-lling curves. More specically, we showed how the coupled clustering,
stop position selection, path planning and motion design problems can be solved as a
series of convex optimization problems. We further mathematically characterized an
upper bound for the total energy consumption of our proposed approach for the case of
uniformly-distributed sensors, relating it to key motion and communication parameters,
such as motor parameters, channel multipath fading and shadowing variances, path loss
exponent and target BER. Finally, we veried the eectiveness of our framework in
a simulation environment. Our results with realistic channel and motion parameters
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showed a considerable energy saving.
One extension of Chapter 6 is to consider multi-hop transmission strategies for the
sensors. In this case, we can either integrate the routing design into the optimization
framework or use the approach in [103] to approximate the communication energy cost.
Another extension of the considered scenario is to allow the robot to collect data
while moving. In this case, the trajectory rather than the stop positions of the robot will
aect the communication and motion costs of the network.
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