Gini index, Bonferroni index, and Absolute Lorenz index are some popular indices of inequality showing different features of inequality measurement. In general simple random sampling procedure is commonly used to estimate the inequality indices and their related inference. The key condition that the samples must be drawn via simple random sampling procedure though makes calculations much simpler but this assumption is often violated in practice as the data does not always yield simple random sample. Nonsimple random samples like Ranked set sampling or stratified sampling are gaining popularity for estimating these indices. The purpose of the present paper is to compare the efficiency of simple random sample estimates of inequality indices with their nonsimple random counterparts. Monte Carlo simulation technique is applied to get the results for some specific distributions.
Introduction
Lorenz curve [1] and the associated Gini index [2] are one of the most popular and frequently used tools to measure income inequality. Certain other variants of Lorenz curve, namely, Generalized Lorenz curve [3] , Absolute Lorenz curve [4] , Bonferroni curve [5] , and Comic curves [3, 6] and associated inequality indices, that is, Generalized Lorenz index, Absolute Lorenz index, Bonferroni index, and Comic index, are some of the popular alternatives to Gini index used to study certain specialized features of inequality. In practice, mostly the simple random sampling procedure is used to derive the statistical inference or obtaining the sample estimates of these inequality measures. The key condition that the samples must be drawn via simple random sampling procedure though makes calculations much simpler but this assumption is often violated in practice as the data does not always yield simple random sample. For example, in India the socioeconomic data collected by the National Sample Survey Organization (NSSO) is not drawn through simple random sampling but follows two-stage stratified sampling techniques. Also in the United States, commonly used income and earnings data, such as the Current Population Survey (CPS) and the Panel Study of Income Dynamics (PSID), are all multistage random samples, where simple random sampling is not the only method applied at each stage. One may quote stratified sampling, cluster sampling, multistage cluster sampling, and so forth, as alternatives to simple random sampling while estimating inequality indices [7] .
Besides, these available traditional sampling methods, the method of Ranked set sampling (RSS), have also gained popularity in the literature for estimating parameters like population mean and variance and its associated statistical inference. This RSS method of sampling is proved to be more efficient than simple random sampling [8] . Thus, the RSS technique may also be extended to obtain the sample estimates of these inequality measures, and it will be extended to compare the efficiency of RSS with simple random and other sampling estimates as applied to inequality measures. [9] have given the comparison of ranked set sample estimate of Gini index with simple random sampling for a nonstandard Lorenz curve equation using simulation technique and are not true in general as no standard distributions are considered.
The purpose of the present work is to compare the nonsimple random estimates of the inequality measures 2 ISRN Probability and Statistics Table 1 : Simple random estimates of inequality indices.
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Ranked set sampling estimates
with that of simple random estimates. In particular, we have applied two nonsimple random sampling techniques-Ranked set sampling and systematic sampling methods and have obtained the sample estimates of some popular inequality indices-Gini, Bonferroni, and Absolute Lorenz index via method of Monte Carlo simulation [10] and have compared their efficiencies with those of simple random estimates. Simulated results showing the relative efficiencies have been obtained for Pareto, Exponential, and power distribution. It is interesting to note that the simple random estimates have much less efficiency as compared to their nonsimple counterparts, that is, ranked set or systematic sample estimates. We have also compared the ranked set estimates with systematic sample estimates and found that systematic sample estimates are more efficient than the ranked set sample estimates.
The present paper has been organized in the following manner. In Section 2, we have applied the estimates of some popular inequality indices-Gini Index, Bonferroni Index, and Absolute Lorenz Index for three sampling procedures, namely, simple random sampling, ranked set sampling, and systematic sampling-and applied the method of Monte Carlo method of simulation to obtain the estimates. A brief introduction of the inequality indices and their estimation in case of three sampling techniques is given in this section. Simulation study has been performed in Section 3, where we have computed the efficiencies of these estimates for some specific distributions, namely, Exponential, Pareto, and Power distributions. The table showing the various comparison of Mean Square Errors (MSE) under simple random sampling, ranked set sampling, and systematic sampling is given at the end of Section 3 along with the conclusion.
Monte Carlo Estimates for Different Sampling Techniques
In this section, we have discussed three sampling techniques, namely, simple random sampling, ranked set sampling, and 
systematic sampling procedures and obtained the Monte Carlo estimates of the three indices Gini, Bonferroni, and Absolute Lorenz.
Simple Random Sampling
Procedure. The sample mean Monte Carlo procedure for the inequality indices using simple random sampling is explained below.
Gini Index. Gini index is defined as
where
is the Lorenz curve at ordinates [1] and
Since is distributed uniformly over [0, 1], that is, ∼ (0, 1),
An unbiased estimator of is sample mean
where is the sample size. 
Therefore, unbiased estimator of iŝ
Using (6)̂=
Algorithm for computing simple random estimate for Gini index is given as follows.
(i) Generate a sequence { } =1 of random numbers from (0, 1).
(ii) Compute = , = 1, . . . , .
(iii) Compute ( ), = 1, . . . , .
(iv) Computê= 1 − (2/ ) ∑ =1 ( ).
Bonferroni Curve. Bonferroni index is defined as
is the Bonferroni curve defined at ordinates [5] 
where is the sample size. Therefore, unbiased estimator of iŝ 
Rectangular − , ≤ ≤ + , > 0, ≥ 0 ( − 1) 2 12 Using (14),̂=
Algorithm for computing simple random estimate for Bonferroni index is given as follows.
(iv) Computê= 1 − (1/ ) ∑ =1 ( ). 
is the Absolute Lorenz curve defined at ordinates [6]
where is the sample size. Therefore, unbiased estimator of iŝ
Algorithm for computing simple random estimate for Absolute Lorenz index is given as follows. (i) Generate a sequence { } =1 of random numbers from (0, 1).
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(iii) Compute AL( ), = 1, . . . , .
Simple random sampling estimates of Gini, Bonferroni, and Absolute Lorenz indices using Monte Carlo approach are given in the Table 1 .
Ranked Set Sampling
Procedure. General, ranked setsampling procedure involves the following steps [6] .
(i) Select a simple random sample of units from the population and subject it to ordering on attribute of interestvia some ranking process, that is,
This judgment ranking can result from a variety of mechanisms, including expert's opinion, visual comparisons, or the use of easy-to-obtain auxiliary variables, but it cannot involve actual measurements of the attribute of interest on sample units.
Once this judgement ranking of units in our initial random sample has been accomplished, the item judged to be smallest is included as the first item in the ranked set sample and the attribute of interest is formally measured on this unit and remaining ( − 1) unmeasured units in the first random sample are not considered further.
This measurement is denoted by [1] 11 , the smallest orderstatistics or the smallest judgement order item. It may or may not actually have the smallest attribute measurement among the sampled units. Note that (2)11 < ⋅ ⋅ ⋅ < ( )11 are not considered further in the selection of our ranked set sample. The sole purpose of ( −1) units is to help in selecting an item for measurement that represents the smaller attribute values in the population.
(ii) Following selection of [1] 11 , a second independent random sample of size is selected from the population and judgement ranking without formal measurement on the attribute of interest is made and the second smallest item of units in second random sample is selected and is included in the ranked set sample for measurement of attribute of interest; that is,
The second measured observation is denoted by [2] 21 .
(iii) Similarly, from a third independent random sample, we select the unit judgement ranked to be the third smallest, [3] 31 , for measurement and inclusion in the rankedset sample, that is, This process is continued until we have selected the unit judgement ranked to be largest of units in the th random sample, denoted by [ ] 1 ; that is, (1) 1 < ⋅ ⋅ ⋅ < ( ) 1 ⇒ [ ] 1 for inclusion in our ranked set sample.
This entire process is referred to as a cycle and the number of observations in each random sample, in our example, is called set size.
Thus, to complete a single ranked set cycle, we need to judge rank independent random samples of size involving a total of 2 sample units in order to obtain measured observations. These observations represent a balanced ranked set sample with set size .
In practice, the sample size is kept small to ease the visual ranking, the RSS literature suggested = 2, 3, 4, 5 or 6. Therefore, in order to obtain a ranked set sample with a desired total number of measured observation = * , we repeat the entire cycle process independent times, yielding the data [1] < ⋅ ⋅ ⋅ < [ ] , = 1, . . . , ; = 1, . . . , .
Algorithm for obtaining the RSS estimate of Gini index via method of Monte Carlo simulation is given as follows. (c) Compute ( ( ) ).
(d) Compute the ranked set sample estimate of Gini index aŝ=
Algorithm for obtaining the RSS estimate of Bonferroni index via method of Monte Carlo simulation is given as following.
(a) Generate a RSS [ ] , = 1, . . . , ; = 1, . . . , of size = × from (0, 1).
(b) Assign ( ) = [ ] , = 1, . . . , ; = 1, . . . , .
(c) Compute ( ( ) ).
(d) Compute the ranked set sample estimate of Bonferroni index as follows.
Algorithm for obtaining the RSS estimate of Absolute Lorenz index via method of Monte Carlo simulation is given as follows.
(b) Assign ( ) = [ ] , = 1, . . . , ; = 1, . . . , . 
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Ranked set sampling estimates of Gini, Bonferroni, and Absolute Lorenz indices using Monte Carlo approach are given in Table 2 .
Systematic Sampling
Procedure. Systematic sampling procedure is particular case of stratified sampling procedure where the stratas are of equal size.
Gini Index. Gini index is defined as
Its unbiased estimator in case of stratified sampling is given as
Let region be divided into disjoint subregions , = 1, . . . , ; that is, = ⋃ =1 and ∩ = 0, ̸ = where 0 is null set. (38) 
Random variable is distributed according to ( )/ on . 1 can be estimated bŷ
Therefore, integral 1 is estimated bŷ
where is distributed according to ( )/ on 
In particular, if = 1/ and = / , we get the systematic sampling estimate of Gini index aŝ Algorithm for computing systematic random sampling estimate is given as follows.
(i) Divide the range [0, 1] of the cumulative distribution into intervals each of width 1/ .
(ii) Generate { , = 1, . . . , / ; = 1, . . . , } from (0, 1).
(iii) Compute = ( − 1 + )/ ; = 1, . . . , / ; = 1, . . . , .
(iv) Compute = −1 ( ).
(v) Computê=
Bonferroni Index.
Similarly, Bonferroni index is defined as
Its stratified estimate is given as
Let region be divided into disjoint subregions , = 1, . . . , , that is, = ⋃ =1 and ∩ = 0, ̸ = , where 0 is null set. (51) o.w.,
Random variable is distributed according to ( )/ on . 2 can be estimated bŷ
Therefore, integral 2 is estimated bŷ
where is distributed according to ( )/ on ⇒̂= 1 −̂2,
In particular, if = 1/ and = / , we get the systematic sampling estimate of Bonferroni index aŝ Algorithm for computing systematic random sampling estimate is given as follows.
(v) Computê= 
Let region be divided into disjoint subregions , = 1, . . . , ; that is, = ⋃ =1 and ∩ = 0, ̸ = where 0 is null set. o.w.,
Random variable is distributed according to ( )/ on . 3 can be estimated bŷ
Therefore, integral 3 is estimated bŷ
where is distributed according to ( )/ on
In particular, if = 1/ and = / , we get the systematic sampling estimate of Absolute Lorenz index aŝ
Algorithm for computing systematic random sampling estimate is given as follows.
Systematic random sampling estimates of Gini, Bonferroni, and Absolute Lorenz indices using Monte Carlo approach are given in Table 3 .
Simulation Study
In this section, we illustrate the performance of the estimators for the three inequality indices based on the previously mentioned sampling procedures. 10000 random samples each of size 6, 8, 10, 12, 15, 20, 25, 30, 60, 80, 100, 120, 300, 400, 500, 600, 800, 1000, 1200, 1500, 2000, 2500, and 3000 were generated to compare the ranked set and systematic sampling estimates with simple random sampling estimates of the Gini index from exponential, Pareto ( = 3), and Power ( = 3); Bonferroni index from exponential, Pareto ( = 3), Power ( = 3), and Absolute Lorenz index from exponential (3), Pareto ( = 3), and rectangular ( = 3) distribution. The simulated ranked set samples with set size = 3, 4, 5, 6 and number of repetitions, = 2, 5, 20, 200, and 500 were chosen. The mean squared errors (MSE) and efficiencies were computed for the three procedures. Simulation results are shown in Tables 7, 8, 9, 10, 11, 12, 13, 14 , and 15.
The expressions for Gini index, Bonferroni, and absolute Lorenz index are given in Tables 4, 5, and 6. The relation between Pareto, Power, and Rectangular distribution can be noted from the following remark.
Remark
(1) If random variable ∼ Pow( , ), that is, ( ) = −1 , 0 ≤ ≤ , then = 1/ ∼ Par( , 1/ ); that is, ( ) = ( / )( / ) +1 , 1/ ≤ ≤ ∞. 
wherêS RS ,̂S RS , and̂S RS denote the simple random sample estimates of Gini, Bonferroni, and Absolute Lorenz indices (Table 1) . Similarly, for ranked set and systematic sampling the MSEs can be defined wherêR SS ,̂R SS , and̂R SS denote the ranked set sample estimates and̂S YS ,̂S YS , and̂S YS denote the systematic random sample (SYS) estimates of Gini, Bonferroni and Absolute Lorenz indices (Tables 2 and 3 ).
Gini index ( ), Bonferroni index ( ), and Absolute Lorenz index ( ) for given distributions is given in the Tables  4-6 .
Efficiencies are defined as
(1) > 1 implies that Ranked set sample estimates are better than Simple random sample estimates.
Similarly,
(2) = MSE (SRS) MSE (SYS) .
(75)
(2) > 1 implies that Systematic random sample (SYS) estimates are better than Simple random sample estimates.
(3) > 1 implies that Systematic random sample (SYS) estimates are better than Ranked set sample estimates.
The results have been presented in Tables 7-15 and it can be seen that the simple random estimates have much less efficiency as compared to their ranked set or systematic sample estimates. Systematic sample estimates are more efficient than the ranked set sample estimates. The same trend is prevalent through all the distributions irrespective of the inequality index being used. We also observe that relative efficiency increases as increases irrespective of the sampling technique used.
Conclusion
Ranked set sample estimates of inequality do improve the efficiency of all the inequality indices but compared to systematic sampling the ranked set sample estimates are less efficient. For example, in Table 7 while looking at the relative efficiencies for Gini index using different sample estimates we see that the efficiency of RSS is almost two to three times more than SRS (ref. Col. (1) ) while efficiency of SYS is almost four to eight times more than RSS (ref. Col. (3) ). The efficiency of SYS versus SRS is noticeably high as is evident from col. (2) . The relative efficiency trend as given in the last three columns continues both for small as well as large sample sizes. One may conclude that SRS estimates though commonly used and simple to compute show less efficiency than their nonsimple random counterparts. One should use non-simple random estimate of inequality indices when the underlying data or practical situation so demands.
