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Abstract—An approach for computing Lyapunov functions for
nonlinear continuous–time differential equations is developed via
a new, Massera–type construction. This construction is enabled
by imposing a finite–time criterion on the integrated function. By
means of this approach, we relax the assumptions of exponential
stability on the system dynamics, while still allowing integration
over a finite time interval. The resulting Lyapunov function can
be computed based on any K∞–function of the norm of the
solution of the system. In addition, we show how the developed
converse theorem can be used to construct an estimate of the
domain of attraction. Finally, a range of examples from literature
and biological applications such as the genetic toggle switch, the
repressilator and the HPA axis are worked out to demonstrate
the efficiency and improvement in computations of the proposed
approach.
I. INTRODUCTION
The converse of Lyapunov’s second method (or direct
method) for general nonlinear systems is a topic of exten-
sive ongoing research in the Lyapunov theory community.
Work on the converse theorem started around the 1950s with
the crucial result in [1], which states that if the origin of
an autonomous differential equation is asymptotically stable,
then the function defined by a semidefinite integral of an
appropriately chosen function of the norm of the solution is
a continuously differentiable Lyapunov function (LF). This
construction led to a significant amount of subsequent work,
out of which we recall here [2]. It is well known that finding
an explicit form of a LF for general nonlinear systems is
a very difficult problem. One of the constructive results on
answering the converse problem has been introduced in [3],
also for autonomous systems. Therein an analytic formula of a
LF is provided, which approaches the value 1 on the boundary
of the domain of attraction (DOA) of the considered system.
Thus, simultaneously with constructing a LF, an estimate of
the DOA is computed. This result, also known as the Zubov
method is summarized in [4, Theorem 34.1] and [4, Theorem
51.1]. Stemming from Zubov’s method, a recursive procedure
for constructing a rational LF for nonlinear systems has been
proposed in [5]. This procedure has many computational
advantages and it is directly applicable to polynomial systems,
providing nonconservative DOA estimates. An alternative con-
struction to the one of Massera, has been proposed in [6],
where it was shown that the supremum of a function of the
solutions of the system is a LF. Additionally, we refer the
interested reader to the books [7] and [8], and the survey [9].
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As for more recent works, for the particular case of dif-
ferential inclusions, a converse theorem for uniform global
asymptotic stability of a compact set was provided in [10],
and for the case of homogeneous systems it was shown in
[11] that asymptotic stability implies the existence of a smooth
homogeneous LF. Further converse results for differential
inclusions for stability with two measures were provided in, for
example, [12] and [13]. If control inputs are to be considered,
an existence result of control LFs under the assumption of
asymptotic controlability was derived in [14].
For what concerns state–of–the–art, LF constructive meth-
ods, see the recent developments of the author of [15] and
subsequent works, out of which we single out [16] and [17],
where the Massera construction is exploited for generating
piecewise affine LFs and [18] and [19] where the Yoshizawa
construction is used. More detailed historical survey on con-
verse LF results and computatinal methods for LFs can be
found in the extensive papers [20] and [21].
Despite the comprehensive work on the topic of providing
a converse to Lyapunov’s theorem, the existing constructive
approaches either rely on complex candidate LFs (rational,
polynomial) or they involve state space partitions (for which
scalability with the state space dimension is problematic),
accompanied by correspondingly complex or large optimiza-
tion problems. In turn, if we restrict strictly to analytical,
Massera type of converse results, the construction in [22,
Theorem 4.14], for example, involves integrating over a finite
time interval, however with the assumption of exponential
stability of the origin. A similar construction, with the relaxed
assumption of asymptotic stability, has been developed in [17],
by using a Lipschitz, positive outside a neighborhood around
the origin, (arbitrary) function of the state.
In this paper, we propose a similar Massera–type construc-
tion for the LF, by relaxing the exponential stability assump-
tion to a richer type of KL–stability property. Additionally, we
allow for the LF to be generated by any K∞ candidate function
which satisfies a finite–time decrease criterion. Nonetheless,
this relaxation comes with a restriction on the KL–stability
condition indicated in the paper by Assumption 2.1. Ulti-
mately, the proposed solution makes use of an analytic relation
between LFs and finite–time Lyapunov functions (FTLFs) to
compute a LF. Thus, construction of LFs is brought down
to verification that a candidate function is a FTLF, which is
somewhat easier than identifying a candidate function for a
true LF.
A similar finite–time criterion has been introduced in [23] to
provide a new asymptotic stability result for nonautonomous
nonlinear differential equations. The discrete–time analog of
this condition has been first used in [24] to provide a converse
Lyapunov theorem for nonlinear difference equations. The
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candidate LF therein is also of Massera type, but projected
in discrete–time, thus defined by finite summation. In this
respect, some of the results reported in this paper provide a
continuous–time counterpart to the findings in [24].
The main results of this paper consist of the finite–time
converse result in Theorem 2.2, the equivalence condition in
Lemma 2.2 and the construction in Theorems 3.1 and 4.1. One
of the major benefits of the proposed converse theorem is that
it enables a systematic construction of DOA estimates. Since
the computation procedure is based on analytical relations,
it provides potentially improved scalability with the state–
space dimension and it is applicable also to systems with
nonpolynomial nonlinearities.
A. Notation and some definitions
We say that a set S ⊆ Rn is proper if it contains the
origin in its interior and it is compact. The logarithmic
norm [25] of a matrix A ∈ Rn×n, µ(A)1 is defined as
µ(A) = lim
h→0+
‖I+hA‖−1
h . For the 1, 2 and ∞ norms, standard
definitions of µ(A) exist. We recall here the definition of the
logarithmic norm induced by the 2–norm, µ2(A) and by the
2–weighted norm, µ2,P (A) [26]: µ2(A) = λmax( 12 (A+A
>)),
µ2,P (A) = λmax(
√
PA
√
P
−1
+(
√
PA
√
P
−1
)>
2 ), where λmax(P )
denotes the largest eigenvalue of a symmetric real matrix P .
In this paper we consider autonomous continuous–time
systems described by
x˙ = f(x), (1)
where f : Rn → Rn, is a locally Lipschitz function.
Remark 1.1 (Solution notation.): Let the solution of (1) at
time t ∈ R≥0 with initial value x(0) be denoted by φ(t, x(0)),
where φ : R≥0 × Rn → Rn. We assume that φ(t, x(0))
exists and it is unique for all t ∈ R≥0 (see [22, Chapter 3] for
sufficient smoothness conditions on f ). The locally Lipschitz
assumption on f(x) implies, additionally, that φ(t, x(0)) is a
continuous function of x(0) [4, Chapter III]. Furthermore, we
assume that the system (1) has an equilibrium point at the
origin, i.e. f(0) = 0.
In what follows, for simplicity, unless stated otherwise, we
will use the notation x(t) := φ(t, x(0)) with the following
interpretations:
• if x(t) is the argument of W˙ (x(t)), then x(t) represents
the solution of the system as defined by φ(t, x(0));
• if x(t) is the argument of V (x(t)) as in (8) and (9),
for example, then x(t) represents a point on the solution
φ(t, x(0)) for a fixed value of t; the same interpretation
holds for W (x(t)); in other words we do not consider
time-varying functions V or W .
In what follows, we proceed by recalling some subsidiary
notions and definitions.
Definition 1.1: A function α : R≥0 → R≥0 is said to
be a K function if it is continuous, zero at zero and strictly
increasing. If additionally, lims→∞ α(s) =∞, then α is called
a K∞ function.
1Thus, µ(A), sometimes reffered to as the matrix measure, does not define
a norm in the conventional sense.
Definition 1.2: A function σ : R≥0 → R≥0 is said to
be a L function if it is continuous, strictly decreasing and
lims→∞ σ(s) = 0.
Definition 1.3: A function β : R≥0 ×R≥0 → R≥0 is said
to be a KL function if it is a K function in its first argument
and a L function in its second argument.
Definition 1.4: The origin is an asymptotically stable (AS)
equilibrium for the system (1) if for some proper set S ⊆ Rn,
there exists a function β ∈ KL such that for all x(0) ∈ S,
‖x(t)‖ ≤ β(‖x(0)‖, t), ∀t ∈ R≥0. (2)
If the set S = Rn, then we say that the origin is globally
asymptotically stable (GAS).
AS defined as above is equivalent with KL–stability in the
set S. In the remainder of the paper we will say that the origin
is KL–stable in S to refer to the property defined above. When
S = Rn, then we use the term global KL–stability.
Definition 1.5: A continuously differentiable function V :
Rn → R≥0, for which there exist α1, α2 ∈ K∞ and a K
function ρ : R≥0 → R≥0 such that
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), ∀x ∈ Rn (3)
V˙ (x) = ∇>V (x)f(x) ≤ −ρ(‖x‖), ∀x ∈ S, (4)
with S ⊆ Rn proper, is called a Lyapunov function for the
system (1).
Definition 1.6: A proper set S ⊆ Rn is called an invariant
set for the system (1) if for any x(0) ∈ S , the corresponding
solution x(t) ∈ S, for all t ∈ R≥0.
Definition 1.7: Given a positive, real scalar d, the proper
set S ⊆ Rn is called a d–invariant set for the system (1) if
for any t ∈ R≥0, if x(t) ∈ S, then it holds that x(t+ d) ∈ S.
Note that the d–invariance property does not imply that x(t) ∈
S for all t ≥ 0 if x(0) ∈ S.
We recall below Sontag’s lemma on KL–estimates [27,
Proposition 7], as it will be instrumental.
Lemma 1.1: For each class KL–function β and each num-
ber λ ∈ R≥0, there exist ϕ1, ϕ2 ∈ K∞, such that ϕ1(s) is
locally Lipschitz and
ϕ1(β(s, t)) ≤ ϕ2(s)e−λt, ∀s, t ∈ R≥0. (5)
The following result was introduced in [4, Definition 24.3]
to relate positive definite functions and K–functions. A proof
was proposed in [22, Lemma 4.3].
Lemma 1.2: Consider a function W : Rn → R≥0 with
W (0) = 0.
1. If W (x) is continuous and positive definite in some neigh-
borhood around the origin, N (0), then there exist two
functions αˆ1, αˆ2 ∈ K such that
αˆ1(‖x‖) ≤W (x) ≤ αˆ2(‖x‖), ∀x ∈ N (0). (6)
2. If W (x) is continuous and positive definite in Rn and
additionally, W (x) → ∞, when x → ∞ then (6) holds
with αˆ1, αˆ2 ∈ K∞ and for all x ∈ Rn.
Next we recall the Bellman–Gronwall Lemma. A proof is
provided in [28, Lemma C. 3.1].
Lemma 1.3: Assume given an interval I ⊆ R, a constant
c ∈ R≥0, and two functions α, µ : I → R≥0, such that α
is locally integrable and µ is continuous. Suppose further that
for some σ ∈ I it holds that
µ(t) ≤ ν(t) := c+
∫ t
σ
α(τ)µ(τ)dτ
for all t ≥ σ, t ∈ I. Then it must hold that
µ(t) ≤ ce
∫ t
σ
α(τ)dτ .
It is well known, from the direct method of Lyapunov, that
the existence of a Lyapunov function for the system (1) implies
that the origin is an AS equilibrium for (1). In the remainder
of this paper we propose some new alternatives to classical
Lyapunov converse results, which are verifiable and construc-
tive towards obtaining nonconservative DOA estimates. More
specifically, in Section II-A we recall a finite–time criterion
for KL–stability in a given set S and we provide its converse.
In Section II-B the alternative converse theorem is provided
and comparative remarks with respect to existing constructions
are drawn in Section II-C. Given a FTLF V , an expansion
scheme which preserves the FT decrease property is rendered
in Section III, while indirect verification techniques are given
in Section IV-A and computational steps are indicated in
Section IV-B. Finally, a range of insightful worked out exam-
ples from literature and biological applications (biochemical
reactions) such as the genetic toggle switch and the HPA axis
are shown in Section V.
II. A CONSTRUCTIVE LYAPUNOV CONVERSE THEOREM
A. Finite–time conditions
Definition 2.1: Let there be a continuous function V :
Rn → R≥0, and a real scalar d > 0 for which the proper
set S ⊆ Rn is d–invariant and the conditions
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), ∀x ∈ Rn, (7)
V (x(t+ d))− V (x(t)) ≤ −γ(‖x(t)‖), ∀t ≥ 0, (8)
are satisfied with α1, α2 ∈ K∞, and γ ∈ K and for all x(t),
with x(0) ∈ S. Then the function V is called a finite–time
Lyapunov function (FTLF) for the system (1).
In order for condition (8) to be well–defined, additionally to
the locally Lipschitz property of the map f(x), it is assumed
that there exists no finite escape time in each interval [t, t+d],
for all t ∈ R≥0. However, as it will be shown later, it is
sufficient to require that there is no finite escape time in the
time interval [0, d].
When S = Rn, a sufficient condition for existence of the
solution for all t ∈ R≥0 is that the map f(x) is Lipschitz
bounded [4, Chapter III.16]. Furthermore, note that existence
of a finite escape time for initial conditions in a given set in
Rn implies that the origin is unstable in that set [4, Chapter
III.16].
The following result relates inequality (8) with another
known type of decrease condition, which will be instrumental.
Lemma 2.1: The decrease condition (8) on V is equivalent
with
V (x(t+ d))− ρ(V (x(t))) ≤ 0, ∀t ∈ R≥0, (9)
for all x(t) with x(0) ∈ S, where ρ : R≥0 → R≥0 is a
positive definite, continuous function and satisfies ρ < id and
ρ(0) = 0.
Proof: The proof follows a similar reasoning as in [29,
Remark 2.5]. Assume that V is such that (7) and (8) hold.
Then, for all x(t) 6= 0:
0 ≤ V (x(t+ d)) ≤ V (x(t))− γ(‖x(t)‖)
< V (x(t))− 0.5γ(‖x(t)‖)
≤ V (x(t))− 0.5γ(α−12 (V (x(t))))
= (id− 0.5γ ◦ α−12 )(V (x(t)))
=: ρ(V (x(t))).
(10)
Similarly, for all x(t) 6= 0,
0 ≤ V (x(t+ d)) ≤ V (x(t))− γ(‖x(t)‖)
< α2(‖x(t)‖)− 0.5γ(‖x(t)‖)
= (α2 − 0.5γ)(‖x(t)‖),
which implies that (α2 − 0.5γ)(s) > 0, for all s 6= 0.
Furthermore, since α−12 ∈ K∞, then (α2−0.5γ)◦α−12 (s) > 0
and
0 < (id− 0.5γ ◦ α−12 )(s) < id, ∀s 6= 0.
Thus, by construction, the function ρ : R≥0 → R≥0 is a
continuous, positive definite function. All involved functions
are continuous by definition, thus the difference remains
continuous. When x(t) = 0, then (9) trivially holds, since
ρ(0) = 0.
Now assume that (9) holds. Then
V (x(t+ d))− V (x(t)) ≤ ρ(V (x(t)))− V (x(t))
= −(V (x(t))− ρ(V (x(t)))
= −((id− ρ)(V (x(t))))
≤ −((id− ρ)(α1(‖x(t)‖))
= −γ˜(‖x(t)‖),
(11)
with γ˜ = (id − ρ) ◦ α1. Since ρ < id by assumption, then
γ˜ is positive definite, and furthermore continuous. Thus, by
Lemma 1.2 γ˜ can be can be lower bounded by a K–function
γ(‖x(t)‖), hence V (x(t+ d))− V (x(t)) ≤ −γ(‖x(t)‖), with
γ ∈ K.
Next, we propose a version of [23, Theorem 1] for the time–
invariant case and with the additional assumption that the set S
is a d–invariant set for (1). This additional assumption enables
a simpler proof, while the result is stronger, i.e., KL–stability
in S is attained as opposed to local (in some neighborhood
around the origin) KL–stability.
Theorem 2.1: If a function V defined as in (7) and (8) and
a proper d-invariant set S exist for the system (1), then the
origin equilibrium of (1) is KL–stable in S .
Proof: For any t ∈ R≥0, there exists an integer N ≥ 0
and j ∈ R≥0, j < d such that t = Nd + j. By applying (8)
in its equivalent form (9) recursively, we get that
V (x(t)) = V (x(Nd+ j))
= V (x(((N − 1)d+ j) + d))
≤ ρ(V (x((N − 1)d+ j)))
= ρ(V (x(((N − 2)d+ j) + d)))
≤ ρ2(V (x((N − 2)d+ j)))
. . .
≤ ρN (V (x(j)))
≤ ρN (α2(‖x(j)‖)),
(12)
where ρN denotes the N–times composition of ρ. The solution
at time t = j is given by
x(j) = x(0) +
∫ j
0
f(x(s))ds,
for any j ≥ 0. Then
‖x(j)− x(0)‖ ≤
∫ j
0
‖f(x(s))− f(x(0)) + f(x(0))‖ds
≤
∫ j
0
‖f(x(s))− f(x(0))‖ds+∫ j
0
‖f(x(0))‖ds.
By using the local Lipschitz continuity property of f , with
L > 0 the Lipschitz constant, and the Lemma 1.3 we obtain
that
‖x(j)− x(0)‖ ≤
∫ j
0
L‖x(s)− x(0)‖ds+
∫ j
0
‖f(x(0))‖ds
≤
(∫ j
0
‖f(x(0))‖ds
)
eLj .
Thus,
‖x(j)‖ ≤ ‖x(0)‖+
(∫ j
0
‖f(x(0))‖ds
)
eLj =: Fj(‖x(0)‖).
Then Fj(‖x(0)‖) ≤ Fd(‖x(0)‖), for all j ∈ [0, d]. By
the standing assumptions on f it results that Fd(‖x(0)‖) is
continuous with respect to x(0). Furthermore, Fd(0) = 0,
Fd(s) is positive definite and continuous and Fd(s) → ∞,
when s → ∞, for any s ≥ 0. By applying Lemma 1.2
to Fd(‖x(0)‖) we obtain that there exists a function ω ∈
K∞ such that Fd(‖x(0)‖) ≤ ω(‖x(0)‖), and consequently,
‖x(j)‖ ≤ ω(‖x(0)‖), for all 0 ≤ j < d. Thus, with
αˆ2 := α2 ◦ ω and ρˆ := ρ−1 we get that
V (x(t)) ≤ ρN (αˆ2(‖x(0)‖)) = ρ
t−j
d (αˆ2(‖x(0)‖))
≤ ρb td c−1 ◦ αˆ2(‖x(0)‖)
= ρb
t
d c ◦ ρ−1 ◦ αˆ2(‖x(0)‖)
≤ ρb td c ◦ ρˆ ◦ αˆ2(‖x(0)‖), ρˆ ∈ K∞
=: βˆ(‖x(0)‖, t).
Without loss of generality we can assume that ρ is a one–to–
one (injective) and onto (surjective) function, thus invertible
since, by hypothesys, S is compact. Furthermore, since ρ is
continuous, then by [30, Theorem 3.16], ρ−1 is continuous.
Additionally, ρ−1(0) = ρ−1(ρ(0)) = 0. Thus, there exists
a function ρˆ ∈ K∞, such that ρ−1 ≤ ρˆ, as follows from
Lemma 1.2. We can conclude that βˆ ∈ KL since ρˆ ◦ αˆ2(s) ∈
K∞ and ρb td c ∈ L.
Finally,
‖x(t)‖ ≤ α−11 (βˆ(‖x(0)‖, t)) =: β(‖x(0)‖, t),
for all x(0) ∈ S and for all t ∈ R≥0, thus we have obtained
KL–stability in S.
A similar result was derived in [31, Proposition 2.3], which
offers an alternative to the periodic decrease condition in
[23] (here (8)), by requiring the minimum over a finite time
interval of a positive definite function of the state to decrease.
Condition (2.2) in [31] always implies a decrease after a finite
time interval, but it allows the length of the time interval to
be state dependent. Proposition 2.3 of [31] shows that such
a relaxed finite time decrease condition implies KL-stability
and exponential stability (under the usual global exponential
stability assumptions plus a common time interval length for
all states).
We proceed by providing a converse finite–time Lyapunov
function for KL–stability in a compact set S.
B. Alternative converse theorem
Assumption 2.1: There exists a KL–function β satisfying
(2) for the system (1) such that
β(s, d) < s (13)
for some positive d ∈ R and all s > 0.
Theorem 2.2: If the origin is KL–stable in some invariant
subset of Rn, S2 for the system (1) and Assumption 2.1 is
satisfied, then for any function η ∈ K∞ and for any norm
‖ · ‖, the function V : Rn → R≥0, with
V (x) := η(‖x‖), ∀x ∈ Rn (14)
satisfies (7) and (8).
Proof: Let the pair (β, d) be such that Assumption 2.1
holds. Then, by hypothesis we have that:
η(‖x(t+ d)‖) ≤ η(β(‖x(t)‖, d))
≤ η(β(η−1(V (x(t))), d))
:= ρ(V (x(t))),
where ρ = η(β(η−1(·), d)), for all initial conditions x(0) ∈ S.
By Assumption 2.1, we obtain that there exists a d > 0 such
that ρ < η(η−1(·)) = id, Thus, we get
V (x(t+ d))− ρ(V (x(t))) ≤ 0, ∀x(0) ∈ S.
From Lemma 2.1 this implies that (8) holds. Since V is defined
by a K∞ function, then let α1(s) = α2(s) = η(s) such that
(7) holds.
In [31, Remark 2.4], a converse result for KL–stable systems is
derived, in terms of the finite decrease condition (2.2) therein.
More precisely, it is shown that if the KL–stability property
holds, then any positive definite function satisfies inequality
(2.2) in [31]. Compared to the converse results of [31], the
2Invariance is needed in order for (9) to hold for all t ≥ 0.
converse theorem above shows that a stronger condition holds
(inequality (8) with a common finite time d for all states x(t))
under Assumption 2.1.
Consider the function defined as
W (x(t)) :=
∫ t+d
t
V (x(τ))dτ, (15)
for any V that satisfies (7) and (8).
Generally, in standard converse theorems the function ϕ1
which defines the LF is a particular, special K∞ function.
In the proposed finite–time converse theorem, η is any K∞
function, which allows for more freedom in the construction.
In turn, the developed finite–time converse theorem will be
used to obtain an alternative converse Lyapunov theorem.
Lemma 2.2: A continuously differentiable function V :
Rn → R≥0 satisfies (7) and (8) for (1) and some d > 0,
if and only if the function W as defined in (15) with the same
d > 0 is a Lyapunov function for the system (1).
Proof: Let there be a function V satisfying (7) and (8).
V is continuous, thus it is integrable over any closed, bounded
interval [t, t+d], t ≥ 0. By Theorem 5.30 in [30], this implies
that W (x(t)) is continuous on each interval [t, t+ d], for any
t. Since V is also positive definite, by integrating over the
bounded interval [t, t+ d] the resulting function W (x(t)) will
also be positive definite.
Additionally, limx→∞ V (x) = ∞, thus, limx→∞W (x) =
∞ and the result in Lemma 1.2 can be applied. Therefore,
there exist two functions αˆ1, αˆ2 ∈ K∞ such that
αˆ1(‖x‖) ≤W (x) ≤ αˆ2(‖x‖), ∀x ∈ Rn, (16)
holds. Next, by making use of the general Leibniz integral
rule, we get that
d
dt
W (x(t)) =
∫ t+d
t
d
dt
V (x(τ))︸ ︷︷ ︸
=0
dτ+
V (x(t+ d)) ˙(t+ d)− V (x(t))t˙
=V (x(t+ d))− V (x(t)) ≤ −γ(‖x(t)‖).
Thus, W is a Lyapunov function for (1).
Now assume that W is a Lyapunov function for (1), i.e.
(16) holds and for γ ∈ K it holds that
W˙ (x) ≤ −γ(‖x‖), ∀x ∈ S.
By the same Leibniz rule, we know that W˙ = V (x(t+ d))−
V (x(t)), thus the difference V (x(t+d))−V (x(t)) is negative
definite, i.e. (8) holds. Now we have to show that (7) holds.
Assume that there exists an x(t) ∈ S, x(t) 6= 0, such that
V (x(t)) ≤ 0. Then, this implies that
V (x(t+ d)) < V (x(t) ≤ 0,
and furthermore, V (x(t+ id)) < V (x(t+ (i− 1)d)) < . . . <
V (x(t+ 2d)) < V (x(t+ d)) < V (x(t)) ≤ 0, for all integers
i > 0, due to d-invariance of S and the assumption that x(t) ∈
S . Then,
lim
i→∞
V (x(t+ id)) = −∞.
Since W is a LF for (1) in S, then the origin is KL–stable in
S , thus it implies that limi→∞ x(t + id) = 0. Then, because
the solution of the system (1) is a continuous function of time
and W is continuous, it follows that limi→∞W (x(t+ id)) =
W (0). Therefore, we have that
lim
i→∞
W (x(t+ id)) = lim
i→∞
∫ t+(i+1)d
t+id
V (x(τ))dτ
⇔
W (0) =
∫ ∞
∞
V (x(τ))dτ = V (x(∞)) = −∞,
which is a contradiction since W (0) = 0, thus V (x) must
be positive definite on S. By the definition of W , we have
that V must be a continuous function, because it needs to be
integrable for W to exist. By assumption, W is upper and
lower bounded by K∞ functions, thus for x → ∞, W (x) →
∞. This can only happen when V (x) → ∞. Thus, using a
similar reasoning as above, based on Lemma 1.2, this implies
that V is upper and lower bounded by K∞ functions, hence
(7) holds.
The next result summarizes the proposed alternative con-
verse LF for KL–stability in S, enabled by the finite–time
conditions (7) and (8).
Corollary 2.1: If the origin is KL–stable in some set S for
the system (1), with the KL–function β satisfying Assump-
tion 2.1 for some d > 0, then by Theorem 2.2 and Lemma 2.2,
for any function η ∈ K∞ and any norm ‖·‖, the function W (·)
defined as in (15) for the same d > 0, is a Lyapunov function
for the system (1).
The above corollary provides a continuous–time counterpart
of the converse result [24, Corollary 22]. The main line of
reasoning relies on the Assumption 2.1, which is the same
assumption needed for the discrete–time converse theorem.
The main technical differences with [24] lie in the proof
of Theorem 2.1, the construction (15) and the proof of
Lemma 2.2.
C. Remarks Massera construction
Notice that the function (15) with V (x) = η(‖x‖) corre-
sponds to a Massera type of construction, which in its original
form in [1] is defined as:
W (x(t)) =
∫ ∞
t
α(‖x(τ)‖)dτ, (17)
with α : R≥0 → R≥0 an appropriately chosen continuous
function. In [16] the construction above is recalled as
W (x(0)) =
∫ N
0
‖x(τ)‖2dτ, (18)
as an alternative to the construction in [22, Theorem 4.14],
where the limits of the integral are t and t + N . This type
of construction facilitated an extensive amount of converse
results. Also, the converse proof in [1] set up a proof technique
which is based on the so–called Massera’s Lemma [1, p. 716]
for constructing the function α in (17).
The formulation in [16] is based on the exponential stability
assumption, though an extension for the asymptotic stability
case is suggested. The extension relates to the construction
in (15), where instead of the function η, a nonlinear scaling
of the norm of the state trajectory is used. This scaling
function is to obtained from a KL estimate and Lemma 1.1 to
provide an exponentially decreasing in time upper bound for
the asymptotic stability estimate. In [17], a similar construction
to the one in (15) is proposed, namely
W (x(0)) =
∫ T
0
γ(x(τ))dτ, (19)
with T a positive, finite constant and γ a positive definite
function. While both the proposed construction in this paper
and the one in (19) rely on arbitrary functions of the state,
the main difference is in the choice of the integration interval,
with d being such that (8) holds for the arbitrary η function.
By using the finite–time function V , we provide an alter-
native to Massera’s construction via Corollary 2.1, whilst by
defining W as in (15) we allow for a KL–stability assumption
with the KL function satisfying (13). The freedom in choosing
any function of the state norm η ∈ K∞ in the proposed con-
struction facilitates an implementable verification procedure
which is detailed in Section IV and does not rely on a specific,
possibly more complex form for a LF, which can add to the
computational load.
III. EXPANSION SCHEME
In [32] a scheme for constructing LFs starting from a given
LF, which at every iterate provides a less conservative estimate
of the DOA of a nonlinear system of the type (1) was proposed.
The sequence of Lyapunov functions of the type
W1(x) = W (x+ α1f(x))
W2(x) = W1(x+ α2f(x))
... (20)
Wn(x) = Wn−1(x+ αnf(x)),
with αi ∈ R≥0, i = 1, 2 . . . , n leads to the DOA estimates set
inclusion
SW (c) ⊂ SW1(c) ⊂ . . . ⊂ SWn(c),
where SWi(c) := {x ∈ Rn |Wi(x) ≤ c}, i = 1, 2 . . . , n de-
note the largest level sets of the Lyapunov functions generated
by the expansion sequence (20) with SW (c) ⊂ S, where S is
the d–invariant set. Note that the largest level set of the LF W ,
included in the d–invariant set S is a subset of the true DOA of
the system (1). Thus, the expansion scheme (20) applied on a
computed W will provide a better estimate of the true shape of
the DOA contained in S. However, a less conservative initial
set S leads to a better estimate of the true DOA.
We propose to utilize the expansion idea in [32] to generate
a sequence of FTLFs, with the purpose to generate a more
appropriate d–invariant set. The next result follows as a
consequence of Lemmas 4-1 and 4-2 from [32].
Theorem 3.1: Let V be a FTLF, i.e. conditions (7) and (8)
hold with respect to the d–invariant set S. Furthermore let
V be continuously differentiable and define SV (c) := {x ∈
Rn |V (x) ≤ c} ⊂ S. Then, there exists an α ∈ R≥0 such that
for V1(x) = V (x+ αf(x)) and SV1(c) := {x ∈ Rn |V1(x) ≤
c}, it holds that SV (c) ⊂ SV1(c) and V (x+αf(x)) is a FTLF.
Proof: By hypothesis, V (x) is a continuously differen-
tiable FTLF, i.e. let V have continuous partial derivatives of
order r higher or equal to 1. Then by [33, p.190] and [32,
Lemma 2-1] we can write:
V1(x(t)) =V (x(t)) + αV˙ (x(t)) +
α2
2!
V¨ (x(t)) + . . .+
αr−1
(r − 1)!V
(r−1)(x(t)) +
αr
r!
V (r)(z(t)),
where V r denotes the r-th derivative of V , i.e. V (r)(x) =
∇(r−1)V (x)>f(x) and z(t) = x(t) + hαf(x(t)), for h ∈
[0, 1].
Let V (x(t)) = (V ◦x)(t) = ψ(t). Similarly, by the formula
[33, p.190, (8.14.3)], we have that
ψ(t+ d) =ψ(t) + dψ˙(t) +
d2
2!
ψ¨(t) + . . .
dr−1
(r − 1)!ψ
(r−1)(t)+
dr
r!
ψr(w),
where w = t + hd, h ∈ [0, 1] and ψ˙(t) = V˙ (x(t)) =
∇V (x)>f(x(t)). Then,
V (x(t+ d)) =V (x(t)) + dV˙ (x(t)) +
d2
2!
V¨ (x(t)) + . . .+
αr−1
(r − 1)!V
(r−1)(x(t)) +
αr
r!
V r(x(w)).
From the expressions of V1(x(t)) and V (x(t + d)), we can
write
V1(x(t)) ≤V (x(t)) + V (x(t+ d))− V (x(t))+
|α− d|V˙ (x(t)) + |α
2 − d2|
2!
V¨ (x(t)) + . . .+
|αr−1 − dr−1|
(r − 1)! V
(r−1)(x(t))+∣∣∣∣αrr! V r(z(t))− αrr! V r(x(w))
∣∣∣∣
≤V (x(t)) + V (x(t+ d))− V (x(t))+
|α− d|V˙ (x(t)) + |α− d|.
(21)
Since V (x(t + d)) − V (x(t)) < 0, there exists a β ∈ R>0
such that V (x(t + d)) − V (x(t)) < −β, for all x(0) ∈
S \ SV (c), where S \ SV (c) is a compact set containing no
equilibrium point. Furthermore, on the compact set S \SV (c),
 > 0 is a bound on the sum of higher order continuous terms
in the above expression. This is due to the fact that continuous
functions are bounded on compact sets. As such, we obtain
that
V1(x(t)) <V (x(t))− β + |α− d|(V˙ (x(t)) + )
Let |α − d| < α¯ and let V˙ (x(t)) +  ≤ ν, ν ∈ R>0 for all
x ∈ S \ SV (c) since every continuous function is bounded on
a compact set. Thus, we obtain that
V1(x(t)) < V (x(t)) + α¯ν − β.
If (α¯ν − β) < 0, hence for 0 < |α− d| < β/ν, it holds that
V1(x(t)) < V (x(t)).
Similarly as in [32, Lemma 4-1], this implies that SV (c) ⊂
SV1(c).
Next we will show that V1 is a FTLF. From Lemma 2.2 we
know that the function W (x(t)) =
∫ t+d
t
V (x(τ))dτ is a LF
for (1). From [32, Lemma 4-2] it is known that there exists
some α > 0 such that W1(x(t)) = W (x(t) + αf(x(t))) =∫ t+d
t
V (x(τ) + αf(x(τ)))dτ is a LF. This implies that there
exists some K–function γ˜(x(t)) such that
W˙1(x(t)) = V (x(t+ d) + αf(x(t+ d)))−
V (x(t) + αf(x(t)))
≤ −γ˜(x(t)),
where the Leibniz integral rule was used. This further implies
that V1(x(t+ d))− V1(x(t)) ≤ −γ˜(x(t)), thus V1 is a FTLF.
IV. VERIFICATION
A. The indirect approach
In Section II it has been shown that if the equilibrium
of a given system is KL–stable, then a method to construct
a Lyapunov function is provided by (15), for V (x) defined
by any function η ∈ K∞ and any norm. The method is
constructive starting with a given candidate d–invariant set
S and a candidate function V (x) = η(‖x‖). Due to the d–
invariance property of S, verifying condition (8) for the chosen
V is reduced to verifying
V (x(d))− V (x(0)) ≤ −γ(‖x‖) < 0, (22)
for all x(0) ∈ S. The difficulty in verifying (22) is given by
the need to compute x(d), for all x(0) ∈ S. However if x(d) is
known analytically, then it suffices to verify (22) for all initial
conditions in a chosen set S. Then the largest level set of W ,
defined as in (15), which is included in S, is a subset of the
true DOA of the considered system. The verification of (22)
translates into solving a problem of the type
max
x(0)
[V (x(d))− V (x(0))]
subject to x(0) ∈ S.
(23)
The regularity assumptions on the map describing the dynam-
ics (1) ensures that the solution is continuous for all t ∈ [0, d].
Furthermore, since V (x) = η(‖x‖) ∈ K∞ and the d–invariant
candidate set S is compact, the problem (23) will always
have a global optimum. A way to avoid solving (23) will be
indicated in Section IV-B.
When the analytical solution is not known, or obtaining
a numerical approximation is computationally tedious, as it
can be the case for higher order nonlinear systems, then we
propose the following approach starting from the linearized
dynamics of (1). In what follows we recall some relevant
properties of the map f with respect to its linearization. The
detailed derivations can be found in [22, Chaper 4.3]. Firstly,
by the mean value theorem it follows that
fi(x) = fi(0) +
∂fi
∂x
(zi)x, i = 1, . . . , n, (24)
where zi is a point on the line connecting x to the origin.
Since the origin is an equilibrium of (1),
fi(x) =
∂fi
∂x
(zi)x =
∂fi
∂x
(0)x+
(
∂fi
∂x
(zi)− ∂fi
∂x
(0)
)
x.
Then,
f(x) = Ax+ g(x), (25)
with
A =
∂f
∂x
(0) =
[
∂f(x)
∂x
]
x=0
,
gi(x) =
(
∂fi
∂x
(zi)− ∂fi
∂x
(0)
)
x.
Furthermore,
‖gi(x)‖ ≤ ‖∂fi
∂x
(zi)− ∂fi
∂x
(0)‖‖x‖
and ‖g(x)‖
‖x‖ → 0, as ‖x‖ → 0.
In this way, in a sufficiently small region around the origin
we can approximate the system (1) with x˙ = Ax.
The next result is an analog to Lyapunov’s indirect method
[22, Theorem 4.7], but in terms of the FTLF concept. The aim
is to provide a validity result for the FT condition (8) for the
nonlinear system (1), whenever a (global) FT type condition
is satisfied for the linearized system with respect to the origin.
Theorem 4.1: Let V (x) = ‖x‖ be a global FTLF function
for x˙ = Ax, i.e. there exists a d > 0 such that ‖eAd‖ < 1.
Additionally, let
edµ(A) − 1 = −ς, ς ∈ R>0 (26)
be satisfied. Then the following statements hold.
1. There exists a d–invariant set S for which V (x) is a FTLF
for (1).
2. There exists a set A ⊆ S for which
W (x) =
∫ d
0
V (x+ τf(x))dτ (27)
is a LF for (1).
Proof: We start by proving point 1. As indicated in [22],
from ‖g(x)‖‖x‖ → 0, as ‖x‖ → 0, it follows that for any δ > 0,
there exists an r > 0 such that ‖g(x)‖ < δ‖x‖, for ‖x‖ < r.
Thus, the solution of the system defined with the map in (25)
is bounded, whenever g(x) is bounded [25], as shown below.
‖x(d)‖ ≤ edµ(A)‖x(0)‖+
∫ d
0
e(d−τ)µ(A)‖g(x(τ))‖dτ
≤ edµ(A)‖x(0)‖+
∫ d
0
e(d−τ)µ(A)δ‖x(τ)‖dτ.
By applying the Bellman–Gronwall Lemma 1.3 to the inequal-
ity above, we obtain
‖x(d)‖ ≤ edµ(A)‖x(0)‖e
∫ d
0
e(d−τ)µ(A)δdτ
≤ edµ(A)‖x(0)‖eδ e
dµ(A)−1
µ(A)
≤ edµ(A)− ςδµ(A) ‖x(0)‖.
Thus, V (x(d)) ≤ ρV (x(0)), with ρ := edµ(A)− ςδµ(A) . For the
equivalent FT condition (9) to hold, ρ must be subunitary, and
equivalently
dµ(A)− ςδ
µ(A)
< 0. (28)
For equation (26) to hold, µ(A) must be negative. Thus, we
obtain that
δ ≤ dµ(A)
2
ς
, (29)
which provides an upper bound on δ, and thus on r. Conse-
quently, there exists a d–invariant set S ⊆ {x ∈ Rn | ‖x‖ <
r}.
As for the second item of the theorem, let us consider the
Dini derivative expression for W˙ (x(0)),
W˙ (x(0)) = D+W (x(0)) = lim sup
h→0+
W (x(h))−W (x(0))
h
.
Then,
D+W (x(0)) = lim sup
h→0+
[∫ h+d
h
V (x(0) + τf(x(0)))dτ−
h∫ d
0
V (x(0) + τf(x(0)))dτ
h
]
= lim sup
h→0+
[∫ d+h
d
V (x(0) + τf(x(0)))dτ−
h∫ h
0
V (x(0) + τf(x(0)))dτ
h
]
= 3 V (x(0) + df(x(0)))− V (x(0))
<V (x(d))− V (x(0)) ≤ −γ(‖x(0)‖),
where we used the fact that V1(x(t)) < V (x(t)) shown in
the proof of Corollary 3.1.
In the theorem above, due to the equivalence result in
Lemma 2.2, existence of a FTLF V is equivalent to existence
of a true LF W defined as in (15). Since V is only valid in the
region around the origin defined by δ, W will also be a valid
LF in some subset of that region. However, the expression of
W in (15) still involves knowing the solution x(d). In this
case, relying on the solution of the linearized system might
lead to conservative approximations of the DOA. In view of
the fact that we want to construct LFs that lead to relevant
DOA estimates, the construction in (27) is more suitable as it
includes the nonlinear vector field.
The condition in (26), essentially requires that there should
exist a (weighted) norm for which the induced logarithmic
norm of the matrix obtained by evaluating the Jacobian as-
sociated to (1) at the origin is negative. The choice of the
norm inducing the matrix measure is dictated by the choice
of the norm defining the FTLF V (x). A similar condition
has been introduced in [34] for characterizing infinitesimally
contracting systems on a given convex set X ⊆ Rn. Therein,
the logarithmic norm of the Jacobian at all points in the set X
is required to be negative.
3Here we applied L’Hospital rule together with Leibniz integral rule.
B. Computational procedure
1) Compute a d for which the finite–time condition holds
for the linearized system with respect to the origin: Let
δ˙x =
[
∂f(x)
∂x
]
x=0
δx,
be the linearized system. Then condition (22) can be verified
as:
η(‖ed[ ∂f(x)∂x ]x=0x(0)‖)− η(‖x(0)‖) < 0,
for all x(0) in some compact, proper set S. As such, for a
given value of d, (22) can be verified via a feasibility problem.
If η = id then the feasibility problem above translates into
verifying the matrix norm condition:
‖ed[ ∂f(x)∂x ]x=0‖ < 1. (30)
Note that if there exists a d > 0 such that the condition (26)
holds for some ς > 0, then condition (30) is implicitly satisfied
since it holds that ‖edA‖ ≤ edµ(A) for some real matrix A [25].
2) Compute W (x):
W (x) =
∫ d
0
V (x+ τf(x))dτ. (31)
In this construction we exploit the results in Corollary 3.1 and
Theorem 4.1, which guarantee that V (x + τf(x)) remains a
FTLF for (1) for all τ ∈ [0, d].
3) Find the best DOA estimate of (1) provided by W :
Let C be such that the set {x ∈ Rn |W (x) ≤ C} is
included in the set {x ∈ Rn | ∇>Wf(x) = 0}. Finding C,
implies solving an optimization problem, which involves rather
complex nonlinear functions. However feasibility problems
(for example by using bisection) can be solved successfully
to obtain the best C which leads to a true DOA estimate. The
feasibility problem is as follows:
max
x
∇>W (x)f(x)
subject to W (x) ≤ C,
(32)
for a given C value. The largest C value for which W˙ (x)
remains negative renders the best DOA estimate provided
by a true LF W (x), which is valid for (1) since W˙ (x) =
∇>W (x)f(x). The optimization problem (32) is standard in
checking validity regions of LFs aposteriori to construction.
For more details, see [35] or [36].
The bound (29), via r, provides an implicit, a priori theo-
retical indication of the region where W is a valid Lyapunov
function, or in other words of a subset of the DOA. An explicit
estimate can be obtained a posteriori to computing W by
solving the problem above.
4) Further improve the DOA estimate by expansion of W :
The DOA estimate obtained above can be further improved by
making use of expansion methods as introduced in [32]. More
specifically, the expansion method states that the C–level set
of W1(x) = W1(x + αf(x)) for some α ∈ R>0 is a subset
of the true DOA of the considered system and it will contain
the estimate of the DOA obtained by the C–level set of W .
In summary, the proposed method starts by verifying the
finite–time decrease condition (22) for a candidate function
V (x) = η(‖x‖), η ∈ K∞ and a candidate d–invariant set
S . The simplest way to do this, while avoiding solution
approximations, given in the first step of the computation
procedure above, is to verify (22) globally (x ∈ Rn) for the
linearization of (1) around the origin. Then, it is known by
Theorem 4.1, that there exists a set S ⊆ {x ∈ Rn | ‖x‖ < r}
which is d–invariant, such that (22) holds for the true nonlinear
system.
Next, in the second step of the procedure, W is computed
via the analytic formula (31), which yields an educated guess
of a true LF. Thus, the final check in the third step is a
verification of the standard Lyapunov condition on W , with
W known, and with the aim to maximize the level set C of
W where the condition is satisfied.
In contrast, most of the other proposed methods in the
literature, compute the LF W simultaneously with verifying
the derivative negative definiteness condition, which is in a
general a more difficult task, even because it is not clear how
to select a non–conservative W .
V. EXAMPLES
A. An illustrative example with no polynomial LF
Consider the system
x˙1 = −x1 + x1x2 (33)
x˙2 = −x2,
with solutions x1(t) = x1(0)e(x2(0)−x2(0)e
−t−t) and x2(t) =
x2(0)e
−t. In [37] it has been shown that the system is GAS
by using the Lyapunov function VGAS(x) = ln (1 + x21) +
x22. Furthermore, it has been shown that no polynomial LF
exists for this system. We will illustrate our converse results
on this system and we will show that the proposed constructive
approach leads to local approximations of the DOA that cover
a larger area of the state space compared to similar sublevel
sets of VGAS . Since the system is GAS, then it is KL–stable
with S = Rn, and by Theorem 2.2 we have that for any
function η ∈ K∞, there exists a set S ⊆ Rn and a scalar d such
that the function V (x) = η(‖x‖), for any x ∈ S is a FTLF
for the system (33). Consider the set X := {x ∈ Rn | ‖x‖∞ ≤
4}, which is displayed in Figure 1 with the black contour.
Pick V (x) = x>Px, where P = ( 0.1 00 0.1 ) . For this choice
of V , the feasibility problem (23) was solved using the sqp
algorithm with fmincon. Since all involved functions are
Lipschitz and we considered a polytopic, compact candidate
set S, the problem (23) has a global optimum. Thus condition
(22) and consequently, (8) holds for d = 2.4 for any x ∈ S
where S is the largest level set of V included in the set X; S
is shown in Figure 1(a) in red. By Lemma 2.2, we obtain that
W (x(t)) =
∫ t+d
t
x(τ)>Px(τ)dτ
is a Lyapunov function for (33), for any t ∈ R≥0. From (22)
and the equivalence result in Lemma 2.2, it is sufficient to
compute W (x(0)). Since the system is GAS, any scaling of
the set S will satisfy (8), however with a bigger d, due to
the nonlinear dynamics. For the computed d and chosen S
and V , let SV (CV ) denote the largest level set of V included
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(a) The set X–black, the set S defined by the
level set CV = 1.6 of FTLF V –red and the
level set defined by CW = 0.415 of the LF
W–blue together with the vector field plot of
(1).
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(b) The same sets as in Figure 1(a) together
with the level set defined by CW1 = 1.5 of
W1–green.
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(c) Comparison plot: W (x) = 0.415–blue,
W1(x) = 1.5–green and VGAS = 3–gray.
Fig. 1. Plots of the level sets of the function V , W and W1 computed for
(1).
in S. Then, the largest level set of W in SV (CV ) will be
a subset of the true DOA of the system. In Figure 1(a) we
show the level set of W defined by CW = 0.415 in blue.
Next, we will illustrate also the expansion method. Consider
W1(x(t)) = W (x(t) + α1f(x(t)), with α1 = 0.1. The level
set defined by W1(x) = CW1 , where CW1 = 1.5 is shown in
Figure 1(b) in green. Note that, by construction, W1(x) = 1.5
is not restricted to the black set anymore. For the sake of
comparison we show in Figure 1(c) a plot of level sets of the
two computed functions, W and W1 and a relevant level set
value of the logarithmic LF VGAS .
B. 3D example from literature
We consider the system in [38, Example 5], described by
x˙1 = x1(x
2
1 + x
2
2 − 1)− x2(x23 + 1)
x˙2 = x2(x
2
1 + x
2
2 − 1) + x1(x23 + 1) (34)
x˙3 = 10x3(x
2
3 − 1).
For this system a piecewise affine LF was
Fig. 2. Plot of the the level set W (x) = 0.19–green and the DOA
approximation from [38]–red.
Fig. 3. Validation of level set of W : ∇>Wf = 0–red, level set of W (x) =
0.19–green.
computed in [38], resulting in the DOA plotted
in Figure 2 with red. This plot can be found at
www.ru.is/kennarar/sigurdurh/MICNON2015CPP.rar. The
blue dots in the figure represent the infeasibility points from
computing the piecewise affine LF.
For this system, we do not know an analytic expression for
x(d). Thus, we apply the steps described in Section IV-B for
verification starting with the linearized dynamics. Let V (x) =
x>Px where P is the identity matrix. Then, the condition
(30) holds with d = 0.2. In Figure 3 the level set defined by
W (x) = 0.19 is plotted with green (inner set) together with
the zero level set of W˙ (x) in red. The value of C = 0.19 was
obtained by solving the feasibility problem (32). In Figure 2
we show the level set W (x) = 0.19 and a trajectory of the
system (34), initialized in x0 = [0.5933 − 0.3636 − 0.6869]>
with W (x0) = 0.1198, which is one of the infeasible points
in [38]. As for computation time, the example was worked
out using MatlabR2015b, on a MacBookPro 2,8GHz Intel
Core i5 processor and resulted in total computation time of
21.2712s, while solving the problem (32) takes 15.2496s using
fmincon with the optimization algorithm sqp. Finding the
expression of W takes 0.1726s.
C. Nonpolynomial 2D system–the genetic toggle switch
Consider the genetic toggle switch in Escherichia coli
constructed in [39],
x˙1 =
α1
1 + xβ2
− x1
x˙2 =
α2
1 + xγ1
− x2. (35)
The genetic toggle switch is a synthetic, bistable gene–
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Fig. 4. Level sets of the computed LFs corresponding to E1–blue and E3–
red for the toggle switch system (35) together with vector field plots.
regulatory network, constructed from any two repressible pro-
moters arranged in a mutually inhibitory network. The model
(35), proposed in [39], was derived from a biochemical rate
equation formulation of gene expression. For this model, the
set of parameters for which bistability is ensured is especially
of interest, as it accommodates the real behavior of the toggle
switch. The implications of the toggle switch circuit as an
addressable memory unit are in biotechnology and gene ther-
apy. When at least one of the parameters β, γ > 1, bistability
occurs. In (35), x1 denotes the concentration of repressor 1,
x2 is the concentration of repressor 2, α1 is the effective
rate of synthesis of repressor 1, α2 is the effective rate of
synthesis of repressor 2, β is the cooperativity of repression of
promoter 2 and γ is the cooperativity of repression of promoter
1. The rational terms in the above equations represent the
cooperative repression of constitutively transcribed promoters
and the linear terms represent the degradation/dilution of the
repressors.
The two possible stable states are one in which promoter 1
transcribes repressor 2 and one in which promoter 2 transcribes
repressor 2. Let the parameters be defined by α1 = 1.3,
α2 = 1, β = 3 and γ = 10. For this set of parameters
the stable equilibria are E1 =
(
0.668 0.9829
)
and E3 =(
1.2996 0.0678
)
, which correspond to the cases in which
promoter 1 transcribes repressor 2 and in which promoter 2
transcribes repressor 1, respectively. The unstable equilibrium
is E2 =
(
0.8807 0.7808
)
. The separation between the DOAs
corresponding to E1 and E3 is achieved by the stability bound-
ary or separatrix. It is known that the unstable equilibrium E2
belongs to the stability boundary [40].
The problem of computing the DOAs of the two stable
equilibria was previosuly addressed by means of PWA ap-
proximating dynamics in [41] by computing reachable sets
via a linear temporal logic formalism, however the method
is very computationally expensive even for such a system
with two states. By following the procedure in Section IV-B,
the DOAs corresponding to E1 and E3 where computed and
are shown in Figure 4. Note that the computation procedure
needs to be carried out for each system resulting by translating
each nonzero equilibrium to the origin. For each system
corresponding to E1 and E3, a quadratic FTLF candidate
was considered, where the matrix P is the solution of the
classical Lyapunov inequality A>P + PA < −I , where I
denotes the identity matrix and A =
[
∂f(x)
∂x
]
x=Ei
for each
i = 1, 3. The blue level set defined by C1 = 0.07 and d = 1.2
corresponds to E1 and the black level set defined by C3 = 0.8
and d = 0.4 corresponds to E3. The trajectories starting from
initial conditions close to the stability boundary will go to E2
and from there via its unstable directions, they will converge
either to E1 or E3. As shown in Figure 4, the DOA estimates
go very close to E2 (red), thus close to the stability boundary.
However, the computed sets seem conservative with respect to
the directions of the vector fields for initial conditions far from
the equilibria in the positive orthant. This is due to the fact that
higher level sets of the corresponding LFs would intersect with
the unstable equilibrium and violate the stability boundary. In
fact, this is not an issue for the toggle switch as the real–life
behavior is centered around the three equilibria and stability
boundary.
D. Nonpolynomial 3D system–the HPA axis
The following model has been proposed in [42] to illustrate
the behavior of the Hypothalamic-Pituitary-Adrenal (HPA)
axis.
x˙1 =
(
1 + ξ
xα3
1 + xα3
− ψ x
γ
3
xγ3 + c˜
γ
3
)
− w˜1x1
x˙2 =
(
1− ρ x
α
3
1 + xα3
)
x1 − w˜2x2 (36)
x˙3 = x2 − w˜3x3.
The HPA axis is a system which acts mainly at maintaining
body homeostasis by regulating the level of cortisol. The
three hormones involved in the HPA axis are the CRH (x1),
the ACTH (x2) and the cortisol (x3). For certain parameter
values the system (36) has a unique stable equilibrium, which
relates to cortisol level returning to normal after periods of
mild stress in healthy individuals. When the parameters are
perturbed, bifurcation can occur which leads to bistability.
The stable states correspond to hypercortisolemic and
hypocortisolemic equilibria, respectively. For the parameter
values w˜1 = 4.79, w˜2 = 0.964, w˜3 = 0.251, c˜3 = 0.464,
ψ = 1, ξ = 1, ρ = 0.5, γ = α = 5, the HPA system
has three equilibria, E1 =
(
0.1170 0.1199 0.4778
)
,
E2 =
(
0.2224 0.2017 0.8039
)
and E3 =(
0.7833 0.4316 1.7196
)
, with E1 and E3 stable and
E2 unstable. By following the same steps as those indicated
in the case of the toggle switch system, for the E1 equilibrium
Fig. 5. Level sets of the computed LFs corresponding to E1–green and
E3–black for the HPA system (36).
the level set defined by C1 = 0.08 and d = 0.4 is plotted in
Figure 5 (the lower set) and for the E2 equilibrium the level
set defined by C2 = 1 and d = 0.4 is plotted in Figure 5 (the
upper set).
It is worth noting that for this system, the logarithmic
norm defined by taking the 2–norm, µ2(A) is positive, with
A =
[
∂f
∂x
]
x=E1
. Thus, equality (26) will not be satisfied.
However, since the considered FTLF is V (x) = x>Px, then
the weighted logarithmic norm satisfies µ2,P (A) < 0.
E. Nonpolynomial 3D system–the repressilator
Regulatory molecular networks, especially the oscillatory
networks, have attracted a lot of interest from biologists and
biophysiscists because they are found in many molecular
pathways. Abnormalities of these processes lead to various
diseases, from sleep disorders to cancer. The naturally occur-
ring regulatory networks are very complex, so their dynamics
have been studied by highly simplified models [43], [44].
These models are particularly valuable because they can
provide an understanding of the important properties in the
naturally occurring regulatory networks and, thus, support the
engineering of artificial ones. Moreover, these rather simple,
models can describe behaviors observed in experiments rather
well [44].
An example of such a network is the repressilator. Its genetic
implementation uses three proteins that cyclically repress the
synthesis of one another. A model for the reprissilator was first
(a) The level set W (x) = 0.32–
blue and W˙ = 0–red.
(b) The level set W (x) = 0.32
and some trajectories of (37).
Fig. 6. Computation of the DOA of E = (1.516, 1.516, 1.516) for (37).
proposed in [44] and we consider here the simplified version
from [43]:
x˙1 =
α
1 + xβ2
− x1
x˙2 =
α
1 + xβ3
− x2 (37)
x˙3 =
α
1 + xβ1
− x3.
The states x1, x2, and x3 are proportional to protein concentra-
tions. All negative terms in the right-hand side represent degra-
dation of the molecules. The nonlinear function h(x) = 1
1+xβ
reflects synthesis of the mRNAs from the DNA controlled by
regulatory elements called promoters. β is called cooperativity
and reflects multimerization of the protein required to affect
the promoter. The three proteins are assumed to be identical,
rendering the model symmetric and the order in choosing the
states x1, x2 and x3 does not influence the analysis outcome.
In [43] it was shown that for α > 0 and β > 1, there is
only one equilibrium point for the system (37), of the type
E = (r, r, r), where r satisfies the equation rβ+1+r−α = 0.
For the values α = 5 and β = 2, r = 1.516 and
the eigenvalues of its corresponding linearized matrix are
λ = (−2.3936,−0.3032 + 1.2069i,−0.3032 − 1.2069i). By
following the procedure in Section IV-B with the FTLF
candidate V (x) = x>Px, with P the identity matrix the
value d = 0.4 was obtained. For the obtained function
W =
∫ d
0
V (x + τf(x))dτ the level set given by C = 0.32
was checked to be a subset of the true DOA of the system
and it is plotted in Figure 6(a) with blue. The zero level set
of W˙ = ∇W>f(x), where f(x) denotes the map describing
(37) is plotted in Figure 6(a) with red. In Figure 6(b) the level
set W (x) = 0.32 is shown together with some trajectories of
(37).
F. Trigonometricc nonlinearity–the whirling pendulum
We consider the system below, which was studied in [45]
with the purpose to compute the DOA of the zero equilibrium.
x˙1 = x2 (38)
x˙2 =
−kf
mb
x2 + ω
2 sin(x1) cos(x1)− g
lp
sin(x1),
where x1 is the angle with the vertical, kf = 0.2 is the
friction, mb = 1 is the mass of the rigid arm , lp = 10 is
the length of the rigid arm, ω = 0.9 is the angular velocity
and g = 10 is the gravity acceleration. Therein a polynomial
LF was computed, whose level set rendering a DOA estimate
is shown in Figure V-F with the black contour. Following the
same steps as in the previous examples, a Lyapunov function
W was computed on basis of the FTLF V (x) = x>Px,
with P =
(
3.6831 2.3169
2.3169 14.7694
)
and d = 1.1. The level set
C = 3.55 of W (x) defines an estimate of the true DOA of
the origin equilibrium of (38) and it is shown with blue in
Figure V-F together with a vector field plot of the system.
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Fig. 7. Level set of W for C = 3.55 computed for (38) with d = 1.1,
plotted in blue, its corresponding derivative–red and the level set computed
in [45] with the toolbox smrsoft.
G. Trigonometric nonlinearity–multiple equilibria
Consider the system:
x˙1 = x2
x˙2 = 0.301− sin(x1 + 0.4136)+
0.138 sin 2(x1 + 0.4136)− 0.279x2,
with the stable equilibrium E1 = (6.284098 0)>, and the
x1
x
2
−2 0 2 4 6 8 10 12
−4
−3
−2
−1
0
1
2
3
4
Fig. 8. The level set W (x) = 5–blue, its derivative W˙ = 0–red, the stable
equilibrium E1–blue and the unstable ones E1, E2–black together with the
vector field plot for (39).
unstable ones E2 = (2.488345 0)>, E2 = (8.772443 0)>.
This system was studied in [40] with the purpose to compute
the stability boundary of E1. By applying the steps described
in Section IV-B for verification starting with the linearized
dynamics, for V (x) = x>Px where P =
(
1.6448 0.3430
0.3430 2.1255
)
,
the condition (30) holds with d = 0.8. The resulting LF W =∫ d
0
V (x+τf(x))dτ leads to the DOA estimate defined by C =
5 and plotted in Figure V-F with blue contour. The zero level
set of the corresponding derivative W˙ = ∇W (x)>f(x) = 0
is shown with red.
VI. CONCLUSIONS
We have provided a new Massera type of LF which is
enabled by imposing a finite–time condition on an arbitrary
candidate function defined by a K∞–function of the state
norm. As the finite–time condition is verifiable numerically,
this definition of the LF allows for an implementable algorithm
towards obtaining nonconservative DOA estimates. Compared
to classical constructions which require for finite time interval
integration exponential stability or they allow for KL–stability
by imposing a specific function under the integral, we provide
an approach which provides two more degrees of freedom. On
one hand, we allow for KL–stability (under Assumption 2.1)
and on the other hand the construction of the LF is based on
any K∞ function of the norm of the solution of the system. For
future work we are considering building a Matlab toolbox for
computing LFs and DOA estimations for nonlinear systems.
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