We develop a method for parameter evaluation from incomplete data. Improved estimates of the desired parameters are evaluated step by step, from experiment to experiment by using both Bayesian and informational methods. We make dynamical, improved predictions while the experiments are still going on and keep and interpret information about local fluctuations, which is lost on applying global techniques. The input of information in small packets leads to semi-analytic methods for data processing. An evolution criterion for parameter evaluation, similar to Fisher's theorem of population selection, is derived. We develop direct processing methods, which can be applied to low dimensional systems, semi-analytic methods based on direct or double logarithmic phase expansions, steepest descent approaches, variation and perturbation methods. The techniques are illustrated by developing a method of long-term planning of treatments with oral anticoagulants based on limited clinical data. The efficiency of treatment by oral anticoagulants depends strongly on various anthropometric and genotypic factors, which lead to large variations of the clinical response. We use the clinical data, which accumulates from medical consultations, for extracting improved, incremental information about the statistical properties of the kinetic and anthropometric parameters for a given patient, which in turn is used for making repeated, improved clinical predictions as the treatment proceeds.
V arious scientific problems involve the evaluation in time and/or space of parameters, which are not direct observables. The input information is contained in observables, which depend on the desired parameters, deterministically or stochastically. In many cases the dynamics of the process is not properly known and the available experimental data is either/both incomplete and inaccurate. Estimation theory (1) is a branch of statistics and signal processing that deals with these types of problems. Even though there are applications in physics and chemistry, estimation theory is usually not part of the training of a physicist or a chemist. In this paper we develop an approach which bridges the gap between statistical physics and estimation theory, by emphasizing a probabilistic scientific approach (2) . Suitable examples of our approach are reaction-diffusion processes in random environments where the rate and transport coefficients are random, large biochemical networks in in vivo conditions, genetic systems involving multiple genes, gene regulation networks, etc. In this paper, we present a case study of the population pharmacology of anticoagulants.
Statistical Mechanical Approach to Incremental Estimation
We consider a process characterized by a set of parameters w ϭ (w 1 , . . . , w m ); w ϭ w() is in general a field, that is, it depends on a state vector such as a position vector, ϭ (r), in real space, the time, ϭ (t), the space-time continuum, ϭ (r, t), or an abstract state space. Parameters w may be time and spacedependent rate or transport coefficients for a transformation and transport process occurring in a random environment, or growth and migration coefficients for human populations in genetics. The experimental observables c ϭ (c 1 , . . . , c m ) ϭ c() are also fields depending on a position vector , such as concentrations, population densities, gene frequencies, etc. We assume that the experiments are incremental, that is, they involve more and more numbers of state vectors. The incremental nature of an experiment is obvious if the position vector is the time, ϭ (t); in this case, successive measurements q ϭ 1, 2, . . . , take place at different times and as time increases, each measurement adds new information. The experiments can be carried out in an incremental way, even if the possible position vectors cannot be ordered. For example, in genetic studies of a given mutation, information from different countries can be collected and processed incrementally.
From successive measurements q ϭ 1, 2, . . . , we collect incremental information about the vector c ϭ c() at different positions ϭ 1 , 2 , . . . , and we want to estimate the properties of the parameters w ϭ w(). In general, the data collected is not enough for the evaluation of w ϭ w(). Our purpose is to fill out the gaps in the data and come up with an estimation approach, which replaces our ignorance by an unbiased guess. Such an unbiased guess can be based on the optimization of the information gain between two successive measurements. We denote by W ϭ [w( u )] uϭ1, . . . ⌺ and C ϭ [c( u )] uϭ1, . . . ⌺ the matrices of the parameters and of the observables, where ⌺ is the total number of position vectors used in our description of the system and introduce the corresponding probability densities P X (q) (X), X ϭ W,C with the normalization conditions ͐P X (q) (X)dX ϭ 1, X ϭ W,C; we also introduce the joint probability densities R WC (q) (W; C) with ͐R WC (q) (W; C)dWdC ϭ 1 as well as the conditional probabilities B W͉C (q) (W͉C) and B C͉W (q) (C͉W) with and ͐B W͉C (q) (W͉C)dW ϭ 1, ͐B C͉W (q) (C͉W )dC ϭ 1, respectively. The information gained for the random matrices W and C from the qth to the (q ϩ 1)th measurement are given by:
We search for the extremum of W (qϩ1) , subjected to two types of constraints: ͐P w (qϩ1) (W)dW ϭ 1, which expresses the normalization condition for P W (qϩ1) (W), and P C (qϩ1) (C) ϭ ͐R WC (qϩ1) (W; C)dW ϭ ͐B C͉W (qϩ1) (C͉W)P W (qϩ1) (W)dW, which expresses the fact that the probability density P C (qϩ1) (C) of the measured quantities can be expressed as an integral of the joint probability density R WC (qϩ1) (W; C) ϭ B C͉W (qϩ1) (C͉W)P W (qϩ1) (W) of the observables C and the parameters W over all possible values of the parameters W. This type of extremum problem is similar to the information approach to nonequilibrium statistical ensembles of the Zubarev-McLennan type (3) (4) (5) . Its solution is:
where
are partition functionals and (qϩ1) (C) are test functions, originating from Lagrange multipliers, which are the solutions of the functional equations
[
4]
The ensemble average ͗…͘ w is taken over all possible values of W. Eqs. 2-4 provide a prescription for the incremental evaluation of the statistical properties of the parameters W. From measurement to measurement, the probability densities P W (qϩ1) (W) are scaled by multiplicative factors, which depend on the parameters W, and then renormalized by a partition functional, which plays the role of preserving the normalization condition for the probability densities. We represent the scaling factors as products of amplitude and phase terms:
exp(Ϫ (q) (W)). T W (q) (W) are nonnegative; to preserve the nonnegativity of the probability densities, the exponentials exp(Ϫ (q) (W)) are real, and from Eq. 2 it follows that the phase factors are given by (q) (W) ϭ ͐B C͉W (qϩ1) (C͉W) (qϩ1) (C)dC. They are real and can be either positive or negative; due to the presence of the partition functionals in Eq. 2, the values of the amplitude factors are irrelevant. Eqs. 2 and 3 turn into a simpler form:
Eqs. 5 and 6 can be also derived by using a Bayesian method (6) . The conditional probability density B W͉C (q) (W͉C) at the qth measurement can be considered as an a posteriori, unconditional probability density for the next, (q ϩ 1)th measurement, (2), is smaller than the total information gain,
is different from the information divergence computed from the probability density P W (qϩ1) (W) at the (q ϩ 1)th experiment and the probability density P W (1) (W) at the first experiment. These assumptions of smallness lead to semianalytic approaches for the incremental processing of experimental data.
Eqs. 5 and 6 have a similar structure as the evolution equations for gene frequencies in population genetics, which suggests the existence of an evolution criterion similar to Fisher's fundamental theorem of natural selection (7) (8) (9) . We introduce the distortion factor (q) (W) ϭ exp(Ϫ (q) (W))Ϫ1, which is a measure of the rate of change of the probability density of W from the qth to the (q ϩ 1)th experiment, and is the analog of the intrinsic rate of growth of a genotype from the qth to the (q ϩ 1)th generation. Similarly, Ϫ (q) (W) is the analog of the intrinsic rate of growth of a genotype; for small changes of the probability density, we have (q) (W) ϭ Ϫ (q) (W). The variation of the average values (q) (W) or (q) (W) are mean fitness variables that provide information about the evolution of the process of incremental evaluation of state probabilities. By using Eqs. 5 and 6, we can derive the following relation for the variation of the average value of the distortion (q) (W) from experiment to experiment:
where ͗⅐ ⅐ ⅐ ⅐͘ q ϭ ͐ . . . . P W (q) (W)dW. Eq. 9 is a generalized Fisher theorem that states that the variation of the growth factor from the qth to the (q ϩ 1)th experiment is proportional to the correlation function of the growth factor at the qth and the (q ϩ 1)th experiment evaluated in terms of P W (q) (W). The case for which the growth factors are the same for all experiments, (qϩ1) (W) ϭ (W), is analogous to constant selection in population genetics and
, that is, the variation from experiment to experiment of the average growth factor is proportional to its dispersion. Because the dispersion is nonnegative, it follows that the average distortion factor increases until it reaches a maximum value, which corresponds to the absolute maximum value of (W), max[(W)] (if there is one). If there is a single value W max of W, which corresponds to max[(W)], then in the long run, for large numbers q of experiments, P W (q) (W) tends toward ␦(W Ϫ W max ); this situation is similar to the evolution of a population under constant selection pressure, where the genotype with the biggest fitness prevails in the long run. In general, the distortion factor depends on the experiment and thus the estimates of the parameters do not tend towards deterministic values.
The direct application of Eqs. 5 and 6 is limited to the analysis of a limited number of parameters. For large systems, we have developed semi-analytical methods, which deal with cumulants and moments, reducing the dimension and complexity of calculations. These methods are based on the assumption of dealing with a large number of experiments for which the individual phase factors (qЈ) (W) of the different experiments are smaller than the total phase factor, ⌽ (q) (W) Ͼ Ͼ (qЈ) (W). Based on this inequality, we developed various field theoretical approaches (10, 11) for computing the partition functionals, from which we derived iterative equations for the cumulants of W, which can be used in numerical computations. In the following, we summarize the basics of the methods developed and give a few details regarding one of them.
If the phase factors depend weakly on the parameters W, then (q) (W) can be approximated by linear and quadratic terms of their Taylor expansions. We assume that (q) 
are susceptibility functions. The linear phase approximation retains only the linear terms, and the partition functionals can be computed exactly for any probability densities; moreover, the functional iteration can be solved explicitly. The quadratic approximation leads to Gaussian integrals and the partition and characteristic functionals can be also computed analytically. We developed two different approaches: (i) If the initial distributions have a number of well separated maxima, then the method of steepest descent can be used for evaluating the partition functionals. (ii) We assumed that the initial distributions can be expressed as mixtures of Gaussians and computed the resulting path integrals. These Gaussian methods involve only cumulants of first-and second-order and all higher order cumulants are zero, resulting in a reduction of the number of variables and simpler numerical computations.
Gaussian methods fail to represent properly the statistical properties of nonnegative random variables. These limitations may be circumvented by using logarithmic transformations of the desired parameters
, where w ␣ 0 ( u ) are reference parameters. We assume that the phase factors are analytic in ␣ ( u ) and the Gaussian methods are replaced by multidimensional log-normal methods. All the results obtained in the Gaussian case can be easily translated to the log-normal case.
We give a few details about the linear phase approximation; the results can be easily extended to the case of log-linear phase approximation, where the phase factors are proportional to the logarithms of the desired parameters. In the linear phase approximation, there is a simple relation between the partition functionals, and the characteristic functions of the parameters W:
that is, the partition function at the (q ϩ 1)th measurement is the Laplace (or Fourier) transform of the estimate of the probability density of the parameters at the previous measurement. The characteristic function of P W (q) can be defined also as a Laplace (or Fourier) transform and can be easily computed in terms of the partition function. We obtain
is the characteristic function of the probability density P W (qϩ1) (w ␣ ( u )) and ␣,u are Laplace variables conjugated to w ␣ ( u ). From the characteristic functions of the probability densities of the parameters W, we can evaluate various statistical properties, such as moments of different types, cumulants, linked averages, etc. Through inverse Laplace transformation, it is possible to evaluate the probability densities P W (q) for different measurements. The cumulants of the parameters W can be easily computed, by expanding lnᑡ (qϩ1) ( (q) ) in a Taylor series and evaluating the coefficients of different powers. The shifts in the Laplace variables in Eqs. 11 lead to hierarchical relations typical in nonequilibrium statistical mechanics; the cumulants of a given order at a given measurement depend on cumulants of all orders, attached to a previous measurement. A simple case is that of initial Gaussian distributions for which Eqs. 11 show that, in the linear phase approximation, an initial Gaussian distribution leads to Gaussian distributions for all other steps; moreover, the cumulants of the first order (average values) vary from step to step and the variations are proportional to the elements of the initial covariance matrix
The cumulants of the second order are the same for all measurements, ͗͗w
. In general, Eqs. 11 cannot be extended beyond the linear phase approximation; if the initial probability density of the parameters is Gaussian and the phase factors for the different measurements are quadratic in the parameters, then the probability densities P W (q) can be evaluated by direct computations: P W (q) are also Gaussian for any measurement but in this case both the averages and the elements of the covariance matrix vary from measurement to measurement.
Application to Population Pharmacology of Oral Anticoagulants
Oral anticoagulants are widely used (12) . However, their narrow therapeutic range and the variability of an individual's response to anticoagulant treatment due to genetic and nongenetic factors often result in adverse thromboembolic and bleeding events (12, 14) . A great deal of information is needed for optimal prediction, which requires costly and advanced testing and patient cooperation and is impossible to gather in most cases. Our suggestion is to replace the partial knowledge about the patient by an unbiased estimation carried out by using our technique.
Blood coagulation involves chains of reactions in which proenzymes are activated to become reactive enzymes in the next reaction in a cascade, resulting in the transformation of fibrinogen to fibrin. The kinetics of the process has been recently described by a comprehensive model (15) . The proenzymes and enzymes are coagulation factors, indicated by Roman numerals. A number of cofactors are involved, including calcium, phospholipids (constituents of the platelet membranes), Vitamin K 1 , which is a necessary cofactor for the hepatic carboxylation of glutamic acid residues in a number of pro-and anticoagulant proteins by ␥-glutamyl carboxylase (GGCX: MIM 137167), thereby enabling calcium binding and attachment of the pro-and anticoagulants to phospholipids. During the carboxylation reac-tion, vitamin K 1 is oxidized to vitamin K epoxyde and must be regenerated by the vitamin K epoxide reductase (EPHX1; MIM 132810 -VKOR) for carboxylation to continue. A subunit of EPHX1, named VKORC1 (MIM 608547) (16) , is the target of anticoagulant drugs, such as warfarin. Anticoagulant drugs impair the function of vitamin K epoxide reductase complex reducing the efficiency of the gamma carboxylation process. Vitamin K 1 is further reduced to a hydrogenated form, Vitamin K 1 H 2 , by another enzyme, Vitamin K 1 reductase, which is not sensitive to warfarin.
Optimization of anticoagulant treatment aims at reducing adverse reactions that result from random causes related to the pathology of the case and the variability of the individual response to the anticoagulant. The risk is determined as the proportion of individuals that develop thromboembolism or bleeding at a given activity of the anticoagulant drug. The standard measure is the ''International Normalized Ratio'' (INR) (17) , which is the ratio of a patient's prothrombin time, i.e., the time a blood sample takes to clot upon addition of thromboplastin, to a control sample, raised to the power of the International Sensitivity Index (ISI) value, which normalizes for the variation observed between various prothrombin time assays due to problems with the purity of the thromboplastin concentrate. The causes of variability in response to oral anticoagulants are quite well understood. Nevertheless, integration of this information with INR measurements to achieve the desired INR range fails frequently (12) . Because the INR is measured invasively, it is determined at intervals of days or weeks. Consequently, it is necessary to predict risk using a minimum of information on patient response.
For clinical implementation, we have to take into account not only biochemical but also pharmacokinetic, genetic, and physiological variables. A probabilistic description increases the complexity of computations exponentially, and thus we tried to simplify the biochemical part of the model. After numerous trials, we came up with a relatively simple model of the populational pharmacokinetics and pharmakodynamics (pkpd), which incorporates a simplified description of the biochemistry and pharmacokinetics of coagulation as well as some physiological and populational aspects. Despite its simplicity, this model manages to give a satisfactory description of experimental and clinical data reported in the literature. A representation of the model is given in Fig. 1 . The evolution equations, the literature references, as well as the computer code used are given in supporting information (SI) Appendix and SI Code.
The relevant variables form a random vector whose evolution is modeled by a system of ordinary differential equations with random parameters W that describe the kinetics of the biochemical reactions influenced by warfarin, supplemented by genetic expressions for genotypic frequencies derived from the HardyWeinberg equations, as well as other quantitative relations among anthropometric parameters (see the online material). Warfarin is a racemic mixture of two enantiomers, R and S warfarin, usually administered once a day. It is inactivated through hydroxylation in the liver by cytochrome P450 enzymes. S-warfarin, the more active enantiomer, is hydroxylated primarily by the CYP450 isoform CYP2C9 (MIM 601130), which blocks irreversibly (13) the microsomal enzyme vitamin-K epoxyde reductase (VKORC1) that reduces Vitamin-K epoxyde. Vitamin K is oxidized during ␥-carboxylation of glutamate residues of a number of proteins, rendering them biologically active. From the coagulation factors that are released into the blood stream, we take explicitly into account only two (factors II and VII), because their titers directly influence the speed of clot formation (17) . Warfarin, in therapeutic dosages, inhibits reduction of vitamin-K epoxyde sufficiently to lead to an inhibition of the ␥-carboxylation reaction that inhibits the rate of active factor release. Coagulation factors are eliminated from circulation with variable rates (14) and their titer is reduced, thus prolonging coagulation time.
Genetic sources of interindividual variability to warfarin treatment are polymorphisms in CYP2C9 (MIM 601130) and in VKORC1 and in the coagulation factors VII and II (16, 18) . We assume that the alleles corresponding to these loci are at genetic equilibrium and thus the phenotypic frequencies are evaluated in the model by using the Hardy-Weinberg equations. Other factors are the daily absorption of vitamin K from food and intestinal bacterial sources, overall vitamin K reserves, individual blood volume, and anthropometric variables (height, weight, body mass index, and distribution volume). The relations between these anthropometric quantities are described by empirical relations (see SI Appendix and references therein). The INR is evaluated from the titers of the coagulation factors II, VII by using a simplified allometric law introduced by Watala (17) .
The random parameters W are: gender-dependent height, body mass index, CYP activity, VKORC1 activity, and baseline factor synthesis levels for coagulation factors II and VII. The anthropometric variables are subjected to intrinsic random variations. The kinetic parameters are primarily determined by the genotypes of the individuals; because, in many cases, these genotypes are not known, they produce apparent random variations. In the literature, there is empirical data that relates the required dosages of anticoagulants necessary for reaching a given INR value for different types of individuals classified by gender, genotype and anthropometric parameters. This type of clinical data can be input in our model for simulating ''standard'' (reference) cases, which correspond to given sets of parameters. Processing of the clinical data gives a probability density p(W), and values of INR, which are random functions of time, that represent the expected behavior of the population. Fig. 2a represents the expected populational effect for 10 5 simulated patients, the central line is the median of the instantaneous INR, the thin continuous line enclose 0.66 of the area under the probability density of the instantaneous INR, whereas the dotted lines enclose 0.99 of the area.
The representation of the clinical data in the form given in Fig.  2a is needed for testing the accuracy of our method. The results of these computations are stored in a database, from which we randomly select different cases; for a given case, ''measured'' INR values are generated for successive times by adding Gaussian noise to the database values; these simulated ''measure- ments'' are represented by crosses in Fig. 2b . Each cross represents a consultation and the corresponding INR value is the additional incremental information, which should be processed in order to make clinical predictions. We used the Bayesian version of the method presented above, where the vector of observables C has one component, the INR. At the first checkup, we know nothing about the parameters W. We start from an initial a priori density p 0 (W), from which, by applying Eqs. 7 and 8 repeatedly, we get improved estimates of the statistical properties of W, represented by successive probability densities p 1 (W), . . . , p q (W), . . . . These probability densities are used for computing successive estimates for the probability densities of the INR. In addition to the random values of the INR, represented by crosses, in Fig. 2b we show the median values of the incremental evaluations of the INR and the corresponding envelopes for 0.66 and 0.99 confidence intervals, respectively. We did a large number of simulations and noticed that the method has remarkable accuracy. See SI Appendix, which contains 50 different realizations of Fig. 2 that display the results of 50 different sets of computations, each involving 10 5 simulated patients; all these figures illustrate the accuracy of the method. Fig. 2c shows a two-dimensional projection of the successive estimates of the probability densities p 1 (W), . . . , p q (W), . . . . . In most cases, these probability densities become tighter and tighter. Irrespective of the behavior of p q (W), the accuracy of reproducing the values of the INR is excellent.
For assessing the efficiency of our method, we evaluate the relative contribution of the random fluctuations to the estimated values. For each of the 50 different sets of computations, each involving 10 5 simulated patients, presented in SI Appendix, we compute the stability INR (t) ϭ ͗͗INR(t)͘͘/[͗͗INR 2 (t)͘͘] 1/2 of the evaluated INR with respect to fluctuations; that is, the ratio between the average value of the estimated INR, ͗INR(t)͘ ϭ ͗͗INR(t)͘͘, and the square root of the dispersion, ͗[INR(t) Ϫ ͗INR(t)͘] 2 ͘ ϭ ͗͗INR 2 (t)͘͘. Fig. 3 shows that, as time increases, the stability function INR (t) has a tendency of increasing; that is, as more and more information from successive medical checkups is implemented in the computations, the relative fluctuations of the estimated INR are becoming smaller and smaller.
These simulations suggest that our approach provides a reliable method for incremental prediction of future behavior of the INR from incomplete clinical data. The method will fail in the case of unexpected random events, such as the accidental intake of food containing unusually large amounts of vitamin K; for such unusually rare events, special stochastic methods must be used. Nevertheless our approach is a step in the right direction. Ansell et al. (12) summarizes the biochemical and genetic aspects of the variability of anticoagulant response. Hamberg et al. (19) describe an alternative populational approach to warfarin pharmacology that emphasizes the role played by the age of the patients. The protein synthesis function of the liver decreases with age, resulting in a change of the therapeutic effect of anticoagulants. Our focus is on building a minimal model, which, in addition to the most relevant biochemical processes, takes into account other relevant information and makes it possible to make simple clinical predictions based on incomplete information.
Broader Implications
A referee pointed out interesting similarities between our approach and latent variable models (LVM) as used, for example, in behavioral sciences or econometrics (20) (21) (22) and on data assimilation techniques (DA) applied in atmospheric science and signal processing (23) (24) (25) . Strictly speaking, there is no overlapping between our approach and these two techniques. LVM and DA techniques are based on traditional methods of mathematical statistics, whereas our approach is based on methods from theoretical physics and chemistry. We choose a physical approach because: (i) it makes it possible to integrate in a simple way the results of the estimation into physico-chemical models; (ii) it opens the way for implementing simplified semi-analytic approaches from statistical field theories of theoretical physics, resulting in significantly shorter computation times. Neither of these features is available for LVM and DA. Despite these differences, some analogies do exist and their further investigation is strongly recommended. We are especially interested in combining our method with the filtering techniques used in DA. We also intend to use some features from LVM for analyzing biochemical networks; in this context, the implementation of diagrammatic methods similar to the one used for the applications to behavioral sciences of LVM seems to be promising.
