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Optical control and manipulation of cold atoms has become an important topic in condensed
matter. Widely employed are optical lattice shaking experiments which allow the introduction of
artificial gauge fields, the design of topological bandstructures, and more general probing of quantum
critical phenomena. Here we develop new numerical methods to simulate these periodically driven
systems by implementing lattice shaking directly. As a result we avoid the usual assumptions
associated with a simplified picture based on Floquet dynamics. A demonstrable success of our
approach is that it yields quantitative agreement with experiment, including Kibble-Zurek scaling.
Importantly, we argue that because their dynamics corresponds to an effective non-linear Schro¨dinger
equation, these particular superfluid studies present a unique opportunity to address how general
Floquet band engineering is affected by interactions. In particular, interactions cause instabilities
at which the behavior of the system changes dramatically.
I. INTRODUCTION
Periodic shaking of optical lattices has become an im-
portant tool for controlling and manipulating cold atom
systems [1]. Shaking experiments have elucidated [6–
8] quantum critical phenomena, introduced novel band-
structures [2, 9] and addressed Kibble-Zurek (KZ) scaling
[10–12]. Just as for the analogous solid state systems
[13–15] the understanding of these periodically driven
systems is generally based on single particle dynamics
within Floquet band theory [16]. This allows looking
at dynamics in a stroboscopic but effectively time inde-
pendent fashion. However, to create the novel phases
suggested by the Floquet band picture turns out to be
complicated [17]. Interaction effects as well as heating
and dissipation arising from periodic perturbations are
also of concern [1, 18–20]. More generally, understand-
ing the extent to which the physics of Floquet theory is
fully applicable is important not only to these atomic su-
perfluids, but also to their solid state analogues [13–15].
We address these issues in this paper using a micro-
scopic model to directly simulate unidirectional shak-
ing of Bose condensates. We consider a specific (“near-
resonant”) frequency range [6] and vary the interaction
strengths at and substantially away from the experimen-
tally determined value. For interaction strengths com-
parable to experiment [7], as was observed, we find a
quantum phase transition at fixed shaking amplitude s to
an unusual multi-domain superfluid state. Importantly,
we find quantitative agreement with these shaking ex-
periments [7] and show that, as in experiment, the asso-
ciated domain defects are well described by KZ scaling
theory [10, 11]. As the interaction strength, g is varied we
demonstrate how these superfluid studies may be useful
to the broader physics community. Various instabilities
appear at fixed shaking amplitudes. There is, moreover,
an interesting dichotomy, to be discussed below, between
FIG. 1. Illustration of superfluid in shaken optical lattice as
considered here. Shaking an optical lattice (purple) along the
x-axis with a sufficient peak-to-peak amplitude s(t) causes
an ordinary Bose superfluid to undergo a phase transition
to a finite-momentum superfluid. In this exotic phase the
superfluid splits into domains with positive (red) or negative
(cyan) momentum kx = ±q∗.
the effects of small and large g; these are most signif-
icant in the vicinity of band crossings, and associated
with non-adiabaticity.
Throughout this paper we presume a continuous lin-
ear ramp of the shaking amplitude: s(t) = s˙t, for t > 0
and constant s˙. We consider a shaking frequency slightly
higher than the bandgap associated with the two lowest
Bloch bands in the (static) optical lattice. In this partic-
ular frequency range as s varies, the Floquet dispersion
Efloq(k) transitions from having a minimum at k = 0 to
a double well structure (k = ±q∗); this occurs at a par-
ticular critical shaking amplitude sc. This suggests that
with finite interaction strength and when s(t) reaches sc,
a shaken Bose condensate will undergo a second order
quantum transition to a phase containing a mixture of
q∗ and −q∗ domains.
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FIG. 2. Dynamics of the phase transition in a shaken optical lattice. (a) Variation in the Floquet dispersion with shaking
amplitude s. At low shaking amplitudes the dispersion has a single minimum; at shaking amplitudes s > sc exceeding the
critical shaking amplitude sc, two minima appear at ±q∗. (b) Bifurcation of condensate momentum-space density, nk(s) for
quench rates s˙ = v3 (top) and v6 (bottom) where vn = v02
n (see Methods). Once the system gets sufficiently beyond the
critical point sc, the superfluid forms local domains with finite-momentum, which appears in momentum-space as a splitting
of the original peak at k = 0 into two peaks around k = ±q∗. (c) The second moment of the momentum space dispersion for a
range of ramp rates s˙ = vn, with n = 0 . . . 8. This characterizes the amount of bifurcation, with an expected value (q
∗)2 ∝ s−sc
after saturation. The curves fall on this line after first overshooting to local maxima (stars), denoted by the shaking amplitude
at the peak sp. (d) The shaking amplitude at the peak (circles) scales as a power-law with the quench rate sp ∝ s˙a as expected
from KZ theory. A fit to this equation (solid curve) yields a ≈ 0.6.
Figure 1 represents a schematic plot of the experimen-
tal configuration for unidirectional lattice shaking. along
with a sketch showing the associated q∗ and −q∗ domains
represented by the two distinct colors. The presence of
these domains was confirmed [6, 7] through observation
of the local current, and an associated bifurcation in the
condensate momentum-space density. This bifurcation,
in turn, reflects the evolution to a double well structure,
as illustrated in Fig. 2(a).
Of central importance are dynamics as the superfluid
transitions across sc. Indeed, KZ theory [10, 11] provides
predictions for how the ramp velocity s˙ correlates with
the formation of topological defects, which are here as-
sociated with domain walls. As was observed [7], the
density of such defects increases with increasing s˙ and
related correlation functions were shown to be quantita-
tively consistent with the scaling predictions of KZ the-
ory.
There is extensive theoretical literature [1, 21–23] on
the effects of shaking of optical lattices and of KZ scal-
ing involving Bose Einstein condensates [24, 25]. Also
notable are experimental studies which address shaking
[26, 27] and quantum phase transitions [9, 28, 29], as well
as tunneling suppression and related localization [30]. A
numerical treatment of lattice shaking of bosonic conden-
sates, has, to our knowledge, not been done previously.
Rather shaking is conventionally studied [1] by directly
applying Floquet theory. Our microscopic studies of lat-
tice shaking go beyond Floquet dynamics, shedding light
on the engineering of dynamic quantum states. That our
system provides good access to and agreement with the
KZ predictions derives in part from the general stabil-
ity of the domain defects. This is a consequence of the
intrinsic weak dissipation in Bose superfluids, as distin-
guished from their Fermi counterparts [31]. Additionally,
the robustness of the KZ scenario in the present system is
likely due to the very strong anisotropy associated with
this one dimensional shaking of a two dimensional sys-
tem. It has been shown [32, 33] that the coarsening time
for 1D defects is extremely slow, exponentially increasing
with the system size.
II. RESULTS AND DISCUSSION
We study a Bose condensate in a shaken optical lattice
through a full microscopic simulation of the condensate
wavefunction ψ (r, t) using the Gross-Pitaevskii Equa-
tion. We directly implement a shaken lattice potential
and closely match all parameters to recent experiments
[7] (see Methods.)
We are interested in physics on length scales large
compared to the lattice spacing λ. To characterize the
momentum bifurcation associated with the onset of the
finite-momentum condensate, we introduce the longi-
tudinal momentum-space condensate density nk (t) =∫
dky/(2pi)|ψ(k, t)|2, where ψ(k, t) is the momentum-
space wavefunction and and we denote kx by k. From
here, we can define the second moment of the momentum-
space density in the first Brillouin zone, σ2k(t) =∫
1BZ
k2nk(t)/
∫
1BZ
nk(t), where 1BZ = [−kL, kL] for
kL = pi/λ.
We also quantify the spatial characteristics of the do-
main structure on length scales x >∼ λ. We first aver-
age the condensate wavefunction over each lattice site,
xm and define ψ¯(xm, y, t) =
∫ (m+1)λ
mλ
ψ(x, y, t)dx. We
then define the site-averaged current density j(xm, y, t) =
= [ψ¯∗(xm, y, t)δxψ¯(xm, y, t)]; where δx is a finite differ-
ence operator. This leads to the normalized current-
current correlation function G0(x) = G(x)/G(0), where
G (xm) =
∑
n
∫
j (xm + xn, y) j (xn, y) dy and G(0) = j¯
2
is the mean-squared current.
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FIG. 3. Comparison of spatial structure between theory and experiment. (a) Domain structure via a snapshot of the local
current density at s = sp for a range of quench rates as labelled. (b) Plots of correlation functions G0(xm) before rescaling
the distance. (c) Scaling of the typical domain size d (solid circles) and the correlation length ξ (open circles) at the shaking
amplitude sp in the numerical simulations. Both length scales follow a power law scaling over a range of ramp rates as d, ξ ∝ s˙−b
with b ∼ 0.26. Experimental results for d (solid squares) and ξ (open squares) are shown for comparison [7]. (d) In scaled
spatial coordinates x/d, the correlation functions for every quench rate collapse onto a single curve (solid lines), consistent with
the experimental result (squares) [7].
Numerical results and analysis of GPE dynamics.–
We now present the results of our numerical simulation.
We begin with the momentum-space condensate density
nk(s), as shown in Fig. 2(b), at two different ramp rates;
we henceforth express time in units of shaking ampli-
tude through s(t) = s˙t. For both ramp rates the con-
densate density is peaked at zero momentum until some
time after the expected critical shaking amplitude (de-
fined below and marked by the vertical line) is passed.
Beyond this critical amplitude, the condensate bifurcates
reflecting the transition in the single particle Floquet dis-
persion. Our numerical calculations lead to results very
similar to the observations in Refs. [6, 7].
To quantify the physics in more detail, in Fig. 2(c),
we present calculations of σ2k(s) for a range of ramp
rates. All curves reach an equilibrium value of σ2k(s)
which lies on a curve consistent with an expected de-
pendence σ2k ∝ (q∗)2 ∝ s − sc. Two key features appear
as the ramp rate increases: (1) For faster ramps there
is a delay in the bifurcation onset, relative to the criti-
cal point. (2) Additionally, we observe an overshoot (and
sometimes a subsequent undershoot) in the curves before
they settle down to the equilibrium value of (q∗)2. This
overshoot or “ringing” effect is more apparent the faster
the ramp. Similar overshoots were also observed [34] in
theoretical studies of rapid thermal quenches of He3. By
studying time correlation plots from one site to another
we establish that the overshoot stems from a collective
oscillation of the entire condensate (and domain walls),
with adjacent domains moving out of phase.
As can be seen, the most easily quantified feature of
Fig. 2(c) is the amplitude, denoted sp, of the first over-
shoot peak. We use this peak to characterize the tempo-
ral scaling of the bifurcation onset. It should be noted
that in this one regard our analysis is different from ex-
periment [7], as we (and experiments) find the overshoot
essentially disappears for a trapped gas. In Fig. 2(d),
we plot the shaking amplitude associated with the peak
versus the ramp rate on a log-log plot. The clear linear
dependence of this relation suggests a power law scaling,
with a corresponding exponent of a ≈ 0.6. This can be
compared with the experimental exponent of a ≈ 0.5 [7].
In this way, as in somewhat different contexts [24, 25, 35]
our numerical simulations produce a KZ scaling over a
large range of ramp rates.
Establishing an effective time scale variable then en-
ables an analysis of position space scaling. Here we are
able to quantitatively compare with experiment, as trap-
ping effects appear less significant. Figure 3(a) shows
sample domain configurations near a shaking amplitude
sp, for a range of ramp rates. A form of self-similarity
in the curves is evident with the fine domain structure
shown on the right (corresponding to the most rapid
ramps) and the coarser domain structure on the left
(slowest ramps). This appears qualitatively consistent
with the KZ picture.
For a more quantitative analysis we study the spatial
correlation function G0(xm, sp) defined above, as shown
in Fig. 3(b). The Fourier transform of this quantity has
a characteristic peak kpeak and full-width-half-maximum,
wk, from which we define length scales d ≡ pi/kpeak and
ξ ≡ pi/wk. These length scales are functions of s˙ and
are presented in Fig. 3(c) which shows a range of ramp
rates; both scale as d, ξ ∝ s˙−b with b ∼ 0.26. This
yields quantitative agreement with experiment (shown
as squares) [7]. Finally, Fig. 3(d) presents the same cor-
relation functions in Fig. 3(b), but with the position co-
ordinate expressed in terms of a scaled distance d(s˙). All
4correlation functions lie along a universal form. Impor-
tantly, this universal curve appears quantitatively consis-
tent with the experimental data (shown as squares) [7].
Beyond Floquet dynamics.– When the interaction
strength assumes the experimental value, g = gexpt, the
numerical results presented above show a consistency
with experiments. However, Floquet theory is not rig-
orously defined for a condensate when many body effects
become significant. Nor is it straightforward to antic-
ipate what happens at very much smaller g. Clearly,
interactions cannot be neglected as they are necessary
to locally equilibrate the condensate into a unique ±q∗
state. Thus, understanding the interplay of interactions
and single particle Floquet physics is a subtle but crucial
challenge for engineering novel physics with periodically
driven superfluids.
To explore this we consider a range of interaction
strengths g/gexpt of 0.1, 1, and 10 which vary roughly
from about a factor of 10 smaller to a factor of 10 larger
than in experiment. These are illustrated in Figures 4(a),
4(b), and 4(c) respectively, where we present nk(s). For
definiteness, we take a ramp rate s˙ = v0, about a factor
of two slower than explored in experiment [7]. A dark,
localized density, represents a region of stable domain for-
mation as reflected in the current-current correlations; a
lighter smeared distribution represents the loss of local-
ized finite-momentum domains. One can see that the ef-
fects of varying g are less apparent at the shortest times
where domains are stable in all three cases.
Interestingly, one can identify characteristic times (or
equivalently shaking amplitudes) s1 and s3 which are evi-
dent not only for the weakest interaction case of Fig. 4(a)
but also appear either in 4(b) or 4(c). These features are
points at which the domain structure abruptly changes;
either they disappear altogether or abruptly become inco-
herent. Since one sees these transitions at characteristic
amplitudes, si, even for different interaction strengths,
one might expect that they are intrinsic to the under-
lying Floquet bandstructure. Figure 4(d) addresses this
issue by presenting the six lowest Bloch bands of the un-
shaken, non-interacting system. These bands are coupled
in Floquet theory when the energy difference coincides
with with nh¯ω.
We see resonant transitions from the first band are pos-
sible to the fourth, fifth, or six band (corresponding to s4,
s1, and s3 respectively). A more precise Floquet calcula-
tion predicts these transitions happen at momenta near
k ∼ 0.77kL, k ∼ 0.09kL, and k ∼ 0.63kL respectively.
The widest crossing occurs at s4, and can be seen as an
abrupt transfer of the condensate to the zone edge. The
crossings at s1 and s3 are narrower and their effects are
more subtle. For completeness in Fig. 4(e) we present the
domain configurations between each of the characteristic
times s1, s3 and s4 that correspond to these band res-
onances for the weakest interaction case. (We find that
s2 is not related to these resonances, but rather appears
to reflect dissipation, and is highly sensitive to g.) The
figure graphically shows that when the domains appear
they are initially rather stripe like, then they lose all spa-
tial extent and then begin to enlarge having shorter range
correlations in the transverse direction. Finally they dis-
appear as the system transitions to a single q∗ condensate
at the zone edge.
Because the notable features in the plots of Figs. 4(a)-
(c) appear to be related to the Floquet transitions of
4(d), these can be thought of as band crossings which
represent points where adiabatic flow will break down.
We note that the effects of varying g seem to be very
different in the weak and strong interaction regimes. For
the weakest interactions, (4(a)) domains are formed for a
very short time after which they are lost at s1, and then
reformed at s2. Importantly, a small increase by a factor
of three in g will re-instate domains in the intermediate
region. It thus appears at weak g that one needs a small
amount of inter-boson interactions which act to assist
in surpassing a level crossing barrier, where adiabaticity
breaks down.
For large g at later times, (Fig. 4(c)), one sees a
rather dramatic shut-down of domain stability which is
as abrupt in time as is the initial bifurcation onset for
domain formation. It appears that the role of large and
moderate g is, then, to introduce, a more turbulent be-
havior which makes it difficult to surpass these band
crossings or resonances of 4(d).
III. CONCLUSIONS
In this paper we have focused on a very useful pro-
totype system: the near-resonant unidirectional shaking
[6, 7] of a bosonic condensate on an optical lattice which
is treated fully microscopically. As the shaking ampli-
tude is ramped up a special class of defects (domain
walls) form. Because of their one dimensionality, they
are anomalously slow to heal [32, 33]. This makes them
ideal for addressing Kibble Zurek scaling which we do
here through a successful comparison of our numerical
simulations and experiment [7].
We note that this multi-domain superfluid which re-
sults from a shaken lattice leads to a very unusual su-
perfluid which is associated with condensation at finite
momentum. We speculate that this may have features
in common with a highly disordered form of the Larkin
Ovchinnikov [36] fermionic superfluid phase. It appears
clear that many of its properties remain to be character-
ized, and this should stimulate further lines of research.
A highlight of this paper has been to address the com-
bined effects of driven periodicity and many body inter-
actions. Here we find that inter-Floquet-band crossings
underlie much of many body behavior, as they present
themselves as barriers for adiabatic evolution. Under-
standing these superfluid dynamics requires the solution
of an effective non-linear dynamical Schro¨dinger equa-
tion; this thereby, provides an ideal system to address
the interplay of Floquet band engineering and interac-
tion effects. Indeed, the strongest impact of our work
5relates to this rather unique opportunity which, through
numerical simulation, reveals the presence of a variety
of instabilities appearing in periodically driven systems.
Quite generally, our results should shed new light on the
engineering of dynamic quantum states.
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FIG. 4. Effect of interactions on Floquet evolution. Panels
(a), (b), and (c), show the evolution of the condensate den-
sity in momentum-space between 0 < k < kL for interaction
strengths g/gexpt = 0.1, 1, 10, respectively, for the quench rate
s˙ = v0. A dark, localized density indicates a region of stable
domain formation; a lighter smeared density distribution in-
dicates the loss of stable domain structure. For the weakest
interactions shown in panel (a), we mark the shaking ampli-
tudes s1, s3, and s4 where domains are destabilized and s2
where domains are stabilized. (d) The lowest 6 Bloch bands of
the unshaken lattice system, with arrows indicating resonant
transitions which are expected to be responsible for destabi-
lizing the domain structure. Each arrow has a length equal
to the shaking frequency. (e) Typical current densities for a
quench with g/gexpt = 0.1 taken between the marked shaking
amplitudes. Before sc and beyond s4 the current density is
extremely small.
IV. METHODS
Our Bose condensate in an optical lattice is de-
scribed by the usual mean-field Hamiltonian, with dy-
namics given by the time-dependent Gross-Pitaevskii
equation (GPE) (or equivalently time dependent Landau-
Ginzburg theory):
ih¯∂tψ (r, t) = e
iγ
(−h¯2∇2/2m− µ+ VL (x− φ (t))
+ g |ψ (r, t)|2
)
ψ (r, t) . (1)
where ψ (r, t) is the two-dimensional condensate wave-
function at time t and position r = (x, y), ∇ is
the gradient operator, and m is the mass of a single
atom. The chemical potential µ includes zero point
lattice energy 0, and we rescale ψ at t = 0 so that∫ |ψ (r, 0) |4dr/ ∫ |ψ (r, 0) |2dr = 1, and the interaction
constant g = µ − 0 simultaneously defines an intrinsic
mean-field interaction energy that can be compared to
experiment [7], where g = gexpt ≈ 0.18EL. To focus on
the central physics, we consider a homogeneous system
with periodic boundary conditions. This avoids complex-
ities with the trapping potentials in the counterpart ex-
periments [6, 7]. Unless indicated otherwise, we find little
significant changes when we include trap effects.
The one-dimensional lattice potential VL (x) =
U0 sin
2 (kLx) has a depth U0, lattice constant λ = pi/kL
and lattice recoil energy EL = h¯
2k2L/2m. Shaking is
implemented through the time-dependent shift φ (t) =
s(t)/2 sinωt of the lattice from its equilibrium value at
t = 0. We closely match experimental parameters [7]
with U0 = 8.86EL, ω = 6.04EL. We chose logarith-
mically spaced ramp rates of the form s˙ = v02
n, with
n = 0 . . . 8 and v0 = 0.98 × scω/(2850pi); the range
n = 1 . . . 6 then closely matches the range of experimen-
tal ramp rates [7] relevant for Figs. 3(c,d).
This GPE approach with a phenomenological dissipa-
tion parameter γ > 0 has applied with some success in
a somewhat different context [37]. For definiteness, in
our figures we present results for γ ≈ 0.01. We also con-
sider a small random noise introduced at each time step
which is necessary to seed domain formation, and noise
averaged over 50 implementations of noise. We have sys-
tematically checked that our general quantitative results
are robust to a wide range of noise and dissipation param-
eters. When compared with alternative approaches [38]
which introduce microscopic dissipation via a bath, we
note that the presence of shaking will modify the dynam-
ics of a condensate bath adding additional complexities.
Here we use a GPE solver based on a split-step al-
gorithm, implemented on graphic processing units. We
are able to implement noise averaged shaking simulations
for large size, Lx = 2Ly = 128λ, systems in a reason-
able time frame. We use a grid spacing of 4096 × 64
points; this fully resolves each longitudinal lattice site
with 32 grid points. Our timestep, dt = 2pi/(100ω), re-
solves every shaking cycle with a hundred time slices.
In order to capture the expected Floquet physics, ob-
servables of interest were calculated at stroboscopic time
slices ωt = 2pi(n+ 1/4) for integer n.
Correlation functions and related observables.– KZ the-
ory [10–12] establishes that a general observable f should
be invariant in scaled space-time coordinates and there-
fore can be expressed in terms of a universal function F
as [39–41]:
f(x, t; s˙) = s˙lF (x/xKZ, t/tKZ) (2)
where l is the scaling dimension of f and the KZ length
xKZ(s˙) ∝ s˙−b and time tKZ ∝ s˙−a exhibit a power law de-
pendence on the quench rate s˙. We omit the dependence
on the y spatial component which was not addressed ex-
perimentally and presumably may introduce additional
scaling exponents. The exponents a = zν/(1 + zν) and
b = ν/(1+zν) are directly related to the equilibrium spa-
tial critical exponent ν and dynamical critical exponent
z which characterize the phase transition.
6Acknowledgements.– We thank C. Parker, R. Boyack
C.-T Wu for helpful conversations. This work was sup-
ported by NSF-DMR-MRSEC 1420709. The work of
I.S.A. and A.G. was supported by the US Department
of Energy, Office of Science, Basic Energy Sciences, Ma-
terials Science and Engineering Division. L.W.C. was
supported by a Grainger Graduate Fellowship. This re-
search was supported by an appointment (P.S.) to the In-
telligence Community Postdoctoral Research Fellowship
Program at The University of Chicago, administered by
Oak Ridge Institute for Science and Education through
an interagency agreement between the U.S. Department
of Energy and the Office of the Director of National In-
telligence.
[1] A. Eckardt, ArXiv e-prints (2016), arXiv:1606.08041
[cond-mat.quant-gas].
[2] N. Goldman and J. Dalibard, Phys. Rev. X 4, 031027
(2014).
[3] J. Struck, C. O¨lschla¨ger, M. Weinberg, P. Hauke, J. Si-
monet, A. Eckardt, M. Lewenstein, K. Sengstock, and
P. Windpassinger, Phys. Rev. Lett. 108, 225304 (2012).
[4] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature 515,
237 (2014).
[5] N. Fla¨schner, B. S. Rem, M. Tarnowski, D. Vogel, D. S.
Lu¨hmann, K. Sengstock, and C. Weitenberg, Science
352, 1091 (2016).
[6] C. V. Parker, L.-C. Ha, and C. Chin, Nat. Phys. 9, 769
(2013).
[7] L. W. Clark, L. Feng, and
C. Chin, Science 354, 606 (2016),
http://science.sciencemag.org/content/354/6312/606.full.pdf.
[8] A. Eckardt, C. Weiss, and M. Holthaus, Phys. Rev. Lett.
95, 260404 (2005).
[9] M. Anquez, B. A. Robbins, H. M. Bharath, M. Bogus-
lawski, T. M. Hoang, and M. S. Chapman, Phys. Rev.
Lett. 116, 155301 (2016).
[10] T. W. B. Kibble, J. Phys. A-Math. Gen. 9, 1387 (1976).
[11] W. H. Zurek, Nature 317, 505 (1985).
[12] A. del Campo and W. H. Zurek, Int. J. Mod. Phys. A
29, 1430018 (2014).
[13] T. Oka and H. Aoki, Phys. Rev. B 79, 081406 (2009).
[14] Y. H. Yang, H. Steinberg, P. Jarillo-Herrero, and
N. Gedik, Science 342, 453 (2013).
[15] F. Mahmood, C. K. Chan, Z. Alpichshev, D. Gardner,
Y. Lee, P. A. Lee, and N. Gedik, Nature Physics 12, 306
(2016).
[16] N. Tzoar and J. I. Gersten, Phys. Rev. B 12, 1132 (1975).
[17] A. Zenesini, H. Lignier, D. Ciampini, O. Morsch, and
E. Arimondo, Phys. Rev. Lett. 102, 100403 (2009).
[18] T. Bilitewski and N. R. Cooper, Phys. Rev. A 91, 033601
(2015).
[19] S. Choudhury and E. J. Mueller, Phys. Rev. A 90, 013621
(2014).
[20] S. Lellouch, M. Bukov, E. Demler, and N. Gold-
man, ArXiv e-prints (2016), arXiv:1610.02972 [cond-
mat.quant-gas].
[21] M. Bukov, L. D’Alessio, and A. Polkovnikov, Advances
in Physics 64, 139 (2015).
[22] A. Hemmerich, Phys. Rev. A 81, 063626 (2010).
[23] M. Di Liberto, O. Tieleman, V. Branchina, and C. M.
Smith, Phys. Rev. A 84, 013607 (2011).
[24] J. Xu, S. Wu, X. Qin, Y. Ke, H. Zhong, and C. Lee, Eur.
Phys. Lett. 113, 50003 (2016).
[25] A. Russomanno and E. Dalla Torre, Eur. Phys. Lett. 115,
30006 (2016).
[26] N. Gemelke, E. Sarajlic, Y. Bidel, S. Hong, and S. Chu,
Phys. Rev. Lett. 95, 170404 (2005).
[27] H. Lignier, C. Sias, D. Ciampini, Y. Singh, A. Zenesini,
O. Morsch, and E. Arimondo, Phys. Rev. Lett. 99,
220403 (2007).
[28] D. Chen, M. White, C. Borries, and B. DeMarco, Phys.
Rev. Lett. 106, 235304 (2011).
[29] S. Braun, M. Friesdorf, S. Hodgman, M. Schreiber,
J. Ronzheimer, A. Riera, M. De Rey, I. Bloch, J. Eis-
ert, and U. Schneider, PNAS 112, 3641 (2015).
[30] A. Eckardt, M. Holthaus, H. Lignier, A. Zenesini,
D. Ciampini, O. Morsch, and E. Arimondo, Phys. Rev.
A 79, 013611 (2009).
[31] A. Glatz, H. L. L. Roberts, I. S. Aranson, and K. Levin,
Phys. Rev. B 84, 180501 (2011).
[32] I. S. Aranson, N. B. Kopnin, and V. M. Vinokur, Phys.
Rev. Lett. 83, 2600 (1999).
[33] I. S. Aranson and L. S. Tsimring, Phys. Rev. Lett. 82,
4643 (1999).
[34] I. S. Aranson, N. B. Kopnin, and V. M. Vinokur, Phys.
Rev. B 63, 184501 (2001).
[35] N. B. Kopnin and E. V. Thuneberg, Phys. Rev. Lett. 83,
116 (1999).
[36] P. Fulde and R. A. Ferrell, Phys. Rev. 135, A550 (1964);
A. I. Larkin and Y. N. Ovchinnikov, Zh. Eksp. Teor. Fiz.
47, 1136 (1964) [Sov. Phys. JETP 20, 762 (1965)].
[37] P. Scherpelz, K. Padavic´, A. Ranc¸on, A. Glatz, I. S.
Aranson, and K. Levin, Phys. Rev. Lett. 113, 125301
(2014).
[38] P. Blakie, A. Bradley, M. Davis, R. Ballagh, and
C. Gardiner, Advances in Physics 57, 363 (2008),
http://dx.doi.org/10.1080/00018730802564254.
[39] M. Kolodrubetz, B. K. Clark, and D. A. Huse, Phys.
Rev. Lett. 109, 1 (2012), arXiv:1112.6422.
[40] A. Chandran, A. Erez, S. S. Gubser, and S. L. Sondhi,
Phys. Rev. B 86, 064304 (2012), arXiv:1202.5277.
[41] A. Francuz, J. Dziarmaga, B. Gardas, and W. H. Zurek,
Phys. Rev. B 93, 075134 (2016), arXiv:1510.06132.
