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Abstract
Several classes of irreducible orthogonal representations of compact Lie groups that are of
importance in Differential Geometry have the property that the second osculating space of all
of their nontrivial orbits coincide with the representation space. We say that representations
with this property are of class O2. Our approach in the present paper will be to find
restrictions on the class O2 and then apply them to classify variationally complete and
taut representations. The known classifications of cohomogeneity one and two orthogonal
representations and more generally of polar representations will also follow easily.
02000 Mathematics Subject Classification: primary, 57S15; secondary, 53C30, 53C40, 53C42.
1 Introduction
Several classes of irreducible orthogonal representations of compact Lie groups that are of
importance in Differential Geometry have the property that the second osculating space of all
of their nontrivial orbits coincide with the representation space. We say that representations
with this property are of class O2. Our approach in the present paper will be to find
restrictions on the class O2 and then apply them to classify variationally complete and
taut representations. The known classifications of cohomogeneity one and two orthogonal
representations and more generally of polar representations will also follow easily. We refer
to Section 2 for the definitions of concepts used in this introduction.
Variationally complete actions were introduced by Bott in [4]. Bott and Samelson proved
in [5] that isotropy representations of symmetric spaces are variationally complete. We will
prove the following converse of their theorem in Section 6.
1.1 Theorem A variationally complete representation of a compact connected Lie group is
orbit equivalent to the isotropy representation of a symmetric space.
We will in fact prove more than we have stated here and give a complete classifica-
tion of variationally complete representations (up to image equivalence; see the beginning
of Section 5 for this concept). As a corollary we get a new proof of the classification of
polar representations due to Dadok ([12]) since these are variationally complete (see [9]) and
isotropy representations of symmetric spaces are easily seen to be polar. It follows that an
orthogonal representation is variationally complete if and only if it is polar, and it is polar if
and only if it is orbit equivalent to the isotropy representation of a symmetric space.
Another important result of Bott and Samelson in [5] is that the distance functions to
orbits of variationally complete representations are perfect Morse functions. We say that
submanifolds with this property are taut and call representations taut if all of their orbits
are taut. In Section 7 we will prove the following classification theorem which provides new
examples of taut submanifolds and taut representations.
1.2 Theorem A taut irreducible representation ρ of a compact connected Lie group G is
either orbit equivalent to the isotropy representation of a symmetric space or it is one of the
following orthogonal representations (n ≥ 2):
G ρ
SO(2)× Spin(9) (standard)⊗R (spin)
U(2)× Sp(n) (standard)⊗C (standard)
SU(2)× Sp(n) (standard)3 ⊗H (standard)
As a consequence of this theorem, the classes of polar, variationally complete and taut irre-
ducible representations of compact simple groups coincide. Notice that the three exceptional
representations in Theorem 1.2 are precisely the irreducible representations of cohomogeneity
three that are not polar (see [46]). Hence, in the case of a general compact Lie group, the
taut irreducible representations are precisely those that are either polar or of cohomogeneity
three. A further related result is the classification of homogeneous taut submanifolds with
flat normal bundle due to Olmos ([32]). He shows that such a submanifold is a principal
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orbit of the isotropy representation of a symmetric space. It follows that the principal orbits
of the three nonpolar representations in Theorem 1.2 do not have flat normal bundle which
is also easy to see directly.
Bott and Samelson proved the tautness of variationally complete representations as an
application of their K-cycles which are concrete representatives of a basis for the homology
of the orbits. (In [5] the group acting is denoted by K which explains the terminology
‘K-cycle’). The three nonpolar representations in Theorem 1.2 admit generalizations of the
K-cycles of Bott and Samelson. We will not verify this claim in the present paper since it
requires methods quite different from those employed here and would make the paper too
long; we refer instead to the forthcoming paper [20]. Instead we will prove their tautness
with shorter, although maybe less illuminating arguments based on a theorem of Floyd ([17]).
This approach is adapted from the paper [14] of Duistermaat.
Kuiper observed in [27] that the second osculating space of a taut submanifold in a
Euclidean space V coincides with V if the submanifold is not contained in a proper affine
subspace. In fact, he proved this more generally for tight submanifolds, but this is unimpor-
tant for us since an orbit is tight if and only if it is taut. Since the classes of representations
we are dealing with are all taut, it follows from this observation of Kuiper that they belong
to class O2 if they are irreducible. The class O2 is much more tractable than the other classes
of representations we are dealing with since it involves an infinitesimal condition. The tech-
nique of Dadok ([12]), notably his invariant k(λ), turns out to be an extremely powerful tool
to reduce the class O2 in size so that the remaining cases are accessible to the geometric
methods developed in Section 3.
We have already pointed out that Dadok’s classification of polar representations follows
as a consequence of Theorem 1.1. Some other classification results can also easily be proved
with our methods as shown in Section 8. These include the classification of cohomogeneity
one representations as well as the classification of cohomogeneity two representations due
to Hsiang-Lawson ([26]). The cohomogeneity two representations are polar and therefore
included in Dadok’s classification, but the point here is that it is very easy to see directly
that they belong to class O2 without referring to tautness.
One could also use our methods to classify symmetric spaces and their isotropy represen-
tations. This would not lead to a simpler proof than those existing in the literature. Insisting
on the details needed to classify symmetric spaces and their isotropy representations would
make the paper much longer and more involved than it is. We will therefore use this clas-
sification in the paper1 and assume knowledge of the lists in [45], Tables 8.11.2 and 8.11.5.
(See also [24], but notice that the isotropy representations are not listed in this reference).
Otherwise, our guiding principle in writing the paper has been to make it as self-contained
as possible.
Previous to this paper taut representations were studied in [19] and [11]. It is decided
in [19], with some exceptions, which representations of SU(n) and U(n) can be taut. In [11]
it is proved among other things that a compact group admitting an almost faithful taut
representation can have at most four simple factors. Eschenburg and Heintze use the theory
of isoparametric submanifolds in [16] to reprove Dadok’s characterization up to orbit equiva-
lence of polar representations under the assumption of cohomogeneity at least three. In [15]
1Except for the classification of cohomogeneity one representations.
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they use the same theory to decide which irreducible representations are orbit equivalent
to isotropy representations of symmetric spaces. This follows immediately from our work
in Section 6. Bergmann in [1] decides which reducible representations are polar. Her result
is equivalent to the last step in our classification of variationally complete representations.
Di Scala and Olmos give in [13] a direct proof of the fact that a variationally complete
representation is polar.
The first author wishes to thank the Alexander von Humboldt Foundation for its generous
support and constant assistance during the completion of this work.
2 A review of basic definitions and results
Let G be a compact Lie group acting on a Riemannian manifoldM by isometries. A geodesic
γ in M is called G-transversal if it is orthogonal to the G-orbit through γ(t) for every t. One
can show that a geodesic γ is G-transversal if there is a point t0 such that γ˙(t0) is orthogonal
to Gγ(t0). A Jacobi field along a geodesic in M is called G-transversal if it is the variational
vector field of a variation through G-transversal geodesics. The action of G on M is called
variationally complete if every G-transversal Jacobi field J in M that is tangent to the G-
orbits at two different parameter values is the restriction of a Killing field on M induced by
the G-action (see [4] and [5]). It is proved in [5] on p. 974 that instead of requiring tangency
at two different points in the definition of variational completeness it is equivalent to require
tangency at one point and vanishing at another point.
Let ρ be a variationally complete reducible representation and ρ˜ a summand of ρ. Then
it is easy to see that ρ˜ is also variationally complete, see Proposition 3.4. Notice though that
it is not true that the direct sum of two variationally complete representations of a compact
Lie group G is variationally complete as can be seen by taking the direct sum of of two copies
of SO(2) acting on R2.
Let N be a properly embedded submanifold of a Euclidean space V and let x be some
point in V . Then we define the distance function Lx : N → R from x to N by setting
Lx(p) = ||p− x||2. It follows that Lx is a non-negative proper function since N is properly
embedded. Hence it is possible to apply Morse theory to Lx. We say that Lx is perfect with
respect to a field F if it is a Morse function and the Morse inequalities for Lx with respect
to F are equalities. Furthermore we say that N is F -taut or simply taut if Lx is perfect
with respect to F whenever Lx is a Morse function, see [8]. The concept of tautness can be
extended to submanifolds of complete Riemannian manifolds, see [43], but we will not need
that here. We will say that an orthogonal representation ρ : G → O(V ) of a compact Lie
group G is F -taut or simply taut if the the orbits of G are F -taut submanifolds of V .
If ρ is a reducible taut representation and ρ˜ one of its factors, then ρ˜ is clearly taut.
Notice that it is not true that direct sums of taut representations of a compact Lie group G
are also taut. An example of this is the direct sum of n copies of SU(n) acting on Cn. This
representation is not taut since one can compute that SU(n) is not taut in the matrix space
M(n;C).
The following theorem mentioned in the introduction was proved by Bott and Samelson
more generally for variationally complete actions on complete Riemannian manifolds. In fact
it is an immediate corollary of Theorem I in [5]. Notice that Bott and Samelson do not use
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the concept of a taut submanifold which was introduced later.
2.1 Theorem (Bott-Samelson) A variationally complete representation of a compact con-
nected Lie group on an Euclidean space is Z2-taut.
Bott proved in [4], Propositions 7.1 and 11.6, that the action of a compact Lie group
G with a bi-invariant metric on itself by conjugations and the adjoint representation of G
on its Lie algebra g are variationally complete. This was generalized by Bott and Samelson
in [5], Theorem II as follows. Let (L,G) be a symmetric pair and l = g⊕p the corresponding
Cartan decomposition. Then the action of L × L on L, the action of G on L/G and the
action of AdL(G) restricted to p are variationally complete. The action of AdL(G) on p is
equivalent to the isotropy representation of G on the tangent space Tp(L/G) where p denotes
the coset G. Therefore we have the following theorem mentioned in the introduction.
2.2 Theorem (Bott-Samelson) The isotropy representation of a symmetric space is vari-
ationally complete.
Conlon considered in [9] actions of a Lie group G on a complete Riemannian manifold M
with the property that there is a connected submanifold Σ of M that meets all orbits of G in
such a way that the intersections between Σ and the orbits of G are all orthogonal. Such a
submanifold is called a section and an action admitting a section is now usually called polar
if Σ is properly embedded. Notice that Conlon does not assume in [9] that Σ is properly
embedded, but it is usually required in the recent literature on the subject. It is easy to
see that a section Σ is totally geodesic in M . An action admitting a section that is flat
in the induced metric is called hyperpolar. There is clearly no difference between polar and
hyperpolar representations since totally geodesic submanifolds of a Euclidean space are affine
subspaces. Moreover, the question whether Σ should be required to be properly embedded
or not becomes redundant. Conlon proved the following theorem in [9].
2.3 Theorem (Conlon) A hyperpolar action of a compact Lie group on a complete Rie-
mannian manifold is variationally complete.
Polar representations were classified by Dadok in [12]. We recall that two representations
ρ1 : G1 → O(V1) and ρ2 : G2 → O(V2) are said to be orbit equivalent if there is an isometry
A : V1 → V2 under which the orbits of G1 and G2 correspond. As a consequence of his
classification he obtained the following result.
2.4 Theorem (Dadok) A polar representation of a compact connected Lie group is orbit
equivalent to the isotropy representation of a symmetric space.
We can summarize this discussion as follows. Let G be a compact connected Lie group.
Denote by I the representations of G that are isotropy representations of symmetric spaces,
by P those that are polar, by V those that are variationally complete, and by T those that
are taut. Then
I ⊂ P ⊂ V ⊂ T .
The starting point in the present paper will be to consider a class of representations that
is a priori larger than T , but easier to deal with, see [11]. We recall that the second osculating
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space O2p(N) at a point p of a submanifold N in a Euclidean space V is the vector space
spanned by the first and second derivatives at p of the inclusion of N into V . It is easy to
see that
O2p(N) = TpN ⊕ 〈{α(X, Y ) |X, Y ∈ TpN}〉.
where α denotes the second fundamental form of N and 〈S〉 stands for the linear hull of the
set S. The following is a corollary of the discussion of Kuiper in [27].
2.5 Theorem (Kuiper) Let N be a taut submanifold of a Euclidean space. Then the affine
hull of N coincides with p+O2p(N) for every point p in N .
We let O2 denote the class of representations of a compact connected Lie group G such
that the representation space coincides with O2p(Gp) for all nonzero p. The representations
in O2 are clearly irreducible. If a taut representation is irreducible, then Theorem 2.5 implies
that it belongs to class O2. Thus we have the inclusions
Ii ⊂ Pi ⊂ Vi ⊂ Ti ⊂ O2,
where Ii, Pi, Vi, and Ti are the the subclasses of I, P, V, and T consisting of irreducible
representations.
3 A collection of geometric propositions
In this section we collect technical results of geometric nature that will be needed to prove
our main theorems.
3.1 Variationally complete representations
We first study focal points of orbits of variationally complete representations with the aim
to prove that a representation that is orbit equivalent to a variationally complete one is also
variationally complete. We then show how reducible variationally complete representations
relate to irreducible ones. Finally we prove an important criterion which can be used to
decide in some cases whether a variationally complete representation is orbit equivalent to
the isotropy representation of a symmetric space.
Let q be a focal point of an orbit Gp of an orthogonal representation of a compact
connected Lie group G. It is clear that the orbit Gq consists of focal points of Gp. We
therefore call Gq a focal orbit of Gp. It is also clear that the singular orbits of a representation
are always focal orbits of the principal orbits. Slightly more generally, Gq is a focal orbit of
Gp if the segment qp is perpendicular to Gp in p and there is a one-parameter group in Gq
that does not fix p. We will use the following lemma to prove Proposition 3.3.
3.1 Lemma A representation ρ : G → O(V ) is variationally complete if and only if every
orbit Gp has the following property: if q is a focal point of Gp relative to p with multiplic-
ity k > 0, then k = dimGqp.
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3.2 Remark (Compare [42].) Let ρ : G→ O(V ) be a variationally complete representation
of a compact connected Lie group G. Then Lemma 3.1 implies that the focal orbits of
any orbit of G are singular orbits. Furthermore, the multiplicity of the focal points of a
principal orbit Gp in a singular orbit Gq is equal to the difference between the dimension of
Gp and the dimension of Gq. In particular, it follows that any principal orbit is a totally focal
submanifold ; see [42] for a definition of this concept. Terng claims in [42] that this fact can
be used to show that variationally complete representations are polar. However, as Terng
herself pointed out in [43], p. 197, there is a gap in that argument.
Proof of Lemma 3.1. We first assume that ρ is variationally complete. Let q be a focal
point of Gp along the line segment pq with multiplicity k. Let J be the space of Jacobi fields
along pq that are the variational vector fields of variations γs of pq through line segments such
that all γs meet the orbit Gp orthogonally for t = 0 and the Jacobi field J of the variation of
γ vanishes for t = 1. The multiplicity k of the focal point q is equal to the dimension of the
space J . The action of Gq on pq induces variations of pq whose variational vector fields are
contained in J . Let us denote by Jˆ the subspace of J that consists of Jacobi fields induced
by the action of Gq on pq. It follows that dim Jˆ = dimGqv ≤ k where v is the tangent
vector of pq at q. We now prove that dimGqv = k. Let γs be a variation of pq through
line segments such that all γs meet the orbit Gp orthogonally for t = 0 and the Jacobi field
J of the variation along γ vanishes for t = 1. The segments γs are orthogonal to the orbit
Gp. Hence they are G-transversal and J is a G-transversal Jacobi field. It is clear that J is
tangent to the orbits through p = γ(0) and q = γ(1). By variational completeness, there is
a Killing field X on M induced by the G-action such that J = X ◦ γ. Hence J ∈ Jˆ and it
follows that Jˆ = J . Thus dimGqv = k.
To prove the converse, we have to show that dimGqv = k for all focal points q implies
that ρ is variationally complete. This is equivalent to show that a Jacobi field J that vanishes
in a point q and is tangent to an orbit Gp in p is induced by the group action. We let the
symbols J and Jˆ have the same meaning as in the first part of the proof. We have to show
that Jˆ = J . This is clear since dimJ = k and dim Jˆ = dimGqv = k. 
The following proposition that we will use to classify variationally complete representa-
tions is now easy.
3.3 Proposition Let ρ be a representation that is orbit equivalent to a variationally complete
representation. Then ρ is itself variationally complete.
Proof. We can assume that we have representations ρ and ρˆ of the groups G and Gˆ
with the same representation space and the same orbits and that ρˆ is variationally complete.
Clearly the focal orbits of the two representations coincide since their orbits are the same.
Let v be a normal vector in q of the orbit Gq = Gˆq. It follows from the slice theorem and the
fact that orbits of ρ and ρˆ are the same that Gqv = Gˆqv. Since ρˆ is variationally complete,
Lemma 3.1 now implies that ρ is also variationally complete. 
The next proposition will be important in the proof of Theorem 1.1 in the introduction.
It is analogous to a result of Dadok on polar representations, see Theorem 4 in [12].
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3.4 Proposition Let G be a compact connected Lie group. Let ρ : G → O(V ) be a non-
trivial reducible variationally complete representation and let ρ = ρ1 ⊕ ρ2 be a nontrivial
decomposition. Let V1 and V2 be the representation spaces of ρ1 and ρ2 respectively. Then
we have the following:
(a) The representations ρ1 and ρ2 are variationally complete.
(b) The restriction of ρ2 to the connected component of the isotropy subgroup of any point
in V1 is orbit equivalent to ρ2.
(c) The representations ρ1 and ρ2 are not equivalent as representations.
(d) The representation ρ is orbit equivalent to the representation ρˆ : G×G→ O(V ) defined
by ρˆ(g1, g2) = ρ1(g1) + ρ2(g2).
Proof. The claim in part (a) is clear, since the orbits of ρ1 and ρ2 are also orbits of ρ.
To prove part (b), note that it is true in general, without assuming ρ is variationally
complete, that any point p1 ∈ V1 is a focal point of any orbit Gp2 ⊂ V2 with multiplicity
equal to dimGp2. Now if ρ is variationally complete then the claim follows from Lemma 3.1
and the fact that the G-orbits are connected.
Next we prove (c). Assume A : V1 → V2 is an isomorphism such that ρ2 = Aρ1A−1.
Notice that Gp = GAp for all p ∈ V1. Part (b) implies that Gp is transitive on the orbit
G(Ap), which is impossible if we choose p ∈ V1 such that dimGp > 0. Therefore such an
isomorphism A does not exist.
Finally we prove part (d). Let v = v1+v2 be a point in V and v1 and v2 its components in
V1 and V2 respectively. Let H1 (resp. H2) be the isotropy group of v1 (resp. v2). Notice that
v2 is a focal point of Gv1 with multiplicity dimGv1. It follows from part (b) that H2v1 = Gv1
and similarly that H1v2 = Gv2. We next prove the factorization G = H1H2. Let g ∈ G.
Then there is an element h1 ∈ H1 such that h1v2 = gv2. Then h−11 g ∈ H2. Set h2 = h−11 g.
Then g = h1h2. It follows that
g = h1 + h2
where g, h1 and h2 are the Lie algebras of G, H1 and H2 respectively. It is clear that the orbit
of v under ρ(G) is contained in its orbit under ρˆ(G × G). The tangent space of ρˆ(G × G)v
at v is
(g× g)v = gv1 + gv2 = h2v1 + h1v2.
Let X1 ∈ h1 and X2 ∈ h2. Then X1v1 = 0 and X2v2 = 0 and hence
X1v2 +X2v1 = (X1 +X2)v ∈ gv.
Hence the dimension of the tangent spaces of the orbits of v under ρ and ρˆ coincide. Since G
is connected the orbits coincide. Since v was chosen arbitrarily, all orbits ρ and ρˆ coincide.

3.5 Remark Part (c) in Proposition 3.4 generalizes Proposition 2.10 in [23].
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The next lemma is a preparation for Proposition 3.7. We follow the terminology of Bredon
in [7], pp. 180-181, and distinguish between three types of orbits, namely principal (regular),
exceptional and singular. Recall that orbits are called exceptional if they have maximal
dimension without being principal, and singular if their dimension is not maximal. We also
call points regular when they belong to principal orbits.
3.6 Lemma Let G be a closed subgroup of the compact connected Lie group K and let
ρ : K → O(V ) be a representation. If ρ has an orbit of maximal dimension in common with
ρ|G, then ρ and ρ|G are orbit equivalent.
Proof. We denote the maximal dimension of an orbit of ρ by n. Let us denote by OG
the union of the G-orbits of maximal dimension and by OK the corresponding set relative
to K. It is well-known that both OG and OK contain an open and dense subset of V . Hence
the set OG ∩ OK also contains an open and dense set. The dimensions of the orbits of G
and K through points in OG ∩ OK are all equal to n. It follows that the orbits of G and K
through points in OG ∩OK coincide since K is connected. Let p ∈ V \ OG ∩OK . We would
like to show that Gp = Kp. Let k(p) be some other point in Kp. Let (pn) be a sequence
in OG ∩ OK that converges to p. Then (k(pn)) converges to k(p). There is for every n an
element gn in G such that gn(pn) = k(pn). Now (gn(pn)) converges to k(p). By going to a
subsequence if necessary we can assume that gn converges to an element g in G, so that the
continuity of G× V → V implies that (gn(pn)) converges to g(p). Hence g(p) = k(p) and we
have seen that all orbits of G and K coincide. 
3.7 Proposition Let G be a closed subgroup of the compact connected Lie group K and
let ρ : K → O(V ) be the isotropy representation of an irreducible symmetric space. If the
restriction ρ|G is variationally complete and ρ|G has a nontrivial orbit in common with ρ,
then ρ and ρ|G are orbit equivalent.
Proof. Let p ∈ V be a point such that the orbits of G and K through p coincide and
have the largest possible dimension with this property. Assume that Kp is not an orbit of
maximal dimension for the action of K. Let a be a Cartan subspace in V with respect to
the symmetric space representation of K such that p ∈ a. Let T be a tubular neighborhood
of the common orbit Kp = Gp. Let q ∈ a be a point in Gp = Kp different from p and such
that the segment pq from p to q passes through a point r in T with dimKpr ≥ 1. (Here it is
important that the symmetric space is irreducible.) It follows that dimKp < dimKr by the
slice theorem. Hence dimGr < dimKr since the dimension of Gp = Kp is maximal among
the common orbits of G and K. It follows that dimGpr < dimKpr.
Let X be an element of the Lie algebra kp of Kp such that γ˙X,r(0) is not in Tr(Gpr) where
γX,r(s) = exp(sX)r. Now let us consider the variation (pq)s = exp(sX)(pq) of pq. Let J be
the corresponding Jacobi field along pq. This variation is K-transversal and hence also G-
transversal. The value of J over p and q are tangent vectors of the common orbit Gp = Kp.
By the variational completeness of the action of G, the Jacobi field J is the restriction of
a Killing field on V to pq that is induced by the action of G on V . Hence all values of J
are tangent vectors to orbits of G. The value of J over r is γ˙X,r(0) which is not a tangent
vector of the orbit of G through r. This is a contradiction. Hence G and K have an orbit in
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common which is of maximal dimension among the K-orbits. It now follows from Lemma 3.6
that all orbits of G and K coincide. 
3.2 Taut representations
We will first prove that the slice representation of a taut representation is also taut and
end the section with an important proposition about taut reducible representations. It also
follows immediately from our methods that a taut representation does not have exceptional
orbits.
3.8 Proposition Let G be a compact connected Lie group with a taut representation ρ :
G → O(V ). Let p ∈ V and let νp : Gp → O(Np(Gp)) be the slice representation of ρ at p.
Then νp is taut.
Proof. Let N ǫ(Gp) denote the bundle of normal vectors of length less than ǫ over the
orbit Gp. Let ǫ > 0 be so small that T = exp(N ǫ(Gp)) is a tubular neighborhood around the
orbit Gp. Let v ∈ Np(Gp). We want to show that Gpv is taut in the normal space Np(Gp).
Let α > 0 be a number that is so small that w = α v has length less than ǫ. It is clear that
Gpv is taut in Np(Gp) if and only if Gpw is taut in Np(Gp). It is also clear that Gpw is taut
in Np(Gp) if and only if expp(Gpw) = Gp expp(w) is taut in expp(Np(Gp)) since expp is an
isometry. We set q = expp(w). A submanifold in an affine subspace A of V is taut in A if
and only if it is taut in V . Hence Gpv is taut in Np(Gp) if and only if Gpq is taut in V .
Now let Lp : Gq → R be the distance function. The segment pq is orthogonal to Gp
and hence also to Gq. It follows that q is a critical point of Lp. Since q is in the tubular
neighborhood T and the length of the segment pq is smaller than ǫ it follows that Lp takes on
its minimum in q. Let C be the subset of Gq on which Lp takes on its minimum value. Clearly
C = Gq ∩ expp(N ǫp(Gp)) since a geodesic segment between Gp and Gq that is orthogonal
to Gp is orthogonal to Gq and vice versa. By the slice theorem Gpq = Gq ∩ expp(N ǫp(Gp)).
Hence Gpq = C. The set of critical points of a distance function to a taut submanifold is a
union over taut submanifolds by a theorem of Ozawa, see [34]. It follows that Gpq is taut
and hence that the slice representation νp is taut. 
3.9 Remark We are assuming in Proposition 3.8 that G is connected. Hence its orbits are
connected and it follows from their tautness that the set of points where a distance function
takes on its minimal value is connected. The proof of Proposition 3.8 now implies that the
orbits of Gp are connected even if Gp is not connected.
It is well-known that the isotropy representation of a symmetric space does not have an
exceptional orbit. The methods used in the proof of Proposition 3.8 immediately give that
this is also the case for taut representations, as we show in the next proposition.
3.10 Proposition A taut representation ρ : G → O(V ) of a compact connected Lie group
G does not have exceptional orbits.
Proof. Assume the orbit through p in V is exceptional. Then the slice representation of
Gp at p has a disconnected orbit. Arguing exactly as in the proof of Proposition 3.8, we see
that the distance function from p to a principal orbit through some regular point close to
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p assumes its minimum value on a disconnected set, contradicting tautness. Thus ρ cannot
have an exceptional orbit. 
We close this subsection with a discussion of taut reducible representations.
3.11 Proposition Let ρ1 and ρ2 be representations of a compact connected Lie group G
with representation spaces V1 and V2 respectively. Assume that ρ1 ⊕ ρ2 is F -taut. Then the
restriction of ρ2 to the isotropy group Gv1 is taut for every v1 ∈ V1.
Furthermore, we have p(G(v1, v2);F ) = p(Gv1;F ) p(Gv1v2;F ) where p(M ;F ) denotes the
Poincare´ polynomial of M with respect to the field F . In particular, Gv1v2 is connected and
b1(G(v1, v2);F ) = b1(Gv1;F ) + b1(Gv1v2;F )
where b1(M ;F ) denotes the first Betti number of M with respect to F .
Proof. We can work with height functions instead of distance functions in this proof since
a submanifold contained in a round sphere in a Euclidean space is taut if and only if all
height functions are perfect Morse functions, see [35]. Furthermore, in this situation the set
of critical points of a distance function will also occur as the set of critical points of a height
function, and vice versa. Fix (v1, v2) ∈ V1 ⊕ V2. Let a ∈ V1 be such that the height function
ha : Gv1 → R defined by ha(v) = 〈a, v〉 is a Morse function. We define the height function
h(a,0) : G(v1, v2) → R similarly. The point (u1, u2) is a critical point of h(a,0) with index i if
and only if u1 is a critical point of ha with index i. Hence the critical set C on the critical
level h(a,0)(u1, u2) = ha(u1) is
C = {(w1, w2) ∈ G(v1, v2) |w1 = u1} = {(u1, w2) |w2 ∈ Gu1v2}.
Ozawa proves in [34] that the set of critical points of a distance function on a taut submanifold
is a union over nondegenerate critical submanifolds that are again taut submanifolds. It
follows that C is taut. The projection of C into V2, which coincides with Gu1v2, is then also
taut. We can choose a such that ha is a Morse function of which v1 is a critical point. It
follows that Gv1v2 is taut for every v1 ∈ V1 and v2 ∈ V2 and hence that the restriction of ρ2
to Gv1 is taut.
Now fix again a point (v1, v2). If C ⊂ G(v1, v2) is an arbitrary critical submanifold of
h(a,0), then it is diffeomorphic to Gv1v2. To see this let π1 : G(v1, v2)→ Gv1 be the projection
onto the first factor. Then one easily sees that
π−11 (gv1) = Ggv1gv2 = gGv1g
−1(gv2) = gGv1v2.
Hence we have that π1 is a G-equivariant fibration. The critical submanifolds of h(a,0) are
fibers of π1 and hence diffeomorphic to each other.
Since the orbit G(v1, v2) is taut we have by [34] that the Morse-Bott inequalities are
equalities. Let C1, . . . , Ck be the critical manifolds of h(a,0). Let i(Cj) be the index of Cj for
j = 1, . . . , k. Then
p(G(v1, v2)) =
k∑
j=1
p(Cj)t
i(Cj ) = p(Gv1v2)
k∑
j=1
ti(Cj ).
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since the critical submanifolds are all diffeomorphic to Gv1v2. We have
p(Gv1) =
k∑
j=1
ti(Cj )
since ha is a perfect Morse functions with critical points p1 = π1(C), . . . , pk = π1(Ck) and
the index of pj is equal to i(Cj). It follows that
p(G(v1, v2)) = p(Gv1) p(Gv1v2).
Multiplying out the Poincare´ polynomials gives b0(Gv1v2) = 1 and
b1(G(v1, v2)) = b1(Gv1) + b1(Gv1v2).
This finishes the proof of the proposition. 
3.12 Remark The property that ρ2|Gv1 is taut in Proposition 3.11 is a weakening of the
property that ρ2|Gv1 is orbit equivalent to ρ2 for a variationally complete reducible represen-
tation ρ1 ⊕ ρ2 (cf. Proposition 3.4, part (b)).
We give examples of how Proposition 3.11 can be used.
3.13 Examples (i) Let G = SO(n) and let ρ1 be the SO(n)-conjugation on the space V1 of
real traceless symmetric n×n matrices. Then ρ1 is taut since it is the isotropy representation
of the symmetric space SL(n,R)/SO(n). Let ρ2 be any other nontrivial representation of
SO(n) with representation space V2. Then ρ1 ⊕ ρ2 cannot be taut if n ≥ 3. To see this, let
v1 ∈ V1 be a regular point. Then Gv1 is the discrete group consisting of all diagonal matrices
with determinant one and entries ±1 on the diagonal. The kernel of ρ2 is contained in the
center of SO(n). Since n ≥ 3, we see that Gv1 cannot be contained in the center of ρ2. Hence
there is an element v2 ∈ V2 that is not fixed by Gv1 . It follows that Gv1v2 is disconnected.
Now Proposition 3.11 implies that ρ1 ⊕ ρ2 is not taut.
(ii) Now let G be a compact connected simple Lie group of rank at least two and let
ρ1 denote the adjoint representation of G. We assume that G is simply connected. Let ρ2
be any other nontrivial representation of G. Then ρ1 ⊕ ρ2 is not taut. To see this let T
be a maximal torus in G. We denote the representation spaces of ρ1 and ρ2 by V1 and V2
respectively. There is a regular element v1 ∈ V1 with Gv1 = T . The restriction of ρ2 to T has
a discrete kernel that is contained in the center of G. If v2 ∈ V2 is a T -regular point then
the isotropy subgroup Tv2 coincides with the kernel of ρ2|T . Hence Gv1v2 is diffeomorphic to
T and it follows that b1(Gv1v2;F ) is equal to the rank of G. In particular b1(Gv1v2;F ) ≥ 2.
Now notice that the isotropy group of (v1, v2) is also Tv2 . Hence π1(G(v1, v2)) = Tv2 which
implies H1(G(v1, v2);Z) = Tv2 since Tv2 is Abelian. If G 6= Spin(4k) then the center of G is a
cyclic group and it follows that b1(G(v1, v2);F ) ≤ 1. If G = Spin(4k), then k ≥ 2 and we get
b1(Gv1v2;F ) = 2k ≥ 4; since the center of Spin(4k) is Z2×Z2, we have b1(G(v1, v2);F ) ≤ 2.
In either case, b1(Gv1v2;F ) > b1(G(v1, v2);F ) which implies by Proposition 3.11 that ρ1⊕ ρ2
is not taut.
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3.3 A reduction principle
We now discuss a reduction principle which will be used later to prove that certain rep-
resentations are or are not taut. Let ρ : G → O(V ) be an orthogonal linear action of a
compact Lie group G which is not assumed to be connected. Denote by H a fixed principal
isotropy subgroup of the G-action on V and let V H be the subspace of V that is left point-
wise fixed by the action of H . Let N be the normalizer of H in G. Then the group N/H
acts on V H with trivial principal isotropy subgroup. Moreover, the following result is known
([21, 28, 29, 37, 38, 39]):
3.14 Theorem (Luna-Richardson) The inclusion V H → V induces a stratification pre-
serving homeomorphism between orbit spaces
V H/N → V/G.(3.15)
The injectivity of the map (3.15) means that Np = Gp ∩ V H for p ∈ V H . In particular,
the H-fixed point set of a G-orbit is a smooth manifold. Observe also that for a regular point
p ∈ V H the normal space to the principal orbit M = Gp at p is contained in V H , because
the slice representation at p is trivial.
3.16 Lemma Let p ∈ V H be a regular point and consider a normal vector ξ to M = Gp
at p. Then the Weingarten operator of M at ξ restricts to the Weingarten operator of
MH =M ∩ V H at ξ, in symbols, AMξ |TpMH = AM
H
ξ .
Proof. Let v ∈ TpMH . Consider an extension ξ˜(t) of ξ to a normal vector field along a
curve γ(t) in MH with γ˙(0) = v. Then AMξ v = −ξ˜′(0)T , where “T” denotes the orthogonal
projection onto TpM . Now ξ˜(t) ∈ V H , so the derivative ξ˜′(0) ∈ V H . The normal component
of ξ˜′(0) is already in V H , so its component in TpM is also in V H . Hence AM
H
ξ v = −ξ˜′(0)T
which proves the claim. 
3.17 Lemma Let p, q ∈ V H and suppose that q is a regular point for G. Consider M = Gp
and let Lq : M → R be the distance function. Then the critical set of Lq is contained in
MH =M ∩ V H , namely, Crit(Lq) = Crit(Lq|MH ).
Proof. Let x ∈ M be a critical point of Lq : M → R. Then x = gp for some g ∈ G
and v = q − x is a normal vector to M at x. Consider first the case where p is a regular
point for G. Then the isotropy subgroup at x is principal, so Gx = gHg
−1 acts trivially
on the normal space. In particular gHg−1v = v, which implies that gHg−1q = q. Now
gHg−1 ⊂ Gq = H and therefore g ∈ N . Thus x = gp ∈ V H and x is a critical point for
the restriction Lq : M
H → R. Consider now the case where p is not a regular point for G.
Then there is ǫ > 0 sufficiently small such that y = x + ǫv is a regular point for G. Now y
is a critical point for Lq : Gy → R, since a line segment meeting one orbit orthogonally is
orthogonal to all orbits it meets. By the previous case y ∈ V H . Hence x ∈ V H and again x
is a critical point for the restriction Lq : M
H → R.
On the other hand, let x ∈ MH be a critical point of Lq : MH → R. Consider first
the case where p is a regular point for G. Then x is also a regular point for G so that
the normal spaces Nx(M
H) and Nx(M) coincide. It follows that x is a critical point of
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Lq : M → R. Consider now the case where p is not a regular point for G. Then there is
ǫ > 0 sufficiently small such that y = x+ ǫv ∈ V H is a regular point for G, where v = q − x.
Since Gy ∩ V H = Ny, we get that y is a critical point for Lq : Ny → R. By the previous
case y is a critical point for Lq : Gy → R. Hence again x is a critical point of Lq : M → R.

For the next lemma and proposition we found inspiration in [14].
3.18 Lemma Suppose there is a subgroup L ⊂ H which is a finitely iterated Z2-extension
of the identity and such that the fixed point sets V L = V H . Let M = Gp be a principal orbit.
Then the sum of the Betti numbers (with respect to Z2 coefficients) of M
H is less than or
equal the sum of the Betti numbers of M , in symbols β(MH ;Z2) ≤ β(M ;Z2).
Proof. We can write L = {h1, . . . , hn} ⊂ H such that hi+1 normalizes Hi and h2i+1 ∈ Hi
for i : 0, . . . , n− 1, where H0 is the identity group and Hi is the subgroup of H generated by
h1, . . . , hi. Now each transformation hi+1 has order 2 in the fixed point set M
Hi =M ∩V Hi ,
so by a theorem of Floyd ([17])
β(ML;Z2) ≤ β(MHn−1 ;Z2) ≤ . . . ≤ β(MH0 ;Z2).
But ML = MH and MH0 = M and this completes the proof. 
3.19 Proposition Suppose there is a subgroup L ⊂ H which is a finitely iterated Z2-
extension of the identity and such that the fixed point sets V L = V H . Suppose also that
the reduced representation ρ¯ : (N/H)0 → O(V H) is Z2-taut where (N/H)0 denotes the con-
nected component of the identity of N/H. Then ρ : G→ O(V ) is Z2-taut.
Proof. Let M = Gp be an arbitrary orbit. We shall prove that M is Z2-taut. Since V
H
intersects all orbits, we may assume p ∈ V H . Suppose Lq : M → R is a Morse distance
function. We must show that Lq is Z2-perfect, and in fact it is enough to do that for q in a
dense subset of V , so we may take q to be a regular point. Since G acts on V by isometries,
we may moreover assume that q ∈ V H . If ρ¯ is Z2-taut, then each connected component of
MH is Z2-taut, hence M
H itself is Z2-taut. Note that Lq|MH is a Morse function. Hence
Lq|MH is Z2-perfect. Now Lemmas 3.17 and 3.18 and the Morse inequalities imply that
β(MH ;Z2) ≤ β(M ;Z2) ≤ #Crit(Lq) = #Crit(Lq|MH ),
where #A denotes the cardinality of the finite set A. It follows that Lq is Z2-perfect. 
4 A necessary condition for a representation to be of
class O2
Let π be a complex representation of the compact connected Lie group G on a finite-
dimensional vector space. We say that π is of real type if it comes from a representation
of G on a real vector space by extension of scalars, and we say that π is of quaternionic type
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if it comes from a representation of G on a quaternionic vector space by restriction of scalars.
If π is neither of real type nor of quaternionic type, we say that π is of complex type2.
Now it is known that the finite-dimensional real irreducible representations ρ of G fall
into one of the following disjoint classes:
(a) the complexification ρc is irreducible and ρc = π is a complex representation of real
type;
(b) the complexification ρc is reducible and ρc = π ⊕ π where π is a complex irreducible
representation of quaternionic type;
(c) the complexification ρc is reducible and ρc = π ⊕ π∗ where π is a complex irreducible
representation of complex type and π∗ is not equivalent to π (where π∗ denotes the
dual representation of π).
The relation between ρ and π is that ρ is a real form of π in the first case (ρc = π), but ρ
is π viewed as a real representation in the other two cases (ρ = πr). We shall call ρ of real,
quaternionic or complex type according to whether the associated π is of real, quaternionic
or complex type. Note also that π is self-dual precisely in the first two cases.
Suppose now that G is semisimple, let g denote its Lie algebra and gc its complexification.
Write ∆ for the root system of gc with respect to a chosen Cartan subalgebra, ∆+ for the
positive root system with respect to an ordering of the roots, and S = {α1, . . . , αr} for the
corresponding simple root system. Let λ1, . . . , λr be the fundamental highest weights defined
by the relations 2(λi, αj)/(αj , αj) = δij where ( , ) is the Cartan-Killing form. The Theorem
of the Highest Weight of E´. Cartan states that the complex irreducible representations of
gc are parametrized by their highest weights, and these are exactly the linear combinations
λ =
∑r
i=1miλi for mi ∈ {0, 1, 2, . . . }. The following proposition is a useful criterium of
Dadok to decide for which λ the corresponding representation πλ is of real, quaternionic or
complex type. Recall that the roots α, β ∈ ∆ are called strongly orthogonal if α ± β is not
a root.
4.1 Proposition ([12]) There is a maximal subset B = {β1, . . . , βs} ⊂ ∆+ of strongly
orthogonal roots such that:
(a) we have s0 = sβ1 · · · sβs is the Weyl group element that maps the positive Weyl chamber
into its negative;
(b) the representation πλ is of complex type if and only if λ does not belong to the real span
of B;
(c) the representation πλ is of real type (resp. quaternionic type) if and only if λ belongs
to the real span of B and
k(λ) =
s∑
i=1
(λ, βi)− (s0λ, βi)
(βi, βi)
2It is useful to remark that π is of real type (resp., quaternionic type) if and only if there exists an
invariant real (resp., quaternionic) structure on the representation space, i. e. a C-conjugate linear, G-
invariant endomorphism ǫ of the representation space such that ǫ2 = 1 (resp., ǫ2 = −1).
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is an even (resp. odd) integer.
4.2 Remark For a simple Lie algebra the set B can be constructed as follows, as is explained
in [12] and will be assumed throughout our paper (cf. Appendix A). Let β1 be the highest
root. The root system {α ∈ ∆ : (α, β1) = 0} is either irreducible or equals {±ζ1} ∪∆1, with
∆1 being irreducible and ζ1 ∈ ∆+. In the former case set β2 equal to the highest root of ∆1
(with the inherited order from ∆), and proceed by induction. In the latter case set β2 = ζ1
and β3 equal to the highest root of ∆1, and proceed by induction.
We continue to assume that G is semisimple. Let Hα, α ∈ ∆, be the coroots of gc. It
is possible to choose root vectors Xα for g
c, α ∈ ∆, such that the compact real form g is
spanned by
iHα, Xα −X−α, i(Xα +X−α), where α ∈ ∆+.(4.3)
Now if π is a complex representation of G, we have that the adjoint map π(Xα)
∗ = π(X−α)
with respect to any G-invariant Hermitian product on the representation space. Moreover, if
π is of real (resp. quaternionic) type and ǫ is an invariant real (resp. quaternionic) structure
on the representation space, then π(Xα)ǫ = ǫπ(X−α).
By compactness of G, any real representation is equivalent to an orthogonal one. The
following proposition, which is stated as a remark in [12], p. 128, and the ensuing lemma,
which is a refinement of a result in [11], are precisely the ingredients we need to establish a
necessary condition for an orthogonal representation of G to be of class O2.
4.4 Proposition ([12]) Let Uk(gc) be the kth level in the natural filtration of the universal
enveloping algebra of gc. Fix πλ, the irreducible representation of g
c with highest weight λ,
and fix vλ, a highest weight vector. Let
ni =
(λ, βi)− (s0λ, βi)
(βi, βi)
,
for i = 1, . . . , s. Then the element s0vλ is in Uk(λ)(gc)vλ, but not in U l(gc)vλ for any l < k(λ),
where s0vλ is given as
s0vλ = π(X−β1)
n1 · · ·π(X−βs)nsvλ.
There is no proof of the above proposition in [12]. In [10], p. 270, there is an attempt to
prove the proposition which in our view contains serious gaps.
Proof. It is enough to consider the case where gc is a complex simple Lie algebra. We
first claim that the element s0vλ is not zero. In fact, consider the complex subalgebra k ⊂ gc
generated by the root spaces of gc corresponding to ±β1, . . . ,±βs. Then k is isomorphic
to the direct product of s copies of sl(2,C). We restrict πλ to k and let Uλ be the unique
irreducible k-module generated by vλ. Since λ − s0λ =
∑s
i=1 niβi, it is now clear that Uλ
is the representation space of k : ❡
n1
⊗ · · · ⊗ ❡
ns
and that s0vλ ∈ Uλ. Therefore, our claim is
reduced to the case of the (n+1)-dimensional complex irreducible representation of sl(2,C),
namely ❡
n
, which is immediate to verify.
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It is obvious that s0vλ ∈ Uk(λ)(gc)vλ. We next prove that s0vλ /∈ U l(gc)vλ for l < k(λ)
by contradiction. In fact, enumerate the positive roots ∆+ = {α1, . . . , αt} and suppose
s0vλ ∈ U l(gc)vλ for l < k(λ). It follows from the Poincare´-Birkhoff-Witt theorem that we
can write
s0vλ =
∑
p1,... ,pt≥0
cp1···ptX
p1
−α1 · · ·Xpt−αtvλ,
for some complex constants cp1···pt . Now, using that X
∗
α = X−α,
0 6= (s0vλ, s0vλ)
=
∑
p1,... ,pt≥0
cp1···pt(X
p1
−α1 · · ·Xpt−αtvλ, Xn1−β1 · · ·Xns−βsvλ)
=
∑
p1,... ,pt≥0
cp1···pt(X
ns
βs
· · ·Xn1β1Xp1−α1 · · ·Xpt−αtvλ, vλ).
Recall that the highest weight space is one-dimensional; hence we can write
Xnsβs · · ·Xn1β1Xp1−α1 · · ·Xpt−αtvλ = cvλ,
for some nonnegative integers p1, . . . , pt such that k(λ) = n1 + · · ·+ ns > p1 + · · ·+ pt = l
and for some nonzero complex constant c. Note that n1β1 + · · ·+ nsβs = p1α1 + · · ·+ ptαt.
The contradiction we are aiming at now follows from the following claim.
Claim 1 If N > M then
XδN · · ·Xδ1X−γ1 · · ·X−γMvλ = 0,
where δ1, . . . , δN ∈ B, and γ1, . . . , γM ∈ ∆+.
We proceed by induction on the integer N . The cases N = 1 and N = 2 are trivial (use
that vλ is a highest weight vector for N = 1 and that the sum of two roots in B is not a
root for N = 2). Assume the assertion is true for some N − 1 ≥ 2 and let us prove it for N .
Since Xβ1, . . . , Xβs pairwise commute, we may assume that δ1 = βi where i ≤ j for every
j = 1, . . . , s which satisfies βj = δk for some k = 1, . . . , N .
Claim 2 For each j = 1, . . . ,M , if δ1 − γj is a root then it is a positive root.
Indeed we have δ1 = βi where i is as above. If i = 1, then we are done because β1 is the highest
root. If not, 0 = (β1, δ1+ · · ·+ δN ) = (β1, γ1+ · · ·+γM). Now (β1, γ1) = −(β1, γ2+ · · ·+γM),
and since β1 is the highest root we have (β1, γ1) ≥ 0, . . . , (β1, γM) ≥ 0. It follows that
(β1, γ1) = 0 and (β1, γ2+ · · ·+ γM) = 0. An easy induction argument shows that (β1, γj) = 0
for j = 1, . . . ,M . Consider now the root system {α ∈ ∆ : (α, β1) = 0}. The first case
occurs when it is irreducible. Then β2 is by definition its highest root so that β2 ≥ γj for
j = 1, . . . ,M . If i = 2 we are done. If not, we see that (β2, γj) = 0 for j = 1, . . . ,M and
we proceed by induction. The second case occurs when the above root system is of the form
{±ζ1} ∪∆1, with ∆1 being irreducible and ζ1 ∈ ∆+. Here β2 = ζ1 and β3 is the highest root
of ∆1. If γj ∈ ∆1 for j = 1, . . . ,M then (β2, γj) = 0 for j = 1, . . . ,M so that i ≥ 3 and we
proceed by induction as above. On the other hand, if ζ1 = γj0 for some j0, then i = 2. In
this case, for each j = 1, . . . ,M either β2 = γj or −γj ∈ ∆1. So β2− γj is never a root. This
completes the proof of Claim 2.
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Claim 3 We have
XδN · · ·Xδ2X−γ1 · · ·X−γj−1HζX−γj+1 · · ·X−γM vλ = 0,
where Hζ is the coroot vector corresponding to ζ ∈ ∆+ and j = 1, . . . ,M .
In order to prove Claim 3, proceed by induction on j. The initial case is j = M , which
follows from the induction hypothesis on N , since Hζvλ = (ζ, λ)vλ. Next write
XδN · · ·Xδ2X−γ1 · · ·X−γj−1HζX−γj+1 · · ·X−γM vλ =
XδN · · ·Xδ2X−γ1 · · ·X−γj−1X−γj+1Hζ · · ·X−γM vλ(4.5)
+ XδN · · ·Xδ2X−γ1 · · ·X−γj−1 [Hζ , X−γj+1 ] · · ·X−γM vλ.
The first summand on the right hand side of (4.5) is zero by the induction hypothesis on j,
and the second summand is zero because [Hζ , X−γj+1] = −(ζ, γj+1)X−γj+1 so that we can use
the induction hypothesis on N . This proves Claim 3.
Claim 4 We have
XδN · · ·Xδ2X−γ1 · · ·X−γj−1XζX−γj+1 · · ·X−γM vλ = 0,
where Xζ is the root vector corresponding to ζ ∈ ∆+ and j = 1, . . . ,M .
In order to prove Claim 4, proceed by induction on j. The initial case is j = M , which is
trivial because vλ is a highest weight vector. Next write
XδN · · ·Xδ2X−γ1 · · ·X−γj−1XζX−γj+1 · · ·X−γM vλ =
XδN · · ·Xδ2X−γ1 · · ·X−γj−1X−γj+1Xζ · · ·X−γM vλ(4.6)
+ XδN · · ·Xδ2X−γ1 · · ·X−γj−1 [Xζ , X−γj+1 ] · · ·X−γM vλ.
The first summand on the right hand side of (4.6) is zero by the induction hypothesis on j.
The second summand is also zero for the following reasons. If ζ = γj+1 we use Claim 3. If
not, then either ζ − γj+1 is not a root and then [Xζ , X−γj+1 ] = 0, or else ζ − γj+1 is a root.
In the latter case, if it is a positive root we can use the induction hypothesis on j, and if it
is a negative root then we can use the induction hypothesis on N . This completes the proof
of Claim 4. We finally turn to the proof of Claim 1. We can write
XδN · · ·Xδ1X−γ1 · · ·X−γM vλ =
M∑
j=1
XδN · · ·Xδ2X−γ1 · · ·X−γj−1 [Xδ1 , X−γj ]X−γj+1 · · ·X−γMvλ(4.7)
+ XδN · · ·Xδ2X−γ1 · · ·X−γMXδ1vλ.
The second summand in the right hand side of (4.7) is zero because vλ is a highest weight
vector. The first summand is also zero because if δ1 = γj we can apply Claim 3. Otherwise,
either δ1 − γj is not a root and then [Xδ1 , X−γj ] = 0 or else δ1 − γj is a root and then it is a
positive root by Claim 2 so that we can apply Claim 4. This completes the proof of Claim 1
and the proof of the proposition. 
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4.8 Lemma Let πλ be the complex irreducible representation of G with highest weight λ and
representation space Vλ. Let µ be a weight of πλ and fix a weight vector vµ. Let ρ denote
a real form of πλ in case πλ is of real type, or the realification of πλ in case it is either of
quaternionic or of complex type. Suppose that ρ is of class O2.
(a) If πλ is of real type, then
U2(gc)vµ + U2(gc)ǫ(vµ) = Vλ,
where ǫ is the real structure on Vλ defined by ρ. In particular, by taking µ = λ, we find
that
U2(gc)vλ + U2(gc)ǫ(vλ) = Vλ. (C2)
(b) If πλ is of complex or quaternionic type, then U2(gc)vµ = Vλ.
Proof. (a) Consider the real vector p = vµ + ǫvµ. The second osculating space O2p(Gp) is
spanned over R by Xp, XY p, where X , Y ∈ g. Taking linear combinations with complex
coefficients of these vectors, we can write that the complexification
O2p(Gp)c ⊂ U2(gc)vµ + U2(gc)ǫ(vµ) ⊂ Vλ.
But ρ of class (O2) implies that O2p(Gp)c = Vλ.
(b) Let p = vµ. We have that O2p(Gp) ⊂ U2(gc)vµ ⊂ Vλ as real vector spaces and the
proof is similar as in (a). 
We now state the main result of this section. Notice that the same result is claimed
in [10], p. 271, with an attempt of a proof which in our opinion is not satisfactory.
4.9 Proposition Let ρ be a real (orthogonal) irreducible representation of a compact con-
nected semisimple Lie group G with complexified Lie algebra gc, and let πλ be the associated
complex irreducible representation. Suppose that ρ is of class O2.
(a) If ρ is of quaternionic type, then k(λ) = 1.
(b) If ρ is of complex type, then k(λ) = 1, 2.
(c) If ρ is of real type, then k(λ) = 2, 4.
Proof. First consider ρ to be of quaternionic or complex type, i. e. ρc = πλ⊕π∗λ. Then ρ of
class O2 forces U2(gc)vλ = Vλ (Lemma 4.8) and then s0vλ ∈ U2(gc)vλ implies that k(λ) ≤ 2
(Proposition 4.4). From this follow (a) and (b).
Now take ρ to be of real type. Let vλ be a highest weight vector of ρ
c = πλ. Since πλ is
self-dual,
lowest weight of πλ = −highest weight of π∗λ = −λ = s0λ.
Also, there exists a C-conjugate linear, G-invariant involution ǫ of Vλ and ǫ(vλ) is a lowest
weight vector. We shall assume k(λ) ≥ 6 and derive a contradiction. Since k(λ) is even, it is
possible to write
k(λ)
2
= n1 + . . .+ ni0 +m
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for some integers 0 ≤ i0 < s, 0 ≤ m < ni0+1, where ni is as in Proposition 4.4. Set
µ = λ− n1β1 − . . .− ni0βi0 −mβi0+1.
Note that µ is a weight: a µ-weight vector is
u = Xn1−β1 . . .X
ni0
−βi0X
m
−βi0+1vλ.
Use Lemma 4.8 to decompose u = u1 + u2 where u1 ∈ U2(gc)vλ and u2 ∈ U2(gc)ǫ(vλ). First,
assume that u2 6= 0. Since k(λ)2 ≥ 3, we have
u2 = u− u1 ∈ U
k(λ)
2 (gc)vλ + U2(gc)vλ ⊂ U
k(λ)
2 (gc)vλ.(4.10)
Moreover, it is clear that u2 may be assumed to be a µ-weight vector (because a component
of u2 in a different weight space has to cancel with the corresponding component of u1 in the
same weight space) and that
u2 =
∑
γ,δ∈∆+
cγ,δX−γX−δǫ(vλ)
for some complex constants cγ,δ (we do not need to consider terms of first order in the sum
because λ− µ cannot be a root). Therefore,
0 6= (u2, u2) = (u2,
∑
γ,δ∈∆+
cγ,δX−γX−δǫ(vλ)) = (
∑
γ,δ∈∆+
c¯γ,δXδXγu2, ǫ(vλ)).
This shows that
∑
γ,δ∈∆+
c¯γ,δXδXγu2
is a nonzero multiple of the lowest weight vector ǫ(vλ). This, combined with (4.10), gives
that ǫ(vλ) is in U k(λ)2 +2(gc)vλ. But k(λ)2 + 2 < k(λ), contradicting Proposition 4.4.
In case u2 = 0 we have that u = u1 ∈ U2(gc)vλ. Since
X
ni0+1−m
−βi0+1 X
ni0+2
−βi0+2 . . .X
ns
−βsu = s0vλ
is a nonzero multiple of the lowest weight vector ǫ(vλ) and ni0+1−m+ni0+2+ . . .+ns = k(λ)2 ,
again ǫ(vλ) ∈ U
k(λ)
2
+2(gc)vλ, contradicting the same proposition. 
5 The candidates to a position in class O2
In this section we want to elaborate a list of possibilities for real irreducible representations
of class O2 which we shall use later in Sections 6 and 7 to classify variationally complete and
taut representations. Our point of view, as is usually the case in other papers on the subject,
is to classify orthogonal representations up to the following equivalence relation: we call two
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representations ρ : G→ O(V ), ρ′ : G′ → O(V ′) image equivalent if there exists an isometry
ψ : V → V ′ such that O(ψ)(ρ(G)) = ρ′(G′), where O(ψ) : O(V ) → O(V ′) is the induced
conjugation map3. In particular, the image equivalence class of ρ always contains its dual ρ∗
(in fact any representation obtained from ρ by an automorphism of the Dynkin diagram), as
well as the pull back representation ρ˜ = ρ ◦ p of a covering group p : G˜→ G.
Let G be a compact connected Lie group. We have that G is finitely covered by T n ×
Gs, where T
n is an n-dimensional torus and Gs is a compact connected semisimple Lie
group (which may also be assumed to be simply-connected, whenever convenient), and any
representation of G pulls back to a representation of T n ×Gs. In view of image equivalence,
in order to study representations of G, we may assume that G = T n × Gs and restrict to
almost faithful representations. Next we observe that any complex irreducible representation
of T n is a character (hence of complex type). Therefore a complex irreducible representation
of G can be of real type or of quaternionic type only if it is trivial on T n, and in case it is of
complex type, then it has an (n − 1)-dimensional kernel on T n. Now we have come to our
working hypothesis (for a circle group S1, let xn denote the nth power representation of that
circle which is a complex representation of complex type):
Let ρ be a real irreducible representation of a compact connected Lie group G on
a finite-dimensional real vector space V .
• If ρ is of real type, we assume thatG = Gs is a compact connected semisimple
Lie group, and ρ is a real form of a complex irreducible representation π = πλ
of G of real type on the complex vector space Vλ for some highest weight λ.
• If ρ is of quaternionic type, we assume that G = Gs, where Gs is as above,
and ρ is the realification of a complex irreducible representation π = πλ of G
of quaternionic type on the complex vector space Vλ for some highest weight
λ.
• If ρ is of complex type, we assume that G = Gs or G = S1 ×Gs, where Gs
is as above, and ρ is the realification of a complex irreducible representation
π of G of complex type. According to the form of G, we write π = πλ or
π = x ⊗ πλ as a representation on the complex vector space Vλ = C⊗C Vλ
for some highest weight λ.
Isotropy representations of symmetric spaces and cohomogeneity one representations of
compact connected Lie groups are of course two classes of representations that belong to
class O2. In order to keep the exposition as simple as possible, we assume knowledge of the
classification of symmetric spaces. So in the course of this section we will be disregarding all
the isotropy representations of symmetric spaces that we encounter, according to tables 8.11.2
and 8.11.5 in [45]. Moreover, we classify in Section 8 the cohomogeneity one representations
of compact connected Lie groups. (As a side remark, note that our proof of Theorem 8.2
is completely independent from the classification of the symmetric spaces.) Therefore, in
addition to our previous hypotheses we assume throughout this section:
3This is finer than the notion of orbit equivalence which is explained in Section 2, but of course not as
fine as the usual notion of equivalence for representations.
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The real irreducible representation ρ is of class O2, cohomogeneity greater than
one and it is not the isotropy representation of a symmetric space.
The results of our investigation in this section (namely, Propositions 5.1, 5.2, 5.17, 5.18,
5.19, 5.20 and 5.21) finally imply: the possibilities for ρ are those collected in the table of
Proposition 6.3 and in Tables C.1, C.2, C.3 and C.4 in Appendix C.
We need some amount of notation (cf. [45], p. 237). Let An = SU(n+ 1), Bn =
Spin(2n+ 1), Cn = Sp(n), Dn = Spin(2n), G2, F4, E6, E7 and E8 refer to E´. Cartan’s
classification types of simple Lie groups and Lie algebras. For the complex semisimple Lie
algebra gc, we use the following notation for its complex irreducible representation πλ: if the
integer 2(λ, αi)/(αi, αi) 6= 0, then we write it next to the vertex of the Dynkin diagram of
gc which corresponds to αi (recall that S = {α1, . . . , αr} is the simple root system). For
example,
❡ ❡ ❡♣ ♣ ♣
1
, ❡ ❡ ❡ ✉♣ ♣ ♣
1
, ✉ ✉ ✉ ❡♣ ♣ ♣
1
, ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
,
denote respectively the vector representations of An, Bn, Cn, Dn, and the adjoint represen-
tations are given by:
A1 ❡
2
G2 ✉ ❡
1
An, n ≥ 2 ❡ ❡ ❡♣ ♣ ♣
1 1
F4 ❡ ❡ ✉ ✉
1
Bn, n ≥ 3 ❡ ❡ ❡ ✉♣ ♣ ♣
1
E6
❡ ❡ ❡ ❡ ❡
❡ 1
Cn, n ≥ 2 ✉ ✉ ✉ ❡♣ ♣ ♣
2
E7
❡ ❡ ❡ ❡ ❡ ❡
❡
1
Dn, n ≥ 4 ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
E8
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
1
Note that we are using the dot convention: if there are two lengths of roots, then the short
roots are black in the Dynkin diagram. And a real irreducible representation is denoted by
the diagram of its complexification.
We add that we shall refer repeatedly to Table B.1 in Appendix B, which contains the
values of the invariant k(λ) for the fundamental representations of the complex simple Lie
algebras.
5.1 The case where ρ is of quaternionic type
Here there is nothing:
5.1 Proposition The representation ρ cannot be of quaternionic type.
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Proof. If ρ is of class O2 and quaternionic type, Proposition 4.9 says that k(λ) = 1. A
glance at Table B.1 now shows that G = Sp(n) and πλ is the vector representation. But
then ρ is of cohomogeneity one. 
5.2 The case where ρ is of complex type
Here the result is:
5.2 Proposition Let ρ be of complex type. Then ρ is one of the following:
G ρ Conditions
SU(n)× SU(m) ( ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
)
⊕ ( ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
)
n 6= m
SU(n)× Sp(m) ( ❡ ❡♣ ♣ ♣
1
⊕ ❡ ❡♣ ♣ ♣
1
)
⊗ ✉ ✉ ❡♣ ♣ ♣
1 n ≥ 3, m ≥ 2
S1 × SU(n)× Sp(m) (x⊗ ❡ ❡♣ ♣ ♣
1
⊕ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
)
⊗ ✉ ✉ ❡♣ ♣ ♣
1 m ≥ 2
SU(n) ❡ ❡ ❡♣ ♣ ♣
1
⊕ ❡❡❡ ♣♣♣
1
n odd
Spin(10) ❡ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡ ❡
❡
❡
 
❅
1
−
SO(2)× Spin(7) (x⊕ x−1)⊗ ❡ ❡ ✉
1
−
SO(2)× Spin(9) (x⊕ x−1)⊗ ❡ ❡ ❡ ✉
1
−
SO(2)×G2 (x⊕ x−1)⊗ ✉ ❡
1
−
The proof of Proposition 5.2 will be given after the proof of the following two lemmas.
5.3 Lemma Let πλ be a complex irreducible representation of a compact connected semisim-
ple Lie group Gs and suppose that the realification of the tensor product representation
π = x⊗ πλ of G = S1 ×Gs is of class O2. We have:
(a) if πλ is of real type and Gs is simple, then Gs = Spin(7) or Gs = Spin(9) and πλ is the
respective spin representation, or Gs = G2 and πλ is the 7-dimensional representation,
or Gs = SO(m) for m 6= 2, 4 and πλ is the vector representation;
(b) if πλ is of real type and Gs is not simple, then Gs = Sp(1) × Sp(m) and πλ is the
tensor product of the vector representations of each of the factors;
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(c) if πλ is of quaternionic type or complex type, then k(λ) = 1, 2.
Proof. (a) and (b) Let Vλ be the representation space of πλ and V be the real subspace
where a real form acts. Note that the representation space for π is still Vλ, but π is of complex
type. Let p = 1 ⊗ a ∈ C ⊗R V = V c = Vλ, n the dimension of V and q the codimension of
Gsa in V . Since the realification of π is of class O2, we have that O2p(Gp) = V cr ∼= V ⊕ iV .
But
O2p(Gp) ⊂ 1⊗ [Ra+O2a(Gsa)] + i⊗ [Ra+ Ta(Gsa)],
so by comparing real and imaginary parts we get that V = Ra + Ta(Gsa). Therefore q = 1
and G acts with cohomogeneity one on V . Now (a) follows from Lemmas 5.11 and 5.14
below, and (b) follows from Lemmas 5.11 and 5.15 below.
(c) Consider the point p = vλ ∈ Vλ. We have that O2p(Gp) ⊂ U2(gc)vλ ⊂ Vλ as real
vector spaces. Since the realification of π is of class O2, we have that U2(gc)vλ = Vλ.
But U2(gcs)vλ = U2(gc)vλ, since the circle subgroup S1 preserves the weight spaces of πλ.
Therefore U2(gcs)vλ = Vλ and we can apply Proposition 4.4 as in the first paragraph of the
proof of Proposition 4.9. 
Part (a) of the following lemma also follows from [41].
5.4 Lemma (a) Let πλ be one of the following complex irreducible representations of com-
plex type of the compact connected semisimple Lie group Gs:
Gs πλ Conditions
SU(n)× SU(m) ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
n 6= m
SU(n) ❡ ❡ ❡♣ ♣ ♣
1
n = 2p+ 1
Spin(10) ❡ ❡ ❡
❡
❡
 
❅
1
−
Consider the tensor product representation π = x⊗πλ of S1×Gs. Then the realifications
of πλ and π are orbit equivalent.
(b) The realifications of the following complex irreducible representations πλ of complex
type of the compact connected semisimple Lie group Gs are not of class O2:
Gs πλ Conditions
SU(n) ❡ ❡ ❡♣ ♣ ♣
2
n ≥ 3
SU(n) ❡ ❡ ❡♣ ♣ ♣
1
n = 2p ≥ 6
SU(n)× SU(n) ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
n ≥ 3
E6
❡ ❡ ❡ ❡ ❡
❡
1
−
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Proof. Preliminary considerations: Each one of these representations πλ has the
property that the realification of π = x ⊗ πλ is the isotropy representation of a compact
irreducible Hermitian symmetric spaceX = L0/K0, whereK0 is locally isomorphic to S
1×Gs.
We refer to [24], Chapter VIII, §7, for results about Hermitian symmetric spaces that we will
be using in the following. Let l0 = k0 + p0 be the decomposition of the Lie algebra l0 of L0
into the ±1-eigenspaces of the symmetry. Let c0 be the Lie algebra of S1, and let t0 be some
Cartan subalgebra of the Lie algebra gs of Gs. Then h0 = c0 + t0 is a Cartan subalgebra of
k0 and of l0. Let l be the complexification of l0 and let c, t, h, k, p be the complex subspaces
of l spanned by c0, t0, h0, k0, p0. Let ∆ denote the root system of (l, h) and consider the root
space decomposition l = h+
∑
α∈∆ lα. For each α ∈ ∆, we have that either lα ⊂ k or lα ⊂ p,
in which cases the root α is called respectively compact or noncompact. A root is compact if
and only if it vanishes on c. Let ∆c and ∆n denote respectively the subsets of ∆ of compact
and noncompact roots. Then we have decompositions k = h+
∑
α∈∆c lα, p =
∑
γ∈∆n lγ. Each
root is real-valued on ih0. We introduce a lexicographic ordering on the dual of ih0 that takes
ic0 before it0. Let ∆
+, ∆+c and ∆
+
n be the set of positive roots in ∆, ∆c and ∆n, and define
p+ =
∑
γ∈∆+n
lγ, p
− =
∑
−γ∈∆+n
lγ.
Then p = p+ + p− is an adk-invariant decomposition. The adk0-invariant complex structure
J0 on p0 is given by adH0 , where H0 ∈ c0 is determined by γ(H0) = i for γ ∈ ∆+n . The
C-linear extension J of J0 to p has p
± as ±i-eigenspaces. Let Γ = {γ1, . . . , γs} ⊂ ∆+n be a
maximal subset of strongly orthogonal roots. Then a0 =
∑s
j=1R(Xγj −X−γj ) is a maximal
Abelian subspace of p0. We view π
r as the adjoint action of K0 on p0, and then π
r is polar
and a0 is a section for π
r. We also view π as the the adjoint action of K0 on p
+, and then
the weight system of π is ∆+n . Now the root system of (g
c
s, t) is
∆0 = {α|t : α ∈ ∆c} (also ∆+0 = {α|t : α ∈ ∆+c }),
and the weight system of πλ is
Φ = {γ|t : γ ∈ ∆+n }.
It is also useful to remark that any adk0-invariant inner product < · , ·> on p0 is given by
a negative multiple of the restriction of the Killing form of l0; fix one and extend it to a
Hermitian product << · , ·>> on p. Then << · , ·>> is adk0-invariant and J is a skew-Hermitian
operator on p with respect to << · , ·>>.
Proof of (a): Since a0 is a section for π
r, it is clearly enough to check that given
p =
s∑
j=1
aj(Xγj −X−γj) ∈ a0,
where aj ∈ R, there exists H ∈ it0 such that
iadHp = J0p.(5.5)
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Write H =
∑
α∈∆+0 cαHα, where Hα are the coroots. Then (5.5) is equivalent to the following
system of linear equations: ∑
α∈∆+0
cα(α, γj) = 1, j : 1, . . . , s,
which we can solve in each one of the three cases with the help of the tables in Appendix A.
Let Gs = SU(n)× SU(m), n < m, πλ : ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
. Then L0 is SU(n +m),
∆+0 = {θi − θj : 1 ≤ i < j ≤ n or n+ 1 ≤ i < j ≤ n +m},
Φ = {θi − θj : 1 ≤ i ≤ n and n+ 1 ≤ j ≤ n +m}
and Γ = {θi − θn+m+1−i : 1 ≤ i ≤ n}. Here we can take H to be a suitable multiple of
Hθm−θm+1 +Hθm−θm+2 + . . .+Hθm−θm+n .
Let Gs = SU(n), n odd, πλ : ❡ ❡ ❡♣ ♣ ♣
1
. Then L0 is SO(2n), ∆
+
0 = {θi− θj : 1 ≤ i <
j ≤ n}, Φ = {θi + θj : 1 ≤ i < j ≤ n} and Γ = {θ2i−1 + θ2i : 1 ≤ i ≤ n−12 }. Here we can take
H to be a suitable multiple of Hθ1−θn +Hθ3−θn + . . .+Hθn−2−θn .
Let Gs = Spin(10), πλ : ❡ ❡ ❡
❡
❡
 
❅
1
. Then L0 is E6, ∆
+
0 = {±θi+θj : 1 ≤ i < j ≤ 5},
Φ = {1
2
(θ8− θ7− θ6+
∑5
i=1 ǫiθi) : Π
5
i=1ǫi = +1} and Γ = {12(θ8− θ7− θ6+ θ5+ θ4+ θ3+ θ2+
θ1),
1
2
(θ8 − θ7 − θ6 + θ5 − θ4 − θ3 − θ2 − θ1)}. Here we can take H to be a suitable multiple
of Hθ4+θ5 −Hθ4−θ5 . This completes the proof of (a).
Proof of (b): We will verify directly that the second osculating space at the point
p =
s∑
j=1
Xγj −X−γj ∈ a0 ⊂ p0
is not of maximal dimension. More precisely, we shall see that
<adXp , J0p> = <adY adXp , J0p> = 0,(5.6)
for all X , Y ∈ gs. Notice that J0p =
∑s
j=1 i(Xγj +X−γj ) ∈ p0.
It suffices to prove the identities (5.6) for the basis elements (4.3) of gs. We have that
<adXp , J0p> = ℜ<<adXp , Jp>> and <adY adXp , J0p> = −ℜ<<adXp , adY Jp>>. The
only cases where the real parts of the Hermitian products are not obviously zero are the
following (α, β ∈ ∆+0 ):
<<adiHαp , Jp>> =
s∑
j,k=1
<<adHα(Xγj −X−γj ) , Xγk +X−γk>>
=
s∑
j,k=1
γj(Hα)<<Xγj +X−γj , Xγk +X−γk)>>
= 2
s∑
j=1
γj(Hα) = 2(
s∑
j=1
γj, α),(5.7)
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assuming the root vectors to have length one. We will show below that the last expression
in (5.7) vanishes for the representations we are interested.
<<adi(Xα+X−α)p , Jp>> = <<adXα+X−αp ,
∑s
k=1(Xγk +X−γk)>>
=
s∑
j,k=1
<<adXα+X−α(Xγj −X−γj ) , Xγk +X−γk>>
= 0,(5.8)
because adXαXγj is either a (γj + α)-root vector or 0; ±γj ± γk 6∈ ∆; and root spaces
corresponding to distinct roots are orthogonal.
<<adiHαp , adXβ−X−βJp)>> =
s∑
j,k=1
γj(Hα)<<(Xγj +X−γj ) , adXβ−X−β(Xγk +X−γk)>>
= 0,
for the same reason why (5.8) is zero.
ℜ<<adXα−X−αJp , adi(Xβ+X−β)p>> = ℜ<<adXαJp , iadXβp>>
−ℜ<<adX
−α
Jp , iadX
−β
p>>
+ℜ<<adXαJp , iadX−βp>>
−ℜ<<adX
−α
Jp , iadXβp>>
= ℜ<<Jp , iad[X
−β ,Xα]p>>
+ℜ<<Jp , iad[Xβ ,Xα]p>>,(5.9)
because, for instance,
<<adXαJp , iadXβp>> = <<adX−βadXαJp , ip>>
= <<JadX
−β
adXαp , ip>>
= −<<adX
−β
adXαp , Jip>>
= −<<adX
−β
adXαp , iJp>>
= <<iadX
−β
adXαp , Jp>>
= <<Jp , iadX
−β
adXαp>>.
Now (5.9) shows that everything amounts to checking that (5.7) vanishes. Next we do
that in each one of the four cases. Let γ =
∑s
j=1 γj. Then the vanishing of (5.7) is equivalent
to
(γ,∆+0 ) = 0.(5.10)
Let Gs = SU(n), πλ : ❡ ❡♣ ♣ ♣
2
. Then L0 is Sp(n), ∆
+
0 = {θi − θj : 1 ≤ i < j ≤ n},
Φ = {θi+θj : 1 ≤ i < j ≤ n}∪{2θi : 1 ≤ i ≤ n}, Γ = {2θi : 1 ≤ i ≤ n} and γ = 2θ1+. . .+2θn.
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Let Gs = SU(n), n even, πλ : ❡ ❡ ❡♣ ♣ ♣
1
. Then L0 is SO(2n), ∆
+
0 = {θi−θj : 1 ≤ i <
j ≤ n}, Φ = {θi+θj : 1 ≤ i < j ≤ n}, Γ = {θ2i−1+θ2i : 1 ≤ i ≤ n2} and γ = θ1+θ2+ . . .+θn.
Let Gs = SU(n)× SU(n), πλ : ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
. Then L0 is SU(2n), ∆
+
0 = {θi −
θj : 1 ≤ i < j ≤ n or n+ 1 ≤ i < j ≤ 2n}, Φ = {θi − θj : 1 ≤ i ≤ n and n + 1 ≤ j ≤ 2n},
Γ = {θi − θ2n+1−i : 1 ≤ i ≤ n} and γ = θ1 + θ2 + . . .+ θn − θn+1 − θn+2 − . . .− θ2n.
Let Gs = E6, πλ :
❡ ❡ ❡ ❡ ❡
❡
1
. Then L0 = E7,
∆+0 = {±θi + θj : 1 ≤ i < j ≤ 5} ∪ {
1
2
(θ8 − θ7 − θ6 +
5∑
i=1
ǫiθi) : Π
5
i=1ǫi = +1},
Φ = {θ8 − θ7} ∪ {±θi + θ6 : 1 ≤ i ≤ 5} ∪ {1
2
(θ8 − θ7 + θ6 +
5∑
i=1
ǫiθi) : Π
5
i=1ǫi = −1},
Γ = {θ8 − θ7, θ6 + θ5, θ6 − θ5} and γ = θ8 − θ7 + 2θ6.
It is immediate to see that (5.10) holds in each case, and this completes the proof of (b).

Proof of Proposition 5.2. We know from Proposition 4.9 and Lemma 5.3 that k(λ) = 1,
2. In particular, Gs can have at most two simple factors.
Suppose k(λ) = 1. This implies Gs is simple. In the case G = Gs, we have π is of complex
type, so G = SU(n) and π is the vector representation. In the case G = S1×Gs, we have πλ
is of quaternionic or of complex type, so Gs = Sp(n) or Gs = SU(n) and πλ is the respective
vector representation. This only gives representations with cohomogeneity one.
Next suppose k(λ) = 2. The first case is Gs = G1×G2, where Gi is a simple group. Here
πλ decomposes as an outer tensor product πµ1 ⊗ πµ2 , where πµi is the representation of Gi of
highest weight µi with k(µi) = 1. This forces each Gi to be either Sp(n) or SU(n) for some
n, and πµi to be the corresponding vector representation. Using Lemma 5.3, item (b), and
Lemma 5.4, item (b), we get the first three representations in the table.
The second case is Gs is a simple group. For G = Gs, an inspection of Table B.1 reveals
four possibilities for πλ, namely:
❡ ❡ ❡♣ ♣ ♣
2
, ❡ ❡ ❡♣ ♣ ♣
1
, ❡ ❡ ❡
❡
❡
 
❅
1
and
❡ ❡ ❡ ❡ ❡
❡
1
.
Now Lemma 5.4, item (b), restricts these to the next two representations in the table.
For G = S1 × Gs, if πλ is of complex type, we only get representations associated to
symmetric spaces, and if πλ is of real type, Lemma 5.3, item (a), gives the last three repre-
sentations in our table. 
5.3 The case where ρ is of real type
The real case is much more involved than the previous two. We know from Proposition 4.9
that k(λ) = 2, 4. In particular, G can have at most four simple factors.
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As a first step towards the classification in the case ρ is of real type, we introduce the fol-
lowing variations of condition (C2) of Lemma 4.8 for a representation πλ with representation
space Vλ and highest weight vector vλ:
U2(gc)vλ + U1(gc)ǫ(vλ) = Vλ (C1 1
2
)
U1(gc)vλ + U2(gc)ǫ(vλ) = Vλ (C ′1 1
2
)
U1(gc)vλ + U1(gc)ǫ(vλ) = Vλ (C1)
U1(gc)vλ +Cǫ(vλ) = Vλ (C 1
2
)
Cvλ + U1(gc)ǫ(vλ) = Vλ (C ′1
2
)
It follows from the identity ǫXα = X−αǫ that conditions (C1 1
2
) and (C ′
1 1
2
) are equivalent, and
that conditions (C 1
2
) and (C ′1
2
) are equivalent.
5.11 Lemma The following conditions are equivalent for a complex irreducible representa-
tion πλ of real type of a compact connected semisimple Lie group G, with invariant real form
V :
(a) condition (C1);
(b) G is transitive on the unit sphere of V ;
(c) G acts with cohomogeneity 1 on V ;
(d) {Xp : X ∈ g} = (Rp)⊥ for all p ∈ V ;
(e) {Xp : X ∈ g} = (Rp)⊥ for some p ∈ V .
Proof. (b), (c), (d), and (e) are clearly equivalent. We prove that (a) is equivalent to (e).
In fact, let p = vλ + ǫ(vλ). Clearly {Xp : X ∈ g} ⊂ (Rp)⊥. Using the basis (4.3), we find
that {Xp : X ∈ g}c is spanned over C by
vλ − ǫ(vλ), X−αvλ, Xαǫ(vλ), α ∈ ∆+.
But condition (C1) holds precisely when this is also a system of generators for (Rp)
⊥c over C.

5.12 Lemma The following conditions are equivalent for a complex representation πλ of
quaternionic or complex type of a compact connected semisimple Lie group G on Vλ, with
highest weight vλ:
(a) U1(gc)vλ = Vλ;
(b) G is transitive on the unit sphere of V rλ ;
(c) G acts with cohomogeneity 1 on V rλ ;
(d) {Xp : X ∈ g} = (Rp)⊥ for all p ∈ V rλ ;
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(e) {Xp : X ∈ g} = (Rp)⊥ for some p ∈ V rλ .
Proof. The proof is analogous to the proof of Lemma 5.11. 
5.13 Lemma The self-dual complex irreducible representations of compact connected simple
Lie groups satisfying condition (C 1
2
) are precisely 4: the vector representation of SO(m) for
m 6= 2, 4, the vector representation of Sp(m), the 7-dimensional representation of G2, and
the spin representation of Spin(7).
We will prove Lemma 5.13 together with the next lemma.
5.14 Lemma The self-dual complex irreducible representations of compact connected simple
Lie groups satisfying condition (C1) are, besides those listed in Lemma 5.13, precisely the
following:
G πλ k(λ)
SU(2) ❡
3
3
SU(6) ❡ ❡ ❡ ❡ ❡
1
3
Spin(9) ❡ ❡ ❡ ✉
1
2
Spin(11) ❡ ❡ ❡ ❡ ✉
1
3
Spin(12) ❡ ❡ ❡ ❡
❡
❡
 
❅
1
3
Sp(3) ✉ ✉ ❡
1
3
E7
❡ ❡ ❡ ❡ ❡ ❡
❡
1
3
Proof of Lemmas 5.13 and 5.14. It is obvious that condition (C 1
2
) implies condition (C1).
So we consider (C1). It implies the following:
(a) k(λ) ≤ 3.
(b) The dimension of πλ is bounded by dim g
c − rank gc + 2.
(c) If 0 is a weight, then its multiplicity is one. In particular, if πλ is the adjoint represen-
tation, then the rank is at most one.
In fact, (a) follows from the fact that k(λ) ≥ 4 contradicts Proposition 4.4. For (b) notice
that the dimension of the left hand side of (C1) is bounded by 2(number of positive roots)+2.
Finally, if 0 is a weight, then the 0-weight space is contained in U1(gc)vλ (because ǫXα =
X−αǫ), and from this we see that λ is a root and the 0-weight space is in fact spanned by
X−λvλ, which implies (c).
4The half-spin representations of Spin(8) are image equivalent to the vector representation.
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We will use the above observations to complete the proof of the lemmas.
Let πλ be of real type. Then k(λ) = 2. The adjoint representations of An, Bn, Cn, Dn
with n ≥ 2, and of G2, F4, E6, E7, E8 are immediately excluded. We run through all the
remaining cases of representations of real type with k(λ) = 2.
Let G be of An-type. Then πλ is ❡
2
or ❡ ❡ ❡
1
which are cited in the lemmas.
Let G be of Bn-type, n ≥ 2. Then πλ is ❡ ❡ ✉♣ ♣ ♣
1
or ❡ ❡ ✉
1
or ❡ ❡ ❡ ✉
1
.
All of them are cited in the lemmas.
Let G be of Cn-type, n ≥ 3. Then πλ is ✉ ✉ ✉ ❡♣ ♣ ♣
1
, which cannot occur because
the multiplicity of the 0-weight is n− 1.
Let G be of Dn-type, n ≥ 4. Then πλ is ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
, which is cited in the lemmas.
Let G be of exceptional type. Then πλ is ✉ ❡
1
or ❡ ❡ ✉ ✉
1
. Only the former is
cited in the lemmas; the latter has 0 as a weight of multiplicity 2.
Now let πλ be of quaternionic type. Then k(λ) = 1 or k(λ) = 3. The case k(λ) = 1 gives
the vector representation of Sp(m), which is cited in the lemmas. In the case k(λ) = 3, the
only possibilities not cited in the lemmas are the following four representations, which we
next eliminate:
• G = B6, πλ : ❡ ❡ ❡ ❡ ❡ ✉
1
: here λ = 1
2
(θ1 + θ2 + θ3 + θ4 + θ5 + θ6), µ =
1
2
(θ1 + θ2 + θ3 − θ4 − θ5 − θ6) is a weight and λ ± µ are not roots which violates
condition (C1).
In the remaining cases we make use of the bound on the dimension of the representation (see
e. g. Table 5 in the Reference Chapter of [33]):
• G = Cn, πλ : ✉ ✉ ✉ ❡♣ ♣ ♣
3
: dim πλ =
2
3
n(n+1)(2n+1) > 2n2+2 = dimCn−n+2,
for n ≥ 2;
• G = Cn, πλ : ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
: dim πλ =
8
3
n(n−1)(n+1) > 2n2+2 = dimCn−n+2,
for n ≥ 2;
• G = Cn, πλ : ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
: dim πλ =
2
3
n(n − 2)(2n + 1) > 2n2 + 2 =
dimCn − n+ 2, for n ≥ 4;
On the other hand, the representations listed in the statements of the Lemmas 5.13 and 5.14
do satisfy (C1), as can be easily checked using the fact that each of them has all weights with
multiplicities one. This concludes the classification of self-dual representations that satisfy
(C1). As for condition (C 1
2
), we observe that (C 1
2
) implies that k(λ) ≤ 2. This eliminates all
representations in the table of Lemma 5.14 except ❡ ❡ ❡ ✉
1
; that one can be eliminated
by a direct check. Finally it is easy to verify that the representations cited in Lemma 5.13
do satisfy (C 1
2
). 
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5.15 Lemma The only complex irreducible representation of real type of a compact connected
semisimple nonsimple Lie group G satisfying condition (C1) is the tensor product of the vector
representations of Sp(1) and Sp(m).
Proof. We already know that k(λ) = 2 (cf. proof of Lemmas 5.13 and 5.14), so G =
G1×G2, where Gi is a simple group, and πλ = πµ1⊗πµ2 with k(µi) = 1. Since each πui is self-
dual, it must be of quaternionic type. Therefore, each Gi = Sp(ni) and the corresponding πµi
is just the vector representation. Now one of the ni must be 1, for otherwise condition (C1) for
πλ is violated by consideration of a weight vector of type v1⊗ v2, where vi is an intermediate
(that is, neither highest nor lowest) weight vector for πµi . 
5.16 Lemma The complex irreducible representations πλ of quaternionic type of compact
connected simple Lie groups G satisfying k(λ) = 3 and condition (C1 1
2
), but not condi-
tion (C1), are the following:
G πλ
Spin(13) ❡ ❡ ❡ ❡ ❡ ✉
1
Sp(2) ✉ ❡
1 1
We postpone the proof of Lemma 5.16 to the end of Subsection 5.3.5, since the methods
used to prove it better belong there.
5.3.1 The case where G has four simple factors
In this case we have:
5.17 Proposition Let ρ be of real type and G = G1 ×G2 ×G3 × G4, where Gi is a simple
group. Then G = SU(2)× SU(2)× SU(2) × Sp(n), n ≥ 2, and π is the tensor product of
the vector representations of each of the factors.
Proof. Set πλ = πµ1⊗πµ2⊗πµ3⊗πµ4 , where πµi is the representation of Gi of highest weight
µi. We have k(µi) = 1 for all i, and since each πµi is self-dual, it must be of quaternionic
type. Therefore, eachGi = Sp(ni) and the corresponding πµi is just the vector representation.
Notice that ni = 1 for all i gives the isotropy representation of a symmetric space. Suppose
now that for two indices, say 3 and 4, we have n3 > 1 and n4 > 1. Take weight vectors vi of
πµi such that: v1 is the highest weight vector of πµ1 , v2 is the lowest weight vector of πµ2 , and
v3 and v4 are intermediate weight vectors of πµ3 and πµ4 , respectively. Then v1⊗ v2⊗ v3⊗ v4
is a weight vector of πλ which cannot be contained in U2(gc)vλ + U2(gc)ǫ(vλ), violating the
condition (C2) from Lemma 4.8. 
5.3.2 The case where G has three simple factors
The classification is:
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5.18 Proposition Let ρ be of real type and G = G1×G2×G3, where Gi is a simple group.
Then ρ is one of the following:
G ρ Conditions
SU(2)× Sp(n)× SO(2m) ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
m ≥ 3, n ≥ 2
SU(2)× Sp(n)× SO(2m+ 1) ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ✉♣ ♣ ♣
1
n ≥ 2
SU(2)× Sp(n)×G2 ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ✉ ❡
1
−
SU(2)× Sp(n)× Spin(7) ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ✉
1
−
SU(2)× SU(2)× Spin(9) ❡
1
⊗ ❡
1
⊗ ❡ ❡ ❡ ✉
1
−
Proof. Let πλ = πµ1 ⊗ πµ2 ⊗ πµ3 , where πµi is the representation of Gi of highest weight
µi, say with k(µ1) = k(µ2) = 1, k(µ3) = 2. Then πµ1 , πµ2 are each of quaternionic type
and πµ3 is of real type. So each of πµ1 , πµ2 is the vector representation of Sp(m) for some
m. Moreover, one of them must have m = 1, say πµ1 , for otherwise condition (C2) for πλ is
violated by consideration of a weight vector of type v1 ⊗ v2⊗ v3, where vi is an intermediate
weight vector for πµi . Now we have G1 = SU(2), G2 = Sp(n), and πµ1 , πµ2 the respective
vector representations. Next take a weight vector v1 ⊗ v2 ⊗ v3 for πλ such that v1 is highest,
v2 is lowest and v3 is intermediate. Condition (C2) for πλ forces πµ3 to satisfy condition (C1).
If n ≥ 2, we could also take v2 to be intermediate, and then condition (C2) for πλ implies
something stronger, namely that πµ3 must satisfy condition (C 1
2
). Our table now follows
from Lemmas 5.13 and 5.14. 
5.3.3 The case where G has two simple factors and ρ has two factors of real
type
Here the result is:
5.19 Proposition Let ρ be of real type and G = G1×G2, where Gi is a simple group. Write
ρc = πλ, decompose πλ = πµ1 ⊗ πµ2 and suppose that each πµi is of real type. Then each πµi
is one of the following representations: the vector representation of SO(m) for m 6= 2, 4, or
the 7-dimensional representation of G2, or the spin representation of Spin(7), or the spin
representation of Spin(9); but the case where G1 = G2 = Spin(9) is excluded.
Proof. Here k(µ1) = k(µ2) = 2. Let v1 ⊗ v2 be a weight vector for πλ such that each vi is
an intermediate weight vector for πµi . Condition (C2) for πλ applied to v1 ⊗ v2 forces each
πµi to satisfy (C1). In fact, one of the πµi must even satisfy (C 1
2
). The claim follows from
Lemmas 5.13 and 5.14. 
5.3.4 The case where G has two simple factors and ρ has two factors of quater-
nionic type
The classification is:
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5.20 Proposition Let ρ be of real type and G = G1×G2, where Gi is a simple group. Write
ρc = πλ, decompose πλ = πµ1 ⊗ πµ2 and suppose that each πµi is of quaternionic type. Then
ρ is one of the following:
G ρ Conditions
Sp(n)× SU(2) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡
3
n ≥ 2
Sp(n)× SU(6) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡ ❡
1
n ≥ 2
Sp(n)× Spin(11) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡ ✉
1
−
Sp(n)× Spin(12) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡
❡
❡
 
❅
1
n ≥ 2
Sp(1)× Spin(13) ❡
1
⊗ ❡ ❡ ❡ ❡ ❡ ✉
1
−
Sp(1)× Sp(2) ❡
1
⊗ ✉ ❡
1 1
−
Sp(n)× Sp(3) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ✉ ✉ ❡
1
n ≥ 2
Sp(n)×E7 ✉ ✉ ❡♣ ♣ ♣
1
⊗
❡ ❡ ❡ ❡ ❡ ❡
❡
1
n ≥ 2
Proof. If k(λ) = 2, then k(µ1) = k(µ2) = 1 and each πµi must be the vector representation
of Sp(ni) for some ni, so we get a representation associated to a symmetric space. In the case
k(λ) = 4 we can write k(µ1) = 1 and k(µ2) = 3. Now πµ1 must be the vector representation
of Sp(n) and there are two cases to consider:
• n = 1: here πµ2 must satisfy condition (C1 1
2
);
• n ≥ 2: here πµ2 must satisfy the stronger condition (C1).
The claim now follows from Lemmas 5.14 and 5.16. 
5.3.5 The case where G is a simple group
The representations of real type of simple groups that are candidates to a position in class
O2 are:
5.21 Proposition Let ρ be of real type and suppose G is a simple group. Then ρ is one of
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the following:
G ρ
Spin(7) ❡ ❡ ✉
1 1
Spin(9) ❡ ❡ ❡ ✉
1 1
Spin(15) ❡ ❡ ❡ ❡ ❡ ❡ ✉
1
Spin(17) ❡ ❡ ❡ ❡ ❡ ❡ ❡ ✉
1
We will accomplish the proof of the above proposition by running through all the cases
of representations of real type of a simple group with k(λ) ≤ 4 given in Table B.1. In fact,
according to that table, all representations with k(λ) = 2 are either associated to symmetric
spaces or of cohomogeneity one. So we only need to worry about the case k(λ) = 4. A careful
inspection of Table B.1 shows:
5.22 Lemma Let πλ be a representation of real type of a compact connected simple Lie group
G with k(λ) = 4. Then (G, πλ) is one of the following:
G πλ Conditions
1 A1 ❡
4
−
2 A3 ❡ ❡ ❡
2
−
3 A3 ❡ ❡ ❡
1 1 1
−
4 A7 ❡ ❡ ❡ ❡ ❡ ❡ ❡
1
−
5 An ❡ ❡ ❡ ❡♣ ♣ ♣
2 2
n ≥ 2
6 An ❡ ❡ ❡ ❡♣ ♣ ♣
1 1
n ≥ 4
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G πλ Conditions
7 B3 ❡ ❡ ✉
2
−
8 B3 ❡ ❡ ✉
1 1
−
9 B3 ❡ ❡ ✉
1 1
−
10 B4 ❡ ❡ ❡ ✉
2
−
11 B4 ❡ ❡ ❡ ✉
1 1
−
12 B4 ❡ ❡ ❡ ✉
1 1
−
13 B7 ❡ ❡ ❡ ❡ ❡ ❡ ✉
1
−
14 B8 ❡ ❡ ❡ ❡ ❡ ❡ ❡ ✉
1
−
15 Bn ❡ ❡ ❡ ✉♣ ♣ ♣
2
n ≥ 2
16 Bn ❡ ❡ ❡ ✉♣ ♣ ♣
2
n ≥ 3
17 Bn ❡ ❡ ❡ ✉♣ ♣ ♣
1 1
n ≥ 3
18 Bn ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
1
n ≥ 4
19 Bn ❡ ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
1
n ≥ 5
G πλ Conditions
20 Cn ✉ ✉ ✉ ❡♣ ♣ ♣
4
n ≥ 2
21 Cn ✉ ✉ ✉ ❡♣ ♣ ♣
2 1
n ≥ 2
22 Cn ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
n ≥ 3
23 Cn ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
2
n ≥ 3
24 Cn ✉ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
n ≥ 4
38
G πλ Conditions
25 D4 ❡ ❡
❡
❡
 
❅
1
1
−
26 D5 ❡ ❡ ❡
❡
❡
 
❅
1
1
−
27 D8 ❡ ❡ ❡ ❡ ❡ ❡
❡
❡
 
❅
1
−
28 Dn ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
2
n ≥ 4
29 Dn ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
2
n ≥ 4
30 Dn ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1 1
n ≥ 4
31 Dn ❡ ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
n ≥ 5
32 Dn ❡ ❡ ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
n ≥ 6
39
G πλ
33 G2 ✉ ❡
2
34 G2 ✉ ❡
2
35 G2 ✉ ❡
1 1
36 F4 ❡ ❡ ✉ ✉
2
37 F4 ❡ ❡ ✉ ✉
1 1
38 F4 ❡ ❡ ✉ ✉
2
39 F4 ❡ ❡ ✉ ✉
1
40 E6
❡ ❡ ❡ ❡ ❡
❡
1 1
41 E6
❡ ❡ ❡ ❡ ❡
❡ 2
42 E7
❡ ❡ ❡ ❡ ❡ ❡
❡
2
43 E7
❡ ❡ ❡ ❡ ❡ ❡
❡
1
44 E8
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
1
45 E8
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
2
To begin with, we note the representations listed in the tables of Lemma 5.22 associated
to a symmetric space, namely, numbers 1, 2, 4, 15, 24 (n = 4), 27 and 28.
5.23 Lemma Let πλ be a representation of real type with k(λ) = 4. Assume that λ =
1
2
(3βi + βj) where βi, βj ∈ B are distinct long roots and that there exists a Weyl group
involution s such that sβi = βj. Then a real form of πλ is not of class O2.
Proof. We have that µ = ssβi(λ) =
1
2
(βi − 3βj) is a weight and λ − µ = βi + 2βj,
λ + µ = 2βi − βj. Since βi and βj are orthogonal, we get that ||λ ± µ||2 = 5 (normalizing
the length of a long root to be 1). On the other hand, for α′, α′′ ∈ ∆ we have that
||α′ + α′′||2 ≤ (||α′||+ ||α′′||)2 ≤ 4, so λ± µ is neither a root nor a sum of two roots. Thus a
µ-weight vector is not in U2(gc)vλ + U2(gc)ǫ(vλ), violating condition (C2). 
One can use the last lemma together with the tables in Appendix A to get rid of the
representations listed in Lemma 5.22 under the numbers 3, 12, 17, 21, 30 and 37.
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We next eliminate the representations πλ with λ = 2(highest root) = 2β1 =
1
2
(4β1), using
the following observations.
5.24 Lemma Let πλ be a representation of real type with λ = 2β1 and assume there is a
nonzero weight µ such that (λ, µ) = 0. Then a real form of πλ is not of class O2.
Proof. We check that condition (C2) is violated. In fact, ||λ ± µ||2 = ||λ|| + ||µ||2 >
4||β1||2 = 4 (normalizing the length of a long root to be 1), but α′, α′′ ∈ ∆ implies that
||α′ + α′′||2 ≤ (||α′||+ ||α′′||)2 ≤ 4, and we are done as in the proof of Lemma 5.23. 
5.25 Corollary Let πλ be a representation of real type with λ = 2β1. If there is a long root
βj ∈ B with βj 6= β1, then a real form of πλ is not of class O2.
Proof. For in this case −2β1, −β1, 0, β1, 2β1 is the maximal β1-string through 2β1, so β1
is a weight, βj is a weight, too (β1 and βj are long roots, hence in the same Weyl orbit, see
e. g. [6], Ch. VI, § 1, no. 1.3, Proposition 11) and (β1, βj) = 0. 
We use Corollary 5.25 to discard the representations listed in the tables of Lemma 5.22
under the numbers 5 (n ≥ 3), 16, 20, 29, 36, 41, 42 and 45. And we use Lemma 5.24 with
µ = −α1 + α2 (resp. µ = β2 = α1) to eliminate representation number 5 for n = 2 (resp.
number 34). There still remain 20 representations to be eliminated in the tables, namely
numbers 6, 7, 9, 10, 18, 19, 22, 23, 24 (n ≥ 5), 25, 26, 31, 32, 33, 35, 38, 39, 40, 43 and
44, which in the following we go on to analyze case by case, but before that we want to
reformulate an argument that has already been used and that will frequently be used in the
sequel.
5.26 Lemma Let πλ be a representation of real type and suppose that its highest weight λ
can be written as a root or as a sum of two roots in N different ways (where the order of the
summands is not important). If 0 is a weight and its multiplicity is bigger than N , then a
real form of πλ is not of class O2.
Proof. Write vλ for a highest weight vector of πλ. If condition (C2) is satisfied, then the
0-weight space must be contained in U2(gc)vλ+U2(gc)ǫ(vλ). The identity ǫXα = X−αǫ shows
that the 0-weight space must in fact be contained in U2(gc)vλ. But the complex dimension
of the intersection of the 0-weight space with U2(gc)vλ is at most N . 
In the remainder of this section several decompositions of tensor products of representa-
tions will be used, all of which can be found in Table 5 in the Reference Chapter of [33].
5.27 Lemma Representation number 6 is not of class O2.
Proof. We label the simple roots of An as ❡ ❡ ❡♣ ♣ ♣
α1 α2 αn
, where αi = θi − θi+1. Then
the root system is ∆ = {±(θi − θj) : 1 ≤ i < j ≤ n + 1} and the highest weight of
❡ ❡ ❡ ❡♣ ♣ ♣
1 1
is λ = λ2 + λn−1 = θ1 + θ2 − θn − θn+1, so it can decomposed as a sum of
two roots in exactly two ways:
λ = (θ1 − θn+1) + (θ2 − θn)
= (θ1 − θn) + (θ2 − θn+1).
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On the other hand, we find that:
❡ ❡ ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡♣ ♣ ♣
1
=
❡ ❡ ❡ ❡♣ ♣ ♣
1 1
⊕ ❡ ❡ ❡ ❡♣ ♣ ♣
1 1
⊕ (trivial),
from where we deduce that the multiplicity of the 0-weight in πλ is
n(n+1)
2
−n−1 = n2−n−2
2
> 2,
so we can apply Lemma 5.26. 
5.28 Lemma Representations numbers 18, 10 and 19 are not of class O2.
Proof. We have that
❡ ❡ ❡ ❡ ✉♣ ♣ ♣
1
= Λ3( ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
1
), n ≥ 4,
❡ ❡ ❡ ✉
2
= Λ4( ❡ ❡ ❡ ✉
1
),
❡ ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
1
= Λ4( ❡ ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
1
), n ≥ 5.
This shows that the multiplicity of the 0-weight is, respectively, n, 6 and
(
n
2
)
(because the
vector representation ❡ ❡ ✉♣ ♣ ♣
1
has weights θ1, θ2, . . . , θn, 0, −θn, −θn−1, . . . ,−θ1). But
the integer N = 3 in all cases. 
5.29 Lemma Representation number 9 is not of class O2.
Proof. The highest weight is λ = 1
2
(3θ1+3θ2+ θ3). Now µ =
1
2
(3θ1−3θ2+ θ3) is a weight
and λ+ µ = 3θ1 + θ3, λ− µ = 3θ2 are neither a root nor a sum of two roots, so we are done
as in the proof of Lemma 5.23. 
5.30 Lemma Representations numbers 22 and 23 are not of class O2. Representation num-
ber 24 is not of class O2 if n ≥ 5.
Proof. We first observe that:
• the vector representation Cn : ✉ ✉ ✉ ❡♣ ♣ ♣
1
has weights ±θi with multiplicity 1;
• the representation ✉ ✉ ✉ ❡♣ ♣ ♣
1
is a subrepresentation of Λ2( ✉ ✉ ❡♣ ♣ ♣
1
) and
has weights ±θi ± θj with multiplicity 1, and 0 with multiplicity n− 1;
• the representation ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
is a subrepresentation of Λ3( ✉ ✉ ❡♣ ♣ ♣
1
)
and has weights ±θi ± θj ± θk with multiplicity 1, and ±θi with multiplicity n− 2;
• the representation ✉ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
is a subrepresentation of
Λ4( ✉ ✉ ❡♣ ♣ ♣
1
)
and has weights ±θi ± θj ± θk ± θl with multiplicity 1, and ±θi ± θj with multiplicity
n− 1, and 0 with multiplicity (n
2
)− n.
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If n ≥ 5 then the multiplicity of the 0-weight in ✉ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
is 1
2
n(n−3) ≥
5. Since λ = θ1 + θ2 + θ3 + θ4 can be written as a root or as a sum of two roots in N = 3
ways only, namely,
λ = (θ1 + θ2) + (θ3 + θ4)
= (θ1 + θ3) + (θ2 + θ4)
= (θ1 + θ4) + (θ2 + θ3),
Lemma 5.26 says that ✉ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
, n ≥ 5, cannot be of class O2.
Next, it follows from
✉ ✉ ❡
1
⊗ ✉ ✉ ❡
1
= ✉ ✉ ❡
1 1
⊕ ✉ ✉ ❡
1
,
✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
=
✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
⊕ ✉ ✉ ✉ ❡♣ ♣ ♣
1
⊕ ✉ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
, n ≥ 4,
that the multiplicity of the 0-weight in ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
, n ≥ 3, is given by 1
2
(n −
2)(3n − 1) ≥ 4. But λ = 2θ1 + θ2 + θ3 can be written as a root or as sum of two roots in
N = 2 ways only:
λ = (θ1 + θ2) + (θ1 + θ3)
= 2θ1 + (θ2 + θ3).
Lemma 5.26 now implies that ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
, n ≥ 3, is not of class O2.
One can also see that S2( ✉ ✉ ✉ ❡♣ ♣ ♣
1
), n ≥ 3, has 0 as a weight of multiplicity
3
2
n(n− 1). Now
S2( ✉ ✉ ❡
1
) = ✉ ✉ ❡
2
⊕ ✉ ✉ ❡
1
⊕ (trivial),
S2( ✉ ✉ ✉ ❡♣ ♣ ♣
1
) =
✉ ✉ ✉ ❡♣ ♣ ♣
2
⊕ ✉ ✉ ✉ ❡♣ ♣ ♣
1
⊕ ✉ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
⊕ (trivial), n ≥ 4,
so the multiplicity of the 0-weight in ✉ ✉ ✉ ❡♣ ♣ ♣
2
, n ≥ 3, is n(n − 1) ≥ 6. But
λ = 2θ1 + 2θ2 can be written as a root or as sum of two roots in N = 2 ways only:
λ = (θ1 + θ2) + (θ1 + θ2)
= 2θ1 + 2θ2.
Lemma 5.26 implies again that ✉ ✉ ✉ ❡♣ ♣ ♣
2
, n ≥ 3, is not of class O2. 
5.31 Lemma Representations numbers 26 and 32 are not of class O2.
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Proof. These representations are just
Dn : Λ
4( ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
), n ≥ 5,
where ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
is the vector representation. Therefore the multiplicity of the 0-weight
is
(
n
2
) ≥ 10. But the highest weight λ = θ1 + θ2 + θ3 + θ4 decomposes as a sum of two roots
in N = 3 ways, so we can use Lemma 5.26. 
5.32 Lemma Representation number 35 is not of class O2.
Proof. Here λ = λ1 + λ2 = 5α1 + 3α2 decomposes only as (2α1 + α2) + (3α1 + 2α2), so
that N = 1. Now we find that:
✉ ❡
1
⊗ ✉ ❡
1
= ✉ ❡
1 1
⊕ ✉ ❡
2
⊕ ✉ ❡
1
,
where ✉ ❡
1
is the vector representation and S2( ✉ ❡
1
) = ✉ ❡
2
⊕ (trivial). Therefore the
multiplicity of the 0-weight in ✉ ❡
1 1
is 4 and we can use Lemma 5.26. 
5.33 Lemma Representations numbers 38 and 39 are not of class O2.
Proof. First we observe that the 26-dimensional representation F4 : ❡ ❡ ✉ ✉
1
has
weights 1
2
(±θ1±θ2±θ3±θ4) and ±θi with multiplicity 1, and 0 with multiplicity 2. Therefore
Λ2( ❡ ❡ ✉ ✉
1
) has 0 as a weight of multiplicity 13. Now
Λ2( ❡ ❡ ✉ ✉
1
) = ❡ ❡ ✉ ✉
1
⊕ ❡ ❡ ✉ ✉
1
,
where ❡ ❡ ✉ ✉
1
is the adjoint representation. It follows that πλ : ❡ ❡ ✉ ✉
1
has 0
as a weight of multiplicity 9. But its highest weight λ = 1
2
(3θ1 + θ2 + θ3 + θ4) is not a root
and decomposes as a sum of two roots as follows:
λ =
1
2
(θ1 + θ2 + θ3 + θ4) + θ1
=
1
2
(θ1 − θ2 + θ3 + θ4) + (θ1 + θ2)
=
1
2
(θ1 + θ2 − θ3 + θ4) + (θ1 + θ3)
=
1
2
(θ1 + θ2 + θ3 − θ4) + (θ1 + θ4).
Thus the integer of Lemma 5.26 is N = 4 and ❡ ❡ ✉ ✉
1
is out.
Similarly, the multiplicity of the 0 weight in S2( ❡ ❡ ✉ ✉
1
) is 15, and
S2( ❡ ❡ ✉ ✉
1
) = ❡ ❡ ✉ ✉
2
⊕ ❡ ❡ ✉ ✉
1
⊕ (trivial).
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It follows that πλ : ❡ ❡ ✉ ✉
2
has 0 as a weight of multiplicity 12. But its highest weight
λ = 2θ1 is not a root and decomposes as a sum of two roots as follows:
λ = (θ1) + (θ1)
= (θ1 + θ2) + (θ1 − θ2)
= (θ1 + θ3) + (θ1 − θ3)
= (θ1 + θ4) + (θ1 − θ4).
Thus the integer of Lemma 5.26 is N = 4 and ❡ ❡ ✉ ✉
2
is out, too. 
5.34 Lemma Representation number 40 is not of class O2.
Proof. We have that
❡ ❡ ❡ ❡ ❡
❡
1
and
❡ ❡ ❡ ❡ ❡
❡
1
are respectively the 27-dimensional representation and its dual. Therefore the multiplicity
of the 0-weight in the tensor product of these representaions is at least 27. But
❡ ❡ ❡ ❡ ❡
❡
1
⊗
❡ ❡ ❡ ❡ ❡
❡
1
=
❡ ❡ ❡ ❡ ❡
❡
1 1
⊕
❡ ❡ ❡ ❡ ❡
❡ 1
⊕(trivial)
where the second summand on the right hand side is the adjoint representation. It follows
that the multiplicity of the 0-weight in πλ :
❡ ❡ ❡ ❡ ❡
❡
1 1
is at least 20. But its highest
weight λ = θ8 − θ7 − θ6 + θ5 is not a root and decomposes as a sum of two roots as follows:
λ =
1
2
(θ8 − θ7 − θ6 + θ5 + θ4 + θ3 + θ2 + θ1) + 1
2
(θ8 − θ7 − θ6 + θ5 − θ4 − θ3 − θ2 − θ1)
=
1
2
(θ8 − θ7 − θ6 + θ5 + θ4 + θ3 − θ2 − θ1) + 1
2
(θ8 − θ7 − θ6 + θ5 − θ4 − θ3 + θ2 + θ1)
=
1
2
(θ8 − θ7 − θ6 + θ5 + θ4 − θ3 + θ2 − θ1) + 1
2
(θ8 − θ7 − θ6 + θ5 − θ4 + θ3 − θ2 + θ1)
=
1
2
(θ8 − θ7 − θ6 + θ5 − θ4 + θ3 + θ2 − θ1) + 1
2
(θ8 − θ7 − θ6 + θ5 + θ4 − θ3 − θ2 + θ1).
Thus the integer of Lemma 5.26 is N = 4 and we are done. 
5.35 Lemma Representation number 43 is not of class O2.
Proof. We have that
❡ ❡ ❡ ❡ ❡ ❡
❡
1
is the 56-dimensional representation. It is
self-dual and does not have 0 as a weight. Therefore the multiplicity of the 0-weight in the
exterior square of this representation is 28. But
Λ2(
❡ ❡ ❡ ❡ ❡ ❡
❡
1
) =
❡ ❡ ❡ ❡ ❡ ❡
❡
1
⊕ (trivial).
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Therefore the multiplicity of the 0-weight in πλ is 27. But its highest weight λ = θ8−θ7+θ6+θ5
is not a root and one can easily check that it decomposes as a sum of two roots in exactly
N = 17 different ways. 
5.36 Lemma Representation number 44 is not of class O2.
Proof. Here we slightly change the argument used in the previous lemmas. The highest
weight λ = 2θ8 and (λ, θ8 − θ7) 6= 0, so ν = λ− (θ8 − θ7) = θ8 + θ7 is a weight. Now θ8 + θ7
and θ6 + θ5 are long roots of E8, hence in the same Weyl orbit. It follows that µ = θ6 + θ5 is
a weight, too. Observe that each of λ± µ is not a root and can be decomposed as a sum of
two roots in only one way:
λ+ µ = (θ8 + θ6) + (θ8 + θ5),
λ− µ = (θ8 − θ6) + (θ8 − θ5).
The proof will be complete if we show that the multiplicity of µ as a weight is greater than
2, since then we will have that condition (C2) is violated.
In fact, the multiplicity of µ is the same as the multiplicity of ν. We use Freudenthal’s
formula as it is stated in [18], namely, the multiplicity of ν as a weight of πλ is given by the
following formula:
mν =
2
c(ν)
∑
α∈∆+
∑
k≥1
(ν + kα, α)mν+kα,
where c(ν) = ||λ+ ρ||2 − ||ν + ρ||2, ρ = 1
2
∑
α∈∆+ α and mν+kα is the multiplicity of ν + kα
as a weight of πλ.
We content ourselves with an estimate. Using that ρ = θ2+2θ3+3θ4+4θ5+5θ6+6θ7+23θ8,
we compute that c(ν) = 36||θ1||2. Since ν > 0, all terms in Freudenthal’s formula are
nonnegative. Consider the roots α = 1
2
(θ8−θ7+
∑6
i=1 ǫiθi), β =
1
2
(θ8−θ7−
∑6
i=1 ǫiθi), where
Π6i=1ǫi = −1. Note that α + β = θ8 − θ7. Since (λ, α) 6= 0, we have that λ − α is a weight.
Now we have two strings of weights starting at ν, namely
ν, ν + (θ8 − θ7) = λ and
ν, ν + β = λ− α.
Note that in fact there are 32 different possible choices of the signs ǫi = ±1, each of which
gives rise to a different string of weights of the type ν, ν + β. Freudenthal’s formula gives
mν ≥ 2
36||θ1||2 ((λ, θ8 − θ7)mλ + 32(λ− α, β)mλ−α)
=
1
18
(2 · 1 + 32 · 2 · 1) = 33
9
> 3,
so mν ≥ 4 and we are done. 
5.37 Lemma Representations numbers 25 and 31 are not of class O2.
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Proof. Here we will use the sharper version of condition (C2) given by Lemma 4.8,
item (a). These representations are just
πλ : Λ
3( ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
), n ≥ 4,
where ❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
is the vector representation. The vector representation has weights
±θi, 1 ≤ i ≤ n; let {ei, en+i : 1 ≤ i ≤ n} be a basis of weight vectors such that ei (resp.,
en+i) corresponds to the θi-weight (resp., −θi-weight) weight and ǫ(ei) = en+i, where ǫ is a
invariant real structure on the representation space.
We have that vµ = e1 ∧ e3 ∧ en+3 is a (µ = θ1)-weight vector for πλ and ǫ(vµ) = en+1 ∧
en+3 ∧ e3. We want to show that the condition (a) of Lemma 4.8 is violated by proving that
the θ2-weight vector e2 ∧ e4 ∧ en+4 is not in the complex span of
vµ, ǫ(vµ), Xαvµ, Xαǫ(vµ), XβXα(vµ), XβXα(ǫ(vµ)),
for α, β ∈ ∆. But this follows immediately from the description of the action of a root vector
Xα, α ∈ ∆ = {±(θi± θj) : 1 ≤ i < j ≤ n}, on the weight vectors {ei, en+i : 1 ≤ i ≤ n} under
the vector representation, given by the following matrices:
Xθi+θj = Ei,n+j − Ej,n+i,
X−θi−θj = En+i,j − En+j,i,
Xθi−θj = Ei,j − En+j,n+i,
where Eij denotes the 2n× 2n-matrix with 1 at the (i, j)-position and 0 elsewhere. 
5.38 Lemma Representation number 7 is not of class O2.
Proof. We use an argument somewhat similar to the one used in the previous lemma.
The representation is πλ : Λ
3( ❡ ❡ ✉
1
), where ❡ ❡ ✉
1
is the vector representation. Let
e1, e2, e3, e4 = ǫ(e1), e5 = ǫ(e2), e6 = ǫ(e3), e7 = ǫ(e7) be weight vectors of the vector
representation corresponding to the weights θ1, θ2, θ3, −θ1, −θ2, −θ3, 0, respectively, where
ǫ is the invariant real structure on the representation space.
We have that vµ = e1 ∧ e4 ∧ e7 is a (µ = 0)-weight vector for πλ and ǫ(vµ) = −vµ. Now
condition (a) of Lemma 4.8 is violated because the θ2-weight vector e2 ∧ e3 ∧ e6 is not in the
complex span of
vµ, Xαvµ, XβXα(vµ),
for α, β ∈ ∆. 
5.39 Lemma Representation number 33 is not of class O2.
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Proof. We start with a description of the Lie algebra of G2 and of its 7-dimensional
representation, as it is done in [18]. Let α1, α2 be the simple roots. We label the other
positive roots as α3 = α1 + α2, α4 = 2α1 + α2, α5 = 3α1 + α2, α6 = 3α1 + 2α2. Choose root
vectors Xi, Yi for αi, −αi, respectively, i = 1, 2, such that [Hi, Xi] = 2Yi, [Hi, Yi] = −2Xi,
where Hi = [Xi, Yi], i = 1, 2. Next define
X3 = [X1, X2], Y3 = −[Y1, Y2],
X4 =
1
2
[X1, X3], Y4 = −12 [Y1, Y3],
X5 = −13 [X1, X4], Y5 = 13 [Y1, Y4],
X6 = −[X2, X5], Y6 = [Y2, Y5],
and Hi = [Xi, Yi] for i = 1, . . . , 6. Then [Hi, Xi] = 2Yi, [Hi, Yi] = −2Xi for i = 3, . . . , 6, and
Xi, Yi are root vectors for αi, −αi, respectively, i = 1, . . . , 6.
The 7-dimensional representation of G2 has weights α1, −α1, α3, −α3, α4, −α4, 0 with
respective weight vectors v1, w1, v3, w3, v4, w4, u, such that the action of the basis vectors
of the Lie algebra of G2 is described in the following table:
H1 H2 X1 X2 X3 X4 X5 X6 Y1 Y2 Y3 Y4 Y5 Y6
u 0 0 2v1 0 2v3 2v4 0 0 2w1 0 2w3 2w4 0 0
v4 v4 0 0 0 0 0 0 0 v3 0 −v1 u w1 w3
v1 2v1 −v1 0 −v3 −v4 0 0 0 u 0 0 w3 −w4 0
v3 −v3 v3 v4 0 0 0 0 0 0 −v1 u −w1 0 −w4
w4 −w4 0 −w3 0 w1 u −v1 −v3 0 0 0 0 0 0
w1 −2w1 w1 u 0 0 −v3 v4 0 0 w3 w4 0 0 0
w3 w3 −w3 0 w1 u v1 0 v4 −w4 0 0 0 0 0
Now we have the equation
S2( ✉ ❡
1
) = ✉ ❡
2
⊕ (trivial),
from which we learn three things. First, πλ : ✉ ❡
2
is a subrepresentation of the symmetric
square of the 7-dimensional representation, so we can read it off the table above. Second, the
multiplicity of the weights of πλ; in particular, α4 is a weight of multiplicity 2. And third,
the trivial summand above is spanned by −1
2
u2+2v1w1+2v3w3+2v4w4, so that an invariant
real structure on the representation space of the 7-dimensional representation is given by
ǫ(vi) = wi, i = 1, 2, 3 and ǫ(u) = −u.
Let vµ = 2u
2 − 8v1w1 + 6v3w3 + 6v4w4, which is a real, (µ = 0)-weight vector for πλ. We
next show that condition (a) of Lemma 4.8 is violated because the α4-weight space is not
contained in the complex span of
vµ, Xαvµ, XβXα(vµ),(5.40)
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for α, β ∈ ∆. In fact, α4 − 0 can be written as a root or as a sum of two roots as follows:
α4 − 0 = 2α1 + α2
= α1 + (α1 + α2)
= −α1 + (3α1 + α2)
= (3α1 + 2α2)− (α1 + α2)
Now applying the corresponding root vectors to vµ we get:
X4(vµ) = 14(uv4 + v1v3),
X3X1(vµ) = X3(0) = 0,
X5Y1(vµ) = X5(0) = 0,
Y3X6(vµ) = Y3(0) = 0.
This shows that the intersection of the complex span of (5.40) with the α4-weight space has
dimension 1; but the weight space itself has dimension 2. 
Proof of Lemma 5.16. We eliminate the possibilities given by Table B.1 and not listed in
the table.
Let G = Cn, πλ : ✉ ✉ ✉ ❡♣ ♣ ♣
3
, n ≥ 2. Then λ = 3θ1, µ = −3θ2 is a weight and
λ± µ are neither roots nor a sum of two roots, so πλ does not even satisfy (C2).
Let G = Cn, πλ : ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
, n ≥ 3. We have
✉ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ✉ ✉ ✉ ❡♣ ♣ ♣
1
=
✉ ✉ ✉ ❡♣ ♣ ♣
1 1
⊕ ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
⊕ ✉ ✉ ✉ ❡♣ ♣ ♣
1
,
from where we deduce that the multiplicity of µ = θ3 as a weight of ✉ ✉ ✉ ❡♣ ♣ ♣
1 1
is
2n− 2 ≥ 4. Now λ− µ is not a root and can be written as a sum of two roots in two ways,
λ− µ = (2θ1) + (θ2 − θ3)
= (θ1 + θ2) + (θ1 − θ3),
and λ + µ = 2θ1 + θ2 + θ3 is not a root. It follows that the dimension of the intersection of
the µ-weight space with U2(gc)vλ + U1(gc)ǫ(vλ) is at most 2, so that condition (C1 1
2
) is not
satisfied.
Let G = Cn, πλ : ✉ ✉ ✉ ✉ ❡♣ ♣ ♣
1
, n ≥ 4. Then λ = θ1 + θ2 + θ3 and this
representation is a subrepresentation of the cubic exterior power of the vector representation.
Also, µ = −θ1 is a weight of multiplicity n−2 ≥ 2. But one can check by direct computation
that the dimension of the intersection of the µ-weight space with U2(gc)vλ+U1(gc)ǫ(vλ) is 1,
so condition (C1 1
2
) is not satisfied. 
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6 The proof of the converse to a Theorem of Bott and
Samelson
In this section we classify variationally complete representations. The strategy is as fol-
lows. We first exclude many irreducible representations in class O2 from being variationally
complete by making use of Propositions 3.7 and 3.8. We then observe that the remaining
irreducible representations are all orbit equivalent to isotropy representations of symmetric
spaces, hence variationally complete by Proposition 3.3. Using Proposition 3.4, item (d), we
see that arbitrary variationally complete representations are precisely those that are orbit
equivalent to isotropy representations of symmetric spaces. This result can be viewed as a
converse to Theorem 2.2 of Bott and Samelson. Finally we classify arbitrary variationally
complete representations, mainly as a repeated application of Proposition 3.4, item (b).
Recall that the irreducible representations which according to the results in Section 5 can
belong to class O2 without being either the isotropy representation of a symmetric space or
of cohomogeneity one are listed in the tables of Propositions 5.1, 5.2, 5.17, 5.18, 5.19, 5.20
and 5.21. For the sake of our forthcoming arguments, these representations are rearranged
in a more systematic way in Tables C.1, C.2, C.3 and C.4 in Appendix C and in the table of
Proposition 6.3.
6.1 Proposition The representations listed in Tables C.1, C.2 and C.3 are not variationally
complete.
Proof. For each representation ρ of the compact connected Lie group G on the real vector
space V listed in these tables, we need to exhibit a compact symmetric space X = L/K such
that:
(a) K contains G as a closed subgroup;
(b) the isotropy representation ρ˜ of X restricts to ρ on G;
(c) there exists p ∈ V such that the orbits of ρ˜ and ρ through p are the equal;
(d) there exists q ∈ V such that the orbits of ρ˜ and ρ through q are different.
It will then follow from Proposition 3.7 that ρ is not variationally complete.
Let G = SO(2)× Spin(9). Then X = SO(18)/SO(2)× SO(16), ρ˜ is the tensor product
of the vector representations of SO(2), SO(16) on R2, R16, respectively, and we take p =
v1 ⊗ v2 ∈ R2 ⊗ R16. Note that the orbits of ρ˜ and ρ through p are equal because SO(2),
Spin(9) and SO(16) are all transitive on unit spheres, but the orbits through a common
regular point q are different because ρ˜ is of cohomogeneity two and ρ is of cohomogeneity
three.
Let G = U(2)×Sp(n), n ≥ 2. Then X = SU(2 + 2n)/S(U(2)×U(2n)), ρ˜ can be viewed
as the realification of the complex tensor product of the vector representations of U(2) and
SU(2n) on C2, C2n, respectively, and we take p = v1 ⊗ v2 ∈ C2 ⊗C2n. The orbits of ρ˜ and
ρ through p are equal because U(2), Sp(n) and SU(2n) are all transitive on unit spheres,
but the orbits through a common regular point q are different because ρ˜ is of cohomogeneity
two and ρ is of cohomogeneity three.
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Let G = SU(2)×Sp(n), n ≥ 2. ThenX = Sp(2 + n)/Sp(2)×Sp(n), ρ˜ is the quaternionic
tensor product of the vector representations of Sp(2), Sp(n) on H2, Hn, respectively, and
we take p = e1 ⊗ f1 + e2 ⊗ f2 ∈ H2 ⊗H Hn, where {e1, e2} ⊂ H2 and {f1, f2} ⊂ Hn are
orthonormal. The orbits of ρ˜ and ρ through p are equal because both of them are 8n − 6-
dimensional, but the orbits through a common regular point q are different because ρ˜ is of
cohomogeneity two and ρ is of cohomogeneity three.
We omit the details for the representations of Tables C.2 and C.3 because they are
analogous to the above (For instance, the reason for the existence of the common orbit
(item (c)) is that as in the first two cases above we are dealing with tensor products of
representations transitive on unit spheres.) Moreover, we will prove something stronger later
in Propositions 7.5 and 7.6, namely that these representations are not taut. 
6.2 Proposition The representations listed in Table C.4 are not taut.
Proof. Let πλ be a representation of the compact connected Lie group G on Vλ which
is in the table. Notice that πλ is of real type. Let ρ be a real form acting on V ⊂ Vλ and
let ǫ be the invariant real structure on Vλ. We shall go case by case and show that the slice
representation of ρ at a specific point p ∈ V is not taut, and then use Proposition 3.8 to
conclude that ρ is not taut. In fact, we use p = vλ + ǫ(vλ) ∈ V where vλ is a highest weight
vector for πλ. In the following, we omit the tedious and sometimes lengthy calculations
involved and simply state the final results.
Let G = Sp(n)× SU(6). Then the isotropy subalgebra at p is
u(1) + su(3) + su(3) + sp(n− 1), n ≥ 2
The dimension of the orbit through p is dimG(p) = 4n + 17, the dimension of the normal
space at p is 36n− 17, and the complexified slice representation at p is given by:
(trivial)
⊕(x4 ⊗ ❡ ❡
1
⊗ ❡ ❡
1
⊕ x−4 ⊗ ❡ ❡
1
⊗ ❡ ❡
1
)⊗ (trivial)
⊕(x⊗ ❡ ❡
1
⊗ ❡ ❡
1
⊕ x−1 ⊗ ❡ ❡
1
⊗ ❡ ❡
1
)⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
Therefore, the slice representation contains as a summand the realification of
x⊗ ❡ ❡
1
⊗ ❡ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
Let G = Sp(n)× Spin(12). Then the isotropy subalgebra at p is
u(1) + su(6) + sp(n− 1), n ≥ 2
The dimension of the orbit through p is dimG(p) = 4n + 29, the dimension of the normal
space at p is 60n− 29, and the complexified slice representation at p is given by:
(trivial)
⊕(x4 ⊗ ❡ ❡ ❡ ❡ ❡
1
⊕ x−4 ⊗ ❡ ❡ ❡ ❡ ❡
1
)⊗ (trivial)
⊕(x⊗ ❡ ❡ ❡ ❡ ❡
1
⊕ x−1 ⊗ ❡ ❡ ❡ ❡ ❡
1
)⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
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Therefore, the slice representation contains as a summand the realification of
x⊗ ❡ ❡ ❡ ❡ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
Let G = Sp(n)× Sp(3). Then the isotropy subalgebra at p is
u(1) + su(3) + sp(n− 1), n ≥ 2
The dimension of the orbit through p is dimG(p) = 4n + 11, the dimension of the normal
space at p is 24n− 11, and the complexified slice representation at p is given by:
(trivial)
⊕(x4 ⊗ ❡ ❡
2
⊕ x−4 ⊗ ❡ ❡
2
)⊗ (trivial)
⊕(x⊗ ❡ ❡
2
⊕ x−1 ⊗ ❡ ❡
2
)⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
Therefore, the slice representation contains as a summand the realification of
x⊗ ❡ ❡
2
⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
Let G = Sp(n)× E7. Then the isotropy subalgebra at p is
u(1) + e6 + sp(n− 1), n ≥ 2
The dimension of the orbit through p is dimG(p) = 4n + 53, the dimension of the normal
space at p is 108n− 53, and the complexified slice representation at p is given by:
(trivial)
⊕(x4 ⊗
❡ ❡ ❡ ❡ ❡
❡
1
⊕ x−4 ⊗
❡ ❡ ❡ ❡ ❡
❡
1
)⊗ (trivial)
⊕(x⊗
❡ ❡ ❡ ❡ ❡
❡
1
⊕ x−1 ⊗
❡ ❡ ❡ ❡ ❡
❡
1
)⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
Therefore, the slice representation contains as a summand the realification of
x⊗
❡ ❡ ❡ ❡ ❡
❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
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Let G = Sp(1)× Spin(13). Then the isotropy subalgebra at p is
u(1) + su(6).
The dimension of the orbit through p is dimG(p) = 45, the dimension of the normal space
at p is 83, and the complexified slice representation at p is given by:
(trivial)
⊕(x5 ⊗ ❡ ❡ ❡ ❡ ❡
1
⊕ x−5 ⊗ ❡ ❡ ❡ ❡ ❡
1
)
⊕(x4 ⊗ ❡ ❡ ❡ ❡ ❡
1
⊕ x−4 ⊗ ❡ ❡ ❡ ❡
1
)
⊕(x3 ⊕ x−3)⊗ ❡ ❡ ❡ ❡ ❡
1
.
Therefore, the slice representation contains as a summand the realification of
x3 ⊗ ❡ ❡ ❡ ❡ ❡
1
.
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
Let G = Sp(1)× Sp(2). Then the isotropy subalgebra at p is
u(1) + u(1).
The dimension of the orbit through p is dimG(p) = 11, the dimension of the normal space
at p is 21, and the slice representation at p is given by the realification of:
(trivial)
⊕(x−5 ⊕ x−2 ⊕ x1)⊗ x2
⊕(x5 ⊕ x−4 ⊕ 2x−1 ⊕ 2x2)⊗ x4
⊕x3 ⊗ x6.
Therefore, the slice representation contains as a summand the realification of x−2 ⊗ x2 ⊕
x−4 ⊗ x4 which is orbit equivalent to the circle action
x2 ⊕ x4
on R2⊕R2. But the orbit of the circle action through ((1, 0), (0, 1)) is a torus-knot which is
not taut.
Let G = Spin(15). Then the isotropy subalgebra at p is su(7). The dimension of the
orbit through p is dimG(p) = 57, the dimension of the normal space at p is 71, and the
complexified slice representation at p is given by:
(trivial)⊕ ❡ ❡ ❡ ❡ ❡ ❡
1
⊕ ❡ ❡ ❡ ❡ ❡ ❡
1
Therefore, the slice representation contains as a summand the realification of
❡ ❡ ❡ ❡ ❡ ❡
1
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But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
Let G = Spin(17). Then the isotropy subalgebra at p is su(8). The dimension of the
orbit through p is dimG(p) = 73, the dimension of the normal space at p is 183, and the
complexified slice representation at p is given by:
(trivial)⊕ ❡ ❡ ❡ ❡ ❡ ❡ ❡
1
⊕ ❡ ❡ ❡ ❡ ❡ ❡ ❡
1
⊕ ❡ ❡ ❡ ❡ ❡ ❡ ❡
1
Therefore, the slice representation contains as a summand the realification of
❡ ❡ ❡ ❡ ❡ ❡
1
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
Let G = Spin(7). Then the isotropy subalgebra at p is
u(1) + su(2)
The dimension of the orbit through p is dimG(p) = 17, the dimension of the normal space
at p is 31, and the slice representation at p is given by:
(trivial)
⊕(2(x4 ⊕ x−4)⊕ (x2 ⊕ x−2))⊗ (trivial)
⊕(2(x1 ⊕ x−1)⊕ (x7 ⊕ x−7))⊗ ❡
1
⊕((x2 ⊕ x−2)⊕ (x4 ⊕ x−4)))⊗ ❡
2
Therefore, the slice representation contains as a summand the realification of
x4 ⊕ x2
acting on R2 ⊕R2. But the orbit through ((1, 0), (0, 1)) is a torus-knot which is not taut.
Let G = Spin(9). Then the isotropy subalgebra at p is
u(1) + su(3)
The dimension of the orbit through p is dimG(p) = 27, the dimension of the normal space
at p is 101, and the complexified slice representation at p is given by:
(trivial)
⊕((x3 ⊕ x−3)⊕ 2(x2 ⊕ x−2)⊕ (x⊕ x−1))⊗ (trivial)
⊕((x⊕ x−1)⊕ (x2 ⊕ x−2))⊗ ❡ ❡
1 1
⊕((3x⊕ 2x0 ⊕ x−3)⊗ ❡ ❡
1
⊕ (3x−1 ⊕ 2x0 ⊕ x3)⊗ ❡ ❡
1
)
⊕((x0 ⊕ x−1)⊗ ❡ ❡
2
⊕ (x0 ⊕ x1)⊗ ❡ ❡
2
)
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Therefore, the slice representation contains as a summand the realification of
x⊗ ❡ ❡
1 1
But this representation cannot be of class O2 (because ❡ ❡
1 1
is of real type and we use
Lemma 5.3, item (a)). In particular, it is not taut.
Let G = Sp(n)× Spin(11). Then the isotropy subalgebra at p is
u(1) + su(5) + sp(n− 1), n ≥ 2
The dimension of the orbit through p is dimG(p) = 4n+29 and the dimension of the normal
space at p is 60n− 29. For n ≥ 2, the complexified slice representation at p is given by:
(trivial)
⊕(x8 ⊗ ❡ ❡ ❡ ❡
1
⊕ x−8 ⊗ ❡ ❡ ❡ ❡
1
)⊗ (trivial)
⊕(x6 ⊗ ❡ ❡ ❡ ❡
1
⊕ x−6 ⊗ ❡ ❡ ❡ ❡
1
)⊗ (trivial)
⊕(x3 ⊗ ❡ ❡ ❡ ❡
1
⊕ x−3 ⊗ ❡ ❡ ❡ ❡
1
)⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊕(x⊗ ❡ ❡ ❡ ❡
1
⊕ x−1 ⊗ ❡ ❡ ❡ ❡
1
)⊗ ✉ ✉ ❡♣ ♣ ♣
1
Therefore, the slice representation contains as a summand the realification of
x⊗ ❡ ❡ ❡ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
.
But this is a representation of complex type with Dadok invariant 3. By Proposition 4.9, it
cannot be of class O2. In particular, it is not taut.
For n = 1 we need a different argument. In this case the connected component K of the
isotropy group at p is locally isomorphic to U(5), and the slice representation at p contains
as a summand the realification of
x8 ⊗ ❡ ❡ ❡ ❡
1
⊕ x6 ⊗ ❡ ❡ ❡ ❡
1
.
Denote by V1, V2 the respective representation spaces of the above summands. Then V1 = C
5
and V2 = Λ
2C5. Choose an orthonormal basis {e1, . . . , e5} for C5. Let q2 = ae1 ∧ e2 + be3 ∧
e4 ∈ V2 be a regular point, where a, b are distinct positive real numbers. We have that
the isotropy Kq2 is locally isomorphic to SU(2) × SU(2) × U(1) sitting diagonally in K.
Let q1 = e1 + e3 ∈ V1. Now the orbit Kq2(q1) is diffeomorphic to S3 × S3, whereas the
orbit K(q1, q2) is diffeomorphic to SU(5). It is known that the third Betti number of a
compact connected simple Lie group is one. It follows from Proposition 3.11 that the slice
representation at p is not taut. 
6.3 Proposition The following is a list of pairs of irreducible representations ρ, ρ′ of com-
pact connected Lie groups G, G′ such that ρ′ is the isotropy representation of a symmetric
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space, G is a subgroup of G′ and ρ = ρ′|G is orbit equivalent to ρ′.
G and G′ ρ and ρ′
SU(n)× SU(m), n 6= m
and
( ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
)
⊕ ( ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
) and
S1 × SU(n)× SU(m) (
❡ ❡♣ ♣ ♣
1
⊗ x⊗ ❡ ❡♣ ♣ ♣
1
)
⊕ ( ❡ ❡♣ ♣ ♣
1
⊗ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
)
SU(n), n odd, and ❡ ❡ ❡♣ ♣ ♣
1
⊕ ❡❡❡ ♣♣♣
1
and
U(n) (x⊗ ❡ ❡ ❡♣ ♣ ♣
1
)⊕ (x−1 ⊗ ❡❡❡ ♣♣♣
1
)
Spin(10) and ❡ ❡ ❡
❡
❡
 
❅
1
and
SO(2)× Spin(10) (x⊕ x−1)⊗ ❡ ❡ ❡
❡
❡
 
❅
1
SO(2)× Spin(7) and (x⊕ x−1)⊗ ❡ ❡ ✉
1
and
SO(2)× SO(8) (x⊕ x−1)⊗ ❡ ❡
❡
❡
 
❅
1
SO(2)×G2 and (x⊕ x−1)⊗ ✉ ❡
1
and
SO(2)× SO(7) (x⊕ x−1)⊗ ❡ ❡ ✉
1
SO(3)× Spin(7) and ❡
2
⊗ ❡ ❡ ✉
1
and
SO(3)× SO(8) ❡
2
⊗ ❡ ❡
❡
❡
 
❅
1
Proof. The first three cases in the table were treated in Lemma 5.4, item (a). It remains
to analyze the other three cases. It suffices to show the existence of a common principal orbit
by Lemma 3.6.
Let G = SO(2)× Spin(7). Then ρ is the tensor product of the vector representation of
SO(2) on R2 and the spin representation of Spin(7) on R8. Let p = a1e1⊗ f1 + a2e2 ⊗ f2 ∈
R2 ⊗ R8, where e1, e2 ∈ R2 are orthonormal, f1, f2 ∈ R8 are orthonormal, and a1, a2 are
distinct positive numbers. Then the orbit G′p is principal and of dimension 14. Since the
isotropy subalgebra of G at p is easily seen to be su(3), it follows that Gp is also an orbit
of dimension 14. Hence, it coincides with G′p. It follows from Lemma 3.6 that ρ and ρ′ are
orbit equivalent.
Similarly, one sees that in the last two cases in the table ρ has respectively an orbit of
dimension 12, 21, and therefore is orbit equivalent to ρ′. 
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6.4 Theorem (Converse to a Theorem of Bott and Samelson) A variationally com-
plete representation of a compact connected Lie group is orbit equivalent to the isotropy
representation of a symmetric space.
Proof. We first assume that the given representation is irreducible. A variationally
complete, irreducible representation ρ of a compact connected Lie group G is of class O2.
If ρ is not the isotropy representation of one of the irreducible symmetric spaces and has
cohomogeneity greater than one, we have obtained all possibilities for it in Propositions 5.1,
5.2, 5.17, 5.18, 5.19, 5.20 and 5.21, and these are listed in the table of Proposition 6.3 and
in Tables C.1, C.2, C.3 and C.4 in Appendix C. Now Propositions 6.1 and 6.2 eliminate
all possibilities for ρ, except those listed in the table of Proposition 6.3. But the same
proposition asserts that ρ is orbit equivalent to another representation ρ′ which is the isotropy
representation of a symmetric space.
Now assume that the representation is reducible. Each of its irreducible factors is varia-
tionally complete by part (a) of Proposition 3.4 and hence orbit equivalent to the isotropy
representation of an irreducible symmetric space by what we have just proved. Part (d)
of the same proposition now implies that the reducible representation is orbit equivalent to
the isotropy representation of the symmetric space that is the product of the irreducible
symmetric spaces corresponding to the irreducible summands of the representation. 
6.5 Corollary A variationally complete representation of a compact connected Lie group is
polar.
The first paragraph in the proof of Theorem 6.4 combined with Theorem 8.2 to be proved
in Section 8 also implies:
6.6 Theorem (Compare [15]) Let ρ : G → O(V ) be a variationally complete irreducible
representation of a compact connected Lie group G. Then there are two cases:
(a) The image ρ(G) is the maximal compact connected Lie group with its orbits. In this
case ρ is the isotropy representation of an irreducible symmetric space.
(b) The image ρ(G) is not the maximal compact connected Lie group with its orbits. In
this case we have:
(i) If ρ has cohomogeneity greater than one, then there exists a larger group G′ ⊃ G
and an isotropy representation of an irreducible symmetric space ρ′ : G′ → O(V )
which is an extension of ρ. Moreover, the possibilities for the pair (ρ, ρ′) are listed
in the table of Proposition 6.3.
(ii) If ρ has cohomogeneity one, then it is listed in the tables of Theorem 8.2.
In order to complete the classification of variationally complete representations, we finally
discuss the reducible case and state a result in Theorem 6.8 which, in view of Theorem 6.4,
is equivalent to a result of Bergmann in [1]. First note that there are some trivial ways to
produce variationally complete reducible representations from known variationally complete
representations.
Let ρ : G→ O(V ) be a representation of a compact connected Lie group G.
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(a) Assume G = G′×K where G′, K are compact connected Lie groups. We say that K is
nonessential for ρ if the restriction ρ|G′ is orbit equivalent to the original representation
ρ. Otherwise, we say that K is essential for ρ.
(b) Assume ρ reducible, namely ρ = ρ1 ⊕ ρ2 where ρi : G → O(Vi) and dimVi > 0
(i = 1, 2). We say that ρ is splitting if we can write G = G1 × G2 for compact
connected Lie groups Gi (i = 1, 2) such that ρ is equivalent to the outer direct sum
representation ρ1|G1⊕ˆρ2|G2 : G1×G2 → O(V1⊕ V2). We say that ρ is almost splitting
if we can write G = G1 × G2 ×K for compact connected Lie groups K, Gi (i = 1, 2)
such that K is nonessential at least for one of ρ1|G1 ×K, ρ2|G2 ×K and ρ|G1 ×G2 is
equivalent to the outer direct sum representation ρ1|G1⊕ˆρ2|G2.
It is immediate from these definitions that a representation with a trivial summand is auto-
matically splitting, and that splitting implies almost splitting. We also have:
6.7 Proposition An almost splitting representation ρ = ρ1 ⊕ ρ2 is variationally complete if
and only if each one of its summands ρi is variationally complete
5.
Proof. One direction follows from Proposition 3.4, item (a); we prove that the summands
being variationally complete implies the same for the sum. We may assume that K is
nonessential for ρ1|G1 ×K. Then ρ1 is orbit equivalent to ρ1|G1 and ρ2 is orbit equivalent
to ρ2|G2 ×K, so ρ1|G1 and ρ2|G2 ×K are variationally complete. Now ρ is orbit equivalent
to ρ1|G1⊕ˆρ2|G2 ×K and hence variationally complete, because the outer direct sum of two
variationally complete representations is also variationally complete, as is easy to see. 
We are left with the classification of variationally complete reducible representations
which are not almost splitting. This is given in the following theorem.
6.8 Theorem (Compare [1]) Let ρ be a variationally complete reducible representation of
a compact connected Lie group G which is not almost splitting. Then ρ is one of the following
5Note that the isotropy representations of reducible symmetric spaces are splitting.
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orthogonal representations:
G ρ
SU(4) ( ❡ ❡ ❡
1
⊕ ❡ ❡ ❡
1
)⊕ ❡ ❡ ❡
1
U(4) (x⊗ ❡ ❡ ❡
1
⊕ x−1 ⊗ ❡ ❡ ❡
1
)⊕ ❡ ❡ ❡
1
Spin(7) ❡ ❡ ✉
1
⊕ ❡ ❡ ✉
1
SO(2)× Spin(7) (x⊕ x−1)⊗ ❡ ❡ ✉
1
⊕ ❡ ❡ ✉
1
Spin(8) ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
Spin(8) ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
SO(2)× Spin(8) (x⊕ x−1)⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
SO(2)× Spin(8) (x⊕ x−1)⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
SO(3)× Spin(8) ❡
2
⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
SO(3)× Spin(8) ❡
2
⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
Sketch of a proof. Bergmann proves her theorem in [1] using Theorem 6.6 as it is stated
in [15]. We sketch here an argument in a similar vein, but divided into cases in a different way.
Since summands of almost faithful reducible representations need not be almost faithful, this
is the only place in this paper where we have to exercise some care in distinguishing between
a group G and its image ρ(G) under a representation ρ : G→ O(V ).
G is a simple group. Let ρ = ρ1 ⊕ ρ2 be a decomposition where ρ1 is irreducible.
Then ρ1, ρ2 are variationally complete. Denote by V1, V2 the representation spaces and
by H1, H2 the connected components of the principal isotropy subgroups. We have that
ρ1 is an almost faithful variationally complete irreducible representation of a simple group,
which is orbit equivalent to the restriction ρ1|H2, where H2 is a proper subgroup of G; see
Proposition 3.4, item (b). Since ρ1(H2) ⊂ O(V1) is not the maximal compact connected
group with its orbits, ρ1 : H2 → O(V1) is not the isotropy representation of a symmetric
space. It follows from Theorem 6.6 that ρ1 has cohomogeneity one, because the larger of
the two groups for each pair in the table of Proposition 6.3 is never a simple group. Since
ρ1 is an arbitrary irreducible summand of ρ, we conclude that every irreducible summand
of ρ must have cohomogeneity one. Moreover, we know from Proposition 3.4, item (c), that
there cannot be two equivalent summands. The only simple groups admitting at least two
inequivalent cohomogeneity one representations are Spin(n) for n ∈ {3, 5, 6, 7, 8, 9}. Using
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the fact that ρ2 must be orbit equivalent to ρ2|H1 we exclude the groups Spin(3), Spin(5),
Spin(9) and get the four examples corresponding to simple groups in the table.
G is not semisimple. Let ρ1 be an irreducible summand of ρ such that ρ1(G) is locally
isomorphic to S1 × G′, where G′ is a nontrivial semisimple factor of G. Let ρ2 be another
irreducible summand of ρ with the connected component of the principal isotropy group
being H2. If ρ1(H2) = ρ1(G) for all such ρ2, then ρ is splitting. So we assume there exists
such a ρ2 with ρ1(H2)  ρ1(G). Now we can view ρ1 as an almost faithful variationally
complete irreducible representation of S1 × G′, which is orbit equivalent to the restriction
ρ1|H ′2, where H ′2 is a compact connected proper subgroup of S1 × G′ and ρ1(H ′2) = ρ1(H2).
It follows from Theorem 6.6, item (b), that the possible local isomorphism classes of H ′2,
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S1 ×G′ and the representations ρ1|H ′2, ρ1|S1 ×G′ are given as follows:
H ′2 and S
1 ×G′ ρ1|H ′2 and ρ1|S1 ×G′
1 SO(2)×G2 and (x⊕ x−1)⊗ ✉ ❡
1
and
SO(2)× SO(7) (x⊕ x−1)⊗ ❡ ❡ ✉
1
2 SO(2)× Spin(7) and (x⊕ x−1)⊗ ❡ ❡ ✉
1
and
SO(2)× SO(8) (x⊕ x−1)⊗ ❡ ❡
❡
❡
 
❅
1
3 Spin(10) and ❡ ❡ ❡
❡
❡
 
❅
1
and
SO(2)× Spin(10) (x⊕ x−1)⊗ ❡ ❡ ❡
❡
❡
 
❅
1
4 SU(n), n odd, and ❡ ❡ ❡♣ ♣ ♣
1
⊕ ❡❡❡ ♣♣♣
1
and
S1 × SU(n) (x⊗ ❡ ❡ ❡♣ ♣ ♣
1
)⊕ (x−1 ⊗ ❡❡❡ ♣♣♣
1
)
5
SU(n)× SU(m), n 6= m
and
( ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
)
⊕ ( ❡ ❡♣ ♣ ♣
1
⊗ ❡ ❡♣ ♣ ♣
1
) and
S1 × SU(n)× SU(m) (
❡ ❡♣ ♣ ♣
1
⊗ x⊗ ❡ ❡♣ ♣ ♣
1
)
⊕ ( ❡ ❡♣ ♣ ♣
1
⊗ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
)
6 Sp(n) and ✉ ✉ ❡♣ ♣ ♣
1
and
S1 × SU(2n) x⊗ ❡ ❡♣ ♣ ♣
1
⊕ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
7 SU(n) and ❡ ❡♣ ♣ ♣
1
⊕ ❡ ❡♣ ♣ ♣
1
and
S1 × SU(n) x⊗ ❡ ❡♣ ♣ ♣
1
⊕ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
8 S1 × Sp(n) and (x⊕ x−1)⊗ ✉ ✉ ❡♣ ♣ ♣
1
and
S1 × SU(2n) x⊗ ❡ ❡♣ ♣ ♣
1
⊕ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
9 Sp(n) and ✉ ✉ ❡♣ ♣ ♣
1
and
S1 × Sp(n) (x⊕ x−1)⊗ ✉ ✉ ❡♣ ♣ ♣
1
In the following we examine different possibilities for ρ2. Recall that a variationally
complete representation does not admit two equivalent nontrivial irreducible summands.
(i) ρ2 is as in case 1. Here ρ2 is trivial on SO(2), so we can view ρ2 as an almost faithful
representation Spin(7) × K → O(V2) (K is a compact connected Lie group) which
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is variationally complete, irreducible and such that the projection of the connected
component of its principal isotropy subgroup in Spin(7) is G2. The only possibility
for ρ2 is ❡ ❡ ✉
1
, K = {1}. Any other irreducible summand ρ3 of ρ either would
satisfy ρ1(H3) = ρ1(G) (where H3 is the connected component of the principal isotropy
subgroup of ρ3) or would have to be in the same case as ρ2. The first possibility
would make ρ splitting and the second possibility is excluded because ρ cannot have
two equivalent irreducible summands. It follows that ρ has exactly two irreducible
summands and it is (x⊕ x−1)⊗ ❡ ❡ ✉
1
⊕ ❡ ❡ ✉
1
.
(ii) ρ2 is as in case 2. Here ρ2 is trivial on SO(2), so we can view ρ2 as an almost faithful
representation Spin(8) × K → O(V2) (K is a compact connected Lie group) which
is variationally complete, irreducible and such that the projection of the connected
component of its principal isotropy subgroup in Spin(8) is Spin(7). Here Spin(7) is in
the conjugacy class such that the vector representation of Spin(8) restricts to the spin
representation of Spin(7). The only possibilities for ρ2 are the half-spin representations
of Spin(8), K = {1}. Similar considerations to those in (i) show that ρ must have
exactly two irreducible summands and that it is either one of
(x⊕ x−1)⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
, (x⊕ x−1)⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
.
(iii) ρ2 is as in one of the cases 3, 4, 5 or 9. Here S
1 is not essential for ρ1 and G
′ ⊂ ker ρ2.
Also, for any other irreducible summand ρ3 either ρ1(H3) = ρ1(G) (where H3 is the
connected component of the principal isotropy subgroup of ρ3) or G
′ ⊂ ker ρ3. It follows
that ρ is almost splitting.
(iv) ρ2 is as in case 6. This case cannot occur, for otherwise ρ2 : U(2n)×K → O(V2) (K a
compact connected Lie group) is an almost faithful variationally complete irreducible
representation such that the projection of the connected component of its principal
isotropy subgroup in U(2n) is Sp(n). But such a ρ2 does not exist.
(v) ρ2 is as in case 7. Here S
1 is not essential for ρ1 and G
′ ⊂ ker ρ2. Also, for any other
irreducible summand ρ3 we have either one of the following: ρ1(H3) = ρ1(G) (where H3
is the connected component of the principal isotropy subgroup of ρ3); or G
′ ⊂ ker ρ3;
or ρ3 is as in case 8. In the first two possibilities ρ is almost splitting and in the third
one we go to the next case.
(vi) ρ2 is as in case 8. Here ρ2 is trivial on S
1, so we can view ρ2 as an almost faithful
representation SU(2n) × K → O(V2) (K is a compact connected Lie group) which
is variationally complete, irreducible and such that the projection of the connected
component of its principal isotropy subgroup in SU(2n) is Sp(n). The only possibility
for ρ2 is ❡ ❡ ❡
1
, K = {1}, n = 2. If ρ3 is a third irreducible summand of ρ then
either ρ1(H3) = ρ1(G) (where H3 is the connected component of the principal isotropy
subgroup of ρ3) or ρ1(H3) must be as in case 7, therefore ρ3 is trivial on SU(4). So if
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there is any irreducible summand besides ρ1 and ρ2 then ρ is almost splitting. Therefore
there are no other irreducible summands and ρ is
(x⊗ ❡ ❡ ❡
1
⊕ x−1 ⊗ ❡ ❡ ❡
1
)⊕ ❡ ❡ ❡
1
.
G is semisimple but not simple. Let ρ1 be an irreducible summand of ρ such that
ρ1(G) is locally isomorphic to G
′, a semisimple but not simple factor of G. Let ρ2 be another
irreducible summand of ρ with connected component of the principal isotropy group H2. If
ρ1(H2) = ρ1(G) for all such ρ2, then ρ is splitting. So we assume there exists such a ρ2 with
ρ1(H2)  ρ1(G). Now we can view ρ1 as an almost faithful variationally complete irreducible
representation of G′, which is orbit equivalent to the restriction ρ1|H ′2, where H ′2 is a compact
connected proper subgroup of G′ and ρ1(H ′2) = ρ1(H2). It follows from Theorem 6.6, item (b),
that the possible local isomorphism classes of H ′2, G
′ and the representations ρ1|H ′2, ρ1|G′
are given as follows:
H ′2 and G
′ ρ1|H ′2 and ρ1|G′
10 Sp(n) and ✉ ✉ ❡♣ ♣ ♣
1
and
Sp(1)× Sp(n) ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
11 SO(3)× Spin(7) and ❡
2
⊗ ❡ ❡ ✉
1
and
SO(3)× SO(8) ❡
2
⊗ ❡ ❡
❡
❡
 
❅
1
If ρ2 is an in case 10, then ρ is almost splitting by the same argument as in item (iii). If ρ2
is as in case 11, then by an argument similar to that in item (ii) we show that ρ must be
either one of
❡
2
⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
, ❡
2
⊗ ❡ ❡
❡
❡
 
❅
1
⊕ ❡ ❡
❡
❡
 
❅
1
.

7 Taut representations
The main result of this section is the following classification theorem.
7.1 Theorem A taut irreducible representation ρ of a compact connected Lie group G is
either orbit equivalent to the isotropy representation of a symmetric space or it is one of the
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following orthogonal representations (n ≥ 2):
G ρ
SO(2)× Spin(9) (x⊕ x−1)⊗ ❡ ❡ ❡ ✉
1
U(2)× Sp(n) (x⊕ x−1)⊗ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
SU(2)× Sp(n) ❡
3
⊗ ✉ ✉ ❡♣ ♣ ♣
1
7.2 Corollary A taut irreducible representation of a compact connected simple Lie group is
orbit equivalent to the isotropy representation of a symmetric space.
7.3 Remark According to [46], see also [40], the representations given in the table of The-
orem 7.1 are exactly the irreducible representations of compact connected Lie groups which
have cohomogeneity three and are not orbit equivalent to the isotropy representation of a
symmetric space.
It follows from the main results of Section 6 that Theorem 7.1 is equivalent to the follow-
ing:
7.4 Theorem A taut irreducible representation ρ of a compact connected Lie group G is
one of the following:
(a) The isotropy representation of an irreducible symmetric space (listed in Tables 8.11.2
and 8.11.5 of [45]).
(b) A cohomogeneity one representation not listed in (a) (cf. Theorem 8.2).
(c) A representation orbit equivalent to the isotropy representation of an irreducible sym-
metric space and not listed in (a) or (b) (cf. Proposition 6.3).
(d) One of the three exceptional cases given in Theorem 7.1.
Proof of Theorems 7.1 and 7.4. A taut irreducible representation ρ of a compact connected
Lie group G is of class O2. If ρ is not orbit equivalent to the isotropy representation of one of
the irreducible symmetric spaces, we have obtained all possibilities for it, and these are listed
in Tables C.1, C.2, C.3 and C.4 in Appendix C. Now we already know from Proposition 6.2
that the representations in Table C.4 are not taut. Therefore the assertion follows from
Propositions 7.5, 7.6 and 7.12 below. 
We start by considering Table C.3.
7.5 Proposition The representations listed in Table C.3 are not taut.
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Proof. Let G = G2 × Spin(7). Then ρ is the tensor product of the 7-dimensional
representation of G2 on R
7 and the spin representation of Spin(7) on R8. Let p = v1⊗ v2 ∈
R7⊗R8. The isotropy subalgebra at p is su(3)+g2. The dimension of the orbit through p is
dimG(p) = 13, the dimension of the normal space at p is 43, and the slice representation at
p minus the trivial component Rp is given by the tensor product of the vector representation
of su(3) on R6 and the 7-dimensional representation of g2 on R
7. Since this representation
is of complex type and Dadok invariant 3, it follows from Proposition 4.9 that it cannot be
of class O2. In particular, it is not taut. Now Proposition 3.8 implies that ρ is not taut.
Let G = Spin(7)× Spin(9). Then ρ is the tensor product of the spin representation of
Spin(7) on R8 and the spin representation of Spin(9) on R16. Let p = v1 ⊗ v2 ∈ R8 ⊗R16.
The isotropy subalgebra at p is g2 + spin(7). The dimension of the orbit through p is
dimG(p) = 22, the dimension of the normal space at p is 106, and the slice representation at
p minus the trivial component Rp is given by the real tensor product of the 7-dimensional
representation of g2 and the vector representation of spin(7) plus the real tensor product
of the 7-dimensional representation of g2 and the spin representation of spin(7). Since we
already know that the tensor product of the 7-dimensional representation of g2 and the spin
representation of spin(7) is not taut (see the last paragraph), it follows from Proposition 3.8
that ρ is not taut either.
Let G = G2×Spin(9). Then ρ is the tensor product of the 7-dimensional representation
of G2 on R
7 and the spin representation of Spin(9) on R16. Let p = v1 ⊗ v2 ∈ R7 ⊗ R16.
The isotropy subalgebra at p is su(3) + spin(7). The dimension of the orbit through p is
dimG(p) = 21, the dimension of the normal space at p is 91, and the slice representation
at p minus the trivial component Rp is given by the real tensor product of the vector
representations of su(3) and spin(7) plus the real tensor product of the vector representation
of su(3) and the spin representation of spin(7). Since the second summand is a representation
of complex type and Dadok invariant 3, it follows from Proposition 4.9 that it cannot be of
class O2. In particular, it is not taut. Now Proposition 3.8 implies that ρ is not taut.
Consider6 G = Sp(1)·Sp(n)×G2, n ≥ 2. Let τn be a real form of ❡
1
⊗ ❡ ❡ ❡♣ ♣ ♣
1
. Then
τn can be realized as the representation of Sp(1) ·Sp(n) on R4n given by τn(q, A)x = Axq−1,
where q ∈ Sp(1), A ∈ Sp(n), x ∈ Hn and we identify Hn ∼= R4n. Now ρ is the real tensor
product of τn and the 7-dimensional representation of G2. Let p = v1 ⊗ v2 ∈ R4n ⊗ R7.
The isotropy subalgebra at p is isomorphic to sp(1) + sp(n − 1) + su(3). The dimension
of the orbit through p is dimG(p) = 4n + 5, the dimension of the normal space at p is
24n−5, and the slice representation at p minus the trivial component Rp is given by the real
tensor product of τn−1 and the vector representation of su(3) plus the real tensor product
of the adjoint representation of sp(1) and the the vector representation of su(3). Since the
second summand is a representation of complex type and Dadok invariant 3, it follows from
Proposition 4.9 that it cannot be of classO2. In particular, it is not taut. Now Proposition 3.8
implies that ρ is not taut.
Consider G = Sp(1) · Sp(n) × Spin(7), n ≥ 2. Let τn be as above. Now ρ is the tensor
product of τn and the spin representation of Spin(7). Let p = v1 ⊗ v2 ∈ R4n ⊗ R8. The
isotropy subalgebra at p is isomorphic to sp(1) + sp(n − 1) + g2. The dimension of the
orbit through p is dimG(p) = 4n + 6, the dimension of the normal space at p is 28n − 6,
6We use the convention that G ·H refers to a quotient of G×H by a finite central subgroup.
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and the slice representation at p minus the trivial component Rp is given by the real tensor
product of τn−1 and the 7-dimensional representation of g2 plus the real tensor product of
the adjoint representation of sp(1) and the the 7-dimensional representation of g2. Since the
first summand is not a taut representation by the above (for n = 2 we refer to the case of
G = SO(4)×G2 which will be dealt with in Proposition 7.6), it follows from Proposition 3.8
that ρ is not taut either.
Let G = Spin(7) × Spin(7). Then ρ is the tensor product of the spin representations
of each of the factors on R8. Let p = v1 ⊗ v2 ∈ R8 ⊗R8. The isotropy subalgebra at p is
g2+ g2. The dimension of the orbit through p is dimG(p) = 14, the dimension of the normal
space at p is 50, and the slice representation at p minus the trivial component Rp is given
by the real tensor product of the 7-dimensional representations of each of the factors. Since
this representation is not taut (see next case), it follows from Proposition 3.8 that ρ is not
taut either.
Consider G = G2×G2. Then ρ is the tensor product of the 7-dimensional representations
of each of the factors on R7. Let {e1, . . . , e7} be an orthonormal basis of R7 and take
p = e1 ⊗ e1 + . . .+ e7 ⊗ e7. Then the isotropy subalgebra at p is
gp = {(X,X) : X ∈ g2}
which is isomorphic to g2. Now the restriction of ρ to gp is a real form of
g2 : ✉ ❡
1
⊗ ( ✉ ❡
1
)∗ = ✉ ❡
1
⊗ ✉ ❡
1
acting on R49, and R49 = TpG(p) ⊕ NpG(p) is a gp-invariant decomposition. We have the
following decomposition into irreducible components:
g2 : ⊗2( ✉ ❡
1
) = S2( ✉ ❡
1
)⊕ Λ2( ✉ ❡
1
)
= ( ✉ ❡
2
⊕ (trivial))⊕ ( ✉ ❡
1
⊕ ✉ ❡
1
).
Since TpG(p) is 14-dimensional, it follows that the 27-dimensional real representation ✉ ❡
2
must be a component of the slice representation at p. But we saw in Lemma 5.39 that it is
not of class O2. Now Proposition 3.8 implies that ρ is not taut. 
7.6 Proposition The representations listed in Table C.2 are not taut.
Proof. Let G = SO(m) × G2, m ≥ 4. Then ρ is the tensor product of the vector
representation of SO(m) on Rm and the 7-dimensional representation of G2 on R
7. Let
p = v1⊗ v2 ∈ Rm⊗R7. The isotropy subalgebra at p is so(m−1)+ su(3). The dimension of
the orbit through p is dimG(p) = m+5, the dimension of the normal space at p is 6m−5, and
the slice representation at p minus the trivial component Rp is given by the tensor product
of the vector representations of so(m−1) and su(3) on Rm−1 and R6, respectively. Since this
is a representation of complex type and Dadok invariant 3, it follows from Proposition 4.9
that it cannot be of class O2. In particular, it is not taut. Now Proposition 3.8 implies that
ρ is not taut.
The proof for G = SO(3)×G2 will be done in Lemma 7.8 below, since this case is more
involved.
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Let G = SO(m)× Spin(7), m ≥ 4. Then ρ is the tensor product of the vector represen-
tation of SO(m) on Rm and the spin representation of Spin(7) on R8. Let p = v1 ⊗ v2 ∈
Rm ⊗ R8. The isotropy subalgebra at p is so(m − 1) + g2. The dimension of the orbit
through p is dimG(p) = m + 6, the dimension of the normal space at p is 7m − 6, and the
slice representation at p minus the trivial component Rp is given by the real tensor product
of the vector representation of so(m − 1) and the 7-dimensional representation of g2. Since
this representation is not taut by the above, it follows from Proposition 3.8 that ρ is not taut
either.
Let G = SO(m)× Spin(9), m ≥ 4. Then ρ is the tensor product of the vector represen-
tation of SO(m) on Rm and the spin representation of Spin(9) on R16. Let p = v1 ⊗ v2 ∈
Rm ⊗R16. The isotropy subalgebra at p is so(m− 1) + spin(7). The dimension of the orbit
through p is dimG(p) = m+14, the dimension of the normal space at p is 15m−14, and the
slice representation at p minus the trivial component Rp is given by the real tensor product
of the vector representations of so(m − 1) and spin(7) plus the real tensor product of the
vector representation of so(m− 1) and the spin representation of spin(7). If m ≥ 5 then the
second summand is not a taut representation by the above and it follows from Proposition 3.8
that ρ is not taut either. In the case m = 4 we give a special argument. Here we have that
the connected component of the isotropy subgroup at p is K = SO(3) × Spin(7). Let ν1,
ν2 be respectively the irreducible summands of dimensions 21, 24 of the slice representation
at p, and denote with V1, V2 the representation spaces. Note that both ν1 and ν2 are taut
representations of K, since ν1 is the isotropy representation of a real Grassmann manifold
and ν2 is orbit equivalent to the isotropy representation of a real Grassmann manifold. Let
q1 ∈ V1 be a regular point. Then the isotropy group Kq1 is isomorphic to Z22 × Spin(4). We
can choose q2 ∈ V2 so that the isotropy (Kq1)q2 is contained in {1} × Spin(4). Hence the
orbit Kq1(q2) is disconnected. Since the orbit K(q1, q2) is connected, Proposition 3.11 implies
that the slice representation at p is not taut. Now Proposition 3.8 yields that ρ is not taut
either.
We postpone the proof for the case SO(3)× Spin(9) to Lemma 7.7 below.
Let G = SU(n) × Sp(m), n ≥ 3 and m ≥ 2. Then ρ is the realification of the tensor
product of the vector representations of SU(n) on Cn and of Sp(m) on C2m. Consider
complex bases {e1, . . . , en} forCn and {f1, . . . , fm, fm+1, . . . , f2m} forC2m where fm+j = ǫfj ,
ǫ the quaternionic structure onC2m. Let p = e1⊗f1. Then the isotropyK = Gp is isomorphic
to T0 · SU(n− 1)× Sp(m− 1), where T0 is the circle group generated by
ϕ0(t) = (diag(e
(n−1)it, e−it, . . . , e−it),
diag(e−(n−1)it, 1, . . . , 1; e(n−1)it, 1, . . . , 1)) ∈ SU(n)× Sp(m),
and the slice representation νp minus the trivial component corresponding to the radial
direction Rp decomposes into irreducible components as ν1 ⊕ ν2, where ν1 restricted to
SU(n− 1)×Sp(m− 1) is the realification of the complex tensor product of the vector repre-
sentations of the factors and ν2 is the realification of the vector representation on SU(n− 1)
and it is trivial on Sp(m− 1). Denote the representation spaces by V1, V2. Then V1 is
spanned by eα ⊗ fβ and i(eα ⊗ fβ), for 2 ≤ α ≤ n, 2 ≤ β ≤ m or m + 2 ≤ β ≤ 2m, and V2
is spanned by eα ⊗ fm+1 and i(eα ⊗ fm+1), for 2 ≤ α ≤ n. Let q1 = e2 ⊗ f2 ∈ V1. Then the
isotropy K1 = Kq1 is isomorphic to T1 · T2 · SU(n− 2)× Sp(m− 2), where T1, T2 are circle
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groups respectively generated by
ϕ1(t) = (diag(1, e
(n−2)it, e−it, . . . , e−it),
diag(1, e−(n−2)it, 1, . . . , 1; 1, e(n−2)it, 1, . . . , 1)) ∈ SU(n)× Sp(m),
and
ϕ2(t) = (diag(e
(n−1)it, e−it, e−it, . . . , e−it),
diag(e−(n−1)it, eit, 1, . . . , 1; e(n−1)it, e−it, 1, . . . , 1)) ∈ SU(n)× Sp(m).
(Here we have used the hypothesis n ≥ 3 and m ≥ 2). Finally let q2 = e2 ⊗ fm+1 ∈ V2.
Then the isotropy K2 = (Kq1)q2 is isomorphic to T3 ·SU(n− 2)×Sp(m− 2), where T3 is the
circle subgroup of T1 · T2 generated by ϕ3(t) = ϕ1(−t)ϕ2(t). It is easy to see that K1/K2 is
diffeomorphic to S1, whereas K/K2 is simply-connected. Therefore Proposition 3.11 implies
that νp is not taut. Now Proposition 3.8 yields that ρ is not taut either.
The case where G = U(n) × Sp(m), n ≥ 3 and m ≥ 2, is completely analogous to the
previous case.
Let G = SO(m) × Sp(1) · Sp(n), m ≥ 3 and n ≥ 2. Then ρ is the tensor product of
the vector representation of SO(m) on Rm and τn, where τn is a representation on R
4n as in
Proposition 7.5. We choose an orthonormal basis {e1, . . . , em} for Rm and an orthonormal
basis
{f1, . . . , fn, f1i, . . . , fni, f1j, . . . , fnj, f1k, . . . , fnk}
for R4n. Let p = e1 ⊗ f1. The connected component of the isotropy subgroup K = G0p is
isomorphic to SO(m− 1)× Sp(1)′ · Sp(n− 1), where
Sp(1)′ =



q,


q
1
. . .
1



 : q ∈ Sp(1)


⊂ Sp(1) · Sp(n).
The slice representation at p minus the trivial component Rp decomposes as ν1⊕ν2, where ν1
is the real tensor product of the vector representation of SO(m− 1) and τn−1, and ν2 is the
real tensor product of the vector representation of SO(m− 1) and the adjoint representation
of Sp(1) (ν2 is trivial on Sp(n− 1)). Note that ν2 is the isotropy representation of a real
Grassmann manifold. Let V1, V2 denote the representation spaces of ν1, ν2. Then V1 is
spanned by eα ⊗ fβ , eα ⊗ fβi, eα ⊗ fβj, eα ⊗ fβk, for 2 ≤ α ≤ m, 2 ≤ β ≤ n, and V2 is
spanned by eα ⊗ f1i, eα ⊗ f1j, eα ⊗ f1k, for 2 ≤ α ≤ m. First consider the case m ≥ 4.
Let q2 ∈ V2 be a regular point, say q2 = ae2 ⊗ f1i + be3 ⊗ f1j + ce4 ⊗ f1k, where a, b,
c are pairwise distinct positive real numbers. Then the isotropy group Kq2 is isomorphic
to SO(m− 4) × Q · Sp(n− 1), where Q is the quaternion subgroup {±1,±i,±j,±k} of
Sp(1). Consider the restriction of ν1 to Kq2. We can choose q1 ∈ V1 so that the orbit
Kq2(q1) is disconnected, say q1 = ae2 ⊗ f2 + be3 ⊗ f2i, where a, b are distinct positive real
numbers. In fact, if (A, q, B) ∈ SO(m− 4) × Q · Sp(n− 1) is in the isotropy of q1, then
we must have Bf2q
−1 = f2 and Bf2iq−1 = f2i, which implies that Bf2q−1i = Bf2iq−1
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and then q−1i = iq−1, so that q = ±1 or q = ±i. In particular, no element of the form
(A, j, B) ∈ SO(m− 4)×Q · Sp(n− 1) is in the isotropy of q1, which implies that the orbit
Kq2(q1) is disconnected. Since the orbit K(q1, q2) is connected, Proposition 3.11 implies that
the slice representation at p is not taut. Now Proposition 3.8 yields that ρ is not taut either.
Finally we analyse the case m = 3. Then K = SO(2)×Sp(1)′ ·Sp(n− 1). Consider a regular
point q2 ∈ V2, say q2 = ae2 ⊗ f1i + be3 ⊗ f1j, where a, b are distinct positive real numbers.
Then we have that the isotropy Kq2 is isomorphic to Z4 × Sp(n− 1). Here Z4 is generated
by (−1, k), where −1 is minus the identity matrix in SO(2) and k ∈ Sp(1)′. Consider the
restriction of ν1 to Kq2. We can choose q1 ∈ V1 as above such that its isotropy does not
contain elements of the form (−1, k, B), for B ∈ Sp(n− 1). It follows that the orbit Kq2(q1)
is disconnected and the proof follows as above. 
7.7 Lemma The tensor product ρ of the vector representation of SO(3) on R3 and the spin
representation of Spin(9) on R16 is not taut.
Proof. Let p = v1 ⊗ v2 ∈ R3 ⊗ R16. Then the connected component of the isotropy
group K = G0p is isomorphic to SO(2)× Spin(7). The normal space at p to the orbit G(p)
decomposes as Rp ⊕ V1 ⊕ V2, where V1 = R2 ⊗ R7, V2 = R2 ⊗ R8 are the representation
spaces for the irreducible components ν1, ν2 of the slice representation at p. Here ν1 is
the tensor product of the vector representations and ν2 is the tensor product of the vector
representation of SO(2) and the spin representation of Spin(7). Now let q = v3 ⊗ v4 ∈ V2.
Then the connected component of the isotropy group K0q is isomorphic to G2 and the slice
representation at q of the representation ofK on V1⊕V2 is a representation ofG2 onR22 which
decomposes as a trivial component Rq plus three copies of the 7-dimensional representation
of G2. Next we shall show that the sum µ = µ1 ⊕ µ2 ⊕ µ3 of three copies of 7-dimensional
representation of H = G2 is not taut. It then follows from Proposition 3.8 that ρ is not taut
either.
In fact, let Wi be the representation space of µi. We can select wi ∈ Wi such that
the isotropy groups Hw1, (Hw1)w2 , ((Hw1)w2)w3 are respectively SU(3), SU(2), {1}. Since
H(w1,w2,w3) = ((Hw1)w2)w3, we get that the orbit H(w1, w2, w3) is diffeomorphic to G2. Now
if this orbit is taut, Proposition 3.11 implies that it must have the product homology of the
orbits through w1, w2 and w3, namely, S
6, S5 and S3. But it is well known that G2 has the
product homology of S11 and S3 (this also follows from Satz 1 in [25]). Thus, µ is not taut.

7.8 Lemma The tensor product ρ of the vector representation of SO(3) on R3 and the
7-dimensional representation of G2 is not taut.
Proof. We shall use the reduction technique described in Subsection 3.3. Note that
G = SO(3) ×G2 is a closed subgroup of Gˆ = SO(3) × SO(7) and ρ is the restriction of a
representation ρˆ of Gˆ which is the isotropy representation of a real Grassmann manifold.
We view the Cayley numbers O = H ⊕ eH, so that {1, e, i, j, k, ei, ej, ek} is a real or-
thonormal basis for O. The Lie group G2 is the automorphism group of O with respect to
its nonassociative algebra structure. We next compute the space of orbits of G acting by ρ
on V = R3 ⊗R7. Take {e, i, j, k, ei, ej, ek} as a basis for R7 and take an orthonormal basis
{f1, f2, f3} for R3. Recall that the subspace spanned by {i, j, k, ei, ej, ek} has a complex
69
structure given by left multiplication by e. Since all these representations are self-adjoint, it
is equivalent to consider ρ acting on R7∗⊗R3 which we may identify with the space of 3× 7
real matrices.
Let
p1 =

 1 0 0 0 0 0 00 0 0 0 0 0 0
0 0 0 0 0 0 0

 ,
Then the orbit G(p1) is 8-dimensional and its normal space at p1 intersects all orbits. So,
given an arbitrary orbit M , it contains a point of the form
 a 0 0 0 0 0 00 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗

 ,
for some a ≥ 0, for we can multiply on the left by
 −1 0 00 −1 0
0 0 1


to change the sign of a, if necessary, and remain in the orbit M . Now the connected compo-
nent of the isotropy subgroup at p1, K1 = SO(2)×SU(3), acts on the normal space to G(p1)
by fixing the radial direction Rp1 and by the tensor product of the vector representations of
SO(2) and SU(3) on the orthogonal complement R12. The point
p2 =

 0 0 0 0 0 0 00 1 0 0 0 0 0
0 0 0 0 0 0 0

 ,
is in R12 and has a 6-dimensional K1-orbit. So M has a representative of the form
 a 0 0 0 0 0 00 b 0 0 0 0 0
0 0 ∗ ∗ ∗ ∗ ∗

 ,
for some b ≥ 0, since we can also multiply on the left by
 1 0 00 −1 0
0 0 −1

 ,
if necessary, and remain in the same orbit. Finally, the connected component of the isotropy
subgroup of K1 at p2 is SU(2) and it acts on the normal space to K1(p2) with respect to R
12
by fixing a 2-plane and by the vector representation on the orthogonal complement. So M
has an element of the form 
 a 0 0 0 0 0 00 b 0 0 0 0 0
0 0 c 0 d 0 0

 ,(7.9)
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for some c ≥ 0. We can assume a ≥ b by multiplying on the left by

 0 1 01 0 0
0 0 −1

 ,
and on the right by


0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 −1 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 1


,
if necessary. Multiplying (7.9) on the left by

 1 0 00 0 1
0 −1 0


and on the right by


1 0 0 0 0 0 0
0 0 −c√
c2+d2
0 −d√
c2+d2
0 0
0 c√
c2+d2
0 0 0 d√
c2+d2
0
0 0 0 1 0 0 0
0 d√
c2+d2
0 0 0 −c√
c2+d2
0
0 0 −d√
c2+d2
0 c√
c2+d2
0 0
0 0 0 0 0 0 1


we get

 a 0 0 0 0 0 00 √c2 + d2 0 0 0 0 0
0 0 bc√
c2+d2
0 bd√
c2+d2
0 0

 .
We can therefore assume b ≥ √c2 + d2. It is straightforward to check that no further restric-
tions can be put on a, b, c, d. Hence we see that the orbit space is described by the matrices
of the form (7.9) subject to the conditions a ≥ b ≥ √c2 + d2 and c ≥ 0.
Next we want to compute a principal isotropy subgroup of G. Let p be an element of the
form (7.9) which is regular for both G and Gˆ. The principal isotropy group Gˆp is isomorphic
to Z22 × SO(4), and Gp = Gˆp ∩G. Now the Z22-factor is contained in Gp, because
(diag(−1,−1, 1), diag(−1,−1, 1,−1, 1,−1, 1))
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and
(diag(1,−1,−1), diag(1,−1,−1, 1,−1,−1, 1))
are elements of G that fix p. On the other hand, an element in the SO(4)-factor that fixes
p and is in G = SO(3) × G2 is in fact in {1} × G2 and has to fix e, i, cj + d(ei) ∈ R7.
Therefore it also fixes j = 1
c
[(cj+ d(ei))− d(ei)] (c 6= 0 because p is regular for G) and hence
it is the identity. We conclude that the principal isotropy group H = Gp is exactly Z
2
2.
It is immediate to see that the fixed subspace V H is
 ∗ 0 0 ∗ 0 0 00 ∗ 0 0 0 ∗ 0
0 0 ∗ 0 ∗ 0 0

 .
Let N be the normalizer of H in G and G¯ = N/H the reduced group as in Subsection 3.3.
The connected component G¯0 must be contained in {1} × G2. One can use the fact that
N equals the normalizer of V H in G to verify that G¯0 is the 2-torus group consisting of the
matrices 

cos t 0 0 − sin t 0 0 0
0 cos s 0 0 0 − sin s 0
0 0 cos(s− t) 0 − sin(s− t) 0 0
sin t 0 0 cos t 0 0 0
0 0 sin(s− t) 0 cos(s− t) 0 0
0 sin s 0 0 0 cos s 0
0 0 0 0 0 0 1


(7.10)
for s, t ∈ R.
Let p ∈ V H be a regular point and let M = Gp be the corresponding principal orbit in
V . We next prove that M is not taut by contradiction. In fact, assume M is taut. The orbit
G¯0p is a connected component of MH , and it is a substantial 2-torus embedded in the 6-
dimensional Euclidean space V H . Since its second osculating space is at most 5-dimensional,
it cannot be taut by Theorem 2.5. It is known that a surface is taut if and only if its lines
of curvature are circles. Therefore there is a parallel normal vector field ξ(t) along a curve
γ(t) in G¯0p ⊂ MH such that AMHξ(t) γ˙(t) = λ(t)γ˙(t) and λ(t) is not constant. (A posteriori it
is clear that one can find γ(t), ξ(t), λ(t) directly by computation using (7.10).) Since M is
a principal G-orbit, the normal spaces of M and MH in V coincide along γ(t) implying that
ξ(t) is also parallel with respect to M . By Lemma 3.16 we have
AMξ(t)γ˙(t) = λ(t)γ˙(t).(7.11)
We do not claim that γ(t) is a curvature line of M since the eigenspace corresponding to λ(t)
might not be one-dimensional. Still the argument in [36], Lemmas 1 and 2 (see also [30])
carries through and shows that (7.11) together with the tautness of M implies that λ(t) is
constant, which is a contradiction. Hence M is not taut. Thus the representation ρ is not
taut either. 
7.12 Proposition The representations listed in Table C.1 are taut.
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Proof. We use the reduction technique discussed in Subsection 3.3. Consider first the
case of G = U(2) × Sp(n), n ≥ 2, acting on the realification of C2 ⊗ C2n by the tensor
product of the vector representations. It is equivalent to consider ρ acting on the space of
2 × 2n complex matrices, i. e. ρ(A,B)X = AXB−1 for A ∈ U(2), B ∈ Sp(n) ⊂ SU(2n),
X ∈ M(2 × 2n;C). It follows rather easily that the orbit space consists of matrices of the
form (
a 0 0 . . . 0 0 0 0 . . . 0
0 b 0 . . . 0 c 0 0 . . . 0
)
,
where a ≥ √b2 + c2 and b, c ≥ 0. Since these matrices are all real, it follows that the group
obtained by adjoining to G the complex conjugation of matrices σ still has the same orbits.
We replace G by the enlarged group and continue to denote it with the same letter.
Now the principal isotropy group H is generated by σ and the subgroup of G isomorphic
to U(1)× Sp(n− 2) consisting of elements of the form

(
eiθ 0
0 e−iθ
)
,


eiθ 0
e−iθ 0
C D
0 e−iθ
0 eiθ
−D¯ C¯




,
where θ ∈ R and
(
C D
−D¯ C¯
)
∈ Sp(n− 2). Now V H is the space of matrices of the form
(
a 0 0 . . . 0 0 d 0 . . . 0
0 b 0 . . . 0 c 0 0 . . . 0
)
,
whose entries are real, and (N/H)0 is the circle group consisting of the coclasses defined by
the matrices 

cos θ 0 0 sin θ
0 cos θ sin θ 0
1 0
0 − sin θ cos θ 0
− sin θ 0 0 cos θ
0 1


∈ {1} × Sp(n)
for θ ∈ R, where 1 (resp. 0) denotes the (n− 2)× (n− 2) identity (resp. zero) block. We see
that the reduced representation ρ¯ : (N/H)0 → O(V H) is just the direct sum of two copies
of the vector representation of SO(2) on R2, hence taut. Finally, we conclude that ρ is taut
by Proposition 3.19, where we choose L to be generated by the following elements: σ, the
diagonal elements in Sp(n− 2) ⊂ H with ±1 entries, and the element

(
i 0
0 −i
)
,


i
−i
1
−i
i
1




.
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Next consider the case of G = SO(2)×Spin(9) acting on R2⊗R16 by the tensor product
of the vector and spin representations. It is equivalent to consider ρ acting on the space of
2 × 16 real matrices, namely, ρ(A,B)X = AXB−1 for A ∈ SO(2), B ∈ Spin(9) ⊂ SO(16),
X ∈M(2× 16;R). We identify R16 ∼= O⊕O and use {1, e, i, j, k, ei, ej, ek} as a basis of O
over R. For the computations involved in this case, Lemmas 14.61 and 14.77 from [22] are
useful, which we state as follows:
7.13 Lemma A matrix g ∈ O(8) ∼= O(O) belongs to Spin(7) if and only if g(uv) =
g(u)χ(g)(v) for all u, v ∈ O, where χ(g)(v) = g(g−1(1)v) for v ∈ O defines the vector
representation of Spin(7) on ℑO ∼= R7.
7.14 Lemma The subgroup Spin(9) ⊂ SO(16) ∼= SO(O⊕O) is generated by the 8-sphere
{(
r Ru
Ru¯ −r
)
: r ∈ R, u ∈ O, r2 + |u|2 = 1
}
in End(O⊕O), where Ru : O→ O denotes right translation by the element u ∈ O.
Mainly as a consequence of
❡ ❡ ❡ ✉
1
|B3 = (trivial)⊕ ❡ ❡ ✉
1
⊕ ❡ ❡ ✉
1
(7.15)
one can see that the G-orbit space consists of matrices of the form
(
a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 b 0 0 0 0 0 0 c 0 0 0 0 0 0 0
)
,(7.16)
and, with some more effort (using Lemma 7.14), that the restrictions a ≥ √b2 + c2 and b,
c ≥ 0 apply. Also, Lemma 7.13 shows that
g1 = diag(−1, 1, 1, 1,−1− 1− 1, 1) ∈ Spin(7),
which combined with (7.15) yields that
g2 =

 1 χ(g1)
g1

 ∈ Spin(9),
where χ(g1) = diag(−1,−1,−1, 1, 1, 1,−1). In particular, the equality
(
1 0
0 −1
)
p = pg2
where p is as in (7.16) shows that O(2)× Spin(9) has the same orbits as SO(2)× Spin(9).
Hereafter we consider G = O(2)× Spin(9).
The principal isotropy group H is isomorphic to Z2 × Z2 × SU(3), where the first Z2
corresponds to the kernel of ρ and it is generated by the element h1 = (−1,−1) ∈ O(2) ×
Spin(9), the second Z2 is generated by the element
h2 = (diag(1,−1), g2),
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and the SU(3)-factor consists of matrices of the form


1
1
A B
−B A
1
1
A B
−B A


∈ {1} × Spin(9),
where A+ iB ∈ SU(3). Now V H is the space of matrices of the form
(
a 0 0 0 0 0 0 0 0 d 0 0 0 0 0 0
0 b 0 0 0 0 0 0 c 0 0 0 0 0 0 0
)
,
whose entries are real, and (N/H)0 is the circle group consisting of the coclasses defined by
the following matrices of {1} × Spin(9):


cos θ sin θ
cos θ − sin θ
cos θ1
cos θ1
− sin θ1
sin θ1
sin θ cos θ
− sin θ cos θ
− sin θ1
sin θ1
cos θ1
cos θ1


(7.17)
for θ ∈ R, where 1 denotes the 3 × 3 identity block (note that the matrix (7.17) belongs
to Spin(9) because it is the product of the two matrices in Spin(9) which are obtained by
setting r = cos θ, u = sin θe and r = 1, u = 0 in Lemma 7.14). We see that the reduced
representation ρ¯ is just the direct sum of two copies of the vector representation of SO(2)
on R2, hence taut. We conclude that ρ is taut by Proposition 3.19, where we choose L to
be generated by h1, h2 and the elements in the SU(3)-factor of H with A diagonal with ±1
entries and B = 0.
Finally we consider the case of G = SU(2) × Sp(n), n ≥ 2, acting on a real form
V of C4 ⊗ C2n. It is equivalent to consider ρ acting on a subspace of 4 × 2n complex
matrices, namely, ρ(A,B)Z = η(A)ZB−1 for A ∈ SU(2), B ∈ Sp(n) ⊂ SU(2n), Z ∈ V ={(
X Y
−Y¯ X¯
)
∈M(4× 2n;C)
}
, where η : SU(2) → Sp(2) ⊂ SU(4) is the 4-dimensional
complex representation of SU(2) given by
η
(
α β
−β¯ α¯
)
=


α3
√
3αβ2 β3
√
3α2β√
3αβ¯2 αα¯2 − 2α¯ββ¯ √3α¯2β ββ¯2 − 2αα¯β¯
−β¯3 −√3α¯2β¯ α¯3 √3α¯β¯2
−√3α2β¯ 2αα¯β − β2β¯ √3α¯β2 α2α¯− 2αββ¯

 .
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Let
p1 =


1 0 0 . . . 0 0 0 0 . . . 0
0 0 0 . . . 0 0 0 0 . . . 0
0 0 0 . . . 0 1 0 0 . . . 0
0 0 0 . . . 0 0 0 0 . . . 0

 ∈ V.
Then the orbit G(p1) is (4n+1)-dimensional and its normal space intersects all orbits at p1.
So, given an arbitrary orbit M , it contains a point of the form


a 0 0 . . . 0 0 0 0 . . . 0
x1 x2 x3 . . . xn 0 y2 y3 . . . yn
0 0 0 . . . 0 a 0 0 . . . 0
0 −y¯2 −y¯3 . . . −y¯n x¯1 x¯2 x¯3 . . . x¯n

(7.18)
where xi, yi ∈ C and a ≥ 0, for we can multiply on the left by the minus identity matrix
to change the sign of a, if necessary, and remain in the orbit M . The isotropy subgroup
K1 = Gp1 is isomorphic to S
1 × Sp(n− 1), where the circle factor consists of the elements


(
eiθ
e−iθ
)
,


e3iθ
1
e−3iθ
1




for θ ∈ R, where 1 denotes the (n − 1) × (n − 1) identity block. By letting K1 act on the
matrix (7.18) we now see that the G-orbit space consists of real matrices of the form


a 0 0 . . . 0 0 0 0 . . . 0
c b 0 . . . 0 0 0 0 . . . 0
0 0 0 . . . 0 a 0 0 . . . 0
0 0 0 . . . 0 c b 0 . . . 0

 .
(One can also check that some restrictions on a, b and c apply, but this is unimportant to
us.)
The principal isotropy group
H =


(
q,
(
η(q)
C
))
:
C ∈ Sp(n− 2), q =
(
α β
−β¯ α¯
)
,
(α, β) = ±(1, 0),±(i, 0),±(0, 1),±(0, i)


is isomorphic to Q× Sp(n− 2), where Q is quaternion group {±1,±i,±j,±k}. Now V H is
the space of matrices of the form


a d 0 . . . 0 0 0 0 . . . 0
c b 0 . . . 0 0 0 0 . . . 0
0 0 0 . . . 0 a d 0 . . . 0
0 0 0 . . . 0 c b 0 . . . 0

 ,
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where the entries are real, and (N/H)0 is the circle group consisting of the coclasses defined
by the matrices 

cos θ − sin θ
sin θ cos θ
1
cos θ − sin θ
sin θ cos θ
1


∈ {1} × Sp(n)
We see that the reduced representation ρ¯ is just the direct sum of two copies of the vector
representation of SO(2) on R2, hence taut. We conclude that ρ is taut by Proposition 3.19,
where we choose L to be generated by Q and the diagonal elements in Sp(n− 2) ⊂ H with
±1 entries. 
8 Other applications
In this last section we collect some further applications of our methods.
8.1 Theorem (Dadok) A polar representation of a compact connected Lie group is orbit
equivalent to the isotropy representation of a symmetric space.
Proof. Conlon’s theorem (Theorem 2.3) says that a polar representation is variationally
complete. Now use Theorem 6.4. 
The next theorem, which is a special case of a result of Montgomery and Samelson on
transitive homeomorphic actions on spheres ([31]), see also [2, 3] by Borel, was used in
Sections 5 and 6.
8.2 Theorem The transitive effective linear actions of compact connected Lie groups G on
the spheres Sd are given by the following tables (in each case, the action is the obvious one):
G SO(n) G2 Spin(7) Spin(9) Sp(1) · Sp(n)
Sd Sn−1 S6 S7 S15 S4n−1
G SU(n) S1 · SU(n) Sp(n) S1 · Sp(n)
Sd S2n−1 S4n−1
Proof. We may assume that the action is given by a real irreducible representation ρ of
G. It is enough to classify ρ up to image equivalence and then factor the kernel out. If ρ
is of quaternionic or complex type, then Lemma 5.12 implies that k(λ) = 1 and we get the
standard action of SO(2) on S1 and the actions in the second table. If ρ is of real type, then
Lemmas 5.11, 5.14 and 5.15 together give the remaining actions in the first table. 
Representations ρ : G → O(V ) with cohomogeneity equal to two were classified up
to orbit equivalence in [26] by Hsiang and Lawson7. It is not difficult to prove that a
7The classification of cohomogeneity two and three representations in [26] contain gaps which were to our
knowledge first corrected in the papers [44, 46].
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representation with cohomogeneity two is polar. Hence it is also taut and if it is irreducible
it is therefore in class O2.
We next show that it is quite easy to see directly that an irreducible representation with
cohomogeneity two is in class O2. We formulate this in the next proposition.
8.3 Proposition An irreducible representation ρ : G→ O(V ) with cohomogeneity two is in
class O2.
Proof. We can clearly restrict our attention to orbits contained in the unit sphere S
of V . Let p in S be a point whose orbit has codimension two. The second osculating space
O2p(Gp) is the direct sum of Tp(Gp) and the linear span of {α(X, Y ) |X, Y ∈ Tp(Gp)} where
α is the second fundamental form of the orbit Gp as a submanifold of V . It is a general
property of submanifolds contained in the sphere S that 〈α(X,X), ξ〉 = 1 for all unit vectors
X ∈ Tp(Gp), where ξ is the inward pointing unit normal vector of S in p. We therefore need
to prove that the linear span of {α(X, Y ) |X, Y ∈ Tp(Gp)} is not one dimensional. Let η
be a normal vector of Gp at p that is tangent to the sphere and let ASη be the Weingarten
map of Gp at p as a submanifold of S. The orbit Gp cannot be umbilical in S since then it
would be a round sphere contradicting the assumption that ρ is irreducible. Hence ASη has
at least two different eigenvalues λ1 and λ2 with corresponding eigenvectors X1 and X2 that
we assume to have length one. Then
α(Xi, Xi) = 〈α(Xi, Xi), ξ〉ξ + 〈α(Xi, Xi), η〉η
= ξ + λiη
for i = 1, 2. It follows that α(X1, X1) and α(X2, X2) are not linearly dependent and hence
that V = O2p(Gp).
Now assume that the orbit through p in S is singular. If we restrict the action of ρ to S,
then we have a cohomogeneity one action. It is well known that the slice representations of
cohomogeneity one actions are irreducible and transitive on spheres in the normal space. If
we now think of the orbit Gp as a submanifold of V , then we see that the slice representation
of Gp on the normal space Np(Gp) decomposes into the trivial representation on Rξ and an
irreducible representation on NSp (Gp) where ξ is a normal vector of the sphere S as above
and NSp (Gp) is the normal space of Gp in S. The linear span of {α(X, Y ) |X, Y ∈ Tp(Gp)} is
clearly invariant under the isotropy representation of Gp. It follows that it contains N
S
p (Gp)
since it must have a component in NSp (Gp). (If it had no component in N
S
p (Gp), then Gp
would be totally geodesic in S, hence a round sphere, contradicting the assumption that ρ
is irreducible.) The linear span of {α(X, Y ) |X, Y ∈ Tp(Gp)} cannot coincide with NSp (Gp),
since α(X,X) 6∈ NSp (Gp) for a nonvanishing X in Tp(Gp). It follows that V = O2p(Gp). 
8.4 Theorem (Hsiang-Lawson) The cohomogeneity two linear actions of compact con-
nected Lie groups on the Euclidean spaces are given, up to orbit equivalence, by the isotropy
representations of the rank two symmetric spaces.
Proof. A cohomogeneity two reducible representation is the direct sum of two cohomo-
geneity one representations and therefore orbit equivalent to the isotropy representation of
the product of two spheres.
78
A cohomogeneity two irreducible representation of a compact connected Lie group is of
class O2 (Proposition 8.3). Therefore the result follows from the fact that no representation
listed in Tables C.1, C.2, C.3 and C.4 is of cohomogeneity two, which is easy to check. 
A Description of the maximal subsets of strongly or-
thogonal roots of the complex simple Lie algebras
In this appendix, for each one of the complex simple Lie algebras, we give a description of
the maximal subset of strongly orthogonal roots B = {β1, . . . , βs} which was introduced in
Proposition 4.1. In each case, ∆+ is the positive root system, S = {α1, . . . , αn} is the simple
root system, and λ1, . . . , λr are the fundamental highest weights (θ1, θ2, . . . refer to specific
linear forms on the Cartan subalgebra; see e. g. [6]).
An : ❡ ❡ ❡♣ ♣ ♣
α1 α2 αn
S = {α1 = θ1 − θ2, . . . , αn = θn − θn+1, }
∆+ = {θi − θj : 1 ≤ i < j ≤ n+ 1}
λ1 = θ1 β1 = θ1 − θn+1 β1 = θ1 − θn+1
λ2 = θ1 + θ2 β2 = θ2 − θn β2 = θ2 − θn
...
...
...
λn = θ1 + θ2 + . . .+ θn βn = θn
2
− θn
2
+2 βn = θn+1
2
− θn+1
2
+1
(n even) (n odd)
Bn : ❡ ❡ ❡ ✉♣ ♣ ♣
α1 α2 αn−1 αn
S = {α1 = θ1 − θ2, . . . , αn−1 = θn−1 − θn, αn = θn}
∆+ = {θi ± θj : 1 ≤ i < j ≤ n} ∪ {θi : 1 ≤ n}
λ1 = θ1 β1 = θ1 + θ2 β1 = θ1 + θ2
λ2 = θ1 + θ2 β2 = θ1 − θ2 β2 = θ1 − θ2
...
...
...
λn−2 = θ1 + θ2 + . . .+ θn−2 βn−2 = θn−2 + θn−1 βn−1 = θn−1 + θn
λn−1 = θ1 + θ2 + . . .+ θn−2 + θn−1 βn−1 = θn−2 − θn−1 βn = θn−1 − θn
λn =
1
2
(θ1 + θ2 + . . .+ θn−1 + θn) βn = θn
(n odd) (n even)
Cn : ✉ ✉ ✉ ❡♣ ♣ ♣
α1 α2 αn−1 αn
S = {α1 = θ1 − θ2, . . . , αn−1 = θn−1 − θn, αn = 2θn}
∆+ = {θi ± θj : 1 ≤ i < j ≤ n} ∪ {2θi : 1 ≤ n}
λ1 = θ1 β1 = 2θ1
λ2 = θ1 + θ2 β2 = 2θ2
...
...
λn = θ1 + θ2 + . . .+ θn βn = 2θn
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Dn : ❡ ❡ ❡
❡
❡
♣ ♣ ♣  
❅
α1 α2 αn−2
α
n−1
αn
S = {α1 = θ1 − θ2, . . . , αn−2 = θn−2 − θn−1, αn−1 = θn−1 − θn, αn = θn−1 + θn}
∆+ = {θi ± θj : 1 ≤ i < j ≤ n}
λ1 = θ1 β1 = θ1 + θ2 β1 = θ1 + θ2
λ2 = θ1 + θ2 β2 = θ1 − θ2 β2 = θ1 − θ2
...
...
...
λn−2 = θ1 + θ2 + . . .+ θn−2 βn−2 = θn−2 + θn−1 βn−1 = θn−1 + θn
λn−1 = 12(θ1 + θ2 + . . .+ θn−1 − θn) βn−1 = θn−2 − θn−1 βn = θn−1 − θn
λn =
1
2
(θ1 + θ2 + . . .+ θn−1 + θn) (n odd) (n even)
G2 : ✉ ❡
α1 α2
∆+ = {α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2}
λ1 = 2α1 + α2 β1 = 3α1 + 2α2
λ2 = 3α1 + 2α2 β2 = α1
F4 : ❡ ❡ ✉ ✉
α1 α2 α3 α4
S = {α1 = θ2 − θ3, α2 = θ3 − θ4, α3 = θ4, α4 = 12(θ1 − θ2 − θ3 − θ4)}
∆+ = {θi : 1 ≤ i ≤ 4} ∪ {θi ± θj : 1 ≤ i < j ≤ 4} ∪ {12(θ1 ± θ2 ± θ3 ± θ4)}
λ1 = θ1 + θ2 β1 = θ1 + θ2
λ2 = 2θ1 + θ2 + θ3 β2 = θ1 − θ2
λ3 =
1
2
(3θ1 + θ2 + θ3 + θ4) β3 = θ3 + θ4
λ4 = θ1 β4 = θ3 − θ4
E6 :
❡ ❡ ❡ ❡ ❡
❡
α1 α3 α4 α5 α6
α2
S = {α1 = 12(θ1 − θ2 − θ3 − θ4 − θ5 − θ6 − θ7 + θ8),
α2 = θ1 + θ2, α3 = θ2 − θ1, α4 = θ3 − θ2, α5 = θ4 − θ3, α6 = θ5 − θ4}
∆+ = {±θi + θj : 1 ≤ i < j ≤ 5} ∪ {12(θ8 − θ7 − θ6 +
∑5
i=1 ǫiθi) : Π
5
i=1ǫi = +1}
λ1 =
2
3
(θ8 − θ7 − θ6) β1 = 12(θ1 + θ2 + θ3 + θ4
λ2 =
1
2
(θ1 + θ2 + θ3 + θ4 + θ5 − θ6 − θ7 + θ8) +θ5 − θ6 − θ7 + θ8)
λ3 =
5
6
(θ8 − θ7 − θ6) + 12(−θ1 + θ2 + θ3 + θ4 + θ5) β2 = 12(−θ1 − θ2 − θ3 − θ4
λ4 = θ3 + θ4 + θ5 − θ6 − θ7 + θ8 +θ5 − θ6 − θ7 + θ8)
λ5 =
2
3
(θ8 − θ7 − θ6) + θ4 + θ5 β3 = θ4 − θ1
λ6 =
1
3
(θ8 − θ7 − θ6) + θ5 β4 = θ3 − θ2
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E7 :
❡ ❡ ❡ ❡ ❡ ❡
❡
α1 α3 α4 α5 α6 α7
α2
S = {α1 = 12(θ1 − θ2 − θ3 − θ4 − θ5 − θ6 − θ7 + θ8),
α2 = θ1 + θ2, α3 = θ2 − θ1, α4 = θ3 − θ2, α5 = θ4 − θ3, α6 = θ5 − θ4, α7 = θ6 − θ5}
∆+ = {±θi + θj : 1 ≤ i < j ≤ 6} ∪ {θ8 − θ7} ∪ {12(θ8 − θ7 +
∑6
i=1 ǫiθi) : Π
6
i=1ǫi = −1}
λ1 = θ8 − θ7 β1 = θ8 − θ7
λ2 =
1
2
(θ1 + θ2 + θ3 + θ4 + θ5 + θ6 − 2θ7 + 2θ8) β2 = θ6 + θ5
λ3 =
1
2
(−θ1 + θ2 + θ3 + θ4 + θ5 + θ6 − 3θ7 + 3θ8) β3 = θ6 − θ5
λ4 = θ3 + θ4 + θ5 + θ6 + 2(θ8 − θ7) β4 = θ4 + θ3
λ5 =
1
2
(2θ4 + 2θ5 + 2θ6 + 3(θ8 − θ7)) β5 = θ4 − θ3
λ6 = θ5 + θ6 − θ7 + θ8 β6 = θ2 + θ1
λ7 = θ6 +
1
2
(θ8 − θ7) β7 = θ2 − θ1
E8 :
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
α1 α3 α4 α5 α6 α7 α8
α2
S = {α1 = 12(θ1 − θ2 − θ3 − θ4 − θ5 − θ6 − θ7 + θ8), α2 = θ1 + θ2,
α3 = θ2 − θ1, α4 = θ3 − θ2, α5 = θ4 − θ3, α6 = θ5 − θ4, α7 = θ6 − θ5, α8 = θ7 − θ6}
∆+ = {±θi + θj : 1 ≤ i < j ≤ 8} ∪ {12(θ8 +
∑7
i=1 ǫiθi) : Π
7
i=1ǫi = +1}
λ1 = 2θ8 β1 = θ7 + θ8
λ2 =
1
2
(θ1 + θ2 + θ3 + θ4 + θ5 + θ6 + θ7 + 5θ8) β2 = θ8 − θ7
λ3 =
1
2
(−θ1 + θ2 + θ3 + θ4 + θ5 + θ6 + θ7 + 7θ8) β3 = θ6 + θ5
λ4 = θ3 + θ4 + θ5 + θ6 + θ7 + 5θ8 β4 = θ6 − θ5
λ5 = θ4 + θ5 + θ6 + θ7 + 4θ8 β5 = θ4 + θ3
λ6 = θ5 + θ6 + θ7 + 3θ8 β6 = θ4 − θ3
λ7 = θ6 + θ7 + 2θ8 β7 = θ2 + θ1
λ8 = θ7 + θ8 β8 = θ2 − θ1
B Table for Dadok’s invariant k(λ)
We next tabulate the value of the Dadok invariant k(λ) for the the complex irreducible
representations πλ of the complex simple Lie algebras, where λ is a fundamental highest
weight (since k(λ) is linear on λ, this already determines the value of k(λ) for all λ). The
number in parenthesis next to the vertex of the Dynkin diagram which specifies αi is k(λi).
The last column tells, for each complex simple Lie algebra, whether all representations are
self-dual, or else, the dual of πλi is given by πλj , where the vertices that specify αi and αj
are images one of the other under the symmetry of the Dynkin diagram.
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G k(λ) Conditions
A2n−1 ❡ ❡ ♣ ♣ ♣ ❡ ❡ ❡ ♣ ♣ ♣ ❡ ❡
(1) (2) (n − 1) (n) (n − 1) (2) (1) duality given by sym-
metry of diagram
A2n ❡ ❡ ♣ ♣ ♣ ❡ ❡ ❡ ❡ ♣ ♣ ♣ ❡ ❡
(1) (2) (n − 1) (n) (n) (n − 1) (2) (1) duality given by sym-
metry of diagram
B2n−1 ❡ ❡ ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
(2) (2) (4) (4) (2n − 2)(2n − 2) (n)
all self-dual
B2n ❡ ❡ ❡ ❡ ❡ ❡ ❡ ✉♣ ♣ ♣
(2) (2) (4) (4) (2n − 2)(2n − 2)(2n) (n)
all self-dual
Cn ✉ ✉ ✉ ❡♣ ♣ ♣
(1) (2) (n − 1) (n)
all self-dual
D2n ❡ ❡ ❡ ❡ ♣ ♣ ♣ ❡ ❡
❡
❡
 
❅
(2) (2) (4) (4) (2n − 2)(2n − 2)
(n)
(n)
all self-dual
D2n+1 ❡ ❡ ❡ ❡ ♣ ♣ ♣ ❡ ❡ ❡
❡
❡
 
❅
(2) (2) (4) (4) (2n − 2)(2n− 2)(2n)
(n)
(n)
duality given by sym-
metry of diagram
G2 ✉ ❡
(2) (2)
all self-dual
F4 ❡ ❡ ✉ ✉
(2) (6) (4) (2)
all self-dual
E6
❡ ❡ ❡ ❡ ❡
❡
(2) (4) (6) (4) (2)
(2)
duality given by sym-
metry of diagram
E7
❡ ❡ ❡ ❡ ❡ ❡
❡
(2) (6) (8) (7) (4) (3)
(5)
all self-dual
E8
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
(4) (10) (14) (12) (8) (6) (2)
(8)
all self-dual
Table B.1: The invariant of Dadok.
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C Table of candidates to class O2
In the tables below are compiled all the real irreducible representations of compact connected
Lie groups that are not orbit equivalent to the isotropy representation of a symmetric space
but that have a chance of being a representation of class O2. These are just the representa-
tions mentioned in Propositions 5.1, 5.2, 5.17, 5.18, 5.19, 5.20 and 5.21, except those excluded
by the discussion in Section 6; note however that the presentation here slightly differs from
the presentation in the above mentioned propositions for the sake of convenience.
G ρ Conditions
SO(2)× Spin(9) (x⊕ x−1)⊗ ❡ ❡ ❡ ✉
1
−
U(2)× Sp(n) (x⊕ x−1)⊗ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
n ≥ 2
SU(2)× Sp(n) ❡
3
⊗ ✉ ✉ ❡♣ ♣ ♣
1
n ≥ 2
Table C.1: Taut representations.
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G ρ Conditions
SU(n)× Sp(m) (
❡ ❡♣ ♣ ♣
1
⊕ ❡ ❡♣ ♣ ♣
1
)
⊗ ✉ ✉ ❡♣ ♣ ♣
1 n ≥ 3, m ≥ 2
U(n)× Sp(m) (x⊗
❡ ❡♣ ♣ ♣
1
⊕ x−1 ⊗ ❡ ❡♣ ♣ ♣
1
)
⊗ ✉ ✉ ❡♣ ♣ ♣
1 n ≥ 3, m ≥ 2
SO(m)× Sp(1) · Sp(n)
(n ≥ 2)
❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
⊗ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
❡ ❡ ✉♣ ♣ ♣
1
⊗ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
❡
1
⊗ ❡
1
⊗ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
❡
2
⊗ ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
m = 2p > 4
m = 2p+ 1 > 3
m = 4
m = 3
SO(m)×G2
❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
⊗ ✉ ❡
1
❡ ❡ ✉♣ ♣ ♣
1
⊗ ✉ ❡
1
❡
1
⊗ ❡
1
⊗ ✉ ❡
1
❡
2
⊗ ✉ ❡
1
m = 2p > 4
m = 2p+ 1 > 3
m = 4
m = 3
SO(m)× Spin(7)
❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
⊗ ❡ ❡ ✉
1
❡ ❡ ✉♣ ♣ ♣
1
⊗ ❡ ❡ ✉
1
❡
1
⊗ ❡
1
⊗ ❡ ❡ ✉
1
m = 2p > 4
m = 2p+ 1 ≥ 5
m = 4
SO(m)× Spin(9)
❡ ❡
❡
❡
♣ ♣ ♣  
❅
1
⊗ ❡ ❡ ❡ ✉
1
❡ ❡ ✉♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ✉
1
❡
1
⊗ ❡
1
⊗ ❡ ❡ ❡ ✉
1
❡
2
⊗ ❡ ❡ ❡ ✉
1
m = 2p > 4
m = 2p+ 1 > 3
m = 4
m = 3
Table C.2: Nontaut representations (first group).
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G ρ Conditions
G2 ×G2 ✉ ❡
1
⊗ ✉ ❡
1
−
G2 × Spin(7) ✉ ❡
1
⊗ ❡ ❡ ✉
1
−
G2 × Spin(9) ✉ ❡
1
⊗ ❡ ❡ ❡ ✉
1
−
Spin(7)× Spin(7) ❡ ❡ ✉
1
⊗ ❡ ❡ ✉
1
−
Spin(7)× Spin(9) ❡ ❡ ❡ ✉
1
⊗ ❡ ❡ ❡ ✉
1
−
Sp(1) · Sp(n)×G2 ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ✉ ❡
1
n ≥ 2
Sp(1) · Sp(n)× Spin(7) ❡
1
⊗ ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ✉
1
n ≥ 2
Table C.3: Nontaut representations (second group).
G ρ Conditions
Sp(n)× SU(6) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡ ❡
1
n ≥ 2
Sp(n)× Spin(11) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡ ✉
1
−
Sp(n)× Spin(12) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ❡ ❡ ❡ ❡
❡
❡
 
❅
1
n ≥ 2
Sp(1)× Spin(13) ❡
1
⊗ ❡ ❡ ❡ ❡ ❡ ✉
1
−
Sp(1)× Sp(2) ❡
1
⊗ ✉ ❡
1 1
−
Sp(n)× Sp(3) ✉ ✉ ❡♣ ♣ ♣
1
⊗ ✉ ✉ ❡
1
n ≥ 2
Sp(n)×E7 ✉ ✉ ❡♣ ♣ ♣
1
⊗
❡ ❡ ❡ ❡ ❡ ❡
❡
1
n ≥ 2
Spin(7) ❡ ❡ ✉
1 1
−
Spin(9) ❡ ❡ ❡ ✉
1 1
−
Spin(15) ❡ ❡ ❡ ❡ ❡ ❡ ✉
1
−
Spin(17) ❡ ❡ ❡ ❡ ❡ ❡ ❡ ✉
1
−
Table C.4: Nontaut representations (third group).
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