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Abstract
In this thesis, I explore three classes of quantum phases of matter that cannot be un-
derstood purely on the basis of symmetry, and can be regarded (to varying degrees)
as having highly-entangled ground-states. The first Part describes topological super-
conductors with non-Abelian defects, and develops realistic routes to constructing
these exotic superconductors from more elementary materials. Particular attention is
payed to practical issues such as disorder. The second Part examines the role of inter-
actions in electron topological insulators (TIs). Non-perturbative definitions of the
familiar topological band-insulator are given, and new strongly-correlated TIs with
no band-structure analogs are identified. The last Part turns exotic gapless phases
without quasi-particle excitations, focusing on topics related to recently discovered
quantum spin-liquid (QSL) materials. The possibility of a gapless QSL in the vicin-
ity of the metal-insulator transition in doped semiconductors is explored, and optical
conductivity is developed as an experimental tool to examine the nature of the QSL
candidate Herbertsmithite. The material of this thesis is closely parallels that of
Refs [1, 2, 3, 4, 5, 7,8, 9,10, 111.
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Chapter 1
Introduction - Highly Entangled
Phases of Matter
Quantum condensed matter physics concerns itself with the study of phenomena
arising from the collective behavior of many coupled atoms and electrons. An im-
portant task is to understand the equilibrium physics of a quantum system at low-
temperature; for this purpose, it is sufficient to understand the nature of the quantum
ground-state and low-energy excited states, as these control the response of the sys-
tem to low-energy external probes. Most of 20th century physics concerned itself with
understanding systems whose dynamics were symmetric under some symmetry op-
eration, like spin-rotation or time-reversal symmetry, that was spontaneously broken
at low-temperatures.
The understanding of the equilibrium properties of symmetry-breaking states,
such as magnets and superfluids, is by now quite mature: symmetry-breaking phases
can be characterized by a local order parameter (e.g. magnetization density in a
magnet, or the local superfluid phase in a superconductor). With few exceptions1 ,
the low-energy physics of symmetry-broken phase, and of phase transitions between
symmetry-broken phases are completely governed by long-wavelength dynamical fluc-
tuations of this order parameter.
However, since the discovery of quantum Hall phases, it has been apparent that
symmetry considerations are not sufficient to distinguish all distinct phases of mat-
ter. Namely, phases of matter may have precisely the same set of symmetries but
nevertheless have sharply distinct physical properties. Such phases cannot be dis-
tinguished by a local-order parameter, but only by more subtle means. While all
aspects of such phases are not always well-understood in detail, the best available
modern understanding of what distinguishes these non-symmetry-breaking phases
from ordinary symmetry-breaking ones is that their ground-states have a high-degree
of quantum entanglement between spatially separated degrees of freedom. There-
fore, for lack of better terminology, I will refer to such phases as "highly-entangled".
Highly-entangled states with a gap to excitations, are typically distinguished from
'There can also be gapless electron excitations. These are dynamically decoupled from the order
parameter in the synetry-broken phase, but can dramatically modify the dynamics of critical
fluctuations at phase-transitions.
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weakly-entangled phases by robust gapless, or otherwise unconventional, boundaries,
that lead to sharply quantized response to external probes. Such sharply quantized
features often receive the adjective: "topological", as they are robust to smooth-
deformations of the system's Hamiltonian that do not close the system's excitation
gap.
1.1 Defining Highly-Entangled
The very simplest many-particle solid-state system imaginable is a collection of de-
coupled atoms with a filled shell of electrons. In this decoupled atomic limit, each
atom is completely isolated and un-entangled with its surrounding atoms. One can
move slightly away from this extreme limit by allowing a small amount of tunneling
between electrons on adjacent atoms. The interatomic tunneling generates quantum
entanglement between different atoms, but the resulting state is clearly in the same
phase as the trivial decoupled atom system and should clearly not be regarded as
highly-entangled. It is useful to refine our notion of highly entangled to distinguish
between phases that are essentially trivially decoupled atoms, and those which are
not.
For this purpose, I adopt the perspective first explained by X.G. Wen. Let us
begin by considering only systems that have a unique ground-state with a finite
energy gap to excited states. For this restricted class, one can define an equivalence
class of quantum ground-states as follows: two ground-states IJo,1) of local quantum
Hamiltonians Ho,1 (describing thermodynamically large systems) are considered to
be smoothly connected to each other, if Ho can be smoothly deformed into H1 by a
continuous sequence of local unitary operations:
H\ = U(A)HoU(A)t U(A) Px, [Idf ((1.1)
where HA is a sequence of gapped Hamiltonians labeled by the adiabatic parameter
A E [0,1] (such that H0 ,1 = lim HA), and OA(x) is a sequence of local operators thatA-+0,1
each has finite support near spatial point x.
If a state is smoothly deformable to the trivial decoupled atomic limit, in the
above sense, I will call that state weakly-entangled. States that cannot be smoothly
deformed to an unentangled state of decoupled atoms, will be regarded as highly-
entangled. For example, ordinary electronic band-insulators are adiabatically con-
nected to the decoupled atomic system, since the latter can be obtained by the for-
mer by continuously dialing the inter-atom electron tunneling to zero. In this sense,
ordinary band-insulators weakly-entangled phases of matter.
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1.2 Some Examples
1.2.1 Chiral Band-Insulators
In the previous section we saw that ordinary band-insulators are smoothly connected
to the trivial atomic limit. However, not all band-insulators are weakly-entangled.
The simplest examples of highly-entangled band-insulators are chiral insulators with
protected gapless edge states that propagate in only one direction. These arise for
filled Landau levels of electrons in a magnetic field, or their lattice analogs: Chern-
insulators. Chiral band-insulators have a bulk gap, but protected gapless chiral edge
states. Since these chiral edge states cannot be removed from the edge without
destroying the bulk gap, Chern insulators are clearly highly-entangled by the above
definition.
The distinction between ordinary insulators and those with chiral edge states is
'topological' in the sense that the number of chiral edge-states of a band-insulator is
an integer invariant that is insensitive to small perturbations that do not affect the
bulk gap.
Such topological distinctions are captured by integer invariants. This is most easily
formulated for non-interacting lattice-insulators with discrete translation symmetry.
Consider such a non-interacting two-dimensional band-insulator on a lattice. The
ground-state is characterized by a filled set of single-electron eigen-states, 4'n(k)),
with energy En,k. Here k labels wave-vectors in the Brillouin zone (BZ), and the index
n describes degrees of freedom within the unit cell. Defining the Berry connection:
A(k) = i 6 (En,k) (On(k) 1kkbl|(k)) (1.2)
n
which encodes how the phase of the wave-function winds from one point in the BZ
to another, the following quantity is a quantized topological invariant known as the
Chern number:
C = E &Ok Aj (1.3)
271r BZ
which measures the number of chiral edge states. Such topological distinctions among
different phases of matter typically has dramatic consquences for the properties of
non-trivial phases. For example, Chern insulators have quantized electrical and ther-
mal Hall-conductivity:
e2 Le 2
os' = C ry C (1.4)
where L is the Lorenz number.
Electron band-type insulators with non-zero Chern number are routinely produced
in the laboratory by confining electrons to a 2D layer (e.g. in a semi-conductor
heterostructure or in a purely 2D material like graphene), and applying a strong
perpendicular magnetic field. Lattice versions with no external magnetic field are
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much more rare, but an example was recently produced[12].
1.2.2 Fractionalization and Topological Order
The chiral band-insulators described in the previous section are stable without inter-
electron interactions, and can be understood purely within the framework of non-
interacting band-structure. Strong interactions can stabilize even more exotic states
with no free-particle analogs. The most famous examples are fractional quantum
Hall (FQH) liquids, which have quasi-particle excitations that carry a fraction of the
charge of an electron, despite being fundamentally made up of the collective motion
of discrete, indivisible electrons. These fractionally charged quasi-particles also have
fractional exchange statistics interpolating between bosonic and fermionic.
FQH phases are an example of a more general class of phases with what is called
topological order (TO). Phases with TO are gapped and have quasi-particle exci-
tations with fractional self- or mutual-statistics. The existence of excitations with
fractional statistics directly implies that a TO'd phase is sensitive to the topology of
the manifold upon which it is placed. In particular, when placed on a closed mani-
fold of genus g, a phase with TO has a dg-fold degenerate ground-state, where d is a
characeristic of the phase known as the quantum dimension.
1.2.3 Symmetry-Protected Topological Phases (SPT)
The distinction between weakly- and highly-entangled states is enriched if we add the
further restriction that the sequence of Hamiltonians, HX, connecting Ho and H1 re-
spect a set of symmetries, such as spin-rotation or time-reversal invariance. Whereas
the ground states of Ho and H1 may be smoothly connectable in the absence of sym-
metry, it may no longer be possible to connect them by a sequence of Hamiltonians
that all preserve the symmetries. This immediately implies that such phases cannot
have intrinsic topological order, which is robust even in the absence of symmetry.
Phases that are distinct from the ordinary band-insulator only when symmetry con-
straints are enforced are called "symmetry-protected topological phases" or SPTs.
In this sense SPTs are marginal-cases, that should be regarded as weakly entan-
gled in the absence of symmetry, and highly-entangled in the presence of symmetry
constraints.
Especially interesting cases are SPT phases protected by a internal symmetries,
like time-reversal or charge-conservation symmetry. Unlike spatial symmetries, like
rotation or translational symmetry, which can be disrupted by defects and impurities,
such internal symmetries are present even in disordered systems. Consequently, such
SPT phases can be robust even in realistic, imperfect materials.
1.2.4 Gapless Phases without Quasi-Particles
So far, we have only considered gapped states, where the above-defined notion of
adiabatic equivalence is cleanly defined. Gapless phases, on the other hand, nec-
essarily have singular thermodynamic behavior, and are generically more difficult to
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understand. Certain types of gapless phases can be easily incorporated into a broader
classification. For example, phases with spontaneously broken continuous symmetries
have gapless Goldstone modes, that are long-wave-length fluctuations of the local or-
der parameter. However, these Goldstone fluctuations can be removed by applying a
weak external field that explicitly breaks the symmetry in question and pins the order
parameter, or by the formal device of gauging the corresponding global symmetry.
Metals (or more generally Fermi-liquids) provide a more complicated example,
in which there is a finite density of gapless fermion excitations. However, due to
visionary work by Lev Landau in the 1950's, these phases have long been understood.
Landau argued that the presence of a Fermi-surface greatly restricts interaction effects
at infinitesimally low energies. He showed that excitations near the Fermi-surface of a
metal are in one-to-one correspondence to those of a free fermion gas, and that there
is a well-defined sense in which the interacting Fermi-liquid is adiabatically connected
to the free-Fermi gas, despite the presence of gapless excitations.
While relatively rare, there are known examples of gapless phases of matter
that have no well-defined quasi-particles, and are clearly not connected to a free-
particle gas. Such gapless phases without quasi-particles constitute the most highly-
entangled and poorly understood class of matter. The earliest discovered example
of such a system is the strange-metal phase of hole-doped high-temperature cuprate
superconductors[13]2 . Here, the the scattering rate of electron excitations appears
to scale linearly with their energy above the Fermi-surface, invalidating the central
assumption of Landau's argument for having well-defined quasi-particles.
However, understanding the high-Tc cuprate superconductors has so far proved an
insurmountable problem, and it has been highly desirable to find simpler alternative
examples that might serve as a "warm-up" for the harder high-Tc problem. In the
past decade, three new materials have emerged as promising candidates[14, 15, 16].
These are Mott insulating phases of electrons, in which some combination of geometric
frustration and/or large quantum fluctuations due to proximity to a Mott transition
prevent symmetry-breaking antiferromagnetic order. Instead, the electron spins form
a quantum-disordered liquid phase, known as a quantum spin-liquid. Additionally,
in all three cases, there appear to be large numbers of gapless excitations that can
transport spin but not charge, providing the first clear examples of spin-charge sepa-
ration in 2D systems. These quantum spin-liquid materials offer an important chance
to refine the theoretical understanding of gapless non-Fermi liquids.
1.3 Plan of the Thesis
In the last decade or so, the list of distinct highly-entangled phases has been growing
at an accelerated rate. Along the way it has become quite clear that such phases
are not just pathological counter-examples, but rather constitute important classes
2It is not settled whether this strange-metal behavior could alternatively arise from being within
the high-temperature quantum critical fan of some putative zero-temperature critical point that is
covered by the superconducting dome. Iii that case, the strange metal would not be regarded as a
stable quantum phase of matter.
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of phases that must be incorporated into our broader understanding. Therefore,
the most pressing outstanding tasks for theoretical (equilibrium) quantum condensed
matter physics are to:
1. Develop a theoretical framework for understanding highly-entangled phases
matter. Here it is important, not only to construct a taxonomy of phases,
but also to elucidate their physical properties.
2. Identify experimentally realistic routes to construct new phases in the labora-
tory
3. Propose realistic experimental probes to test, verify, and refine theoretical un-
derstanding.
Items 2) and 3) are important both in order both to test speculative aspects of theory
against experimental reality, and also to exploit potential technologically useful prop-
erties, such as unusual electromagnetic responses or enhanced capacity for quantum
information storage and processing. In this thesis, I will develop these three themes of
understanding, constructing, and probing for three classes of highly-entangled phases
of matter: topological superconductors with non-Abelian excitations, interacting elec-
tron SPTs, and gapless quantum spin-liquids.
The first example considered will be superconducting analogs of IQH states: 2D
chiral superconductors and related 1D topological superconducting wires. Here, all
three elements are well developed. These systems have quasi-particle excitations with
non-Abelian statistics, that can be used to store and process quantum information
non-locally in a manner that is fundamentally immune from noise and decoherence.
Despite these rather exotic properties, the experimental prospects for constructing
such topological superconductors are quite hopeful. Understanding the main prop-
erties of these phases is largely straightforward, because they are well-described by
treating superconductivity at the mean-field level, thereby reducing the problem to
one of free-particle band-structures. Based on this understanding, realistic routes for
building a topological superconductor from only conventional, well-understood ma-
terials have recently been identified[17, 18, 19]. Feasible experimental signatures of
these non-Abelian particles have also been proposed[20, 21]. This progress has been
sufficiently promising to prompt serious experimental effort [22, 23, 24, 25, 26]. In light
its imminent experimental relevance, particular emphasis will be placed on discussing
practical barriers for experimental implementation and strategies to overcome these
barriers.
Next, I will turn to marginally-entangled SPT phases of electrons in 3D, focusing
on the most realistic set of symmetries for electron systems: time-reversal (TR) and
charge-conservation (U(1)c). Non-interacting electrons with these symmetries can be
understood from examining SPT aspects of free electron band-structures. Within the
free-particle band-structure classification, there is a single non-trivial band-insulator,
dubbed the topological band-insulator (TBI), that is not smoothly connected to the
trivial atomic limit so long as TR and U(1)c symmetries are preserved. The 3D TBI
has an insulating bulk, but non-trivial surface-states. The most familiar examples
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of which are a gapless surface state with an odd-number of Dirac cones, or gapped
magnetic or superconducting states that break either or both of TR and U(1)c.
The aim of this section is to incorporate interactions between electrons. The chief
modification is that strong interactions enable 6 new types of strongly-correlated
topological insulators (TIs) that cannot be understood from a free-electron band
structure picture. In addition, interactions enable a third, previously undiscussed,
surface state for the ordinary TBI, that is both gapped and symmetry preserving.
Compared to the topological superconductors described above, the understanding
of strongly-correlated TIs is much more a work in progress; only a classifiation and
rudimentary understanding of the possible phases is currently available. The task of
identifying realistic experimental routes to realizing these phases, and of developing
experimental probes to explore them remains an entirely open question for future
work.
The last chapter of this thesis will be devoted to the most highly-entangled and
poorly understood phases of matter: strongly-correlated gapless phases without well-
defined quasi-particles. After describing the best known candidate materials for gap-
less quantum spin-liquids, I will describe a proposal for constructing a new type of
gapless spin-liquid in doped semiconductors. As we will see, the theoretical frame-
work for describing gapless phases without quasi-particles is rather subtle, and it is
hard to decide whether, and under what conditions theoretically possible phases will
be realized in real materials. Therefore, it will be particularly important to identify
experimental tests for theoretical proposals. To this end, I will also describe how
optical conductivity can be used to refine our understanding of the nature of gapless
quantum spin-liquids.
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Part I
Topological Superconductors and
Majorana Fermions
30
The first part of the thesis explores realistic routes to producing topological super-
conductors and superconducting wires exhibiting non-Abelian defects with Majorana
zero-modes. The first chapter describes topological aspects of idealized topological
superconductors made of spinless (or fully spin-polarized) electrons. Fermi-statistics
dictates that spinless electrons can only pair in odd-angular momentum channels.
The minimal such channel is p-wave pairing. We will see that fully gapped super-
conductors with p-wave pairing symmetry have topologically protected chiral neutral
edge modes, analogous to Chern insulators. This property also implies the existence
of fermionic zero-modes bound to superconducting vortices. These zero-modes endow
the vortices with non-local properties that enable them to store and process quantum
information in a topologically robust manner.
The study of these idealized superconductors serves as a warmup for more real-
istically achievable models described in subsequent chapters. In the second chapter,
more experimentally realistic proposals are explored, and attention is paid to the role
of practical issues such as multi-band effects and disorder.
In the final chapter of this part, tunneling-signatures of Majorana fermions in
superconducting nano-wires are described. Here again, it will turn out that disorder
can have important effects, producing "red-herring" tunneling signatures that mimic
those of true Majorana fermions, but which do not have a topological origin.
The work in this Part of the thesis is adapted directly from a synthesis of Refs. [1,
2, 3, 4, 5, 6], with some added exposition.
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Chapter 2
Topological Superconductors of
Spinless Electrons
2.1 Chiral Superconductors and Majorana Fermions
Chiral band-insulators also have superconducting analogs, that are 2D fully gapped
bulk-superconductors with topologically robust gapless chiral edge-states. In contrast
to the band-insulator case, in a chiral superconductor the presence of a superfluid of
Cooper pairs mixes electron and hole excitations. For zero-energy gapless states, this
mixing is perfect, and such states become exactly equal superpositions of particle and
hole, known as Majorana fermions. Therefore, chiral superconductors have neutral
chiral Majorana edge-modes. Therefore a chiral superconductor with n chiral Ma-
jorana edge-modes has vanishing electrical Hall conductance, but quantized thermal
Hall conductance:
Le 2 n (2.1)
'4X = h 2(
Notice that the fundamental thermal conductance of a chiral Majorana edge-
mode is half that of a charged fermion edge-mode in a Chern band. In chiral one-
dimensional systems, the thermal conductance divided by i is known as the chiralh
central charge, cc, which can be interpreted as counting the number of degrees of
freedom of the underlying particle excitations in the system. In this sense, neutral
Majorana fermions are effectively half an ordinary electron. An alternative way of
stating that Majorana fermions have half-as many degrees of freedom is the following:
denote the annihilation operator for a chiral Majorana edge-state with momentum k
along the edge by Yk. These states have energy Ek= vk where v is the edge-velocity.
There is a corresponding operator with opposite momentum -k, >-.k Whereas for
fermions these two would be distinct operators, for Majorana states they are related
by
"k = t rk (2.2)
The situation is even more dramiatic if there is a superconducting vortex piercing
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the system. Ordinarily, for a chiral superconductor with edge circumference Lc,
momenta of edge-excitations are quantized to values of ,+1/2) where n is an integer1 .
The presence of an g vortex in the bulk 'twists' the edge modes so that the wave-2e
vectors become ', and there is a single boundary mode, yo, with precisely zero
momentum. For this zero-mode Eq. 2.2 becomes:
Yo = y (2.3)
If we had two such zero modes, -ya and -yb, they could be combined to create a
single ordinary fermion level:
10- 2)t 2(2.4)
2 2
satisfying the usual anti-commutation relation: {, f} = 1. The operators 4 and
t span a 2-state quantum system: 10) and 1) = 44JO) defined by 010) = 0. This
is two-state system is the smallest non-trivial Hilbert space possible, and it is not
spanned by either 'Ya or -yb alone, but rather is 'shared' by both operators. In this
sense, we can assign -Ya,b quantum-dimension d = V/2, since together the operators
span a two-dimensional Hilbert space.
2.1.1 Single Chiral Edge Mode and Majorana Bound States
In the case of a superconductor with a single chiral Majorana edge mode (c, = D)
threaded by a vortex, the presence of a Majorana zero-mode 'yo at the boundary
implies that the boundary has a fractional number of electron degrees of freedom.
Since the chiral superconductor is fundamentally made of electrons, and must have
integer dimensional Hilbert space, there must be another un-paired Majorana zero-
mode, -y,1. Unsurprisingly, since the bulk superconducting vortex was responsible for
the existence of yo at the boundary, -y, is localized to the vortex excitation.
2.1.2 Multiple Vortices and Non-Abelian Statistics
We have so far considered a single vortex. If we next consider adding a second vortex
to the bulk of the superconductor, then the boundary wave-vectors will be further
shifted back to '(n+1/ 2 ), and there is no true zero-energy mode at the boundary. Since
the vortices can be arbitrarily well separated from each other and from the boundary,
yv cannot be removed from the first vortex by the insertion of the second vortex.
Therefore, the second vortex must also contain a Majorana zero-state, Y,2, bound
to its core, so that the total system has an integer number of degrees of freedom.
From these considerations, we see that each vortex of a c, = chiral superconductor
carries a Majorana bound-state.
'For the usual particle on a ring the momenta are quantized to '. The offset of " comes
from the r Berry phase accumulated by an electron circumnavigating the sample boundary, due to
the twisted phase of the superconducting pairing
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Each pair of vortices then shares a two-level quantum system, indicating that N,
vortices share a 2 N-/2 dimensional Hilbert space. If the underlying vortices are well
separated, then the quantum state, lq'No), of this 2 N-/2 state system cannot be mea-
sured by local operations that only have access to a single vortex at a time. Since
most sources of noise originate from such localized processes, a collection of such
vortices can in principle store quantum information without decoherence. Even more
surprisingly, exchanging two such vortices, vi and vj, implements a non-trivial uni-
tary operation[28]: 'I'Nv) -+ Uij|PN'zv). Importantly, Uj depends only on topological
properties of the exchange process such as: which vortices are inter-changed, and
whether the interchange happened in the clockwise or counterclockwise sense. Local
excitations, such as vortices carrying zero-energy Majorana fermion bound states,
with these properties are said to have non-Abelian exchange statistics.
This raises the intriguing possibility of not only storing quantum information in a
collection of non-Abelian vortices, but also in performing robust error-free computa-
tional operations simply by exchanging vortices. Unfortunately, until recently there
were very few experimental candidates for systems with non-Abelian excitations. The
best studied candidate is the v = 5/2 fractional quantum Hall state, which is thought
to be a chiral superconductor of composite fermions: collective electron excitations
that can be thought of as electrons each attached to two magnetic flux quanta. How-
ever, the v = 5/2 is difficult to produce, and despite decades of extensive experimental
and theoretical scrutiny, the state is rather poorly understood. A more fundamental
problem, is that vortex-like objects are difficult to control and manipulate.
2.2 Topological Superconducting Wires
However it was recently realized that Majorana bound-states also occur in 1D su-
perconducting wires. Namely, imagine rolling a chiral superconductor with c, = I
into a long tightly-wrapped cylinder of radius R and length L > R. This cylinder
has two circular edges of length 27rR. It turns out that the act of rolling up the 2D
planar system into a cylinder shifts the momentum quantization of the edge modes
to k, = 2-, with energies: En = vn. If the radius, R, is sufficiently small, then
only the n = 0 zero mode remains, and the wire formed from rolling up the chiral
superconductor has two Majorana zero-modes, one bound to each end of the wire.
While this device of rolling up a 2D chiral superconductor to produce a wire
is conceptually useful, it is not a practical experimental recipe. Fortunately, a more
realistic route was recently identified theoretically: using a spin-orbit coupled wire, in
close proximity to an ordinary superconductor, it turns out that one can artificially
engineer superconducting wires with Majorana end-states[17, 18, 19]. While it is
not directly obvious that any residue of the non-Abelian statistics of vortices in the
2D chiral superconductor survive in the ID realization, it turns out that Majorana
bound-states can be moved around networks of topological superconducting wires,
and that exchanging Majorana bound-states in such networks implements precisely
the same operations U.j as in the fully 2D system[47]. Moreover, the process of
moving Majorana bound-states around wire-networks can be accomplished simply by
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constructing a series of gates that can locally deplete sections of the wire to drive them
into conventional superconducting phases. For these reasons, artificially engineered
ID topological superconducting wires offer a much more promising route to realizing
and manipulating non-Abelian Majorana excitations than naturually existing intrinsic
2D chiral superconductors, which are fragile and hard-to-control.
2.2.1 Kitaev's Wire
The occurance of Majorana end-states in p-wave superconducting wires can be easily
understood with from a simple model of spinless, superconducting electrons in a ID
wire:
H v -tcci+ + Acici+1 + h.c.] - PCci (2.5)
by using the following trick due to Kitaev[20]. The electron operator c can be decom-
posed into two Majorana operators 2 'Ya,b as follows:
,Yaj + i"b,j t ,Yaj - (2.6)
2 C= 2
Here 2,b = 1, and -y's on different sites anti-commute.
This can be depicted graphically (see Fig. 2-1), but drawing each complex electron
operator on a site, cj, as a large oval, encompassing the corresponding Majorana
operators, shown as smaller circles. There are two special points at which the system
decomposes into a set of paired Majoranas:
1. Trivial Point (t = A = 0, and y 0): Here, the system breaks into decoupoled
sites, and the Majorana operators Yfa, and bj are coupled to each other, but
not to other Majorana operators on different sites (See top panel of Fig. 2-1)
2. Topological Point: (t = A, i = 0): Here, the system again breaks into pairs
of Majoranas, however the pairs are no longer on the same site. Rather Ya,i is
coupled to ^Y,i+1 but not to ya,j. These couplings are indicated in Fig. 2-1 as
lines. For an infinite wire, the couplings shown in the top and bottom panels
of Fig. 2-1 would be identical up to a shift of the coupling lines. However, for a
finite N-site system at the topological point, there are two unpaired Majorana
operators: ya,O and -yb,N dangling at the ends of the wires. (See bottom panel
of Fig. 2-1)
Since the system is fully gapped at both of these two special points, perturbing the
system slightly will not change the topological property of whether or not unpaired
Majorana modes occur at the ends. In fact, so long as the chemical potential resides
in the hopping bands of the electrons (21t < |pl), and the superconducting pairing
does not vanish (A $ 0), the system will exhibit Majorana end-states. However,
2This re-writing of a complex fermion system as a system of twice the number of real Majorana
fermion fields is always possible, but is especially useful in what follows.
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Figure 2-1: Schematic illustration of the two simple limiting cases for Kitaev's Majo-
rana wire. Blue ovals indicate physical sites in the ID chain. Electron operators on
each site are decomposed into Majorana operators -Yab indicated by the circles labeled
a and b. Non-zero bilinear couplings in the Hamltonian are indicated by red-lines.
The top panel shows the trivial limit point, where Majorana states are paired on the
same site. The bottom panel shows the topological limit-point where Majorana's are
paired between adjacent sites, leaving an unpaired Majorana at each end.
away from the special point, t = A, these Majorana end-states will no longer be
confined to precisely one site, but rather will be exponentially localized to the wire
ends, with characteristic confinement length: o a:: t/A. The wave-function of the
Majorana state also oscillates rapidly on the scale of the Fermi-wavelength, which for
the physically relevant regime: ItJ > J , is much shorter than 0.
2.3 Multiband Wires and the 2D to 1D Crossover
In the previous section, we saw that a strictly ID wire with nearest neighbor (p-wave)
pairing, had a topological regime with Majorana end-states. As topologically robust
pheneomena, one expects that these end-states should survive away from the strict
ID limit, but what precisely happens to these end-states as we fatten the 1D wire?
Also, how are these Majorana end-states of the ID wire related to the chiral edge
states of the 2D superconductor? These questions are of practical importance, since
it is quite difficult to fabricate a purely ID wire. Fortunately it turns out that robust
Majorana end-states can occur for a substantial range of widths.
These questions can be answered either by starting with a 2D chiral superconduc-
tor and continuously shrinking one of its dimensions down to produce a 1D wire, or
by making increasingly fat wires by stacking more and more ID topological super-
conducting wires next to each other. These approaches provide useful complimentary
perspectives, and will both be considered in turn.
2.3.1 2D to ID Crossover
First consider starting with rectangular PX + ipy superconductor of length L > 0, and
width W, and then decreasing the width W to produce an increasingly ID system.
For sufficiently large W, the system is fully two-dimensional and the low lying (E < A)
states are chiral edge modes with a gap set by the finite circumference of the sample.
This gap is required by the fact that a single zero-energy Majorana state cannot exist
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Figure 2-2: (Color online) IT I2 for zero-mode wave-functions at fixed coherence length:
O ~ t/A = 10, chemical potential y -2t, fixed sample length: L = 200, and various
sample widths: W = 10, 30, 50 and 100 (from left to right). These widths span the
range from W < o, W ~ o, to W > o, and depict the crossover from the ID
regime with Majorana zero-modes localized at each end, to the 2D limit with chiral
edge mode.
in isolation, but can only occur in pairs. The question is: how are these chiral edge
states connected with the zero energy Majorana end states as the width decreases?
To probe this crossover from 2D to ID, we consider a square-lattice tight-binding
model, H = Ht + Hp-BCS, of a single species of electrons with p, + ipjj BCS pairing:
= t (ccj + h.c.) - > t
Hp-BCS ZA(' c + c c) + h.c (2.7)
where c3 creates an electron on site j, t is the hopping amplitude, M is the chemical
potential, A is the p-wave pairing amplitude, and we work in units where the lattice
spacing is unity.
Fig. 2-2 shows the lowest energy state wave-function, obtained by numerically
diagonalizing Eq.(2.7), for a sequence of samples with increasing widths. For W < co,
there are two well isolated Majorana end states localized at opposite ends. As W
is increased to > o, these Majorana end states begin to spread along the edges
of the sample with extent ~ ew/o. For fixed L, these wave-functions eventually
circumnavigate the sample to match up with the 2D edge mode picture for W > .
The results of these simulations can be understood as follows: in the 2D limit, the
edge modes are localized near the sample boundary and decay into the bulk with
characteristic length o. As W is decreased and approaches 0. the tails of the edge
mode wave-functions on opposite edges overlap and mix. The mixing of these two
counter-propagating edge modes forms a gap of order e-wo along the mid-section
of the sample, and squeezes the lowest energy state towards opposite ends of the
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sample. For sufficiently long samples (L >> eW/Go) one finds spatially isolated zero-
energy Majorana end states residing in opposite ends.
As in shown Fig. 2-3d, the Majorana end modes are protected from low-energy
excitations by a spectral gap that scales as ~ Ae-W/o. Therefore, while a sample
of any W can in principle support Majorana end-states for sufficiently large L >
ew/o, in practice we have the restriction W ,< 'o to avoid an exponentially small
excitation gap. For W < o and L > o, this gap is a sizeable fraction of the bulk
superconducting gap, A, and is largely insensitive to both L and W.
Actually, this is not the whole story: in addition to decaying away from the edge,
the wave-functions of the conter-propagating edge modes of the 2D chiral super-
conductor also oscillate rapidly with characteristic lengthscale 1/kF. As the wire is
shrunk to W < o the counter-propagating modes on opposite edges begin to over-
lap, but, due ot the oscillatory structure the splitting resulting from this overlap is
modulated by a factor like sin kFW. There are numerous values of W for which this
modulating factor vanishes, decoupling the chiral end-states and leading to a gapless
wire. It turns out that the Majorana end-states disappear upon one gap-closing and
re-appear on the next in an alternating fashion, and are apparently only associated
with a fixed sign of the overlap between the counter-propagating chiral modes. To
see exactly what is going on here, it is much simpler to start from the opposite limit,
and build up a quasi-iD wire by stacking purely 1D wires next to each other.
2.3.2 1D to 2D
Let us now consider the opposite procedure: building towards a 2D by fattening a
purely 1D system. As a warm-up, consider stacking two copies of a purely 1D p-
wave superconductor described by Eq. 2.5, and introducing tunneling t1 of electrons
between them. We can decompose the two-wire system into orthogonal sub-bands
(in this case, even and odd superpositions of electrons on one and the other wire).
The system then decomposes into two decoupled Kitaev wire: one for each sub-band,
each of which will exhibit a Majorana end-state if occupied. However, when both
sub-bands exchibit Majorana end-states, there are two low-energy Majorana states
sharing the same spatial region. In general, these Majorana modes can be coupled
and gapped out and this situation is not stable to perturbations. In particular, if we
turn on an ipy component, Ay to the superconducting pairing (i.e. intra-wire pairing
with relative phase i to the inter-wire pairing), then the two Majorana zero-modes
will be coupled and split from zero-energy.
Next consider stacking three 1D wires. Now there will be three sub-bands. If only
one is occupied, there will be Maojorana end-states. If any two are occupied, then
the Majorana end-states are not stable and will generically be removed. However,
if all three are occupied, then there will again be a single unpaired Majorana state
at each end which is now a hybridization of the Majorana end-states from all three
channels.
More generally, in a system with multiple sub-bands, each sub-band contributes
a Majorana mode at each end of the sample. An even number of Majorana fermions
localized at a given end will mix and pair into full electron states at non-zero energy.
39
01
Figure 2-3: The left panel shows the excitation spectrum as a function of chemical
potential, f, for 100 x 10 site lattice strip of p_ + ipy superconductor with t/A = 10
0. Blue lines are bulk excitations. Dashed lines denote the transverse confinement
band-bottoms, which coincide with topological phase transitions between phases with
Majorana zero-modes (shown in red), to topologically trivial gapped phases. The
right panel shows the exponential sensitivity of the excitation gap Aex to W for clean
samples with L = 1000, t/A = 5 ~ o and p near -2t (fine tuned to support a
zero-mode).
For an odd number, however, there is always one remaining unpaired Majorana mode
per end. Thus, as a function of chemical potential p the system undergoes a series
of topological phase transitions between topological states with spatially isolated
Majorana zero-modes to topologically trivial gapped states with no Majorana modes.
To confirm this picture, we conducted simulations of quasi-iD multi-band wires
with px + ipy pairing, and adjusted the number of occupied sub-bands by changing
chemical potential p. The top panel of Fig.2-3 shows the low lying excitation energies
as a function of p for an L = 100, W = 10 lattice with t/A = 10 ~ o. The higher
energy states shown in blue reside in the bulk and form two branches: excitations
across the pairing gap and excitations to the next higher sub-band which respectively
increase/decrease in energy with p. Due to the p-wave pairing symmetry, the pairing
gap vanishes when p coincides with a sub-band bottom (dashed lines). Similar results
were also found in Ref. [110].
We now focus on low energy states lying within the bulk gap. Starting from
the lowest transverse sub-band and increasing p, one finds an alternating sequence
of transitions between states with a non-degenerate zero-mode (shown in red) and
doubly degenerate gapped states as described above. The transition points coincide
with p passing through the bottom of a transverse sub-band, and are accompanied
by a closing of the bulk gap (as is required for any topological phase transition).
We have verified the Majorana-nature of the end-states in this picture by checking
that the non-degenerate (red) states have energy that is exponentially small in L,
and that their wavefunctions can be written as Vb = a + ib, where a and b are real
fermions localized in opposite ends. On the other hand, the gapped states are doubly
degenerate due to spatial parity symmetry (x, y) -+ -(x, y) and are complex fermions
localized in the sample ends.
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Chapter 3
Engineering a Topological
Superconductor
In the previous chapter, we saw that gapped superconductors with p-wave pairing
symmetry have defects (vortices in 2D or wire-ends in 1D) that carry Majorana
bound-states, which endow these defects with interesting non-Abelian properties.
Unfortunately, such superconductors are hard to come by in nature. In fact, only a
few naturally occuring two-dimensional candidates exist: 1) 3He A is known to be a
p + ip superfluid, 2) Sr 2RuO4 is thought to have p-wave pairing, and 3) the Moore-
Read FQH state, thought to underly the oberved v = 5/2 plateau, is effectively a
p + ip superconductor of composite-fermions. However, all of these naturally occuring
candidates are hard to produce and very difficult to work with. In particular, it
would be extremely challenging to probe non-Abelian statistics in these materials by
precisely manipulating vortices.
Fortunately, while nature has not provided a convenient naturally occuring topo-
logical superconductor, it has been kind enough to provide the materials to build an
one. In this chapter, we review recently proposed routes for constructing chiral 2D
topological superconductors and ID topological superconducting wires by combining
simple and well-understood materials. The key idea is to produce effectively spin-less
electrons by locking spin to momentum via an appropriate combination of spin-orbit
coupling and magnetic fields. Once this is accomplished, superconductivity can be
induced by proximity to a conventional s-wave superconductor. Since the electrons
are now effectively spin-less the induced s-wave pairing takes on an effective p-wave
character, producing the desired topological characteristics.
3.1 Engineering a Topological Superconductor
3.1.1 Step 1: Stripping Electrons of their Spin
The first step in constructing a topological superconductor is to remove the electron
spin as a dynamical degree of freedom. The conceptually simplest way to accomplish
this would be to impose a large magnetic field to fully polarize the electron spins.
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However, such a large magnetic field would be detrimental to ordinary s-wave super-
conductivity, and such a scheme would require an intrinsic tendency towards p-wave
pairing; this is exactly what we are trying to avoid!
Luckily, there are alternative ways to producing effectively spin-less electrons with-
out strongly suppressing suppressing superconducting pairing. In particular, spin-
orbit coupling (SOC) tends to lock the electron spin perpendicular to its propagation
direction. Spin-orbit coupling arises from relativistic effects in which a static electric
field in the laboratory frame develops a magnetic component in the co-moving frame
of a rapidly moving electron:
V
Bmoving= - x Elab (3.1)
C
This magnetic component couples to the electron-spin, S, through the usual Zeeman
effect:
Hso = S - ( X Elab) (3.2)
mc
where /10 = 11-B. Uniform SOC requires a static uniform component of the electric
field E, which breaks inversion symmetry. Consequently, any system with uniform
inversion symmetry breaking will have some component of uniform SOC. The mag-
nitude of SOC from inversion symmetry breaking is strongest in materials with large
nuclei, which create strong atomic scale electric fields.
Consider a 2D planar material, that lacks inversion about the perpendicular di-
rection . This inversion symmetry breaking produces a uniform component of SOC
of the form:
Hrashba = 'R ^ - (S X p) (3.3)
SOC of this type is known as Rashba SOC (RSOC). The formerly doubly degenerate
quadratic band is split by the RSOC into two shifted quadratic bands, in which spin
and momentum are locked perpendicular to each-other.
We can also view the Rashba band-structure as a large outer Fermi-surface in
which spin is locked perpendicular to momenta in the right-hand sense, and a smaller
inner Fermi-surface in with the opposite helicity. The presence of both helicities
indicates that, even though spin is mixed with momentum, there is still a degenerate
dynamical degree of freedom which survives. This is because RSOC preserves time-
reversal symmetry, each state is still doubly degenerate with a time-reversed partner
of opposite spin.
To avoid this situation, we can introduce a magnetic field:
HB = -pOB -S (3.4)
to break time-reversal symmetry' This Zeeman field opens a gap in the vicinity of
'For simplicity we ignore orbital effects of this field. Later we will focus on ID wires which are
more convenient for producing, detecting and manipulating Majorana states. For 1D wires, it will
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where the inner Fermi-surface collapses to a point.
The not-yet superconducting system with RSOC and B-field can be modeled by
the Hamiltonian:
HO = c - -I -
-aRZ* (a x V) - yoB Cr,3
r 2
Here aR is the Rashba velocity, related to the spin orbit coupling energy scale by
E =Ima2, 91'B is the Zeeman coupling to the magnetic field B taken throughout
to point along the wire (in the i direction), and AO is the proximity-induced pairing
amplitude. The Rashba coupling &R creates two helical bands with energies E±1 =
k ± aRIkI with corresponding eigen-operators: c±. The Zeeman term, poB, cants the
helical bands by angle 9 M(k) out of the xy-plane modifying the surface eigenstates
and corresponding dispersions:
SR/B) k p2 +2E2
cJR/B) _ - z -M Ck,T ±Ck,C± e - i7,1z2e-fflMo,/2 (ckt±C-~
OM~ tan (oB/ (pB)2 +E2 (3.5)
If the chemical potential is then tuned into this gap, then only excitations of the
outer Fermi-surface remain at low-energies. We see that a combination of Rashba
and Zeeman fields have enabled us to isolate a branch of electrons with fixed helicity,
for which there is no residual degenerate spin- or spin-like degree of freedom.
3.1.2 Step 2: Inducing Superconductivity by Proximity
To describe superconducting pairing, it is useful to enlarge our basis of electron op-
erators by introducing the Nambu spinors:
Ck,T)
__ k Ik _ \ k,l)f (kk _V (i k) = (t)) (3.6)
k - )kj \-iy k)ck,
-c t
which is convenient for discussing superconductivity. Here we take the usual repre-
sentation T = -iy/C of the time-reversal operator, where {ax,} are Pauli matrices
in the spin basis, and IC denotes complex conjugation.
Next, consider placing the Rashba coupled system in close proximity to a conven-
tional s-wave superconductor, so that electrons can tunnel between the two materials.
turn out to be advantageous to apply the magnetic field along the wire, and so long as the flux
through the cross-section of the wire is negligible, orbital effects can be safely ignored.
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Virtual tunneling of electrons from the RSOC surface into the gapped superconductor
induces a pairing term in the wire of the form:
HA A Ct k, + h.c. A'O'A (TO~bt ± h.c. = T''ATl '1 , (3.7)
k k k
Here {T, 2,3 } are Pauli matrices in the particle-hole basis. 2
Re-expressing HA in the eigenbasis of both Rashba and Zeeman couplings, one
finds that, in addition to p ± ip pairing Ap(k)ki ~ (Ck,±C-k,±) between fermions
both in band 5±, the canting OM introduces an s-wave pairing component A,(k)
(Ck,+C-k,_) between fermions c+ and c_ in bands E+ and E_ respectively where:
As(k) 
-B (3.8)
A p (k ) J B 2 2- 2 02 VpB2 E2m-k2 ( S2
and k± = (ky t ik,) /k. When the Zeeman-gap poB strongly exceeds the supercon-
ducting pairing amplitude A, we expect to have an effective p-wave superconductor
with pairing essentially only between electrons on the outer Fermi-surface with the
same helicity. Indeed, it turns out [45] that one has a topological superconductor with
potential Majorana bound states so long as poB > A, and so long as p lies within the
Zeeman gap (|ll < poB). It is most advantageous to set p = 0, placing the chemical
potential in the middle of the Zeeman gap (which can be done either by electrostatic
gating or chemical doping), and we will take p = 0 throughout the remainder of this
paper.
In this system, there are two excitation gap energy-scales: the first is the pairing
gap at the Fermi surface (k = kF) given by:
Es
AFS= 2AP 2= A A (3.9)
EB G
(R/FM) (R/FM) k 2
ABG- - goB2  (3.10)2 2m
The second is the Zeeman gap at k = 0, given (for p = 0) by gpoB - Al. The smaller
of these two energy scales sets the bulk gap to single-particle excitations which would
destroy the non-local information stored among Majorana bound-states. We note that
the relative strength of the Rashba spin-orbit coupling EO and the Zeeman splitting
poB determines the size of the pairing gap at kF. For poB > E,0 , the pairing gap
2Here we have chosen a gauge in which the pairing order parameter A is purely real (this is
justified, as we are not presently concerned with situations where the superconducting phase is
inhomogenous or fluctuating).
Virtual tunneling between the RSOC layer and the SC also renormalizes the RSOC and Zeeman
terms of the surface layer by a factor of Zr which measures the fractional weight of the electron
wave-function in the RSOC layer. Below, we will present a more detailed model of the proximity
effect, but for now we will implicitly assume that such renorializations are built into the parameters
acR and B.
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is only a small fraction of originally induced A. If the Zeeman gap closes (i.e. if
pOB < A), then both helicities are present and the system is topologically trivial.
3.1.3 Proximity Induced Superconductivity
In previous sections, we have assumed that proximity to a nearby superconductor
simply introduces a pairing term into the RSOC material. In addition, the couplng to
the superconductor renormalizes the effective Hamltonian of the wire. In this section,
we examine the effects of proximity closer using a simple model for the tunneling
coupling to the bulk superconductor.
We examine the the interface between a bulk s-wave superconductor a 2D electron
gas with RSOC with induced magnetization p0 B. For short, we will call the RSOC
2D electron layer the "surface", in anticipation of the fact that it will be realized near
the surface of a semiconductor heterostructure, or at the surface of a metallic film.
As a simple model of this interface, we consider a bulk superconductor described by
the BCS Hamiltonian:
HB EB,kbkbko, - Aobk, , + h.c. (3-11)
k,a
coupled to the surface through a clean planar interface described by the bulk-surface
tunneling term:
HB-S = Fbtk1 1k±),ckIU ± h.c. (3.12)
k1,k Ia
which conserves momentum kl parallel to the interface, and is independent of the
transverse momentum k1 perpendicular to the interface. Here bt and c, are the
electron creation operators (with momentum k and spin -) for the bulk supercon-
ductor and surface respectively, EB is the non-superconducting bulk dispersion which
we will linearize about the chemical potential p, and AO is the bulk s-wave pairing
amplitude.
Since surface-bulk tunneling conserves in-plane momentum, the bulk tunneling
density of states (in the absence of superconductivity) is given by the one-dimensional
expression NB(EB(k)) = (OEB(k)/k) 1 . Assuming that NB varies slowly with en-
ergy, HB-S induces the following self-energy correction to the surface Green's function:
E (iW) = (-iw + AoTi) (3.13)
where y NB (0) 2 is convenient measure of the strength of surface-bulk coupling
corresponding to the width of the surface resonance that would result from HB-S
without bulk-superconductivity (AO = 0).
Incorporating Er into the surface Green's function gives:
Zr9s(iw) = Z R (3.14)
iW - ZWR'Hs - (I - Zr)AOTi
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where RS is the Hamltonian density of the Rashba-coupled surface, and Zr is the
reduced in quasi-particle weight due to the bulk-surface hybridization:
Zr(iW)= ( + Ar 2 (3.15)
The quasi-particle weight can be interpreted as the fraction of time that a propagating
electron resides in the surface, as opposed to the bulk. The surface-bulk tunneling
induces a pairing term ATr in the surface where:
A = (1 - Zr)Ao (3.16)
For strong surface-bulk coupling (-y > Ao or equivalently Zr < 1) a sizeable fraction
of the bulk pairing is induced on the surface.
However, this is not the only effect of the interface. From Eq. 3.14 we see that
the surface-bulk coupling renormalizes the surface Hamiltonian, effectively rescaling
the coefficients by a factor of Zr:
WRS -+ 'iRS = ZrRS (3.17)
3.1.4 Surface Resonances
So far, we have been implicitly considering an artificial interface between a 2D mate-
rial (either a TI surface or Rashba 2DEG) and a different superconducting material.
A potentially simpler alternative for realizing p + ip superconductivity, is to use the
naturally occuring interface between a bulk-superconductor and its surface. This
approach would eliminate the need to find compatible materials to engineer an ap-
propriately transparent interface.
The formalism developed above applies equally well in this case. Namely, if elec-
tronic states on the surface of a bulk metal occur at the same energy and momentum
as bulk states, then the surface states decay into the bulk leaving behind broadened
resonances. If the bulk becomes a superconductor, the surface-bulk coupling induces
superconductivity on the surface. Denoting the width of the surface-resonance (in
the absence of bulk-superconductivity) by 'y, the induced superconductivity is again
described by Eqs. 3.14 and 3.15. It is also possible that surface states coexist at the
same energy as bulk bands, but reside in regions of the Brillouin zone for which there
are no bulk-states. In this case there is no direct tunneling from the surface into the
bulk, and the surface state would remain sharp state rather than broadening into
a resonance. Consequently to obtain superconductivity on the surface, one would
need to rely on some scattering process (e.g. phonon, electron-electron, or disorder
scattering) to transfer electrons between surface and bulk states.
For natural superconducting metals with strong spin-orbit coupling (such as Pb),
the electrostatic potential created by the material's surface interupts the bulk inver-
sion symmetry, giving rise to a surface Rashba coupling. If the surface Hamiltonian
has appropriate combinations of Rashba spin-orbit coupling and magnetization (as
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described above), then the induced surface superconductivity will again have effective
p + ip pairing symmetry.
A related approach is possible for topological insulator materials, where it has
been demonstrated[41] that doping can produce superconductivity with transition
temperatures Tc - 0.15 - 5.5K. Furthermore, it is common[42] that samples of ma-
terials such as Bi 2Se 3 that are expected to be bulk-insulators, are actually metallic.
In these "topological metals", the topologically protected surface states that would
appear for a bulk insulator appear instead as resonances[42]. In fact a large amount of
experimental effort is currently focused on finding materials with genuinely insulating
bulks in order to investigate surface electron transport. However, for the purpose of
engineering a p + ip superconductor, this surface-bulk coexistence is actually advan-
tageous, and the combination of bulk superconductivity and surface-bulk coupling
will result in an effective p + ip superconductor at the surface of a superconducting
topological metal.
To examine whether p + ip superconductors built from surface resonances also
exhibit Majorana bound states, for example in vortex cores or at the ends of one-
dimensional magnetic domains, one can write down the T-matrix for scattering from
a vortex or domain wall and look for poles at zero-energy. For a static vortex or
domain wall configuration, the T-matrix at zero-energy is constructed from vari-
ous products of surface Green's functions (see Eq.3.14) also at zero-energy. Since
Er(w = 0) = Z(w = 0)AOi, the surface Green's function is identical to that of an
ideal p+ip superconductor with gap A = ZAO. Therefore surface-resonance p+ip su-
perconductors will exhibit zero-energy Majorana bound-states under exactly the same
conditions as the effective p+ip superconductor discussed previously. These Majorana
states are localized to the surface layer and are protected against decaying into bulk
states because of the bulk superconducting gap.
3.2 Multi-band Spin-Orbit Coupled Superconduct-
ing Wires
So far, we have described how to produce a 2D chiral superconductor from a RSOC
layer, proximity coupled to a conventional s-wave SC. In the previous chapter, we ar-
gued that one-dimensional wires or wire-networks provided a much more convenient
platform for producing, detecting, and manipulating Majorana fermions. Clearly,
starting from the above-described 2D construction, one could straightforwardly pro-
duce ID wires by introducing spatial confinement.
Since the proposals based on RSOC have many relevant energy scales (E.0 , B, A,
etc...), there are options for how to the topological superconductivity to ID. Some
examples include:
1. Spatial confinement: the electrons can be confined within a lithographically
defined- or self-assembled- wire.
2. Electrostatic confinement: creating a 2D topological superconductor requires
fine-tuning the chemical potential to within the Zeeman gap of the inner Ferm-
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surface. By electrostatic gating, one can create an inhomogeneous chemical
potential profile such that only a narrow 1D segment satisfies this condition.
3. Ferromagnetic Strip: so far we have assumed that the Zeeman splitting comes
from an externally applied field. Alternatively, one can deposit a ferromagnetic
insulator, such as EuS, that induces Zeeman explitting by proximity. A narrow
strip of such an insulator could create a 1D domain of topological superconduc-
tivity.
Each of these schemes has its own practical advantages that need to be weighed
against the complexity of implementation. For example, using ferromagnetic strips
can produce strong Zeeman splitting in the surface without harming the bulk su-
perconductivity. However, this introduces extra materials challenges associated with
engineering the interface between RSOC layer and ferromagnetic insulator.
A minor but practically important detail is that for a strictly 1D system, the
magnetic field B need not be perpendicular to the plane of the wire. Rather, B must
simply be perpendicular to the spin-orbit direction: i x k, where k is the direction
of propagation of the electrons. This allows for the field to point either out of the
plane of the substrate, or in the plane of the substrate along the wire. For strictly ID
wires, these two choices are equivalent. However, in practice one inevitably deals with
multi-band wires, and placing the field along the wire offers important advantages.
Out-of-plane Field
The dispersion without superconductivity in the presence of a perpendicular field is:
Ek,A = - - ± A aRk2 + (-oB) 2  (3.18)2m
where A = ±1. The resulting phase diagram for a superconducting wire obtained
from numerical simulation is shown in Fig. 3-la. Topological phase transitions occur
when the chemical potential coincides with the bottom of a transverse sub-band, so
long as the transverse sub-band spacing is larger than As. For y > 0, the sub-band
splitting due to the applied field can be estimated by setting k- = 0 and k ±kF
in Eq. 3.18.
Consider the energy E, of the nth sub-band for B = 0. For k, = 0 there are
four different states with EA,(k,=o,k,) = En, labeled by different ky. In the wire, linear
superpositions of these four states are formed to satisfy the hard-wall boundary-
conditions (which can only be satisfied for a discrete set of energy values). In the
absence of a magnetic field, the four ky states at energy en form two degenerate
combinations related by time-reversal symmetry. Due to the Rashba SOC, the spin
of each of the ky states lies in the plane, and a perpendicular field does not directly mix
the two states. Consequently, the sub-band splitting from the field occurs through
virtual admixture of higher energy states, and scales like AEsb _ B 2 where A;O=A~so
aRkF- Inside the bulk Zeeman gap, (IpI < poB), it is always possible to occupy an odd
number of sub-bands. As chemical potential is increased outside of the bulk Zeeman-
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gap, A,, increases until AEsb < As, at which point the topologically nontrivial
regions stop occuring.
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Figure 3-1: (a) Numerical phase diagram for 40-site wide wire in perpendicular field
(B ~), as a function of chemical potential [ and magnetic field p 0 B. Black lines
indicate sub-band bottoms in the normal state (without superconductivity), red filled
regions indicate the presence of Majorana end-states, which occur when the sub-band
degeneracy is removed and the sub-band splitting is sufficiently larger than the pairing
gap A. The sub-bands are initially degenerate for B = 0, and split quadratically as B
is increased. Blue shaded region indicates the Zeeman gap for a full two-dimensional
sample. In the wire, the topological region extends slightly outside the Zeeman gap for
sufficiently large B (for poB2/Aso > A). Simulation parameters: t = 50, a2/t = 10,
As = 1. (b) Same setup described in a) but with the magnetic field applied along
the wire (B - i). Unlike the perpendicular field case, the wire always remains
in the topological region so long as poB > As and an odd number of sub-bands is
occupied. Unlike the parallel field case, the black lines that indicate sub-band bottoms
split linearly in the applied field, giving rise to a criss-crossing diamond pattern of
topological and non-topological phases. (c) Parallel field phase diagram for 10-site
wide wire, topological regions occupy smaller fraction of the phase-diagram.
Field along the Wire
The dispersion without superconductivity in the presence of a parallel field is:
pOB 2
EkA + -A(VR k2i+\ky +VO (3.19)
For p > 0,' the sub-band bottoms occur for kx = 0. Unlike the perpendicular field
case described above, the initially degenerate sub-band bottoms are split linearly by
parallel B, AEsb ' poB, independent of the spin-orbit coupling strength. The linear
sub-band Zeeman-splitting leads to the criss-crossing pattern of diamonds shown in
Fig.3-1b. So long as pOB > As, we expect to be able to occupy an odd number
of sub-bands and achieve a topologically non-trivial state with Majorana end-states.
"For Y < 0, the sub-band bottoms occur for kx # 0 due to the "mexican-hat" shape of the Rashba
band. Despite this, the topological phase transitions are still signaled by the gap closing at kx = 0.
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The topological phase diagram obtained from numerical simulations and shown in
Fig. 3-1b,c bears out this expectation, exhibiting topologically non-trivial phases for
arbitrarily large chemical potential. These results were also obtained in [51], and are
qualitatively similar to the orbital effects of a magnetic field applied along the axis of
a TI nanowire[52].
Two illustrative cases are shown in Fig. 3-lb,c. In Fig. 3-1b the sub-band
spacing is comparable to the SC gap, AEb e As, corresponding to the metallic strip
having width comparable to the SC coherence length, W ~ o. In this case, the
topological and non-topological phases occupy roughly equal portions of the phase
diagram, allowing one to more easily tune into the topological region by changing
B or gate voltage. In Fig. 3-1c the sub-band spacing is larger than the SC gap,
AEsb > As, corresponding to W < o. Here, for small fields, the non-topological
regions occupy a larger fraction of the phase diagram.
Having AEb ~ As is especially important for the gateless setup shown in Fig.3-
10a, where tuning sub-band number is accomplished purely by changing PoB. If
AEb > As, then, without controlling p, the wire is most likely to be deep in the
topologically trivial region. This would likely require applying large 1pOB > As in
order to tune into the topological phase. In contrast, for AEsb e As, the maximum
require tuOB is ~~ As regardless of the initial p, allowing one to readily tune to the
topological phase without controlling p.
3.3 Smoothly Meandering Wires
In the long rectangular strip geometries considered above, the system is neatly sepa-
rable in the x and y directions. So far, the existence of discrete transverse sub-bands
(in the y-direction) has played a central role in understanding the topological phase
transitions in these structures. Naturally, one might therefore wonder whether the
existence of transverse sub-bands is essential to the formation of Majorana end-states.
Specifically, the presence of spatially varying and non-parallel edges mixes different
transverse sub-bands, destroying the notion of the "number of occupied channels".
Since, for rectangular samples, Majorana end-states exist only for an odd-number of
transverse channels, it is possible that the mixing of even and odd number of channels
may destroy the Majorana end-states in non-rectangular samples.
Suppose one has a wire whose width, W(x), varies along the length of the wire,
defined to be in the x direction. For fixed x, one can define a local "number of
sub-bands", N(x), equal to the number of sub-bands in an infinitely long wire of
width W(x). We can then imagine decomposing the wire into linear segments with
definite N(x). Denote the typical length of such segments by L6N. If we ignore the
coupling between segments, then segments with odd N have Majorana end-states of
characteristic size 0. Denote these Majorana states by 'i, and their locations by xi.
When we account for coupling between the segments, the would-be Majorana
states located at xi and x3 couple with strength ELIN e-o i-iI/(o g A -eIN/d
For a smoothly varying wire, this coupling is weak, and all other states besides yi
will have energy > EL, and can be integrated out perturbatively. This results in
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a description purely in terms of 'yj and the (renormalized) couplings between them,
which is valid at low-energy scales.
Since there must be an even number of yi's overall, by symmetry, this low-energy
description can only take the form of an inhomogeneous Kitaev wire with short-
ranged (though not purely nearest neighbor) couplings. When the randomness in
the couplings between -y's is not too strong (L6N not too much larger than co), this
renormalized Kitaev wire again has two phases: 1) a gapped, topologically trivial
phase where the Majorana states at the end of the wire are paired with other nearby
-y's, and 2) a gapped topological phase where there are unpaired Majorana states
localized to both ends. Changing the chemical potential of the wire adjusts the
residual coupling between the y-i's and can tune between these two phases.
In general, there will be rare 7i's that are only weakly coupled to other -y's, and
remain as low-energy excitations. For stronger randomness (LSN > o), we expect,
in analogy to the work of Motrunich et al.[190], these rare "Griffiths"-type effects will
eventually dominate, leading to a gapless strong-disorder phase with a power-law type
density of states in the bulk of the wire. In this Griffiths phase, the former Majorana
end-states are no longer exponentially localized to the wire ends, but rather have
power-law extent into the bulk.
From the above considerations, we see that if L6N 1o, then the coupling between
-yi is comparable to proximity induced gap, Ao, and the wire has a robust gap. If
the variations of W occur on too short of a length-scale, L6N e 1/kF, they induce
large-angle scattering similar to that of point-like impurities. As we will see in the
subsequent chapter, such large-angle scattering is pair-breaking and suppresses the
proximity induced SC gap.
Therefore, to maintain a robust gap along the length of the wire, we see that one
can tolerate smooth variations with typical lengthscale:
1
< L N r 5) 0(3.20)
kF
This requirement is quite manageable in metallic systems, where o ~ l1 m, and ~kF
10A. The requirement is slightly more stringent in semiconducting systems, however,
semiconducting wires can be made rather pristine, e.g. by using self-assembly growth
techniques.
Simulations
To quantitatively address the issue of variable wire width, we simulate samples con-
fined to a narrow region by electrostatic confinement potential Vconf(x, y) with smooth,
random meandering boundaries. Here it is important that the edge variation is rela-
tively smooth, as jagged edge variations produce a scattering mean-free path f ~ W.
Due to the condition W < $o, scattering from sharp edge variations tends to destroy
the p-wave pairing gap[1].
To produce random edges with width variance aw and correlation length D, we
start by choosing the y-location of the top and bottom edges yt,b(x) independently for
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Figure 3-2: Panels (a) and (b) show the two lowest energy in-gap excitations for an
electrostatically confined strip with L, = 100, Ly= 20, t = 10, A = 1, V2 = 2,
aR = 2. Red shading indicates the presence of isolated Majorana end-modes at
zero-energy. The results in (a) are for straight edges (o-w = 0), and those in (b)
are for a random sample with -w = 4 and D = 15; (c) shows a colormap of the
random edge geometry used to generate (b). Importantly the Majorana edge states
survive, retaining a substantial excitation gap even for large edge variation (in this
case - 40% of the average width Ly) and demonstrating that these states do not rely
on the existence of transverse sub-bands.
each x, identically distributed normally with variance /2u D and mean Ly/2 (where
the over-bar indicates averaging with respect to edge configuration). We then apply
an exponential smoothing filter yt b(x) --+ ± ,, Le-I-X-' D yt,b(x'), which correlates
Yi,b(x) and Ytb(X') on lengthscales, Ix - x' <D, on the order of the edge-correlation
length 'D.
Since the sample width at any x must be an integer number of lattice spacings,
{yt,b(x)} are rounded to the nearest integer, resulting in discrete steps rather than
smooth edges. These steps introduce sharp, short range scattering potentials, and
in order to separate out the effects of this discretization, from those of the smoothly
wandering edges, we smooth the Vof along the lateral (y-) direction with a Gaussian
filter of width 2 lattice spacings.
Fig. 3-2a. and b. show the results of simulations with a smoothly random
electrostatic confinement potential for samples with average width LY = 20, length
Lx = 100, edge correlation length D = 15, and with edge variance 0 w = 0 and 4
respectively. We find that the Majorana end modes, and corresponding sequence of
alternating phase transitions survives even for substantial edge variations, that is,
even when there are no well-defined transverse sub-bands. Despite the lack of trans-
verse sub-bands, as one sweeps [, discrete bulk levels inside the superconducting gap
are still pulled down one-by-one across zero-energy, resulting again in an alternating
sequence of topological phase transitions. However, the locations of these transitions
occur at different values of p compared to the rectangular case. In contrast to the
rectangular sample case, these discrete levels cannot be simply identified with trans-
verse band-bottoms, but rather are bulk states with some more complicated structure.
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The excitation gap protecting Majorana end-states in these random edge geometries
is reduced from the rectangular case. However, as seen by comparing Fig. 3-2a. and
b., this excitation gap remains a substantial fraction of the straight edge rectangular
case even for large variations in the edge geometry (in the case of Fig. 3-2 b. the
fractional variation in width, (Oyt + =y)/L  2uw/Ly, is 40%).
These simulations demonstrate that the existence Majorana end-states is highly
insensitive to the details of sample geometry, and in particular does not require the
existence of transverse sub-bands. This robustness to edge-variations highlights the
truly topological nature of these states. Also from a practical perspective, the abil-
ity to tolerate substantial (smooth) edge variance eases the requirements for sample
fabrication, making an experimental realization more feasible.
3.4 Disorder
A crucial practical issue facing proposals to produce Majorana fermions is understand-
ing and managing the detrimental effects of disorder. In this chapter, we consider
the effects of impurities. The focus will be on impurities residing within the spin-
orbit coupled nanowire (for 1D or quasi-ID systems) or surface-layer (for 2D effective
p + ip superconductors). However, other types of scattering will be considered to-
wards the end of this section. We will see that disorder is very harmful for Rashba
systems with weak spin-orbit coupling (aRkF< A0 ), and strongly suppresses the
proximity-induced pairing gap. In contrast, systems with strong spin-orbit coupling
(aRkF > Ao) can tolerate much larger amounts of disorder. This observation will
be important in choosing an appropriate class of materials, as is discussed in greater
detail below. In the next chapter, we will also demonstrate that impurities can pro-
duce tunneling signatures that masquerade as true Majoranas but have no topological
origin.
To model disorder, we consider a random on-site potential
Hdisorder = E mp (r)4 ,aCr,u (3.21)
r, o
that has only short-range correlations:
X/mp(r) Vimp(r') = W 2 6(r - r') (3.22)
where W is the disorder strength and ( ... ) indicates an average over disorder con-
figurations. It is useful to parameterize disorder either by the scattering time r -
1/N(0)W 2 or the mean free path E = VFT where VF is the Fermi velocity of the
surface layer and N(O) is the surface-density of states. Furthermore, we consider
moderate disorder that is too weak to induce localization, specifically that kFf > 1,
but make no other assumptions on disorder strength. Since non-planar disorder scat-
tering diagrams are sub-leading in (kFe)>1 , the regime kFe >1 allows for a controlled
expansion for the disorder self-energy.
The assumption of short-range impurity correlations is completely appropriate for
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metalic systems, or highly doped semiconductor systems, where charged-impurities
are screened on a short length-scale. For dilute semiconductor systems, the assump-
tion of short-range correlations becomes less accurate. However, even for these sys-
tems the short-range correlated model is expected to produce the right qualitative
trends, and we continue to rely on this assumption for theoretical simplicity. Corre-
lated disorder has also been considered in other works[71], where it was shown that
nearly resonant impurity scattering can produce very low-energy sub-gap states.
3.4.1 Time-Reversal Symmetry and Anderson's Theorem for
Proximity Induced Superconductivity
In the subsequent discussion of disorder, the presence or absence of time-reversal
(TR) symmetry plays a key role. We will presently show that when (TR) symmetry
is present, proximity-induced superconductivity is immune to the presence of disorder.
The proof of this principle is most conveniently conducted in the basis of time reversed
pairs[43] (see Eq. 3.6), in which the Hamiltonian for the disordered system with time-
reversal symmetric s-wave pairing induced by proximity effect can be written as the
following block-matrix:
H = (HO + lmp A ) (3.23)Aff - (Ho + Vimp))
Here HO is the Hamiltonian of the (clean) surface, V is random on-site disorder, A
is the induced pairing amplitude, II is the N x N identity matrix where N is the
number of degrees of freedom in the system. Since Af commutes with HO and Vimp,
the eigenvalue problem det (H - e) = 0 can be simplified:
0 = det (H - e) = det (E21 - (H0 + lmp)2 _ A2 ) (3.24)
Denoting the eigenvalues of HO + Vmp by {5,}, the eigenvalues of H are ±k, where:
n"= .2 + A2(3.25)
which is bounded below by A, independent of the particular disorder configuration.
These manipulations show that, so long as the 2D surface Hamiltonian is TR
invariant, disorder cannot reduce the superconducting gap. As an aside, it is useful
to note that the above considerations do not depend on limp being spin-independent
so long as it preserves TRI. In particular strong spin-orbit impurity scattering will
also not reduce the superconducting gap.
It turns out that it is not possible to produce a topological superconductor with
Majorana bound-states in strictly 1D or 2D systems that preserve time-reversal sym-
metry. Therefore, lower-dimensional realizations will necessarily have some degree of
vulnerability to disorder. In contrast, it turns out to be possible to realize a super-
conductor with non-Abelian defects at the surface of a 3D topological insulator (TI),
while preserving TR symmetry (see the subsequent Part of the thesis on electron
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topological insulators). Consequently, superconductors at the surface of 3D TIs may
provide a promising platform for realizing Majorana fermions without suffering from
adverse disorder effects.
3.4.2 Perturbative Calculation for 2D Rashba System
The disorder averaged self-energy and Green's function are related by the following
set of coupled equations:
g(iw, k) = [90 (iw, k)- 1 - E(iw)]
E(iW) = W 2 3 1 9(iw, k)-r3  (3.26)
k
where the bare (non-disordered Green's function) go is given by Eq. 3.14, and incor-
porates the proximity induced superconductivity.
a)
b) + +-
Figure 3-3: Panel A shows a diagrammatic representation of Eq. 3.26 for the dis-
order averaged Green's function and self-energy respectively. Disorder scattering is
represented by dashed line originating from an x. For delta-function-correlated im-
purities only multiple scatterings from the same impurity contribute. Panel B shows
an example of a crossed diagram (right) that is sub-leading in (kFt) i compared to
the non-crossed diagram with the same number of disorder scatterings (left).
In contrast to the TI case, creating a topological superconductor from a Rashba
2DEG requires explicitly breaking TR symmetry by inducing surface magnetization
poB. Without TR symmetry, the general arguments outlined above do not apply,
and the induced pairing is vulnerable to disorder scattering. The analysis below
demonstrates that the pair-breaking effects of disorder scattering are dramatically
enhanced by the singular density of states at the superconducting gap edge, and fur-
thermore that these effects are especially pronounced in systems with weak Rashba
coupling. Since the pairing amplitude on the surface is induced by the bulk, it never
vanishes. However, we shall see that the resulting pairing gap can be greatly reduced
by even a small amount of disorder unless E,, > poB. In fact, when E,, < poB,
the suppression due to disorder is more severe than for conventional superconduc-
tors with magnetic impurities for which the superconducting gap typically closes for
O/f ~ 1. We will see, for E,. < poB, that disorder strongly suppresses the induced
superconductivity even for very weak disorder.
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The wave-functions of electrons in the surface leak into the bulk superconductor.
The fraction of the surface-resonance wave-function which lies on the surface is Zr
whereas the fraction residing in the bulk superconductor is (1 - Zr). To account for
this leakage, it turns out to be sufficient to replace the bare disorder scattering time
for the surface layer, r-I = irN(O)W 2 (where N(O) is the surface density of states),
by an effective disorder scattering time
(T- 1 ) 1Z (3.27)
We see that effects of surface disorder are suppressed in the limit of strong surface-
bulk tunneling. More generally, all of the bare non-superconducting terms in the
Hamiltonian will be renormalized by surface-bulk tunneling:
aCR - R = ZraR
po - ioB = (ZrgS + (1 - Zr)gB) (3.28)2
where gs is the g-factor of the SOC-surface, and gB is that of the bulk-SC (typically
9B ~ 2, but gs can greatly exceed 2). Here we have assumed that there is negligible
spin-orbit coupling inside the bulk superconductor.
Using these effective parameters, we now turn to the problem of solving the self-
consistency relations given in Eq. 3.26 using the surface Green's function in Eq. 3.14
which includes the effects of proximity to the bulk superconductor. For ordinary
disordered superconductors, the strength of disorder is conveniently parametrized by
the ratio of the coherence length (o = WVF/A to the mean free path e VFT. For the
proximity induced superconductivity these parameters are renormalized by surface-
bulk coupling. We will see that the effects of disorder depends on disorder strength
only through the ratio O/feff, where o = 7rf)F/L6 is the surface coherence length and
feff = 'Freff is the effective mean-free path for disorder electrons. This effective ratio
can be written in terms of the intrinsic ratio of the intrinsic mean-free path, f (un-
renormalized by proximity induced superconductivity) and coherence length of the
bulk superconductor, o, as follows:
G = ZF G (3.29)
feff I - Zr f
Analytic Expressions for Weak Disorder
For weak disorder ( o/fef < 1), it is sufficient to evaluate the self-energy to lowest
order in disorder scattering strength, corresponding to the first diagram for the self-
energy shown in the top line of Fig. 3-3:
-(i) = W 2 rZ 1 o(iw, k)r 3  (3.30)
k
Here he value of W 2 should be appropriately renormalized according to Eq. 3.27.
For EFS « fOB, the dominant contributions to the k-integral come from near the
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Figure 3-4: For very strong spin orbit coupling, the disorder renormalization of the
excitation gap Egap is perturbatively small. This plot shows the excitation gap as a
function of disorder strength, computed from the analytic perturbative expressions.
For weak to moderate spin-orbit coupling, non-perturbative effects become important
and a numerica treatment is required, see Fig. 3-5.
Fermi-surface. Linearizing the Bogoliubov dispersion about the Fermi-surface, and
performing the integration yields:
K jboB ~
-XW - +2 2 O-z (LI - Esor3
2 BG
2(2 _ 2) E5so 3 + AoB (A2 + w2 uz + 2Es2'AT,
BG
7N(O)W 2
ZA2 W 2
1
Teff (3.31)
where ref is a measure of the disorder strength, given by Eq. 3.27.
This self-energy alters the spectrum of the disorder averaged BdG Hamiltonian.
For weak disorder, we expect the gap at the Fermi surface to change only slightly.
To find the correction to AFS due to disorder, one needs to analytically continue the
self-energy to real frequency, and then look for a pole in the disorder averaged Green's
function at w = AFS - 6W, i.e. to solve:
0 = det [FS - 6w - -(kF) - E (W - XFS - 6 )] (3.32)
to leading order in 6w one finds:
6w - 4 EZ() = FS ~- w) X0 (3.33)
where 4to = (uT U VT t is the eigenvector of 7(kF) with energy n FS.
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ReE iw e,
In the limiting case where POB > E,,, 'o ~ (0 1 0 1 )T , and one finds
A2 A2,effl
w 41 toB X 4AoBv 2As 6w (3.34)
Using AFS - A ~so , and solving for 6w gives the following expression for the
POB
disorder renormalized pairing gap at the Fermi-surface:
SoB 
o 2/3
AFS(Teff) A ~ o1- -(POB > Eso) (3.35)
pOB 4Av2E.sofef
The unusual non-analytic dependence on disorder strength stems from the singular
behavior of x as w --+ AFS, which in turn reflects the Van-Hove singularity in the
superconducting density of states at the gap edge. This Van-Hove singularity en-
hances the effective disorder strength x, and in particular leads to an infinite slope of
AFS(Tre 1 ) as Tf, -+ 0.
In the opposite limit, where 5 >> ft0B, o ~ o (1 -1 1 1 )T and conse-
quently the weak disorder correction to the gap energy vanishes to leading order.
Including sub-leading contributions in E/jOIB results in:
2 2/3-
~ 18 AoB2 0AFS(Tef -A /- 2 fef (5o > Vz) (3.36)
Numerical Solution for Moderate Disorder
For stronger disorder, Eq. 3.26 must be solved self-consistently, which can be done
numerically. In order to regulate the numerical integrals in the UV we replace the
continuum dispersion with a periodic one of the form Gk = -2t cos(k) which naturally
introduces a finite band-width. The top and bottom panels of Figure 3-5 show the
dependence of the induced superconducting gap on disorder strength for Eso ;> joB
and POB > Eso respectively.
For very weak disorder, o < ti, the excitation gap exhibits non-analytic infinite
initial slope predicted by Equations 3.35 and 3.36. Stronger disorder never fully closes
the superconducting gap, however for AOB > E 0 , the gap is largely suppressed even
when o is only a few percent of 4cr. In most cases, Egap is suppressed smoothly
with increasing disorder strength, however, the Egap/A curves for EO ~ POB have a
knee-shaped kink at o/eff ~ 0.07 after which Egap drops abruptly. This knee occurs
when disorder reduces of the magnetization gap at k = 0 below the pairing gap AFS
at the Fermi-surface.
Here we see a second drawback of using materials with low Rashba coupling: in
addition to limiting the size of the induced pairing gap in the absence of disorder,
small Rashba coupling renders the topological superconductor susceptible even to
58
E g/A Ea
0.3- 10 A Eso/pcP = 1/10 0 A Eso B=1
a Eso/pP= 1 4  a ESo B= 2
0.2 o Eso/p =1/2 0.6 o EsO/poB=5
0.1
0 0.02 Q.04 0.06 0.08 0 0.1 .0.2 0.3 0.4
Figure 3-5: The excitation gap Egap as a function of coherence length o = 7rVF/3Z to
the effective mean free path &ef =V F -ef1. Egap is obtained from numerically solving
Eq. 3.26 for a Rashba 2DEG with induced magnetization 1 OB and superconductivity
3. Here (--) indicates renormalization due to the proximity effect. The parameters
used in this simulation were t = 1, joB = 0.1, L = 0.01, and various values of Eso.
The top panel shows curves for 1 OB >> k.., the regime appropriate for semiconductor
materials, whereas the bottom panel shows curves in the Es > [LOB regime which
could be achieved by using metallic thin films with stronger spin-orbit coupling. The
magnetization POB breaks time reversal symmetry rendering the induced pairing sus-
ceptible to disorder. For POB > E, the gap is already strongly supressed when o is
only a few percent of fef.
small amounts of disorder ( o/ 4 er < 1). While bulk semiconductors are typically
cleaner than metallic thin films, their extreme sensitivity to disorder will likely be
problematic. In particular, great care would need to be taken to limit interfacial
roughness between the semiconductor and adjacent bulk superconductor and mag-
netic insulating film.
Before concluding, we remark on two possible extensions of this analysis. Firstly,
the effects of disorder were treated for fully two-dimensional structures, whereas Ma-
jorana fermions emerge in one-dimensional (or quasi-one-dimensional) geometries.
The effects of disorder in quasi-one-dimensional Rashba coupled structures were an-
alyzed numerically in Ref. [1, 2], and give similar results to those given above for
two-dimensions. Finally, while this analysis has been carried out for the case of
Rashba-type spin-orbit coupling, we expect similar results for systems in which both
Rashba and Dresselhaus-type spin-orbit couplings are present. The relevant factor in
either case is the presence of magnetization poB which breaks time-reversal symme-
try and renders the induced superconductivity susceptible to disorder regardless of
spin-orbit type.
3.4.3 Disordered Superconductor Bulk
For superconductivity induced by proximity effect, the surface state wave-functions
are localized to the surface, but extend into the superconductor with characteristic
lengthscale L. Therefore electrons residing in the Rashba material are scattered
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not only by impurities in the Rashba material and interface roughness, but also
by impurities in the superconductor. Whereas semiconductor systems with Rashba
spin-orbit coupling can be made quite clean, proximity induced superconductivity
requires a nearby metal which will be comparitively much more dirty. For good
metals the mean-free path is roughly: tmetal ~ 102 _ 103/k (etal). But since k(metal)F F
102 emi-conductor)es k(semi-conductor) ~ 1. Therefore, if scattering
from impurities in the nearby bulk-SC were pair-breaking, this would pose a serious
obstacle for realizing Majorana fermions. Fortunately, it turns out that while the
scattering rate in the bulk-SC is quite high, bulk-scattering events have negligible
pair-breaking effects for the proximity induced SC in the Rashba coupled layer.
The pair-breaking effects of bulk-impurities come from processes like that in Fig.
3-6. In this process, an electron tunnels from the surface into the bulk, where it
is scattered by a bulk-impurity before returning to the surface. Importantly, the
surface-layer is two-dimensional (or one-dimensional in the case of wires) whereas the
bulk superconductor is three-dimensional. Here we show this mixed dimensionality
strongly constrains the available phase-space for these scattering processes, and that
the pair-breaking effects of bulk-impurities is negligible. While we only consider the
case of a 2D electron gas with SOC, the following argument can also be applied to a
ID (or quasi-1D) wire in contact with a 3D bulk superconductor.
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Figure 3-6: Diagrammatic depiction of the pair-breaking process due to bulk impuri-
ties. The geometrical constraints on scattering due to the different dimensionality of
the surface and bulk (see Fig. 3-7) suppress these processes by a factor of 1/EF « 1-
Circles with F show surface-bulk tunneling (S and B label surface or bulk Green's
functions), bulk impurities are denoted by x, and the dashed line indicates that both
x refer to the same impurity.
For a clean interface, the components of momentum parallel to the surface-bulk
interface (x and y components) are conserved whereas the perpendicular (z) compo-
nent is not. An electron initially in the surface-layer with momentum kl can tunnel
into any bulk states with momentum k = (k1j, k,), but pays a large energy cost unless
k, is within -y/VF of the bulk Ferm-surface (FS). Here VF is the bulk Fermi-velocity
and -y = 7r NB IF 2 where NB is the bulk tunneling density of states and F is the
surface-bulk tunneling amplitude. Once in the bulk the electron can scatter to any
momentum k + q within ~ 1/TVF of the bulk FS, where T- 1 is the bulk disorder
scattering rate. However, in order to subsequently return to the surface-layer, the
in-plane component of k + q must again be within -Y/VF of the surface FS. There-
fore, the available phase-space for such scattering is ~ (27rkF) (91-)(-). In contrast,
the phase space available for arbitrary bulk impurity scattering is ~ 47rk2 ( 1-). The
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Figure 3-7: Momentum space geometry for surface-bulk tunneling. The 2D surface
Fermi-surface (FS) is extended into a cylinder since tunneling does not conserve the
momentum perpendicular to the interface (in the z-direction). Surface-bulk tunneling
events involve only states near the intersection, 1, of the surface and bulk FS's.
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Figure 3-8: Diagrammatic depiction of a non-pair breaking scattering process for
surface-electrons due to bulk impurities. Unlike the pair-breaking process shown in
Fig. 3-6, this process has an unconstrained phase space.
pair-breaking scattering rate T-1 is smaller than the bulk impurity scattering rate T
by the ratio of these two phase-space volumes: ~ T/T _1 ~ «1 < where EF
is the bulk-Fermi energy. In a typical superconducting metal, EF will greatly exceed
y, hence the pair breaking due to bulk disorder can be safely neglected.
Before concluding, we would like to emphasize the distinction between the scat-
tering rate, -rsi, for surface-electrons from bulk-impurities and the pair-breaking rate
T-j. The scattering rate, -1 includes all possible bulk-disorder processes, and is dom-
inated by processes like the one shown in Fig. 3-8, where an electron tunnels from
surface to bulk, scatters from a bulk impurity and then continues to propagate in the
bulk. This type of scattering is not pair breaking since, after scattering, the electron
propagates only in the bulk where time-reversal symmetry is intact and pairing is not
disrupted. Such processes do not suffer the same phase-space restrictions described
above, and consequently s1 can be quite large even though the pair-breaking rate
Tpj is small. Therefore, it is not that the surface-electrons are largely unaffected by
bulk impurities, but rather that scattering from these impurities is predominantly not
pair-breaking.
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3.4.4 Interface Disorder
So far we have discussed impurities within the spin-orbit coupled layer (which were
pair-breaking), and those within the bulk superconductor (which are only very-weakly
pair-breaking). In addition, there can also be pair breaking effects due to interfacial
roughness or impurities between the Rashba layer and the bulk superconductor. This
can be the dominant source of scattering in self-assembled semiconducting nanowires,
which tend to have large mean-free path in the absence of the nearby superconductor.
Despite this, interface roughness could still contribute strong pair-breaking scattering
in these systems.
Momentum non-conserving tunneling processes between the surface and bulk
states are depicted in Fig. 3-9.
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Figure 3-9: Diagrammatic depiction of the pair-breaking process due to interface
roughness or interfacial-impurities. Circled x's denote momentum non-conserving
tunneling/scattering between surface/wire and bulk-superconductor states.
Denoting the momentum non-conserving tunneling rate between Rashba and bulk-
SC layers by Froughness, then the effective pair-breaking rate from the interface-roughness
is:
T(b ~ 7rIFroughness| 2 NB(0) (3.37)
We see that the interface scattering plays a similar role to the pair-breaking scattering
within the surface or wire itself.
3.5 Candidate Materials
3.5.1 Semiconductor Wires
The original proposals for producing topological superconducting wires in RSOC sys-
tems all focused on semiconducting nanowires with heavy elements (e.g. InSb). Such
materials tend to have small band-gaps, and strong atomic spin-orbit coupling, which
lead to greatly enhanced g-factors as high as 50. This enables one to couple an exter-
nal magnetic field selectively to the wire, without substantially harming the adjacent
superconductor. Moreover, growth techniques for making semiconducting nanowires
by self-assembly are well-developed, and it is possible to make rather clean samples.
For these practical and historical reasons, the majority of theoretical and exper-
imental work has so far focused on semiconducting materials. However, there is a
major drawback to these systems: semiconductor wires tend to have tiny Rashba
spin-orbit coupling: EO ~ 1 - 2K. Despite being made from heavy-element systems,
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the inversion symmetry in these wires comes only from sitting on top of a substrate.
Since electrons in these wires are spread out over the - 100nm diameter of the wire,
they feel the inversion breaking of the substrate only very weakly, and the resulting
Rashba component of spin-orbit is very small.
Even in clean systems, small RSOC limits the scale of the proximity induced gap
in the topological regime. Moreover, we have seen in the previous section that wires
with small RSOC are extremely sensitive to the pair-breaking effects of impurities.
This small RSOC and corresponding sensitivity to disorder may require working at
prohibitively low-temperatures, and is a serious disadvantage for semiconductor ma-
terials.
In the next section, we propose an alternative class of materials, metallic thin-
films, which have orders of magnitude larger RSOC. These thin-film realizations may
be more promising platforms for producing robust Majorana states, if the disorder
sensitivity of semiconductor materials proves to be insurmountable.
3.5.2 Metallic Surface States
In the previous section, we saw that semicondutor materials had rather weak spin-
orbit coupling, making them very sensitive to the detrimental effects of disorder.
The problems associated with small spin-orbit coupling led to proposals for building
a topological superconductor from metallic surface-states[1, 2, 3]. Surface states
of heavy-metals are typically tightly bound to the surface, with very small spatial
extent. Consequently, the surface-state electrons are strongly effected by the inversion
asymmetry of the surface-interface, generating large Rashba spin-orbit couplings. For
example, the Au(111) surface hosts a well studied surface-state with Rashba splitting
of A,. r 50meV[53], orders of magnitude stronger than the best A,, available in
semiconductor nanowires. Even larger Rashba splittings, A, , 0.5eV, are available
in the surface states of the Ag(111) surface alloyed with Bi and Pb[54].
The proposed setup is shown in Fig. 3-10a. A thin metallic film is deposited
on top of a conventional superconductor. By the proximity effect, the bulk states
of the metal film will inherit some of the superconducting gap AO from the nearby
superconductor. If the metal film thickness is smaller than or comparable to the
superconducting coherence length, 0, then the induced bulk gap, AB, will be large
(AB e Ao). However, the surface state on the top surface of the metal is nominally
isolated from the bulk states and does not couple directly to the superconductor (see
the Fig. 3-10d). Instead, we must rely on disorder and interactions to provide some
mixing between the surface-state and bulk bands in order to transmit the bulk SC
to the surface-state. Because SC develops in the surface-state only through indirect
scattering processes, the surface-pairing gap, As will generically be smaller than the
bulk pairing gap, AB e AO- In this case, the surface-state SC can be revealed by
tunneling measurements, which will show a coherence peaks at the edge of the bulk
gap, and a smaller sub-gap corresponding to As (see Fig. 3-10c).
Once SC is established, one can pattern the metallic film into a quasi-one dimen-
sional wire. By applying a magnetic field, one can remove the sub-band degeneracy,
and tune the chemical potential so that an odd-number of sub-bands is occupied.
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Figure 3-10: (a) Simplest possible version of the proposed setup: a strip of Au(111)
thin-film (or any other metal with Rashba-split surface state) is deposited on top a
conventional superconductor. An external field is applied parallel to the wire, in order
to drive the system into a topological SC state. Majorana end-states can be detected
by tunneling, e.g. with an STM tip. (b) So long as the surface-statc survives the
deposition of a gate-dielectric, the surface state chemical potential can be controlled
by a top-gate. (c) Tunneling density of states, N(E), as a function of energy, E; the
full superconducting gap AB is induced on the bulk states, by proximity effect. The
surface gap develops a smaller gap As due to indirect scattering from disorder and
interactions. (d) Sketch of band-structure of metal with a Rashba spin-orbit split
surface band. Bulk states are projected onto the plane of the surface, and non-zero
bulk projected density of states is indicated by gray shading. The surface-state band
forms within a region momentum space where there is no bulk states. The figure shows
a one-dimensional cut through the surface Brillouin zone. The chemical potential, P,
is represented by a dashed line. The surface Fermi-energy, EF, and spin-orbit splitting
at the Fermi-surface, ASO, are indicated for the surface bands.
If the width of the wire is comparable or smaller than o, then, occupying an odd
number of sub-bands will result in Majorana end-states protected by the surface-state
pairing gap As[1, 2, 58, 55].
In the simplest version of the proposed setup, shown in Fig. 3-12a, tuning to an
odd number of sub-bands is accomplished simply by applying an external magnetic
field, without gating. The simplicity of this setup, consisting just of a metallic strip
on a bulk superconductor, makes it promising for the initial detection of Majoranas.
To perform more complicated experiments, in which Majoranas are braided, it is
necessary to control the local topological phase of different segments of the wire. For
this purpose, one could also add a top gate, as shown in 3-10b. In order for the
top-gate geometry to work, one needs to check that the surface-state is not destroyed
by the presence of the gate dielectric.
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Consider a thin film of a spin-orbit coupled metal with a surface state, deposited on
top of a conventional s-wave superconductor. If the metal is in good contact with the
superconductor and the film thickness does not greatly exceed the superconducting
coherence length, o, then nearly the full superconducting gap AB e Ao will be
induced in the bulk-bands of the metal film.
However, in a pristine sample and in the absence of interactions, the metal surface-
state has no overlap with the bulk metal bands (see Fig.3-10d). Consequently we must
rely on indirect scattering between the bulk and surface bands to transmit the bulk
superconductvity to the surface states. This indirect scattering can occur either by
elastic scattering off of static impurities, or by inelastic scattering due to Coulomb
interactions or phonons. Below we discuss both types of scattering, starting with the
simpler case of elastic impurity scattering.
Surface-Bulk Mixing from Elastic Impurity Scattering
As a simple model of screened impurities, we consider a random potential Vrmp(r) with
zero average Vmp(r) = 0 and short range correlations, lMmp(r)Ijmp(r') = W 2 6(r - r').
Here ( ... ) indicates averaging over impurity configurations. The impurity scatter-
ing from the surface state to the bulk bands gives rise to the following self-energy,
evaluated within the self-consistent Born approximation:
Eimp( W) = V.mp(r1, z = 0)GB(r, 0; r'l, O)jmp(rjj, z = 0)
= -W 2T3 E w99,9 3
1 i W - A0 r (3.38)2 rB NW2 + A2
Here w is the Matsubara frequency corresponding to Fourier transforming in imagi-
nary time, rB = 27vB(0)W 2 is the elastic scattering time for bulk electrons, VB(0) is
the density of states at the bulk Fermi-surface, and GB = 1/ (iW - - ABT1) is the
Green's function for bulk fermions with dispersion k and bulk pairing gap AB. This
expression is valid so long as localization corrections can be ignored in the bulk, i.e.
so long as EFBB > 1, where EFB is the bulk Fermi-energy. We emphasize that the
impurity induced surface-bulk mixing is sensitive only to impurities near the surface.
Incorporating Eimp into the surface state Green's function yields:
Gs (iw, k) = ( G 1 - Eimp
Z(iw)
iw - Z(iw)Ho - (1 - Z(iw))ABT1
where G(")(iw) = [iw - Ho]1 is the bare surface Green's function, HO (2 - p -
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aRz - (o x k))T3- oBa is the surface Hamiltonian, and
Z(iw) =1 + 11-B(3.40)
is the surface quasi-particle residue.
The effective pairing gap from impurity induced surface-bulk mixing is given
by smallest pole of Gs which occurs at frequency w, defined by: (B- 1)2 =
4'r (A2 - 2). For the limiting cases of strong and weak disorder the induced gap
reads: ( (1- 4A2TBT2)AB; ABTB<l
imp -P 1/ 2 B; ABB >> 1 (3.41)
For strong disorder, ABTB < 1, the induced gap is nearly equal to the full bulk
gap, whereas for weak disorder, ABTB > 1 only a small fraction of the bulk gap is
transmitted to the surface state.
Eq. 3.41 suggests that if the surface states are too well isolated from the bulk
bands, then it may actually be advantageous to introduce surface disorder to ensure
sufficient mixing of the surface and bulk bands. However, in order to drive the system
into a topological superconducting state one must apply an external magnetic field, in
which case time-reversal symmetry is broken and disorder is pair-breaking[3, 59, 60].
One might therefore worry that increasing disorder may tend to suppress rather than
enhance superconductivity. However, the size of the pair-breaking component of
disorder scattering was shown to be strongly dependent on the ratio of the spin-orbit
coupling As. to the Zeeman splitting pOB[3] In particular, for very strong spin-orbit
coupling, the pair-breaking effects of impurities is small.
For heavy metal materials with surface states As, is commonly quite large, on the
order of e 100meV[53, 54, 39]. In contrast, the typical Zeeman splitting needed is of
the order MOB ~ 2AO ~ 1meV. In this regime, the reduction of the surface pairing
gap, 6As, due to disorder will be quite small[3]:
_AS (jtoB) 2  1 2/3 1 2/3
r'1 - 2 ~ -10-3 (3.42)
AS disorder so s As-)s
where TS is the elastic lifetime for surface-states due to disorder. The reduction of
the SC gap due to surface disorder is shown in Fig. 3-4, where for A5o/poB ~ 100 we
see almost no effect at all from disorder. Therefore, so long as spin-orbit coupling is
large, it is possible to enhance the surface-state pairing by adding disorder without
suppressing the pairing gap by pair-breaking scattering.
Surface-Bulk Mixing from Inelastic Scattering
The surface-state and bulk bands are also mixed by inelastic electron-electron scat-
tering and electron-phonon scattering. The middle and bottom rows of Fig. 3-11
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Figure 3-11: Depiction of virtual scattering processes which mix bulk and surface
bands and generate surface superconductivity (left column) along with representa-
tive Feynman-diagrams (right column). In the diagrams, lines labeled by 'S' and 'B'
indicate surface-state and bulk-state propagators respectively; propagators with left
(right) arrows are conventional particle (hole) propagators, whereas propagators with
both left and right arrows are anomalous propagators due to the Cooper-pair con-
densate. Each process shown in the left column represents half of the corresponding
diagram (to complete the diagram, the process is repeated in reverse). The top row
depicts elastic scattering from impurities, represented diagrammatically by x's con-
nected by a dashed line (indicating scattering off of the same impurity). The middle
and bottom rows show inelastic processes that generate surface pairing; wavy-lines
represent either screened Coulomb interactions or phonons. The middle row shows
inelastic pair-scattering from surface-to-bulk, and the bottom row shows interac-
tion induced surface-bulk tunneling which is accompanied by the creation of a bulk
particle-hole pair.
illustrate two processes that induce pairing in the surface state. In the process shown
in the middle row, a pair of surface-electrons are virtually scattered into bulk states,
where they develop pair correlations before returning to the surface. The process
shown in the bottom row shows interaction driven (virtual) tunneling between sur-
face and bulk states accompanied by a virtual particle-hole excitation.
In contrast to the surface-bulk mixing, which depends only on the easily mea-
surable quantities rB and AB, the inelastic surface-bulk mixing is difficult to accu-
rately estimate. Doing so would require detailed knowledge of screening properties,
phonon dispersion, and electron-phonon coupling matrix elements. These quantities
are highly non-universal, and difficult to measure. Therefore, rather than attempting
a detailed calculation, we simply illustrate that interaction driven processes can also
contribute to surface-state superconductivity.
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Gating Metallic Surface States
One often stated worry about proposals to realize Majoranas in nanowires with in-
duced superconductivity, is that, since the wire is necessarily in good contact with a
superconductor, the chemical potential of the wire may be pinned to the Fermi-energy
of the superconductor making it impossible to gate the nanowire. This worry would
also apply to the setup discussed here, using metallic surface states.
Here we address this worry, and demonstrate that the pinning of the surface chem-
ical potential due to the bulk Fermi-surface is not strong enough to prevent gating.
Rather, under experimentally realistic assumptions it should be straightforward to
tune the surface chemical potential across 100's of sub-bands.
Consider applying a voltage, V, to a gate separated from the surface of the
grounded metal sample by a dielectric of dielectric constant E and thickness d (see Fig.
3-12). The applied voltage induces a bulk screening charge density PB (z) confined
within a screening length, ATF = _26, of the surface, and also induces a surface-
state charge density p,. For simplicity, we assume that the extension of the surface-
state into the bulk is much smaller than the screening length ATF = e , and
approximate the surface state as infinitesimally thin. Incorporating a finite surface-
state width is straightforward, but does not substantially alter the results.
Within the Thomas-Fermi approximation the bulk screening charge is: pB(z) =
-e 2 NB#(z) where NB is the bulk density of states, and the induced surface charge
is p,(Z) = -e 2N,#(0)6(z), where N, is the surface density of states, and 0(0) is the
chemical potential at the metal surface (z = 0). Solving Poisson's equation we find
for the surface potential
±(0) = ER ATF (3.43)1+Ns/ATFNB d
where ER is the relative permittivity of the gate dielectric.
We see that the consequence of applying the gate voltage is to shift the chemical
potential of the surface by 6 [ts = -e4(0) compared to the bulk chemical poten-
tial. For typical metals, VF ~~ 1 X 10 6 m/S, and the bulk and surface band masses
are comparable to the bare electron mass, giving NT ~ 4. Break-down fields for
typical gate dielectrics (e.g. SiO 2 ) are of on the order of Ema ~ 1V/nm, and typ-
ical screening metallic lengths are ATF ~ 1A. For SiO 2 , with 'E = 4.9, this gives
6p4m') ~ +100meV. In comparison, for a metallic wire with width of the order of the
superconducting coherence length, the typical sub-band spacing is ~ A0 ~ 1meV,
indicating that one could tune across hundreds of sub-bands. Furthermore, using a
higher-K dielectric such as HfO2 would allow one to tune the surface-potential over
an even larger range.
From simple electrostatic modeling, we have shown that the close proximity to
a metal does not substantially impede the ability to tune the surface-state chemical
potential by a gate voltage. This analysis also implies that one could use a top
gate to control the chemical potential of semiconducting nanowires placed on top
of a superconductor. However, in order to get strong proximity induced SC, it is
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Figure 3-12: Electrostatic potential profile from applied gate voltage(bottom) aligned
with the proposed materials stack (top, shown here rotated 900 relative to Fig. 3-
10b). The surface chemical potential is shifted by 6p, = -e#(O) relative to the bulk
chemical potential. Estimates using typical material parameters demonstrate that
one can readily tune the chemical potential by ±100meV, despite the presence of a
large density of states from the metallic bulk.
typically necessary to deposit nanowires on an insulating substrate and coat them
with a superconductor. In this setup, one would need to employ a back-gate, which
offers poor electrostatic control (since the wire would be coated on three sides by
superconductor). Therefore, more complicated geometries are required; for example,
one could partially coat the wire with superconductor and partially with a gate[40].
In contrast, the metallic-surface state chemical potential can be tuned using just a
simple top-gate geometry, substantially simplifying the fabrication requirements.
3.5.3 3D TI Surface
We previously remarked that the superconducting surface of a 3D TI could be used to
realize Majorana fermions in a TR symmetric manner. Since the 3D TI surface cannot
be spatially confined, however, this works only for the 2D surface where Majorana
fermions arise in vortex cores.
The simplest route to confining the superconducting state of a 3D TI into a iD wire
is to break TR symmetry outside of a 1D strip by depositing a ferromagnetic (FM)
insulator. This can produce aend-states in an island of topological insulator (TI) with
induced superconductivity (SC), surrounded by ferromagnetic (FM) insulator (see
Fig. 3-13). One can take advantage of the sensitivity of the existence of Majorana
end states to the chemical potential by adopting the geometry shown in Figure 3-13.
In this geometry, the Majorana modes could be moved around by selectively applying
gate voltages to locally tune the number of occupied sub-bands, thus obviating the
need to create and manipulate vortices.
The introduction of a FM insulator, necessary to confine the topological super-
conductivity to a ID strip, breaks TR symmetry and concedes the protection against
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Figure 3-13: Proposed setup for electrically manipulating Majorana end-states in
topological insulator (TI) materials. The proposed device would be fabricated on the
surface of a 3D topological insulator. A strip of superconductor (labeled TI+SC) in-
duces superconductivity in the underlying TI. This superconducting strip is embedded
in a ferromagnetic insulator (labeled FM). Top gates (shown as overlayed rectangles)
are used to locally control the number of occupied sub-bands. Blue shaded gates
indicate an even number of sub-bands, demarking a non-topological region, whereas
un-shaded gates indicate an odd number of sub-bands, demarking a topological re-
gion. Majorana bound states (shown as yellow blobs) emerge at the boundary between
topological and non-topological regions.
impurity effects enjoyed by the symmetric TI surface. However, if the induced FM gap
is very large, then the FM correlation length, FM can be very short compared to the
superconducting correlation length o. In this case, TR symmetry can be only very
weakly broken inside the superconducting strip, and the TI surface may still enjoy a
greater tolerance for impurities than the strictly 1D or 2D RSOC counterparts.
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Chapter 4
Tunneling Signatures of Majorana
End-States
Tunneling provides one of the simplest experimental probes to detect putative Ma-
jorana end-states for quasi-ID topological superconducting wires. Tunneling from a
normal wire into a topological superconducting wire with a Majorana end-state yields
a quantized G(O) = 2 conductance peak at zero-bias[57, 21, 56]. This quantizedh
zero-bias peak (ZBP) constitutes one of the simplest and most direct experimental
probes for a Majorana fermion, and is likely to be the first test conducted on any
putative topological superconducting wire. The observation of quantized zero-bias
conductance with G(O) =2 ZBP requires temperature, T to be sufficiently smaller
than the intrinsic width, -y, of the Majorana peak, due to hybridization with the
normal lead. For T comparable to or somewhat larger than y a ZBP may still occur,
but is no longer quantized and can take any value less than 2 [57, 21, 56].
A recent set of experiments on InSb nanowires coated with a superconducting
NbTiN layer report the observation of non-quantized ZBP's when a magnetic field
of sufficient strength is applied along the wire[22]. Similar results have since been
reported by other groups[24, 23]. These experimental observations are qualitatively
consistent with the existence of Majorana end-states, and constitute an important
first step towards the realization of Majorana fermions in solid-state systems. Given
the potential significance of these findings, it is important to build a more quantitative
understanding of the experimental system. In particular, we would like to establish
whether observed non-quantized ZBP's definitely correspond to thermally broadened
peaks from Majorana end-states, or whether they could be produced by some other
mechanism.
To this end, we have conducted numerical simulations of tunneling conductance for
spin-orbit coupled wires with proximity-induced superconductivity. Our simulations
use realistic energy scales appropriate for InSb wires, and consider the various exper-
imentally relevant non-idealities including: multiple occupied sub-bands[46, 1, 2, 58],
modest amounts of disorder[1, 3, 60, 59], and non-zero temperature. Our study re-
veals important features absent in previous studies of clean- or very weakly disordered
wires[61, 62, 63, 64].
We find that, at non-zero temperature and in the presence of multiple sub-bands
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Figure 4-1: (Top) Schematic of tunneling geometry. (Lower Left) Dispersion of sub-
bands in multi-band wire. Each sub-band is split by p0B due to the magnetic field.
Majorana fermions appear only when an odd number of sub-bands is occupied. (Lower
Right) Color plot of tunneling conductance, G, at finite temperature as a function
of applied field p 0B and lead-wire voltage, V, for a multi-band wire with realistic
amounts of disorder (see Fig. 4-3 for detailed parameters). A stable zero-bias peak
appears despite the fact that there is no Majorana end-state. At lower temperature,
the peak is revealed to come from a cluster of low-energy states (see Fig. 4-3).
and weak disorder, zero-bias peaks generically occur even when the wire is in the
topologically trivial regime and does not have Majorana end-states. Furthermore, we
find that the ZBP's persist even when disorder is sufficiently strong to destroy the
topological phase and fuse the Majorana fermions on each side of the wire[1, 3, 60, 59].
Such ZBP's are also found outside the range in chemical potential where Majorana
end states are expected in the clean limit, and are produced by ordinary fermion states
localized to the wire ends and clustered near the Fermi-energy. These states are in
some sense, remnants of Majoranas, and appear and disappear with magnetic field in
the same way as true Majorana end-states. Therefore, we argue, that the only way to
definitely rule out a non-topological origin to the ZBP is to lower temperature below
the thermally broadened regime and observe a truly quantized zero-bias conductance
peak, well isolated from other background states.
4.1 Model
We consider a three-dimensional rectangular wire of length L, along the i direction
and cross sectional area LY x L, in the yz-plane. The continuum Hamiltonian for the
spin-orbit coupled wire without proximity induced superconductivity is:
H = (4.1)
ca ( - - Za - (a x 7) - jiB - a CrO
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Parameter Symbol TB Equivalent InSb Value
Wire Diameter LY~ z Ny,za 100nm
Wire Length Lx Na e 2-3pum
Band Mass m (2ta 2 )- 1  0.015me
Spin-Orbit Eso= ma2 UR = VEsot 50peV
Induced SC Gap A0  A0  250peV[65]
Mean Free Path f (see text) = 3pm[66]
Min. Temperature T 0.03Ao
Table 4.1: Tight-binding (TB) model parameters, and estimated values for
InSb/NbTiN experiment[22]. a denotes lattice spacing in the TB model.
Here aR is the Rashba velocity, related to the spin orbit coupling by Eso = ima2
Y= -B is the Zeeman coupling to the magnetic field B taken throughout to point along
the wire (in the i direction), and Ao is the proximity-induced pairing amplitude.
To model this system, we approximate the continuum Hamiltonian by the follow-
ing discrete tight binding Hamiltonian, defined on a N, x N, x N, site prism:
Hr= ct ~ -t6,0 - iUR U ' a[ X Cr,[ -Htb E r]+da P 2 (a3xc)
r,d
- c , [/pxc,1 + poB - -ao/] crO+
r
+ Vimp(r) 5 CtaCr,a (4.2)
r
Here, we have included a random impurity potential Vimp(r), which is chosen inde-
pendently for each site, identically distributed according to a Gaussian with variance
V(r)V(r') = W 2 r,r', where (---) indicates averaging with respect to disorder config-
uration.
Table 4.1 relates the tight-binding parameters to the continuum model and gives
estimated values for InSb nanowires. There is considerable uncertainty in the esti-
mated spin-orbit strength, which was measured without the superconducting layer[65].
Since E,, derives solely from the inversion symmetry breaking potential of the substrate-
wire and superconductor-wire interfaces, the actual value could be rather different
than 50peV, and one should consider the possibility that Es. is much smaller (or
larger). The mean-free path from disorder is f = VFT where T- 1 ~ 27r 2 N(p) is
the elastic scattering rate due to impurities. Here N(p) is the 1D density of states
at the chemical potential: N(p) = E I , where the sum is over occupied
2-7aVFt(-7E')
sub-bands labeled by n and having band-bottoms located at energy en. Transport
experiments estimate f e 300nm (again without a superconducting layer)[66]. Since
these measurements were done at large source-drain bias, this value reflects a sort of
average over the lowest 3-4 sub-bands, and should be taken as a rough guide.
Since only the outer-boundary of the wire is in contact with the superconductor,
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there will in general be different proximity induced gaps for different sub-bands.
These multi-band effects can be important for reproducing the observed data for
InSb wires. There, coherence peaks are observed at energy, AO ~ 250peV, but non-
zero conductance occurs within the proximity induced "gap". We note that the
experiment [22] shows large sub-gap tunneling conductance at B = 0. While the
coherence peaks of various sub-bands are Lorentz-broadened by coupling to the leads,
our sub-gap conductance is generally much smaller than the data.' Below we focus
on the magnetic field induced structures.
4.2 Tunneling Conductance
We use the iterative transfer matrix method to construct the Green's function for the
end of the wire, and compute the scattering matrix from the Green's function[68, 56].
Experimentally, the wires are terminated by a large gap superconductor and only
Andreev reflection contributes to tunneling current:
2e2 I
I(V) =2 ] dE (f (E - eV) - f(E)) trl eh(E) 2 (4.3)
where feh(6)ij is the electron-hole part of the reflection matrix from channel i to
channel j in the lead, and f is the Fermi distribution. Throughout, we take the
lead to have position and energy independent density of states No = 1/(7rvF), and
model the tunneling barrier by a weak hopping link with hopping strength tLW. 2 The
lead-wire coupling is characterized by YLw = NoItLwI 2 .
Proximity induced superconductivity is modeled by coupling the boundary of
each cross-section in the yz-plane to an infinite superconductor, producing the self-
energy[36, 3]:
ESC (W+, YYsc (W+ ABT3 ) (4.4)SC dge A2  W2
B +
The projection Pedge(Y, z) = 1 if (y, z) is on the outer edge of the wire (y E {0, Ny} or
z E {0, N,}) and is zero otherwise. Here, w+ = w + i where r positive and infinites-
imal, T3 is the z-Pauli matrix in the Nambu/Gorkov particle-hole basis: T(k) =
(ck,t Ck,4 ~~C-k, ,) T, where Ck,, destroys an electron with momentum k and
spin s E {t, 4}. AB is the pairing gap of the adjacent bulk superconductor 'sc =
7rNB(0) FI2 is the strength of coupling between the wire and superconductor, NB(0)
1 Important effects, not accounted for in our treatment, could in principle, arise due to localization
effects in the bulk superconductor, which have been observed[67 to give rise to sub-gap density of
states in the strongly disordered NbTiN films used in Ref. [22]. However, such effects are expected
to be relatively weak for low energy scales on the order of the induced gap, AO which is < than AB,
the bulk superconductor gap.
2 This weak link provides an energy-independent transmission, and is conceptually simpler[64]
than the smooth barrier used in Ref. [22]. However, we caution that quantiative details, such as the
magnitude of the tunneling current for states above the superconducting gap, depend sensitively on
the nature of the tunneling barrier and may not match in every detail.
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Figure 4-2: (Left) Zero-bias peak for a true Majorana state in a long, clean wire,(N, x N. x N, = 6 x 5 x 360, or about twice as long as the wires in [22], and W = 0).
Tight-binding parameters: t = 36.5, UR - 2.7, ysc - 2, -yLw = 0.3, and p = -175.2
corresponding to 5 occupied sub-bands. Ao is superconducting gap for the highest
occupied sub-band, and is identified by the magnetic field for which the Majorana
appears.
is the density of states of the bulk superconductor near the Fermi-surface, and F is
the wire-superconductor tunneling amplitude.
4.2.1 Conditions for Majorana End-states
In a multiband wire, when poB > AO, one can think of each sub-band as contributing
a Majorana end-state which then mix. For an even number of occupied sub-bands,
the Majoranas fuse into ordinary fermions and are pushed away from zero-energy. By
contrast, for an odd number of occupied sub-bands a single Majorana state always
remains at zero-energy[1]. More quantitatively, to observe a Majorana, p. must fall
within specific intervals of size e +QpOB - Aol. In [22] ZBP's are observed for poB >
AO - 250peV. Indicating that Majorana end-states can exist only in narrow regions
10of p1 of size a 25OpeV, or a of the typical sub-band spacing Esb a 2.5meV.
Problems can arise for short wires[20, 61]. If the wire is not sufficiently long,
then the Majorana states on each end of the wire can overlap, splitting into ordinary
fermion states. For example, the InSb wires in [22], had aspect ratios of L, e 20 -
30LY. Tight-binding simulations of such a wire, with the parameters as in Table 4.1,
show that Majorana end-states hybridize with splitting of a few percent of AO even for
clean wires. This issue is exacerbated by disorder, which is strongly pair-breaking[3,
59, 60] and reduces the gap protecting Majorana end-states, allowing them to spread
out and hybridize more strongly. Indeed, realistic amounts of disorder corresponding
to the estimated t readily destroy the quantized conductance peak from Majorana
end-states.
Despite these issues, ZBP's are still observed in InSb wires. This suggests that
ZBP might occur rather generally and may not necessarily tied to the presence of
zero-energy Majorana end-states. Below, we will show that this is indeed the case,
and that stable ZBP's frequently appear without Majorana states.
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4.2.2 Ideal Tunneling Signatures
To start, we first consider an idealized case, showing quantized Majorana peaks.
Fig. 4-2 shows conductance data for a long, perfectly clean wire of length N' = 360
in the center of the 3rd topological region (i.e. with 5 occupied sub-bands including
spin). This case has been previously discussed[57, 21, 56]. We note that, even for
a clean wire, the observation of this quantized peak requires wires 2-3 times longer
than those used in [22], and an order of magnitude larger than in [23].
4.2.3 Disorder Induced Tunneling Peaks
Under realistic experimental conditions for semiconducting wires, disorder is expected
to play an important role[3, 59, 60]. Disorder can produce zero-bias peaks by two
different mechanisms. The most important effect for our purposes, is that disorder
reduces the mini-gap to end-states from other occupied sub-bands. In the absence of
disorder, these end-states are pushed up above induced gap where they get absorbed
by a continuum of extended states. In a field, disorder reduces the mini-gap splitting,
causing these end-states to cluster near zero-energy. Our simulations show that, that
clusters emerging from mini-gap states frequently remain localized near the end of
the wire, and at temperature larger than the mini-gap splitting merge into a single
ZBP.
In addition, the pair-breaking effects of disorder can create localized sub-gap states
bound to impurities[70, 71]. ZBPs due to impurity bound-states are distinct fromt
those arising from a small mini-gap: 1) impurity bound-states are not localized to the
wire-ends and can occur throughout the wire; 2) these bound-states require special
resonant disorder configurations to produce near zero-energy states which happens
comparitively infrequently, and 3) impurity bound-states tend to produce only a single
low-energy state, whereas the generic ZBPs observed in our simulations consist of a
cluster of multiple states.
Fig. 4-3d. shows a color plot of zero-bias conductance for tunneling not just into
the end of the wire, but also into various positions along the wire. The modest
amount of disorder included here (W = 22) corresponds to a long, experimentally re-
alistic mean-free path (f a 300nm), but is nevertheless sufficient to destroy Majorana
end-states. Despite this, zero-bias peaks frequently appear. These peaks are predom-
inately localized at the wire ends, and are typically stable over intervals of Ap ~ Ao
although they are no-longer tied to the topological region bA - [ 31 < /(paoB) 2 _
Fig. 4-3a. and b. show a typical example of this non-topological ZBP developing as a
function of applied field. At T = 0 (a), one can resolve the ZBP into multiple peaks
near zero-energy, however at T = 0.03AO (b) the peaks are smeared into a single ZBP.
These peaks appear and disappear under very similar magnetic field conditions
as true Majorana states would: 1) they appear only when [oB > A 0 when pair-
breaking effects or disorder become important, 2) they disappear when the field is
rotated to point perpendicular to the wire (see Fig. 4-3)c. However, unlike ZBP's
tied to Majorana states, these non-topological ZBP's appear commonly throughout
the range of chemical potentials between adjacent sets of sub-bands, meaning that
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Figure 4-3: (a) and (b) Conductance traces for a disordered multi-band wire as a
function of pOB for T = 0 (a) and T = 0.03Ao (b). From bottom to top POB
ranges from 0 to 3Ao in steps of 0.2Ao (curves are offset for clarity). P = -172
corresponding to 6 occupied sub-bands (including spin). ZBPs appear for POB ~ A0just as for a Majorana end-state, despite having an even number of occupied sub-
bands. Wire dimensions are NY x N, x N_ = 6 x 5 x 180. Tight-binding parameters:
W = 12, t = 36.5, UR = 2.7, ysc = 2.5, and yLw = 0.3. (c) Angle dependence of
non-topological ZBP is similar to that of a true Majorana derived ZBP (curves are
offset for clarity). 0 measures angle of B and the x-axis in the x-y plane. (d) ZBPs
occur predominately at the ends of the wire, as demonstrated in this plot showing the
spatial profile of zero-bias conductance for tunneling into different positions along the
x-direction of a wire with pOB = 2AO, T = 0.03AO and p varied between 5-6 sub-bands
( 3  -175.2 is the center of the third topological region). All other parameters are
the same as (a) and (b) except W = 22, and N, = 200.
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they would be more readily observed without strongly tuning P, (see Fig. 4-3d).
4.2.4 Reduction of the Mini-Gap by Disorder
There are two salient features of the disorder induced ZBPs reported here: 1) they
predominately occur only at the end of the wire, as seen in Fig. 4-4 which shows the
spatial profile of tunneling conductance from tunneling into different points along the
wire. 2) The disorder induced ZBPs tend to appear as clusters of multiple low-energy
states rather than a single low-energy state (as would be expected, for instance for
an impurity bound-state that happened to be accidentally close to zero energy).
200 G e2/h)
150 1 0.8
0.8 2O.6
S100 0.6 0
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Figure 4-4: (c) a spatial map of conductance as a function of position along the wire
and chemical potential. The other tight-binding parameters are: w = 22, t = 36.5,
UR = 2.7, poB = 2z 0 . (b) Conductance as a function of voltage showing disorder
induced zero-bias peaks for p - P3 = 2.2A 0 .
For these two reasons, we attribute the observed disorder induced ZBPs to a strong
suppression of the mini-gap to localized end-states. The structure of end-states in
a multi-band wire can be most easily understood by initially ignoring the spin-orbit
coupling along the y-direction: cRkyau -+ 0[74]. In this limit, the different sub-
bands remain uncoupled even in a finite length wire, and each occupied sub-band
contributes a Majorana zero-mode at each end of the wire. Re-introducing the spin-
orbit coupling in the y-direction mixes the different end-states, and splits them away
from zero-energy in pairs. For an even number of sub-bands, no states are left at
zero-energy after the inter-band mixing is included, whereas for an odd number of
sub-bands a single unpaired Majorana zero-mode remains.
The size of the energy splitting of the end-states, known as the mini-gap spacing
6, depends on the details of the particular model under consideration. For a clean
spin-orbit coupled wire, sub-bands come in time-reversed pairs that are split by the
magnetic field. When both sub-bands of a time-reversed pair are occupied, the spatial
profile of their end-state wave-functions is very similar, and their end-states strongly
hybridize with splitting leading to a large mini-gap spacing, 6 e As. > AB[74]. For
a clean spin-orbit coupled wire, the mini-gap spacing actually exceeds the proximity
induced superconducting gap to bulk extended states, meaning that no sub-gap states
are left at the end (aside from a single zero-energy Majorana mode when the number
of sub-bands is odd).
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However, in the presence of disorder and a magnetic field, the spatial profile of
the end-state wave-functions for different sub-bands can be very different even for
sub-bands related by time-reversal. In this case, disorder will suppress the mini-gap
scale 6. In this appendix, we give a simple estimate of the size of this reduction.
Consider the case where 2N sub-bands are occupied. Since the spin-orbit coupling
is proportional to kF, the deeply occupied sub-bands will be strongly paired and will
not contribute sub-gap end-states. Therefore, we focus our attention on bands 2N
and 2N -1, whose spin-wave-functions are related by time-reversal. In the absence of
transverse spin-orbit coupling, Ho,y = aRkyau, sub-bands 2N and 2N - 1 contribute
end-states q#,) and q5,) respectively, where #,(x) - 1 e-1/0, and O is the coherence
length for the 2Nth sub-band. In the absence of disorder, turning on Ho,y, mixes these
states giving rise to mini-gap spacing 6 ~ Eso. The presence of a random impurity
potential V(x) alters the spatial profile of these wavefunctions by virtually admixing
the end-state with extended states, la, a). Incorporating this correction to order V 2
gives:
1~ ~ ~ |V 2 + :V' a - 45|#~~~ ) -+' )N, ~a#)1- Ea," , )(45
Here, Va,, = (a, oq1,), and the quantity in parantheses in the first term maintains
the normalization of the wave-functions.
The mini-gap splitting, averaged with respect to disorder, assuming delta-function
correlated disorder: V(x)V(x') = W 2 6(x - x'), becomes:
SI~~Va0 |2 + r E y
6 = (0&jHso,yj0 ,) ~ ($, &Hso,yjo) 1- 2a, E Z E b (a, &jHso,yIb, a)
a,o, . a,b
O + 6V (4.6)
where Jo = (#&jHso,yj#,) is the mini-gap in the absence of disorder. Here we have
ignored coherence factors associated with the particle-hole structure of BCS theory,
as these will not play an important role.
We approximate the extended states la, o-) -+ 1k, a) as simple plane-waves with
energy Ek,, ( -- P)2 + A2, with p = r+ E2B (0 = ±) and linearize the
dispersions near the Fermi-level. With these approximations, it is straightforward to
compute that the fractional correction to the typical mini-gap:
6 v pOB 2 1
- - BJ BT(4.7)60 'AB )ABT
The proportionality to magnetic field can be understood by noting that in the absence
of field, the disorder effects both sub-bands identically and does not impact the overlap
of their end-sates. The negative sign indicates that 6 is always reduced by disorder,
which agrees with the expectation that having randomly different spatial structure
will reduce the end-state mixing.
79
From this estimate, we see that the disorder strength required to substantially
reduce the mini-gap is comparable to that required to suppress the bulk gap: ABT ?
1. However, since the prefactor is necessarily larger than unity, the collapse
of the mini-gap due to disorder may precede the collapse of the bulk superconducting
gap.
The reduction of the mini-gap due to disorder explains a few important features of
the observed ZBPs: 1) The mini-gap states are really just weakly paired Majoranas,
which are necessarily tied to the end of the wires. 2) A small cluster of mini-gap states
always produces at least two low-energy states, which agrees with the simulations that
show ZBPs as coming from clusters of low-energy states.
4.2.5 Additional Structure Accompanying Disorder Induced
Peaks
We find that, like a true Majorana, the formation of a zero-bias peak is accompanied
by a feature that appears as a gap closing. As was pointed out in [73], the collapse of
the superconducting gap is more visible in the tunneling conductance than for a true
Majorana.
In addition, the detailed sub-structure of the conductance plot in Fig. 1 of the
main text is more complicated than that for the true Majorana state. In Fig. 1,
there appear to actually be two gaps collapsing, one near pOB ~ 1.5AO and the other
at [OB ~~ 2.5,Ao. Furthermore, the experimental data of Mourik et al. appears to
show a stable superconducting coherence peak whose energy varies only very slowly
as a function of field, which is absent in Fig. 1. In principle, one might expect that
the details of such additional substructure may be used to distinguish the disorder
induced zero-bias peaks from true Majorana peaks.
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Figure 4-5: a) T = 0.03AO conductance as a function of uOB; b) corresponding zero-
temperature conductance curves for values of poB ranging from 0 to 3Ao in steps of
Ao/3 and c) T 0.03Ao curves (curves offset for clarity). Simulation parameters:
N, x Ny x N = 6 x 5 x 180, t = 36.5AO, p = -133.7AO (12 occupied sub-bands),
-ysc = 2AO, W = 24AO.
However, we caution against drawing strong conclusions based on such fine details.
Firstly, the large background conductance seen in the Mourik et al. experiments would
likely mask the sort of gap collapsing features shown in Fig. 1. Secondly, the smooth
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tunneling barrier used in these experiments can have a strongly bias-dependent trans-
mission, which can suppress the visibility of sub-gap tunneling conductance features.
Finally the structure of these gap collapsings depends very sensitively on many details
of the system.
For example, Fig. 4-5 shows another disorder induced zero-bias peak for a 12-band
wire. In this figure, there is only a single gap collapsing feature, which is substan-
tially less visible than the zero-bias peak. Furthemore, there are stable conductance
peaks around eV ±1.5AO that be mistaken for the stable coherence peaks seen in
experiments.
4.3 Implications for Experimental Detection of Ma-
jorana States
We have shown that, under experimentally realistic conditions for semiconducting
wires with rather modest amounts of disorder, Majorana end-states are destroyed
and do not give rise to quantized ZBPs. Nevertheless, at finite temperature, ZBPs
of a non-topological origin often appear due to the effects of disorder, which lead to
clusters of low-energy states localized near the wire end. These non-topological ZBPs
are typically stable with respect to variations of chemical potential and magnetic field,
and appear and disappear under nearly identical conditions to those of true Majorana
peaks.
These results strike a note of caution for interpreting recent experimental evidence
of Majorana states in tunneling data[22, 24, 23]. In order to truly identify Majorana
end-states and rule out a non-topological. origin of observed ZBPs, it is crucial to push
to lower temperatures, and observe a quantized conductance peak. At sufficiently
low temperature non-topological ZBPs will reveal themselves as clusters of states,
and can be distinguished. Spurious disorder induced peaks can also be ruled out by
more complicated measurements, such as the 47r Josephson effect[20], which does not
survive once Majoranas are destroyed by disorder[69].
Our simulations indicate that to realize Majorana states in semiconductors, one
likely needs to produce substantially longer and cleaner wires. These difficulties
suggest that it may be beneficial to seek materials with larger spin-orbit coupling[5].
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Part II
Electron Topological Insulators
82
The previous Part of this thesis focused on routes to engineering topological su-
perconductors with non-Abelian defects carrying Majorana zero-mode bound-states.
There, topological superconductivity was obtained by coupling a helical 1D or 2D
metal to an ordinary s-wave superconductor. In these lower-dimensional materials we
had to work quite hard to arrange a special combination of couplings to produce a
metal with definite helicity. In particular, it was essential to break time-reversal sym-
metry to remove electrons with the opposite helicity from the low-energy spectrum.
In contrast, 2D helical metals emerge quite naturally at the surface of time-reversal
symmetric bulk-3D topological band-insulators (TBIs). This property makes 3D-
TBIs a natural platform for the pursuit of Majorana states. This is but one of many
interesting properties of 3D-TBIs. This Part of the thesis delves further into the 3D
electron topological insulators.
We start by fitting TBIs into the general conceptual framework of symmetry-
protected topological phases of matter (SPTs). SPTs are insulating phases of matter
without bulk topological order (TO) that cannot be smoothly connected to a trivial
insulator in the presence of a certain set of symmetries. The barrier to smoothly
deforming an SPT into a trivial band-insulator is some variety of non-trivial surface
state. For example, when symmetry is preserved, the free-electron TBI surface is a
helical metal. Given this property, suppose we could deform the bulk of the TBI to
a trivial band-insulator while preserving symmetry. This would result in a strictly
2D helical metal that used to be the surface of the bulk TI. However, we know that
such a helical metal cannot be produced in strictly 2D system with TR symmetry,
providing a contradiction.
On the other hand, when symmetry is broken at the surface, for example by
introducing a strong Zeeman field or superconducting pairing, the surface can be
gapped. However, when only one of either TR symmetry or U(1)c charge-conservation
is broken at the surface, the surface state still inherits non-trivial properties from the
unconventional bulk. For example, the superconducting TI surface has non-Abelian
vortices with Majorana-fermion core modes, which cannot be accomplished in a 2D
system while preserving TR symmetry.
In addition to having either a gapless symmetric surface-state or a gapped symme-
try broken state, there is a third possibility: a 3D SPT may have a fully gapped and
fully symmetric surface state with 2D intrinsic topological order[84, 85, 7, 75, 76, 77].
Since the bulk SPT is not deformable to a trivial insulator in the presence of symme-
try, a symmetric surface-topologically order (STO) termination of the bulk TI must
have non-trivial properties that cannot be produced in a purely 2D system. Generally,
the STO has the same topological order as a purely 2D system, but with symmetry
implemented in a way that is not allowed in strict 2D. In the first Chapter of this
Part, we construct an STO for the electron TBI.
For the ordinary electron TBI the heavy-machinary of STO may seem excessively
complicated, since there is a much simpler band-structure understanding. However,
a symmetric STO phase serves as a complete non-perturbative definition of the bulk
phase that does not rely on the assumption of weak interactions. This provides a
powerful perspective that will enable us to classify all possible interacting phases of
3D electron TIs with TR symmetry. In particular, we show that in addition to the
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familiar TBI, there are 6 additional electron TIs arising from strong inter-electron
interactions that cannot be understood from a simpler band-structure picture.
Finally, we close this Part of the thesis by describing some experimental probes
to detect the presence of Majorana states in the unconventional TBI surface state.
Chapters 5, 6, and 6 are adapted directly from Refs. [7, 8, 9] respectively, with
only slight modifications and added introductory material.
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Chapter 5
Symmetry-Preserving Surface
Topological Order
The Fu-Kane-Mele electronic TI (eTI)[82] is the first known 3D example of an SPT
phase. Its non-trivial surface states are protected by bulk time-reversal symmetry
(TRS) and charge conservation (U(l)c) symmetry. If either of these symmetries is
broken in the bulk, the eTI can be smoothly deformed into a trivial insulator. It is,
by now, well known that the surface can either be 1) a gapless, symmetry-preserving
state, or 2) a gapped state that breaks one (or both) of TRS and U(1)c. For some
time, it was implicitly assumed that these options exhausted the possible surface
phases. Indeed these are the only possibilities accessible in a weakly interacting de-
scription of the surface. However in the presence of strong correlations other options
for the surface may become available. In particular, we will show that it is possible
for the eTI surface to be both fully gapped and preserve all symmetries. The price to
pay for having a gapped and symmetric surface is that the surface develops intrinsic
topological order (even though the bulk does not). We describe this surface topolog-
ically ordered state of the eTI and show that it has non-Abelian quasiparticles. The
physical symmetries are realized in this surface topological ordered state in a manner
forbidden in a strictly two dimensional insulator with the same topological order.
The prime impetus for our study comes from recent progress in describing bosonic
SPT phases in three dimensions. For bosons, interactions are essential to obtain an in-
sulator. Consequently the study of boson SPTs is necessarily non-perturbative in the
interaction strength. For such bosonic SPT phases, it was shown that the surface can
be both gapped and symmetry preserving[84] if it possesses intrinsic two-dimensional
surface topological order (STO). This STO however realizes symmetry in a manner
prohibited in strictly two dimensional systems. The STO provides a particularly sim-
ple non-perturbative insight into the bulk SPT phase. Indeed targeting such an STO
is a useful conceptual tool for constructing SPT phases[85, 86], and can provide very
general constraints on lower-dimensional phases[84, 85]. In light of the simplicity and
power of the STO as a surface termination of strongly interacting bosons SPTs it
is natural to construct the STO appropriate for the fermionic topological insulator.
We note that for fermionic topological superconductors in 3D protected by TRS very
recently possible STO phases were constructed[87].
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Our strategy is to start from the TR-symmetric non-Abelian surface supercon-
ductor [341, and to restore U(1)c without destroying the superconducting gap by
proliferating vortices in the superconducting phase. The minimal g superconducting
vortices cannot be directly condensed due to their non-Abelian statistics arising from
unpaired core Majorana modes. It turns out that, despite being Abelian, the doubled
vortex is a semion and can also not be condensed while preserving TRS. Identify-
e
ing an appropriate vortex field that can be condensed to disorder the superconductor
without breaking TRS requires some care. We find that there are 4-fold (!) vortex
fields that can be condensed without breaking any symmetries as a minimal route to
producing the STO starting from the surface superconductor.
The resulting phase has identical topological order and charge assignments as the
2D Moore-Read quantum Hall state[32] accompanied by an extra neutral semion.
However, in strictly two-dimensions this topological phase cannot be realized in a TR
symmetric manner. We will show that the fact that the eTI can realize this TO while
preserving TRS provides a complete, non-perturbative definition of the bulk eTI.
5.1 Vortices in the eTI Surface Superconductor
Starting from the superconducting surface of the eTI, we know that there should
be some obstruction to proliferating superconducting vortices to form an ordinary
band-insulator, and indeed the --vortices in the superconducting TI surface-state are
non-Abelian objects that cannot be directly condensed[34]. Since i vortices do not
have an unpaired Majorana core state, they are Abelian, and one is tempted to follow
the above construction to obtain a Z2 topologically ordered state by proliferating h
vortices.
However, this naive approach fails to produce a symmetric STO state. It turns
out that in the eTI surface SC, i vortices have semionic self-statistics', and cannot
be condensed without breaking TRS. The 1 vortices again have unpaired Majorana
cores, and are non-Abelian. We show however that there are I vortices that aree
bosonic. Therefore, the minimal route to restoring U(1)c is to condense such bosonic
21w vortices.
e
We now establish the Abelian statistics of h and 2 vortices in the surface-
e e
superconductor, by arguing based on the e-term electromagnetic response of the
bulk.
5.1.1 Bulk Argument for Semionic Statistics of - Vortices
e
A useful conceptual device for what follows is to modify the problem by coupling
the electrons to a weakly fluctuating dynamical compact U(1) gauge field. It is well
known that the topological insulating bulk leads to a e-term, with E = ir, in the
effective action (apart from the usual Maxwell term) for this gauge field obtained by
1 To precisely define vortex statistics, it is necessary to consider a gauged U(1)C symmetry (as
is the case for real electrons coupled to the physical electromagnetic field, which has very weak
fluctuations)
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Figure 5-1: Exchanging two vortices at the superconducting surface of a TI slab
(top panel) leads to a linking of their magnetic field lines, which gives a phase of -1,
demonstrating that h vortices are semionic.
integrating out the electrons. Also well-known is the effect of this E term: a unit
strength magnetic monopole of this U(1) gauge field acquires electric charge 1 (the
Witten effect[90]). Now imagine tunneling such a monopole from the vacuum into
the bulk of the (gauged) topological insulator. Such a tunneling process will leave
behind at the surface a vortex. This implies that the L vortex field in the vortexe eLandau-Ginzburg theory formally also has electric charge 1. As a composite made
of charge-1/2 and 27 flux it is natural to expect that this vortex will have semionic
statistics.
To demonstrate the semionic statistics of h vortices, consider a slab of bulk eTI
with a top and bottom interface with a trivially insulating vacuum. Then create a
pair of " vortices on the top surface and a pair of - vortices on the bottom surface.e eSince the gauge field AP is free, except at the superconducting surface, closed magnetic
flux lines carrying h flux are condensed in the bulk and in the vacuum. Since the
surface is superconducting, a magnetic flux tube can only penetrate the surface at a
vortex. For the vortex configuration of Fig. 5-1, there are only two magnetic flux lines
that leave the TI bulk. Let us consider just one representative flux line configuration,
as shown in Fig. 5-1. Next consider dragging one of the L vortices on the top surface
all the way around the other, as shown in Fig. 5-1 without moving the - vortices
on bottom surface. The new magnetic flux configuration differs from the initial one
by a single linking of the magnetic flux lines that thread the vortices.
Due to the bulk topological e-term for A:
Z-0=i 11AvOA Ap (5.1)87r
this linking produces a phase of -1 relative to unlinked configurations. This phase can
be computed directly from Le by considering any convenient choice of A with a linked
vortex line. Alternatively, one can imagine creating a linked field line configuration
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in the bulk by starting with an infinite flux line, creating a monopole anti-monopole
pair and dragging the monopole around the flux line before annihilating it with the
anti-monopole. Since monopoles in the TI bulk have charge i, dragging one around
a 27r-flux line contributes phase e2i= -1.
We have illustrated this -1 phase for a particular magnetic field line configuration.
More generally, the ground-state, 'I'EM), of the bulk gauge field, A", is a quantum-
superposition of various configurations, C, of magnetic flux lines:
ITEM) = Z( 1)Co(C)C) (5.2)
C
weighted by phase (-1)' c, where Lc is the number of linked loops in the configuration
C, and by amplitude, IO(C), that is determined by the non-topological dynamical
terms for the gauge-field.
This follows directly from computing the wave-function for a given configuration,
A(r), from the (imaginary time) path integral:
IV [A] = (A14)
= D[A] A(rt=O)=A(r) e--fo drf d3 rCe [A]
~ eifd3r" AA,,A - (i_)LA (5.3)
we see that the resulting wave-function contains a Chern-Simons (CS) term which
just counts the linking number of flux lines of A.
For any configuration of closed bulk field-lines, C, the two-fold exchange of
introduces a single extra linking number. Therefore the two-fold exchange of
vortices produces phase (-1), indicating that a single exchange produces phase ti;
the " vortices are semionic. Let us denote the quantum field that creates a vortex
e 
C
with electric charge q by (D.. With this notation 4i is a semionic j vortex with
charge 1. The field f'I 1 produces a neutral fermion bound to this vortex and hence
creates an antisemionic - vortex with charge 1. These two L vortices will play an
important role below.
Let us now consider strength-4 (2) vortices. A similar argument as above shows
that 2c vortices are either bosonic or fermionic (fermionic and bosonic g vorticese e
can be interchanged by binding a neutral f quasi-particle). Note that if we combine
two charge-1/2 semionic Lc vortices, we end up with a charge-1 bosonic 24c vortex. i.e
(T' 1)2 = (2,1. An electrically neutral i vortex may be obtained by considering the
'2 e
combination c4 2,1, i. e by removing an electron from the charge-1 2 vortex. Clearly
this is a fermion.
These strength-4 vortices at the surface correspond in the bulk to strength-2
monopoles. At 9 = 7r, such monopoles always carry integer electric charge. We
will denote bulk dyons with magnetic charge n and electric charge q by (n, q). These
correspond to surface vortices created by 4,q. It is readily seen that the bulk (2,1)
dyon (at E = r) is a boson while the electrically neutral strength 2 monopole (the
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(2, 0) particle) is clearly a fermion. This is in complete accord with our discussion
of surface vortices above. Arguments using bulk monopole properties to constrain
surface physics were also recently used for boson topological insulators in Ref. [91].
To disorder the surface superconductor we need to identify bosonic vortices which
we can then condense. Though the 2 vortex with electric charge-1 seems like a
candidate it is problematic. To preserve time reversal we should clearly also condense
(with equal amplitude) the - - vortex with electric charge 1. But then the resulting
state also has a condensate of ordinary Cooper pairs so that it is still a superconductor
(albeit an exotic one). The neutral ! vortex described above is a fermion and hence
cannot condense. Fortunately we also have a different neutral fermion in our theory
- the spinon (the f particle). By binding f to the fermionic 2h vortex we obtain an
electrically neutral bosonic L vortex. Equivalently this bosonic neutral i vortex
may be viewed as being obtained from the charge-1 bosonic h vortex by binding to
e
b (i.e by removing a chargon). This neutralizes the charge but keeps the statistics
as bosonic. We are then free to condense this vortex to destroy the superconducting
order.
We emphasize that the bosonic neutral h vortex is not simply a 47r vortex of thee
chargon b but requires also binding to the spinon f. An 87r (!.--) vortex of b, b4,,is
an electrically neutral boson. The corresponding bulk monopole is a (4, 0) particle
which is also a boson. Condensation of the bosonic vortex f4D2,o automatically implies
condensation of (D4,O as the spinon f is paired.
5.2 Surface Topological Order
We are now in a good position to construct a symmetry preserving STO phase from
the SC phase. In the parton construction c, = bf,, we can describe the SC topological
insulating surface state by condensing b, (b) $ 0, and placing f in the eTI band-
structure with a superconducting surface. From the previous section, we saw that
the minimal route to restoring the U(1)c symmetry is to proliferate the electrically
neutral bosonic 9 vortices.
What topologically distinct classes of particles remain after their proliferation?
Since b and f have trivial mutual statistics with the ! vortices, they will clearly
e
survive as gapped quasi-particles with unaltered charge and statistics. Quite generally
the condensation of such 2 vortices will produce an insulator with gapped bosonic
excitations with fractional charge 1/2. We will call this particle 3. Clearly two #
particles make a chargon: b = #2*
Vortices in the superconductor become dressed by the ' condensate. We will seee
later that they survive as topological quasiparticles but with sharp non-zero electric
charge (unlike in the example reviewed above of 2D Z2 topologically ordered states
produced by disordering a proximate superconductor, where the visons are charge
neutral). For now, we put aside the charge assignment for these topological particles
and focus just on identifying the different particle types.
Going from the superconductor to the STO phase, the non-Abelian - vortex, v,2e
becomes a new object, T,, which is a quantum superposition of odd-strength vortices
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in the superconductor whose vorticity differs by a multiple of 1. Similarly, the
e
-h anti-vortex, V, becomes a different object, Tv, which is made up of a quantume
superposition of (4n-1)h vortices of the superconductor (with n E Z).2e
In the SC, an h vortex, v, carries a Majorana zero mode in its core[34, and a pair
of v's shares a single complex fermion level that can be either occupied or unoccupied.
Consequently, there are two possible outcomes from fusing two v's, v2, both of which
have net vorticity L and which differ from each other by adding a neutral Bogoliubov
fermion, f. Upon moving into the STO phase by condensing 4-fold vortices, v2 will
turn into distinct objects, r, which differ by a fermion: T2 =T x f.
Similarly, in the superconductor, a pair of 's can fuse to two different - vortexe
objects that differ by a fermion, f. Upon condensing 2hc vortices however, the tL
e e
vortices become mixed, and fusing two ru particles should have the same outcome as
fusing two r,, particles: TV X TV = T, X T, = T2 + T 2 .
Lastly, in the superconductor, the vortex and anti-vortex pair also share a non-
local fermion level due to their Majorana cores. Fusing a v and V, then produces either
the superconducting ground state, I, or the ground-state plus an extra Bogoliubov
particle: v x V = ff + f. Consequently, in the STO phase, we must have two possible
fusion outcomes for 7-, x r, which differ by an f. Naively, one might be tempted to
have T, and Tr fuse 1 + f as in the superconductor. However, more generally we may
also have: T, x rv = X x (1 + f) where X is some to-be determined particle that is
condensed in the SC. This is consistent with the fusion rules of the surface SC if X is
condensed in the SC phase. This requires X to be a boson. Below we will show that
X is just the fractional chargon: 3.
Finally, we note that T2 X _2 = #2, and that T2 x T2 = 02 x f = c, the physical
electron.
A summary of the particle content and fusion rules produced by this line of rea-
soning is summarized in Tables 5.1 and 5.2 respectively.
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Table 5.1: Summary of the topological content of the surface-topological order phase and the implementation of charge-
conservation and TR symmetries. Topological superselection sectors are topological equivalence classes of particle types. The
anti-particle of a particle in sector a resides a's conjugate sector. A particle has the same quantum-dimension and T2 value as
its anti-particle, but opposite electrical charge and conjugate topological spin. Other distinct topological particles such as /2,#Tr, etc... can be obtained by combining the above listed objects. The properties of these composites and anti-particles follows
straightforwardly from the information listed above. Superselection sectors have the same quantum dimension, opposite charge,
and same topological spin compared to their conjugate sectors (anti-particles). Empty entries in the T2 row indicate that there
is no gauge invariant meaning to the value of T 2 for that type of particle. In addition, there is the physical electron, c, which
has d = 1, 0C = -1, T2 = -1. This could be regarded as part of the vacuum sector I[ since it has trivial mutual statistics
with all other particles. However, since fusing c to another particle changes that particle's topological spin factor of -- 1 it is
convenient to distinguish c from I.
Topological Superselection Sector 2 2 3 3
("Particle Type"): 1 / f T T+ T_
Conjugate Sector (anti-particle): ff 3 -- f / i1 -2 -2 T2 /- 2  -2%
Quantum Dimension (d): 1 1 1 v1  1 1 v v
Topological Spin (6): 1 1 -1 e i/ 4  e-ir/4 e i/ 2  e-ii/2 -e / 4  -e -i/4
2ne
Charge (q,): (n E e 3e 3e2) 4 4 2 2 2 2
Z)
Time-Reverse Partner: If f v TV IF 22
T 2 value (if meaningful): 1 1 -1
Table 5.2: Fusion rules for the surface-topological order phase.
5.3 Charge Assignments
Having specified the topologically distinct particle classes and fusion rules for the
STO phase, we now turn to their symmetry properties under U(1)c. The resulting
charge assignments explained below are summarized in Table 5.1.
Since b and f are unaffected by the vortex condensation, b still carries charge e and
that f is charge-neutral. What about the excitations that descend from supercon-
ducting vortices? T, particles descend from <D1,1/2 vortex fields of the superconductor,
and hence can be created by dragging a magnetic monopole from the vacuum through
the STO surface into the bulk. Since the monopole carries fractional electric charge:
±, its corresponding surface excitations must also have charge -F. Moreover, since
T+ and- 2 differ by a neutral fermion, f they must have the same charge. For con-
creteness, and without loss of generality, we choose i to have charge +f and their
anti-particles, r- 2 , to have charge -f. It then immediately follows from the fusion
rule: T, x T, = T2 + T2 that T, has charge e.
It is instructive to understand how these charge assignments come about directly
from the surface without recourse to bulk monopoles. To obtain the STO from the
SC, we are condensing 47r vortices of the chargon b that are bound to the neutral
fermion f. The neutral fermion acquires a 7r phase when it encircles the g vortex
in the superconductor. Consequently, the h vortex is a mutual semion with the
e2condensed bosonic - vortex. As a result, the 2e vortex can survive in the STO
phase only by binding with some other particle to produce trivial mutual statistics
with the condensed bosonic 2 vortex. The only possibility is for the L vortex to
bde 2e 2h ebind a fractional charge, 41 which also obtains ir-phase upon encircling an evortex.
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1 x 1 = 12
2 x =03 =-I
on x a = on a
(for any sector a # 1 and n 1, 2, 3)
f x f =1
f X TV = rV
f X TV = rf
TV x TV = r2 + T7
T2 + 2TOj X TVi =±+T
TV X TV = 13 + O3f
r:2x f =-rj
r> r = 132
r x T = 12 x f = c
73 = 2 x X±
r=1 Tx Xi
Thus we conclude that the particles -r, Tv in the STO phase are the remnants of the
he vortices of the SC phase which have been dressed by charge e/4.2e
Since r, and T descend from vortices in the superconductor, they are related
by time-reversal and must have the same charge. Above, we saw that the v xV = 1+ f
fusion rule for the surface-SC generalized to: Tr x rf = X x (1+ f) in the STO phase,
with X to-be-determined particle. The above arguments show that X must have
charge i. Since X is a -charge boson that must be condensed in the SC phase, the
only possibility is: X = 6.
5.4 Topological Spins
The topological spin, 6 , of a particle in sector a is defined as the phase factor ac-
cumulated when an a-particle is adiabatically rotated by 27r in the counter-clockwise
(CCW) sense. For Abelian particles, the topological spin coincides with the phase
obtained through CCW exchange of a pair of a-particles.
Clearly 9 b = 1 and Of = -1. The charge assignments from the previous section
readily allow us to deduce the exchange statistics of the descendants of vortices:
since -rv is a charge i object descending from a i vortex in the superconductor it has2e
topological spin 6, = ez/4. Similarly, O, = e-
We have already established that r, are semionic with topological spin either e"x/2
or e!/ 2 . Since Tl descend from i vortices, they have trivial mutual statistics with
f. Moreover, since 2g differs from 72 by a fermion 0 , = -0,. Therefore, we are free
to choose 0,2 e±ixr/2 (the opposite choice of ei/ 2 is not distinct as it differs only
by relabeling T2 ++ T ).
5.5 Exchange Statistics
In a system with non-Abelian particles that have multiple possible fusion outcomes,
the phase obtained by the CCW exchange of two particles, a and b, will depend on
the fusion channel. When a and b fuse to c, the phase factor obtained by adiabatic
CCW exchange of a and b is denoted by R b (for a pedagogical review see Ref. [92]).
The R matrices are related to the topological spin of the underlying particles[92] by
(Rab)2 = OcOaOb. This identity just encodes the fact that dragging b around a is nearly
the same as rotating the entire a-b composite system CCW by 27F, or equivalently to
fusing to c and rotating CCW by 27r giving: 6c. However, rotating the entire system
also rotates a and b individually, which is not part of the exchange process. The
factor of 0 a2b in the denominator compensates for this unwanted rotation of a and
b. The proper branch of the square-root can be identified by writing 9 a,b,c -- ei-a,b,c,
and choosing an exchange protocol such that the phase is accumulated monotonically
over the course of time T: Rab - lim ei(d-c -0t/ 2 T.C t-+T-
For Abelian particles a and b, there is a unique fusion channel, and the lower-index
on R is redundant. Therefore, it is common to just specify the mutual statistics of
a and b by: 9 a,b = (Ra'b )2, which is the phase factor obtained by adiabatically
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dragging b CCW around a. Consequently, the braiding statistics for all particles
follows straightforwardly from the previously obtained fusion rules and topological
spins tabulated in Tables. 5.1 and 5.2 respectively.
For example, consider the mutual statistics of Tr and Tr. The composite -r, xTr2
Tr has topological spin: 0,, = -er/4, indicating:
Oirv Xi _r12_- ____/
0 = T- 2 eix/4e ir/2 = -i1r/2 (5.4)
5.6 Time-Reversal Properties
We have already identified appropriate charge assignments, which encode the trans-
formation properties of various particles under the U(1)c symmetry. In this section,
we address how TR is implemented in the proposed STO phase. The results of this
section are summarized in Table. 5.1.
The first task for implementing TRS is to specify how topological equivalence
classes of particles are exchanged under TR. This is relatively straightforward since
we have constructed the STO state from the well-understood TR-symmetric super-
conductor phase. The T, descends from an i vortex in the superconductor, whiche
becomes a - vortex under TR; in turn the - vortex becomes rf in the STO
phase. Therefore under TR:
TV <-+ TO (5.5)
Similarly, by going to the superconductor it is clear that f, and 32 b are preserved
under TR. It is also clear that the 3 sector is preserved under TR.
Under TR, counter-clock-wise and clock-wise exchange are interchanged, and
hence topological classes of particles that are related by TR must have conjugate
topological spin. We see that this is true for all of the above TR transformation
rules.
Since rl descend from both t vortices, we cannot determine their TR prop-e
erties directly from the superconductor. However, since T2 and T have conjugate
topological spins, they must be exchanged by T:
2 <- - (5.6)
In addition to the action of T on topological superselection sectors, for sectors
that are not interchanged by T, it is meaningful to ask about their eigenvalues un-
der the unitary operation of double-time-reversal, T 2 . For particles that reside in
TR-invariant superselection sectors, T 2 = -1 has definite physical interpretation as
a TRS-protected Kramers degeneracy. Our STO state arises naturally from the su-
perconductor where b has T 2 = 1 and f has T2 = -1 respectively; hence #32 and f
also have T' = 1 and '2 = -1 in the STO phase. Similarly, f 2 has T2 = 1 since it is
a fraction of b, and since 3 can be condensed to obtain the SC from the STO phase.
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However, for particles, like T,, whose superselection sectors are changed by T,
the T' eigenvalue does not imply a further degeneracy within that particle sector.
Furthermore, for such particles, it turns out that it is not even possible to assign
a local gauge-invariant representation of 72. In the next two sections we further
describe the issue of symmetry localization on gauge non-invariant particles.
5.6.1 Gauge (non)-invariance TR Properties for Fractional-
ized Particles
Fractionalized particles (i.e. particles with non-trivial self- or mutual-statistics) can-
not be individually created from the ground-state. Rather, one can only create groups
of excitations that fuse to I. For example, to isolate a fractionalized particle X, one
can create a particle anti-particle pair, X and X- 1, from the ground-state, and pull
them far apart from one another. The operator that implements this sequence con-
sists of a string of electron operators connecting the final locations, R1 and R2 , of
X and X 1 respectively. This string of operators can be divided into two local op-
erators qJ' (R1 ) and Ix(R2), that create X and X-1 respectively, and a non-local
gauge-string, W1,2 = Hr eiqxaj, where i and j label sites on the lattice where Tx
is defined, IF is directed path of links (ij) connecting sites R1 to R 2 , qx is the in-
ternal gauge-charge of the particle X, and aij is a discrete-valued emergent gauge
field. This division into particles and strings is inherently arbitrary, which is reflected
by the local gauge invariance under the transformations 'x,i e e 2 riniq x, , and
aij -+ aij - (ni - nr) (with ni, E Z).
Due to the non-local gauge structure there is not always a well-defined gauge
invariant way to assign symmetry-transformation properties locally to the particle
creation operators Ti4. Rather, one must generically keep track of the transformation
property of both the particles, and their gauge-strings, W. However, in special cases
it is possible to associate a well-defined action of a symmetry locally on Tt even for
gauge non-invariant objects. For simplicity, in what follows, we will not distinguish
between the label X for a topological class of particles and the corresponding (gauge-
non-invariant) annihilation operator Tx.
Since f x f = I[, the phase of f has a sign ambivalence, indicating that f's have
1-gauge charge (i.e. change sign under e - -1) and are connected pairwise by
(unobservable) unoriented Z2 gauge strings. Similarly /2 x f is a physical electron
c, and so 132 also has a Z2 gauge charge. It then follows from T2 X T_ = /2, that
r2 has internal -gauge charge, and that oriented Z4 gauge strings emanate from 7,
particles. We know that -r have opposite internal gauge charge, since r2 X7 =C
and c is a physical (gauge-invariant) local electron. Therefore, we can choose the
orientation convention that Z4 lines emanate from T2 and terminate on Tr2 particles.
5.6.2 T Properties For Sectors that are Exchanged by T
With this gauge-string picture in mind, we now turn to the task of determining to
what extent '2 is defined on particles whose topological classes are interchanged by T.
To see why it is important to consider the effects of T on the gauge string, consider
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a rf-r pair. Suppose that we represent T locally on the particle operators as:T-1T2 T=er 2 - T =e 2 where a and # are unknown phases. Then one
+T T 
_and + r e,
has: T- 2 2P = e±U--a), and naively it appears that T-2r2r 2 T 2 e -a) 2
However, this cannot be the whole story, since Tr fuse to the physical electron, c,
which is a Kramers doublet with ' -1.
This puzzle is resolved by noting that 2 4 T 2 implies that T reverses the
direction of the gauge string connecting a given -r- 2 pair. Then acting twice with T2
doubly flips the orientation of the connecting gauge-string. A two-fold re-orientation
of the gauge-string can also be accomplished by dragging Tr around T 2 . Due to their
semionic mutual statistics, this observation dictates that the gauge string contributes
an additional factor of -1 to the overall 'P. Therefore, the action of ' cannot
be consistently implemented in a purely local fashion for the gauge-non-invariant
particles T , which interchange under T.
Note that a nearly identical argument can be applied to monopoles in the bulk
of the electron TI to formally establish the intimate connection between the 0 = 7r
electromagnetic response of the TI and the Kramers degeneracy of the electron[8]
(see also Ref. [75]). This is indeed appropriate, since the T particles are the surface-
avatars of these bulk dyons.
The issue of non-locality is even more pronounced for the non-Abelian excitations
r and f,, since a collection of these particles share a degenerate Hilbert space of
non-local fermion modes, and the action of T2 depends on the total fermion parity
of this non-local Hilbert space, which is a global property of the system.
5.7 2D TR Breaking Analog
For bosonic SPT bulk phases, the topological properties of the STO phase can always
be realized by a strictly 2D system that does not preserve the underlying symmetries
of the 3D SPT. In this section, we provide an analogous construction for the electron
TI. Specifically, we show that the STO phase has the same topological order as
the Moore-Read QH phase[32] supplemented by an extra neutral semion. We begin
by reviewing the Moore-Read and related 2D phases in the language of the parton
construction c, = bf, used above.
5.7.1 p + ip Superconductor and Kitaev Spin-Liquid
We begin with the p + ip superconductor, and its topologically ordered analog, which
are in some sense the simplest "roots" of the non-Abelian Ising topological order for
the STO phase. A TR-breaking superconductor with p+ip pairing symmetry, and the
TR-broken B-phase of Kitaev's Honeycomb Model (henceforth denoted Kitaev Spin-
Liquid, or KSL) are closely related states with non-Abelian Ising anyon excitations.
The latter is obtained from the former by condensing 1 --vortices. In the language of
the parton construction, this is equivalent to placing b in a Mott insulator, and f into
a p + ip superconductor. The resulting phase contains topological particle classes: 11
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(vacuum), b, f, and a non-Abelian vison, a that descends from the +ir-vortices of the
p + ip superconductor.
In the resulting KSL phase, b has charge e, and all other particles are neutral. The
edge of this phase contains a single chiral Majorana fermion that contributes CH = 0
and KH = 1. The fusion rules are:
b x f = c (5.7)
b x b = c2 ~ ff
fxf=zl
f X f =Ea
a x b=o
o x= 1 + f
and the topological spins are:
Ob = 1 (5.8)
= -1
O, = e ii/8
5.7.2 Moore-Read Quantum Hall State
The Moore-Read state[32] can be obtained from the KSL phase by placing b in a v =
1/2 bosonic-Laughlin quantum Hall phase rather instead of a Bose-Mott insulator.
This phase is characterized by the idealized wave-function:
q' MR '" il(Z, - Zj) 2Pf ( 1 (5.9)
i<j
where z3 = x3 + iyj is the complexified coordinate of the jth electron. The factors
of (z, - zj) 2 stem from the b sector, and the Pf denotes the Pfaffian of the anti-
symmetric matrix with entries 1l, which describes the BCS wave-function with
p + ip-pairing[27].
In this phase, the vison, o of the f-sector is bound to a ir-flux of the Bosonic
QH fluid which we denote v (similarly, denote a -7 flux of the Bosonic QH fluid
by '). A 7r-flux in a UH = j system has charge i and hence v has topological spin
eflr/8. Denoting the non-Abelian vison/charge-j vortex composite as o, we have:
-= Since t is a -w-vortex bound to charge -i it also contributes an extra
e i/ 8 to the vison topological spin, indicating that the composite, o x V = o, has
Oor = o,, = ei"4
5.7.3 2D TR-Breaking Analog
The MR state looks somewhat similar to the STO phase constructed above: there
Ising non-Abelions attached to charged Abelian vortices. However, unlike in the TI
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STO phase, a, x -= 1 + f is charge-neutral. More generally, since oa and af, have
opposite charge, and the same topological spin, it is hard to see how TR-invariance
could be implemented in the MR phase, even at the surface of the STO.
We can cure this problem by introducing an extra counter-propagating anti-semion
particle, s, with topological spin 0, - e-"T/2 to the boson sector (in the parton
language this corresponds to further fractionalizing b -± bib2, with b, carrying charge
e in a bosonic v = 1/2 QH phase, and b2 a charge-neutral in a v = -1/2 bosonic QH
phase). Making the following identifications:
,0-1 X 2 S
-- = sV
7-= o--1 x S (5.10)
we see that this 2D TR-breaking phase has the same topological order and charge
assignments as the STO phase described above. For brevity we denote the 2D TR-
breaking phase: MRx AS.
5.8 Connection Between STO and Familiar Non-
Fractionalized Surface Phases
In the previous section, we have constructed an STO phase by quantum disordering
the TRS surface superconductor state. The fact that a TI can realize this topo-
logical order with both U(1)c and TR symmetries intact actually serves as a non-
perturbative definition of the U(1)c x Z' fermion topological insulator. To see this, we
need to show that we can obtain all of the usual symmetry broken non-topologically
ordered surface phases of the familiar fermion TI through a sequence of surface-phase
transitions that do not affect the TI bulk.
5.8.1 STO to TR-Symmetric Non-Abelian Surface SC
Since we have constructed the STO phase from the TR-invariant surface SC, it is
straightforward to recover the familiar surface SC. We have already argued that the
superconducting surface can be obtained from the STO phase by condensing /. Here
we provide some further details.
Since /2 = b = fpse"Ob we may write / = (pb) 1/ 4 e'00. Then 2r vortices of
#0 are 47 vortices of #b, which are condensed in the STO phase. In other words,
the STO phase can be viewed as a Mott insulator of /. Then, to recover the TRS
surface superconductor from the STO phase, one can simply condense /. Since / has
non-trivial mutual statistics with all other particles besides f, the particles -r, r,, -2
etc... will all be confined in the (0) $ 0 phase. However, these confined objects do
not completely dissapear from the theory, rather they are bound to vortices of 05,
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(which are now-gapped) to form composites that have trivial mutual statistics with
the 3-condensate.
Since, 3 has the same mutual statistics with r, as with a wr/2-vortex of #, they are
bound-together in the superconductor. Since / is charged a +7r/2-vortex of #p has
physical circulating charge current. and the Tr object becomes the superconducting
hcvortex (or, more generally, a (4n+l)hc vortex with n - Z). Similarly, r becomes a2e votx2e
(4n-1)hc vortex, and r2 become a -c vortices (with n odd)
5.8.2 STO to 1/2-integer quantum Hall
Next, we connect the STO to the U(1)c preserving but TR-breaking -integer surface
quantum Hall insulator (SQHI). In the previous section, we showed that the topo-
logical order and charge assignments of the STO can be realized in strict 2D at the
expense of breaking TRS. The analogous TR breaking phase was equivalent to the
Moore-Read QH phase with an extra neutral semion, denoted MRxAS. Importantly,
the MRx AS has 0 H = KH =. There is a closely related phase, which we denote
MR x AS, obtained from MRxAS by switching all of the particles of MRxAS with
1their anti-particles, which has UH = rH --
Starting with the STO phase of the TI, let us "deposit" a layer of MR x AS on the
TI surface (or alternatively, imagine adjusting the interactions and other parameters
of a layer of the bulk near the surface to drive that layer into the MR x S phase).
Then, suppose we allow the f particle of the MR x AS to hybridize with (i.e. tunnel
into) the f particle of the STO phase. This confines each non-Abelian rv, of the STO
is bound to a similar non-Abelian r;1 of the deposited layer, thereby neutralizing
the non-Abelian statistics of the composite object. The resulting composites are all
Abelian and have trivial self-statistics, and hence can be straightforwardly condensed
(since TR symmetry is already broken). In particular, if we condense the particles
containing a T, of the STO layer and a r;1 of the deposited layer, all other particles
are trivially confined, and no excitations with fractional statistics remain.
We have thereby eliminated the surface-topological order, at the expense of break-
ing TR-symmetry on the surface. What is the quantum Hall response of this non-
fractionalized insulating state?
To answer this question we note that we could have equally well followed a time-
reversed version of the above procedure, by depositing a different surface layer related
to MR x AS by TR, which we denote MR* x AS* and has UH = H = -. Consider
a spherical TI, depicted in Fig. 5-2, and imagine depositing a layer of MR x AS
on the bottom hemisphere of the TI surface and a layer of MR* x AS* on the top
hemisphere. The edges of the deposited 2D layers meet at the equator, and each
contributes a chiral Majorana fermion, a co-propagating charged boson mode and a
counter-propagating neutral boson mode. The chiral Majorana fermions from the top
and bottom hemisphere propagate in the same direction, and when coupled, combine
into a complex (neutral) chiral fermion. The combined edge has overall chirality with
a single chiral charged mode, and hence has UH =H = 1. This YH and riH is not
effected by condensing -F composites in order to remove the topological order.
99
)4
Figure 5-2: The non-fractionalized TR-breaking quantum Hall insulator (QHI) with
coating the TI surface with a 2D TR-breaking topologically ordered state with rH =
cH =±j (depicted in orange and purple respectively), as explained in the text. The
half-integer quantum Hall conductance can be seen by considering a domain between
these two coatings as shown in the above figure for a spherical TI,
This line of reasoning shows that, even after destroying the surface-topological
order, the interface at the equator possesses a single ID chiral charge fermion. The
non-fractionalized phases that we have produced on the top and bottom hemisphere
therefore differ by an electron v = 1 quantum Hall layer. Since these two phases
are related by TR-symmetry, we must democratically assign them JH 1KH
respectively. We have therefore succeeded in recovering the familiar non-fractionalized
surface QH insulating phases from the STO phase.
5.8.3 STO to Gapless Dirac Fermion Surface
In the previous section, we showed how to obtain the surface QH insulator from the
STO phase by breaking TR. The resulting phase can have either UH = H ± -
From here, it is straightforward to produce the symmetry preserving gapless Dirac
cone phase by proliferating domain walls between the UH = 1 surface phases. Such
domain walls carry a single chiral (complex) fermion, and it is well known (for example
from network models[84]) that their proliferation results in a single gapless Dirac cone.
5.8.4 Z2 Nature of Surface Order
It is well known that two copies of the ordinary electron topological insulator can be
smoothly deformed into the trivial insulator without a bulk phase transition. There-
fore, as a final consistency check for the proposed STO, we demonstrate that two cou-
pled STO phases can be deformed to a trivial insulator by surface phase-transitions
that leave the bulk gap untouched.
Consider starting with two layers of the STO phase, labeled 1 and 2 respectively,
coupled such that electrons can tunnel between them: (ctc 2 ), (c ci) # 0. It is straight-
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forward to check that the following set of composite particles are charge-neutral self-
bosons with trivial mutual-statistics, which can be simultaneously condensed without
breaking either U(l)c or TRS:
{012, 717v2f0', Trirh2/t, and h.c.'s} (5.11)
with h.c.'s indicating that all operators related by Hermitian conjugation to those
listed are also condensed. In order to preserve TRS, we must condense TR conjugate
particles with equal amplitude: (-rTvv 2 Bt) = (70Ti23t) -$ 0.
It is also straightforward to verify that after condensing these objects, all non-
trivial particles in the theory are either confined or condensed, and there are no
fractionalized excitations. In particular, f and 02 both have mutual (-1) statistics
with the condensed TVTV2/3t particles, and are confined together to form the physical
electron: c = L2 f. The resulting phase has only gapped, physical electron excitations,
c, and hence is a trivial band-insulator. Therefore, we have verified that the bulk phase
described by our proposed STO indeed has a Z2 group structure (i.e. that combining
two copies of our phase produces a trivial phase) as required for the electron TI.
This set of particles in Eq. 5.11 has a natural physical interpretation: starting
with two coupled layers of the TRS surface-SC phase, we know that we can obtain
a trivial bulk insulator by condensing the (now Abelian) vortices, which now
occur in the same location in both layers due to the interlayer tunneling. The set
of particles condensed here to trivialize the double-layer STO phase are simply the
descendants of these vortices.
5.9 Discussion
We have shown that, in addition to the familiar gapless Dirac surface state, and
gapped symmetry-broken states, the electronic topological insulator (TI) can support
a gapped and fully symmetric phase with surface topological order (STO). This STO
phase provides a complete, non-perturbative definition of the electron TI. Like STO
phases of analogous bosonic TIs, the electron TI STO phase has the same topological-
order as a 2D phase, but with symmetry implemented in a way that is not allowed in
strict 2D.
For boson TIs, the lens of STO provides a useful perspective into 3+1D strongly
correlated boson TIs as well as 2+1D gauge theories[85]. The hope is then that under-
standing of the electron TI STO will enable similar progress for strongly-correlated
electronic phases. An essential component for boson TIs was a systematic under-
standing of symmetry implementation for strictly-2D Abelian bosonic systems[93, 94].
One potentially complicating factor in adapting this approach to fermions is that the
electron TI STO is inherently non-Abelian. Consequently an important outstanding
task for making progress along these lines is to develop a systematic understanding
of symmetry implementation in 2D non-Abelian theories. These theories are not
amenable to the simple K-matrix methods that have so successfully utilized for boson
systems[93, 94]. However, methods of similar spirit based on using the bulk-boundary
101
correspondence to reduce the problem to symmetry implementation in 1+1D confor-
mal field theories of the edge may still prove fruitful. Such a pursuit would go far
beyond the scope of the present paper and is left as a challenge for future work.
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Chapter 6
Interacting Electron Topological
Insulators
In the previous Chapter, we constructed a symmetric gapped surface phase for the
ordinary electron TBI, providing the last missing piece of the puzzle to completely fit
the electron TBI into the framework of symmetry-protected topological phases. This
excercise serves as a warm-up for tackling the more general conceptual question of
whether interactions can play an important role in electron TIs.
In this chapter, we seek to answer the following questions: Can interaction dom-
inated phases be in a topological insulating state? Are there new kinds of topo-
logical insulators that might exist in interacting electron systems that have no non-
interacting counterpart? How do we think generally about a topological insulator
without the crutch of a free fermion model?
For systems of interacting bosons (or the closely related quantum magnets) there
has been dramatic progress in answering such questions. A classic example is the
Haldane spin-1 chain. This has a bulk gap and no fractionalization but nevertheless
has non-trivial end states that are protected by symmetry. A classification of all such
phases in d = 1 exists[97]. In higher-d substantial progress toward classification in
diverse dimensions[79] has been reported. The physical properties of various such
bosonic SPT phases in both two[98, 99, 100, 101] and in three dimensions[84, 102,
85, 86, 75, 103] have also been described in some detail.
The identification of bosonic SPTs arising from strong-correlations clearly suggests
that there will also be strongly-correlated fermion TIs with no band-structure analog.
Afterall, strong-correlations can easily produce a system where the low-energy exci-
tations are all bosonic. For example, strong attraction could bind all electrons into
bosonic Cooper pairs. Alternatively, strong repulsion can produce a Mott insulator
where charge is frozen and only Bosonic spin-degrees of freedom remain. In both
cases, the resulting boson excitations can in principle be driven into bosonic SPT
phase.
We will consider both possibilities in turn. An important point is that two SPT
phases are distinct if and only if their surface states cannot be connected by depositing
a strictly 2D system. Otherwise we must regard the two as the same bulk phase with
different surface terminations. Once we add electrons into the mix, there are many
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more allowed 2D electronic systems than exist with bosons alone. Consequently, not
all SPT phases of purely bosonic systems will remain distinct in the presence of local
fermionic electrons.
6.1 Boson SPTs from Fermion Systems
Before addressing the problem of effectively bosonic SPTs arising from strongly-
correlated electron systems, we take a brief diversion to review some salient features
of SPTs in intrinsically boson systems.
6.1.1 3D Bosonic SPTs
Consider a 3D, time-reversal symmetric system of bosons having unit-charge under
a global U(1) charge-conservation symmetry. To obtain an insulating bulk, we can
always imagine starting from a bulk superfluid, and condensing the 27 vortex lines
in the phase of the boson operator b ~ eO. Starting from an ordinary superfluid, and
condensing ordinary vortices, we would obtain a trivial Bose-Mott insulator.
However, we can consider decorating the vortex lines, such that the end of a
vortex line has non-trivial structure such that it cannot condensed without breaking
symmetry. Then, the we are still free to proliferate closed vortex loops in the 3D bulk
to produce a bulk insulator. However producing a trivial insulator at the boundary
is not allowed, as this would require proliferating open vortex lines that terminate on
the surface, which by assumption will break symmetry. The three possibilities that
do not lead to bulk topological order are:
1. The end of a vortex line is fractionally charged - in which case its condensation
will leave U(1) broken on the surface. 1
2. The vortex line ends in a Kramer's doublet (like a half-integer spin) which
cannot be condensed without breaking TR symmetry.
3. The vortex line ends in a fermion, which cannot be condensed even in the
absence of U(1) charge-conservation. 2
In all three cases, the doubled vortex is trivial, and can be condensed without
breaking symmetry. The resulting surface phase has intrinsic topological order, like
that discussed for the electron TBI in the previous chapter. In contrast, for the
bosonic systems, the topological order has a much simpler Abelian structure. In this
case, one that is identical to 2D Z2 gauge theory. The particle content of the surface
STO is comprised of three particles e, m, and E any pair of which are mutual semions.
From the above-described double-vortex condensation it is natural to interpret the
particles as follows:
'Note that the vortex can only have half-integer charge, otherwise bulk loops will have fractional
Berry-phase contributions for linking corresponding to bulk topological order.
2Note that we cannot make the end of a vortex line anyonic, without producing bulk topological
order, so these possibilities are exhaustive.
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1. m: a vison particle descending from the ±r-vortices of the surface superfluid
2. e: the fractional part of the boson field b that is dual to the condensed double-
vortex field. By construction, e has mutual 7r statistics with m.
3. F: a fermionic bound-state of e and m
However, one should not strictly insist on this interpretation as one can freely relabel
the particles as is convenient.
With the Z2 STO in hand, we can now systematically classify 3D SPT phases
whose STO cannot be trivially confined by condensing one of the e, m, or E particles,
without breaking symmetry. As described previously, we can prevent particles from
condensing in a symmetry-preserving fashion by making the 1/2-integer charged (de-
noted C), Kramers doublets under time-reversal (denoted T), or fermions (denoted
f), or combinations thereof. For example, e and m could be Kramers-singlet bosons
with half-integer charge (denoted eCmC); then E is a fermion, and none of the three
particles can be condensed in a symmetric fashion. Another possibility is that e and
m are both Kramers-doublet bosons with integer charge (denoted eTmT). A third
possibility is that e, m, and f are all fermions (denoted efmf).
Various combinations of these states are also possible. These are all generated by
the three root states: eCmC, eTmT, and efmf described above. The total number
of surface-inequivalent states depends on whether the symmetry group is U(1) K Z'
or U(1) x ZT . For a more complete discussion the reader is referred to [85]. Having
discussed the general structure of boson SPTs, let us turn to the question of how they
can arise in electronic systems.
6.1.2 Topological Cooper Pair Insulators (U(1) X ZT)
Consider adding strong attractive interactions to an electron system, such electrons
are bound into integer-spin Cooper pairs. There is now a gap for unpaired electrons,
and for the purposes of understanding topological properties of the phase, we may
take this gap to be arbitrarily large so that we can essentially forget about unpaired
electrons. The Cooper pairs can be regarded as charge-2 bosons, which can now be
effectively thought of as the 'fundamental' particles of the system.
Denoting the Cooper pair field by b - ez4 , we have T 1 bT = b under TR, indicat-
ing that # -T -0. 3 In this case, T does not quite commute with U(1) charge-rotations
due to T's anti-unitary nature, and the symmetry operations do not quite have a pure
direct product structure, indicated by: U(1) X Z.
6.1.3 Topological Spin Paramagnets (Z2 or U(1) x ZT)
An alternative to the last section is to consider making a bosonic system from strong
repulsive interactions such that the electrons are bound to holes leaving only spin-
degrees of freedom. Here the 'fundamental' bosonic degrees of freedom are charge-O
bosons.
3These representations are schematic as b will generically have multiple components.
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In general, we may have a situation where no component of spin is conserved.
In this case, there is only Z' symmetry, and there is no notion of the eCmC phase
which relies on sharply defined fractional charge.
Alternatively, the system may have a residual conserved component of spin (e.g.
along a particular axis). Since the direction of spins is odd under T, denoting the
the spin-lowering operator (for a chosen quantization axis) by S- ~ e'1 we have
T- 1S-7 -1bT = S+ e-i(+const).4 In this case, T commutes with charge-
rotations and the symmetry operations have a direct product structure: U(1) x
6.1.4 Modification By Microscopic Electrons
With these basic notions under our belt, let us examine whether these root states
remain distinct in the presence of microscopic electrons.
For example, consider a Cooper pair insulator. Recall that the smallest unit of
bosonic charge is twice the charge of an electron, so a 1/2-charge Cooper pair has
odd-integer electron charge. This charge can be removed by binding an electron to
e and m. Since the electron is local with respect to the fractional particles of the
STO, this simply changes the self-statistics of e and m to be fermionic. Moreover,
since the microscopic electron is a Kramers doublet, so now too are e and m. From
this, we see that eCmC is equivalent to efTmfT. Morover, efTmfT can be produced
by combining efmf and eTmT by allowing the E particles of both theories to tunnel
between theories (this confines e of ej mf to e of eTmT due to the mutual semionic
statistics, and similarly for the m particles).
Therefore, in the presence of microscopic electrons there are only two of the orig-
inal three root states eCmC, eTmT, and efmf are distinct. The same conclusion
can be reached starting from a spin-SPT. For an electron system with only charge-
conservation and time-reversal symmetry, we should exclude an additional U(1)-axial-
spin rotation symmetry. With ZT alone, there are only 2 root states: eCmC and
efmf. These remain distinct in the presence of microscopic electrons.
Since all such "bosonized" electron SPTs can be generated from any two repre-
sentative root states. For subsequent discussions, it will be convenient to choose the
"neutralized" root states: eTmT and efrmf. This choice also allows us to remain ag-
nostic about whether we imagine forming bosons from spin- or Cooper- pair degrees
of freedom (this choice evidently does not effect the resulting classification).
6.2 Classification of Interacting Electronic Topo-
logical Insulators
With this understanding of effectively bosonic SPT phases arising from strongly in-
teracting electron systems, we are now ready to address the more general question of
4 For the U(1) X ZT, the constant offset could be removed by accompanying T with aa global
shift of 0. For the U(1) x Z case, even if this constant is shifted away in T it reappears in T 2 , and
cannot be entirely removed.
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Table 6.1: Classification of interacting topological insulators. For both Kramers and
non-Kramers fermions, SPT states made out of charge neutral bosons (e.g., spins)
made out of the fermions are included, which gives a Z2 structure. The Kramers
fermion has an additional non-trivial root phase coming from the free fermion topo-
logical insulator.
classifying all possible electron TIs. We focus on time reversal symmetric insulating
phases of electrons with a conserved global charge (corresponding to a global U(1)
symmetry). These are the symmetries that protect the familiar electronic topological
insulator. Non-interacting insulators with this symmetry in 3D have a well known
Z2 classification so that there is only one non-trivial state[82].
The two spin-SPT root states described above, and their possible combinations
with the 0 = ir TBI, give a total of 6 new topological insulating states with no band-
structure analogs (see Table 6.1). While such spin-SPT phases can clearly exist, one
might have also imagined that there could be new intrinsically fermionic TI phases
arising from strong interactions. However, we give very general arguments that there
are no other time reversal symmetric topological insulators of electrons in 3D. In
particular, the only intrinsically fermionic root state is the original and familiar one.
In total, there are a 8 electron phases. These phases have a natural algebraic group
structure, where the group operation two phases can be combined by superimposing
them and allowing electrons to tunnel between them. Under this operation, the
electron topological insulators have a Z3 group structure, generated by 3 'root' states
and taking combinations. These 3 root states are just the ordinary topological band-
insulator, and the two root spin-SPT phases described above.
The symmetry class discussed above is for physical electrons which are half-integer
spin objects, that transform non-trivially under the two-fold action of time-reversal
(T 2 = -1 when acting on the electron operator, implying a Kramers doublet struc-
ture, even in the absence of spin-conservation). In the free-fermion limit, the Kramers
structure is well understood to play a crucial role in allowing the topological band
structure. In the interacting problem we first clarify the fundamental connection
between the topological magnetoelectric effect and Kramers structure. To better
understand the role of Kramers-structure it is interesting to consider topological in-
sulators of artificial integer-spin fermions with T 2 = 1 (corresponding to integer spin).
For such artificial particles, the classification reduces to Z, reflecting the loss of an
intrisically fermionic topological band insulator. These results are summarized in
Table. 6.1, with the three non-trivial root states briefly described in Table. ??.
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Physical Fermion-Type Classification
'-Integer Spin Z 2 x Z2
(Kramers) (free-fermion) x (neutral boson) 2
Integer Spin Z2 = 2
(Non-Kramers) 2 = 2 (chargeless boson only)
.a T-breaking
Topological Insulator Rerestate transport
surface statesintr signature
Free fermion TI Single Dirac cone -rY = 7 = ±1/2
Z2 spin liquid withTopological paramagnet I Kramers doublet None
spinon(e) and vison(m)
Topological paramagnet II Z2 spin liquid withFermionic spinon(e) and = 4(efmf) vison(m) Ko
Table 6.2: Brief descriptions of the three fundamental non-trivial topological in-
sulators, with their representative symmetry-preserving surface states, and surface
transport signatures when time-reversal is broken on the surface. o,,y is the surface
electrical Hall conductivity in units of -. Kx' is the surface thermal Hall conductiv-h XJ
ity and to = BT (T is the temperature). A more detailed description of the less3h
familiar topological paramagnets can be found in the main text.
6.2.1 Generalities
For any fully gapped insulator in 3D, the effective Lagrangian for an external elec-
tromagnetic field obtained by integrating out all the matter fields will take the form
Leff = fMax + LO (6.1)
The first term is the usual Maxwell term and the second is the 'theta' term:
9
Lo = E -B (6.2)
47 2
where E and B are the external electric and magnetic fields respectively.
Under time reversal, 9 -+ -9 and in a fermionic system the physics is periodic
under 9 -+ 9 + 27. Time reversal symmetric insulators thus have 9 = nw with n
an integer. Trivial time-reversal symmetric insulators have 9 = 0 while free fermion
topological insulators have 9 = 7[106]. Suppose that for interacting electrons there is
a new topological insulator that also has 9 = . Then by combining it with the usual
one we can produce a TI with 9 = 0. Thus without loss of generality we can restrict
attention to the possibility of new TIs which have 9 = 0.
Let us consider the symmetry properties of monopole sources of the external
magnetic field. At a non-zero 9, this elementary monopole carries electric charge 0
so that it is chargeless when 9 = 0. Under time reversal the monopole becomes an
anti-monopole as the magnetic field is odd. Formally if we gauge the global U(1)
symmetry to introduce a dynamical monopole field m it must transform under time
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reversal as
T-'mT = e'omt (6.3)
T-'mtT = e-'am (6.4)
However as explained in Ref. [85] by combining with a gauge transformation we can
set the phase a = 0. In particular the monopoles must be regarded as Kramers
singlet. Physically this is because the time reversed partner of a monopole lives in a
different topological sector with opposite magnetic charge and hence is not simply a
Kramers partner.
Thus the symmetry properties of the bulk monopole are fixed. There are still
in principle two distinct choices corresponding to the statistics of the monopole: it
may be either bosonic or fermionic. We will consider them in turn below. Bosonic
monopoles will be shown to allow for the topological paramagnets mentioned above
and nothing else. Fermionic monopoles will be shown to not occur in strictly three
dimensional systems built out of charge-1 electrons.
6.2.2 Topological insulators at 0 = 0 - bosonic monopoles
Consider the surface of any insulator with 6 = 0 and a bosonic monopole. We need to
incorporate the consequences of this in an effective field theory of the surface. To that
end it is extremely convenient to formulate the effective theory in terms of degrees of
freedom natural when the surface is superconducting, i. e, it spontaneously breaks the
global U(1) but not time reversal symmetry. The suitable degrees of freedom then
are i vortices and (neutralized) Bogoliubov quasiparticles[89] (spinons) which have2e
mutual semion interactions. In general we can also allow for co-existing topological
order, i.e. other fractionalized quasi-particles, in the surface superconductor5 . This
gives a dual description of 2D electronic systems that is particularly convenient to
studying not just the superconducting phase but also some topologically ordered
insulating phases.
Now imagine tunneling a monopole from the vacuum to the system bulk. Since
the monopole is trivial (chargeless and bosonic) in both regions, the tunneling event
- which leaves a 27r-vortex (or i vortex in the usual units) on the surface - alsoe
carries no non-trivial quantum number. Hence the surface dual effective field theory
has a -- vortex that carries no non-trivial quantum number (chargeless and bosonic).
We can therefore proliferate (condense) the h-vortex on the surface which disorders
the superconductor and restore the U(1) symmetry. Since we can always choose a
gauge to make T = 1 for vortices (or the corresponding bulk monopoles), the vortex
condensate also preserves time-reversal symmetry. Hence we are left with an insulator
with the full symmetry U(1) < T unbroken. However as is well known from dual vortex
descriptions[88, 89] of spin-charge separation in 2D, the resulting state has intrinsic
topological order.
'Such a phase with coexistence of topological order and superconductivity was denoted SC* in
Ref. [89].
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Recent work on bosonic[84, 85, 86, 75] and fermionic[87, 7, 75, 76, 77] SPTs has
emphasized the possibility of such intrinsic topological order at the surface of SPT
states. The surface topological order of the SPT phases realizes symmetry in a manner
not allowed in strictly 2D systems, and provides a particularly useful perspective. We
will now study the surface topological order of the 9 = 0 fermion insulator with a
boson monopole source as a route to access new fermion TIs.
Specifically, we prove that any electronic topological insulators with 9 = 0, and a
bosonic monopole, can be reduced to a bosonic topological paramagnet. It is conve-
nient to start with a symmetry preserving surface termination that has intrinsic topo-
logical order. Such a surface state is characterized by a set of anyons {1, c, X, X, YI}
where I is a discrete label, and their corresponding braiding and fusion rules. Each
anyon will be characterized by a sharply quantized charge q under the global U(1)
symmetry. Let us denote this topological information and symmetry assignments as
the initial surface anyon theory: Tinitial.
A useful theoretical device is to consider creating a monopole source of an external
(non-dynamical) magnetic field, and dragging that monopole through the topologi-
cally ordered surface at position R. Such a monopole insertion event changes the
external magnetic flux, <DB, piercing the surface by i (in units where h = c = e = 1).
When the monopole sits close to the under-side of the surface, this extra flux, 6 <B,
is concentrated in the vicinity of R. Suppose we take a surface excitation, Y, with
fractional charge qy, and drag it around a sufficiently large loop that encloses (nearly
all) the additional magnetic-flux from the monopole insertion. This process accumu-
lates Berry phase e2wiqy # 1 because of Y's fractional charge. However, the total
monopole insertion event is a local physical process, and since there are no gapless
excitations in the system it cannot have non-trivial action on distant events (clearly if
Y is arbitrarily far from the R, it should not be able to discern whether the monopole
is infinitesimally above or infinitesimally below the surface). Therefore, if Tinitial con-
tains quasi-particles Y with fractional charge, qr, the monopole insertion event must
also create a quasi-particle of type X in the surface theory which has mutual statis-
tics Gx'y1 = - 27riq. This mutual statistics then exactly compensates the non-trivial
Berry phase from encircling the additional flux from the monopole insertion, and en-
sures that the overall monopole insertion event does not have unphysical non-local
consequences. Furthermore, since the bulk monopole is chargeless and bosonic, X, is
a neutral boson.
We can similarly consider the time-reversed version of this process by inserting
an anti-monopole from the vacuum into the bulk. Let us denote by X the particle
nucleated at the surface. Clearly X and X are exchanged by T, indicating that, like
X, X is a charge-neutral boson. The mutual statistics of an anyon Y with X is then
e2 iq. Further as the monopole and antimonopole can annihilate each other to give
back the ground state X must be the antiparticle of X.
These mutual statistics indicate that driving a phase transition in which X, X
condense will confine all fractionally charged particles. However, in general it is not
guaranteed that the condensation of X, X preserves T. To avoid this issue, we take a
detour through an intermediate superconducting phase in which descendants of X, X
can be safely condensed while preserving T. This results in a topologically ordered
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state, Tfinal, which has the desired structure of a neutral boson theory.
Our strategy is to first enter a superconducting phase obtained by condensing the
physical Cooper pair, b -- ctc , from Tiitial and then to exit it through a different phase
transition to reach the final topological order Tfinal. In the theory, Tinitial, the Cooper
pair is local with respect to all nontrivial anyons. Thus its condensation preserves
the topological order Tinitial. The resulting topologically ordered superconductor is
conventionally denoted SC* (see Ref. [89]) to distinguish it from the ordinary non-
fractionalized BCS superconductor, SC.
Let us denote the Cooper pair field by b = /fe. A long-wavelength effective
Lagrangian density for the theory can be written:
C[b, XX,- ] = Pb (alt)2 + tTiniti.1 [X, , Y, ... ]2
+ Lmixed[b, YI, ... (6.5)
where Tinitia 1[X,  Y .... ] is the Lagrangian density encoding the topological content
of the topologically ordered phase, and £mixed= ZA{N} I I)i/2  N 1 encodes all
charge-conserving interaction terms between b and gauge-invariant combinations of
operators in the topologically ordered theory. When b condenses to obtain a super-
conducting phase, apart from the original topological quasiparticles, there will also be
quantized vortex excitations where the phase # of b winds by 2n7r with n an integer.
Following the terminology of Ref. [89] we will call these vortons (to distinguish from
the vortices of conventional superconductors without topological order).
We wish to disorder the superconducting order by condensing a suitable vortex to
obtain the desired insulating surface theory Tfinai. This may be done in a dual effective
field theory in terms of the vorton degrees of freedom. To formulate such a dual
field-theory, it is very convenient to introduce "neutralized" fields: Y = /
obtained by binding a fraction of the Cooper pair to Y. In terms of these neutralized
variables:
Pb 2Pb (8= 2 )2 + L[X, X, f'] (6.6)
The advantage of this choice of variables is now manifest, as the Cooper-pair phase
0 is no longer directly coupled to the neutralized fields Y. The Y however now
acquire a phase e"' on encircling an elementary vorton. Following the standard
duality transformation, we can re-write the boson current ji" = pb&oqS as the flux of a
gauge-field a,: j' = ( 9a,\. In the dual theory, the vorton field, denoted by v, is a
bosonic field that couples minimally to this gauge field, and in addition has statistical
interactions with the Y particles:
£dual I p (E=hV8 a Va) 2 + (0,, - ia,, - ia,) v12
~A
+ V(|v| 2 ) + L[X, XY 1] + a, Kjjaa47r
+ f ay jy, (6.7)
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where the gauge fields, a1 , integer vectors (I), and multi-component Chern-Simons
term with K-matrix Kj capture the mutual statistics between the vortons and the
fields Y. Here, j" is the current of the Y particles, and V(IvI2 )) is a potential for
the vorton field.
Now consider the particles v 2 X, (Vt) 2 X. These carry vorticity +2 and are inter-
changed under time reversal. These are the relics of a monopole tunneling event in
this superconducting state discussed in the main text. Due to the coupling of v to
the dual gauge field, a,, we may always choose a gauge such that time reversal is
implemented as:
T-1v 2XT = (vt) 2 X (6.8)
T-1 (vt)2 X T = v2 X (6.9)
We may now condense v2X, (vt) 2 X and preserve time reversal symmetry. The con-
densation also destroys the superconducting order and produces the desired new topo-
logical order Tfinal. Note that the neutralized particles Y have no non-trivial mutual
statistics with v2 X as the phase around the v2 exactly cancels the phase around X.
Hence they survive in Tfinal as quasiparticles. The vortex condensate however quan-
tizes electric charge to be an integer. In particular the charge q bosons obtained by
fractionalizing the Cooper pair bq= e are confined unless q is an integer. In effect
the original electrically charged Y particles are confined to the fractional bosons to
produce the neutral Y particles. The vortons v also survive as particles in final but
they are electrically neutral.
The detour through the superconductor essentially implements a 'charge-anyon'
separation of the original topological theory Tinitial. This is completely analogous to
the conceptual utility of superconducting degrees of freedom in implementing 'spin-
charge' separation in 2d insulators[89, 88]. Though we will not elaborate this here
an alternately route from TiitiaI to Tfinal is through a parton construction where we
fractionalize the charged anyons into a charged boson and a neutral anyon.
This proves that Tfinal only has integer charged quasi-particles. Without loss of
generality, we may relabel the quasi-particle content of Tfinal by binding an appro-
priate number of electrons to each quasi-particle to remove the remaining integer
charge. The resulting theory has quasi-particle content {1, v, Y1} x {1, c}, that can
be decomposed into the direct product of a neutral boson sector {1, v, Y} trivially
accompanied by a gapped electron. This completes the desired proof that the 9 = 0
classification reduces to the classification of neutral bosonic phases.
Thus, from the previous section we see that for 9 = 0 and a bulk bosonic monopole
source we have two root phases which can both be understood as Mott insulators in
topological paramagnet phases. Adding to this the usual 9 = r TI captured by band
theory we have 3 root states corresponding to a Z3 classification. To establish that
there are no other states we need to still consider the other possibility left open for
the bulk response: a fermionic monopole.
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6.2.3 On the (im)-possibility of fermionic monopoles
The possibility that the monopole may be fermionic in a system which also has
fermionic charges is interesting and naively consistent with time-reversal symmetry.
However we now show that such a state cannot occur in a strictly 3D system built
out of charge-1 fermions. Crucial to our argument is the requirement of 'edgability'
defined in Ref. [85]. Any theory that can occur in strictly d-dimensions (as opposed
to the surface of an SPT in (d + 1) dimensions) must admit a physical edge to
the vacuum. We will show that time reversal symmetric electronic systems with a
fermionic monopole are not edgable.
First we construct a bulk state with the desired properties. Consider a Bose-
Fermi mixture, with both the boson b and the electron c carrying charge-1. Now
put the electron into a trivial band insulator, and the boson into a boson SPT state
(labelled by its surface topological order eCmC). Then the charge-neutral external
monopole source becomes a fermion[85, 75]. We initially consider such a system in
a geometry with no boundaries. We then tune the boson charge gap to infinity, so
that the charged bosons disappear from the spectrum, and we are left with a purely
electronic theory. But since the fermionic monopole does not carry any boson charge,
it survives as the only charge-neutral monopole. Now the bulk theory is exactly what
we were looking for, but we need to examine its boundary and see if it is consistent
with a time-reversal invariant electronic system.
As the electrons are in a trivial insulator they do not contribute anything special on
the boundary, so we only have to worry about surface states of the eCmC boson SPT.
We first consider a symmetric surface state with topological order. It is known [84] that
one of the possible surface states of the eCmC boson SPT is described by a Z2 gauge
theory with both e and m carrying charge-1/2 and the e fermion being charge-neutral.
By setting the boson charge-gap to infinity, the e and m particles disapppear from
the spectrum, but the neutral E fermion survives as a gauge-invariant local object,
which is not allowed in a system purely made of charged fermions. Another way to
see the inconsistency of the surface is to look at the surface state without topological
order in which time-reversal symmetry is broken. The boson topological insulator
leads to a surface electrical quantum hall conductance a-2 = ±1 and thermal hall
conductance Ixy = 0.[84] The difference of o-2,, K,, between the two time-reversal
broken states should correspond to an electronic state in two dimensions without
topological order. Here we have Aox = 2 and Anx = 0, which cannot be realized
from a purely electronic system without topological order. Hence the boundary as a
purely electronic theory is not consistent with time-reversal symmetry, and the bulk
theory cannot be realized in strict three dimensions, although it may be realizable at
the surface of a four dimensional system.
6.2.4 Surface-Transport Characteristics
The arguments above show that there are 8 distinct time reversal symmetric insulators
of interacting electrons in 3D which are short range entangled in the bulk. We now
discuss their distinct physical characterizations. A powerful conceptual distinction
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between these 8 phases is in terms of the structure of the symmetry preserving surface
state with intrinsic topological order. For the conventional band electron TI such
a gapped symmetry preserving surface state has been discussed recently. However
despite its conceptual utility such a surface topological order is currently not practical
as an experimental tool in distinguishing these different phases, and it is useful to
discuss other characterizations.
Of the 8 insulating phases, four have electromagnetic response 9 = 7r (of which
one is the topological band insulator) and four have 9 = 0 (of which one is the trivial
insulator). Consider breaking time reversal on the surface to obtain an insulating
surface state without topological order. The 9 term in the response means that
such a surface state will have quantized electrical Hall conductivity ± e-o. A further27rh~
distinction is obtained by considering the thermal Hall effect KY in this surface state.
2 k2
In general in a quantum Hall state K, = v T where kB, T are Boltzmann's
constant and the temperature respectively. The number vQ is a universal property of
the quantum Hall state.
Two of the 9 = 7r insulators have vQ = t1 (including the topological band
insulator) while the other two have vQ = ±. Similarly two of the 9 = 0 insulators
(including the trivial one) have vQ = 0 while the other two have vQ = +4. In all
cases the sign of iK, is the same as o-,,. Thus a combined measurement of electrical
and thermal Hall transport when T is broken at the surface can provide a very useful
practical (albeit partial) characterization of these distinct topological insulators.
6.2.5 Kramers fermions and 0 = 7r topological insulators
We now discuss the role of the Kramers structure of the electron. For the free fermion
topological insulator it is well known that the Kramers structure is what allows the
topological insulator in the first place. Here we wish to address the role of the Kramers
structure non-perturbatively directly from the electromagnetic response. What pre-
cise role, beyond free fermion band theory, does the Kramers structure of the electron
play in enabling a 9 = ir response? On the face of it it appears that 9 = ir is still
an acceptable response in a time reversal invariant insulator of non-Kramers (integer
spin) fermions. However we now give a general argument showing that any gapped
insulator with a 9 = 7r response and no intrinsic topological order necessarily has
charge carriers that are fermionic and are Kramers doublet.
Consider the fate of the state when the global U(1) symmetry is gauged. The
9 value of 7r now implies that the monopoles of the resulting U(1) gauge field are
'dyons' (in the Witten sense) and have electric charge shifted from integer by 1. Let
us examine these dyons carefully.
For convenience we label particles by (qm, qe), where qm is the magnetic charge
(monopole strength) and q, is the electric charge. Consider a strength-1 monopole
(dyon) which carries charge-1/2 due to 9 = wr, labeled as (1, 1/2), which under time-
reversal transforms to the (-1, 1/2) dyon, since electric charge is even while magnetic
114
T T
d ,2 d 1/2)
Figure 6-1: For 0 = r, a monopole and anti-monopole become charge-i dyons. Acting
twice with T is equivalent to rotating the pair by 27r, which gives Berry-phase -1
due to the half-angular momentum of the EM field of the dyon-pair.
charge is odd under time-reversal. More precisely, we have
T-ld(,/ 2)T e'dsi,1/2) (6.10)
T-1d(-1/2)T = eOd(ll/ 2)
where dq.s) denotes the corresponding dyon operator. The exact value of the phase
factor e*'-O) is not meaningful since it is not gauge-invariant (see Ref. [85] for a
discussion).
Now let's consider the bound state of d(ii/ 2) and d( 1 ,1/2), it has q, = 0 and
qe = 1, which is nothing but the fundamental charge of the system. The crucial point
here is that the two dyons see each other as an effective monopole. A quick way to
see this is to view the (-1, 1/2) dyon as the bound state of the electric charge (0, 1)
and (-1, -1/2) which is the anti-particle of (1, 1/2), hence the Berry phase seen by
the (-1, 1/2) dyon is the same as that seen by a charge from a monopole. Hence
their bound state will carry half-integer orbital angular momentum and fermionic
statistics. The half-integer angular momentum can also be obtained by calculating
the angular momentum of the gauge field[90] which is given by
L _ eig , -- e,2qrn,1 1/2. ( .12
Hence we have established that the fundamental charge is a fermion. To determine
whether or not the fermion is a Kramcrs doublet, we need to consider contributions
from the internal and orbital degrees of freedom separately. The internal contribution
follows readily from Eq. (6.11), which contributes to T2 by ei(-"aJe(a-f) = 1. The
orbital part contributes to 2 by -1 due to the half-integer angular momentum. More
precisely, since time-reversal exchanges the two dyons, it is generated by a r-rotation
along a great circle, hence T2 is generated by a 27r-rotation along a great circle, which
picks up a Berry phase of 7r due to the mutual-monopole structure of the two dyons.
Therefore we conclude that the fundamental charge must be a Kramers fermion, and
there's no fermion SPT with 0 = - made out of non-Kramers fermions. We emphasize
that this argument is non-perturbative, and does not rely on results from free fermion
theories.
Let us now briefly consider the question of confined phases obtained by condens-
ing the dyons of the topological Mott insulator phase[107] whose low energy theory
is precisely the gauged TI. Since the (1, 1/2) and (-1, 1/2) dyons see each other as
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effective monopoles, they cannot condense simultaneously. Condensing one of them
should confine the other, just as condensing monopoles will confine electric charges.
Since time-reversal relates these two dyons, this implies that the dyons cannot con-
dense (hence confine the gauge theory) without breaking time-reversal symmetry.
That the condensation of either of the (1, ± 1/2) dyons breaks T-reversal was previ-
ously pointed[108]. Here we see that it is not possible to simultaneously condense
both dyons. Thus the confined phase obtained from the topological Mott insulator
necessarily breaks T-reversal and hence is an antiferromagnet.
In the absence of the 6 = ir TI for non-Kramers fermions (T 2 = 1) what are the
possible TIs? The arguments advanced earlier go through as before and we again
inherit the boson SPTs with symmetry ZT. One difference is that the Cooper pair
topological insulator is now smoothly connected to a trivial insulator (rather than to a
boson SPT with just ZT symmetry). The surface topological order of this phase is the
eCmC Z2 gauge theory where both e and m particles carry charge-1. By combining
with the physical fermion either of these can be made into a trivial boson which can
then condense to give a confined symmetry preserving insulating surface. Thus the
classification for interacting non-Kramers fermion TIs with time reversal is Z2.
Before closing we remark that the classification of boson/fermion TIs with U(1)
and ZT symmetries is closely related[85] to the problem of classifying time reversal
symmetric U(1) quantum spin liquids in 3D. Indeed different such spin liquids may
be thought of as different gauged SPTs. Our present results may also be readily in-
terpreted as restricting the legal implementation of T-reversal on these U(1) quantum
spin liquids.
In summary we described all possible distinct interacting time reversal invariant
topological insulators of electrons in 3D. We showed that apart from the topological
band insulator, these are obtained from root states which are Mott insulators whose
spins form a bosonic SPT phase, i.e, are topological paramagnets. Together these 3
root states generate a group structure Z3 corresponding to 7 non-trivial topological
insulators. We also clarified the fundamental connection between the 6 = r response
of the TI and the Kramers structure of the electron. Identifying these new electronic
topological insulators in models/experiments is an important challenge for the future.
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Chapter 7
Experimental Signatures:
Anomalous Supercurrent
While the the strongly correlated topological paramagnetic phases described in the
previous chapter are not sufficiently well understood to propose candidate materials
or experimental probes, there are several known experimental systems that realize
the more familiar topological band-insulator phase. It is therefore interesting to de-
sign experimental probes that are capable of probing the unusual properties of the
topological band-insulator surface. A dramatic example is that, when proximitized
by a conventional s-wave superconductor, the surface becomes a non-Abelian super-
conductor with non-Abelian defects carrying Majorana fermion bound-states.
Among the proposed material systems for realizing Majorana states, the supercon-
ductor (S)-topological insulator (TI) hybrid structure[34] has several distinctive fea-
tures. First, as a parent phase for Majorana states, the S-TI interface is topologically
nontrivial even at zero magnetic field. Consequently, the induced superconductivity
on the topological surface states of a TI is immune to disorder[3]. This provides a
robust route to realizing Majorana states at elevated temperatures. Second, by their
topological nature, surface states of a TI extend throughout the entire sample bound-
ary. The extended nature of such states has motivated us to propose a TI-based setup
for detecting Majorana states.
In this chapter, we study anomalous Josephson current signatures of Majorana
states in a superconductor-topological insulator thin film-superconductor junction
under an applied magnetic field. Importantly, the superconductors and the TI film are
arranged in such a way that induced superconductivity exists on both top and bottom
surfaces of the TI. We will consider the device geometry shown in Fig. 7-la. where the
superconductors are deposited only on the top surface, and the superconductivity is
transmitted to the bottom surface both through the bulk states (which are present in
all experimentally realized TI materials), and around the side surfaces. Supercurrent
through such SC-TI-SC junctions has been recently observed[111, 112, 113, 114, 115,
116].
Our main findings and the basic physics behind them can be stated in simple
terms. Applying a magnetic field to the S-TI-S junction induces a one-dimensional
array of Josephson vortices (one for each flux quantum piercing the junction). Each
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Figure 7-1: Panel a) shows a depiction of the device geometry considered in the text.
The top surfac of the topological insulator (grey layer labeled TI) is in contact with
the superconductors (blue layers), and the superconductivity is transmitted to the
bottom surface through the bulk states. As the global-phase offset between the left
and right superconductors (00 = OR - OL) is adjusted, Majorana modes (shown as
red-circles) bound to Josephson vortices are created at one end of the junction, move
along the junction, and fuse on the opposite side of the junction. Panel b) shows the
local phase difference 0y for along the junction 34tO > 1 ?B > 24 and fixed 00, and the
corresponding mass term of Eq. 7.2. Wherever 0. = r mod 27r, there is a local gap
closing that binds a Majorana state.
vortex traps two localized Majorana states, one each on the the top and bottom
surfaces of the TI. The two are aligned vertically (see Fig. 7-1). The global phase
offset Oy=0 defined at a reference point y = 0 is an independent variable, which can
be controlled in a SQUID geometry. For a given magnetic field, increasing 0o shifts
the positions of the vortices and their bound Majorana states along the junction,
towards one edge of the TI sample. As a Josephson vortex approaches the edge, the
wave-functions of the Majorana states on the top and bottom surfaces overlap on the
side surface. The states thereby hybridize, splitting from zero-energy and eventually
annihilating each other.
This phase dependent splitting gives rise to a supercurrent carried by the Majorana
states. When the magnetic flux through the junction is (close to) an integer multiple
of flux quanta, the normal contribution to the supercurrent oscillates with position y
along the junction and (nearly) cancels to zero, and the supercurrent carried by the
Majorana states can dominate. This leads to a narrow peak in Josephson current as
a function of phase difference (see Fig.1d).
7.1 Model and Majorana Bound States -
We now derive the Majorana states and the Josephson current-phase relation for a
short and wide S-TI-S junction, under the condition L < < W where L is the
length of the junction, W is the width, and ( is the coherence length of topological
surface states with proximity-induced superconducting gap. Moreover, for simplicity
we consider the case that the Josephson current is unable to screen the external
magnetic field.
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The Hamiltonian for the top surface of the S-TI-S junction is
H = Jd 2rf t(r) [vi - (7r x s) - p(r)] 0(r)
+ [A(r)Ot(r)O (r) + h.c. (7.1)
Here, 7r = -i 3 --eAj(r) (j = x, y), and O(r) = (@t(r), 4g(r)) describes the TI surface
states, which have a Dirac dispersion with Fermi velocity v. Due to doping from the
superconductors, the chemical potential in the superconducting region P(r) = P' at
JxJ > L/2 is different from the junction area p(r) = p at JxJ < L/2. Aj(r) is the
vector potential associated with the magnetic field B. It is convenient to chapter
in the Landau gauge Ax = 0. Ay(r) is then given by Ay(r) = -Bx for JxJ < L/2,
-BL/2 for x > L/2 and BL/2 for x < -L/2. In this gauge, the superconducting
gap is: A(r) - Ae Ov/ 2 for x > L/2, Ae-ily/ 2 for x < -L/2, and 0 for JxJ < L/2.
The phase winding 6, = lry/lB ensures zero supercurrent along the y direction in the
superconducting region. Here, the magnetic length is defined as: 1B = W-, where
<bB is the magnetic flux through the junction. 1
Since A(r) varies slowly with the position y, we use semiclassical method to first
solve the Hamiltonian without the kinetic energy term -iv,Isx at an arbitrary y. This
one-dimensional problem was previously solved for TI Josephson junction[34] and for
a related problem in graphene[119]. When the junction length L is shorter than the
coherence length = v/A, there is a single pair of subgap Andreev bound states at
energy +E(y), where E(y) = A cos(9y/2) depends on the local phase difference and
oscillates with the position y (see Fig. 7-1b).
Taking the kinetic energy along the y-direction into account gives the following
effective Hamiltonian for the junction, written in terms of two branches of counter-
propagating Majorana fermions YL,R is then:[34]
Heff iVM (IL Oy L - YR Oy-YR) + iE(y)-yLyR, (7.2)
The velocity vM depends on intrinsic properties of the junction. For a ballistic junc-
tion, it was found that vM1 ~ v(A/p)2 for p = p' in Ref.[34] and vM - v(A/p) sin([tL/v)
for yu < p' in Ref.[119].
To analytically examine the Majorana bound-state structure, it is instructive to
consider the region near a level crossing point y = yi, where E(y) ~~ wrA(y - y1)/lB-
The bound state energy E(y) corresponds to the hybridization between the two Ma-
jorana states, and vanishes linearly at y = yi. The sign reversal of E(y) as a function
of y gives rise to a zero-energy Majorana bound state that is spatially localized in the
'Flux expulsion from the superconductors can concentrate flux into the junction region. Conse-
quently the magnetic flux through the junction, <DB, defines an effective area: Aeff = <bB/B which
is in general different than the geometry area W x L.
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junction at the position yo. The corresponding Majorana operator -Y1 is given by:
/e-(y-yl)/2,\'
=JdY Ay [Y(Y ) + L Y (Y)] (7.3)
where the decay length in the y direction AB is: AB = VMlBlrA. This Majorana
state is confined by the TI band gap in the z direction, the proximity-induced su-
perconducting gap in the x direction, and the magnetic-field-induced linear potential
E(y) in the y direction. The decay length in the z direction is given by the penetration
depth of topological surface states into the bulk, which is typically a few nanometers.
The decay length in the x direction is given by the coherence length (typically a
few hundred nanometers).
Since A/p is typically of the order 10-, the decay length of Majorana states
AB along the junction is much smaller than their separation, and the overlap of two
Majorana states along the junction is negligible, except when a pair of them nears
the edge of the TI.
Near each -crossing the zero-energy Majorana state is accompanied by other non-
zero energy Andreev-bound-states (ABS's). Approximating the mass term by a linear
potential, E(y) = rA(y - y1)/ B, (valid in the vicinity of 0(y) ~ 7), these ABS's have
energies ±E,, where En ~ V2nvMA/B, n = 1, 2, ... , nmax, and nmax ~ eBA/VM.
We also support this analytical picture by numerically computing the spectrum
of Andreev bound-states discretizing Eq. 7.2 on a finite lattice of spacing a, with
E(y) ~~ A cos ( . In this simulations, we used realistic parameters of VF and A for
an Al/Bi2Se3 /Al junction, and junction geometry comparable to that in Ref. [114,
115, 116]. While p for Bi 2Se 3 is typically ~ 0.1eV, for simplicity, we illustrate the
case for smaller It ~ 10meV which can readily be achieved by gating[116, 111]. The
Andreev bound-state spectrum are shown in Fig. 7-2 for half a magnetic flux quantum
(left panel) and a single magnetic flux quantum (right), and are well described by the
simplified analytical picture developed above.
7.2 Contrast to Conventional Junctions
Low-energy Andreev bound-states can also occur near 7r phase difference in con-
ventional metallic Josephson junctions under ideal conditions. For a transparent
superconductor-normal interface, and in the absence of spin-orbit coupling, a conven-
tional 2D metallic junction can be thought of as two separate copies of Eq. 7.2 one for
right moving spin-up electrons and left-moving spin-down holes, and another for the
corresponding time-reversed partners. This would lead to low-energy ABS's bound
to Josephson vortices similar to those described above, except doubly degenerate.
However, in practice normal scattering at the S-N interface (for example due to
the chemical potential mismatch in S and N region) and spin-orbit coupling will push
ABS up in energy towards the bulk gap A, and even completely remove them in
a short Josephson junction. In contrast, the helical nature of the TI surface state
gives rise to topologically protected ABS's. Therefore, in the short-junction limit,
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Figure 7-2: Numerical computation of the Andreev bound-state spectrum, and
Josephson current for Eq. 7.2 with the parameters VF = 4.2 x 10 5m/s, [ = 10meV,
A = 151peV, and W = 2pm relevant for Al/Bi2Se 3/Al junctions. Panels a and b
show the low-lying Andreev bound-state spectrum as a function of phase difference
0 between the superconductors for (DB = 0.51o and 4DB = 4% respectively. The
Josephson current corresponding to a) and b) are shown in panels c) and d) respec-
tively. Panel d) displays the characteristic sharp peak-dip structure from topological
Andreev bound-states fusing at the edge of the junction, as discussed in the text.
the Josephson signatures described below are particular to the special properties of
the S-TI-S junction.
7.3 Josephson Current
Having discussed the structure of low-energy Andreev bound-states in the junction,
we now analyze their effect on Josephson current. When the number of magnetic
flux quanta, FB/(o, is not close to a non-zero integer then the Josephson current
is carried predominately by conventional states (extended states with E > A, and
non-zero energy ABS's) and shows a nearly sinusoidal current phase dependence (see
Fig. 7-2a). Near integer values of flux quanta, JB/ 4 O = ±1, ±2, etc ... , however, the
conventional contribution becomes vanishingly small.
In this regime, the Majorana bound-state contribution to Josephson current dom-
inates. For simplicity, we will first describe the situation for 45B =o (see Fig. 7-
2b). The case of 4DB = N4DO is similar. When &FB = 1o, and 00 / 7r, there is
exactly one Josephson vortex piercing the junction, which binds Majorana modes at
Yo = (1 - I-) on both the top and bottom surfaces of the TI. These Majorana
modes hybridize by tunneling into each other around the perimeter of the junction.
The resulting energy splitting is exponentially suppressed as e-2min[yo,(W-yo)/AB and
is negligibly small when the position of Majorana modes yo is more than a few AB
away from the edges of the junction. In this regime, the splitting is insensitive to yo
and 00, and the Majorana modes do not contribute to the Josephson current.
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In contrast, when 00 ~~ 7, yo ~ 0 and the Majorana states are strongly coupled
near the edge and split away from zero-energy. If the junction height h $ AB, then
we may ignore then finite thickness of the TI film, and the Majorana states are split
by energy EM ~ V - As 0 approaches 7r from below, the Majorana states move
eB
towards the junction edge at y = 0 and begin to fuse and split when 0 ~ (1 - ).
Increasing 0 beyond 7r causes a different set of Majorana states to emerge from near
y = W, and move to decreasing y, reversing the process that occurred near y = 0
for 0 > 7r. The hybridization of Majorana states at the two edges gives rise to local
supercurrents in opposite directions. At 0 = r, the splitting of Majorana states is
large, but supercurrents from two edges cancel. Slight deviation from 0 = 7 tips
the balance by increasing the magnitude of supercurrent at one edge and suppressing
the other, thereby generating a nonzero total supercurrent. The sensitivity of the
Majorana splitting energy to the phase difference implies that the Majorana states
contribute a peak in the Josephson current near #0 ~ 7r (1 - -) followed by a dip in
the Josephson current near #0 ~ 7r (1 + A) (see Fig. 7-2d.).
By these considerations, we find that the maximal supercurrent carried by the
Majorana state is IM O, which for Al SC layers is IM ~ lOnA. This
result is largely independent of details. In particular it is completely independent of
vM, p, W, and L (though it can depend slightly on finer details such as the degree
of asymmetry between the top and bottom surfaces, or between the two edges).
The Majorana current IM - A/4 0 roughly corresponds to the maximal amount of
Josephson current carried by a single quantum channel[121]. By comparison, for
junctions of a few pm in width, such as those measured in Ref. [114], there are
roughly kFW ~ 102 - 10' quantum channels in the entire junction. Consequently,
the Majorana contribution to Josephson current, which dominates near an integer flux
quanta, is 10-2 - 10- smaller than the maximum supercurrent for zero flux quanta.
These expectations are born out in detail by numerical simulations of Eq. 7.2 (see
Fig. 7-2).
The situation is similar when a larger integer number, N, of magnetic-flux quanta
pierce the junction. Here, there are N Josephson vortices, each with a bound Ma-
jorana state. For N < -K, the splitting of these states from tunneling between
Majoranas is negligible, except in the vicinity of 00 d t+r where Majorana states
fuse and annihilate at the edges of the junction. A similar peak-dip current-structure
is observed for higher integer number of flux, N, with maximal current IM A
independent of N, and with the peak (dip) width 69 .NfB
Like the Majorana zero-modes, as yi -+ 0, W, the non-zero energy ABS's on the
top and bottom surfaces hybridize and split. However, unlike the Majorana modes,
both branches of the hybridized finite-energy ABS's are occupied and tend to give
opposite and cancelling contributions to the Josephson current (see Fig. 7-2).
Fig. 7-3 shows the current phase-relation for various values of flux through the
junction. The Majorana mode contribution only starts to become visible for flux
within ~ 5% of a single flux quantum (see right panel of Fig. 7-3). This contribution
appears initially as a shoulder on the background sine-curve, which strengthens and
becomes dominant within 1% of a single flux quantum. Finally, the critical current,
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Figure 7-3: Current-phase relationship for the parameters listed in Fig. 7-2 for a
wide range of flux, 4, (left) and for 4?B within a few percent of 4O (right). Each
curve is labeled by value of IB/4o. The Majorana contribution to the Josephson
current becomes appear as a shoulder in the curves of the right panel which grows
and eventually dominates very close to D =Do.
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Figure 7-4: Critical current, Ic, as a function of flux, 4 B in linear (left) and log- scale
(right). The curve is quite close to the conventional Frauenhofer pattern, with the
exception that Ic does not vanish at integer number of flux quanta due to the extra
contribution of the Majorana bound-states (as can be seen in the log-scale plot).
IC, as a function of flux through the junction. Ic nearly follows the characteristic
Frauenhofer pattern, except that Ic does not vanish for integer flux due to the Ma-
jorana contributions to the Josephson current. In the experiments of Ref. [114], the
avoided zero in the Frauenhofer pattern is substantially larger (~ 10% of the maximal
IC). As described below (and also in the suppplemental information), this discrep-
ancy can be explained by accounting for the non-negligible thickness of the TI film
in these experiments.
7.4 Discussion of Experimental Issues
Up to now we have assumed that the thickness, h, of the TI film is smaller than the
size of the Majorana states, AB. In practice, AB is at most a few tens of nanometers.
For thicker films with h > AB, the side of the TI may host additional states compared
to h = 0 when the phase difference at the edge is close to 7r. As shown in Fig. 7-5,
these states will conduct Josephson current, as their energies are sensitive to the phase
difference along the sides of the junction. Like the Majorana contribution described
above, the contribution of current from these sides can dominate when there are
close to an integer number of magnetic-flux quanta piercing the junction. Unlike the
Majorana contribution however, these states exhibit a more conventional sinusoidal
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Figure 7-5: Current-phase relationship for a single magnetic flux, and varying TI
thickness h = Onm, 20nm, 40nm, and 60nm. Thicker sides tend to contribute con-
ventional Josephson signatures that mask the topological Andreev-bound-state con-
tributions.
current-phase relationship, rather than a sharp peak-dip structure (see Fig.7-5).
Therefore, for the purpose of observing Josephson-current signatures of Majorana
fermions, it is advantageous to make the TI film as thin as possible without strongly
hybridizing the top and bottom surfaces. Since the confinement length in the z-
direction is only a few nanometers, this last constraint is not too severe. Furthermore,
it is advantageous to limit the junction width W (while maintaining W > AB) in
order to suppress the contributions from conventional extended states (which scales
as I - W, in contrast to the width independent contribution from the Majorana
bound-states).
Lastly, while we have mainly considered the geometry shown in Fig. 7-1, where
superconductors are deposited on the top and bottom surfaces. In practice it is easier
to fabricate devices where superconductors are deposited only on the top surface.
As described above, we expect our analysis to also apply to this simpler to fabricate
geometry, so long as the TI thickness is less than a coherence length, and so long as
superconductivity is transmitted from top to bottom surfaces via either bulk TI states
or boundary states on side surfaces. The main difference from the case discussed in
the text is that there will be a non-zero hybridization of the ABS's on the top and
bottom surfaces through the bulk. Nonetheless, in this case the energy splitting of
the top and bottom ABS's is position independent, which will not qualitatively alter
the Josephson signatures discussed above so long as the splitting is much smaller than
the bulk gap A.
Throughout this chapter we have implicitly assumed that the system is in its
ground state. Finite temperature will not qualitatively alter our results, provided
T < JEM. Deviations from ground-state behavior may also occur due to sources
of single electrons, such as localized impurity states near the junction. When the
Majorana states are far from the junction edge, their mutual fermion parity can be
switched by tunneling to local single-electron sources. After such a parity switching,
the Majorana modes will follow the positive energy branch as they approach the
junction boundary and fuse, thereby contributing the opposite sign of Josephson
current compared to the equilibrium case discussed above. Such parity switching
events can thereby lead to hysteretic current-phase behavior, whose observation would
provide strong evidence for the Majorana character of the Andreev bound-states in
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the junction.
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Part III
Gapless Spin-Liquids
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The previous two sections concerned themselves only with gapped states. The
topological superconductor and SPT phases examined there had non-trivial topolog-
ical properties, which require some amount of care and thinking to deduce, but from
a technical standpoint, these phases are quite simple to describe, as their low energy
effective field theories contain only gapped, sharply defined quasi-particle excitations.
In this Chapter, we venture out of the safety and comfort of gapped phases with
simple quasi-particle excitations to make a foray into the most highly-entangled and
complex known phases of matter: gapless non-Fermi liquids.
Despite a long history of theoretical attempts, these phases remain somewhat
poorly understood. Known numerical techniques are of little use for non-Fermi liq-
uids. Monte-Carlo methods general suffer from a sign problem. A large degree of
entanglement is in some sense the defining feature of a non-Fermi-liquid, and makes
such systems poorly suited for DMRG methods valid for short-range entangled states.
Some progress has been made with analytic theories, but these theories are typ-
ically quite challenging to analyze. Field theoretic descriptions of non-Fermi liquids
typically involve strong coupling between gapless highly-fluctuating bosonic modes
(e.g. quantum-critical order parameters or emergent gauge-fields), and a finite den-
sity of gapless fermion excitations, and are inherently non-perturbative. Traditional
non-perturbative methods such as large-N expansions or dimensional regularization
that have proven successful in other strongly-correlated systems, generically fail for
non-Fermi liquids[145, 146, 147]. In one case, a controlled calculation scheme was
constructed by introducing a large number of fermion flavors and artificially mod-
ified boson dynamics[147). While useful, to describe the real systems in question,
these sorts of approximations must inevitably be extrapolated outside their region of
valididity, and it is often difficult to extract answers with confidence.
Such difficulties pose an interesting thoeretical challenges, but the issue of con-
structing theories for non-Fermi liquids is not just a matter of esoteric interest. Im-
portant experimental examples exist, most famously the strange-metal phase of high-
temperature cuprate superconductors. The experimental existence of exotic gapless
phases of matter demands a deeper understanding of these phases. Fortunately,
experimental access to material candidates offers an important opportunity to put
uncontrolled aspects of theories to the test.
This Part of the thesis will focus on a particular class of recently discovered mate-
rials whose ground-states appear to be a particular brand of non-Fermi liquids known
as gapless quantum spin-liquids (QSLs). These are ground-states of interaction driven
Mott insulators, in which the electron spins have locally antiferromagnetic interac-
tions, but where strong quantum fluctuations prevent long-range magnetic order.
We first discuss weak Mott insulators, in which strong fluctuations come from a
combination of both geometrical frustration and charge-fluctuations due to close prox-
imity to a Mott transition. Known experimental materials of this type include two
organic charge-transfer salts known as r,-ET and dMIT, which can be essentially de-
scribed by a single-orbital triangular lattice Hubbard model[14, 15]. Thermodynamic
and transport measurements on these materials reveal the presence of a finite density
of mobile gapless excitations that carry spin but not charge[14, 15]. These mea-
surements are broadly consistent with a theoretically proposed spinon Fermi-surface
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phase[137, 136] (though finer-details remain to be sorted out). Numerical studies of
related models suggest that such a spinon Fermi-surface state is stabilized by strong
charge fluctuations[137, 190], which are generated by close proximity to a continuous
or nearly-continous metal-insulator transition(MIT). Based on these lessons, we pro-
pose looking for a spin-liquid near the vicinity of a different continous MIT known
to occur in randomly doped semiconductors. In addition to shedding new light on
the random-Anderson/Mott transition, and providing another interesting example of
gapless spin-liquid behavior, the discovery of a QSL phase in these materials would
provide a powerful, though indirect, test of the lessons thought to have been learned
from the organic materials. To this end, we outline a some experimentally testable
consquences of such a scenario. Apart from the introductory sections, the work
presented in Chapter 8 essentially follows Ref. [10], except that the supplementary
material of that paper has been blended into the main text in order to provide a more
detailed account.
In the subsequent chapter, we study a second example of a material with a QSL
ground-state: Herbertsmithite, which is a spin-1/2 antiferromagnetic system with
structurally perfect Kagome lattice layers. Unlike the organic triangular-lattice ma-
terials, Herbertsmithite resides deep in the Mott insulating phase and the spin-liquid
behavior in this system is thought to arise purely from the highly-frustrated Kagome
lattice structure. QSLs arising near a Mott transition are continously connected to
a metal with a Fermi-surface, suggesting that the resulting QSL is closely related to
the metal, e.g. by having a Fermi-surface of neutral spinon excitations. In contrast,QSLs in strong Mott insulators, like Herbertsmithite, need not be closely connected
to a metallic state, and there is less a priori theoretical guidance for choosing a state.
Consequently, many different states have been proposed and examined. Of these, the
energetically dominate contenders are a gapped Z 2 spin-liquid with intrinsic topolog-
ical order, and a gapless spin-liquid with Dirac-cone band-structure for spinon excita-
tions. Whereas numerical evidence favors the former, experimental probes see no sign
of an excitation gap for Herbertsmithite. Unfortunately, the existing experimental
data is complicated by impurity effects and has not yet been able to clearly pin-down
the correct theoretical picture. In the second subsequent chapter, we develop opti-
cal conductivity as a new possible measurement technique that will be less sensitive
to these complications. This work is motivated in large part by recent experiments
at MIT, which show substantial low-frequency optical absorption in Herbertsmithite
which is likely due to low-energy spin-excitations of the spin-liquid ground-state. The
work of Chapter 9 closely follows Ref. [11] with only slight modification and added
introductory material.
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Chapter 8
Gapless Fractionalized Phases I:
Weak Mott Insulators
8.1 Hubbard, Heisenberg, and Ring-exchange
Spin-liquid behavior tends to develop in Mott insulating materials with a single active
orbital per site, otherwise orbital degeneracies can be exploited to alleviate frustration
in which case symmetry breaking order tends to occur. The essential physics of such
single orbital Mott insulators is captured by the deceptively simple fermionic Hubbard
model:
HHubbard ---~ tijc cj,, + h.c.) + ni > (ni - 1) (8.1)
Here, ci,, is the electron operator at site i with spin o- E {t, 4}, tij describes hopping
between sites i and j, and U is the energy for doubly occupying a site. The filling is
assumed to be such that there is one electron per site on average.
Except in special cases, such as the square lattice, for which the Fermi-surface
has a singular density of states, this model realizes a metallic phase in the weakly
interacting limit U < t. By contrast, for U > t, the ground-state is clearly dominated
by configurations with a single particle for each site. For a single electron per site,
this phase will then be insulating, as mobile excitations inevitably require continuous
double-occupation, which is energetically costly.
Nevertheless, even in this strongly insulating U > t limit, a single, degenerate
spin-1/2 degree of freedom is left at each site. For U > t, one can perturbatively
integrating out virtual double occupancies to obtain an effective model purely in terms
of electronic spins, S:
HHeisenberg 3ijsi ' Sj (8.2)
(ij)
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where, in the U > t limit, the exchange coupling J is given by:
W ( t )3J - + )0 -(8.3)
U U(83
8.1.1 Geometric Frustration
On simple bi-partite lattices, like the square lattice, the above Heisenberg model of
Eq. 8.2, admits a simple Neel-type antiferromagnetic ground-state with spins up on
one sub-lattice and down on the other. On such lattices this simple colinear anti-
ferromagnet (AFM) state is typically the ground-state, as it is the optimal classical
configuration that maximally satisfies J on every bond.
In contrast, for lattices with triangular motifs, there is not such simple classical-
type Neel arrangement in which neighboring spins are fully anti-aligned. Lattices with
this property are called geometrically frustrated. In certain extremely frustrated
lattices, like the Kagome lattice system described in the next chapter, geometric
frustration and quantum fluctuations of the spin-1/2 moments alone are sufficient to
prevent long-range AFM order and produce a QSL state.
8.1.2 Charge-Fluctuations
Though geometrical frustration appears to be a necessary ingredient for producing
a QSL, it is generally not sufficient. For example, the triangular lattice is clearly
frustrated, however the ground state of the pure Heisenberg model on the triangular
lattice has co-planar AFM order where neighboring spins are rotated from eachother
by 120-degrees.
However, this statement is strictly true only in the U > t limit. If we reduce
U within the Mott insulating phase, the higher-order in 1 corrections begin to play
an increasing role. Apart from renormalizing J, the first non-trivial contribution in
powers of ' comes from processes in which electrons hop in a circle around a 4-site
plaquette'. In the spin-model this corresponds to a ring-exchange term:
Hring-exchange = K >: Pijk1 + h.c. (8.4)
ijkl
where the operator Pikl cyclically permutes the spin in the CCW sense around a
plaquette with corners ijkl, and K ~0 ( . Such ring-exchange processes frustrate
the tendency towards AFM order, and there is a growing body of evidence that
sufficiently large K can produce QSL behavior.
Consequently, except for extreme examples of frustrated lattices, like the Kagome
lattice, obtaining a spin-liquid phase requires working in the weak-Mott insulator
regime where U is not too much larger than t. In many cases, especially in Mott
transitions to magnetically ordered phases, Mott transitions are first-order. However,
it is possible for the Mott transition to be a continuous second order transition, or
'or, the next smallest plaquette-type for lattices without 4-site plaquettes
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at least be a nearly continous weakly first-order phase transition. In the latter case,
as the Mott transition is approached by reducing U this, and longer-range, ring-
exchange processes become increasingly important, until eventually they quantum-
melt the Mott insulator to produce a metal. In these cases, an excellent place to look
for QSL phases is the weak Mott insulating phase just on the insulating side of such
a continuous metal-insulator transition.
8.1.3 Gapless Spin-Liquids in Organic Materials
The compounds K-(BEDT-TTF) 2Cu 2(CN) 3 , and EtMe3Sb[Pd(dmit) 2]2 (henceforth
abbreviated t,-ET and dmit respectively) are layered Mott insulator compounds con-
sisting of an array of large organic molecules that can essentially be thought of as a
(slightly-anisotropic) triangular lattice, with a single active electronic orbital degree
of freedom on each site[14].
These materials are charge-insulators with activated temperature dependence in
electrical conductivity, but which have gapless, conducting spin-excitations[14, 15].
The thermodynamic and thermal-transport properties associated with these gapless
spin-excitations are peculiar, and lead to thermodynamic properties (spin-susceptibility,
NMR relaxation rate, heat-capacity etc...) having the same universal temperature de-
pendence as those in a metal[14].
Moreover, thermal conductivity measurements also show that the spin-excitations
are mobile and conduct heat, giving rise to thermal conductivity . ~ T that scales
linearly with temperature at low temperatures (see Fig. 8-1c).2
Together, these measurements show that these organic spin-liquid candidates be-
have like a metal, from the point of view of magnetic and thermal excitations, but are
insulating from the electrical point of view, indicating a state with a finite density of
states for extended, gapless spin excitations. The only other known states with a fi-
nite density of extended gapless states are metals with a Fermi-surface. This strongly
suggests that the organic QSL materials can be thought of as having fermionic spin-
excitations dubbed "spinons", that form a Fermi-surface.
Such a phase is most conveniently described in the slave-boson language[135, 136],
reviewed in Appendix A, in which the electron operator is written as ci,, = ei, .
The gapless QSL state with a spinon-Fermi-surface is described by placing f, into
a band-structure with a full Fermi-surface, and placing b = eO into a Bose-Mott
insulating phase with (b) = 0[136]. The low-energy effective field theory of this state
involves a gapless spinon Fermi-surface interacting with a gapless bosonic emergent
gauge-field a,,.[137]
The spinons have a large phase-space for transverse scattering off of gauge excitations[138,
141, 142, 143, 144, 145, 146, 147], that is expected to give rise to singular self-energy
corrections for the spinon excitations, which destroy the notion of well-defined spinon
quasi-particles. Such singular scattering is also expected to show up in the scaling
behavior of thermodynamic and thermal-transport quantities[137].
2 The linear dependence of thermal conductivity is more cleanly displayed by dmit. i,-ET shows a
low-temperature dip in the thermal conductivity that could be associated with some unknown phase
transition, or possible could be due to loss of thermal contact with the sample.[14]
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Figure 8-1: Organic gapless spin-liquid candidate dmit (figure adapted from Ref. [15]):
Panel a) depicts the underlying molecular structure in which large organic molecules
form a triangular lattice (see panel b). Each site of the triangular lattice has only
a single electronically active orbital that is singly occupied on average (indicated by
the blue arrows in Panel b, which show the residual electron spin-degree of freedom).
Despite being a charge insulator, the compound has metallic-like linear-T thermal
conductance (Panel C). In contrast to a non-metallic analog (green symbols), which
has no such linear-T component to K, indicating that the thermal conductivity is
carried by spin-excitations.
However, so far no singular non-Fermi liquid behavior has been observed in the
experimentally realized organic materials. The precise reason for this disagreement is
not fully understood in detail. It is conceivably possible that a different theory than
the spinon Fermi-surface state is required to describe the experiment. However, the
spinon Fermi-surface state emerges so naturally from the Fermi-liquid, as appropriate
for a continous Mott transition, and is so successful at producing the most striking
qualitative behavior, that it should not be quickly abandoned.
One possibility is that disorder scattering, e.g. by impurities, is known to cut-
off the singular behavior and produce metallic like thermodynamic and transport
behavior. This could account for the absence of non-Fermi liquid behavior in t'-ET
and dmit, though the mean-free paths of these organic materials are thought to be
quite long. A second, more likely possibility, is that the non-Fermi liquid effects are
suppressed to very low-energy scales. Due to the close proximity to a continuous (or
nearly continuous) Mott transition, the charge gap is quite small, which is expected to
lead to substantial dielectric screening emergent gauge fluctuations. These screening
effects suppress the effects of gauge-fluctuations such that they may not play an
important role at experimentally accessible temperatures.
Another unresolved mystery is that K-ET exhibits a low-temperature anomaly in
thermodynamic and transport measurements. It was previously proposed that this
anomaly could signal a low-temperature phase transition, for example to a supercon-
ducting instability of the spinon Fermi-surface[128]. Another possibility is that this
anomaly, especially in thermal transport, is an experimental artifiact due to loss of
thermal contact with the sample.
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8.2 Gapless Spin-Liquids in the Vicinity of a Metal-
Insulator Transition II: Randomly Doped Semi-
conductors
The organic materials described in the previous section are thought to be gapless
spin-liquids due to lattice frustration and close proximity to a continuous (or nearly
continuous) metal-insulator transition. These materials are rather clean, and disorder
is thought to play only a very weak role in their physics.
This clean metal-insulator transition (MIT) was actually not the first example
of a continous MIT. An earlier, and much more widely studied example is the MIT
in randomly doped semiconductor materials. Such systems are conceptually much
more complicated, since they are highly random, and disorder is thought to play an
important role in driving the MIT. However, the initial studies of this transition were
done in a time preceding the idea that quantum spin-liquids were possible. In this
chapter, we re-examine the MIT in doped semiconductor materials and explore the
possibility and consequences of a spin-liquid phase on the weakly-insulating side of
the continuous MIT in these systems.
8.2.1 The Metal-Insulator Transition in Doped Semiconduc-
tors
Phenomena near the metal-insulator transition (MIT) in doped semiconductors such
as Si:P or Si:B have been studied extensively for more than three decades[122, 123,
124, 125]. Nevertheless, several aspects of the physics, for instance the detailed critical
behavior[126, 127, 125], remain mysterious. In this paper we explore and develop
the consequences of a new possible route to the MIT where a quantum spin liquid
insulator appears as an intermediate phase between the metal and the Anderson-
Mott insulator. In recent years such a quantum spin liquid Mott insulator has been
observed to intervene between the Fermi liquid metal and conventional magnetically
ordered Mott insulators in a few different clean materials[14, 15, 129]. Here we study
the strongly disordered situation appropriate to doped semiconductors and describe
a variety of experimental consequences.
When P is doped into Si, the extra electron of P forms a Hydrogen-like state
with an effective Bohr radius of about a ~ 20 A[122]. A simple picture of the
doped semiconductor is as a collection of randomly placed "Hydrogen" atoms. The
system may then be described as a half-filled Hubbard model on a random lattice
supplemented by the inclusion of the long range Coulomb interaction Vij between the
electrons:
H ti (cL cja + h.c) + U nitn4 + (8.5)
ij;a i~j
At low concentrations, the tij ~ toe-/a are small, the on-site U dominates and a
Mott insulator of local moments results. The local-moments are coupled antiferro-
magnetically, and due to their random placement, preferentially form singlets with
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their closest available neighbor. The resulting random-singlet phase has an extremely
broad distribution of singlet binding energies, giving rise to a diverging density of
states for low-energy spin-excitations, contributing a divergent coefficient of heat ca-
pacity, y = C/T and spin-susceptibility X[132].
As the concentration of dopants, n, is increased, eventually the typical tij dom-
inates over the U and a diffusive metal is obtained. A continuous phase transition
between metal and insulator occurs at some critical intermediate concentration, nc,
where tij ~ U. 3 Because of the random placement of dopants, a fraction of the
local moments are very weakly coupled to the conducting electrons and survive un-
screened into the metallic phase. The diffusive metal appears to be well described by
a "two-fluid" model where the conducting electrons exist essentially decoupled from
a random fraction of weakly-coupled local-moments[122, 133]. As in the insulating
phase, these local moments continue to dominate the low-temperature thermody-
namic and magnetic properties of the metallic phase, but do not appear to strongly
modify its transport properties.
It is natural to ask: What is the fate of the conducting fluid across the metal-
insulator transition? The conventional answer, implicitly adopted by most existing
work[123, 124], is that all electron degrees of freedom are localized by disorder[134],
which is perturbatively enhanced by interactions. In this scenario, shown in Fig. 8-2a,
decreasing n < n, gives a localized Anderson-Mott insulator with non-zero average
density of states. As n is further decreased, the system crosses over continuously
towards a correlation driven Mott-insulator of local moments.
8.2.2 Spin-Liquid Scenario
In this Chapter, we point out a new and conceptually distinct scenario for the
metal-insulator transition in doped semiconductors. In this scenario, the charged-
conducting fluid is localized into a gapless quantum spin-liquid, but the electron
thermal transport remains diffusive into the weakly insulating regime. There is grow-
ing theoretical and experimental evidence that such gapless spin-liquids occur in clean
Mott insulators, where strong charge fluctuations and frustration prevent magnetic
ordering[14, 15, 129]. This experience makes it natural to ask whether or not one
should expect a spin-liquid phase to form in (uncompensated) doped semiconductors
near the MIT where charge fluctuations are strong, the system is at half-filling, and
magnetic order is prevented by the random lattice structure, the competition be-
tween antiferromagnetic direct-exchange and random-sign RKKY exchange, and by
quantum fluctuations.
The possibility of a spin-liquid phase in doped semiconductors due to multi-
particle ring-exchange effects was previously suggested but not explored in [130]. Also,
fractionalization of the random singlet phase of local moments was suggested[131] as
a possible mechanism for unconventional superconductivity in B doped diamond.
3 Using a hydrogenic model for P:Si gives U ; 30meV. At the MIT the typical spacing is _ 4a,
corresponding to typical hopping strength t, a 3meVe U/10, and ratio of Coulomb to kinetic
energies of r, 2.
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Figure 8-2: Two scenarios for the MIT in doped semiconductors. (a) Conventional
picture electron localization transition to Anderson-Mott insulator, which crosses over
continuously to a pure Mott insulator (indicated by wiggly lines). (b) In the newly
proposed scenario, the transition is to a spin-liquid with gapless fermionic spinon
excitations, here the electrical MIT and spin/thermal MIT occur separately at n,1
and nc2 respectively. "+LM" indicates the fraction of randomly decoupled local spin-
moments that inevitably accompany all phases.
The proposed spin-liquid phase is most conveniently described by formally divid-
ing the electron into a bosonic U(1) rotor ezO that carries the electron-charge, and
a fermionic spinon f, that carries the electron-spin: ci = ez**fia[135, 136]. This de-
scription allows extraneous unphysical states that must be removed by constraining
nb,i - E fifji = 1 on each site, i. Here ni is the number operator conjugate to #i.
The above decomposition has a U(1) gauge redundancy associated with #5 -+ qi + Ai
and fi -+ e-iAifi, which manifests itself in the low-energy effective theory as an emer-
gent U(1) gauge field, a(r, t) [137]. A similar slave-particle description was previously
developed for the weakly disordered 2D case for the triangular lattice organics[150].
Decoupling the hopping term -tijc c, 8 = -ti ie+-j)f ff,, in a mean field
approximation and including gauge fluctuations gives the following effective action:
Seff = f dT (Lb + Lf)
Lb = > (,-i+a) (U6ij + Vi)j (o9,# + a9)
zi 3
Lf = E fi [(Or - a - p) 6ij - t ejX -i] f, (8.6)
where Xf (fi~fj,,) and x = (edeOd0)) are determined self-consistently. Note that,
due to the random placement of sites, in general Z (f fj,) will be spatially vary-
ing. Consequently, even at the mean-field level, the bosons will experience a random
chemical potential; this changes the universality class of the Bose-Mott transition
compared to the clean case (where (nb) = 1 for every site on both sides of the Mott
transition).
The metallic Fermi-liquid state corresponds to a superfluid-ordered phase of the
bosonic rotors with (ei(k(x)+fya(y)-dy)) $ 0, coexisting with a diffusive Fermi-liquid
of spinons. In this phase, the emergent gauge field is gapped by the condensate of
charged rotors through the Anderson-Higgs mechanism, and the rotors and spinons
are "glued" together into ordinary electrons.
Eq. 8.6 also naturally describes a deconfined state in which the rotors form a Bose-
glass/Mott-Insulator, while the spinons remain diffusive. This results in an exotic
charge-insulator with finite-density of states for gapless spin-1/2 excitations. We
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suggest that this spin-liquid phase may occur near the MIT for doped semiconductors.
In this scenario, shown in Fig. 8-2b, the magnetic properties of the system change
only gradually across the MIT at nc, and are qualitatively identical in both the
metal and insulator. In particular, we expect that one would still find a decoupled
fraction of local-moments. As these local moments dominate the low-temperature
thermodynamics and magnetic properties, the clearest signature of the spin-liquid is
metallic thermal conductivity, , ~ T at low T[15]. While there has been extensive
experimental analysis of the conductivity of doped semiconductors near the MIT,
very little is known about thermal-transport.
In the slave-rotor language, the formation of local moments comes from rare strong
fluctuations in disorder that locally bind the rotor and fermion back into a correlation-
localized electron. We assume that the principal effect of correlated disorder among
the rotor, spinon, and gauge-field sectors is to produce such local moments, and that
the physics of the remaining non-local moment bulk can be well described by treating
disorder separately in each sector.
In principle, a full treatment of disorder would need to account for correlations in
the effects of local disorder fluctuations among the boson, fermion and the gauge field
sectors. We assume that the principal effect of such correlations is to produce local
patches where the rotor and fermion are locally confined, i.e. to produce the dilute
fraction of local-moments that are observed in each phase, but appear to decouple
from the remainder of the system. We expect that the formation of local-moments
accounts for the effects of the rare-long tails of the disorder distribution, and that the
remaining connected component of the system is reasonably characterized by treating
disorder separately in each sector.
In the boson-sector, the superfluid-insulator transition will occur in the presence
of a random potential, and the resulting insulating phase will be a mixture of glassy
puddles of superfluid which do not percolate, coexisting with a Mott-localized bulk. In
the spin-liquid scenario, the thermally conducting fluid of spinons (not including local
moments) form a diffusive metal. As shown below, the phase transition in the boson
sector is not affected by the presence of gapless fermions or gauge fluctuations, and
is identical to that of the ordinary dirty Bose-Hubbard model with random chemical
potential and long-range Coulomb interactions[139].
8.2.3 Gauge Fluctuations
In the spin-liquid phase, the emergent gauge field is deconfined, and in clean systems
its fluctuations lead to singular self-energies for the spinons resulting in non-Fermi-
liquid behavior (2D)[138, 141, 142, 143, 144, 145, 146, 147] or marginal Fermi-liquid
behavior (3D)[151, 148, 149]. For the strongly disordered doped semiconductors, the
inelastic scattering rate for the spinons from gauge fluctuations scales as g T
and is dominated by the elastic impurity scattering for low T. Consequently, the
low-energy properties of the disordered spinon Fermi-liquid will be largely unaltered
by the emergent gauge field. Furthermore, the gauge field propagation is strongly
damped by the diffusive spinons, leading to an w ~ q2 scaling of gauge-excitations.
This scaling implies that the gauge-field contribution to thermodynamic quantities
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is sub-dominant compared to the spinon contribution. For example the gauge-field
specific heat scales as Ca ~ T3 /2 < Cpinon~ T.
In 2D, a deconfined phase for the gauge-field requires the presence of extended,
gapless fermionic excitations to suppress instanton configurations [152, 153]. In 3D,
however, a compact U(1) gauge-field may remain deconfined even without extended,
gapless matter [152]. Therefore, in addition to the gapless, thermally-conducting
spinon Fermi-surface state described above, it is also possible to form an insulating
state where the charge degrees of freedom are Mott localized and the spinons are
Anderson-localized by disorder. Such a spinon Anderson insulator is distinguished
(in principle) from the conventional Anderson-Mott insulator by the presence of a
gapless emergent U(1) gauge-field (though experimentally detecting the emergent
gauge-field would be challenging).
Including gauge fluctuations generically gives rise to a spinon-rotor density-density
coupling of the form Aonf nb, where 5nf is the deviation of nf from its average value.
Here we give a simple scaling argument that such a coupling does not alter the critical
behavior of the boson-sector near the Mott transition. Consider integrating out the
spinons. The leading order term in the effective action for the bosons will be of
the form: A Zwq(6 nf(w, q)6nrf(-w, -q)) Inb(w, q)12 . In the transition to the spin-
liquid, the spinon density-density correlator is diffusive and evolves smoothly across
the transition: (6 nrf(w, q)6 nrf(-w, -q)) ~ q.
After a momentum-shell renormalization-group (RG) step, integrating out modes
with q E [A/s, A], with s > 1, one rescales q - sq and w -+ szo to compare the
new effective action to the original. Due to the random chemical potential provided
by the spinon sector, the Boson Mott transition is in the same universality class
whether one tunes through the transition either by changing chemical potential or
hopping strength (this would not be true without the presence of a random chemical
potential, where the Bose-Mott transition takes place at fixed density per site, with
the random potential however, the density per site is only fixed on average). For
the chemical potential driven transition, under an RG step, the scaling part of the
boson density rescales as nb(r, t) -+ sd+z-1/vnb(r, t) where v is the correlation length
exponent. Equivalently, the fourier component rescales as nb(q, w) -+ s-'/"n(q, w).
For z < 2, the denominator of the diffusive fermion correlator is dominated by
the 1wI term, and the density-coupling term scales as: Ag f ddqdwqd-z In(q, w) 2 -4
A's2(d-1/v) f ddqdwq d-i'n(q, w) 2, indicating that the coupling constant A rescales as
A - s 2 (1/--d)A. Since vd > 2, A is irrelevant. Similarly if z > 2, the diffusive fermion
correlator scales like a constant under RG, and the coupling constant A - s2v-d-zA
is again irrelevant.
Coupling to Gauge Fluctuations -
The rotor-gauge field coupling generically takes the form f ddrdTajl, where Jb is
the boson current. Integrating out the gauge-field at the RPA level generates a
term of the form g f ddqdwGaljb(w, q)12 , where Ga = (Ia(w, q)12 ). Current-continuity
requires that jb(w, q) ~ nrb(w, q), where nb is the total boson density which scales
like n ~ 1/Ld, indicating that jb(w, q) -+ s-jb(W, q) in each RG step. As shown
137
below, the gauge-field propagator scales like Ga ~ (w + q2 )- 1 .
For z < 2, under RG the gauge-fluctuation term rescales as g f ddqdwGajjb(W, q) _2
9' f sd+zddqdws-ZGas-2 j(w, q)12 . Consequently g -+ gs2-d flows to zero under RG
and is irrelevant. Similarly, for z > 2, the term rescales as g f ddqdwG.Ij (w, q)| 2 -4
g' f sdddqdws-2Gs2 2(w, q)12 , indicating g -+ s4-(d+z)g, and the term is again
irrelevant.
RPA Effective Action for the Emergent Gauge Field in the Diffusive Spinon
Metal
Since the spinons and bosons have opposite charge under the emergent gauge field
a, the gauge field couples to the currents as Saj = f drdlr (j4 - jf) a" (here and
throughout, we work in imaginary time). Therefore integrating out the spinon and
boson fields within the RPA approximation, gives the following disorder-averaged
effective action for the gauge field:
S RPA) = a(w, q) [Kb"'(w, q) + Kj/"(w, q)] a,(w, q) (8.7)
wjq
where K"' are the disorder-averaged current-current correlators (equivalently linear-
response kernels) for the fermions and bosons respectively.
The temporal fluctuations of the gauge field are screened by the compressible
fermions and become massive. At the critical point and in the insulating phase the
Boson conductivity vanishes, and consequently the gauge field dynamics are deter-
mined by the fermion response. The disorder-averaged density-density part of the
fermion electric response kernel is diffusive:
Kf 2N(O)Dq
2
00 wj + Dq 2
where, we have expanded the diffusion "constant" D(w, q) (which generally has some
w and q dependence, but does not vanish for q, w -+ 0 outside of the disorder-localized
phase) near w = 0 = q, and dropped the irrelevant higher order terms. The other
components of electric field response-function are related to Kf by gauge invariance
and charge conservation: KI = K/ = -wi Kf, and K§=i f -KOo. Furthermore,
we can identify 2N(0)D as the static uniform spinon-conductivity o-. In addition,
there is the usual diamagnetic response to fluctuating magnetic fields for W < q: Xdq 2 ,
where Xd is the Landau diamagnetic susceptibility of the spinons (whose average value
is not altered by disorder).
Combining these considerations, and working in the Coulomb gauge (V -a = 0 so
that only the transverse gauge field ai remains) gives the following RPA action for
the gauge-field a:
S(RPA) xdq2+ Uf 2  a( 12  (8.9)a [Xdq ~ol + qJ L(,,q
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where D =F is the diffusion constant (T is the disorder scattering time), and of is
the spinon-conductivity.
Inelastic Scattering of Spinons from Gauge Fluctuations
Using the RPA expression for the gauge field propagator, one can find the leading
(one-loop) self-energy for low-energy spinons near the Fermi-energy:
E(iw, k) J dWd 2 q1 dq Da(iQ, q) (VF 2 Gf (i(w - Q), k + q)
1q
Gf (iw, k) 1
iW - k + Tsgnw
Da(Q, q) = (8.10)
XDq 2 + II+Dq2
In the fermion Green's function k4q ~ VFq1 + (q 2 ), indicating that q11 ~ Q. Con-
sequently one may approximate q 2< q2 in the gauge field propagator, making
Da a function of q1 only. Furthermore, in this approximation, the current vertex
(VF q "VF'
Performing the q11 integral then gives N(0)sgn(w - Q) independent of the disorder
scattering time T. Considering the case of w > 0 for definiteness, this limits the range
of Q integration from 0 to w. Since the dominant contributions come from Q ~ qI,
one finds that the spinon self-energy due to diffusively-screened gauge fluctuations
scales like: E(iw) ~ w log(1/w) Continuing to real-time one finds the inelastic gauge
field scattering rate scales like Im [ER(w)] ~ w, or equivalently -s ~ , T. At low-
temperature, this inelastic scattering is clearly sub-dominant compared to the elastic
impurity scattering.
8.2.4 Generalized Phase Diagram
The MIT achieved by changing n, though experimentally relevant, is conceptually
complicated since disorder and interactions are simultaneously affected. It is con-
ceptually simpler to consider a generalized phase-diagram where disorder strength
W and interaction strength U can be separately adjusted, as in Fig. 8-3. Here we
restrict our attention to 3D, half-filling, and non-nested Fermi-surfaces (which are not
inherently unstable to magnetic ordering). Furthermore, we remain agnostic about
the particular realization of disorder, with the expectation that such details will not
alter the qualitative discussion that follows.
We begin by considering various limiting cases. The (U = 0, W # 0) limit is
completely understood[134]: here a diffusive Fermi-liquid occurs up until a critical
disorder strength beyond which all states near the Fermi-energy become localized
leading to an Anderson insulator (AI). Each of these phases is known to be stable
to infinitesimal interactions, and therefore extends at least to small U. The limit of
(U $ 0, W -* oc) is also straightforward. Here the Anderson localized insulator at
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Figure 8-3: Schematic generalized phase-diagram as a function of disorder strength
W and interaction strengths U measured with respect to the typical hopping t.
weak interactions crosses over continously to the Mott insulator of local-moments at
strong-interactions. At T = 0, the local moments are magnetically ordered in either
a random-singlet or spin-glass phase.
Finally, the line (U # 0, W = 0) is also reasonably well understood[136], albeit
with slightly less confidence. The clean Fermi-liquid survives up until some critical
interaction strength, beyond which it becomes a weak Mott-insulator with a spinon
Fermi surface (SFS). For large U, the emergent gauge field undergoes a confinement
transition and anti-ferromagnetic order develops. Here again, each of the clean in-
teracting phases is stable to infinitesimally small amounts of disorder and extends to
finite W. The only distinction being that, for any (U 4 0, W : 0), disorder creates
a non-zero density of decoupled local moments (indicated in Fig. 8-3 by "+LM").
These considerations greatly constrain the structure of the generalized phase-
diagram. Each of the phases at the boundary are known to extend to finite values
of W and U. Given the understanding of the boundaries of the phase diagram, the
main issue here is not whether a strongly disordered fermionic spin-liquid could exist,
but rather which particular path through the generic W and U phase-diagram is
appropriate to tuning n in doped semiconductors. Fig. 8-3 depicts an extension of
the well-understood outer boundary of the phase diagram to the interior. While one
can conceive of many intermediate insulating phases at intermediate U and W, in
the slave-rotor language, the only other natural candidate is the deconfined spinon
Anderson insulator described above.
8.3 Transport Signatures
8.3.1 Thermal Conductivity
- In the spin-liquid scenario, the electrical MIT and thermal MIT occur separately:
whereas electrical conductivity vanishes in the insulating phase, thermal conductivity
remains metallic, scaling as asp ~ T at low temperatures. Since the ever-present con-
centration of local-moments dominates the low-temperature thermodynamical prop-
erties of the system (but contributes only weakly to transport), linear-T metallic
conductivity is the clearest experimental signature of the spin-liquid.
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While K,, ~ T at the lowest temperatures there will be Altshuler-Aronov-type
corrections to K. from interactions and disorder: KAA - T 3 /2 [154, 155, 156]. Also, one
expects a large contribution, Kph from phonons: Kph - T 3.4 Therefore, to observe the
metallic spinon-contribution, it may be necessary to work at very low temperature,
and carefully subtract sub-dominant contributions.
8.3.2 Quantum Critical (QC) Scaling
Despite extensive experimental and theoretical effort, the quantum-critical (QC) be-
havior of electrical conductivity remains contentious and poorly understood. The
existence of a spin-liquid phase would have important implications for how QC scal-
ing should be extracted and interpreted. For T = 0 and n > n., the system is
a Fermi-liquid obeying the Wiedemann-Franz law: K/LT = - (where the Lorenz
number Lis a constant). Since - vanishes at the transition while K/textLT remains
non-zero there must be a discontinuous jump in the T = 0 electrical conductivity at
the MIT. In the slave-rotor description, this jump arises from the loffe and Larkin
rule[176] that the electrical resistivity p equals the sum p = Pb + Pf of the resistivities
of the bosonic rotors Pb and spinons pf respectively. Crossing the MIT at T = 0,
the bosons transition from a superfluid with Pb = 0 to an insulator with Pb = 00.
In contrast, the fermionic contribution, pf evolves smoothly through the transition,
implying a non-universal jump in the zero-temperature conductivity. Though super-
ficially similar to Mott's early proposal[157], this jump in conductivity is unrelated
to the idea of a "minimum metallic conductivity".
Evidence against a discontinuous jump in conductivity in Si:P comes mainly from
pressure tuning studies[126] that show conductivity droping sharply but apparently
continously to zero at the MIT. However, determining whether one is truly access-
ing the asymptotic behavior near the QC point is very challenging, and the proper
interpretation of the conductivity scaling remains controversial and poorly under-
stood [127]. For example, the pressure tuned experiments extract a conductivity
scaling exponent v = 1/2 that is incompatible with general exponent inequalities
for a metal-insulator transition[158], but could be explained as a thermally rounded
version of the true T = 0 conductivity jump. In the spin-liquid scenario, as we will
argue below, issues with extrapolating to T -+ 0 and n -+ n, are further exacerbated.
Near the quantum critical point (QCP) (i.e. T e 0, and 6n = n - n, < n,),
Pb(T, 6) obeys the quantum critical (QC) scaling for the disordered Bose-Hubbard
model Mott transition as shown in Fig. 8-4a. In the high-temperature critical regime
where T is the dominant perturbation away from criticality, Pb(T) ~ T-/z. At
lower temperatures T < T* ~ (6n)z/', where Jn is the dominant perturbation from
criticality pb(T) crosses over from the T- 1/z to 0 as superfluidity develops. Here z
is the dynamical exponent for the disordered Bose-Mott transition with Coulomb
interactions5 .
4The thermal-conductivity of a random-singlet phase of local moments is found to follow KLM
TP with p' ~ 4 in 3D, and is also subdominant at low T. See Appendix C for details.
5 In 3D z need not be 1, but z ~ 1 is appropriate when the energetics are dominated by the
long-range Coulomb interaction, which is plausible in the vicinity of the charge insulator. Here we
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Figure 8-4: Quantum critical scaling (with z = 1) of electrical conductivity 0 and
linear-T coefficient of thermal conductivity K/TL (L is the Lorenz number) near the
MIT as a function of concentration and temperature.
The spinon contribution to the resistance tends to a constant at zero temperature,
due to the elastic scattering from disorder. At finite temperature, there will also be
non-constant contributions to pj: PAA ~ /,[159] and Pph T 3 5 , from interactions
and phonons respectively. The resulting electrical resistance, p = Pb - pf, is depicted
in Fig. 8-4b. for various 6n near the MIT. The main feature here, is the resistance
upturn due to the nearly-critical fluctuating bosons, which quickly disappears below
T < T* as p saturates to a non-universal constant set by pj. The corresponding T
dependence of a = 1/p is shown in Fig. 8-4c. Notice the discontinous jump in the
very-low temperature conductivity between 6n -+ 0+ and 6n = 0. As shown in Fig.
8-4d, this jump will be rounded at non-zero temperature, and could escape notice
(consider, for example, if the lowest achievable temperature were indicated by the
vertical dotted line in Fig. 8-4c).
The spin-liquid scenario outlined here suggests a very different scheme for ex-
tracting the QC behavior of conductivity, than that for a conventional localization
transition. Here, one should include only data for which the resistance saturates to a
nearly constant value set by the spinon contribution. In practice there is a minimum
achievable value of temperature, Tmin. Consequently, this saturation region will dis-
appear as the MIT is approached when 6n < T1. Beyond this point, extrapolations
based on the curvature of a would fail to capture the true T -- 0 behavior.
The spin-liquid scenario will also complicate efforts to extract the critical scaling of
a(n) near the MIT. This difficulty is illustrated in Fig. 8-4d, which shows a (T = 0, n).
As the concentration is decreased in the metal, the conductivity curves slowly towards
an eventual localization transition at nc2 (which may or may not occur). However,
in the present scenario, the Mott transition of the rotors intervenes at ni > nc2
before the spinons localize. In this case, extrapolations of QC scaling based on a
conventional Anderson transition from the metallic side would be misleading.
illustrate z = 1 for definiteness, but stress that a different value will not qualitatively affect our
results.
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8.3.3 Discussion
In summary, we propose an alternative scenario to the Mott transition in doped
semiconductors where the weakly insulating state is a spin-liquid with fermionic ex-
citations. While such a transition has definite consequences for the quantum critical
scaling of conductivity near the MIT, such quantum critical behavior is notoriously
difficult to determine.
Other possible signatures of spin-liquid behavior include sub-gap optical conductivity[160]
in the insulator from gauge fluctuations and vanishing quasi-particle residue approach-
ing the MIT (measurable by tunneling on the metallic side). However, the former
coexists with sub-gap conductivity from exciting weakly bound local moments, and
the latter behavior will also be produced by a soft Coulomb gap (which will develop at
the MIT) [161]. Consequently, such probes are indirect, and would require a detailed
quantitative comparison.
Therefore, we suggest that the clearest test for spin-liquid behavior in doped
semiconductors would come from a careful study of thermal transport near the MIT.
A spinon Fermi-liquid would lead to K - T for low T, which, if observed, would
strongly indicate the presence of gapless fermionic excitations.
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Chapter 9
Gapless Fractionalized Phases II:
Strong Mott Insulators
The previous chapter concerned itself with spin-liquid phases in weakly insulating
phases near a metal-insulator transition. Spin-liquids can also arise in strongly insu-
lating compounds purely out from geometrical frustration. The best known example is
the spin-1/2 antiferromagnetic Heisenberg model on the Kagome lattice. This model
is thought to have a spin-liquid ground-state due to the interplay of geometric frustra-
tion and large quantum fluctuations of spin-1/2 moments[162, 163, 164, 165, 166, 167].
To a reasonably good approximation this model is realized in the material Herbert-
smithite (ZnCu3 (OH)6 Cl 2), which consists of layers of Cu2+ ions with antiferromag-
netically interacting spin-1/2 magnetic moments arranged in a structurally perfect
Kagome lattice[16].
There is compelling evidence that Herbertsmithite has a spin-liquid ground-state.
It shows no signs of magnetic order down to the lowest accessible temperatures -
30mK, well below the magnetic exchange scale J e 190K. Instead, at low-temperatures,
it exhibits power law temperature dependence of spin-susceptibility x, and heat ca-
pacity C[168], as well as a Knight shift that tends to a constant at low T.[169, 170]
These features are suggestive of gapless (or at least nearly gapless) spinon excitations.
Moreover, recent neutron measurements show a broad spectrum of spin-excitations
consistent with a low-energy spinon continuum[171].
While Herbertsmithite is a promising spin-liquid candidate, the detailed nature
of its putative spin-liquid ground-state remains mysterious. Evidence for gapless
spinon excitations led to early suggestions that the material might realize a U(1)
Dirac spin-liquid (DSL) with fermionic spinons whose low-energy dispersion consists
of two Dirac cones[172, 174]. Projected wave-function studies showed that spin-wave-
functions obtained from the DSL mean-field ansatz have very good energy with no
variational parameters[172] (even lower energies can be achieved by applying a few
Lanczos steps to the DSL wave-function[173]). However, recent advances in density-
matrix renormalization group (DMRG) techniques have enabled simulation of wide
ID strips, which suggest that the ground state of the Kagome Heisenberg model is
instead a Z 2 spin-liquid with a sizeable spin-gap[167]. The issue is complicated by
the observation that the Z 2 spin-liquid found in DMRG for is very sensitive to small
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perturbations away from the pure Heisenberg model[175]. In light of this observation,
it is quite plausible that additional ingredients such as disorder or spin-orbit coupling
play an important role in determining the ground-state properties of Herbertsmithite.
These theoretical difficulties highlight the need for new experimental probes that
can more directly measure the properties of emergent spinon excitations. For example,
it was recently proposed that spin-orbit coupling could enable neutron scattering
measurements to detect the gapless emergent gauge fluctuations present in the U(1)
Dirac spin-liquid theory[177].
AC electrical conductivity measurements offer another route for measuring the
structure of low-energy spin excitations. Despite the host material being a strong
Mott insulator, it was previously pointed out for a U(1) spin-liquid that virtual
charge-fluctuations can enable power-law absorption deep within the Mott gap[176,
160]. Indeed, in-gap optical absorption has been observed in organic spin-liquid
candidates[178], but the data does not go to very low frequencies. These sugges-
tions have led to recent measurements of the electromagnetic properties of single-
crystal samples of Herbertsmithite, at terahertz frequencies[179]. This work finds a
low-power-law frequency dependence to AC conductivity inside the Mott gap, whose
magnitude increases as temperature is lowered.
Inspired by this work, we revisit the issue of sub-gap AC electrical conductivity of
candidate spin-liquid states for Herbertsmithite. We consider two scenarios in which
Herbertsmithte forms either 1) a U(1) Dirac spin-liquid with fermionic spinons and
an emergent U(1) gauge field or 2) a nearly gapless Z2 spin-liquid in the vicinity of
a quantum phase transition to non-collinear antiferromagnetic (AFM) order. Within
these scenarios, we find three distinct mechanisms for power-law optical absorption.
All of these mechanisms produce conductivity with frequency dependence: a- ~W,
but are expected to have different magnitudes.
The first two mechanisms are specific to a U(1) spin-liquid and rely on linear cou-
pling between the applied AC electrical field and the emergent gauge electric field.
First, in a U(1) spin-liquid, an external electric field creates virtual charge fluctuations
that produce emergent electric fields. This mechanism is a strong-coupling general-
ization of the Ioffe-Larkin mechanism for optical absorption previously discussed in
Refs. [176, 160]. Here, we adapt strong-coupling expansion results by Bulaevskii et
al. [180], which shows that certain spin configurations exhibit a net dipole moment.
This fact is surprising in a Mott insulator, which is typically viewed as an electri-
cally dead state where a single charge is frozen to each lattice site. While such a
picture provides a useful cartoon of the Mott insulator, in reality, the electron density
is only fixed to one-electron per site on average. Quantum fluctuations of the local
charge density inevitably occur as electrons virtually hop to neighboring sites creat-
ing double occupancies and vancies with a net dipole moment. Such hopping requires
anti-parallel spin allignment on neighboring sites, due to Pauli exclusion, and hence
the fluctuation induced dipole moments are closely tied to local spin-correlations[180].
This approach allows us to establish a clear microscopic origin for AC optical absorp-
tion in the U(1) Dirac spin-liquid, and enables semi-quantitative estimates of its
magnitude.
Second, an external electric field can create a lattice distortion that is non-uniform
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within the unit cell, but uniform across different unit-cells. Such lattice distor-
tions perturb the spin-system with the same symmetry as the virtual polarization
mechanism[180]. The magnitude of conductivity from the first mechanism is ex-
pected to be parametrically smaller than that of the second, since virtual charge
excitations are suppressed by a factor of (y)3 in a strong Mott insulator (where t is
the hopping and U is the on-site repulsion). However, it turns out that the charge-
fluctuation mechanism is enhanced by a large numerical prefactor, and may actually
be of the same order as the second magneto-elastic mechanism. Both of these effects
give roughly the same order of magnitude as observed in Terahertz measurements by
Pilon et al.[179].
In addition, we have identified a third mechanism for absorption based on magneto-
elastic and spin-orbit couplings. Here, an applied electric field induces lattice distor-
tions, perturbing the magnetic system. Due to the special pattern of Dzyaloshinskii-
Moriya interactions for the Kagome lattice, these spin-perturbations induce uniform
spin-currents. Absorption from this mechanism follows a ~ w2oa, where o, is the
spin-conductivity of the magnetic system, thereby allowing an all electrical probe
of spin-transport. Moreover, this mechanism is quite generic; it is not particular to
U(1) spin-liquids, but will also produce a - w2 absorption in a nearly gapless Z2 spin-
liquid, or even in a thermal paramagnetic with diffusive spin-transport. Absorption
through this spin-orbit based mechanism is suppressed by a factor of (p)2 ~ 10-2
compared to the second mechanism described above, where D is the magnitude of
the Dzyaloshinskii-Moriya interactions, and J is the magnetic exchange coupling.
Before describing possible sub-gap absorption mechanisms, we briefly review the
slave-particle effective theory approaches for describing U(1) and Z 2 spin-liquids.
The ground-state properties of strong (U > t) Mott insulators at half-filling are
well described by eliminating doubly occupied sites in a t/U expansion to obtain
an effective spin model HHeisenberg =J (i Si Sj, where i and j label sites of the
Kagome lattice. To describe quantum disordered spin-liquid states of this strongly
coupled spin-theory, it is convenient to re-write the spin-degrees of freedom in terms
of auxiliary Schwinger fermions or bosons: Si =I flaabfi,b or Si = ba abbb
respectively, subject to the constraint that nf = 1 (nb = 1). Such descriptions
have a U(1) gauge redundancy associated with the local U(1) transformation fA, bi -+
eio'(fi, bi), and naturally lead to low-energy effective theories with emergent U(1)
gauge fields.
9.1 U(1) Dirac Spin Liquid
9.1.1 Mean-Field Ansatz and Effective Field Theory
Fermionic spin-liquid states of spin-models can be described by re-writing spins as
Schwinger fermions: Si = 2fia Uabfi,b, subject to the constraint that the number
of fermions, nf = 1. A spin-wavefunction can be obtained by first decomposing
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HHeisenberg into a mean-field Hamiltonian:
HMF =J xijAf fp+ Aij (ftfT + h.c.
( i).1)
which respects the constraint nf = 1 only on average. A physical spin-wave function
can be obtained from the mean-field Hamiltonian by projecting out the unphysical
doubly occupied sites: |Rspin) = PG I' H,,F), where PG denotes a projection that
removes double occupancies. This spin-wave function can then be used as a variational
ansatz.
At the mean-field level, ygF = (ffj,a), and F= (ffT). For the Kagome
lattice Heisenberg model, the procedure outlined above favors a state with Aij = 0
and with a sign structure of Xij such that each hexagon has an odd number of negative
bonds, and each triangle has an even number[172]. One can go beyond a mean-field
treatment by incorporating fluctuations in the phase of xij: xi 4 X F eiaj, and in
the magnitude of p: p -* p -a9, where a9 and aij are the space- and time- components
of the vector potential for the emergent U(1) gauge field.
Linearizing the low-energy spinon dispersion near the Fermi-energy, the resulting
low-energy effective theory consists of four-flavors of two-component Dirac fermions
(one for each combination of valley and spin), coupled to an emergent U(1) gauge
field[172, 174]. In imaginary time the effective Lagrangian density for the DSL is:
= fk,w [-W + VDT k] fk,w ± (iq,Q),, all (9.2)
Where we have introduced the 8-component field, fa, where a is a super-index labeling
spin, valley, and Dirac-components, Here, T are Pauli-matrices in the Dirac component
basis[174], VD M is the Dirac velocity, j = is the spinon-number-current
with Z=kw fk-q,w-S&fk, and jqQ = VD k,w fk-q,w-Tfk,w, and a1 =
where a0 and a are continuum versions of the long-wavelength components of the
lattice-vector potentials a9 and aij.
The emergent gauge degrees of freedom arising in the slave-rotor effective theory
are sometimes described as "fictitious", as they arise out of a redundancy of the
slave-rotor formalism. However, while the emergent vector potential, a", has no
direct physical meaning, gauge invariant quantities derived from at' have observable
physical meaning in terms of spin.
The functional form of the expression of the emergent electric and magnetic fields
may be deduced on symmetry grounds and for a strong Mott insulator. Furthermore,
their parametric dependence on the parameters of the Hamiltonian can be fixed by
dimensional analysis, at least for a strong Mott insulator where there is only one
length scale, a, and one energy scale, J. It is nevertheless gratifying to produce an
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explicit derivation of the microscopic meaning of the gauge flux through an elementary
plaquette and electric field along a lattice link. One should keep in mind, however,
that these microscopic operators will be renormalized in going to a low-energy effective
description and will receive contributions from all other low-energy operators with the
same symmetries.
By considering spatial Wilson loops of a' within the slave-particle effective theory,
Refs. [188, 189] demonstrated that the emergent magnetic flux through a triangular
plaquette corresponds to scalar spin-chirality of the triangle:
bikel- Si * (Si x Sk) (9.3)
where sites i, j, k form corners of the triangle (traversing cyclically in the clock-wise
direction). As shown in Refs. [190, 180], in a strong Mott insulator, the vector spin-
chirality is just the electrical current circulating around the triangle in the clock-wise
sense:
jcrc24t3 a t5bi3 jk j -e U2 )Si (Sj X Sk) O b ) U4 (9.4)
We follow a similar route to establish the physical meaning of the emergent elec-
trical field e. We will show that, in terms of the physical spin-degrees of freedom, the
electric field corresponds to the gradient of bond-energy, which in turn corresponds
to the electrical polarization arising from virtual charge fluctuations (as described in
Ref. [180]).
9.1.2 Physical Meaning of the Emergent Magnetic Field
We begin by reviewing the arguments of Ref. [188] to identify b as the scalar spin-
chirality. In the Schwinger-fermion approach one rewrites spins as auxiliary fermions:
Si = f ab fi,b, subject to the constraint 1 i,=. Converting the resultingfz a 2totej , 1th
Heisenberg Hamiltonian into a functional integral with fields f, f (corresponding to
f t, f) and introducing Hubbard-Stratonovich fields Xij to decouple the resulting four-
fermion hopping term yields the following term in the effective action:
L =J fi,a(T )fj,a(T)fj,b(T )fi,b(T)
- JXijfi,afj,a + Jiif,afi,a + -kiiXij (9.5)
In the resulting low-energy theory, fluctuations of the magnitude of Xij, around their
saddle-point (mean-field) value are massive, and the phase fluctuations about the
saddle point value are simply eiati. The Wilson loop around a spatial loop F is:
Wr = f1 e" ~ f Xij (9.6)
where aij is the vector-potential on the bond (ij).
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This Wilson loop can be generated by introducing an infinitesimal source term
6 L =r i xij + iykij (9.7)
By making the change of variables:
Xij a Xij - 7ij Vijj -+ i - 7ij (9.8)
one shifts the source for Xjj to a source for fi afj,a, indicating that the Wilson loop is
equivalently expressed in terms of a string of fermion fields:
Wr = Il e"iaj J f1 ,afia (9.9)
or
For example, the flux through a triangular plaquette is Wk fi,afj,afj,bfk,bfk,cfi,c.
One can then restore the Grassman expression to operator form: W k- ftfjaftbfkb fc
which can be expressed purely in terms of physical variables of through the identities:
f1 afi,b = Jy,i + Si - oaa ~~ + Si -6 ab2 2
fi,afi b=a - n,i)- SiILI - Ja b Si - ab (9.10)
where nf,i is the spinon occupation number of cite i, which can be regarded as ap-
proximately constant: nie ~ 1, and o- are the spin-1/2 Pauli matrices.
The magnetic flux through a triangle ijk is then bijk = I(Wg - Wks) = 1.m (W ) e
Si - (Sj x S). The same procedure identifies the magnetic flux through a square pla-
quette with vertices ijkl as:
1
b 2jk= (b ijk + Ibk+ bkli+ blis) (9.11)
9.1.3 Physical Meaning of the Emergent Electric Field
Proceeding by analogy to the previous section, the electric field on a link (ij) is given
by the space-time Wilson loop:
= linm A Eeat(t)+aP(t)-ai 3 (t+6t)-a)(t))
R6tS
1+ - (Si x ) -S 3 . (Si x 5 + h.c. (9.12)
'To restore this equal-time product of Grassman fields to operator form, in principle, one needs
to resolve an operator ordering ambiguity. However, for determining the flux through a triangular
loop the choice of orderings turns out to be unimportant. For larger loops however, the ordering
convention makes some difference. In particular, the choice of Refs. [188, 189] leads to an expression
for the U(1) Wilson loop that depends explicitly on the choice of base-point. This undesireable
feature can be avoided by averaging over choice of base-points.
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Figure 9-1: Space-Time Wilson loop corresponding to the emergent electric field eij
on lattice-bond (ij).
where we have explicitly forced eij to be Hermitian in order to avoid operator or-
dering ambiguities in restoring the path-integral expression to operator form. The
time-evolution of Si follows from evolving under the Heisenberg Hamiltonian H =
jZE(ij) Si . j
, = -i[H, S] = JZ Sd x Si (9.13)
d
where d are the vectors connecting site i to its nearest neighbors. Combining Eqs. 9.13
and 9.12 gives:
eij si .Sj~d - Sj Si~z- 9.14)
where di, dj are the nearest neighbor vectors of sites i and j respectively.
For a 3-site triangle, Eq. 9.14 reduces to a discrete gradient of bond-energy (on
the lattice of bonds), which was shown by Bulaevskii et al. to be proportional to the
polarization arising from virtual charge fluctuations.
9.2 Z2 Spin-Liquids
While the Dirac Spin-Liquid wave-function gives a good energy for the spin-1/2
Kagome Heisenberg model without any variational parameters, DMRG studies in-
dicate that a Z 2 spin-liquid with a sizeable (~ 0. 15J) gap to spin excitations has even
lower variational energy. For Herbertsmithite, a large-gap Z2 spin-liquid is inconsis-
tent with observations of gapless behavior[168, 169, 170] down to energy scales well
below 0.15J. However, additional ingredients such as disorder and spin-orbit cou-
pling, not present in the pure Heisenberg model, could suppress the Z 2 gap, leading
to a nearly gapless state consistent with experiments. For example, slave particle
mean-field studies of large N analogs of the spin-1/2 Kagome Heisenberg model sug-
gest that the spin-1/2 model is naturally close to such an 0(4) quantum critical point
between a Z2 spin-liquid and V3_ x /53 magnetic order[181].
Therefore, while the main focus of this paper will be on the U(1) Dirac spin-
liquid, we will also explore optical conductivity mechanisms for a nearly gapless Z 2
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spin-liquid. In this section, we give a brief review of the slave-particle formulation of
Z2 spin-liquids, and their possible phase transitions to magnetically ordered states.
Z 2 spin-liquids may be described in the Schwinger fermion effective field theory
approach by introducing non-vanishing pairing terms Aij into the spinon-mean-field
ansatz. An alternative description can be obtained by using bosonic rather than
fermionic spinons: Si = bi abi,b subject to the constraint that nb = 1. This de-
scription also has a local U(1) redundancy leading to emergent, compact U(1) gauge
degrees of freedom. In the Schwinger boson formulation, the Z 2 spin-liquid state is
a superfluid of pairs of bosons with (bia) = 0 but (biabja) # 0. The pair condensate
breaks the U(1) gauge degree of freedom down to a residual Z 2 degree of freedom
associated with bi - -bi. When treated exactly, the fermionic and bosonic formu-
lations of the Z 2 spin-liquids are of course equivalent; and in certain cases one can
explicitly construct a duality between the two descriptions, where the boson b is just
a vortex in the fermionic paired superfluid[183].
Unlike the fermionic decomposition, the bosonic formulation allows a simple de-
scription of magnetically ordered states as superfluid states with (bi,a) # 0. Since
the frustrated Kagome geometry precludes collinear antiferromagnetic (AFM) order,
it is natural to consider non-collinear (but co-planar) AFM order with (S(r)) =
n, cos Q -r +n 2 sin Q -r, where ni -n2= 0, and Q is a lattice-scale wave-vector whose
precise form depends on the particular type of non-collinear AFM order[182]. This
formulation also naturally describes a continuous phase transition between Z 2 spin-
liquid and non-collinear AFM, in which the spinon pairing order parameter'amplitude
vanishes continuously without proliferating topological defects of the superfluid order.
The critical theory of such a transition contains gapless, deconfined spinons, and the
critical properties are those of a relativistic O(4)* quantum critical point[182]. Here
* denotes the fractionalized critical point in which the fractionalized objects obey
the ordinary 0(4) critical scaling, but in which the physical degrees of freedom are
composite operators of these fractionalized fields. Interestingly, the quantum critical
properties are largely independent of the particular details of the type of Z 2 spin-liquid
or non-collinear AFM order.
9.3 Optical Absorption - Some General Symmetry
Considerations
On symmetry grounds, a uniform external electric field, E, will couple to any time-
reversal even and spatially uniform operator that transforms like a vector represen-
tation of the Kagome symmetry group. In the absence of spin-orbit coupling, the
electric field couples only to spin-singlet operators. In the U(1) Dirac theory, the
operators with lowest scaling dimension are the 15 fermion-bilinear mass terms[174:
NZ= fT 3 uagf, NB = fT 3af, and N = fTr3 pif, where p' are Pauli matrices in
the valley basis. Since NA and Nc break translational invariance they cannot couple
to a uniform E, and since NB is a scalar, only its spatial derivative can couple to E
(which would not contribute in the optical conductivity regime: q 0, w $ 0).
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The next lowest dimensional operators are: the emergent gauge fields e and b,
and conserved spinon-number current jf and spinon spin-current j', (here i refers to
the direction of the current of the k component of spin). In the absence of spin-orbit
coupling, only e has the right symmetries to couple to E. In the presence of spin-orbit
coupling, js may also couple to E. Therefore, we expect the electric field along the
i-direction to couple to the operator 0' = Ake l + 'j, + ... where A, and A
are, for the moment, unknown coefficients and ... represents operators with higher
numbers of time-derivatives that make negligible contributions to AC conductivity at
low frequency. As explained in more detail below, the scaling dimensions of e and
js are fixed by conservation laws, indicating that the conductivity from coupling to
these operators scales like o - w2.
Similar symmetry arguments can be applied to identify the low-energy operators
of the critical Z2 spin-liquid theory that may couple to an external electrical field.
While there is no gapless emergent electric field in this scenario, in the presence of
spin-orbit coupling, the conserved spin-current may couple to E again giving a ~
w2. The emergent 0(4) symmetry of the Z2-AFM quantum critical point gives rise
to 9 low-dimensional operators with the small scaling dimensions[182]. If coupling
to these operators were allowed, it would contribute very low power-law frequency
dependence o- ~ w05 based on their known scaling dimensions. However, only higher
time-derivatives of these operators can couple to E, giving higher power conductivity
0- w2 .5 . Therefore, the operator that couples to E in the Z 2-AFM critical point is:
Oz 2  Ajs +..., where A3 is an unknown coefficient and ... represent less relevant
operators.
These general considerations greatly constrain the operator form of the physical
current operator, and predict conductivity scaling like o ~ W2. In the following
sections, we explore microscopic origins of these symmetry allowed couplings, in order
to estimate the size of the coefficients A1,2 ,3 -
9.4 Purely Electronic Mechanism for Sub-Gap Ab-
sorption in U(1) Spin-Liquids
In states with emergent U(1) gauge fields, linear coupling between external elec-
tromagnetic fields and the emergent electromagnetic fields are generally allowed by
symmetry. Dissipation by coupling to gapless emergent degrees of freedom was origi-
nally discussed by loffe and Larkin[176] within the slave-boson approach, who argued
that the physical conductivity o was equal to the inverse sum of the boson and spinon
conductivities, c-b and of:
= bf (9.15)
Ub + 0f
This result was later adapted specifically to the spinon-Fermi surface state and the
Dirac spin-liquid by Ng and Lee[160].
Here we will revisit this absorption mechanism for the case of a Dirac spin-liquid in
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Figure 9-2: Panels a) and b) show the spin- and magneto-elastic mechanisms that
couple the emergent gauge electric field e to an applied external field E shown here
along the vertical (y) direction. Panel a) depicts a spin configuration that has a net
polarization along the electric field due to virtual charge fluctuations. Dark shaded
bonds labeled + and light shaded bonds labeled - respectively indicate strong and
weak spin-singlet correlations. The arrows schematically indicate spin-orientation;
since the individual spin operators Si do not commute with the polarization operator
the true quantum states associated with definite polarization will be in some entangled
superposition of similar spin-configurations. Panel b) shows a distortion of the Cu2 +
ions induced by the electric field. This distortion alters the bond distance, which
increases the exchange coupling Jj for dark bonds labeled + and decreases it for
light bonds labeled -. Both mechanisms have the same symmetry.
a strong Mott insulator. We adapt the strong-coupling expansion results of Ref. [180]
to reveal the microscopic origin to the Ioffe-Larkin absorption mechanism, enabling
us to make semi-quantitative estimates of the magnitude of this effect for Herbert-
smithite. While our results in this section are qualitatively similar to the previous
study of Ref. [160], we find some differences. In particular, we find a different t/U
dependence of the optical absorption than obtained from a slave-rotor mean-field
description. Moreover Ref. [160] found that the Ioffe-Larkin mechanism produced
conductivity scaling like om ~ w 2- where / was an unknown anomalous dimension.
Here, we argue that the emergent gauge invarianes exactly fixes / = 0.
While real charge transitions are forbidden in the Mott insulating phase, virtual
charge transitions can mediate a coupling between an externally applied physical elec-
tromagnetic field, A" and the emergent gapless gauge and spinon degrees of freedom
of the spin-liquid, thereby generating dissipation. In p.3 of Ref. [180], Bulaevskii et
al. derived an expression for the electron polarization and current operators for a
3
3-site Hubbard model triangle: 1A 2 , in the large U limit. The resulting operators
are expressed purely in terms of spin-variables, using a strong coupling expansion in
t/U < 1, to eliminate configurations with double occupancies. The leading order
contribution to the polarization for a triangle of spins was found to be:
St 1 )3 S3 (S 2 - Sl)
P = l2ea (J 9[S3 
- (Si + S2) - 2S, - S2])
-- l2ea V(Si . S) (9.16)
where e is the charge of an electron (which should not be confused with e, the emergent
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electric field), a is the lattice spacing (which should not be confused with the emergent
vector potential a). Here, V is the discrete lattice derivative defined on the lattice of
bond-centers with bonds labeled by their endpoints i and j. The x and y components
of this discrete gradient are written out explicitly in the first line.
This polarization will couple the spins of each triangle linearly to an external
electric field E, giving a perturbation to the spin-Hamiltonian:
6HE(t) - - J d2 rP(r, t) -E(r, t) (9.17)
A small magnitude applied AC electric field E = Eoe-t produces an induced
polarization: (P)E - (P P_)E(w), delivering energy through 6HE at a rate of
Re [(PP-,)] E2, or, equivalently, giving conductivity - = iw(PeP_,)nA where
nA - 1 is the density of triangles in the kagome lattice with lattice spacing a.
Expressing the polarization operator P as a sum of the polarizations on each
triangle, re-written in terms of spin-operators through Eq. 9.16, we find that the
spin-electric field coupling produces the conductivity:
OrL() 1 i(1e2 t )'(VS mwl2(.8
v1/3 U
In the large U limit, the bond energy gradient was previously shown to be directly
related to the emergent electric field :
e ~ V(Si S3 ) (9.19)2
where J ~ f is the magnetic exchange coupling. From this expression, we seeU
that there is a linear coupling between the physical electrical field and the emergent
electromagnetic field. Such a linear-coupling was previously identified by Ioffe and
Larkin based on a slave-boson effective field theory description of the Hubbard model.
The result presented here is simply a strong-coupling generalization of the Ioffe-
Larkin result valid for t < U. Though the functional form of the E - e coupling is
identical to the slave-rotor treatment, the strong-coupling expansion predicts a differ-
ent t/U dependence compared to a mean-field slave-rotor treatment of the Hubbard
model. For example, comparing to Eq. 9.18, and using o = M(phiph), we identify
the physical electromagnetic current (in the optical conductivity limit, q = 0, w 0)
as:
tjph ~ 6eanL U2 Ote (9.20)
This result disagrees with the slave-rotor mean-field theory in the large U limit, which
would have predictedjph slave-rotor te. We believe that this discrepancy is due to
the mean-field treatment of the slave-rotor theory, which does not properly account
for the gauge constraint in determining the properties of virtual charge excitations. A
simple illustration of the shortcoming of the slave-rotor mean-field, is that it predicts
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that gapped charge excitations propagate with velocity ta - VF rather than Ja as
would be appropriate for the strong-Mott limit. In contrast, the strong-coupling t/U
expansion maintains the physical electron Hilbert space, and in our view, provides a
more reliable determination of the coupling between spins and external electromag-
netic fields. The results of the t/U expansion can then be taken as a starting point
for the slave-particle effective field theory, which we can better expect to correctly
capture the low-energy physics of the spin-system.
These considerations show that the contribution to AC conductivity from coupling
to the emergent gauge field is:
72r e2  t2
0oIL ewe-)(9.21)/ 3 h U4
In the absence of magnetic instantons the emergent gauge field components form a
conserved current:
e x
,,jm =atb+2- Vxe= (9.22)
where the second line is Faraday's law of induction for the emergent gauge field, which
becomes asymptotically exact at low energies due to the emergent gauge symmetry. In
a deconfined U(1) spin-liquid state with emergent scale invariance, such as the Dirac
spin-liquid, the electric field cannot acquire any anomalous dimension due to this
emergent conservation law. These considerations exactly fix the scaling of IL - W2
for the Dirac spin-liquid.
To estimate the magnitude of the prefactor, we need to rely on an approximate
treatment of the low-energy effective field theory. In a random-phase approximation
(RPA) treatment of the low-energy effective action, the gauge field propagator is set
by the spinon electromagnetic response kernel. Starting with the low-energy effective
Dirac theory, Eq. 9.2, choosing a gauge such that a0 = 0, and adding a source term,
je, for ek,m = -wak,.:
L~ fk,, [-iW ± VDTr - k] fk,w + jq,Q a
- J'g,_, - wak, (9.23)
Integrating out the spinons within the RPA yields the following effective action for a:
1
La = 2 akw (k, w)akw - wake (9.24)
Where K7 = (jiji) is the spinon electromagnetic response kernel. Integrating out
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the emergent gauge field gives the effective action for the source Je:
W J , 2 (9.25)20rD
where 0 D is the conductivity for massless Dirac fermions (with the effective charge set
to 1), which is a universal constant at low-frequency. Analytically continuing back to
real time, these manipulations show that, in the RPA, the real-time (ee) correlator
takes the form:
(ete _)RPA - ij (9.26)2 0D
The precise value of this universal constant can depend on whether one has free, in-
teraction dominated, or disorder-dominated fermions. Neglecting the effects of gauge-
fluctuations, one has: rD - [184]
Combining this result with Eq. 9.18 yields:
r1_ T t2W2) e2JIL (W) 48\'7r - (9.27)U4 h
Here the large numerical prefactor is primarily due to the factor of 12 in the relation
between spin and electric polarization, Eq. 9.16.
The experiments by Pilon et al. [179], examine optical conductivity at terahertz
frequencies corresponding to hw ~ 4meV~ 50K. At w = 1THz, they measure three-
dimensional conductivity of order J 3D(1THz) ~ 0.1Q-lcm- 1 . For interlayer spacing
ioA, this corresponds to two-dimensional conductivity u(1THz) ~ i-%. Com-
paratively, we have U - 1eV and t ~ U/10. These numbers give an estimated
magnitude for the conductivity produced by coupling to the emergent electric field:
JIL(1THz) ~ , which is slightly smaller than, but roughly the same order
as that observed. We will see in the next section, that a coupling with the same
symmetry also arises from magneto-elastic coupling, which is expected to contribute
additively to this purely electronic contribution.
9.5 Magneto-Elastic Mechanisms for Absorption
In the previous section, we discussed sub-gap optical absorption in a U(1) spin-liquid
through the Ioffe-Larkin coupling of the applied and emergent electric fields. Be-
yond the pure spin-model, there will be additional pathways for optical conduction
from magneto-elastic coupling between spin and lattice distortions and from the in-
terplay of magneto-elastic and spin-orbit couplings. In practice, we will argue that
these mechanisms may be more important than the purely electronic contributions
described above. Furthermore, in the presence of spin-orbit coupling, these additional
absorption mechanisms will also be relevant for nearly gapless Z 2 spin-liquids without
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Figure 9-3: The Kagome point group is generated by mirror reflections, M', about
the x-axis passing through the center of the vertical hour-glasses, and 7r/3 rotations,
R,/ 3 about the center of the hexagons.
an emergent U(1) gauge field.
9.5.1 Magnetoelastic Coupling to Emergent Electric Field
Since the Cu ions have a net charge, an external electric field can give rise to a relative
displacement of Cu ions within the unit cell. As shown in Fig. 9-2b, this distortion
will increase the hopping strength along some bonds and decrease it along others,
yielding a perturbation:
6 HME Z i£jSj - Sj (9.28)
(ii)
While deriving the precise distortion resulting from an electric field would require
knowledge of complicated details of various lattice-elasticity parameters, it is sufficient
for our purposes to simply determine what spin-operators can couple to this distortion
on symmetry grounds. The pattern of modified exchange couplings, 6Jij, induced by
the lattice-distortion shown in Fig. 9-2b can be expressed as linear combinations of
the basis elements:
S4 S5-s i - S2
S 4 . S3 - S3 - S2
S- S3 - S3- S1 (9.29)
Here, we represent the resulting pattern of 6Ji 's pictorially for a single unit cell
consisting of one upward and one downward facing triangles. Black (white) circled-
bond representing JJij > 0 (6Jy3 < 0) respectively, and it is implicit that the pattern
shown should be repeated uniformly throughout the Kagome lattice.
As illustrated in Fig. 9-3, the Kagome point-group is generated by 1) clock-wise
rotations about the center of a Hexagon, denoted R,/ 3, and 2) mirror reflections
through the horizontal axis (x-axis) passing through the points of triangles, denoted
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M2. The transformation properties of the basis elements in Eq. 9.29 are:
{ ,- , -z, -} (9.30)
This three dimensional representation of the Kagome point-group reduces into a one-
dimensional pseudoscalar, B 2, irreducible representation (irrep) spanned by:
(9B2 = 1 7+X+(9.31)
and a two-dimensional vector, E1, irrep spanned by:
O =1 2 -X - Z](9.32)
The external electric field E is a vector, transforming like the E1 irrep of the
Kagome point-group, and hence only couples to the E1 components: JHME ~ E -OE1 -
Comparing the symmetry of OE 1 , we see that this operator is just the discrete bond-
energy gradient corresponding to the polarization operator generated described in the
Eq. 9.16 of the previous section. Therefore, as previously pointed out in Ref. [180],
the magneto-elastic coupling due to the electric field induced displacement of Cu ions
will generate a coupling of the same form as in Eqs. 9.16,9.18, but with a coupling
constant 2 in place of the (})3 appearing in Eq. 9.16, where uij is
the ionic displacement induced by the electric field, and Kcu is the effective spring
constant for the Cu displacement shown in Fig. 9-2b.
For the Dirac spin-liquid, the perturbation Eq. 9.28 produces a linear coupling
between the external and emergent electric fields, just as with the Ioffe-Larkin mech-
anism discussed in Sec. 9.4. In this case, following the derivation of Eq. 9.27 in
Sec. 9.4, we see that this magneto-elastic coupling leads to optical conductivity:
W )2 e2
UME(W) ~ (9.33)Kcua2 h
In contrast, since this magneto-elastic mechanism relies on the presence of an emer-
gent U(1) gauge field, it is not expected to produce low-power-law frequency depen-
dence of optical absorption for the nearly critical Z 2 spin-liquid scenario. The energy
scale Kcua2 is expected to be of order - 1eV, which is comparable to U. Conse-
quently, for the Dirac spin-liquid, this absorption mechanism may dominate over the
Ioffe-Larkin contribution of Eq. 9.27, which is smaller by a factor of (_)2
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9.5.2 Spin-Orbit Coupling
The mechanisms described in the previous section relied on the existence of an emer-
gent electric field, a low-dimensional operator with the right symmetries to couple to
the external electric field (i.e. a time-reversal invariant, spatially uniform, spin-singlet
operator transforming under the E1 representation of the Kagome point group).
These mechanisms are special to the U(1) spin-liquid, since, in the alternate sce-
nario where the ground state is a nearly critical Z 2 spin-liquid, there are no spin-
singlet operators with the right symmetry properties. However, as we will show in
this section, the presence of spin-orbit coupling enables the external electric field to
couple not only to spin-singlet operators, but also time-reversal invariant spin-pseudo-
vectors. In particular, the combination of spin-orbit and magneto-elastic couplings
will generically enable the electric field to couple to spin-current, enabling purely
electrical probes of spin-transport. This coupling to spin-current provides alternative
mechanisms for optical absorption which lead to AC electrical conductivity scaling
like o- w 2 in any gapless relativistic state. In particular this mechanism is also
relevant in a nearly gapless state, at finite frequency above the spin-gap, for exam-
ple in the vicinity of an 0(4) quantum critical point between a Z 2 spin-liquid and
non-collinear antiferromagnet.
Dzyaloshinskii-Moriya (DM) Terms
We begin with a brief overview of spin-orbit coupling in Herbertsmithite and related
Cu spin-1/2 Kagome antiferromagnets. Due to the atomic spin orbit coupling in the
Cu d-orbitals, AS, and because spin-exchange occurs along a bent Cu-0-Cu super-
exchange pathways, Herbertsmithite has substantial Dzyaloshinskii-Moriya (DM) in-
teractions: Z(ij) Dij - (Si x Sj), where the DM vector D ~ A sin a where a is the
angle of the Cu-0-Cu oxygen bond (defined such that a = 0 for a linear super-
exchange pathway). For Herbertsmithite, the DM interactions are expected to be
roughly 10% of the exchange energy: D ~ 0.1J.
The dominant effects of the DM interactions come from the z-component of the
DM vectors, 2 - Dij, where the 2 denotes the c-axis perpendicular to the Kagome
planes. As we will see below, the DM terms generate coupling between external
electric fields and spin-current. Since the in-plane components sum to zero within
the unit cell, these components can only create a response to spatially inhomogeneous
electric fields that vary in sign over short distances of order a single lattice spacing.
Such sharp spatial variations are not relevant for AC conductivity measurements
that probe the response to long wave-length fields, and therefore the in-plane DM
components may be neglected for what follows.
In a Schwinger-fermion mean-field description of the Heisenberg model, the DM
terms simply become spin-orbit hopping terms for the spinons:
Dij - (Si x Sj) -+ i Dj - (f gO'afjb (9.34)
where Xf = (fifj). For the Dirac spin-liquid state, this pattern of DM interactions
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Figure 9-4: Blue and green dots are Cu and 0 ions respectively. a) DM arises
from the bent Cu-0-Cu bonds. The pattern of D vectors is shown by 9 and *-
indicating D into and out of the plane respectively for the bond-orientation shown
with arrows. b) In an electric field, the oppositely charged Cu2+ and 02- ions undergo
relative displacements. The 0 ion displacement changes the bond-angle, and the
Cu displacement changes the bond exchange strength as described in Fig. 9-2. As
explained in the text, this alters the DM pattern as indicated by the + and - labels,
which couples the electric field to the spin-current.
translates into a quantum spin-Hall mass for the Dirac spinons. Such a term is ex-
pected to gap out the Dirac spinons, enabling gauge-instantons to proliferate. Due
to the quantum spin-Hall response, such instanton flux-insertion events are bound to
spin-flips, and their proliferation leads to magnetic order[174]. Similarly, Schwinger-
boson mean-field treatments of the Kagome-Heisenberg model indicate that the Z 2
spin-liquid state for the bare Heisenberg model is destabilized by finite DM inter-
actions, which are predicted to drive the model to non-collinear antiferromagnetic
order[181]. Experimentally, Herbertsmithite appears to avoid magnetic order to the
lowest achievable temperatures, and is either gapless or has a very small gap.
DM Modulation
The lattice distortion discussed above in Sec. 9.5.1 alters the Cu to Cu bond lengths
following the pattern shown in Eq. 9.32, thereby changing the hopping strengths along
these bonds in the same manner. Since the DM vector on bond ij is related to the
Cu-Cu hopping strength by: Dij ~ ", this distortion also changes the magnitude
of the DM vectors in the same manner, introducing the perturbation:
6HC Distortion S aij (S x 5,) (9.35)
(ij)
For definiteness, we consider E along the vertical (y-) direction as shown in Fig. 9-
4b. In this case, the magnitudes, |aiy , are twice as large on the horizontal bonds (12
and 45) as on the angled bonds (23, 31, 34 and 53). The sign structure of aij can be
161
represented pictorially by:
6HDM 2 - X+ (9.36)
where we have expanded the coupling as a linear combination of the basis operators:
x (Si X S2) + -(S 4 x S5 )
x (S3 S2) + 2 (S4 x S3 )
(S5 x S3) + z -(S 3 x S) (9.37)
which form a closed set under the action of the Kagome point group.
Since the oxygen and Cu ions are oppositely charged, they will generally they
will undergo a relative displacement in a uniform electric field, E. In particular, the
oxygen bond angles will be changed thereby changing the DM terms as indicated in
Fig. 9-4b. To linear order the DM change is affected only by the bond-angle change,
which depends only to the component oxygen displacement perpendicular to the local
bond direction within the kagome plane. For definiteness, we consider E along the
vertical direction in Fig. 9-4 resolving the applied field in to directions along and
perpendicular to the local bonds: Ei,11 and Eij,, as shown in Fig. 9-4b. It can be
readily seen that this contributes a term of the same form as Eq. 9.36.
This perturbation, 6H2DM can couple to any spin-operator with the same sym-
metries. Therefore, it is instructive to determine its transformation properties of
under the Kagome lattice point-group by considering irreducible representations con-
structed from the basis of Eq. 9.37. In the presence of spin-orbit coupling terms, the
Kagome point-group remains unchanged but the spatial point-group transformations
must also be accompanied by spin-rotations[174]. Since, as explained above, we may
neglect the in-plane components of the DM vectors the only modification is that mir-
ror reflections about the x-axis must be accompanied by 7r spin-rotations around the
x-axis.
Under the action of R,13 and M., the vector chirality combinations of Eq. 9.37
transform like:
{X } {*, .[* }X ++I+
{X +X } -{I , I[* + * .} (9.38)
where the minus sign in the first line arises because rotations invert our chosen bond-
orientation, swapping Si x S , S- x Si = -Si x Sj. Similarly the minus sign in the
second comes from the extra spin-rotation that accompanies the mirror reflection M.
Furthermore, since all of these combinations arise from linear combinations of vector
spin-chirality, each of the basis vectors are invariant under time-reversal symmetry.
The three dimensional representation of the Kagome point-group spanned by the
basis shown in Eq. 9.37 is reducible, and decomposes into one-dimensional pseudo-
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scalar, A2, irreducible representation (irrep) spanned by (see Appendix C of Ref. [174]
for more details about the representation theory for the Kagome point-group):
=DAX+++++[ (9.39)V3 +
and a two-dimensional vector, E1 , irrep spanned by:
1 [E + +
oDMEI 7 + ~ (9.40)
The Cu bond-, and oxygen bond angle- distortions couple only to the El vector
piece: 6 HDM ~ E -O,. To summarize, Z(ij) ai2 -(Si x Sj) is time-reversal invariant,
transforms as the z-component of a vector under spin-rotations, and transforms like a
E1 vector representation of the Kagome point-group. These transformation properties
are exactly the same as the z-component of the spin-current, jsz. Therefore, there
one should generically expect a linear coupling between the electric field and the spin-
current, mediated by the oxygen bond distortion shown in Fig. 9-4b. Interestingly, this
coupling implies that one can directly probe spin-conductivity of Kagome materials
with the DM pattern shown in Fig. 9-4a, purely through electrical measurements.
This expectation can be explicitly verified. Noting that the spin-current operator
obeys the continuity equation 0a = -i[H, Sa] = -V - JS., and using the Heisen-
berg Hamiltonian to compute the time-evolution, one finds that the a-component of
spin-current along the ij bond is just (Sj x Si)a. Alternatively, for the spin-liquid sce-
narios, one can perform a mean-field decomposition of the perturbation term within
the Schwinger fermion (or boson) framework using Eq. 9.34. In either case, one finds
that the perturbation, 6 HDM ~ E- O-,, induces a uniform spin current, jSz, perpen-
dicular to the applied E field in the 2 x E direction. Hence, the optical conductivity
resulting from this mechanism will be proportional to w2 times the spin-conductivity.
Modeling the Cu and Oxygen bond-angle distortions as springs with effective
spring-constant Kcu and Ko respectively, one can estimate the magnitude of the
induced coupling:
2eDx!6 HDM ~ E ( x jsz) (9.41)
JKeffa
/ ~ -1
where Keff = e - is the effective spring constant accounting for the
fact that the Cu2+ and 02- ions have opposite charge, and a is the Cu-O bond-angle.
For the Dirac spin-liquid, Eq. 9.41 indicates that an external electric field induces
a spin-current js2:
D 1jS2 J -ef (iWUD) ( x E) (9.42)
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where gD is the spinon-conductivity. Similar results will hold for the Z2 case.
Since Jis2 is a conserved quantity, its scaling dimension is fixed in any scale invari-
ant theory, like the Dirac spin-liquid or in the vicinity of a quantum-critical point,
resulting in o(w) ~ 2
elde2 (D 2 )2UDM - -( (Kefa2)as (9.43)
where or = (Jszjsz) is the spin-conductivity.
For the Dirac spin-liquid: c, U JD is constant. Comparing to the contribution
from the spin-symmetric magneto-elastic coupling of Eq. 9.33, we see that the magni-
tude of the Ioffe-Larkin mechanism may dominate due to the factor of (i)2 ~ 10-2.
However, for the scenario of a nearly gapless Z 2 spin-liquid, the spin-conductivity
coupling may be the dominant absorption mechanism.
Spin-Orbit Mechanism in a Thermal Paramagnet
While we have illustrated this result explicitly for the U(1) Dirac spin-liquid, the
DM mediated coupling between electric field and spin-current is generically allowed
by symmetry, and will be present in any theory of Kagome spin systems with DM
interactions. Furthermore, for any scale invariant theory, the resulting conductivity
from coupling to this phonon mode will scale as ~ w2 , including a Dirac spin-liquid
or any nearly gapless Z 2 spin-liquid in the quantum critical regime near a continuous
phase transition, for example to non-collinear antiferromagnetic order.
Furthermore, the coupling of an electric field to spin-current may be the most
important mechanism for thermal paramagnetic states at intermediate to high tem-
perature ranges, well above the low-energy scale As. For example, the low energy
scale As would be the spin-gap of a Z 2 spin-liquid, the magnetic ordering scale of the
frustrated antiferromagnet, or the spinon bandwidth in a U(1) spin-liquid (note that
this scale is well-separated from J in a frustrated lattice like the Kagome). Regard-
less of the nature of the spin ground-state at T < As, for T > As one can expect
diffusive spin-transport with non-vanishing spin-diffusion coefficient D,, which tends
to D. ~ Ja2 at high temperature[185]. D. is related to spin-conductivity, a,, by the
Einstein relation a, ~ DXs where X, is the spin-susceptibility. At intermediate to
high temperature one expects Curie-Weiss-like spin-susceptibility: X,(w, T) ~ 1
with 9 cw ~ J > 0. In Herbertsmithite, for example, X, is a slowly increasing func-
tion of T down to T ~ 50K[168], giving rise to a constant spin-conductivity, and
power-law electrical conductivity a ~ W2 . We note that this effect may be difficult
to observe in practice, even at higher temperatures, due to the suppression of this
conductivity-pathway by a factor of (D)2
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9.6 Discussion of Optical Conductivity and Re-
lated Electromagnetic Probes
To summarize, we have identified three important pathways for sub-gap optical ab-
sorption mechanisms in a spin-liquid Mott insulator on the Kagome lattice: 1) a
purely electronic coupling of virtual polarization and the electric field, 2) a magneto-
elastic coupling with the same symmetry as 1), and 3) a magneto-elastic coupling
of spin-current to a magnetic field. For a U(1) spin-liquid, absorption will occur
primarily through mechanism 2), which produces a- w2
The 3rd mechanism arises from the interplay of spin-orbit and magneto-elastic
couplings creates a direct coupling of an electric field to the spin-current of the
Kagome system. Therefore, optical conductivity measurements are also probing spin-
conductivity. This mechanism is quite generic, and will produce a- W 2 electrical
conductivity in any gapless relativistic phase or critical point, including the Dirac
spin-liquid and the vicinity of the 0(4) deconfined critical point between a Z 2 spin-
liquid and a non-collinear magnetically ordered state.
In contrast, mechanism 3) will not lead to substantial power-law conductivity deep
inside a magnetically ordered state. A magnetically ordered state can be regarded as
a spin-superfluid, with spin-waves corresponding to the superfluid density mode. In
this state, the spin-current is given by the spatial gradient of the superfluid phase,
and due to the huge mismatch in the velocity of light, c, and the spin-wave velocity,
Ja, an electromagnetic field can only couple to multi-spin-wave emission processes
giving a negligible contribution.
Therefore, at asymptotically low frequency and temperature, power-law optical
conductivity can likely be taken as a sign of gapless (or nearly gapless) spinon ex-
citations. At intermediate to high temperatures where the spin-system is a thermal
paramagnet, the coupling to spin-current will produce a ~ w2 due to spin-diffusion,
regardless of the nature of the low-temperature spin-phase (its magnitude may be
small due to the factor of )2 in Eq. 9.43). However, at temperatures below ~ 50K
the spin-susceptibility X, dips sharply with decreasing T,[170] indicating the onset of
correlations and a departure from the trivial thermal paramagnet.
Within the two spin-liquid scenarios, the temperature dependence of the coefficient
of the - w2 optical absorption is more subtle. Within the scaling regime for both
theories, the optical conductivity will act like w2 times a universal function of .
For the nearly critical Z 2 spin-liquid, the dominant mechanism is proportional to
the spin-conductivity. For the 0(4)* critical point, in the high-frequency (w > T)
regime relevant to the experiments of Pilon et al.[179], the conductivity is expected
to gradually increase, saturating to a constant value as y -+ oc (see e.g. Ref. [186]).T
This temperature dependence is in agreement with that observed in Ref. [179].
As described above, in the Dirac spin-liquid case, the Ioffe-Larkin type mecha-
nisms dominate. The resulting conductivity is proportional to the spinon-resistivity
PD (D - Here the finite temperature and frequency scaling is known
only in the limit of large-number of Dirac flavors, Nf. For Nf -+ oo, one recovers
the case of free Dirac fermions for which PD decreases with decreasing temperature
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in the w > T limit. This Nf = oc prediction shows the opposite temperature de-
pendence of that observed in Pilon et al.'s experiment[179]. However we caution that
it is unclear to what extent this prediction applies to the physical case of Nf = 2,
given the absence of a controlled theory in this limit. For example, in other strongly
coupled field theories based on holographic duality the temperature dependence at
high frequency can be of arbitrary sign depending on details[187].
Throughout the above discussion, we have focused exclusively on absorption due
to the coupling between spin excitations and the electric component of the applied
optical field. In addition, there will also generally be a Zeeman coupling to the
magnetic component. For conducting systems, the magnetic effects are typically
strongly suppressed and subdominant to electric absorption, however in the strong
Mott insulator described here the two may be more competitive. Absorption from
the magnetic part of the optical field essentially probes the dissipative part of the
AC spin-susceptibility. This can be distinguished from the electrical contribution by
the polarization dependence, as the spin-susceptibility is more or less directionally
uniform within 10% or so. In contrast, electric dipole absoprtion will have a strong
polarization dependence, since electrically driven spin excitations can only be driven
by the in-plane component of the electric field.
9.6.1 Emergent Gauge Field in the Presence of DM Interac-
tions, and Field Induced Ordered States
In the presence of DM interactions, the above derivation of the physical meaning of
b and e is altered. As described previously, since the in-plane DM vectors vanish
within the unit cell, the uniform z-component of the DM interactions is expected to
be the most important. On general symmetry grounds, the DM terms allow bijk -4
Si -(Si x Sk)+a (Si + Sj+ Sk), where a is of order: a = 0 (i). The precise form of
a may be derived from the Wilson loop derivation outlined above but incorporating
the DM interactions at the slave-fermion mean-field level as a spin-orbit coupling
term for the spinons.
The appearance of this new term shows directly that any perturbation that cou-
ples to the z-magnetization will tend to induce an emergent-gauge-magnetic flux.
For example, as discussed in further detail in Ref. [188], these considerations demon-
strate that neutron scattering experiments can in principle be used to detect gapless
fluctuations in b.
9.6.2 Field Induced Ordering
Furthermore, spin-orbit coupling has implications for the behavior of Herbertsmithite
in an applied magnetic field. For example, the Zeeman term 9 H from an external
field HZ along z will induce a magnetization M' = XHZ, which will produce a
corresponding gauge magnetic flux bind ~ aXsHz. In perfectly clean Dirac spin-
liquid, the density of states vanishes at the Dirac point, and the spin susceptibility
grows linearly with H: XSirac ~ . Empirically, however, Herbertsmithite appears
to have spin-susceptibility that tends to a constant of order a fraction of Xs ~ j
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at low temperature[168, 169, 170]. Within the U(1) spin-liquid scenario, one could
possibly interpret this finite susceptibility as a finite density of states induced, for
example, by impurity scattering.
In this case, the induced magnetization per spin from an external field H' would
be: MZ H fz, producing an emergent gauge flux through each triangle of order
< =ba2 ~ H ~ i- HzT-. This emergent gauge flux has a magnetic length
fb 30a HZ 0i2A H , which corresponds roughly to the ordinary orbital
magnetic length an electron gas in the field Hz. Therefore we expect that in a U(1)
spin-liquid, the spinons will see this induce b flux as an orbital field, with an effective
b-flux density that is comparable the physical flux density of HZ. This is effect is
surprisingly large, since charge motion is largely frozen deep in the Mott insulating
phase, and purely electronic mechanisms give effective flux for spinons that is smaller
factor of (_)3 ~ 10-3 compared to the physical flux[190].
This large orbital b field, would then induce Landau levels into the Dirac spectrum.
Neglecting Zeeman splitting, and in the absence of interactions would have a four-fold
degenerate zeroth Landau level, with an approximate SU(4) symmetry as in single-
layer graphene[191, 192]. However, the infinite density of states will generically cause
interactions to remove this degeneracy and split the zeroth Landau level, gapping out
the spinons and allowing instantons to proliferate. The nature of the resulting broken
symmetry state will depend on the manner in which the Landau-level symmetry is
broken, as different breakings of the SU(4) symmetry result in different quantum
Hall responses (e.g. quantum- spin, valley, etc... hall effects). Within the Dirac spin-
liquid scenario, such effects could possibly account for the field induced spin-freezing
past a critical external field strength of a couple Tesla, which has been observed
in Herbertsmithite through NMR measurements[193]. Moreover, this scenario could
also be relevant in a weakly gapped Z 2 spin-liquid scenario, where the Z 2 state arises
out of the Dirac spin-liquid state by BCS pairing. In such a scenario, the minimal
field required to induce spin-ordering could possibly be interpreted as H, for the
spinon superconductor (one would naively expect spinon superconductors formed by
adding pairing to a U(1) spin-liquid to be strongly Type-1 due to the large effective
gauge-charge for the emergent gauge field).
At strong-magnetic fields where the Zeeman-energy determines splitting of the
lowest Dirac Landau-level, there will be a quantum spin-Hall response[194], tying a
spin-flip to each instanton insertion leading to a field-induced magnetically ordered
state. At lower fields, alternative scenarios might occur[192]. For example, if the
zeroth Landau-level splits by valley polarization, there will be a resulting quantum
valley-Hall effect. This would endow instantons with sub-lattice symmetry breaking
quantum numbers; and proliferating such instantons would result in a valence-bond
crystal (VBC) state. This raises the possibility of a various sequences of continuous
phase transitions as a function of field, for instance from Dirac-spin-liquid to low-field
VBC state, to a high-field magnetically ordered state.
The emergent gauge electric field will also be altered by the presence of DM inter-
actions. On symmetry grounds, e can receive contributions of order a from operators
like (Si x Sj), which correspond to spin-current in the spinon theory. However, un-
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like the magnetic field case described above, it is difficult to externally couple to spin
currents, so it is unclear whether these extra terms enable useful new probes.
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Chapter 10
Loose Ends and Future Directions
The work of this thesis leaves many open questions, and I will devote this last chapter
to a discussion of loose ends and unanswered questions that are left to future work.
10.1 Universal Topological Quantum Computing
Part I of this thesis focused on developing ways to combine ordinary materials to
produce novel types of superconductors whose topological defects (vortices in 2D and
boundaries in 1D) host a single zero-energy Majorana fermion. Majorana bound-
states of this type are the simplest example of non-Abelian particles. Because of
its potentially significant implications for both fundamental physics and quantum
computing technology, the prospect of creating Majorana bound-states in solid-state
systems has generated a tremendous amount of excitement in the physics community
and has spurred an extensive experimental effort. The theoretical understanding of
how to engineer Majorana fermions is by now rather complete, and while substantial
experimental challenges remain, it seems only a matter of time before these non-
Abelian particles are routinely produced.
This dramatic progress constitutes only the first step towards the long-term goal
of a noise-proof quantum computer using non-Abelian particles. Majorana fermions
are only the simplest type of non-Abelian particles, and only a simple and small set of
quantum operations can be implemented by braiding these particles. Consequently,
Majoranas are inadequate for building a general purpose ("universal") quantum com-
puter. Therefore, an important outstanding question is whether one can construct
a realistic route to more complex types of non-Abelian particles that are capable of
universal quantum computing.
Here, it may be fruitful to draw inspiration from the strategies that proved suc-
cessful in producing Majorana fermions, such as combining relatively well understood
materials to produce more complicated phases of matter. Theoretical progress along
these lines has been made by considering interfacing fractional quantum Hall edges
with superconductors[202, 203], or similarly by considering tunneling-junctions to
create "wormholes" between layers of a multi-layer FQH states[204]. In these sys-
tem, non-Abelian defects can be created from underlying Abelian systems. These
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non-Abelian defects are fractional analogs of Majoranas, and have richer non-Abelian
statistics. Moreover, like the Majorana wire-networks, these non-Abelian particles
are realized in effectively 1D systems (in this case the edge of a larger 2D system).
Unlike vortices in a 2D system, it is at least conceptually straightforward to imagine
realistic schemes to braid such 1D defects. Unfortunately, even these novel types of
non-Abelions are still insufficient for universal quantum computing, and more work
is required.
10.2 Strongly Correlated Electron TIs
In Part II of this thesis, time-reversal symmetric electron TI phases were classified,
including the presence of interactions. New strongly correlated TI phases with no
free particle band-insulator analogs were identified. These could be thought of as
topological paramagnets, or alternatively as Cooper pair insulators.
An obvious question is whether there are realistic system that realize such phases
in experiment. It is so far not even clear what types of interactions favor such phases,
and an important intermediate step may be to try to simple candidate models with
realistic interactions. For solid-state applications, the magnetic route is likely to be
more realistic. However, strong attractive interactions between fermions can be real-
ized in cold-atoms systems, where recent advances have enabled synthetic spin-orbit
coupling. This provides a potentially promising tool-set for engineering a topological
Cooper-pair insulator.
Constructing models of these phases will likely open up further questions. For ex-
ample, we know that the surface of a topological paramagnet can support a symmetry-
preserving surface quantum spin-liquid of a type that cannot be realized in strictly
2D. What happens when we dope such a spin-liquid? Presumably the resulting state
is a metal or superconductor; does this metal or superconductor have interesting
residual properties stemming from the non-trivial 3D bulk?
A related, and equally important task is to design experimental probes to detect
the existence of strongly correlated TI phases. For phases associated with efmf
surface-topological order, if TR is broken at the surface, there can be a non-vanishing
surface thermal quantum Hall response, with no accompanying electrical quantum
Hall response. However, thermal transport is potentially challenging, and it would
be interesting to deduce alternative measurement schemes. Furthermore, it is so far
unknown, even in principle, how to detect other phases stemming from the beyond-
cohomology state labeled by the STO eTmT.
10.3 Spin-Liquids
We saw that developing a detailed understanding of spin-liquid materials, especially
those with gapless excitations, is extremely challenging because it requires treat-
ing strong interactions between electrons and quantum fluctuations on equal footing.
These theoretical difficulties have been exacerbated by a lack of experimental guidance
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due to a limited number of known materials that cleanly exhibit signs of fractional-
ization. An exception to this trend comes from the recent discovery of a few quantum
spin-liquid materials, in which magnetic degrees of freedom remain gapless and mo-
bile as in a metal, despite the material being a charge-insulator, offering strong hints
of spin-charge fractionalization.
For the organic compounds r,-ET and dMIT, the best theoretical understanding
is based on a spinon Fermi-surface state with a deconfined emergent U(1) gauge field.
While experiments show behavior that is broadly consistent with such a picture, direct
evidence the emergent gauge field is missing. Additionally, many more detailed as-
pects of the physics of these materials remain poorly understood. For instance, a few
spin-liquid materials show thermodynamic signatures of low-temperature phase tran-
sitions whose nature is completely mysterious. It is necessary to scrutinize whether
these phase transitions can be understood within the spin-metal picture, and if so, to
find experimentally testable signatures to support such a scenario.
For the Kagome-lattice compound, Herbertsmithite, the experimental situation is
much less clear. Chapter 9 developed optical conductivity as a probe of spin-liquid
behavior. We saw that, in principle optical conductivity can give some clues regarding
the nature of the ground-state of this material. However, we also saw that these
signatures could not cleanly distinguish between different scenarios. For example a
Dirac spin-liquid and the quantum critical region of a Z2 QSL/AFM phase-transition
have the same frequency scaling for absorption (there are other critical points, e.g.
a Z2 QSL to valence-bond solid phase transition, where the scaling properties are
predicted to be very different [205]). Therefore, it is still highly desireable to identify
additional, complementary probes to reveal the nature of QSL phases.
The more general hope of such a program of research is that developing a more
detailed understanding of experimental materials will lead to new paradigms for un-
derstanding not only spin-liquids, but other complicated quantum phases of matter
such as high-temperature superconductors or heavy-fermion systems.
10.4 Conclusion
It should be clear from this section that there are many open questions of both
conceptual and scientific interest, and also potentially of technological importance.
Those described above are just a few of the many possible directions in the pursuit
to understand, construct, and probe highly-entangled quantum phases of matter.
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Appendix A
"Slave-Boson" Parton
Construction
Low-energy effective field theory descriptions of fractionalized phases of matter are
most conveniently accessed by re-writing the electron field/operator as a product
of auxiliary fields, called partons or "slave-particles", that carry the fractionalized
quantum numbers of the desired state. This inevitably introduces unphysical degrees
of freedom that must be removed from the theory to describe the original electron
system. However, if we ignore that difficulty, we can describe various "mean-field"
states by separately placing different partons in different phases. It must then be
checked that the resulting phase of matter is consistent, in the sense that it survives
once all unphysical degrees of freedom are removed.
In this appendix, we give an overview of the main principles of developing a low-
energy effective theory from a parton construction. The focus will be primarily on a
particular parton-construction, known as "slave-boson" or "slave-rotor" theories.
The most commonly useful example is the slave-boson, or slave-rotor construction
(see e.g. [135]), in which the electron operator with z-spin component o is rewritten
as the product of a spinless charged boson ("chargeon"), b = eiO, and a spinful neutral
fermion ("spinon") f,:
C, = eiOfa (A.1)
At the operator level, this corresponds to enlarging the Hilbert space of each site of
the system, from the original electron Hilbert space, to the new Hilbert space that
can be labeled by direct products of states with definite boson occupation number
Inb) (nb E Z), and spinon occupation number {0), ft 0), fOf ), ftf '0)}. Clearly, the
infinite number of slave-particle states do not all correspond to physically meaningful
states.
Therefore, in order to make the parton description exactly faithful, we must con-
strain our Hilbert space such that only physical electronic states are present. Physical
states are described by those with equal spinon and boson number: nb = nrf. Since b
and f have a microscopically conserved number, corresponding to a conserved U(1)
current, we can implement the constraint exactly, by introducing a local U(1) gauge
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field a, under which b and f have opposite "charges". Then the gauge-invariance of
the resulting partition function automatically enforces the physical constraint.
Gauge transformations are generated by rotating e"'.7 -+ e(3+A) e-i f,
and aij -+ aij + Ai - Aj. Clearly, the electron operator cj, is invariant undert these
transformations. Since these transformations are periodic under Ai -+ A3 + 2 7rnj,
for arbitrary nr E Z, the emergent gauge field is compact. In 2D systems, this
compactness enables instanton tunneling events, in which 27r flux of the emergent
gauge-magnetic field is nucleated and then spreads from an elementary plaquette of
the lattice. Such instanton events look like monopole configurations of the gauge-
field in space-time, and are often referred to as "monopoles" or "monopole tunneling
events.
A.1 Confined ("Non-Fractionalized") Phases
Unless somehow prohibited, in 2D, these instanton tunneling events cost a finite
amount of action and will occur with finite space-time density, thereby confining
gauge-charged matter[152]. Confined phases describe ordinary unfractionalized phases
in which the chargeon and spinon are tightly bound together such that they cannot
be separated. The excitations of such a theory can be described as local composites
of electron operators.
Confined phases of gauge theories tend to be quite difficult to describe, and the
slave-boson ansatz are not typically effective in this regime. A notable exception is
the ordinary phase described by condensing b to form a superfluid: (b) # 0 1 A field
with the fundamental gauge charge is condensed, which will gap out smooth gauge
fluctuations due to the Anderson-Higgs mechanism.
In the absence of symmetry, the Higgs-phase of the gauge theory is adiabatically
conected to a confined phase of the gauge theory, in the sense that the two are not
separated by a phase transition [206]. The pure Higgs phase exhibits a Meissner effect
for vortices: 27r-vortices of the phase are gapped quasi-particle like excitations. The
wordlines of these excitations have finite space-time line-tension. However, the vor-
tices are bound to 27r flux of the emergent gauge field b = V x a, and the wordlines can
therefore start and end on instanton tunneling events. Therefore, wordline-segments
of vortices terminating on instantons have finite action cost and therefore occur in
the partition function with finite density. The characteristic length of these segments
depends on the relative size of the vortex line-tension and instanton action cost. The
Higgs-phase can be regarded as the limit where the instanton cost is much larger than
the line-tension so that vortex number is approximately conserved at some length-
scale. The confined phase can be regarded as the other limit where the instantons are
cheaper to produce than vortex word-lines. Clearly these are two sides of the same
coin, and are continuously connected without phase transition.
Since these are really the same phase, we can work in the Higgs limit where we can
effectively regard b as a classical c-number. Then, f, is then essentially the electron
'Actually, since b has gauge charge, what we really mean is that the non-local object
(ei(Oif dia)) : 0 is condensed.
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operator (up to a c-number phase), then this phase is an ordinary electron phase
where the electrons and f's are in the same band-structure.
A.2 Deconfined ("Fractionalized") Phases
The advantage of parton constructions is really in describing fractionalized phases
of matter, where the instantons of the emergent gauge field are eliminated from the
low-energy theory. This can be accomplished through three main routes:
1. Charge-N Higgs Field (N # 1) - above we described that the condensing the
charge-1 boson (b) $ 0 is the same as confining the gauge theory. However,
condensing a higher-charge N object (N 4 1) spontaneously breaks down the
U(1) gauge freedom to a residual discrete ZN gauge freedom. For example,
putting (b) = 0 and condensing spinon-pairs, (ff) # 0, results in a state with
residual Z2 gauge freedom. The Z2 gauge field can be in either a confined or
deconfined phase depending on the details of interactions.
2. Gapped Matter with a Topological Gauge-Response - Another possibility for
suppressing instantons is to place the gauge-charged matter (in this case b
and/or f) into gapped, phases with non-trivial topological electromagnetic re-
sponse. Since the matter fields are gapped, they can be perturbatively inte-
grated out of the low-energy theory. This generates dynamics for the emer-
gent gauge field a, and in particular, can generate a Chern-Simons (CS) term:
kEi"A amOvaA, with k some non-zero coefficient. Such a CS term gaps out the
gauge-fluctuations, and gives infinite action cost to instantons.
3. Gapless Gauge-Charged Fermionic Matter - In the presence of gapless gauge-
charged matter instanton events can develop infinite action cost, and be re-
moved from the low-energy theory[153]. In particular, if (b) = 0, but f, form a
state with Nf-Dirac cones, then it is known that for sufficiently large Nf, the
monopole tunneling events become irrelevant at low energies[153]. A Fermi-
surface state of f in some sense corresponds to an infinite number of Dirac
cones (N " = "oo), and is also thought to be sufficient to suppress instanton
events[176].
In the first two cases above, the resulting theories have well-defined quasi-particles
excitations that can be simply described in terms of the parton fields b or f (or related
vortices). In the last example, even though singular instanton events of the gauge
field are prohibited, smooth fluctuations of a coexist with a large number of gapless
fermionic excitations. The resulting low-energy effective theory contains a Fermi-
surface strongly coupled to a gapless gauge field. The strong transverse scattering of
Fermions by the gauge field washes out their quasi-particle nature[138, 141, 142, 143,
144, 145, 146, 147].
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Appendix B
Vortex Condensation
A powerful tool for constructing new phases is to start with a superfluid or supercon-
ducting phase with vortex excitations, and proliferate or vortices. In this Appendix,
we begin by reviewing how vortex proliferation can be described in a field theory
language as condensing a non-local vortex field. This perspective is then used to
discuss continous phase transitions between an ordinary 2D superconductor and a
band-insulator or topologically ordered phase. These constructions are quite useful
in Chapters 5 and 6 to describe SPT phases of matter.
B.1 Particle-Vortex Duality
In this section, we review the standard dual transformation between bosonic degrees
of freedom with conserved U(1) charge, and vortex degrees of freedom.
Consider a 2+1D space-time lattice system of U(1) rotor degrees of freedom,
eO where j labels lattice sites. The simplest action that preserves the U(1) shift
invariance of # is:
Sco K,, cos(4x+, - 0x) (B.1)
where x is a point in space-time and p labels different directions of lattice links
connecting x to its neighbors. For simplicity, we will drop the P label on K in what
follows, though it would be straightforward to keep.
It is desireable to recast this highly non-linear action into something more tractable.
However, the simplest replacementby a quadratic term: -K cos(#+j,-Ox) 
-2 ((X+,-
#X) 2 loses the periodic property the action. An alternative that manifestly preserves
the shift invariance in # is to expand the cosine term quadratically around a minimum,
but then sum the partition function over all possible minima:
Z -e-Scos ~ Y J De( +t--2x,) 2  (B.2)
Here, vx,, are integers defined on lattice links. The resulting action is not precisely
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equal to the initial, but it shares the same symmetries, and therefore should be able
to correctly capture universal long-wavelength aspects of the original theory.
The action can further be simplified, by decoupling the quadratic term with a
Hubbard-Stratonovich field j,,,:
Z ~O F D Xe- 2p X9' o-*-"" (B.3)
VXqJL
The field jx,, corresponds to the boson current on the link (x, A).
At this point, we may integrate over #, which now serves as a Lagrange mutliplier
constraining the lattice-divergence of j to vanish: (A - j) = El, j,, = 0. This con-
straint just reflects the fact that the boson current is conserved, and can be enforced
by replacing jx,, by the dual field Jt = 1A x a, where a is a lattice-vector field de-
fined on links of the dual lattice, and A x is the lattice-version of curl (i.e. circulation
around an elementary plaquette):
Z ~ Dae -EX4(va +ivx(B.4)
The dual field a is a gauge field, in the sense that its longitudinal part does not enter
in the action. The magnetic flux of this gauge field (normalized by 27r) is the particle
number of the original bosons.
Next, we can perform the discrete sum over the integer vector field v. This con-
strains a to be an integer. This integer constraint is somewhat inconvenient, and may
be implemented "softly" by introducing an energetic term g cos 27ra, which attempts
to pin a to an integer value.
At this point, we can take the continuum limit and forget about the underlying
lattice structure. It is convenient to divide the vector field a into transverse and
longitudinal parts: a = aj + V9v. Then, 0, can be written as the phase of a bosonic
field TV = pvei"t. In this language, the effective dual action reads:
1
Ldual = 8r 2 p (V x a) 2 + J(-ia" + ag)1I'| 2 + V(4' 2 ) (B.5)
where V is some effective potential for the amplitude of the field TV.
The object TV can be interpreted as a vortex field. It is coupled minimal to the
vector field a. Moreover, this action has a local gauge redundancy generated by
6 -* 0, + A and a -+ a - VA. The vortex field therefore couples minimally to the
dual boson gauge-field a. In particular, a boson current is seen by the vortex as an
orbital magnetic field, indicating that a vortex moving through the boson current will
be deflected perpendicular to the current flow and the vortex flow (this is nothing
but the usual Magnus force).
We have succeeded in constructing a field theory in terms of a local vortex field
T. The price for using a local field language to describe a non-local vortex object,
is the emergence of a gauge-degree of freedom a. However, we can now use the
178
familiar results of gauge-field-theories to describe possible phases of the dual theory.
In particular, if there is an integer average number of bosons per site in the original
theory, then the average flux of a is zero. Then, we can easily imagine a vortex-
proliferated phase in which the vortex field is "condensed": (T,) # 0 (in the usual
sense for a superconductor or other condensate coupled to a gauge field), where no
other symmetries are broken. In this phase, the dual matter gauge-field a is gapped by
the Anderson-Higgs mechanism, and the vortex condensed phase describes a gapped
insulator of the original boson degrees of freedom. This phase is nothing but the
Bose-Mott Insulator, whose effective low-energy action is just L = m la!2 .
This duality language will be extremeley useful in describing vortex excitation so
the phase of a boson or Cooper-pair super-fluid (e.g. arising from a slave-particle
description).
B.2 Vortex Condensation in a Conventional Su-
perconductor
As a warm-up for the more-complicated non-Abelian case described in Chapter 5, we
begin by reviewing how insulating states can be produced by quantum disordering a
conventional 2D s-wave superconductor through vortex proliferation. The following
sections will frequently make use of the duality concepts described above.
A superconducting state has a charge 2e order parameter A = IA I that breaks
U(1) charge conservation symmetry. Starting from a conventional s-wave supercon-
ductor, one can restore U(1)c symmetry by proliferating vortices in the phase of the
order-parameter, 0,. Since the pairing amplitude IAI remains finite (except inside the
vortex cores), the resulting state is clearly gapped. Different gapped phases can be ob-
tained by proliferating different types of vortices. For example, proliferating 7r-vortices
in #, (i.e. superconducting L vortices) produces a simple band-insulator[88], whereas
proliferating 27r vortices produces a gapped phase with Z2 topological order[88, 89].
These constructions are well known[88, 89], but are useful to review in order to fix
notation and to set the stage for the more complicated non-Abelian superconductors
that are the subject of this paper.
All three phases are conveniently described by a parton construction in which
the electron annihilation operator with spin--, ce, is rewritten as c, = bf, with b
a spinless charge-1 boson (chargon) , and f, is a neutral spinful fermion (spinon).
This parton description (often referred to as "slave-boson"), has a U(1) redundancy
associated with changing the phase of b and f in opposite ways. Consequently, any
field theory description will contain an emergent, compact U(1) gauge-field, whose
vector potential we will denote by aP.
B.2.1 Superconductor
In the parton description, the s-wave superconductor phase is described by condensing
the charged boson, (b) 7 0, and introducing an s-wave pairing amplitude for f:
179
(ftfA) = 0. In this phase, the emergent gauge field is gapped by the Higgs mechanism
(or, equivalently confined) due to the charge-1 boson condensate.
The gapped, unpaired f-quasiparticles are neutral fermion excitations. These
are ordinary Bogoliubov quasi-particles of the superconductor, that arise from elec-
tron states whose charge is screened completely (at long lengthscales) by the pair-
condensate.
In addition, there are also 7r vortices of the f-pair condensate phase. Since f
carries internal gauge charge, these vortices carry 7r "magnetic"-flux of a. The bosons,
having internal gauge charge, are also affected by this 7 flux of a. Writing b =
V be , we see that #b must wind by w in the vicinity of this vortex in order to avoid
an extensive energy penalty. Since b carries the physical electromagnetic charge,
this means that a r-vortex in the f-pair-condensate is necessarily accompanied by a
physical supercurrent flow in the b-condensate; this object is simply the familiar h2e
superconducting vortex.
B.2.2 Band-Insulator
In an s-wave SC, L vortices carry only gapped quasi-particle states in their core.
Moreover, the pairing amplitude, A, is non-vanishing outside of vortex cores. Conse-
quently, a state with an arbitrary density of non-overlapping vortices has no gapless
excitations. Therefore, one can consider starting with a superconductor and creating
a quantum superposition of states with various numbers and placements of (well-
separated) r vortices. This state will clearly be gapped.
2ecMoreover, since the spinon excitations of the superconductor see the L super-
conducting vortices as 7-gauge-magnetic-flux, the spinon and vortex have mutual
semionic statistics. This immediately implies that the spinons will be confined in the
vortex-proliferated state. The bosonic particles, b, also see the vortices as w-fluxes.
Therefore, the physical electron c = bf has trivial mutual statistics with the vortex,
remains gapped but deconfined. Therefore, there is no spin-charge separation and
the resulting state describes a conventional electron phase.
This phase can be thought of as a Bose-Mott insulator of Cooper pairs. If the
electron density is commensurate such that there are an even number of electrons per
unit cell, then the Cooper pairs have integer filling and can form a Mott insulating
state without further breaking any spatial symmetry. Commensurate Cooper-pair
filling is a necessary requirement for forming a band-insulator, and furthermore, the
>-vortex-proliferated state has all the properties of an ordinary electronic band-
insulator.
Therefore, we see that L vortex proliferation in a superconductor produces a con-
ventional band-insulator. This description of a band-insulator is clearly more com-
plicated than the usual non-interacting band-structure description. However, this
construction provides a complementary "dual" perspective capable of capturing cor-
related band-insulators, and can be a useful conceptual starting point for constructing
more complicated strongly interacting phases.
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B.2.3 Z2 Topological Order
Instead of proliferating h-vortices in the superconductor, one could alternatively
proliferate doubled (,) vortices. If the electrons are at commensurate filling with the
lattice, this proliferation destroys the boson superfluidity ((b) = 0) without further
breaking any other symmetry. Single b-particle excitations are now gapped and the
resulting phase is a charge insulator. In this phase a is not confined; rather, the
emergent U(1) gauge invariance is broken down to a local Z2 gauge invariance by the
f-pair-condensate. Moreover, since the spinons-f develop a trivial (multiple of 27r)
Berry phase upon encircling an h defect, they remain deconfined.
The excitations of the theory are then b, f, and objects with r-flux of a (visons).
The visons are their own antiparticles (since two visons make up the condensed h vor-
tex), having mutual ir-statistics with b and f, and the resulting state is fractionalized
with Z2 topological order.
It is worthwhile to pause to reflect on the strategy underlying the vortex condensa-
tion route to describing insulators proximate to superconducting phases in two space
dimensions. In general a useful effective field theory description of such a system is
formulated in terms of degrees of freedom natural in the superconductor - namely
the L vortices and the neutralized Bogoliubov quasiparticles (the f field). The h2e 2e
vortex field is a mutual semion with the f particle and furthermore is coupled to a
non-compact U(1) gauge field. The vortex field of this dual Landau-Ginzburg the-
ory is, in the examples reviewed above, bosonic. Vortex fields with strength "h can
therefore be formally condensed to produce various kinds of insulating states.
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Appendix C
Thermal Conductivity of the
Random Singlet Phase
In Chapter 8, we examined the possibility of a spin-liquid phase emerging in a ran-
domly doped semiconductor system. The most straightforwardly measurable signa-
ture of this phase is metallic thermal conductivity: K- T. An implicit assumption is
that such metallic scaling for i is not likely produced by other means than a gapless
spinon metal. For example, strongly random anti-ferromagnetic spin systems can re-
alize a random-singlet (RS) phase consisting of singlet bonds formed between random
spin pairs[196, 132]. The distribution of bond-strengths in this random singlet (RS)
phase is extremely broad, and features a divergent low-energy density of states.
This unusually large number of low energy triplet excitations has dramatic con-
sequences including: impurity spin-susceptibility that diverges more rapidly than the
usual Curie law, divergent specific heat, unusual NMR relaxation behavior, and criti-
cal entanglement entropy that exceeds boundary law scaling[132, 197, 198]. While the
thermodynamic properties of the RS phase have been extensively explored [132, 198],
the transport properties are comparatively less well understood. Here we study the
thermal conductivity of the random-singlet phase. In this spin-system thermal con-
ductivity occurs through the hopping of thermally activated triplet excitations. We
argue that, due to disorder, these triplet excitations are localized and require inelas-
tic interactions with a thermal bath of phonons to propagate. However, in marked
contrast to the case of variable-range hopping in a localized electronic insulator for
which conductivity is exponentially suppressed at low temperature, the RS phase
is only weakly insulating and its conductivity obeys a power-law in temperature:
sp~ TP with p ~ 4 in D = 3 dimensions and p ~ 5.5 in D = 2. While this indicates
that the spin conductivity will be dominated by the phonon contribution, Kph , TD
in the presence of a magnetic field, K, exhibits a pronounced peak that scales as
Kph(Bmax) ~ TP- 1 allowing one to isolate the spin-contribution to thermal transport.
Originally introduced to describe the behavior of magnetic impurities in Si on
the insulating side of the metal-insulator transition[132], the random singlet phase
describes the behavior of spinful impurities a variety of systems. For example, there is
also recent evidence that spinful impurities in the spin-1/2 Kagome lattice material,
Herbertsmithite, form a random singlet state[168]. These too may possibly realize
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Figure C-1: (Color online) (Left) Illustration of typical random singlet configuration
resulting from the strong disorder pairing approach in two dimensions. Blue dots
with arrows represent spin impurities, and dashed lines indicate that two spins form
a singlet in the ground state. (Right) Probability distribution of singlet bond strength
J for the random singlet phase in two dimensions, note the diverging density of states
at low energy.
strong randomness.
C.1 Random Singlet Phase
As a simple model we consider randomly distributed spinful impurities in a bulk
electronic insulator, for which exchange is isotropic and falls off exponentially with
distance:
Hsp - IZ (rij)Si - Sj J(r) = Joe-l (C.1)
where is the lengthscale associated with the electronic gap. For convenience we
subsequently choose units of energy and length such that Jo = 1 and = 1. Because
of the exponential sensitivity of J to r, if a pair of spins is randomly closer to each other
than to other spins, in the ground state configuration, this pair will closely resemble
a singlet. Motivated by this observation, one can construct a good approximation to
the spin ground state by the following renormalization group (RG) process[196]: 1)
find the strongest coupled pair of spins, and lock them into a singlet, 2) renormalize
the couplings between other spins due to virtual excitations of the locked pair and 3)
iterate this procedure on the remaining spins until all spins are paired. The resulting
"random-singlet phase" consists of singlet bonds formed between pairs of spins that
are a random distance away[196] (Fig. C-1 illustrates a typical configuration). The
most striking feature of this random-singlet phase is that the distribution of singlet
bond strengths is extremely broad, leading to a divergent density of states for spin
excitations at zero energy (see Fig. C-1).
One can obtain an analytic expression for the probability distribution on bond-
lengths by ignoring the weak renormalization of exchange couplings in the RG process[197].
Let the density of spin impurities be n, = 1/V, and let P(V) be the probability den-
sity for a spin finding its nearest neighbor at a distance r(V) = Vi/D away (where
D is the number of spatial dimensions). Consider surrounding a given spin by a
spherical volume V. The mean number of other spins in this volume is N(V) =
V/V - (1 - e-V/Vo). In order for the spin at the origin to remain unpaired up to V,
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these spins must be bonded to other spins (either within V or outside it). Therefore,
we must have (V/V) foV P(v)dv = N(V). Solving for .P(V) gives:
P(V) = , 1 + (I + V)e-V/vo (.2
We now turn to the issue of thermal transport in the RS phase. In the strong-
disorder RG picture, the spins are pair-wise dimerized with each spin having a natural
partner. Energy is transported by transferring a thermally activated triplet from one
dimer to another. For low temperatures, T < JO, only spin pairs with J < JT =
T/ log(1/A) contribute to transport, where A < 1 is a cutoff whose precise value is
unimportant to our analysis. We approximate that spins with couplings J > Jr are
effectively locked into singlets, or equivalently, ignore spins separated by a distance
less than rT = V=/D - log JT.
Since heat transport occurs via the hopping of triplet excitations, one may ask
whether triplet excitations can hop coherently through the sample, or if they are
localized by disorder. In electronic systems, localization occurs when the variation
of on-site energies becomes comparable to the hopping strength. Here the analogs
of on-site energy and inter-site hopping are the the intra- and inter-dimer exchange
couplings for nearby dimers. A crude criterion for determining whether triplet exci-
tations are extended or localized is whether or not there exists a subset of dimers, S,
with strengths J E [JT - AJ, JT], such that the mean coupling, J, between dimers
in S satisfies J/AJ > 1. Using Eq. C.2, one finds J~ exp[- (1/2V - 1/2VA )-1/DI
where AJ exp[-Vr ]. For T less than some critical Tc the condition JI/AJ > 1
becomes impossible to satisfy, suggesting that triplet excitations are localized at suf-
ficiently low T.
Continuing to push the analogy to electronic systems[134, 199], in the localized
regime, T < Toc, we expect that thermal conductance can only occur with the help
of an inelastic thermal bath of phonons[200, 201]. For electronic systems, phonon as-
sisted variable-range hopping (VRH) is exponentially suppresed at low temperatures
due to the localized nature of the electron wave-functions[200, 201, 161]. In contrast,
we will see that, in the RS phase, localization is partially mitigated by the large
density of states at low energy, resulting in a much weaker power-law suppression of
conductivity at low temperature.
C.2 Spin-Phonon Coupling
In order to analyze conductivity in the localized regime, we develop a simple model
for spin-phonon coupling. The spin-coupling Jij between spins i and j arises from the
virtual exchange of electrons through the underlying bulk insulator. Phonons are dy-
namic lattice distortions that alter the distance between the spins, thereby changing
the strength of exchange. Since lattice degrees of freedom change on a much slower
time-scale than electron excitations, to a good approximation, the exchange adiabat-
ically adjusts to the instantaneous configuration of the lattice: Jij(t) = e-Rij(t). We
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decompose Rij(t) R - + niij (t), where niij (t) is the dynamical lattice displacement
due to the phonon field, model the phonons by a featureless jellium, and expand Jjj
to leading order in uij to find the following expression for the spin-phonon coupling:
Hsp-ph =q (Oq) C(C23)
q
where Vq = (aq + atq) is the phonon field, at creates a phonon at momentum
q and energy wq = cq, and 9q is the angle between q and Ri3.
Consider two spin dimers labeled i and j made up of spins (ii, i 2 ) and (ji, j2)
respectively. If dimer i is initially in a thermally activated triplet configuration with
z-spin compononent m = ±1, 0, and dimer j is initially in a singlet, then the ma-
trix element for the triplet to hop from i to j is proportional to: (Os; 1, m'Si 2 -
Sj 1 2 1, m; OS) = 6m,m' (Sm,o + 1jm,+ + !Jm,-). If the difference between the intra-
dimer couplings, A J = Ji - Jj, is non-zero, then in order to conserve energy a triplet
can hop from i to j only by absorbing or emitting a phonon. Let J' be the average
coupling between spins in i and spins in j. Typically, we have J' < Jij, and the
triplet hopping rate is well captured by the perturbative expression:
'yij = A (J'R')2 (AJ) 2 nB(ZJ)jPt,iP,j (C4)
where A = (irMc4) , R' = -log J', nB(E) = (e-/T - 1) is the probability of
having a thermally activated phonon of energy E, and pt,j ~ (elT +3) and ps,i =
1 - 3ptj are the probability that bond i is in the triplet or singlet state respectively.
C.3 Low T Thermal Conductivity
The thermal conductivity between two spin dimers labelled i and j is given by the
difference between triplet hopping rate from i to j and the reverse rate from j to
i times the amount of energy transferred in a hopping event, and divided by the
temperature difference between i and j (where we assume that temperature varies
sufficiently slowly to permit the definition of a well-defined local temperature for any
given spin dimer):
- (Ji + J) (Yi (Ti) - Y(i)(Ti) 3JU (C 5)
2 R'VTj3 2 T 2
By definition temperature is comparable to or larger than the typical couplings for
thermally activated spins. We can therefore neglect coherence among different triplet
hopping paths and treat links between spin dimers as classical resistors that add
ohmically. Therefore the thermal conductivity in the RS phase can be recast as that
of a random resistor network, made of conductive links consisting of two spin-dimers
as in Eq.C.5.
Since this distribution is quite broad, the resistance of a network of conductors
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is better described by a percolation based argument rather than by the average
conductance [201]. Specifically, let D(g) be the distribution on link-conductances g.
In order for the sub-network of resistors whose with conductance E [g, oo] to carry
current, we need f D(g)dg > pc, where pc is the critical probability for percolation.
The network conductance is then roughly given by gc defined by: f0 D(g)dg = pc, be-
cause links with conductance - gc will be the main bottleneck for current to traverse
the full network.
In the present case, it is difficult to construct D(g) exactly, as the conductance of
each link depends in a complicated way on each of the Heisenberg couplings in a given
four-spin conductance link. To circumvent this difficulty, we consider a restricted vari-
ational subset S(V, a, V') of the resistors satisfying: vi E [VT, V], v 2 E [avi, oo], and
V' E [VT, V'] (and also the equivalent subset with vi ++ v2). Here we have param-
eterized intra-dimer couplings by Ji,2 - exp -V2 respectively, and the mean
inter-dimer coupling by J' exp (-v/1/D). Furthermore, V, V' > VT and a > 1 are
variational parameters. After ensuring that the subnetwork S percolates, we opti-
mize {V, a, V'} to maximize the percolation conductivity. Since we consider only a
restricted class of subnetworks, the answer resulting from this procedure is a lower-
bound on the general percolation-conductivity. The hope (validated by numerical
simulations) is that S(V, a, V') are sufficiently general to provide a good approxima-
tion to the true optimally percolating subnetwork.
In the low temperature limit, only the power law tails of Eq. C.2 matter, and
we find the following probability distributions on v1 ,2 : P(v1 ,2 ) =V/Vi, 2 . To obtain
the distribution on v', we will assume that the conductivity occurs predominately
through neighboring dimers, and ignore complications arising from geometric infor-
mation about the mutual orientation of the two dimers making up the conductive
link. The mean distance between neighboring dimers is (2VT)l/D, and the probability
distribution on v' is the same as the probability that the nearest neighboring bond
occurs at distance v': P(v') = (v'/4VTK) e-'/2VT where A ~ 0.9 ensures normaliza-
tion. The condition that conductors in S percolate, 2 f P(v1)P(v2)P(v') = P,
gives one relation among V, a and V'. Maximizing the percolation conductivity with
respect to the remaining two parameters, we find that V' is a few times V, validating
the perturbative approximation J' < J1 ,2 . Furthermore, the optimal a decreases
asymptotically to 1 as T -+ 0 such that the difference between a and 1 provides
only subleading logarithmic prefactor corrections to the conductivity. Inserting these
results with Eq. C.5, we find that the low-temperature thermal conductivity follows
a power-law behavior at low temperature:
rK(T) ~ TP (C.6)
where the precise value of p depends on dimensionality and the percolation threshold
Pc-
Here we run into the following problem: while pc is sharply defined for a lattice
model, in the continuum the concept of a sharp percolation threshold is approximate [201].
To better determine p, we have performed numerical simulations of random placed
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spins. In the simulations, spins are first paired in the strong-disorder RG sense de-
scribed above. The spin-network is then mapped to a linear random resistor network
using Eq. C.5, and the conductivity of the network is computed directly (without
falling back on percolation based approximations). We find that K3D ~ T4 and
K2D -T 5 .5 in D = 3 and D = 2 respectively. The corresponding percolation thresh-
olds are pD 0.1 and = 0.3. We see that the spin-contribution will be dominated
by the phonon contribution, which scales as Kph " TD. However, in the next section
we will show that the distinctive magnetic field dependence of sp(B) will allow one
to extract the spin-contribution.
C.4 Conductivity in a Magnetic Field
Because the spin system is sensitive to magnetic field whereas phonons are not, the
magnetic field allows one to disentangle the contribution of spin system from the back-
ground. An applied field effects the spin-thermal-conductivity by altering the prob-
ability for thermally exciting a triplet pt,m, which now depends on the z-projection,
m = ±1, 0 of the triplet spin:
Pt' = ~ O (C.7)(,m + 1 2coshpB) + 1
Taking B along the z-direction without loss of generality, the field increases the pop-
ulation of m = 1 compared to m = 0, -1 and singlets. The field liberates m = 1
triplet excitations on bonds that previously had J > JT, and were locked in a singlet.
For B < T, this effectively increases JT for m = 1 excitations, while reducing it for
m = -1. These two effects cancel to leading order, and the low-field conductivity
increases quadratically in B/T:
KB<T ' TP 1 + (C-8)6 T log[1/A]
where # = T- 1. For B >> T, only bonds with strength IJ - BI < T are thermally
active, as stronger bonds are locked into singlets and weaker bonds are polarized
along the magnetic field. The fraction of such thermally activated bonds shrinks as
2T/Br3 where rB = - log(1/B), indicating that the thermally activated bonds
become increasingly spearated. Consequently the typical inter-dimer coupling drops
exponentially as B is increased resulting in a exponential suppression of thermal
conductivity:
KB>T , 2 B eXp -2 B C.9)
Since conductivity intially increases with applied field and later decreases for stronger
field, it must exhibit a maximum at intermediate temperature. Interpolating between
the low-field and high-field behavior, we find that 'B<T = KB>T at Bmax T. This
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gives the following approximate value for the maximal peak height:
K (Bmax) TP- 0) (C.10)
T
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