The paper first shows that Kruskal tensors with matrix factors derived from orthogonal ternary vector lists define multivariable Boolean functions. These tensors make it possible to derive efficient algorithms for the generation of equivalent Zhegalkin polynomials, which are secondly used for identification of algebraic Boolean models, e.g. for gene expression dynamics.
INTRODUCTION
This paper brings together methods from applied mathematics and control engineering. It will be shown that multilinear and tensor algebra -an active field of current research with wide spread applications (see Kolda and Bader (2009) ) -can be used to find dense representations of so called Zhegalkin Polynomials, which are algebraic normal forms of Boolean functions. These Polynomials are the basis of hybrid identification methods for Boolean models first described for gene expression modelling in Faisal et al. (2005) .
The basic problem is a 01-QP with rank constraints, for which only the maximum problem can be solved by zonotope methods, see Ferrez et al. (2005) . As we have a minimization problem, there are different relaxations known, see Laurent (2004) for an overview or Burer et al. (2002) for an especially interesting approach. But the problem is in NP and not in P like some special cases described in Cela et al. (2006) .
Integrating a clustering step in the Zhegalkin identification method leads to a problem of discrete optimization with high complexity. Efficient internal representations are found, where tensor decomposition methods are adapted from real to Boolean algebra. The equivalence of efficient Boolean and tensors representations, namely orthogonal ternary vector lists (OTVL) and Kruskal tensors will be proven. OTVLs are used for implementation, because they are outstanding efficient for large scale Boolean problems, see Bochmann and Steinbach (1991) .
The next Section 2 gives the fundamentals of Boolean functions and Zhegalkin Polynomials as well as Kruskal tensors, whereas Section 3 shows that these are equivalent representations, which have reduced forms discussed in Section 4. Section 5 will present the new Zhegalkin identification method based on tensor decomposition whereas the last Section 6 shows how this is applied to gene expression modelling.
FUNDAMENTALS
In the following, the set of reals is denoted by R, the set of logical values by B = {0, 1}, and the real unit interval by U = [0, 1]. Negation of Boolean variables is denoted by ¬z =z, whereas for real variablesx = 1 − x holds.
Boolean Functions
A Boolean function b : B n → B can be represented by its truth vector b = (b 1 , ..., b 2 n ) ∈ B 2 n , i.e. the last column of the truth table as shown in Table 1 . Table 1. Truth Table of Boolean function
which is given by its truth vector
(3) is a tensor of dimension (r 1 , · · · , r n ), with elements given by the sums of the outer products of the column vectors of so-called factor matrices X i ∈ R ri×r , weighted by the elements of the so-called weighting vector λ. The multidimensional entry of the tensor K is given elementwise by
Kruskal Tensors are synonymly called parallel factor (PARAFAC) decompositions, canonical decompositions (CANDECOMP) or canonical polyadic (CP) decompositions in the literature on tensor factorization and approximation methods like Cichocki et al. (2009) . Without going into detail, we give here the fact that the minimum number of outer products necessary for CP decomposition is called the rank of the tensor and is the minimal number r of columns each of the factor matrices has.
Kruskal tensors have algebraic properties which make them very useful for scientific computing. Among others, the relevant feature used later is the inner product computation of Kruskal tensors which has a considerably reduced effort compared to the case of generic tensors. Definition 2. Two tensors R 1 , R 2 ∈ R r1×r2×···×rn have an inner product given by
Computing such an inner product in general is numerical expensive, but an inner product of two Kruskal tensors
can be computed with few matrix operations by
where represents the element-wise so called Hadamard product of matrices, see Kolda and Bader (2009) .
Multilinear and Zhegalkin Polynomials
Definition 3. A multilinear polynomial
of n variables is given by the scalar product of a vector a ∈ R 2 n of coefficients with the vector
of monomials resulting from a n-times Kronecker product. Definition 4. A multilinear polynomial (7) is called a
holds with a truth vector b ∈ B 2 n and a matrix Ψ n recursively defined by
where 0 is a zero matrix of appropriate dimensions.
In the following, the index of the transformation matrix Ψ n is ommitted whenever the dimension can be deduced from the vectors which are multiplied from either left or right. Proposition 5. (Zhegalkin (1928) 
EQUIVALENT REPRESENTATIONS

Boolean Functions as Kruskal Tensors
Consider the Kruskal tensor
n with the truth vector b as weight and n factor matrices Z i ∈ B
2×2
n with column j given in correpondence to the i-th row of the truth table according to Table 2 . E.g. for n = 2, the matrices are given by
Comparing the rows of Z i with the i-th column of the truth table helps to understand the structure. Theorem 6. For the indices x i = z i + 1 , i = 1, · · · , n of the Kruskal tensor (10) the following holds Proof: The Kruskal tensor can be written as
where the elementary tensors B i are outer products
is a sparse tensor with only one nonzero element having value 1 at the index vector (
n given by the elements of the i-th row of the truth table plus one. Thus, each element of the weighting vector with b i = 1 sets the corresponding index of B to one.
Example (1) written in Kruskal notation -omitting a weighting vector of ones -is given by
where the 2 × 2 tensor can be written as matrix for which vectorization vec(B) = b results again in the truth vector, see Kolda and Bader (2009) .
Boolean Functions as Zhegalkin Polynomials
First recall that the Zhegalkin polynom is written as p(y) = m (y) a = m (y) Ψ b In contrast to the example given in the last Section 2 the monomial vector m(y) can be first multiplied with the transformation matrix Ψ, which is a constant vector of monomials of dimension 2 n defined in the following.
Definition 7. The so-called literal vector is given by l(y) := Ψ m(y) .
The structure of this vector is given by the next Theorem. Theorem 8. Withȳ i := 1−y i , the literal vector for y ∈ U n is given by
Proof by induction: Start n = 1
Assume n − 1 holds, then 
Proof: is obvious from (7) and (13).
For the running example, using the literal vector leads to the result
which is equivalent to the result of the monomial form given above.
Zhegalkin Polynomials as Kruskal Tensors
First the Kruskal tensor
(16) of rank 1 with basic literal vectors
as factor matrices is defined.
E.g. for n = 2 the literal Kruskal tensor is given by the outer product of the literal basic vectors
is given by the inner product of the Kruskal tensor L of literals with the tensor B representing a Boolean function as described in (10).
Proof: By following the identities
The first holds because both tensors are of same dimensions, the second results from Theorem 6, the third from the tensor (16) of literals and the last by Definition 7.
For Example (1), the inner product representation
=ȳ 1ȳ2 + y 1ȳ2 +ȳ 1 y 2 = 1 − y 1 y 2 of the Zhegalkin polynomial is found, where again weights of one are omitted in the Kruskal tensor notation. Both tensors are of the same dimension, so the inner product is a scalar given by element wise (Hadamard) multiplication and addition of all elements of the resulting matrix.
For better performance it should be avoided to compute full tensors, which in case of the inner product of two Kruskal tensors can be done efficiently by taking the Hadamard product of the products of every two factor matrices of the tensor and thereafter taking the overall sum of elements (e.g. implemented in the Tensor Toolbox of Kolda and Bader (2009) 
REDUCED REPRESENTATIONS
This Section shows how reduction concepts of Boolean functions can be adopted to the Kruskal Tensor notations leading to tiny and memory saving expressions for Zhegalkin Polynomials. First, tenary vector lists from Boolean calculus are reviewed.
Tenary Vector Lists (TVL) of Boolean Functions
A tenary vector list (TVL) of a Boolean function represents all elements of the Boolean space B n where the function is 1 in form of a list of vectors of dimension n containing the elements 0, 1 and −. The latter is a so called don't care symbol and it can be replaced by 0 or 1 arbitrarily to generate binary vectors having a Boolean function value of 1. Some valid TVLs for Example (1) are with a smaller number of lines are possible by using "don't cares". An important property of TVLs is orthogonality defined formally, e.g., in Bochmann and Posthoff (1981) . Definition 11. An orthogonal TVL (OTVL) has the property that for any pair of rows of the TVL, there is at least one column where both, 0 and 1 occure.
The tenary vector list T 3 is -in contrast to T 2 -orthogonal. It can be seen that the element (0, 0) can be generated from any of the rows of T 2 , whereas the first line of T 3 produces the elements (0, 0) and (0, 1) which form together with the second line of T 3 giving (1, 0) all three lines of the truth table where the example functions is one.
OTVLs as Kruskal Tensors
The Kruskal tensor
has the same dimension as (10) but the factor matrices R i ∈ B 2×p correspond to an OTVL where p is the number of lines of the OTVL and a column j is choosen in correpondence to the i-th row of the OTVL as given in Table 3 . Table 3 . Map OTVL elements to Kruskal factors
Theorem 12. Let the Boolean function b(z 1 , · · · , z n ) be defined by an orthogonal tenary vector list T as well as by the Kruskal tensor K with weighting vector b and matrices given by Table 2 . Then the Kruskal tensor R derived from T by Table 3 has the same elements
as K and it describes the same Boolean function b.
n with R(x) = K(x). W.l.o.g let R(x) = 0 and K(x) = 1. There is an index i of the truth table corresponding tox with K(x) = b i = 1 by Theorem 6. Thus line i of the truth table reads |(
Because the OTVL is a valid description of the same Boolean function, there exists a line |z 1 · · ·z n | in the OTVL with eitherz i =x i − 1 orz i = −, thus R(x) = 1 which leads to contradiction. E.g., the Kruskal representation of OTVL T 3 from (20) is:
Zhegalkin Polynomials as OTVL Kruskal Tensors
Now all can be put together and by using the inner product of the Kruskal tensor of Literals L with a Kruskal tensor R resulting from an OTVL the Zhegalkin Polynomial of the Boolean function represented by the OTVL immediately follows. For T 3 of (20), the inner product
gives the correct polynomial. For each line of the OTVL, a term is added to the Zhegalkin polynomial, consisting of a product of eitherȳ j 's or y i 's according to the element of the tenary vector (0 or 1 resp.) -in case of don't care (−), none of the elements occure in the product.
Care has to be taken that the TVL is orthogonal, as the example with the non-orthogonal TVL T 2 shows L, R 2 = (ȳ 1 y 1 ) 1 1 0 1 (ȳ 2 y 2 ) 1 1 1 0 1 1 = ((ȳ 1 1) (1ȳ 2 )) 1 1 =ȳ 1 +ȳ 2 = 1 − y 1 y 2 .
ZHEGALKIN IDENTIFICATION
Finding the best Boolean model for continuous normalized data is known as Zhegalkin identification problem, see Faisal et al. (2005) . The best model with respect to a squared error function is found by discrete optimization because of the Boolean nature of the search space. Solution by enumeration is only possible up to a very small order of the model n = 4, whereas standard tools like CPLEX are able to identify models up to order n = 10 with very large runtimes of hours or days, see Faisal (2008) .
Minimization Problem in Tensor Form
It is possible to represent a Zhegalkin function of n signals by n Kruskal tensors R i and the Kruskal tensor L(y(t)) of literals depending on the signals y at time t defined as in (16)- (17). The state space model for signal i is given as
The index i will be omitted in the following, because all algorithms can be applied sequentially to the signals i = 1, · · · , n.
With the measurementỹ(t + 1), the next step error d tj = L(y(t)) , R j −ỹ(t + 1) (24) between modelled and measured value at any time t ∈ {0, · · · , T −1} can be expressed for any Kruskal tensor R j like (21). The vector of errors for the tensor R j is given as
with the vectorsỹ(t) of measurements at time t, leads to the minimization problem min
which is a Boolean optimization problem in 2 n Boolean decision variables. A Branch-and-Cut algorithm for solving this Boolean optimization problem taking advantage of this tensor representation is given in the following.
Branch-and-Cut Algorithm
The rank of the tensor R corresponds to the number of rows of the OTVL. The algorithm finds a best low-rank approximation R + . While there are 2 (2 n ) Boolean functions in total, using only rank-1 approximations reduces the search space to 3 n TVLs. In general allowing rank-k
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tensors results in a search space with a cardinality less than (3 n ) k , which is for small k lesser than 2
The nodes of the implemented Branch-and-Cut Algorithm represent possible OTVLs in tensor form. Starting from the least possible rank 0, the root of the search tree is the empty TVL. This is equivalent to the zero Zhegalkin polynomial, which is zero everywhere. According to this the children in the next level are OTVLs with one line, i.e., all 3 n possible ternary vectors corresponding to rank 1 tensors. The following levels are build respectively by adding an orthogonal ternary vector (TV) to the OTVL of the parent node while descending in the search tree. This is eqivalent to elongate the OTVL of the parent node by one line. As all elements of literal vectors are nonnegative, the same holds true for the Kruskal tensor L.
The implemented Branch-and-Cut Algorithm for identifying a model R + has the following steps, which we will be discussed in detail thereafter.
(1) Initialization (2) Repeat: Define branching node Define branching node Branch node Cut nodes (3) End:
According to stop criteria
Initialization: Generate a set T = {T 1 , · · · , T 3 n } of all ternary vectors of dimension n and find the inner product
of each corresponding Kruskal tensor R(T l ) of rank 1 with each literal tensor L(ỹ(t)) at time t. Build a matrix S = (s tl ) ∈ U T ×3 n and order its columns according to their vector norms. The set T is ordered accordingly. The columns (S) l contain the next state predictions for t = 0, · · · , T − 1. The root node is set to the empty OTVL and the global lower bound J + is initialized to infinity.
Define branching node:
The implemented Branch-andCut algorithm uses a best first strategy, therefore the branching node is always the branchable node with the smallest cost function (26). A node is no longer branchable, if it has been branched before or if it has reached the maximal permitted upper rank bound.
Branch node: While branching, children are generated by adding those ternary vectors of the basis ternary vector set T of the initialization step, which are orthogonal to the OTVL of the parent node. Due to the ordering in the initialization step those TVs with the biggest norms are added first. However there is no need to consider those, whose norm (S) l is bigger than double the norm of the error vector d j (25) of the current branching node j. This is visualized in Fig. 1 where for randomly generated data of n = 4 signals and 2 time steps all column vectors of S (blue points) are plotted together with the next state measurement (ỹ 1 (1),ỹ 1 (2)) of signal 1 (small red circle). The radius of the large red circle is equal to d j . All blue points with (S) l > 2 d j are outside of the blue circle and thus not considered (Fig. 1) . If those would be added to the OTVL of the branching node j, the cost would get higher and since children only add nonnegative vectors to their parents (s tl ≥ 0 ∀t, l), the solution would never improve by adding further vectors. After branching the Cut nodes: A cutting condition for a node j with OTVL Kruskal Tensor R j is
This is visualized for the same simple example of n = 4 in Fig. 2 . The straight red lines describe the cutting planes (cutting lines for T = 2), defined by √ J + . The blue points describe the inner product of the literal tensor and the OTVLs of all nodes. All nodes having inner products outside the cutting planes are worse than the best solution. Further branching of those nodes won't improve the solution and so they are cut.
Stop: Several stopping conditions, like a desired lower threshold of the cost, a maximum rank of R j or a maximum number of iterations, can be set manually. If the algorithm stops because no node is branchable anymore and rank restriction was given, the best node with cost J + = J * gives the globally optimal solution as tensor R * .
A signal may not depend on all n signals but only c of them, where the connectivity degree c defines the maximum number of signals on which a next value of any signal can depend. Thus there are n c different possible clusters for each signal. The Branch-and-Cut algorithm can run for each possible cluster separately. But instead of initializing the global lower bound J + in the initialization step to infinity, it is set to the lowest J * of all clusters computed so far, which leads to a tighter cutting condition (29) and a solution which is returning the best cluster as well.
IDENTIFICATION OF GENE DYNAMICS
Gene expression modelling is an application area of the presented algorithm. Here a large number of signals (e.g. expression values for thousands of genes) are measured at few time steps, usually less than ten. In these situation, classical continuous parameter identification methods can often not be applied because the continuous variable problem is ill-posed. It has been shown that a Zhegalkin identification problem can still be reasonably posed and solved, see Faisal (2008) .
Zhegalkin models are apropriate for gene expression dynamics, because they represent the qualitative as well as the quantitative behavior, see Faisal et al. (2010) . They predict -depending on the initial condition and input sequences -either Boolean sequences like an automaton or continuous variable sequences like a multilinear continuous variable state space model.
In the previous Section an algorithm for Zhegalkin identification is presented, which is applied to gene expression data from mRNA extracted from mouse liver cells. For the measurements microarray methods have been used to identify the set of 21753 genes at once for 3 time steps, see Faisal et al. (2010) .
Out of all genes a set of nine genes containing the genes Cyp1a1, Gstt2, Gstm1, Ephx1, Gstm6, Gstt1, Gstp1, Gsta3 and Ahr were selected, which are known from biology to be related. For all genes in the set, the best model of connectivity degree 5 has been identified. The stop criterion of the identification algorithm was set to a maximal tensor rank of two, which restricts the search tree of the Branch-and-Cut algorithm to maximal 3 levels. Fig. 3 shows the result of the identification with a runtime of some minutes on a standard PC for each gene by comparing the measured (red) with the simulated time series using one-step-ahead prediction (blue) and real prediction (dashed blue). For the genes Gstt2, Gstm6, Gstt1, Gsta3 and Ahr the simulated response fits very good with the measured values. It is assumed, that for the remaining genes, influences of further genes which are not considered in this subset are important. The computed connectivites are shown in Fig. 4 , e.g. the arrows leading to gene Cyp1a1 signify that Cyp1a1 is influenced by Gstm1, Ephx1, Gstm6 and Ahr. The models have been identified with the Algebraic Boolean Identification Toolbox for Matlab, available at http://www.tu-harburg.de/rts.
CONCLUSIONS
The paper shows the equivalence of Zhegalkin Polynomials, Boolean Kruskal tensors and orthogonal ternary vector lists. A new Branch-and-Cut algorithm for Zhegalkin idenfication of Boolean models from contiuous data is given based on these representations, which offers adjustable complexity and accuracy of the model. It is possible to reduce the search space futher by including biological constraints as canalyzing or nested canalyzing properties.
