In this paper we consider the estimation of R = P (Y < X) when the random variables X and Y have two-parameter Burr type X or Generalized Rayleigh distribution (GRD) and the scale parameters are not equal. Assuming X ∼ GR(α, λ) and Y ∼ GR(β, δ) are independently distributed and λ = δ , we obtain the maximum likelihood estimations of parameters with simple iterative procedure for several values of parameters and calculate the MLE of R with Simpson integration using Maple codes. Furthermore, to compare with the Surles and Padgett estimations, we also calculate the estimations by their procedures in cases in which the values of scale parameters, δ and λ , are equal.
Introduction
introduced twelve different forms of cumulative distribution functions for modeling lifetime data or survival data. Out of those twelve distributions, Burr type X and Burr type XII have received the foremost attention. Several authors have considered different aspects of those two distributions, see for example [1] , [3] , [5] - [11] . For an excellent review of these distributions, the readers are referred to Johnson, Kotz and Balakrishnan [4] . Recently, Surles and Pudgett [9] have introduced the scaled Burr type X distribution and named it correctly as the generalized rayleigh distribution. Note that the two-parameter generalized rayleigh distribution is a particular member of the generalized weibull distribution, originally proposed by Mudholkar and Srivastsva (1993) .
The generalized rayleigh distribution has the following distribution function for X > o ; F (x; α, λ) = (1 − e −λx 2 ) α ; α > 0, λ > 0 Therefore, the GRD has the density function for X > 0 as;
Here λ and α are the scale and shape parameters respectively. The main aim of this paper is to focus on the inference of P (Y < X) where X ∼ GR(α, λ) and Y ∼ GR(β, δ) are independently distributed. The estimation of R is a very common problem in the statistical literature. The reliability of an item or a product is becoming the top priority for the third millennium and technically sophisticated customer. Manufacturers and all other producing entities are sharpening their tools to satisfy that customer. Estimation of that reliability has become a concern for many quality professionals and statisticians. When Y represents the random value of a stress to which a device will be subjected in service, and X represents the strength that varies from item to item in the population of devices, then the reliability R is P (Y < X), i.e. the probability that a randomly selected device functions successfully. Different distributions have been assumed for the random variables X and Y . Downton (1973), and Church and Harris (1970) have discussed the estimation of R in the Normal and Gamma cases respectively. The estimation of R in the Burr type X model has been referred to in the literature by Awad and Gharraf (1986), who provided a simulation study which compared three estimates for R = P (Y < X). Those estimators are: the minimum variance unbiased, the maximum likelihood, and Bayes estimators. Ahmad, Fakhry and Jaheen (1997), dealt with the estimation of R in the Burr X case, when maximum likelihood, Bayes and empirical techniques were used. Surles and Pudgett (1998) addressed the inference on R, some properties of Burr X distribution were reviewed, and the existing and new results on estimation of R were discussed. Raqab and Kundu (2005) have discussed the comparison of different estimations of R for a scaled Burr X or generalized rayleigh model, when the scale parameters are equal, i.e. X ∼ GR(α, λ) and Y ∼ GR(β, λ), but none of the references has discussed the inference of R in scaled Burr X model when the scale parameters are not equal. In this paper we consider this case and use Simpson integration to solve the integral in P (Y < X) , since in this case there is not a closed form solution for f (x, y)dydx in terms of the parameters. We use the Maple software to obtain the values of R for several values of parameters α, λ, β, δ. In addition, we generate 1000 random samples of size 20 in any combinations of parameter values and use the simple iterative method to obtain the MLEs of parameters and then calculate the MLE of R. table 1 shows some results of these computations. For comparison purposes, we calculate the maximum likelihood estimations of R, α, λ and β with respect to the Surles and Padgett procedure, for cases in which the scale parameters λ and δ are equal. Some results are illustrated in table 2.
The Maximum Likelihood Estimators of Parameters
In this section, we consider the maximum likelihood estimators of parameters of of GR(α, λ). We consider the case when both α and λ are unknown. Let X 1 , ..., X n be a random sample of size n from GR(α, λ), then the log-likelihood function L(α, λ) can be written as:
By taking the derivatives with respect to α and λ and equating the results to zero, the normal equations become:
From (2), we obtain the MLE of α as a function of λ, sayα(λ), as:
Substitutingα(λ) in (1), we obtain the profile log-likelihood of λ as
Therefore the MLE of λ, sayλ mle , can be obtained by maximizing (5) with respect to λ. It can be shown that the maximum of (5) can be obtained as a fixed point solution of the following equation:
Very simple iterative procedure h(λ (j) ) = λ (j+1) , can be used, where λ (j) is the jth iterate. The iterative procedure works very well. Onceλ mle is obtained, the MLE of α, sayα mle , can be obtained from (2) asα mle =α(λ mle ). Note that,α mle andλ mle are not in explicit form. Further, it is not possible to obtain the variances ofα mle andλ mle .
Maximum Likelihood Estimation of R
The main aim of this paper is to focus on the inference of P (Y < X) where X ∼ GR(α, λ) and Y ∼ GR(β, δ) are independently distributed and λ = δ. Therefore,
As be seen, it is not possible to obtain a closed form for R, when λ = δ. 
