The alternating direction method is a powerful tool for solving multi-area economic dispatch problem. However, plenty of applications show that the choice of step size and penalty parameter has an important influence on algorithm's convergence rate. In this paper, we proposed a novel prediction-correction algorithm. To be more exact, the prediction is generated by original alternating direction method, while the correction is implemented via adjusting step size and penalty parameter. Numerical results illustrate the proposed method is robust.
Introduction
With the growing scale of power systems, ref. [1] provides a general framework for multi-area economic dispatch (MADE) problem with tie-line constraints. The conventional and traditional centralized economic dispatch algorithms suffer from dimensionality problem and bottleneck of data transmission. As a result, it is critical to propose a more effective strategy to cope with MADE problem.
Many literatures with regard to distributed computation attempted to solve multi-area economic dispatch problem. In [2] , the decomposition-coordination interior point method (DCIPM) is applied to solve multi-area optimal reactive power flow problem. However, DCIPM requires that each area must use interior point method, this is difficult to achieve in practice. Particle swarm optimization (PSO) is introduced to eliminate the MAED problem [3] . The positive aspect of PSO is that it only depends on the objective function information, i.e. the objective function does not require some special properties, for example, smoothness and convexity etc. However, the negative aspect of PSO is that the transmission bottleneck is still in existence.
Traditional alternating direction method (ADM) is employed to solve generation scheduling problem in interconnected power systems [4] . However, the convergence rate of ADM is sensitive to the selection of penalty parameter and step size. In this paper, a novel prediction-correction alternating direction method (PCADM) is derived from the traditional ADM. To be more exact, the prediction is generated by ADM, and the correction is to achieve proper step size and penalty parameter based on iterative information. linear constraints between different areas. A mathematical formulation of two-area economic dispatch problem is expressed as follows: 
The optimization problem (2) is equivalent to solving a saddle-point problem as shown in (3) and (4), [7] .
To be exact, the new iteration ( )
is generated from given vector ( ) 1 2 , ,
by the following scheme:
Then,
One main advantage of (3) is that the objective function is separable when lagrangian multiplier vector is held fixed. However, it is difficult to ensure the convex property of objective function. In fact, solving non-convex programming problem is difficult compared with convex programming problem. Consequently, augmented lagrangian relaxation method (ALR) is employed to cope with equality constraint Θ(x1, x2), and then problem (1) can been rewritten as follows:
where 0 c > is given constant and is a penalty factor for linear constraint, the Euclidean norm of vector x can be denoted by x , i.e.,
Similarly, the optimization problem (5) is equivalent to solving a saddle-point problem via the following iterative scheme:
It is clear that the sum of convex functions is still convex function. We have known that f(x1) and g(x2) are convex. In addition, if we view ( )
Ax Bx + as a whole, then we can find that ( )
is quadratic function. As a result, we know the objective function of problem (5) generated by ALR is convex. Using augmented lagrangian relaxation method to deal with equal constraint ensures the convex property of objective function.
Solution
Alternating Direction Method (ADM) 3.1.
The alternating directions method (ADM) is a powerful method for solving (6) [8] , [9] . Taking advantage of ADM, problem (5) can be solved with the following iterative scheme.
Step 1: Compute:
( )
Step 2: Compute:
arg min 2
Step 3: Lagrange multiplier updating:
Step 4: Check the stop criterion. If
If not k=k+1, go to Step 1.
derived from the classical ADM. To be more precise, the prediction is generated by ADM, and the correction is to adjust step size and penalty parameter.
Adjusting step size
For convenience, we denote
Proof: Let
is generated by the iterative scheme of ADM from given k w , we get [10] ,
Setting w=w* in (13), we get,
where ( )
According to [10] , we get, 
According to (17) and using
We get
Based on above discussion, the proof of Lemma 1 is completed. LEMMA 2
Proof: using the k v ɶ produced by scheme of ADM, update the new iterate v k+1 by ( )
where α is the step size. By using LEMMA 1 and (21), we obtain 
is a quadratic function of α and it reaches its maximum at ( )
Therefore, we choose α k as the optimal step size.
Combing (23) and (24), we get
Based on above discussion, the proof of Lemma 2 is completed. Then, we can say that the sequence {v k } leads that [11] ,
Interestingly, (26) is consistent with ADM's stop criterion, so the strategy of adjusting step size can be written as follows.
Adjusting penalty parameter
In fact, a great number of experiments have illustrated that the choice of penalty factors has significant influence on convergence rate of ADM, so it is important to propose a strategy about how to adjust penalty parameter.
According to [12] , solving problem (3) is equivalent to finding a point which satisfies e(w)=0. 
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Fortunately, it can be proved that , we should increase penalty factor in the next iteration. Three different strategies related to how to adjust penalty parameter has been presented, more details about these strategies can be found in [12] . Strategy 1: penalty parameter is monotonically increasing,
e w e w c c
Strategy 2: penalty parameter is monotonically decreasing
Strategy 3: penalty parameter is self-adaptive, 
If we employ strategy 1, the penalty parameter sequence is increasing monotonically. As a result, the value of starting penalty parameter has to be significantly small in order to ensure the convergence of strategy 1. Similarly, if we use strategy 2, the penalty parameter sequence is decreasing monotonically. Consequently, the value of starting penalty parameter has to be markedly large ensuring the convergence of strategy 2. Based on the discussion above, it is clear that both strategies 1 and 2 are sensitive to the starting penalty parameter. However, it is always difficult to obtain a proper starting penalty parameter ahead of time. Comparing with strategies 1 and 2, we find that strategy 3 is more effective and flexible. Specially, the convergence performance of strategy 3 is independent of the starting penalty parameter. As a consequence, in this paper, we use strategy 3 to adjust penalty parameter.
Then, the self-adaptive penalty parameter alternating direction method (PCADM) can be expressed as follows.
Step 1: Compute ( )
Step 2: Compute ( )
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Step 3: Lagrange multiplier updating ( )
Step 4 
Step 6: Compute, then go to step 1.
Computational Examples and Analysis
Test System: 4-Unit System 4.1.
In this section, a two-area 4-unit system is studied [13] . Area 1 has two unites and the demand is set to be 560MW. Similarly, area 2 has two unites and the demand is set to be 240MW. The transmission capacity limit between area 1 and area 2 is set to be 200MW. Furthermore, network losses are neglected in this test system. Throughout this paper, the stop criterion and initial value of lagrangian multiplier are set to be η= 10 -4 , λ=0.
Comparative Analysis 4.2.
In order to demonstrate the feasibility and effectiveness of PCADM. The given 4-unit system is solved via using three different methods for the multi-area economic dispatch problem: 1) The classic alternating direction method (ADM);
2) The traditional auxiliary problem principle (APP) [14] , [15] ;
3) The proposed self-adaptive penalty parameter alternating direction method (PCADM). Table 1 shows corresponding numerical results. To be more accurate, the first and second columns indicate the method applied and different penalty factor c. After that the third column shows the total number of iteration reaching the optimum. The fourth column shows total active power output cost. As can be seen from Table 1 that the PCADM has better performance with different penalty factor c by comparing the results obtained using standard ADM and APP. On the other hand, PCADM is robust in terms of the choice of penalty parameter c.
Conclusions
The objective of this paper is to solve multi-area security constrained economic dispatch problem in the form of the distributed computing efficiently. In this paper, the proposed PCADM is derived from the classical alternating direction method. More precisely, the focus of PCADM is to adjust step size and penalty factors according to iterative information. A 4-unit, two-area test systems has been employed to illustrate the correctness of proposed PCADM, For the purpose of comparisons, the results obtained via traditional ADM are considered, numerical results reveal the proposed PCADM has good adaptability to the selection of different penalty parameter. 
