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1. Introduccio´n
La resolucio´n de la ambigu¨edad sema´ntica
de las palabras (de ahora en adelante WSD,
de Word Sense Disambiguation) es una ta-
rea que se encuadra dentro de un conjun-
to ma´s amplio de te´cnicas llamado procesa-
miento del lenguaje natural (PLN) que, ba´si-
camente, trata los feno´menos lingu¨´ısticos de
toda ı´ndole de forma mecanizada mediante
ordenadores. Concretamente, WSD trata de
la asignacio´n automa´tica de sentidos a las pa-
labras de un texto.
WSD es lo suficientemente compleja co-
mo para requerir la concurrencia de mu´lti-
ples aproximaciones, me´todos, heur´ısticas,
etc. Dentro de esta complejidad debemos
mencionar la fuerte dependencia de la fuente
de los textos destinados al aprendizaje y la
desambiguacio´n, adema´s de las caracter´ısti-
cas propias de cada sentido o concepto que
puede obligar al refinamiento del proceso.
Parece comu´nmente aceptada la clasifica-
cio´n de las aproximaciones a WSD en dos
categor´ıas muy generales: me´todos basa-
dos en el conocimiento (knowledge-based
methods) y me´todos basados en corpus
(corpus-based methods). Los primeros hacen
uso del conocimiento adquirido en forma de
diccionarios, tesauros, lexicones, ontolog´ıas,
etc. Podemos decir que este conocimiento es
preexistente al proceso de desambiguacio´n y,
en la mayor´ıa de los casos, adquirido de for-
ma manual. Los segundos extraen el cono-
cimiento de grandes cantidades de ejemplos
(de un corpus) mediante me´todos estad´ısti-
cos y aprendizaje automa´tico. Cuando esos
ejemplos esta´n anotados previamente con la
etiqueta correcta (el sentido, en nuestro ca-
so), se dice que son me´todos de aprendiza-
je supervisado, y no supervisado cuando
no existe tal anotacio´n. Dado el gran nu´mero
de me´todos y soluciones propuestos actual-
mente, la clasificacio´n suele simplificarse y se
habla de me´todos supervisados o no, esto es,
u´nicamente si necesitan de un corpus anota-
do o no.
De entre los me´todos supervisados, noso-
tros vamos a proponer los modelos de pro-
babilidad condicional de ma´xima en-
trop´ıa (MME), usados tambie´n en muchas
de las tareas de PLN. ME se encuadra en
los me´todos estoca´sticos de aprendiza-
je automa´tico, grupo en el que tambie´n se
citan naive Bayes, expectation maximization,
log-linear models y modelos ocultos de Mar-
kov. Tambie´n se le puede denominar como un
me´todo de aprendizaje inductivo basa-
do en vectores de atributos.
A partir de la construccio´n de un sistema
de WSD supervisado basado en los MME, el
objetivo es mejorar su rendimiento. As´ı, esta
Tesis Doctoral tiene dos objetivos fundamen-
tales:
Desarrollo y seleccio´n de atributos. Ba´si-
camente, cua´l es la informacio´n necesaria y
adecuada para aprender. Cada conjunto de
ejemplos tiene su propias caracter´ısticas, ca-
da palabra tambie´n, y hasta cada sentido.
Detectar estas caracter´ısticas y aprovechar-
las para el aprendizaje requiere, en muchos
casos, un ana´lisis de los corpus de aprendizaje
previo a la construccio´n de los clasificadores.
Construccio´n de un sistema de alta pre-
cisio´n. Todav´ıa no existe el sistema acepta-
blemente fiable para WSD. Nuestro sistema
basado en ME, au´n cuando es competitivo,
puede ser mejorado. Uno de los problemas de
WSD es su escasa efectividad para ser usado
en otras tareas como bu´squeda de respuestas.
Una forma de hacerlo, aunque no sea la ideal,
es primar la precisio´n en detrimento de la co-
bertura, esto es, clasificar so´lo aquellas pala-
bras para las que tenemos una alta confianza
en que la etiqueta a asignar es la correcta.
Proponemos un algoritmo iterativo, una
adaptacio´n de un me´todo incremental en el
que se usa como nu´cleo nuestro propio siste-
ma de WSD, con el objetivo de asegurar esa
alta precisio´n en la clasificacio´n.
2. Contribuciones de esta Tesis
Doctoral
Tras abordar los objetivos antes mencio-
nados, estos son, en nuestra opinio´n, los me´ri-
tos destacables de todo este trabajo de inves-
tigacio´n.
Los resultados del trabajo que origino´ la
redaccio´n de este documento se derivan de la
implementacio´n de un sistema de WSD su-
pervisado basado en los modelos de ma´xi-
ma entrop´ıa. As´ı, se dispone de un softwa-
re de propo´sito general que en la actualidad
esta´ siendo utilizado, aparte de en WSD, en
la construccio´n de sistemas de reconocimien-
to de entidades y de ana´lisis sinta´ctico par-
cial.
Una vez que ya dispon´ıamos de nuestro
propio sistema, la eleccio´n de la informacio´n
que deb´ıamos suministrarle para realizar un
correcto aprendizaje y clasificacio´n fue nues-
tra siguiente tarea. El estudio de dichas fuen-
tes de informacio´n revelo´ la disparidad de
criterios de seleccio´n que se puede llegar a
dar, dependiendo del conjunto de ejemplos
de aprendizaje y clasificacio´n de la palabra a
desambiguar.
Tambie´n ofrecemos otra alternativa a la
definicio´n de atributos mediante una com-
pactacio´n de los mismos, reduciendo dra´sti-
camente la cantidad de proceso necesario en
el aprendizaje y clasificacio´n, al tiempo que
se observa una degradacio´n mı´nima de los re-
sultados.
Se prueba emp´ıricamente que la seleccio´n
de atributos puede ser beneficiosa tanto para
palabras como para categor´ıas gramaticales
(nombres, verbos, adjetivos y adverbios). No
obstante, nuevamente la dependencia de los
datos de entrenamiento se muestra como un
obsta´culo dif´ıcil de salvar.
La combinacio´n por votacio´n simple de
nuestro sistema con un me´todo no supervisa-
do obtiene resultados tan buenos como otros
ma´s sofisticados. Esto nos lleva a pensar que,
posiblemente, el problema de la resolucio´n de
la ambigu¨edad sema´ntica de las palabras no
radica tanto en los me´todos utilizados como
en los datos que manejamos, los ejemplos de
entrenamiento y los textos donde se aplican,
finalmente, para su clasificacio´n.
El algoritmo Reentrenamiento, alternati-
vo a co-training, un conocido me´todo de
bootstrapping, que hemos desarrollado y que
presentamos en esta Tesis Doctoral, aplicado
a WSD es capaz de mantener altos niveles de
precisio´n en la clasificacio´n. La novedad de
este algoritmo radica en la divisio´n del pro-
blema de desambiguar una palabra de n sen-
tidos en n subproblemas binarios a los que
se aplican varios filtros para asegurar la cer-
teza en la clasificacio´n. La comparacio´n con
el algoritmo original de coentrenamiento es
ventajosa en cuanto la degradacio´n de la pre-
cisio´n en el proceso iterativo puede detectarse
y eliminarse, au´n a costa de no clasificar todo
el conjunto no etiquetado.
