Wave Propagation and IR/UV Mixing in Noncommutative Spacetimes by Mandanici, Gianluca
ar
X
iv
:h
ep
-th
/0
31
23
28
v1
  3
1 
D
ec
 2
00
3
WAVE PROPAGATION AND IR/UV MIXING IN
NONCOMMUTATIVE SPACETIMES1
Gianluca Mandanici
Dipartimento di Fisica, Universita` di Roma “La Sapienza”,
P.le A. Moro 2, I-00185 Roma, Italy
ABSTRACT
In this thesis I study various aspects of theories in the two most studied examples of non-
commutative spacetimes: canonical spacetime ([xµ, xν ] = θµν) and κ-Minkowski spacetime
([xi, t] = κ
−1xi). In the first part of the thesis I consider the description of the propagation
of “classical” waves in these spacetimes. In the case of κ-Minkowski this description is rather
nontrivial, and its phenomenological implications are rather striking. In the second part of the
thesis I examine the structure of quantum field theory in noncommutative spacetime, with em-
phasis on the simple case of the canonical spacetime. I find that the so-called IR/UV mixing can
affect significantly the phase structure of a quantum field theory and also forces us upon a certain
revision of the strategies used in particle-physics phenomenology to constrain the parameters of
a model.
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Introduction
It is widely believed that spacetime at lengths scales of the order of the Planck length (Lp =√
ℏG/c3 ≃ 10−33cm) is no longer describable as a smooth manifold. Nonclassical properties of
spacetime are expected to affect processes involving particles of ultrahigh energy. There are
in principle, at least, two ways to address the issue of nonclassical properties of spacetime and
their observable effects. A first way, which is in a sense more fundamental, is the one of trying
to construct a whole quantum theory of spacetime according to some picture of the unification
of General Relativity with Quantum Mechanics, and then look at its low-energy predictions.
This is, for instance, the strategy adopted by the most studied and, presently, most promising
approaches to Quantum Gravity, such as string theory and (canonical) loop quantum gravity. A
possible reason of concern for these type of approaches is that one has to make a correct guess
of the laws of Nature at an energy scale (Ep =
1
Lp
≃ 1019Gev) that is very far away from the
energy scales currently explored in the laboratory (Eexp ≃ 102Gev). This is a difficult task as
the one of trying to grasp the details of weak interaction (EW ≃ 102Gev) just by studying the
properties of the common macroscopic objects of everyday life.
A second, more humble way to approach research on nonclassical properties of spacetime
is the one of effective theories. One tries to model some nonclassical spacetime effects without
necessarily assuming full knowledge of the short-distance structure of spacetime. Among these
proposals there has been strong interest in the idea that it might be fundamentally impossible
to fully specify the position of a particle. This can formalized through a spacetime uncertainty
principle of the form
∆xµ∆xν ≥ θµν , (1)
that would introduce in spacetime an uncertainty relation which is analogous to the Heisenberg
phase-space uncertainty relation ∆x∆p > ℏ/2. At the formal level the Heisenberg uncertainty
principle turns out to be described by Hermitian operators satisfying the noncommutativity
relation [x, p] = iℏ. Following the analogy one is led to consider similar commutation relations
in the spacetime sector
[xµ, xν ] = iθµν(x), (2)
which imply noncommutativity of spacetime.
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In the last few years noncommutative spacetimes have attracted interest from many authors
not only for the reasons we have outlined, which make them interesting on their own, but also
since they emerge as a possible description of spacetime in theory constructed without assuming,
a priori, noncommutativity of spacetime. In particular the so-called canonical spacetimes2
[xµ, xν ] = iθµν , (3)
emerge in the descriptions of string theory in presence of external fields [1, 2], and it is also a
useful-alternative tool in the description of electronic systems in external-magnetic field [3, 4,
5]. While, certain Lie-algebra noncommutative spacetime ([xµ, xν ] = iC
α
µνxα), emerge in the
framework of some approaches to Quantum Gravity that predict a minimum wavelength. This
is, for instance, the case of the so-called κ-Minkowski spacetime
[xi, x0] = i
1
κ
xi, (4)
[xi, xj ] = 0,
that is connected by duality relation to a deformation of the Poincare´ group as a quantum
group known as κ-Poincare´. This κ-Poincare´ quantum group has been extensively studied in
literature [6, 7, 8, 9, 10, 11] especially since it involves not only an invariant velocity scale c, but
also an invariant length scale λ =
1
κ
≃ Lp.
In this thesis we will analyze the popular noncommutative spacetimes of Eqs.(3) and (4),
focusing on some key theoretical issues and their phenomenological implications. We will start
our study from the problem of wave construction and propagation in these types of noncom-
mutative spacetime. The analysis of waves is a key element for planned experimental studies
which hope to detect nonclassical effects of spacetime. It is expected in fact [12, 13, 14, 15, 16]
that spacetime noncommutativity might manifest with detectable modifications of the usual
laws of particle production and propagation. Moreover, over the last few years, there has been
a sharp increase in the interest toward experimental investigations of Planck-scale effects (see,
e.g., Refs. [17, 18, 19, 20, 21, 22, 23, 24]). In particular, studies such as the ones planned for
the GLAST space telescope [25] would be sensitive to small, Planck-scale suppressed, devia-
tions from the special-relativistic relation between group velocity and momentum. Within the
framework of Planck-scale spacetime noncommutativity such modifications of the relation be-
tween group velocity and momentum are often encountered. In this respect, while canonical
spacetime is expected to play a minor role (alterations of in-vacuum propagation seem to be
relevant mainly for polarization-connected effects [26]), such effects are expected to have deeper
implications in κ-Minkowski spacetime, where they are believed to manifest in the deformation
of in-vacuum dispersion relations and (related) modifications of the energy thresholds for certain
2Here θµν is a coordinate-independent antisymmetric matrix.
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particle-production processes [21, 22]. The effect of spacetime discreteness should be significant
for particles of high energy. Deviations from standard propagation are expected to be suppressed
as powers of the ratio between Planck length and particle wavelength, but in spite of this huge
suppression the mentioned planned experiment should be able to see them. In preparation for
these planned experimental studies, on the theory side there has been an intense debate on the
proper description of the notion of velocity in a noncommutative spacetime. Here (in Chapter
2) we analyze velocity in κ-Minkowski spacetime. This notion of velocity had been already
discussed in several studies (see Refs. [7, 10] and references therein), under the working assump-
tion that the relation v = dE(p)/dp, which holds in Galilei spacetime and Minkowski spacetime,
would also hold in κ-Minkowski. This leads to interesting predictions as a result of the fact that,
upon identification of the noncommutativity scale 1/κ with the Planck length Lp, the dispersion
relation E(p) that holds in κ-Minkowski is characterized by Planck-length-suppressed deviations
from its conventional commutative counterpart. Recently the validity of v = dE(p)/dp in κ-
Minkowski has been questioned in the studies reported in Refs. [27, 28]; moreover in the study
reported in Ref. [11] the relation v = dE(p)/dp was considered on the same footing as some
alternative relations. Especially in light of the plans for experimental studies, this technical
issue appears to be rather significant. We approach the study of κ-Minkowski adopting the line
of analysis proposed in Ref. [10]. We argue that key ingredients for the correct derivation of the
relation between group velocity and momentum are: a fully developed κ-Minkowski differential
calculus, and a proper description of energy-momentum in terms of generators of translations.
Our analysis provides support for the adoption of the formula v = dE(p)/dp, already assumed
in most of the κ-Minkowski literature. We discuss the ad hoc assumptions which led to al-
ternatives to v = dE(p)/dp in Refs. [27, 28], and we find that the analysis in Ref. [28] was
based on erroneous implementation of the κ-Minkowski differential calculus, while the analysis
in Ref. [27] interpreted as momenta some quantities which cannot be properly described in terms
of translation generators.
We also discuss the proposals of construction of field theories on noncommutative spacetimes
based on the Weyl-Moyal map. We focus mainly on the canonical spacetime which up to
now has been the most extensively studied. A key characteristic of field theories on canonical
spacetimes, which originates from the commutation relation, is nonlocality. At least in the
case of space/space noncommutativity (θ0i = 0), to which we limit our analysis for simplicity
3,
this nonlocality is still tractable although it induces an intriguing mixing of the ultraviolet
and infrared sectors of the theory. This IR/UV mixing has wide implications both for the
phenomenology and for the theoretical understanding of these models. One of the manifestations
3The case of space/time noncommutativity (θ0i 6= 0) is not necessarily void of interest [29, 30, 31, 32, 33], but
it is more delicate, especially in light of possible concerns for unitarity. Since our analysis is not focusing on this
point we will simply assume that θ0i = 0.
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of the IR/UV mixing is the emergence of infrared (zero-momentum) poles in the one-loop two-
point functions. In particular one finds a quadratic pole for integer-spin particles in non-SUSY
theories [34], while in SUSY theories the poles, if at all present, are logarithmic [35, 36, 37]. It is
noteworthy that these infrared singularities are introduced by loop corrections and originate from
the ultraviolet part of the loop integration: at tree level the two-point functions are unmodified,
but loop corrections involve the interaction vertices, which are modified already at tree level.
There has been considerable work attempting to set limits on the noncommutativity pa-
rameters θ by exploiting the modifications of the dressed/full propagators [26, 38] and, even
more, the modifications of the interaction vertices [39, 40, 41]. Most of these analyses rely on
our readily available low-energy data. The comparison between theoretical predictions and ex-
perimental data is usually done using a standard strategy (the methods of analysis which have
served us well in the study of conventional theories in commutative spacetime). We are mainly
interested in understanding whether one should take into account some of the implications of
the IR/UV mixing also at the level of comparing theoretical predictions and data. It appears
plausible that the way in which low-energy data are used to constrain the noncommutativity
parameters may be affected by the IR/UV mixing. These limits on the entries of the θ matrix
might not have the usual interpretation: they could be seen only as “conditional limits”, con-
ditioned by the assumption that no contributions relevant for the analysis are induced by the
ultraviolet. The study we report here is relevant for this delicate issue. By analyzing a simple
noncommutative Wess-Zumino-type model, with soft supersymmetry breaking, we explore the
implications of ultraviolet supersymmetry on low-energy phenomenology. Based on this anal-
ysis, and on the intuition it provides about other possible features of ultraviolet physics, we
provide a characterization of low-energy limits on the noncommutativity parameters.
To explore the consequences of the IR/UV mixing using a nonperturbative technique (ef-
fectively resumming infinite series of 1PI Feynman diagrams) we present an application of the
Cornwall-Jackiw-Tomboulis (CJT) [42] formalism to the noncommutative scalar theory. The
CJT formalism has proven to be a powerful nonperturbative approach to the problem of phase
transition in QFT in commutative spacetime (see Refs. [42, 43]) and in Thermal-Quantum-Field
Theories [43, 44, 45]. These theories suffer from severe infrared problems which recall those
related to the IR/UV mixing in noncommutative theories. We analyze in the CJT formalism
the issues of phase transitions and renormalizability of (canonical) noncommutative scalar-ϕ4
theory. We discuss the applicability of the CJT formalism in a noncommutative framework.
Then we focus on the so-called Hartree approximation that is equivalent to a selective resum-
mation of the diagrams of the common perturbative expansion, in particular summing all the
so-called “daisy” and “super daisy” diagrams. In the Hartree approximation, and under the
hypothesis of translational invariance of the vacuum, we calculate the effective potential that
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will be expressed in terms of a mass parameter to be determined as solution of a gap equation.
In particular, we analyze the renormalizability of the gap equation and of the potential. We
find that whereas in the symmetric phase (characterized by a zero vacuum-expectation value
of the scalar field) both the gap equation and the potential are renormalizable, in the broken-
symmetry phase (characterized by a non-zero vacuum-expectation value of the scalar field) the
gap equation and the potential do not renormalize. These results appear to reinforce the hy-
pothesis that in noncommutative theories because of the IR/UV mixing there might be a stable
(or quasi-stable) translation-non-invariant vacuum.
This thesis is structured as follows. In Chapter 1, that is a review chapter, we introduce
spacetime noncommutativity focusing on canonical noncommutativity and κ-Minkowski non-
commutativity. We discuss the physical frameworks from which they emerge and study their
symmetries, and we also briefly review the (rather technical) mathematical structures that are
used in the rest of the thesis.
In Chapter 2, that is based on Ref. [46], we analyze wave propagation both in canonical
and κ-Minkowski spacetimes. We focus on the concept of group velocity in view of its relevance
for planned experimental studies and stress the differences between the two noncommutative
spaces.
In Chapter 3, that is a review chapter, we introduce the quantum field theories in noncommu-
tative spacetime. We outline the standard strategy of quantization, based on the Weyl-Moyal
map, and discuss its application to the noncommutative spacetimes. While this procedure
of quantization can be successful implemented in canonical-noncommutative spacetime, in κ-
Minkowski spacetime it is still not well understood. Then, for the rest of the chapter (and of
the thesis) we focus only on canonical spacetime and especially on the problems related to the
IR/UV mixing.
In Chapter 4, that is based on Ref. [47], we study the implications of the IR/UV mixing
for the phenomenology. We discuss how the IR/UV mixing renders the low-energy prediction
sensitive to the (unknown) structure of the UV sector. We illustrate our point in a Wess-
Zumino model with soft supersymmetry breaking. We show how ultraviolet supersymmetry
can modify drastically the low-energy predictions of the theory, and analyze the implications of
these observations for studies attempting to constrain the non-commutativity parameters using
low-energy data. We conclude on the implication of this analysis for the selection of reliable
theoretical models from low-energy-experimental data.
In Chapter 5, that is based on Ref. [48], we review the CJT formalism and apply it to the
noncommutative scalar theory. We analyze the effective potential and discuss the problem of its
renormalization both in the symmetric phase and in the uniformly-broken phase. We focus on the
so-called “bubble approximation”. We study under the hypothesis of translational invariance of
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the vacuum, the gap equation and the effective potential discussing also the planar limit (strong
noncommutativity) and the commutative limit. Then we discuss the renormalization of both
the gap equation and the potential in the symmetric and in the broken-symmetry phase. In
Chapter 6 we present our conclusions.
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Chapter 1
Noncommutativity in physics
* The idea of extending to the spacetime sector noncommutativity of the phase space is
rather old. The first paper on this subject was published by Snyder in 1947 [49] although the first
proposal of noncommutativity among coordinates is attributed to Heisenberg in the late 1930s.
Heisenberg hoped that noncommutativity would improve the short-distance singularities typical
of the quantum field theories while extending the uncertainty relations to the coordinate sector.
Apparently [4] Heisenberg suggested this idea to Peierles who used it in a phenomenological
approach to the study of electronic systems in an external field [3]. Then Peierles told about
Heisenberg’s idea to Pauli, who in turn told to Oppenheimer, who told it to his student Snyder.
In this chapter we briefly review the main arguments that, beyond Heisenberg’s idea, sup-
port the introduction of noncommutativity in the spacetime. Then we will focus on canonical
spacetime and κ-Minkowski spacetime.
The interest for the canonical spacetime is motivated by the fact that, since it involves
coordinate-independent commutators, it is the simplest noncommutative spacetime and can also
be seen as the zeroth-order approximation of a very general class of noncommutative spacetimes.
We briefly discuss how canonical noncommutativity plays a role in the description of electronic
systems in strong magnetic field and how it emerges in certain string theories in strong external
field.
The interest in κ-Minkowski spacetime comes from the fact that it is dual to a quantum
deformation of the Poincare´ group which has recently attracted a lot of interest especially for
the relevance in Double Special Relativity theories. We discuss the basic features of such Double
Special Relativity (DSR) theories. We analyze how DSR theories find precise realization in
the mathematical scheme of κ-deformed (quantum) Poincare´ group and we discuss the duality
relation that leads to κ-Minkowski spacetime. Then we also discuss how κ-Minkowski spacetime
and canonical spacetime emerge as the only possible flat noncommutative spacetimes that can be
constructed from a general Lie-algebra spacetime and from the hypothesis of invariance under
0* In this Chapter we review the issue of noncommutativity in physics.
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undeformed spatial rotations (κ-Minkowski spacetime) or undeformed translations (canonical
spacetime).
1.1 General arguments for noncommutativity in spacetime
As mentioned the first studies of spacetime noncommutativity were motivated by the anal-
ogy with quantum mechanics and by the idea that one could use noncommutativity of spacetime
coordinates to introduce an effective cutoff to cure the divergences appearing in quantum field
theories. We will analyze the issue of the regularization of the divergences in the next chapters
when a formulation of the quantum field theory will have been introduced. Here we consider
the analogy with quantum mechanics.
Starting from the classical phase space in which a point can be localized without any limit of
precision, one can define the quantum phase space by substituting canonical positions and mo-
menta xi and pi with Hermitian operators which obey to the Heisenberg commutation relations
[xi, pj ] = iℏδij . From the uncertainty relations
∆xi∆pj ≥ 1
2
ℏδij (1.1)
follows that in a quantized phase-space there exists a maximum in the precision with which a
point can be localized. Upon quantization the classical phase-space becomes smeared out and
the notion of point must be replaced by that of Planck cell whose characteristic size is O(ℏ).
One expects to become sensitive to the quantization of the phase space when the action of the
system under consideration, which has the same dimensions of ℏ, is of the size of the Planck
constant1.
By analogy with the phase-space quantization one can attempt to represent spacetime by
replacing classical coordinates xi with the Hermitian generators of a noncommutative algebra
of functions satisfying the commutation relation
[xµ, xν ] = iθµν . (1.2)
Since coordinates do not commutate they cannot be simultaneously diagonalized and one can
expect spacetime uncertainty relations of the form
∆xi∆xj ≥ 1
2
|θij | (1.3)
that, as already emphasized in the Introduction, may be appropriate for a description of quantum
spacetime fluctuations.
In this case the notion of spacetime point loses its meaning. Spacetime points are replaced by
cells of area of size |θij|. The quantum fluctuations of the spacetime prevent the exact localization
1In the path integral language one obtains sensitivity to the quantum phase-space when S/ℏ ∼ 1 and also the
paths different from the classical one (δxS = 0) give contributions to the dynamics.
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of the events inside this area. Now we could expect to acquire sensitivity to the quantum
structure of spacetime when the size of the system, or of the probe, is of order of
√|θij |2.
Expectations similar to (1.3) for the description of spacetime at extremely small distances
come also from string theory presently one of the best candidates for a quantum theory of
gravity. Strings possess an intrinsic length-scale ls, and using string states as a probe it is
not possible to observe distances smaller than ls. It is not surprising that in certain string
theories [50, 51, 52] (but also in many other approaches to quantum gravity, see [53, 54]) modified
Heisenberg uncertainty relation has been found of the form
∆x &
ℏ
2
(
1
∆p
+ l2s∆p
)
(1.4)
If one minimizes (1.4) with respect to ∆p one obtains a lower bound on the measurability of
lengths in spacetime: ∆x ≃ ls. Therefore also from the point of view of string theory the space
of the configurations is smeared out and the notion of point is meaningless. More generally
uncertainty relation has been postulated [55, 56] of the form
∆xi∆xj ≥ l2s (1.5)
that directly follows from noncommutativity of spacetime (1.2).
1.2 Examples of noncommutative canonical spacetimes
Beyond these general arguments there are explicit examples in physics in which noncommu-
tativity plays an important role and some theoretical frameworks in which noncommutativity
is not assumed a priori, but eventually follows from the analysis. In this section we want to
discuss some of these examples showing how canonical noncommutativity of coordinates arises.
1.2.1 Canonical noncommutativity in condensed matter systems
A first physical system which exhibits noncommutativity comes from condensed matter (see,
e.g., [57]). Let us consider a point-particle moving on a 2-d plane3 in presence of an external
magnetic field ~B perpendicular to the plane. The equation of motion for the particle is
m v˙i =
e
c
εijvj | ~B|+ f i(~r) (1.6)
where ~r ≡ (x, y) gives the position of the particle, ~v is the particle velocity and ~f are some
external conservative forces: ~f = −~▽V.
2The nature of the uncertainty principle implied by (1.2) is still subject of study. These commutation relations
don’t imply by themselves a minimal length, in the same way in which (1.1) doesn’t prevent exact measures of
position or momentum. Each edge of the quantum cell can be arbitrarily small if the other is accordingly large.
Only their product is bounded from the below. For this reason in the case of (1.2) one should perhaps speak of a
minimal area.
3In condensed matter certain systems are effectively 2-d in space.
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In the limit of strong magnetic field | ~B| ≫ m the equation (1.6) becomes
vi =
c
e| ~B|ε
ijf j(~r). (1.7)
This last equation predicts that the particle moves always in a direction orthogonal to that
of the external force (for example if the force is constant along the x axis, the particle moves
with a constant velocity along the y axis. If the force vanishes, the particle stops).
Equation (1.6) is also simply obtained from the observation that the Lagrangian of the system
is
L = 1
2
mv2 +
e
c
~v · ~A− V. (1.8)
In the gauge ~A = (0, Bx), setting m = 0 we have
L = e
c
xy˙ − V (x, y) (1.9)
This expression is of the form L =pq˙−h(p, q) where (ecx, y) are a canonical pair. This implies
that the system can be equivalently described by an Hamiltonian
H0 = V (1.10)
and variables satisfying (Poisson) relations
{
xi, xj
}
=
c
e| ~B|ε
ij . (1.11)
We see that, in the strong field limit, the original system is equivalent to another system in
which no external field is present but with (Poisson) noncommuting coordinates. What happens
in the strong field limit is that the Lagrangian becomes of the first order in time derivatives so
that the original-commutative coordinate space can be viewed as an effective-noncommutative
phase-space (1.11).
These arguments can be extended to the quantum level simply substituting the Poisson
brackets with commutators. In this case (1.11) becomes
[xi, xj ] =
iℏc
e| ~B|ε
ij (1.12)
and the strong magnetic field limit corresponds to the projection on the lowest Landau level.
This is a first example of canonical noncommutativity which involves constant (spacetime inde-
pendent) commutation relations.
1.2.2 Canonical noncommutativity in string theories
Besides being relevant for electronic systems in external magnetic field, canonical noncom-
mutativity has recently attracted a lot of interest since it emerges also from certain limits of
12
string theory. As an example we briefly discuss here bosonic open string in a flat space in pres-
ence of a constant B-field and Dp-branes [2]. If we indicate with r the rank of the matrix Bij,
we can assume that r ≤ p + 1 since the component of the field B not along the brane can be
gauged away. Denoting with Σ the stringy worldsheet, the stringy action reads:
S =
1
4πα′
∫
Σ
{
gij∂ax
i∂axj − 2πiα′Bijεab∂axi∂bxj
}
,
that can be also written as
S =
1
4πα′
∫
Σ
gij∂ax
i∂axj − i
2
∫
∂Σ
Bijx
i∂tx
j , (1.13)
where ∂t is the tangent derivative along the string worldsheet boundary ∂Σ. The equations of
motion for i along the Dp branes are:
gij∂nx
j + 2πiα′Bijε
ab∂tx
j
∣∣∣
∂Σ
= 0, (1.14)
where ∂n is a normal derivative to the worldsheet boundary ∂Σ.
In the strong field limit the propagator becomes〈
xi(τ)xj(τ)
〉
= −α′Gij log(τ − τ ′)2 + i
2
θijǫ(τ − τ ′) (1.15)
This equation is incompatible with classical (commutative) coordinates and one can show [2]
that this implies
[xi(τ), xj(τ)] = iθij. (1.16)
In the strong field limit the first term in (1.13) becomes negligible so that the action takes
the form
S = − i
2
∫
∂Σ
Bijx
i∂tx
j , (1.17)
which is purely topological. The boundary degrees of freedom become the dominant ones.
This is a second example of canonical noncommutativity. We observe that, though in a
different context, the mechanism which generates this type of noncommutativity is always the
same. A strong field renders the action topological (i.e. dependent only on a first derivative)
and through the equation of motion the original commutative space transforms in an effective
noncommutative phase-space.
1.2.3 Breakup of Lorentz symmetry in canonical spacetimes
We now want to comment briefly on the fate of the classical (Poincare´) symmetries in
canonical noncommutative spacetime [xµ, xν ] = iθµν . As already emphasized canonical noncom-
mutativity is the weakest form of noncommutativity, in the sense that it involves coordinate
independent commutation relations, and can be viewed as the zeroth-order approximation of
the more general form [xµ, xν ] = iθµν(x). Here we suppose that the infinitesimal action of the
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Poincare´ group on the coordinates is not changed by noncommutativity (i.e. Mj ⊲xµ = [Mj , xµ],
Nj ⊲ xµ = [Nj , xµ], Pα ⊲ xµ = [Pα, xµ]). It can be easily verified that
Mj ⊲ [xµ, xν ] 6=Mj ⊲ (iθµν) , (1.18)
Nj ⊲ [xµ, xν ] 6= Nj ⊲ (iθµν) , (1.19)
Pj ⊲ [xµ, xν ] = Pj ⊲ (iθµν) . (1.20)
These expressions show that canonical spacetime is not, in general, covariant under rotation
and boosts while it is covariant under translations. Physically this means that there is not
equivalence between different inertial observers (in the usual sense) since there is a preferred
class of reference frames. Moreover in each frame of this class there is a preferred direction
(which breaks rotations) but not a preferred origin (translations symmetry is preserved). It is
also worth noticing that if noncommutativity does not involve time (i.e. θµ0 = 0) and one only
considers infinitesimal boosts then
Nj ⊲ [xµ, xν ] = Nj ⊲ (iθµν) . (1.21)
Actually in this case we have also covariance under finite non-relativistic boosts.
These mathematical results are in good agreement with the physical picture of canonical
noncommutativity that comes from the description of charged particles in strong magnetic field.
The covariance under boosts is lost since we are not considering transformation of the magnetic
field (θµν in the noncommutative analogy), the rotational covariance is lost because the mag-
netic field selects a preferred direction while, the uniformity of the magnetic field (spacetime
independent θµν) ensures translational covariance.
1.3 Example of Lie-algebra noncommutative spacetime: κ-Minkowski
spacetime
In this section we discuss a much-studied example of Lie-algebra noncommutative spacetime
which turns out to play a role in attempts to describe Planck length Lp as a minimum wave-
length λ. We first show how to implement such minimum-wavelength condition in a way that is
compatible with the relativity postulates. Then we discuss the quantum group that can provide
the corresponding mathematical framework and show that κ-Minkowski Lie-algebra spacetime
is dual to this quantum group.
1.3.1 Planck length as a minimum wave-length
We have already discussed how there exist many different approaches to the unification of
General Relativity with Quantum Mechanics which share the prediction of a minimum length.
The existence of a minimum length is not by itself in contrast with the Poincare´ symmetry, as the
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quantization of the angular momentum is not in contrast with the invariance under continuous
rotations. However if one wants to promote the Planck length to an invariant length, in the same
sense in which the speed of light is an invariant velocity, one finds immediately inconsistence with
Special Relativity. As the introduction of an invariant velocity scale necessarily induces some
modifications in the Galilei group, so the introduction of a invariant length scale necessarily
leads to modifications of the Lorentz group. Not all the elements of the Lorentz group will
require modifications. For example, as intuition suggests, the idea of an invariant length scale is
not in contrast with symmetry under spatial rotations therefore we should expect an unmodified
rotation’s sector. Deep modifications instead will be unavoidable in the boost sector, where the
invariant length scale must appear as a deformation scale. In fact if the Planck scale is treated
not as a (rescaled) coupling constant but as an observer-independent scale then one becomes
in contrast with the Lorentz-Fitzgerald length contraction that prohibits observer-independent
lengths.
Relativistic theories that admit two invariant scales, a velocity scale c and a length scale
Lp were first introduced in the papers [6, 7] and have been extensively studied in the recent
literature (see e.g. [8, 10, 27, 58, 59, 60]). These theories, commonly called “Doubly Special
Relativity” (DSR) theories, can be formulated just in the same way in which Special Relativity
is formulated: by introducing some corresponding postulates. One example of DSR postulates
whose logical consistency has been analyzed in details in [61] is the following
• The laws of physics involve a fundamental velocity c and a fundamental length scale Lp.
• The value of the fundamental velocity scale c can be measured by each inertial observer as
the speed of light with wavelength λ much larger than Lp (more rigorously, c is obtained
as the λ/Lp →∞ limit of the speed of light)
• Each inertial observer can establish the value of Lp (same value for all inertial observers)
by determining the dispersion relations for photons which takes the form E2 − c2p2 +
f(E, p, Lp) = 0, where the function f is the same for all the inertial observers and in par-
ticular all inertial observers agree on the leading Lp dependence of f(E, p, Lp) ≃ cEp2Lp,
i.e.
E2 − c2p2 − cEp2Lp = 0. (1.22)
It is worth noticing that the notion of relativity in DSR theories is conceptually very similar
to the notion of relativity in Galilean Relativity and in Special Relativity. The laws of physics are
the same for all inertial observers. Inertial observers will not necessarily agree on the measured
value of a given quantity but those relations among measurement results, which we call laws
of physics, will hold for all inertial observers. For example, two inertial observers do not, in
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general, agree on the value of the momentum of an electron, but if they measure energy and
momentum of the electron, both observers will find that the measurements results satisfy the
same dispersion relation. Among the laws of physics an important role is played by those which
identify relativistic invariants quantities whose measurement gives the same result in all inertial
frames.
In Galilean Relativity, for example, all inertial observers agree on the dispersion relations
E − p2/(2m) = 0. This relation does not involve any invariant scale other than the mass of the
particle. In Special Relativity all inertial observers agree on the dispersion relation E2 − c2p2−
m2c4 = 0, which involve only one invariant scale (c), other than the mass of the particle. In
DSR theories all inertial observers agree on the relation of the type (1.22), which involves two
invariant scale (c, Lp), other than the mass of the particle. All these theories are relativistic.
As already discussed the introduction of such postulates does not require to modify the
rotation sector, but boosts do need to be modified. At the first order in Lp one can adopt the
ansatz
Ni = i
[
cpi + Lp∆1i(~p
2, E)
] ∂
∂E
+ i
[
E
c
+ Lp∆2i(~p
2, E)
]
∂
∂pi
, (1.23)
and it is easy to verify that one has consistency with the dispersion relation (1.22) if ∆1i and
∆2i are such that the above expression takes the form
Ni = icpi
∂
∂E
+ i
[
E
c
+ Lp
(
E
c
)2
+
Lp~p
2
2
]
∂
∂pi
. (1.24)
Directly from (1.22) follows that p2 = E2/(1+ cELp). This deviation from the Special Rela-
tivistic dispersion relation p = E implies that when E & 1/Lp the dependence of momentum on
the energy change in the softest p ≃√E/(cLp). This is a evidence of the momentum saturation
that we will discuss more in detail when an all-orders form of f will have been obtained.
For a massless particle, if we retain the usual definition of speed4, in the energy-momentum
sector we get vγ =
dE
dp = c(1 +
Lp
c E) which predicts for sufficiently-energetic photons the possi-
bility of vγ & c. Moreover the usual energy-momentum conservation rule needs to be modified
in such way to be covariant under the new transformations rules. We will discuss more in details
these point in the next section in the framework of κ-Poincare´ quantum group.
1.3.2 κ-Poincare´ Hopf algebras
It was observed in Refs. [62, 63] that the generators of (modified) boost and (unmodified)
rotations constructed from DSR postulates correspond at the leading order in Lp to the Lorentz-
sector generators of a well known quantum group: the bicrossproduct-basis κ-Poincare´ Hopf
algebra. The dispersion relation (1.22) if then the approximation at the leading order in Lp of
4We will discuss in the next chapter how this definition, beyond to be the more natural in the momentum
sector, also is the one which comes from a proper analysis of the wave-packet motion in spacetime.
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the Casimir of this Hopf algebra. It is useful for us to give here a brief review of the structure
of κ-Poincare´ Hopf algebra in the “bicrossproduct basis” [8, 7, 10] showing in particular the
connection with κ-Minkowski noncommutative spacetime.
κ-Poincare´ algebras were introduced in [6, 64] as one of the softest possible deformations
of the usual Poincare´ group as an Hopf algebra. It is defined in the algebraic sector by the
commutation relations
[Mi,Mj ] = iǫijkMk [Mi, Pj ] = iǫijkPk, (1.25)
[Mi, Nj ] = iǫijkNk, [Mi, P0] = 0, (1.26)
[Ni, Nj ] = −iǫijkMk, [Pµ, Pν ] = 0, (1.27)
[Nj, P0] = iPj , [Nj , Pk] = iδjk
{
1− e−2λP0
2λ
+
λ
2
~P 2
}
− iλPjPk. (1.28)
where Pµ = (P0, Pi) are the four-momentum generators, Mk are the spatial rotation generators
and Ni are the boost generators.
The algebraic relations (1.25-1.28) are accompanied by coalgebraic structures of the coprod-
ucts
∆(p0) = p0 ⊗ 1 + 1⊗ p0, ∆(pj) = pj ⊗ 1 + e−λp0 ⊗ pj , (1.29)
∆(Mj) =Mj ⊗ 1 + 1⊗Mj, ∆(Nj) = Nj ⊗ 1 + e−λp0 ⊗Nj + λǫjklpk ⊗Ml,
and by the antipodes
S(Nj) = −eλp0Nj + λeλp0ǫjklpkMl, S(Mj) = −Mj , (1.30)
S(pj) = −eλp0pj , S(p0) = −p0 .
A general description of Hopf algebras and in particular of their co-algebraic properties is
given in Ref [65] (see also Appendix). Actually for the purposes of this thesis it suffices to notice
that while the algebra describes products of generators the coalgebra essentially describes sums
of generators. Nontrivial coproducts are related to non-Abelian addition law for the energy and
momentum.
Now we analyze more closely the action of the Lorentz sector of this (quantum) Hopf alge-
bra on the momentum sector. In a Lie-algebra context the action is obtained directly by the
commutators (infinitesimal transformation) and by their exponentiation (finite transformation).
In an Hopf algebra the action of a subalgebra on another subalgebra is generalized by the con-
cept of action and coaction. From the definition of covariant (left)-adjoint action and from the
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expressions of coproducts (1.29) and of antipodes (1.30) we have that
Mi ⊲Mj =M
(1)
i MjS(M
(2)
i ) = [Mi,Mj ] = iǫijkMk,
Mi ⊲ Nj =M
(1)
i NjS(M
(2)
i ) = [Mi, Nj ] = iǫijkNk,
Mi ⊲ Pµ =M
(1)
i PµS(M
(2)
i ) = [Mi, Pµ] = iǫiµkPk,
Ni ⊲ Pµ = N
(1)
i PµS(N
(2)
j ) = [Ni, Pµ] = i
[
Piδµ0 +
(
1− e−2λP0
2λ
+
λ
2
P 2
)
δiµ − λPiPkδkµ
]
,
Nj ⊲Mk = N
(1)
j MkS(N
(2)
j ) = [Nj ,Mk] + iδjk
~P · ~M − iPjMk,
Nj ⊲ Nk = N
(1)
j NkS(N
(2)
j ) = [Nj, Nk]− iλPkNj +
i
2
ǫijk
(
1− e2λP0 + λ2P 2
)
Ml.
We observe that
• The action of rotations is undeformed.
• The action of boosts on the translation generators is deformed but it is still formulated
through commutators.
• The action of boosts on boost/rotation generators is deformed and cannot be formulated
through commutators.
From the above expression one can also easily write down the infinitesimal actions on a
generic function, for example, of the momenta
Pµ ⊲ G(P ) = 0,
Mi ⊲ F (P ) =M
(1)
i F (P )S(M
(2)
i ) = [Mi, F (P )] = −iǫijkPk
∂
∂Pl
F (P ), (1.31)
Ni ⊲ F (P ) = N
(1)
i F (P )S(N
(2)
i ) = [Ni, F (P )] =
= i
[
Pi
∂
∂P0
+
(
1− e−2λP0
2λ
+
λ
2
P 2
)
∂
∂Pi
− λPiPk ∂
∂Pk
]
F (P ). (1.32)
These last expressions indicate that the action of the Lorentz sector so1,3 on generic functions
of the translation generators is still described by commutators. Also the usual Leibniz rule is
satisfied
Ni ⊲ [F (P )G(P )] = [Ni ⊲ F (P )]G(P ) + F (P )[N ⊲ G(P )]. (1.33)
Using the Leibniz rule (1.33) and (1.31-1.32) it is easy to calculate that for a generic finite
transformation ei(
~θ· ~M+~ξ· ~N) the action is
ei(
~θ· ~M+~ξ· ~N) ⊲ F (P ) = ei(
~θ· ~M+~ξ· ~N)F (P )e−i(
~θ· ~M+~ξ· ~N). (1.34)
The action (1.34) on functions of momenta is the usual one in spite of the non-trivial coal-
gebraic structure (1.29-1.30). This is due to the fact that the action of the Lorentz sector on
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the momentum sector is still obtained through commutators. The “mass Casimir” of this Hopf
algebra is
Cκ(p) =
( 2
λ
sinh
λp0
2
)2 − ~p2eλp0 . (1.35)
Since the action of Lorentz sector generator is still through commutators the Casimir Cκ
preserves the property of being invariant under the covariant left adjoint action (1.31) and
(1.32). Moreover the mass Casimir allows an unique, all-order determination of the function f
introduced in (1.22), whereas DSR postulates fix it only to the lowest order in Lp. The same
is true for the boost action (1.32) that is an all-order generalization of (1.24). Therefore we see
that the DSR proposal is naturally realized in this Hopf-algebra quantum scheme and that all-
order results in the deformation parameter can be obtained in this scheme. All-order expressions
for the energy-momentum transformation rules between different inertial observers have been
obtained in [63] and an all-order analysis of the scattering processes is reported in [66].
1.3.3 Phenomenology of κ-Poincare´
It is perhaps appropriate to pause for a few considerations regarding the phenomenological
implications of κ-Poincare´ kinematics. The mathematical formalism described so far already im-
plies some profound modifications of the conventional special-relativistic kinematics framework.
In particular from (1.35) one gets immediately [62] the important general conclusions that
• E →∞ when |~p| → 1/λ,which means that there is a maximum momentum (|~p| = 1/λ).
• vγ(p) = dEdp = (1− p/λ)−1 = exp(E/λ), which means that the speed of light tends to
infinity when the momentum tends to the maximum allowed momentum.
It should be noticed that infinite velocities are allowed only when E →∞ so that an infinite
amount of energy is needed to obtain a photon with infinite speed. Real photons have finite
energy and therefore finite speed. Of course vγ 6= 1 is a striking characteristic of this framework
but for our “low-energy” particles (E ≪ 1/λ) the effects are negligibly small [7, 10]. In practice
this new framework is indistinguishable from the usual one at the presently-accessible energies.
Therefore this striking prediction of the κ-Minkowski framework does not have troublesome
phenomenological implications, but there is of course still an intense debate concerning the log-
ical consistency of this scenario for vγ(p). In particular, it appears necessary to develop a new
concept of causality. Actually, even before a full development of this new concept of causality,
especially in cosmology there has been interest in the κ-Minkowski motivated idea of a light cone
that effectively becomes wider as the energies available increase. Let us consider, for example,
the horizon problem that is one of the main motivations for inflation theory. Horizon problem
consists in the fact that zones of the sky which are angularly separated by more than a few de-
grees should be causally separated, whereas we observe significant large-scale homogeneity. The
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analysis of Cosmic Microwave Background Radiation, for instance, indicates that the tempera-
ture is the same in all directions, with a precision of one part in 105. The hypothesis, predicted
by DSR theories, of an energy-dependent speed of light might provide a simple explanation of
this paradox [67], without recurring to the inflation theory. The greatly-energetic photons of the
early stages of the universe in fact are predicted by DSR theories to have speeds high enough
that they could causally connect zones of the universe that would otherwise, according to Special
Relativity, be causally disconnected.
There are also other physical applications of κ-Poincare´ kinematics that allow to explain
certain paradoxes of physics based on the Special Relativity. A much studied example is the
one in which one gives a κ-Poincare´/DSR description of the cosmic-ray paradox. According to
the classical Poincare´ symmetry of classical Minkowski spacetime ultra-high-energy-cosmic rays
should loose energy interacting with the Cosmic Microwave Background Radiation by producing
pions (p + γ → p + π). Considering the typical energies (EγCMB ) of the CMRB photons and
the typical distances from the Earth of the cosmic-ray sources, the assumption of validity of the
Special Relativistic kinematic rules should lead to an upper (GZK) limit E < 5 · 1019eV on the
energy of the observed cosmic rays [68, 69]. Instead detection of several cosmic rays above the
GZK limit has been reported [70]. One can calculate the thresholds for photopion production in
the DSR scheme. Using the dispersion relation (1.22) and the energy-momentum conservation
laws one finds
E >
2mpmπ +m
2
π
4EγCMB
+ λ
(2mp +mπ)
3m3π
256E4γCMB
(
1− m
2
p +m
2
π
(mp +mπ)2
)
, (1.36)
where mp (mπ) is the proton (pion) mass. Of course in the λ → 0 limit one recovers the
usual photopion-production threshold. We observe that in the correction term the smallness of
λ (which, as mentioned, we expect to be of order Lp ∼ 10−33cm) is compensated by the huge
ratios mp/EγCMB ,mπ/EγCMB . The result is that [21, 22] according to (1.36) even the observation
of E∼ 3 ·1020eV protons becomes possible providing an explanation to the observed cosmic rays.
Conceptually similar to the GZK paradox is the Markarian-501 paradox. High energy pho-
tons emitted by Markarian 501 with energies higher than 10TeV should collide with the Far
Infrared Background Radiation (FIRBR) producing electron-positron pairs. Instead photons
from Markarian 501 with energies higher than 20 TeV have been detected [71]. Markarian 501
paradox can be explained in a way analogous to the GZK paradox. The relevant process in
this case is γ + γ → e− + e+. The DSR-threshold for this process obtained from the dispersion
relation (1.22) and energy-momentum conservation law is
E >
m2e
EγFIRB
+ λ
m6π
8E4γFIRB
. (1.37)
Given the value involved in the energy EγFIRB of the FIRBR, the threshold is shifted up to
E ≃ 20TeV explaining the observations.
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There are other physical situations, besides the ones mentioned so far in which κ-Poincare´
kinematics might lead to detectable effects. Particularly promising in this sense appear to be
the so-called time-of-flight studies in astrophysics. The velocity formula vγ(p) obtained in the κ-
Poincare´ framework predicts a difference in the times of arrival on Earth for two simultaneously-
emitted photons
∆td ≃ λ∆EL
c
, (1.38)
where L is the source-Earth distance and ∆E is the difference between the energies of the two
photons. Certain astrophysical objects produce very energetic photons that travel very large
distances. From searches of a time-of-arrival difference of the type (1.38) it is possible to obtain
bounds on the deformation parameter λ. Presently, the best bound is λ . 500Lp obtained
by [18]. Future planned experiments, such as AMS [72] and GLAST [25, 73, 74], are expected
to move this bound to the Planck scale (Lp) and beyond. In summary the phenomenology in
the κ-Poincare´/DSR framework is rather rich: the new effects are small enough to agree with all
available robust data, but large enough to provide candidate solutions for emerging experimental
paradoxes and for testing in planned experiments.
1.3.4 κ-Minkowski Spacetime from κ-Poincare´ duality
Having reassured the reader that the phenomenology of κ-Poincare´ kinematics is acceptable
and interesting, we go back to the analysis of the mathematical structure in order to identify
a spacetime on which κ-Poincare´ acts covariantly. Given the enveloping algebra of translation
T = (P0, ~P ), it is rather natural to take for the spacetime coordinate space its dual T
∗ that
will also be an algebra on which T necessarily acts in a covariant way. The structure of the
coordinate space T ∗ is univocally determined by the axioms of the Hopf algebra duality:
< t, xy >=< t(1), x >< t(2), y >, (1.39)
< ts, x >=< t, x(1) >< s, x(2) > ∀t, s ∈ T, ∀x, y ∈ T ∗ (1.40)
< pµ, xν >= −igµν , (1.41)
where gµν = diag(1,−1,−1,−1) and t(1) and t(2) are introduced in the sense of the standard
notation for the coproduct
∆t =
∑
t(1) ⊗ t(2). (1.42)
We see immediately from (1.40) that commutation rules in the momentum sector correspond
to co-commutation rules in the coordinate sector
∆xµ = I⊗ xµ + xµ ⊗ I. (1.43)
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The equation (1.39) and (1.41) can be used to define spacetime coordinates. One gets that
< pi, x0xj >= − i
κ
δij , (1.44)
< pi, xjx0 >= 0, (1.45)
from which it follows that < pi, [x0, xj ] >= − 1κδij , and comparing with (1.41) one finds
[x0, xi] = − i
κ
xi, (1.46)
[xi, xj ] = 0. (1.47)
This is the noncommutative spacetime called κ-Minkowski. We observe that spacetime non-
commutativity in this case directly follows from the fact that the momentum sector, although
being commutative, is not co-commutative, and from the duality relations pairing the two alge-
bras (1.39-1.41).
1.3.5 Covariance of κ-Minkowski Spacetime
The duality between κ-Minkowski and (bicrossproduct) κ-Poincare´ is related with the co-
variance, in the sense of Hopf algebras, of κ-Minkowski under κ-Poincare´ action. The action of
an element of the Lorentz sector w, on the coordinates is implicitly defined by the relation
〈f(p), w⊲ : g(x) :〉 = 〈S(w) ⊲ f(p), : g(x) :〉 , (1.48)
where the action of S(w) on functions of the momenta f(p) is the (left) adjoint one (1.31-1.32)
and :g(x) : is ordered in the form5
g(x) =
∑
n0n1n2n3
gn1n2n3n0x
n1
1 x
n2
2 x
n3
3 x
n0
0 . (1.49)
By using (1.31-1.32). and (1.48) one obtains the actions
Mj⊲ : f(x) :=: −iǫjklxk ∂
∂xl
f(x) :, (1.50)
Nj⊲ : f(x) :=:
[
ix0
∂
∂xj
+ xj
(
e2iλ∂t − 1
2λ
+
λ
2
▽2
)
− λxk ∂
∂xk
∂
∂xj
]
f(x) : . (1.51)
These actions are covariant in the Hopf algebra sense
Mj ⊲ [ : f(x) :: g(x) :] = (M
(1)
j ⊲ : f(x) :)(M
(2)
j ⊲ : g(x) :), (1.52)
Nj ⊲ [ : f(x) :: g(x) :] = (N
(1)
j ⊲ : f(x) :)(N
(2)
j ⊲ : g(x) :). (1.53)
We also observe that the action of boosts and rotations on the coordinates is the same as in
Special Relativity
Mj ⊲ x0 = 0, Mj ⊲ xk = iǫjklxl, Nj ⊲ x0 = ixj , Nj ⊲ xk = iδjkx0, (1.54)
5We observe that every smooth function of noncommutative coordinates can be written in this form.
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and can be described as an action through commutators.
Differences occur only in higher powers of the coordinates (1.50-1.51). Now we have to define
the action of pµ on the coordinate space. This action is defined by the (left) canonical action
pµ
can
⊲ : f(x) :=: f(x) :(1)
〈
pµ, : f(x) :(2)
〉
=: −i ∂
∂xµ
f(x) : (1.55)
so that a finite transformation reads
eiap
can
⊲ : f(x) :=: f(x+ a) :, (1.56)
that is a simple translation6. This concludes our analysis of covariance of κ-Minkowski.
1.4 κ-Minkowski spacetime and canonical spacetime from gen-
eral Lie-algebra spacetimes
In this section we observe that κ-Minkowski and canonical spacetime have the noticeable
property that, among all the possible Lie-algebra spacetimes of the form
[xµ, xν ] = iθµν + iC
α
µνxα, (1.57)
they are selected from simple symmetry requirements. In particular if we demand invariance
under undeformed rotations
Mj ⊲ [xµ, xν ] =Mj ⊲
(
iθµν + iC
α
µνxα
)
, (1.58)
we obtain that it must be θµν = 0 and
[xi, xj ] = iǫijkxk, [xi, x0] = 0 (1.59)
or
[xi, x0] = iλxi, [xi, xj ] = 0. (1.60)
The first spacetime (1.59) is known as fuzzy sphere, since C = x21+x22+ x23+x20 is a Casimir
of this algebra. In the second spacetime (1.60) we recognize κ-Minkowski spacetime.
On the other hand if we require invariance of (1.57) under undeformed translations
Pj ⊲ [xµ, xν ] = Pj ⊲
(
iθµν + iC
α
µνxα
)
(1.61)
we select
[xµ, xν ] = iθµν (1.62)
that is just canonical spacetime. This shows that among all the possible Lie-algebra spacetime
the request of (undeformed) rotational invariance selects κ-Minkowski spacetime and the fuzzy
6It is worth noticing that defining the action of pµ on f(x) through the commutators of some quantum phase
space (see for example (2.26) ), this action can’t be a translation.
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sphere spacetime, whereas the request of (undeformed) translational invariance uniquely selects
canonical spacetime.
To resume, with respect to the classical symmetries, we can construct the following table
Spacetime\Undef.Transf. Rotations Translations Time-Translations Boosts
κ-Minkowski yes no yes no
Canonical no yes yes no
Fuzzy sphere yes no yes no
Both κ-Minkowski and canonical spacetime are candidate noncommutative version of Minkowski
spacetime7 which in general preserve 4 undeformed classical symmetries (3 rotations + 1 time
translation for κ-Minkowski, 3 spatial translations + 1 time translation for canonical spacetime).
However, as discussed above, in addition to the 4 classical/undeformed symmetries, κ-Minkowski
also enjoys 6 additional quantum-deformed symmetries, and its full symmetry structure is de-
scribed by the 10 generators of κ-Poincare´ Hopf algebra.
In the case of canonical noncommutativity the four classical symmetries are all there is (there
are no additional deformed symmetries). This reflects the fact that canonical noncommutativity
requires the support of a preferred class of inertial observers. In particular we know that canoni-
cal noncommutativity can be described as a commutative geometry in presence of a background
(magnetic) field, and the presence of field allows the selection of a preferred class of inertial
observer.
7Fuzzy sphere is not a good candidate since it represents a nonflat space.
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Chapter 2
Waves in noncommutative
Spacetimes
* In this chapter, after a brief review of the properties of waves in classical Minkowski
spacetime, we analyze the concept of wave in a noncommutative spacetime. We show that the
usual picture of propagating wave-packets can be implemented in a noncommutative context as
well. We discuss how in the case of canonical noncommutativity this construction is very close to
the commutative case: the phase velocity and the, physically more relevant, group velocity are
the same as in the Minkowski spacetime in spite of the appearance of some extra (unobservable)
phases that depend on the noncommutativity parameters. On the other hand, in κ-Minkowski
spacetime, we find significant differences with respect to the commutative case. In particular we
find that the description of the group velocity is still governed by the relation vg = dE(p)/dp,
but the dispersion relation E(p) is significantly modified as discussed in the previous chapter.
2.1 Review of waves in Minkowski spacetime
Both in theories in Galilei spacetime and in theories in Minkowski spacetime the relation
between the physical velocity of signals (the group velocity of a wave packet) and the dispersion
relation is governed by the formula
v =
dE
dp
, (2.1)
in components
vj ≡ dxj
dt
=
∂E
∂pj
=
pj
p
∂E
∂p
. (2.2)
This is basically a result of the fact that our theories in Galilei and Minkowski spacetime
admit Hamiltonian formulation. In classical mechanics this leads directly to
dxj
dt
=
∂H(p)
∂pj
. (2.3)
0* In this Chapter we discuss in detail the analysis reported more briefly in Ref. [46].
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In ordinary quantum mechanics ~x and ~p are described in terms of operators that satisfy the
commutation relations [xk, pj ] = iδjk, and in the Heisenberg picture the time evolution for the
position operator is given by
dxj(t)
dt
= i[xj(t),H]
Since xj → ∂/∂pj and, again, H → E(p), also in ordinary quantum mechanics one finds v =
dE/dp (but in quantum mechanics vj is the operator dxj/dt and the group-velocity relation
strictly holds only for expectation values).
Given a spacetime, the concept of group velocity can be most naturally investigated in the
study of the propagation of waves. It is useful to review that discussion briefly. For simplicity we
consider a classical 1+1-dimensional Minkowski spacetime. We denote by ω the frequency of the
wave and by k(ω) the wave number of the wave. [Of course, k(ω) is governed by the dispersion
relation, by the mass Casimir of the classical Poincare´ algebra.] A plane wave is described by
the exponential eiωt−ikx. A wave packet is the Fourier transform of a function a(ω) which is
nonvanishing in a limited region of the spectrum (ω0 −∆, ω0 +∆ ):
Ψ(ω0,k0)(t, x) =
∫ ω0+∆
ω0−∆
a(ω)eiωt−ikxdω .
The information/energy carried by the wave will travel at a sharply-specified velocity, the
group velocity, only if ∆ ≪ ω0. It is convenient to write the wave-packet as Ψ(ω0,k0)(t, x) =
A(t, x)eiω0t−ik0x, from which the definition of the wave amplitude A(t, x) follows:
A(t, x) =
∫ ω0+∆
ω0−∆
a(ω)ei(ω−ω0)t−i(k−k0)xdω ≈
∫ ω0+∆
ω0−∆
a(ω)ei(ω−ω0)(t−[
dk
dω ]0x)dω (2.4)
The wave packet is therefore the product of the plane-wave factor eiω0t−ik0x and the wave
amplitude A(t, x). One can introduce a “phase velocity”, vph = ω0/k0, associated with the
plane-wave factor eiω0t−ik0x, but there is no information/energy that actually travels at this
velocity (this “velocity” is a characteristic of a pure phase, with modulus 1 everywhere). It is
the wave amplitude A(t, x) that describes the time evolution of the energy/information actually
carried by the wave packet. From (2.4) we see that the wave amplitude stiffly translates at
velocity vg = dω0/dk0, the group velocity. In terms of the group velocity and the phase velocity
the wave packet can be written as
Ψ(ω0,k0)(t, x) = e
ik0(vpht−x)
∫ ω0+∆
ω0−∆
a(ω)ei(ω−ω0)(t−x/vg)dω .
In ordinary Minkowski spacetime the group velocity and the phase velocity both are 1 (in our
units) for photons (light waves) travelling in vacuum. For massive particles or massless particles
travelling in a medium vph 6= vg. The causality structure of Minkowski spacetime guarantees
that vg ≤ 1, whereas, since no information actually travels with the phase velocity, it provides
no obstruction for vph > 1.
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The main idea to extend the above construction to a noncommutative spacetime is that of
writing the function of noncommutative variables as the inverse Fourier transform of a commu-
tative energy-momentum-space function. Thus in general one writes
f(x) =
1
(2π)4
∫
dk4f˜(k) : exp(ikµxµ) :, (2.5)
where f˜(k) is the Fourier transform of f(x) :
f˜(k) =
∫
dα4f(α) exp(ikµαµ). (2.6)
Here k and α are commuting variables while x are noncommuting variables. The function
: exp(ikµxµ) : must be consistent with the Fourier calculus and must reduce in the commutative
limit to the usual exp(ikµxµ). The advantage in using Fourier formulation is that one can do
products of fields once it is known how to do products of the phases : exp(ikµxµ) : . This last
ones are usually evaluated using the Baker-Campbell-Hausdorff formula.
2.2 Proposal of a description of wave-packets in Canonical Space-
time
We now try to extend the construction just outlined to waves in canonical spacetime. As a
first step we have to define the phase : exp(ikµxµ) :θ. The simplest possible choice is
: exp(ikµxµ) :θ= exp(ik
µxµ). (2.7)
Once that single plane wave has been identified the next step is to consider products of
waves. From the canonical noncommutativity relations we have that
exp(ikµxµ) exp(ip
µxµ) = exp(ik
µθµνp
ν) exp[i(kµ + pµ)xµ]. (2.8)
Waves packets are constructed summing plane waves in the usual way
Ψ(ω0,k0)(t, ~x) =
∫ ω0+∆
ω0−∆
a(ω)eiωt−i
~k·~xdω .
Following the procedure outlined in the Minkowski case we find
Ψ(ω0,k0)(t, ~x) ≃
∫ ω0+∆
ω0−∆
a(ω)e
i
[
(ω−ω0)t−
d~k
dω
(ω−ω0)~x
]
+i[ω0t−~k0·~x]dω ,
that is formally similar to (2.4). Using (2.8), defining kµ ≡ (ω − ω0,− d~kdω (ω − ω0)) and pµ ≡
(ω0,−~k0) we get
Ψ(ω0,k0)(t, ~x) ≃
[∫ ω0+∆
ω0−∆
a(ω)e
i
[
(ω−ω0)t−
d~k
dω
(ω−ω0)~x
]]
dωe−ik
µθµνpνei[ω0t−
~k0·~x].
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As in the Minkowski case we can individuate an amplitude here
A(t, ~x) =
[∫ ω0+∆
ω0−∆
a(ω)e
i
[
(ω−ω0)t−
d~k
dω
(ω−ω0)~x
]]
, (2.9)
and write the wave packet as
Ψ(ω0,k0)(t, ~x) ≃ eik
µθµνpνei
~k0·[~vpht−~x]
[∫ ω0+∆
ω0−∆
a(ω)ei
d~k
dω
(ω−ω0)[~vgt−~x]dω
]
, (2.10)
where we have defined vg =
dω
dk , and vph =
ω0
k0
. At this point some remarks are in order. A
first observation regards the overall phase factor eik
µθµνpν which appears in (2.10). This factor
doesn’t give any modification of the group velocity and is just an overall phase velocity. A second
observation regards the fact that we would have reached the same conclusion by factorizing the
phase contribution to the right:
Ψ(ω0,k0)(t, x) ≃
[∫ ω0+∆
ω0−∆
a(ω)ei
dk
dω
(ω−ω0)[vgt−x]dω
]
e−ik
µθµνpνeik0[vpht−x]. (2.11)
The only difference being now that the overall phase factor acquires an opposite sign with
respect to the previous case. However the results for vg, vph do not depend on this sign.
These observations seem to suggest that in the case of canonical noncommutativity there is
no observable modification of the in vacuum propagation of wave packets.
2.3 The challenge of Waves in κ-Minkowski Spacetime
In this section we try to construct wave packets in κ-Minkowski spacetime following the
line of the previous sections. We use the Fourier calculus in noncommutative spaces developed
in [75] for a proper definition of the wave packet. This assure the right covariance properties
of the packets under κ-Poincare´ transformations and allow us to get phase velocity and group
velocity.
2.3.1 Differential calculus and Fourier calculus in κ-Minkowski
The only consistently-developed differential calculus [65] on the enveloping algebra of κ-
Minkowski is
∂j : f(x) :=:
∂f(x)
∂xj
: (2.12)
∂0 : f(x) :=:
eiλ
∂
∂t − 1
iλ
f(x) :=:
f(~x, t+ iλ)− f(~x, t)
iλ
: (2.13)
The notation : f(x) :, conventional in the κ-Minkowski literature, is reserved for time-to-the-
right-ordered1 functions of the noncommutative coordinates. The standard symbolism adopted
1In κ-Minkowski spacetime (with its commuting space coordinates and nontrivial commutation relations only
when the time coordinate is involved), it is easy to see that the natural functional calculus should be introduced
in terms of time-to-the-right-ordered functions or (the equivalent alternative of) intuitive rules for time-to-the-
left-ordered functions. In other noncommutative spacetimes the choice of ordering may not be so obvious.
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in Eqs. (2.12)-(2.13) describes noncommutative differentials in terms of familiar actions on com-
mutative functions. The symbols “∂j” and “∂0” refer to elements of the differential calculus on
κ-Minkowski, while the symbols “∂/∂xj” and “∂/∂t” act as ordinary derivatives on a time-to-
the-right-ordered function of the κ-Minkowski coordinates. For example, Eq. (2.12) states that
in κ-Minkowski ∂x(xt) = t and ∂x[xt
2+2iλxt−λ2x+x2t] = t2+2iλt−λ2+2xt, i.e. ∂x acts as a
familiar x-derivative on time-to-the-right-ordered functions. Of course, the κ-Minkowski commu-
tation relations impose that, if derivatives are standard on time-to-the-right-ordered functions,
derivatives must be accordingly modified for functions which are not time-to-the-right ordered.
For example, since ∂x(xt) = t and ∂x(x) = 1 (the functions xt and x are time-to-the-right or-
dered), also taking into account the κ-Minkowski commutation relation xt = tx− iλx, one can
obtain the x-derivative of the function tx, which must be given by ∂x(tx) = t + iλ. Similarly,
one finds that ∂x[t
2x+ x2t] = t2+2iλt− λ2+2xt (in fact, using the κ-Minkowski commutation
relations one finds that t2x+ x2t = xt2 + 2iλxt− λ2x+ x2t]).
The time derivative described by Eq. (2.13) has analogous structure, with the only difference
that the special role of the time coordinate in the structure of κ-Minkowski spacetime forces [65]
one to introduce an element of discretization in the time direction: the time derivative of time-
to-the-right-ordered functions is indeed standard (just like the x-derivative of time-to-the-right-
ordered functions is standard), but it is a standard λ-discretized derivative (whereas the x-
derivative of time-to-the-right-ordered functions is a standard continuous derivative).
A central role in the κ-Minkowski functional calculus is played by the ordered exponentials:
e−i~q~xeiq0t , (2.14)
where {qj , q0} are four real numbers and {xj , t} are κ-Minkowski coordinates. These ordered
exponentials enjoy a simple property with respect to the generators pµ of translations of the
κ-Minkowski coordinates: 〈
pµ, e
−i~q~xeiq0t
〉
= qµ . (2.15)
We also note that, using the κ-Minkowski commutation relations, one finds the relation
e−i~q~xeiq0t = exp
(
iq0t− i~q~x λq0
1− e−λq0
)
(2.16)
which turns out to be useful in certain applications.
The ordered exponentials e−i~q~xeiωt also play the role of plane waves in κ-Minkowski since
on the mass-shell (i.e. Cκ(q0, ~q) = M2) they are solutions [10] of the relevant wave (deformed
Klein-Gordon) equation:
( −M2)
[
e−i~q~xeiq0t
]
= 0 (2.17)
where  = ∂µ∂
µL−1 is the κ-deformed D’Alembert operator, properly defined [65, 10] in terms
of the so-called “κ-Minkowski shift operator” L
L :f(~x, t) := e−λp0⊲ :f(~x, t) : = :f(~x, t+ iλ) :
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The ordered exponentials are also the basic ingredient of the Fourier theory on κ-Minkowski.
This Fourier theory [65] is constructed in terms of the canonical element
∑
i ei ⊗ f i, where {ei}
and {f j} are dual bases, which satisfy the relation < ei, f j > = δji . On the basis of (1.39-1.41)
one finds that the canonical element is
ψ(q0,~q)(t, ~x) =
0,∞∑
n0,n1,n2,n3
(−iq1x1)n1
n1!
(−iq2x2)n2
n2!
(−iq3x3)n3
n3!
(iq0t)
n0
n0!
= e−i
~k~xeiωt (2.18)
The canonical element (2.18) retains the notable feature that, if we define the transform f˜(q) of
an ordered function :f(x) : through
:f(x) : =
∫
f˜(q) e−i~q~xeiq0t
e3λq0d4q
(2π)4
,
the choice of the integration measure e3λq0 and the definition (1.48) of the actions of boosts/rotations
on the coordinates guarantee that
w ⊲ :f(x) : =
∫ (
S(w) ⊲ f˜(q)
)
e−i~q~xeiq0t
e3λq0d4q
(2π)4
for each w ∈ U(so1,3). This is a relevant property because it implies that under a finite transfor-
mation both : f : and f˜ change, but they remain connected by the Fourier-transform relations.
The action of a transformation on the x is equivalent to the inverse transformation on the q. This
is exactly what happens in the classical-Minkowski case (λ = 0), through the simple relation
f(x) 7→ fΛ(x) =
∫
f˜(Λ−1q) eiqx
d4q
(2π)4
.
In κ-Minkowski the action of boosts does not allow description in terms of a matrix Λνµ, but it is
still true that the action of a transformation on the x is equivalent to the “inverse transformation”
on the q (where, of course, here the “inverse transformation” is described through the antipode).
2.3.2 Group velocity in κ-Minkowski
The elements of κ-Minkowski functional analysis we reviewed in Section 2 allow us to
implement a consistent deformation of the analysis that applies in commutative Minkowski
spacetime, here reviewed in the preceding subsection. In order to present specific formulas we
adopt the κ-Minkowski functional analysis based on time-to-the-right-ordered noncommutative
functions, but the careful reader can easily verify that the same result for the group velocity is
obtained adopting the time-to-the-left ordering prescription.
We are little concerned with the concept of phase velocity (which is not a physical velocity).
In this respect we just observe that the phase velocity should be a property of the κ-Minkowski
plane wave
ψ(ω,~k) = e
−i~k~xeiωt , (2.19)
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and, since the κ-Minkowski calculus is structured in such a way that the properties of time-
to-right-ordered functions are just the ones of the corresponding commutative function, this
suggests that the relation
vph =
ω
k
(2.20)
should be valid.
But let us focus on the more significant (physically meaningful) analysis of group velocity.
Our starting point is the wave packet
Ψ
(ω0,~k0)
=
∫
e−i
~k·~xeiωtdµ.
In this equation (2.3.2) for simplicity we denote with dµ an integration measure which includes
the spectrum of the packet. In fact, the precise structure of the wave packet is irrelevant for the
analysis of the group velocity: it suffices to adopt a packet which is centered at some (ω0, ~k0)
(with (ω0 and ~k0) related through Eq. (1.35), the dispersion relation, the mass Casimir, of the
classical Poincare´ algebra) and has support only on a relatively small neighborhood of (ω0, ~k0),
i.e. ω0 −∆ω ≤ ω ≤ ω0 +∆ω and ~k0 −∆~k ≤ ~k ≤ ~k0 +∆~k.
Next, in order to proceed just following the same steps of the familiar commutative-spacetime
case, we should factor out of the integral a “pure phase” with frequency and wavelength fixed by
the wave-packet center: (ω0, ~k0). Consistently with the nature of the time-to-the-right-ordered
functional calculus the phase eik0x will be factored out to the left and the phase e−iω0t will be
factored out to the right:
Ψ(ω0,~k0) = e
−i~k0·~x
[∫
e−i∆
~k·~xei∆ωtdµ
]
eiω0t (2.21)
This way to extract the phase factor preserves the time-to-the-right-ordered structure of the
wave Ψ
(ω0,~k0)
, and therefore, also taking into account the role that time-to-the-right-ordered
functions have in the κ-Minkowski calculus, should allow an intuitive analysis of its properties.
From (2.21) one recognizes the κ-Minkowski group velocity as
vg = lim
∆ω→0
∆ω
∆k
=
dω
dk
, (2.22)
just as in Galilei and Minkowski spacetime. Just as one does in commutative Minkowski space-
time, the integral can be seen as the amplitude of the wave, the group velocity vg is the velocity
of translation of this wave amplitude, which be meaningfully introduced only in the limit of
narrow packet (small ∆ω and ∆~k).
Notice that
e−i∆
~k~xei∆ωt = exp
(
i∆ωt− i∆~k~x λ∆ω
1− e−λ∆ω
)
, (2.23)
and [
exp
(
i∆ωt− i∆~k~x λ∆ω
1− e−λ∆ω
)]
∆ω→0
= exp
(
i∆ωt− i∆~k~x
)
, (2.24)
31
and therefore the evaluation of the velocity of translation of this wave amplitude turns out to
be independent of the way in which the exponentials are arranged (but this is an accident due
to the fact that for small ∆ω and ∆~k one finds that [e−i∆
~k~x, ei∆ωt] = 0.
2.4 Comparison with previous analyses
Because of the mentioned interest in the phenomenological implications [17, 18, 12, 13,
14, 74, 25], the introduction of group velocity in κ-Minkowski has been discussed in several
studies. In the large majority of these studies the concept of group velocity was not introduced
constructively (it was not a result obtained in a full theoretical scheme: it was just introduced
through an ad hoc relation). This appeared to be harmless since the ad-hoc assumption relied
on the validity of the relation vg = dE/dp, which holds in Galilei spacetime and Minkowski
spacetime (and for which the structure of κ-Minkowski appears to pose no obstacle).
Taking as starting point the approach to κ-Minkowski proposed in Ref. [10], we have here
shown through a dedicated analysis that the validity of vg = dE/dp indeed follows automatically
from the structure of κ-Minkowski and of the associated functional calculus.
At this point it is necessary for us to clarify which erroneous assumptions led to the claims
reported in Refs. [27, 28, 76], which questioned the validity of vg = dE(p)/dp in κ-Minkowski.
2.4.1 Tamaki-Harada-Miyamoto-Torii analysis
It is rather easy to compare our analysis with the study reported by Tamaki, Harada,
Miyamoto and Torii in Refs. [28, 76]. In fact, Ref. [28] explicitly adopted the same approach
to κ-Minkowski calculus that we adopted here, with Fourier transform and functional calculus
that make direct reference to time-to-the-right-ordered functions. Also the scheme of analysis
is analogous to ours, in that it attempts to derive the group velocity from the analysis of the
time evolution of a superposition of plane waves. However, the κ-Minkowski functional calculus
was applied inconsistently in Ref. [28]: at the stage of the analysis were one should factor out
the phases e−i
~k0·~x and eiω0t from the wave amplitude (as we did in Eq. (2.21)) Ref. [28] does not
proceed consistently with the time-to-the-right-ordered functional calculus. Of course, as done
here, in order to maintain the time-to-the-right-ordered form of the wave packet it is necessary
to factor out the phases e−i
~k0·~x and eiω0t respectively to the left and to the right, as we did
here. Instead in Ref. [28] both phases are factored out to the left leading to a form of the wave
packet which is not time-to-the-right ordered. In turn this leads to the erroneous conclusion
that vg(k) 6= dω(k)/dk, i.e. vg(p) 6= dE(p)/dp.
This inconsistency with the ordering conventions is the key factor that affected Ref. [28]
failure to reproduce vg(p) 6= dE(p)/dp, but for completeness we note here also that Ref. [28]
leads readers to the erroneous impression that in order to introduce the group velocity in κ-
32
Minkowski one should adopt the approximation
e−i
~k~xeiωt ∼ e−i~k~x+iωt , (2.25)
for generic values of ω and ~k. Actually, unless ω and ~k are very small, this approximation is
very poor: it only holds in zeroth order in the noncommutativity scale λ and therefore it does
not describe reliably the structure of κ-Minkowski (since it fails already in leading order in λ,
it does not even reliably characterize the main differences between classical Minkowski and κ-
Minkowski). As we showed here there is no need for the approximation (2.25) in the analysis of
the group velocity of a wave packet in κ-Minkowski.
2.4.2 κ-Deformed phase space
As discussed in the preceding Subsection, it is very easy to compare our study with the
study reported in Ref. [28], since both studies adopted the same approach. We must now provide
some guidance for the comparison with the study reported by Kowalski-Glikman in Ref. [27].
Also this comparison is significant for us since Ref. [27], like Ref. [27], questioned the validity of
the relation vg = dE(p)/dp, which instead emerged from our analysis.
Our approach to κ-Minkowski, which originates from techniques developed in Refs. [8, 10], is
profoundly different from the one adopted in Ref. [27]. In fact, the differences start off already
at the level of the action of κ-Poincare´ generators on κ-Minkowski coordinates. The actions
we adopted are described in Section 2. They take a simple form on time-to-the-right ordered
functions, but they do not allow description as a “commutator action” on generic ordering of
functions in κ-Minkowski. Instead in Ref. [27] the action of the κ-Poincare´ generators on κ-
Minkowski coordinates was introduced in fully general terms as a commutator action. This
would allow to introduce a “phase-space extension” of κ-Minkowski [27]
[x0, xj ] = iλxj , [p0, x0] = −i, [pk, xj ] = iδjke−λp0 , [pj, x0] = [p0, xj ] = 0. (2.26)
Taking this phase space (2.26) as starting point, Kowalski-Glikman then found, after a
rather lengthy analysis, that “massless particles move in spacetime with universal speed of light”
c [27], in conflict with the relation vg = dE(p)/dp and the structure of the mass Casimir (1.35).
Kowalski-Glikman argued that this puzzling conflict with the structure of the mass Casimir
might be due to a mismatch between the mass-Casimir relation, E(p,m), and the dispersion
relation, ω(k,m): the puzzle could be explained [27] if the usual identifications k ∼ p and ω ∼ E
were to be replaced by k ∼ peλE and ω ∼ sinh(λE)/λ + λp2eλE/2.
We observe that the correct explanation of the puzzling result obtained by Kowalski-Glikman
is actually much simpler: the commutator action (2.26) adopted in Ref. [27], in spite of the choice
of symbols pj,xk, cannot describe the action of “momenta” pj on coordinates xk. Momenta
should generate translations of the coordinates, which requires that they may be represented
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as derivatives of functions of the coordinates, but the commutator action [pk, xj ] = iδjke
−λp0
clearly does not allow to represent pk as a derivative with respect to the xk coordinate, because
of the spurious factor e−λp0 . Similarly, those commutation relations do not allow to represent
the xk coordinate as a derivative with respect to pk, and therefore in a Hamiltonian theory, with
Hamiltonian H, one would find
x˙j ∼ [xj ,H] 6= dH
dpj
, (2.27)
and this is basically the reason for the puzzling result vg(p) 6= dE(p)/dp obtained in Ref. [27].
Kowalski-Glikman finds a function vg(p) but this function cannot be seen as describing the
relation between velocity and momentum, since the “p” symbol introduced in (2.26) does not
generate translations of coordinates, and therefore “p” is not a momentum.
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Chapter 3
Quantum Field Theories on
Canonical Spacetimes
* In this chapter we discuss the construction of quantum field theory in noncommutative
spacetimes. We observe that the analysis of quantization in κ-Minkowski spacetime is still at a
preliminary stage. Thus we focus mainly on the quantization in canonical spacetime which has
been extensively analyzed in literature. The most common strategy to construct a quantum field
theory on noncommutative space is through the Weyl map which allows to introduce certain
structures in noncommutative spacetimes in analogy with the corresponding structures in com-
mutative spacetime. The product of functions in the commutative space is described through
a deformed “*” or “Moyal” product of corresponding functions. Here we will discuss the main
features of the quantum field theories obtained through this procedure. In particular we focus
on the so-called IR-UV mixing which is one of the most interesting and distinguishing features
of these theories.
3.1 Weyl Quantization in canonical and κ-Minkowski spacetime
3.1.1 Weyl Quantization in the phase space of ordinary quantum mechanics
Weyl quantization is a technique used (see e.g.[77, 78]) to describe quantum mechanics using
the phase-space of classical mechanics. The general idea consists in defining a mapping between
the algebra of operators on the quantum phase space and the algebra of functions on the classical
phase space. This map must of course be compatible with the product in the noncommutative
algebra of quantum operators. To achieve this goal one has to deform the usual product of
commutative functions on the phase space in a new product called Weyl-Moyal product. In
quantum mechanics the Weyl map is given by:
W : F (x, p)→W [F ] = 1
(2π)4
∫
dα4dβ4F˜ (α, β) exp i(αxˆ + βpˆ) (3.1)
0* In this Chapter we review the issue of QFT construction in noncommutative spacetimes.
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where F˜ (α, β) is the Fourier transform of F (x, p). If we consider products of functions of the
quantum phase space we obtain
W [F ]W [G] =
1
(2π)8
∫
dα4dβ4dα′4dβ′4F˜ (α, β)F˜ (α′, β′) exp i(αxˆ + βpˆ) exp i(α′xˆ+ β′pˆ). (3.2)
Since it holds that W [F ]W [G] 6=W [FG], it follows that, as introduced, the Weyl map does
not preserve the usual product of commutative functions on the phase space. However the same
formula (3.2) suggests how to modify the product to have compatibility. We notice that (3.2)
can be easily evaluated using the commutation relation [xˆi, pˆj] = iℏδij and the Baker-Campbell-
Hausdorff expansion
exp i(αxˆ+ βpˆ) exp i(α′xˆ+ β′pˆ) = exp i[(α + α′)xˆ+ (β + β′)pˆ] exp[
i
2
ℏ(αβ′ − α′β)], (3.3)
from which follows that
W [F ]W [G] =
1
(2π)8
∫
dα4dβ4dα′4dβ′4F˜ (α, β)F˜ (α′ − α, β′ − β)ei[αxˆ+βpˆ]e i2ℏ[αβ′−α′β] = (3.4)
=
1
(2π)4
∫
dα4dβ4 exp i[αxˆ+ βpˆ]A˜(α, β) (3.5)
where
A˜(α, β) =
1
(2π)4
∫
dα′4dβ′4F˜ (α, β)F˜ (α′ − α, β′ − β) exp i
2
ℏ[αβ′ − α′β]. (3.6)
Thus one is led to introduce a new product “∗” between commutative functions on the
classical phase space such that
F (x, p) ∗G(x, p) =W−1 (W [F ]W [G]) = 1
(2π)4
∫
dα4dβ4 exp i[αx + βp]A˜(α, β). (3.7)
One can easily verify that this ∗ product has the following differential expression on the
phase space
F (x, p) ∗G(x, p) = F (x, p) exp i
2
ℏ(
←−
∂
∂x
−→
∂
∂p
−
−→
∂
∂x
←−
∂
∂p
)G(x, p). (3.8)
The Weyl-Moyal ∗ product so defined is associative but noncommutative and in particular
one has that commutation relation is properly mapped
[x, p]∗ = x ∗ p− p ∗ x = iℏ. (3.9)
3.1.2 Weyl quantization for canonical noncommutativity
To deal with the quantization of spacetime one can repeat for spacetime the procedure just
outlined for the phase-space of quantum mechanics. A first point to notice is the relevance
of the choice of the Weyl map and in particular the choice of the order of noncommuting
coordinates in the expression that defines the Weyl map. Different choices lead to different
Weyl-Moyal products. A second important point is that this proposal of quantization, eventually,
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takes into account only the quantization of spacetime. Quantization of the phase-space must
anyway be implemented separately. We will assume the conservative hypothesis that it can be
implemented with the usual strategies as, for instance, that of the path-integral formulation.
We start considering Weyl quantization for canonical spacetime. In this case one can define the
map between functions on noncommutative spacetime and functions on commutative spacetime
as
Wθ : F (x)→Wθ[F ] = 1
(2π)4
∫
dα4F˜ (α) exp(iαµxˆ
µ), (3.10)
where F˜ (α) is the Fourier transform of F (x). Now let us consider products of functions of
canonical spacetime
Wθ[F ]Wθ[G] =
1
(2π)8
∫
dα4dβ4F˜ (α)G˜(β) exp i(αµxˆ
µ) exp i(βµxˆ
µ). (3.11)
Al already discussed it holds that
exp(iαµxµ) exp(iβ
µxµ) = exp(iα
µθµνβ
ν) exp[i(αµ + βµ)xµ], (3.12)
thus
Wθ[F ]Wθ[G] =
1
(2π)8
∫
dα4dβ4F˜ (α− β)G˜(β) exp(iαµθµνβν) exp[iαµxµ] = (3.13)
=
1
(2π)4
∫
dα4 exp[iαµxµ]A˜(α), (3.14)
where
A˜(α) =
1
(2π)4
∫
dβ4F˜ (α − β)G˜(β) exp(iαµθµνβν). (3.15)
Again it is natural to introduce a Moyal ⋆-product
F (x) ⋆ G(x) =
1
(2π)4
∫
dα4 exp[iαµxµ]A˜(α) = F (x) exp[
i
2
θµν
←−
∂
∂xµ
−→
∂
∂xν
]G(x). (3.16)
In this way we automatically have thatWθ[F ]Wθ[G] =Wθ[F ⋆G]. Also this Moyal ⋆-product
is associative but it is noncommutative. One can easily verify that the commutation relations
are properly mapped:
[xµ, xν ]⋆ = xµxν − xνxµ = iθµν . (3.17)
For the product of several waves one finds
eik1x ⋆ eik2x ⋆ ... ⋆ eiknx = eix
∑n
i=1 kj−
i
2
∑n
i,j=1,i<j kiθkj , (3.18)
whereas complex coniugation gives
F ⋆ G = F ⋆ G. (3.19)
One can also introduce integrals directly in the noncommutative space by defining∫
dxˆ4 : exp(ikµxˆ
µ) :θ≡ δ4(k), (3.20)
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where xˆµ are noncommutative coordinates. Using the above formula one can calculate integrals
of every noncommutative function as follows∫
dxˆ4W [F ] =
1
(2π)4
∫
dα4F˜ (α)
∫
dxˆ4 exp(iαµxˆ
µ) = F˜ (0) =
∫
dx4F (x). (3.21)
It also results that ∫
dxˆ4W [F ]W [G] =
∫
dx4F (x) ⋆ G(x). (3.22)
Therefore canonical noncommutative integrals defined by (3.20) reduce to the ⋆-deformed
commutative integrals. Using these relations and the Fourier transform properties it is easy to
verify the following properties of the star product under integration:
1.
∫
dx4F (x) ⋆ G(x) =
∫
dx4F (x)G(x),
2.
∫
dx4F1(x) ⋆ F2(x) ⋆ ... ⋆ Fn(x) =
∫
dx4Fn(x) ⋆ F1(x) ⋆ ... ⋆ Fn−1(x),
3.
∫
dx4F1(x) ⋆ F2(x) ⋆ ... ⋆ Fn(x) =
∫ dp4
1
...dp4n
(2π)n−1
F˜1(p1)...F˜n(pn)δ
4(p1 + ...+ pn)e
− i
2
∑
1...n
i,j,i<j kiθkj .
The first property implies that under integration the ⋆-product of two functions is the same
as the common product of functions. The second properties says that under integrations the ⋆-
product is invariant under cyclic permutations. The third property relates (under integrations)
⋆-products of functions with products of their Fourier transforms.
One can also introduce a differential calculus on canonical noncommutative spacetime defin-
ing derivatives through the formulas
[∂ˆi, xj ] = δij , (3.23)
[∂ˆi, ∂ˆj ] = 0. (3.24)
These formulas are compatible with the spacetime commutation relation
∂ˆk[xˆi, xˆj ] = ∂ˆkθij = 0. (3.25)
It is also easy to verify that
∂ˆkWθ[F ] =Wθ[∂kF ], (3.26)
and that ∫
dxˆ4∂ˆkWθ[F ] =
∫
dxˆ4Wθ[∂kF ] =
∫
dx4∂kF = 0. (3.27)
With these definitions of integrals and derivatives, it is possible to define noncommutative
versions of the usual commutative actions. An example that we will analyze in detail in the
following sections is provided by the noncommutative scalar theory whose action is
S =
∫
dxˆ4
[
1
2
(
∂ˆµWθ[ϕ]
)2
+
m2
2
Wθ[ϕ]
2 +
λ
4!
Wθ[ϕ]
4
]
. (3.28)
In terms of commutative functions this action is written as:
S =
∫
dx4
[
1
2
(∂µϕ)
2 +
m2
2
ϕ2 +
λ
4!
ϕ ⋆ ϕ ⋆ ϕ ⋆ ϕ
]
. (3.29)
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3.1.3 Weyl quantization for κ-Minkowski spacetime
In the case of κ-Minkowski spacetime the procedure is exactly the same. The first step is
to fix the Weyl map
Wκ : F (x)→Wκ[F ] = 1
(2π)4
∫
dα4F˜ (α) : exp i(αµx
µ) :κ, (3.30)
which means to choose the ordering in : exp i(αx) :κ. On the basis of the considerations already
discussed in the previous chapter one is naturally led to adopt the ordering prescription
: exp i(αµx
µ) :κ= exp i(αix
i) exp i(α0x
0). (3.31)
Now let us consider the products of functions in the quantum spacetime
Wκ[F ]Wκ[G] =
1
(2π)8
∫
dα4dβF˜ (α)G˜(β) : exp i(αµx
µ) :κ: exp i(βµx
µ) :κ . (3.32)
Again we have thatW [F ]W [G] 6=W [FG], which means that the Weyl map does not preserve
the usual product of commutative function. Using the commutation relation of κ-Minkowski and
the Baker-Campbell-Hausdorff expansion one finds
: exp i(αµx
µ) :κ: exp i(βµx
µ) :κ=: exp i[(αµ+˙βµ)x
µ] :κ, (3.33)
where +˙ is such that
αµ+˙βµ ≡ δµ0(α0 + β0) + (1− δµ0)[αµ + exp(β0/κ)βµ]. (3.34)
Using the above expression we can rewrite (3.32) as
Wκ[F ]Wκ[G] =
1
(2π)8
∫
dα4dβ4F˜ (α)G˜(β) : exp i[(αµ+˙βµ)x
µ] :κ . (3.35)
Therefore the Weyl-Moyal product for κ-Minkowski is
F (x)
κ∗G(x) =W−1κ (Wκ[F ]Wκ[G]) = F (x) exp[ixµσµ
(←−
∂ x,
−→
∂ x
)
]G(x), (3.36)
where
σ0(α, β) = α0 + β0 (3.37)
σi(α, β) = (1− δµ0)[αµ + exp(β0/κ)βµ] (3.38)
The
κ∗-product is associative but it is noncommutative. And in particular we have that the
commutation relations are properly mapped
[x0, xi]κ∗ = x0
κ∗ xi − xi κ∗ x0 = λxi, (3.39)
[xi, xj ]κ∗ = xi
κ∗ xj − xj κ∗ xi = 0, (3.40)
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and waves combine in agreement with (3.33)
exp i(αµx
µ)
κ∗ exp i(βµxµ) = exp i(αµ+˙βµ)xµ. (3.41)
Again one can introduce integrals directly in the noncommutative space by defining∫
dxˆ4 : exp(ikµxˆ
µ) :κ≡ δ4κ(k), (3.42)
where xˆµ are the noncommutative coordinates. From the above formula one can calculate the
integrals of every noncommutative function in κ-Minkowski spacetime as follows∫
dxˆ4W [F ] =
1
(2π)4
∫
dα4F˜ (α)
∫
dxˆ4 exp(iαµxˆ
µ) = F˜ (0) =
∫
dx4F (x). (3.43)
It results that∫
dxˆ4W [F ]W [G] =
∫
dx4F (x)
κ∗G(x) =
∫
dα4dβ4F (α)G(β)
∫
dx4 exp i(αµ+˙βµ)x
µ =
=
∫
dα4dβ4F (α)G(β)δ4κ(αµ+˙βµ). (3.44)
One can also verify the useful formula∫
dα4F (α)δ4κ(αµ+˙βµ) = µ(p0)F (−˙β), (3.45)
where µ(p0), plays the role of a integration measure. We observe that most of the properties
under integration of the canonical ⋆-product are not shared by the κ-Minkowski
κ∗-product. Most
notably the integral
κ∗ product of functions is not symmetric under cyclic permutations of the
argument functions and in the integral of
κ∗-product of two functions the dependence on the
noncommutative parameter does not disappear.
We also observe that Fourier momenta combine nonlinearly in the arguments of the δ- func-
tion. This will produce profound implications in the construction of the quantum field theory.
3.1.4 Functional formalism in noncommutative space
The basic hypothesis of the most popular approach to QFT in noncommutative spacetime
is that the Hilbert space is not modified by the noncommutativity so that the physicals relevant
information is still encoded in the Green functions defined as
G(n)(x1,...,xn) = 〈0 |T {φ(x1)...φ(xn)}| 0〉 =
∫
Dφ φ(x1)...φ(xn) exp iSθ(φ). (3.46)
All the dependence on the noncommutativity parameters is contained in the new action
Sθ(φ). We observe that this popular approach may be also viewed as an assumption of “min-
imality”: the action is modified but the entire procedure that from the action lead us to the
physical predictions is assumed to be unaffected by noncommutativity. It is not inconceivable
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that a meaningful QFT in NCST might also be introduced through a more profound modi-
fication of the conceptual structure adopted in commutative-spacetime frameworks, but such
alternative formulations remain so far largely unexplored.
One can obtain the Green functions (3.46) from a generating functional defined as usual
Z[J ] =
∫
Dφ exp i
{
S(φ) +
∫
dx4J(x)φ(x)
}
, (3.47)
where we notice that the source J(x) is coupled to the field φ(x) in the usual way. In this scheme
all the machinery of the ordinary field theory can be carried on. For example we define as usual
the generating functional for the connected Green’s function W [J ]
Z[J ] = eiW [J ], (3.48)
and the 1PI-effective action
Γ[ϕ] =W [J ]−
∫
J(x)ϕ(x)dx4, (3.49)
where ϕ(x) = 〈0 |φ(x)| 0〉 = δW [J ]δJ(x) .
Also the usual perturbative expansions (weak coupling expansion, loop expansion ecc.) in
this framework hold unchanged.
3.2 Scalar λϕ4-theory in canonical spacetime
3.2.1 Action, functional derivatives and equation of motion
According to the arguments discussed in the previous chapter noncommutative scalar the-
ory is simply obtained from the usual commutative scalar theory with the only prescription
of substituting every product of the fields with a ⋆-product. As already emphasized the sub-
stitutions do not change the quadratic part of the action. For example in the case of scalar
λϕ4-theory the action can be written as
S =
∫
dx4
{
1
2
∂µφ∂
µφ+
1
2
m2φ2 +
λ
4!
φ ⋆ φ ⋆ φ ⋆ φ
}
. (3.50)
As usual one obtains the equation of motion from the request of stationarity of the action
δS
δφ
= 0, (3.51)
where we have adopted the usual definition of functional derivative. We stress that we are now
working in a commutative space of functions, in which however just the product is deformed.
From the action (3.50) and the fact that
δφ ⋆ φ ⋆ φ ⋆ φ(x)
δφ(y)
= δ4(x− y) ⋆ φ ⋆ φ ⋆ φ+ φ ⋆ δ4(x− y) ⋆ φ ⋆ φ+ (3.52)
+ φ ⋆ φ ⋆ δ4(x− y) ⋆ φ+ φ ⋆ φ ⋆ φ ⋆ δ4(x− y) (3.53)
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one easily obtains the equation of motion
(+m2)φ =
λ
6
φ ⋆ φ ⋆ φ. (3.54)
It is worth noticing some differences for the solutions of this equation of motion with respect
to the commutative case. For example in noncommutative λϕ4 one finds solitonic solutions
whereas in classical (4d-commutative) λϕ4-scalar theory Derrick theorem prohibits the existence
of all finite energy classical solutions. Derrick theorem is based on the observation that if all
lengths are scaled as L → αL both the kinetic and the potential energies decrease so that no
finite-size minimum can exist. It is not surprising that this argument fails in presence of a
characteristic length scale, such as
√
θ in the canonical noncommutative case. In fact it was
shown in Ref. [79] that for sufficiently large θ stable solitons can exist in the noncommutative
theory. Mathematically this is due to the fact that equations of the type λφ⋆φ+φ = 0, which is
a typical example of solitonic equation for the scalar theory, admit non-trivial solutions (whereas
the corresponding equation λφ2 + φ = 0 for the commutative case only has constant solutions).
3.2.2 Feynman diagrams
The analysis of Feynman diagrams in theories constructed on canonical noncommutative
spacetime is particularly interesting since important differences emerge with respect to the com-
mutative counterpart. We start considering a generic scalar interaction given by the vertex
Sint =
λ
4!
∫
dx4φ ⋆ ... ⋆ φ︸ ︷︷ ︸
n
=
λ
4!
∫
dp41...dp
4
n
(2π)n−1
φ˜(p1)...φ˜(pn)δ
4(p1 + ...+ pn) exp(− i
2
n∑
i,j=1,i<j
piθpj).
(3.55)
A first observation is that the usual δ-function of energy-momentum conservation is still
present so that the usual energy-momentum conservation rules, at each vertex, hold unchanged.
This is in agreement with what suggested by the analysis of symmetries of canonical spacetime
in Section 1.4. The important differences with respect to the usual Feynman rules, of the
corresponding commutative interaction, is the appearance of the phase factor V (p1, ..., pn) =
exp(− i2
∑n
i,j=1,i<j piθpj). This factor must be taken into account and in particular one must
preserve the order of the lines attached to each vertex. The order of the lines attached at each
vertex is not in general important, but in noncommutative case it is crucial.
Planar diagrams and nonplanar diagrams
Noncommutative theories have the feature that the total contribution to Green functions,
while still symmetries under momenta exchange, is obtained summing vertices which are not
themselves symmetric under the exchange of momenta entering the vertex. This means that
in the usual perturbative expansion one must pay particular care, even in a single-field theory,
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keeping track of the order of the momenta attached at each vertex1. Particularly important
with respect to this issue is the distinction between diagrams that are or nonplanar in the
noncommutative-theory sense. This noncommutative theory concept of planarity is best intro-
duced through an example.
Let us consider the diagrams contributing to the self-energy of λϕ4 scalar theory. We dis-
tinguish the line incoming into a vertex by the numbers 1,2,3,4. Given the first external line
(of associate momentum p) we can attach the vertex by one of the lines 1,2,3 or 4. In a vertex
without any symmetry under exchange of the momenta, these different choices correspond to
different contributions. In our case, thanks to the symmetry under cyclical exchanges, all these
choices gives the same contributions. We have only to multiply the results times the number of
possible choices (four in this case). Now let us consider the case in which the external momentum
p is attached to the vertex line-1 (Fig.3.1).
P
1
2
3
4
Figure 3.1: External momentum and ordered vertex.
There are of course three possible ways to attach the second external line of momentum k
to the vertex. If we choose the vertex line-2 or the vertex line-4 (Fig.3.2) we can connect by a
propagator the remaining vertex lines in a way to obtain planar diagrams
K
K
P P
1 1
2 2
3 3
4 4
Figure 3.2: Planar connections of the vertex lines.
These diagrams all have will give the same ⋆-product induced phase contribution (exp(− i2pθp) =
1). Instead, if we attach the second external line to the vertex line-3, (Fig.3.3) the only way we
have to connect the remaining vertex lines 2,4 is through a propagator which intersects at least
one line
This means that this diagrams is nonplanar. Its phase factor is exp(− i2pθk). We will discuss
the implications of these phases in the next sections. Finally for the self energy we have 4
1This operation is of course without consequences in the commutative counterpart thanks to the symmetry of
the vertex.
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K
P
1
2
3
4
Figure 3.3: Nonplanar connection of the vertex lines.
nonplanar diagrams with the phase factor exp(− i2pθk) and 8 planar diagrams with phase factor
1.
More in general nonplanar diagrams are those diagrams than cannot be, in any way, drawn
in a plane without intersecting (at least) two lines. Planar diagrams are those diagrams that
are not nonplanar. It the usual Feynman diagrammatic planar diagrams, though always well
distinct from the nonplanar ones, give the same numerical contributions. This is essentially due
to the invariance of the vertices under generic permutation of the momenta. In theories in which
the order of the lines incoming in each vertex is important, in general, different combinations
give different contributions. However, in the case of the theory we are considering we have
the important properties of the momenta-conservation at each vertex and the invariance of the
vertex under cyclic permutation of the attached momenta. With this properties one can prove
that the phase factor is the same for all the possible complex-planar diagrams and reads
V (p1, ..., pn) = exp(− i
2
∑
i<j<n
piθpj). (3.56)
It depends only on the order of the external momenta: it is insensitive to the internal
structure of the graph. This implies that the contribution of a planar graph is precisely the
same of the corresponding diagrams of the corresponding commutative theory multiplied by
V (p1, ..., pn). The eventual divergencies also are the same and they can be treated similarly to
the commutative case.
We said that nonplanar diagrams cannot be drawn in a plane in such way that propagators
do not cross each other. It is rather easy to see that any nonplanar graph, for each crossing of
the momenta ki and kj, will acquire an extra phase
exp iki × kj , (3.57)
in addition to the phase associated with the ordering of external momenta. Therefore one has
for the complete phase factor of a nonplanar graph
V (p1, ..., pn) exp(− i
2
∑
i<j<n
Cijkiθkj), (3.58)
where V (p1, ..., pn) is as in (3.56) and Cij is an intersection matrix that counts the number of
times that the i-th line (internal or external) crosses the over the j-th line. Crossing are counted
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as positive if pi crosses pj with pj moving to the left. There is not an one to one correspondence
between graphs and Cij matrices since different way of drawing the graph will lead to different
intersections. However all these matrices give the same Feynman integral. We see that in the
case on nonplanar graph the θ-dependence cannot be factorized out as in the planar case. This
θ-dependence is the cause of profound differences in the behavior of the diagrams. In particular
one has that the phase factor improve the UV convergence of the diagrams and one might expect
that, with the exception of divergent planar subgraphs, all nonplanar graphs to be finite. We
will see however that new IR divergences appear. Moreover as a consequence of the internal
phase factor nonplanar diagrams vanishes in the θ →∞ limit (strong commutativity limit). In
this limit the theory is the sum of planar diagrams only (planar limit).
3.2.3 One-loop 1PI effective action and the IR/UV Mixing.
As an explicit example of calculation with this new diagrammatic we consider the 1PI
two-point function. At the lowest order we have that it is simply the inverse propagator
Γ20(p) = p
2 +m2, (3.59)
that is unchanged. At one loop one has to sum the diagrams of Figs.3.4-3.5
k
p p
Figure 3.4: Planar tadpole contribution.
k
p p
Figure 3.5: Nonplanar tadpole contribution.
The first (Fig.3.4) is a planar diagram while the second (Fig.3.5) is a nonplanar diagram.
We observe that in the θ → 0 limit the two diagrams become the same (planar) diagrams with
the right commutative combinatorial factor. Their contributions are respectively
Γ2pl(p) =
λ
3
∫
dk4
(2π)2
1
k2 +m2
, (3.60)
Γ2npl(p) =
λ
6
∫
dk4
(2π)2
exp[ipθk]
k2 +m2
. (3.61)
We observe that in the θ → 0 limit the integrands of the two diagrams become equal. The
planar contribution (3.60) is the same as in the commutative case (up to a numerical factor)
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and it is quadratically divergent in the ultraviolet sector, whereas the nonplanar contribution
(3.61) is finite thanks to the oscillation produced by the phase in the integrand. To evaluate
explicitly (3.60-3.61) it is useful to use the Schwinger parametrization
1
k2 +m2
=
∫ ∞
0
dαe−α(k
2+m2). (3.62)
Substituting (3.62) in (3.60) and (3.61) and integrating in the Gaussian variables k one obtains
Γ2pl(p) =
λ
48π2
∫ ∞
0
dα
e−αm
2− 1
αΛ2
α2
, (3.63)
Γ2npl(p) =
λ
96π2
∫ ∞
0
dα
e−αm
2− pθ
2p
α
− 1
αΛ2
α2
. (3.64)
We have introduced in both diagrams explicitly the cut-off Λ. We observe that the planar
contribution behaves as usual (i.e. it has a leading-quadratic divergence for large momenta),
whereas the nonplanar contribution is finite even after removing the cutoff. The evaluation of
the above expressions gives
Γ2pl(p) =
λ
48π2
(Λ2 −m2 ln( Λ
2
m2
) +O(1)), (3.65)
Γ2npl(p) =
λ
96π2
m2
√
Λ2eff
m2
K1
(
m
Λ2eff
)
=
λ
96π2
(Λ2eff −m2 ln(
Λ2eff
m2
) +O(1)), (3.66)
where
Λ2eff =
1
1/Λ2 + pθ2p
(3.67)
and K1(x) is a modified-Bessel function of the first kind.
We observe that the contributions coming from the nonplanar diagrams remain finite in
the Λ → ∞ limit and that in the same limit Λ2eff → (pθ2p)−1. Noncommutativity regularizes
the divergences in the nonplanar diagrams but the planar ones remain divergent as in the
commutative case. Moreover unexpected2 (IR-)divergences appear in the limit of vanishing
momenta p→ 0. Explicitly up to one-loop the two-point effective action reads
Γ2(φ) =
∫
dp4φ(p)φ(−p)1
2
{
p2 +m2R+ (3.68)
− λ
96π2
(
1
1/Λ2 + pθ2p
−m2R ln(
1
m2R(1/Λ
2 + pθ2p)
) +O(1)
)
+O(λ2)
}
, (3.69)
where
m2R = m
2 +
λ2
48π2
(Λ2 −m2 ln( Λ
2
m2
) +O(1)) (3.70)
is the renormalized mass. It is worth noticing that
2In the usual quantum picture of spacetime a caracteristic length scale α introduce new features only at lenght
scale smaller than α. Instead in the case of canonical noncommutativity, where the new length scale is
√
θ,
corrections are introduced at lenght scale larger than 1/
√
θ.
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• In the limit pθ2p≫ 1/Λ2 one recovers Λ2eff ≃ 1pθ2p and the effective action (3.68) becomes
Γ2(φ) =
∫
dp4φ(p)φ(−p)1
2
{
p2 +m2R −
λ2
96π2
(
1
pθ2p
−m2R ln(
1
m2Rpθ
2p
) +O(1)
)
+O(λ2)
}
(3.71)
• Instead if pθ2p≪ 1/Λ2 one obtains Λeff ≃ Λ and the commutative expression
Γ2(φ) =
∫
dp4φ(p)φ(−p)1
2
{
p2 + m˜2R +O(λ
4)
}
(3.72)
is recovered, where m˜2R = m
2 + λ
2
96π2 (Λ
2 −m2 ln( Λ2m2 ) + O(1)) is the commutative renor-
malized mass.
We see that in (3.71) there are singularities in the infrared (p→ 0) limit, involving quadratic
and logarithmic poles. Surprisingly the same poles persist even in the limit θ → 0. This means
that after the renormalization of the theory (i.e. after the removal of the cutoff Λ) the limit
θ → 0 does not give back the commutative theory. If we instead work at fixed cutoff Λ the
limit θ → 0 can always be taken and it always gives back the commutative theory. The fact
that the ultra-violet (UV) limit Λ → ∞ and the infra-red (IR) limit p → 0 do not commute
is a manifestation of a mixing of the ultraviolet degrees of freedom with the infrared ones. In
literature this mixing is known as IR/UV mixing [34].
On the validity of perturbative expansion
We want to report some observations regarding the validity of the perturbative expansion
in these theories [34]. The point is that even if the 1-loop contributions are all of order λ, with
respect to the tree level, they diverge in the p→ 0 limit. This might motivate some skepticism
toward the validity of the perturbative expansion. The one-loop contribution becomes greater
than the tree level one when
p2 +m2R .
λ
pθ2p
. (3.73)
At the n-th order the divergent dependence in p of the nonplanar diagram may be read from
the dependence on Λ of the planar diagrams. Thus one expects at the n-th order the leading
singularities in p are of the type
Γ2n(p) ≈
λn
pθ2p
[
ln(m2Rpθ
2p)
]n−1
. (3.74)
This higher order contributions are as large as the first order when
λn
pθ2p
[
ln(m2Rpθ
2p)
]n−1 ≈ λ
pθ2p
, (3.75)
which yields
m2Rpθ
2p < e−
c
λ2 , (3.76)
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where c is a dimensionless constant. Therefore the one loop approximation is valid for
O(e−
c
λ ) < m2Rpθ
2p < O(λ), (3.77)
which means that the range of momenta in which the loop expansion is meaningful is exponen-
tially small in terms of the inverse of the coupling constant.
One-loop vertex function
The tree-level vertex is easily obtained from (3.55) by functional derivatives. It reads
Γ4(p, q, r, s) =
λ
4!
δ4(p+ q + r + s)Vs(p, q, r, s), (3.78)
where
Vs(p, q, r, s) =
1
3
[
cos
(
pθ2s− qθ2r
2
)
+ cos
(
pθ2r + qθ2s
2
)
+ cos
(
pθ2q − rθ2s
2
)]
. (3.79)
We have already observed how the usual rules of energy-momentum conservation still hold.
The new observation here is that we have recovered the symmetry under any exchange of external
momenta in spite of the fact that the phase associated to each vertex is only cyclically symmetric.
Now let us consider one-loop corrections. We have already discussed the emergence of in-
frared singularities in the two-point function connected to the IR/UV mixing. Here we want to
investigate if the IR/UV mixing has similar implications for the 4-point vertex function. The rel-
evant one-loop diagrams have the same structure of the corresponding commutative ones but as
usual an appropriate θ-dependent phase factor is present in each vertex. The analysis proceeds
using the same techniques already used in eqs. (3.60)-(3.65) and the final results is [34]
Γ4(p, q, r, s) = −δ
4(p+ q + r + s)Vs(p, q, r, s)
3 · 25π2 λ
{
2 ln(
Λ2
m2R
) + ln(
1
m2Rpθ
2p
) + ln(
1
m2Rqθ
2q
)+
+ ln(
1
m2Rrθ
2r
) + ln(
1
m2Rsθ
2s
) + ln(
1
m2R(q + r)θ
2(q + r)
)+ (3.80)
+ ln(
1
m2R(q + s)θ
2(q + s)
) + ln(
1
m2R(s + r)θ
2(s+ r)
) + ...
}
(3.81)
that is again divergent for vanishing external momenta (or vanishing noncommutative parameter
θ). As one could guess from simple arguments, whereas for the two point function the divergences
were quadratic, here we find only logarithmic infrared divergences. However again we observe
the effect of the IR/UV mixing: the UV logarithmic divergences of the commutative theory
become the IR divergences of the corresponding nonplanar diagrams. It is also worth noticing
that in spite of these new infrared divergences the theory has been shown to be renormalizable
up to two loops [80].
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3.3 Unsolved problems for QFT in κ-Minkowski spacetime: λϕ4
example
The issue of quantization of noncommutative theories on κ-Minkowski spacetime has not
yet been extensively studied in literature (see however [66, 81, 82, 83, 84]). The obstacles to the
implementation of these theories are closely connected to the properties of the
κ∗ products. Here
we want to briefly consider one example of these theories, λϕ4 scalar theory, and discuss the
basic differences with respect to the canonical counterparts. Construction of scalar field theory
in functional formalism has been discussed in [66, 82]. The starting point is the generating
functional
Z[J ] =
∫
Dϕ exp
(
i
∫
dx4
1
2
∂µφ
κ∗ ∂µφ− 1
2
m2φ
κ∗ φ+ λφ κ∗ φ κ∗ φ κ∗ φ+ 1
2
J
κ∗ φ+ 1
2
φ
κ∗ J
)
.
(3.82)
A first point to notice is that in the κ-Minkowski case some ambiguities arise already in the
introduction of the sources. In this case in fact expressions like
∫
dx4J
κ∗φ and ∫ dx4φ κ∗J do not
give the same contributions. This is different from the canonical case where the corresponding
terms give the same contributions thank to the properties of the canonical ⋆-product. The
ambiguity between a
∫
dx4J
κ∗ φ and a ∫ dx4φ κ∗ J source term has been tentatively approached,
as shown in [66], by introducing both terms but some of the pathologies of QFT in κ-Minkowski
might be even due to this initial assumption (which one may have to modify eventually).
Using relations (3.44-3.45) one can write the above expression in the momentum space as
Z[J ] =
∫
Dϕ exp i(S0 + Sint +
1
2
∫
dk4µ(k0)
[
J(k)φ(−˙k) + J(−˙k)φ(k)]), (3.83)
where
S0 =
1
2
∫
dk41dk
4
2δ
4(k1+˙k2)φ(k1)
(Cκ(k2)−m2)φ(k2) =
=
1
2
∫
dk4µ(k0)φ(−˙k)
(Cκ(k)−m2)φ(k), (3.84)
Sint = λ
∫
dk41 ...dk
4
4φ(k1)φ(k2)φ(k3)φ(k4)δ
4(k1+˙k2+˙k3+˙k4). (3.85)
One can also perform the Gaussian integration of (3.82) obtaining
Z0[J ] ≡ exp
(
− i
2
∫
dk4µ(k0)
J(k)J(−˙k)
Cκ(k)−m2
)
. (3.86)
To obtain Green functions from the above expression one first needs a generalization of the
functional derivative. A proper generalization results to be
δF [J ]
δJ(k)
≡ lim
ε→0
F [J(p) + εδ4(p+˙(−˙k))]− F [J(p)]
ε
, (3.87)
δF [J ]
δJ(−˙k) ≡ limε→0
F [J(p) + εδ4(p+˙k)]− F [J(p)]
ε
. (3.88)
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Using these new functional derivative, expression (3.44-3.45) and the fact that Cκ(k) =
Cκ(−˙k), from (3.86) one can find the two-point function at the tree level
G(k, −˙k′) = i
2
µ(k0)µ(−k0)δ
4(p+˙(−˙p′)) + δ4((−˙p′)+˙p)
Cκ(k)−m2 . (3.89)
An important point to notice is that being δ4(p+˙(−˙p′)) = δ4((−˙p′)+˙p)e−3p0/κ = δ4(p −
p′)e−3p0/κ, expression (3.89) predicts the usual rule of energy momentum conservation in spite of
the nontrivial coproducts governing the algebra of κ-Poincare´ symmetries. So far, at the level of
having considered only the tree level propagator, the theory still looks healthy. However serious
pathologies are encountered already in the analysis of the one loop contribution to propagator
and tree level vertex.
One-loop formulas for the propagator may be obtained [66, 82] with the usual procedure
from (3.85) and (3.86). A distinction between planar and nonplanar diagrams, in analogy with
the canonical case, results to be useful. For planar diagrams no problems arise and the energy-
momentum conservations rules: they are the same as in the tree level formulas. Instead for planar
diagrams nontrivial problems are encountered, mainly due to the fact that a modification of the
momentum-conservation rule occurs that cannot even be described as a modified conservation
law. The terms involving loop momenta in fact do not cancel each other in the argument
of delta functions. With respect to the vertex function, functional formalism provide a way
to overcome the problem of the ordering in the vertex, that has been considered one of the
main obstacles towards the construction of a field theory. However other urgent problems in the
vertex function occur already at the tree level. The most relevant problems is represented by the
lacking of covariance under κ-Poincare´ transformations of the argument of the δ3 function which
represents the energy-momentum-conservation law. These fundamental problems render non-
reliable the construction of QFT on κ-Minkowski spacetime and however no general consensus
is present in literature on the strategy adopted for quantization. These consideration led us to
stop here our analysis of QFT theories in κ-Minkowski spacetime. From here on we will focus
exclusively on QFT in canonical spacetime.
3.4 Gauge theories in canonical spacetime
In this section we want to sketch the construction of gauge theories in the case of canonical
noncommutativity. Commutative non-abelian-gauge theories contain at most logarithmic diver-
gences. So one might conjecture that noncommutative gauge theory to be free from quadratic
and linear poles. We will see that this naive expectation is not fulfilled.
3More properly the argument of the δ is covariant in form but when it vanishes in a given inertial system it
does not vanish in all other inertial systems. This has for example the illogical consequence that different inertial
observers may not agree on the creation of a particle in a given process.
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Noncommutative gauge theories are constructed as in the commutative case [85], starting
from a Lie algebra whose generators satisfy the commutation rules
[T a, T b] = ifabcT c, (3.90)
where fabc are the structure constants of the algebra. The transformations of the fields can be
defined as
δαψ(x) = iα(x) ⋆ ψ(x), (3.91)
δαψ¯(x) = −iψ(x) ⋆ α(x), (3.92)
δαAµ = ∂µα(x) + i[α(x), Aµ]⋆,
where [a, b]⋆ = a ⋆ b− b ⋆ a has been already introduced in Section 3.1.2. and α(x) ≡ αa(x)T a.
One can also define the field strength as
Fµν = ∂µAν − ∂νAµ + i[Aν , Aµ]⋆.
This field strength has the noteworthy property of transforming under infinitesimal gauge trans-
formations according to the adjoint representation of the gauge group
δαFµν = i[α(x), Fµν ]⋆. (3.93)
We observe also that gauge symmetry is realized on the fields
(δαδβ − δβδα)ψ(x) = δ[α,β]ψ(x), (3.94)
(δαδβ − δβδα)Fµν = δ[α,β]Fµν . (3.95)
The usual Yang-Mills Lagrangian density can be modified in
L = − 1
4πg2
Tr[Fµν ⋆ F
µν ], (3.96)
where Tr acts, as usual, on the gauge indices. We notice that (3.96) is not invariant under gauge
transformations. In fact using (3.93) is easy to check that
δαL = − 1
4πg2
Tr[δαFµν ⋆ F
µν + Fµν ⋆ δαFµν ] = (3.97)
= − i
4πg2
Tr[α(x) ⋆ Fµν ⋆ F
µν − α(x) ⋆ Fµν ⋆ Fµν ] 6= 0. (3.98)
However when we consider the action
S = − 1
4πg2
∫
dx4Tr[Fµν ⋆ F
µν ], (3.99)
we recover the gauge invariance (δαS = 0). We observe that to recover gauge invariance the
cyclicity property of the ⋆-product under integration is crucial4. The action (3.99) has all the
4In the κ-Minkowski case where the
κ∗ product is not cyclically invariant, attempts of construction of gauge
theories have been so far unsuccessful.
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required features to represent a generalization of the U(N) Yang-Mills action in a canonical
noncommutative framework. We observe also that the procedure just outlined is of rather wide
applicability in dealing with noncommutative spacetimes. The only property one needs is the
mentioned cyclical invariance of the star product under integration. It is also worth noticing
that, differently from the commutative case, (3.99) is written in terms of the U(N) gauge bosons
in such a way that one cannot separate out a SU(N) sector from a residual U(1) sector5.
One can also define covariant derivatives as
Dµψ ≡ ∂µψ − iAµ ⋆ ψ. (3.100)
It is easy to check that they have the right gauge transformation properties
δα(Dµψ) = iα(x) ⋆ Dµψ. (3.101)
With the notion of covariant derivative one can construct an action for the spinor fields
S =
∫
dx4ψ¯ ⋆ (γµDµ −m)ψ, (3.102)
whose gauge invariance is again easily verified though again its Lagrangian density is not gauge
invariant.
To analyze the properties of noncommutative Yang-Mills theory, one needs to adapt the
standard Faddeev-Popov technique to the noncommutative case. Here we will not discuss this
technical point (see however [86, 87, 88]) since we are mainly interested in the phenomenon of
the IR/UV connection, which is largely independent from this issue.
Feynman rules for canonical noncommutative gauge theory can be obtained from the actions
(3.99) and (3.102). In particular explicit calculations of the gauge bosons self energy [35] lead
to the result
Πµν(p) = 8g2(Ns + 2−Nf )αp˜
µp˜ν
p˜4
, (3.103)
where Ns is the number of scalar degrees of freedom and Nf is the number of fermionic degree
of freedoms in the theory.
We will comment on the phenomenological implication of this result in the next chapter.
Here we observe only that again the quadratic pole arises in the limit p→ 0 and in limit θ → 0
(again for θ → 0 one does not recover the commutative theory). We also observe that the
coefficient of the quadratic divergent term is proportional to the number of bosonic degrees of
freedom minus the number of fermionic degrees of freedom of the theory and that the gauge
bosons contributes with two degrees of freedom (the contribution 2 in Ns+2−Nf). In particular
if one has the same number of bosonic and fermionic degrees of freedom this coefficient vanishes.
This occurs in supersymmetric theories and also in softly-broken SUSY theories. We will show
5The interaction terms couple these two sectors since in general det(A ⋆ B) 6= det(A) ⋆ det(B).
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an example in the next chapter. Moreover it is worth noticing that while renormalizability of
gauge theories has been largely studied (see e.g.[88, 89]) an all-order prove of renormalizability
is still lacking.
3.5 Supersymmetric theories in canonical spacetime
There are two main motivations that render noncommutative supersymmetric theories in-
teresting [90, 91, 92]. The first is that, as discussed in the case of the noncommutative gauge
theories, an equal number of fermionic degrees of freedom and bosonic degrees of freedom may
improve the infrared behavior of noncommutative theories. The second is the expectation that,
as in the commutative case, SUSY noncommutative theories might manifest a more regular
ultraviolet behavior. It will be not surprising to discover that actually both ultraviolet and
infrared properties of noncommutative theories are improved by SUSY.
A first point to consider in the construction of a supersymmetric noncommutative theory is
the compatibility of the commutation relations [xµ, xν ] = iθµν whit the supersymmetric algebra.
Here we will consider only N=1 supersymmetric theories although the general construction does
not depend on the number of supersymmetries nor on the number of spacetime dimensions.
A superspace formulation of supersymmetry was given in [93] where instead of investigating
the noncommutative superspace formalism it was considered the usual superspace and super-
fields. The result is that given the commutative supersymmetric action written in terms of
superfields it is possible to obtain the noncommutative supersymmetric action by the only pre-
scription of replacing the ordinary product between superfields with the ⋆-product.
We use the standard notation of [94], (except for the spacetime indices), which are denote
here by µ, ν,... We start considering the chiral superfields which satisfy D¯α˙Φ = 0. Using the
coordinates ym = xm+iθσmθ¯, chiral superfields can be written as Φ(y, θ, θ¯) = A(y)+
√
2θψ(y)+
θθF (y). The supersymmetry transformations are identical to the ones of the commutative
counterparts simply because we are considering the ordinary superfields
δξA =
√
2ξψ,
δξψ = i
√
2σmξ¯∂mA+
√
2ξF,
δξF = i
√
2ξ¯σ¯m∂mψ. (3.104)
The most generic action which can be constructed from the chiral superfields Φi takes the
form6
S =
∫
d4x
(∫
d2θd2θ¯K(Φi,Φ†j)⋆ +
[∫
d2θW (Φi)⋆ + h.c.
])
, (3.105)
6We use the notation (
∏n
i=1 fi)⋆ = f1⋆f2⋆· · ·⋆fn. Also notice that standard notation θ for both noncommutative
parameters and SUSY Grassmann variables. From the context it should be clear when we refer to one or to the
other.
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where
∫
d2θ θ2 = 1 and
∫
d2θ¯ θ¯2 = 1. This is invariant under K(Φi,Φ+j)⋆ → K(Φi,Φ+j)⋆ +
F (Φ)⋆+F (Φ
+)+⋆ . The action can be written in terms of the component fields straightforwardly,
but rather than doing this in full generality we focus on a couple of specific examples. First we
consider the action with K = Φ+ ⋆Φ+ aΦ ⋆Φ ⋆ (Φ+) + a∗Φ ⋆ (Φ+) ⋆ (Φ+) and W = 0, where a
is some numerical coefficient. Note that in this case the part of the action which depends on F
becomes
S|F =
∫
d4x
(
F+F + (aF (F ⋆ A) + aF (A ⋆ F+) + aF (F ⋆ A+) + h.c)
)
. (3.106)
This action clearly contains the derivatives of the auxiliary field F. Thus F may become
a propagating field if the noncommutative parameter θ0µ 6= 0 for some µ. However in the
case which are relevant in our future discussions the canonical Ka¨hler potential is of the type
K =
∑
iΦ
+
i ⋆Φi and in this case the action with non vanishing superpotential does not involve
derivatives of F and then F plays the role of an auxiliary field, which can be eliminated as in
the commutative case.
A model on which we want focusing our attention (and also the simplest supersymmetric
model) is the Wess-Zumino model. Its action in terms of superfields reads
SWZ =
∫
d4x
(∫
d2θd2θ¯Φ+i ⋆Φi +
[∫
d2θ
(
1
2
mijΦi⋆Φj +
1
3
gijkΦi⋆Φj⋆Φk + giΦi
)
+ h.c.
])
,
(3.107)
where the mass matrix mij is symmetric in its indices but the coupling gijk is not necessarily
symmetric. One easily finds that
SWZ=
∫
d4x
(−∂µA+i ∂µAi + i∂µψ+i σ¯µψi + F+i Fi)
+
∫
d4x
[
1
3
gijk (FiAj⋆Ak + Fj Ak⋆ Ai + Fk Ai⋆ Aj−Ai ψj⋆ ψk−Aj ψk⋆ ψi−Ak ψi⋆ ψj)
+giFi +mij
(
AiFj − 1
2
ψiψj
)
+ h.c
]
. (3.108)
The equation of motions of Fi is
F+i = gi +mijAj +
1
3
(gijk + gkij + gjki)Aj⋆Ak, (3.109)
and the supersymmetry transformation becomes (3.104) with this Fi. We note that the typical
scalar potential has the form A+⋆A+⋆A⋆A and the notion of holomorphy is still valid at θ 6= 0.
One can also consider vector superfield V = V + and construct supersymmetric gauge theories
[90]. Here we only state the main results. A first result is that the Wess-Zumino model is
renormalizable to all orders of perturbation theory [36] and no signs of infrared poles are found
in the two point effective action.
InsteadN=1 andN=2 theories with generic U(N) gauge group were found [37, 95, 96, 97, 98]
to be divergent, at one loop, only in the two point function. However no quadratic divergences
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were found. Only logarithmic divergences appear. UV divergences in the planar sector and IR
divergences in the nonplanar sector have been found. They signal that UV/IR mixing is present
in these theories though it has less strong effects. Supersymmetric noncommutative N=4 theory
was studied in [99, 100, 101]. In [101] it was shown to be free from infrared poles and, more
remarkably, it was also argued to be finite (like its commutative counterpart).
3.6 Causality and unitarity in canonical spacetimes
In this section we briefly describe the issues of unitarity and causality in canonical noncom-
mutative field theories. Perturbative unitarity was for the first time discussed in this context
in [29]. It was noticed that unitarity is lost if noncommutativity involves the time coordinate.
If Mab is the transition matrix element between the state a and the state b, for on-shell matrix
elements unitarity implies that
2 ImMab =
∑
n
ManMnb (3.110)
The sum over intermediate states is intended in the right hand side of the above expression.
The rule (3.110) can be expressed in terms of Feynman graphs. This produces the so-called
generalized-unitarity relations or cutting rules7. Cutting rules state that the imaginary part of a
Feynman diagram can be obtained as follows: first one must cut the diagrams by a line through
virtual lines, then one must place that virtual particle on-shell by replacing the propagator with
a delta function
1
p2 −m2 + iε → −2πiδ(p
2 −m2), (3.111)
wherever the cut intersects the virtual line, and finally the sum over all cuts is the imaginary
part of the Feynman diagram. For example in the case of the two-point function in the non-
commutative ϕ3 theory one has that unitarity implies what reported in Fig.3.6 and explicit
= =2Im
2
Figure 3.6: Cutting rule in the 2-point function for the ϕ3 theory.
calculations shows [29, 31] that this relation is only satisfied for the case θ0i = 0. The same
result has been proved for other graphs of the ϕ4 scalar theory8.
The analysis of causality leads to similar conclusions. It was noticed in [102] that nonlocal
effects arising in NC field theories may lead to a violation of causality if the time coordinate
7Actually cutting rules are more restrictive than (3.110) since they involve off-shell conditions. Unitarity of
the S-matrix (3.110) follows from the cutting rules.
8However for other studies that seem to disagree with these results see [32].
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is involved in noncommutativity. The example treated in [102] is that of scattering of wave
packets. An outgoing signal appears before the incoming particles reach each other. Acausal
effects are not found in the case of space-space noncommutativity.
In general it seems that time-space noncommutativity leads to violation of both unitarity
and causality whereas space-space noncommutativity preserves both of them9.
3.7 Open problems related to the IR/UV mixing in canonical
spacetime
So far we have discussed how low-energy poles appear in the Green functions of different
NCQFT. We have also stressed how these poles originate from the ultraviolet sector of loop
integrals so that they can be viewed as manifestations of the mixing between the UV and IR de-
grees of freedoms. It is also worth noticing that infrared poles are only one of the manifestations
of mixing and theories that are free from these singularities must not be considered free from
IR/UV mixing10. Moreover this correlation between short distances (IR) and large distances
(UV) is not accidental in canonical noncommutative theories but, on the contrary, it is in a
sense to be expected. This expectation comes directly from the commutation relations, which
imply that
∆xµ∆xν & θ. (3.112)
This uncertainty relations implies that if a coordinate (say x) is known with an uncertainty
∆x . 1/Λ0 the other coordinate (say y) must be determined with an uncertainty ∆y & θΛ0.
This implies correlation between energies larger than Λ0 with energies smaller than 1/θΛ0.
Correlations of this type are rather unusual in the common language of physics where one
usually observes the decoupling of the energy scales. Now we want to analyze more in detail the
wide implications of this IR/UV mixing.
3.7.1 IR/UV mixing and renormalization group flow
We start our analysis of the implications of the IR/UV mixing from a discussion on the
fate of the Wilsonian picture in QFT in a canonical spacetime. According to the usual Wilson
picture to QFT, every theory, unless seen as fundamental, is defined with some cut-off which
indicates our ignorance of the correct theory beyond the cut-off energy scale [104, 105] . Thus
the theory is predictive at least below the cut-off, say Λ0, and is understood as embedded in an
unknown more fundamental theory beyond it. One typically studies how the theory appears at
an observer which tests the theory at scales much lower than the cut-off. High-energy modes of
the theory only generate the low-energy couplings of the effective theory. In the usual Wilsonian
9There are however some recent attempts to circumvent these problems (see for example [31, 103]).
10This point is often misunderstood in literature where absence of poles in the propagator if often identified
with absence of the IR/UV mixing.
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picture the high-energy cut-off, the bare couplings and the high-energy degrees of freedom may
be entirely encoded in a definition of the parameters of the low-energy theory. Thus whatever a
theory is at its natural high-energy scale its predictions for the low-energy regime depend only
on a finite number of parameters. In this way different energy scales may be decoupled and one
can perform low-energy experiments (i.e. “studying chemistry”) and make predictions, knowing
very little on the details of the high-energy interactions (i.e. the fundamental interactions). All
the necessary information are encoded in a definition of the couplings (i.e. the fine structure
constant).
Wilson-Polchinski renormalization group tells us how these couplings change upon varying
the scale. Given an action SΛ0 that describes quantum field theory up to the scale Λ0 one can
obtain the action Seff which describes physics up to the scale Λ < Λ0 by integrating out the
degrees of freedom between Λ and Λ0
ZΛ0 [J ] =
∫
DφΛ0 exp {−SΛ0(φ)} = (3.113)
=
∫
DφΛ
∫
DφΛΛ0 exp {−SΛ0(φ)} =
∫
DφΛ exp {−Seff (φ; Λ,Λ0)} , (3.114)
where
exp {−Seff (φ; Λ,Λ0)} =
∫
DφΛΛ0 exp {−S(φ)} . (3.115)
If one is interested in processes that take place at energy E ≪ Λ one can equivalently use
SΛ0 or Seff (φ; Λ,Λ0). The difference between the two possible choices lies in the fact that while
using SΛ0 one has to integrate in a huge range in the loop momenta (the range 0 − Λ0), in
Seff (φ; Λ,Λ0) the integration in the range Λ-Λ0 has already been performed and its effects are
encoded in the coefficients of Seff (φ; Λ,Λ0). However the price to pay in this second case is that
in general Seff (φ; Λ,Λ0) involves infinite interactions. From the fact that it must be
∂ΛZΛ0 [J ] = 0, (3.116)
one can also write the following integral-differential-flux equation (known as Polchinski equation)
for the effective action
Λ∂ΛSeff =
1
2
∫
dp4 (2π)8Λ∂Λ(DΛ)
{
δSeff
δφ(p)
δSeff
δφ(−p) −
δ2Seff
δφ(p)δφ(−p)
}
(3.117)
with the initial condition
Seff [φ,Λ0] = S [φ,Λ0] , (3.118)
where DΛ is a cut-off function which is equal to one below Λ and rapidly vanishes above Λ .As
for the action one might rewrite the same equation for the connected action W [J ] or the 1PI-
effective action Γ11. Although in principle (3.117) might be valid at non-perturbative level (see
11It is worth observing that the equation for W [J ] can be regarded as an infinite-dimensional heat equation.
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i.e. [106, 107]), one may use it for a perturbative calculation by performing a vertex expansion
of the action
Seff [ϕ,Λ,Λ0] =
∞∑
n=1
1
(2n!)
∫
p1...p2n
C2n(p1, ..., p2n,Λ,Λ0) (2π)
4 δ4(p1 + ...+ p2n)ϕ(p1)...ϕ(p2n) ,
(3.119)
where vertices C2n may be evaluated by loop-expansion. The same may be done for the 1PI-
effective action
ΓΛ,Λ0 [ϕ] =
∞∑
n=1
1
(2n!)
∫
p1...p2n
Γ2nΛ,Λ0(p1, ..., p2n) (2π)
4 δ4(p1 + ...+ p2n)ϕ(p1)...ϕ(p2n). (3.120)
One obtains for the vertices an equation of the form
Λ∂ΛΓ
2n
Λ,Λ0 = F [Γ2Λ,Λ0 , ...,Γ2n+2Λ,Λ0 ] (3.121)
with an appropriate function F . Then one can isolate in each of Γ2nΛ,Λ0 the contributions of
the relevant operators and of the irrelevant operators. Relevant operators are those operators
whose couplings increase along the renormalization-group flow whereas irrelevant operators are
those whose coupling are suppressed in the flow. The couplings of the relevant operators are all
one needs for a low-energy theory (the irrelevant-operator couplings vanish in the infrared). For
example one can write
Γ2Λ,Λ0(p) = Γ
2
Λ,Λ0(p)
∣∣
p=p0
+
∂Γ2Λ,Λ0(p)
∂p2
∣∣∣∣∣
p=p0
(p2 − p20) + Γ2 irrΛ,Λ0 (p) (3.122)
Γ4Λ,Λ0(p) = Γ
4
Λ,Λ0(p)
∣∣
p=p0
+ Γ4 irrΛ,Λ0 (p), (3.123)
where p0 is the renormalization point (e.g. the scale at which renormalized coupling are fixed)
and Γ2 irrΛ,Λ0 (p), Γ
4 irr
Λ,Λ0
(p) represent the irrelevant contributions to the two-point and four-point
effective actions.
The same formal techniques can be applied to the canonical-noncommutative framework
but some important differences emerge. In the commutative case, at any order of perturbation
theory, it can be shown that irrelevant operators Γn,irrΛ,Λ0(p) are suppressed by positive powers
of Λ/Λ0. This means that the low-energy theory Λ << Λ0 depends on the high-energy theory
only through the renormalized mass mR and the renormalized coupling λR (up to corrections
of order Λ/Λ0). This is a finite number of parameters. The theory is renormalizable and the
energy-scale decoupling mechanism works.
In the noncommutative case one finds [108] that as long as p≪ Λ0 and p0, p≫ 1/θΛ0, Γ2 irrΛ,Λ0 ,
for example, depends on Λ0 in a exponentially suppressed way so that Wilsonian picture still
holds: there is negligible influence on the physics at momentum scales p from the high-energy
(Λ0) sector of the theory. In these regime, energy-scale decoupling still works. Instead if one
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considers external momenta p less than 1/θΛ0,one finds
Γ2 irrΛ,Λ0 (p) ≃
λ
96π2
Λ20 + ..., (3.124)
which means that the Wilsonian picture of energy-scale decoupling is spoiled and that low-energy
prediction under the scale 1/θΛ0 are highly sensitive to the (unknown) details of the ultraviolet
sector of the theory12. This spoils the usefulness of the concept of effective low-energy action
useless and affects the procedure usually adopted to test a physical model by comparing the
predictions of the model with the low-energy data. We will investigate this important point in
the next chapter.
3.7.2 IR/UV mixing and the subtraction point
Other effects related to the IR/UV mixing are the different scaling laws of the Green
functions at different momenta and certain problems with the choice of the subtraction point.
Let us consider as an example the case of the scalar theory already analyzed. For the two-point
function we have for large Λ the scaling
Γ2(µ) ≃ λ
48π2
Λ2, (3.125)
if µ 6= 0. Instead, if µ = 0, we have the scaling
Γ2(µ) ≃ λ
32π2
Λ2. (3.126)
Closely related to this difference in the scaling of the Green function is the problem of the
choice of the renormalization point. If we set renormalization conditions at a momentum scale
µ 6= 0 we find for the one-loop renormalized parameters
m2R = m
2 +
λ
8π2
[
Λ2 −m2 ln Λ
2
m2
]
, (3.127)
λR = λ− λ
8π2
ln
Λ2
m2
. (3.128)
Instead if we choose a subtraction point µ = 0 the renormalized parameters are the same as
in the commutative case and they read
m2R = m
2 +
3λ
16π2
[
Λ2 −m2 ln Λ
2
m2
]
,
λR = λ− 9λ
16π2
ln
Λ2
m2
. (3.129)
12It is important to notice that this does not imply the theory is nonrenormalizable. One can still formally
consider the infinite cut-off limit and obtain predictions in terms of a finite number of parameters (this is what we
mean with renormalizability). However physically, the infinite cut-off limit is only justified by the mechanism of
energy-scale decoupling and therefore it is unmotivated in these theories in canonical noncommutative spacetime.
In the next chapter we consider a theory with a large mass scale and find that, after removal of the cut-off scale,
this large mass scale still affects significantly the low-energy sector of the theory.
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This implies that if we choose µ = 0 as renormalization point, (subtracted) Green functions
for general external momenta are not finite in the Λ → ∞ limit and the theory will appear to
be non renormalizable. If we choose a subtraction point at µ 6= 0, (subtracted) Green functions
are finite but poles, of the type of the ones already described, appear for µ→ 0.
Another way to obtain the renormalized parameters (3.129) is the one of considering the
effective potential which is the generator of 1PI-Green functions at zero momentum
Veff =
∞∑
i=1
1
n!
Γn(0, ..., 0)ϕn. (3.130)
At one-loop level the effective potential is the same as in the noncommutative case since at
zero momentum nonplanar diagrams give the same contributions of the planar ones:
Veff =
1
2
m2ϕ2 +
λ
4
ϕ4 +
1
2
∫ Λ dk4
(2π)4
ln(1 +
3λϕ2
k2 +m2
). (3.131)
The renormalized parameters are now obtained from the relations
d2Veff
dϕ2
∣∣∣∣
ϕ=0
= m2R, (3.132)
d4Veff
dϕ4
∣∣∣∣
ϕ=0
= 6λR. (3.133)
These relations will lead to a couple of equations identical to (3.129) which correspond to
nonrenormalizable Green functions.
We also notice that the considerations we are doing hold rather in general and are not
restricted to the scalar-theory case. For example similar problems manifest in the analysis of
the noncommutative Gross-Neveu model [109]. In general if the renormalization conditions are
set at zero external momentum the theory does not renormalize whereas if the renormalization
conditions are set at a nonzero external momentum the theory renormalizes. The origin of this
behaviors is in a sort of non analytic structure that canonical noncommutativity induces at zero
momentum. Since the noncommutativity parameters appear in diagrams only through factor of
the type exp(ipθk), for p = 0 the diagrams reproduce the commutative spacetime limit, whereas
as soon as p 6= 0 the θ parameter cannot be ignored and induce large contribution at low energy.
As we shall show in Chapter 5 this peculiarities of the zero-momentum limit have profound
implications for nonperturbative estimates of the effective potential.
3.7.3 IR/UV Mixing and the Goldstone theorem.
In this section we discuss the implication of the UV/IR mixing for the validity of the Gold-
stone theorem which is at the basis of the mechanism of mass generation (Higgs mechanism).
The statement of the Goldstone theorem roughly is that for every spontaneously broken sym-
metry (i.e. a symmetry of the action that is not a symmetry of the ground state of the theory)
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there must be a massless particle. For example in the case of the linear sigma model with
O(N) symmetry broken to O(N − 1), the numbers of symmetries changes from N(N − 1)/2 to
(N − 1)(N − 2)/2 so that N − 1 symmetries are broken and N − 1 massless particles (Goldstone
bosons) appear. At the quantum level instead of considering the action S one has to consider
the effective action Γ which besides having has the same symmetries of the classical theory13
The problem of the validity of the Goldstone theorem in noncommutative theories was first
addressed in [110]. We consider scalar O(N) theory whose action is
S =
1
2
(
∂µφ
i
)2
+
1
2
µ2
(
φi
)2 − λ
4
φi ⋆ φi ⋆ φi ⋆ φi, (3.134)
where the sum over the i index is omitted.
This model enjoys the symmetry φi → Rijφj where R is a spacetime constant, N × N
orthogonal matrix RRT = I. If µ2 > 0 the classical potential
Vcl(φ) =
1
2
µ2
(
φi
)2 − λ
4
[(
φi
)2]2
, (3.135)
has a minimum for the constant field configuration
(φi0)
2 =
µ2
λ
. (3.136)
Therefore the O(N) symmetry of the action is no more a symmetry of the vacuum, which is
to say that the O(N) symmetry is broken. The relation (3.136) identifies the (N−1) dimensional
manifold (actually, in this case, a sphere) on which the classical potential assumes its minimum.
We can choose one point on this manifold to identify with the vacuum of the broken phase. We
choose the configuration
φ0 = (0, ..., 0, v) , (3.137)
where v ≡ µ√
λ
. Hence we define the new fields
{
πi ≡ φi
σ ≡ φn − v (3.138)
in such a way that 〈σ〉 = 0. The action (3.134) in terms of the new fields reads
S =
1
2
(
∂µπ
k
)2
+
1
2
(∂µσ)
2 +
1
2
(2µ2)σ2 +
λ
2
[(
πk
)2]2
+
λ
2
σ4 + λvσ
(
πk
)2
+
λ
2
σ2
(
πk
)2
+ λvσ3.
(3.139)
The absence of the terms quadratic in the pion filed πk is a prove of the Goldstone theorem
at the tree level in canonical noncommutative theories. Also the breaking of the symmetry
from O(N) down to O(N − 1) is manifest. To check if the Goldstone theorem also holds at the
quantum level one must verify that pion fields remain massless at the quantum level as well.
13If regularization does not break these symmetries.
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This is the case if Γ2ππ(p) vanish at p = 0. Explicit one-loop calculation of Γ
2
ππ(p) have been
carried out in [110]. The result is that if one considers first the Λ→∞ limit and then the p→ 0
limit Γ2ππ(p) does not vanish, actually it diverges. Instead if one first imposes p = 0 and then
considers the Λ→∞ limit one recovers Γ2ππ(0) = 0 and the validity of the Goldstone theorem14.
This is another manifestation of the failure of the commutation of the zero-momentum limit
(p→ 0 ) with large cut-off limit (Λ→∞), again a consequence of the IR/UV Mixing.
3.7.4 IR/UV Mixing and the scalar-theory phase diagram
We have discussed various problems connected to the zero-momentum limit of these theories.
For example we have seen that Green functions at p 6= 0 are not renormalized by renormalization
conditions fixed at zero-momentum, whereas, if the renormalization conditions are set away from
p = 0, the Green functions exhibit a pole in the zero-momentum limit after removal of the cut-
off (Λ → ∞). The stiffness of the zero-momentum modes (Γ2(p) p→0→ ∞) has direct, and deep,
implications also for the analysis of phase transitions. We know in fact that phase transitions
are related to the condensations of some momentum modes and, in particular, phase-transition
to translation-invariant vacuum are related to the condensation of the zero-momentum modes.
We want to observe how in canonical noncommutative theories just because zero-momentum
modes are stiff, transition to translation-invariant ordered phases are not trivial. As an example
we consider the Ward identities for the scalar theory with global O(2) symmetry [113]. The
action of this theory is
S = −1
2
(
∂µφ
i
)2
+
1
2
µ2
(
φi
)2
+
λ
4
φi ⋆ φi ⋆ φi ⋆ φi. (3.140)
In the symmetric phase the Ward identities are
δ2Γ
δφ21
∣∣∣∣
φ1=φ2=0
=
δ2Γ
δφ22
∣∣∣∣
φ1=φ2=0
,
δ4Γ
δφ41
∣∣∣∣
φ1=φ2=0
= 3
δ4Γ
δφ21δφ
2
2
∣∣∣∣
φ1=φ2=0
. (3.141)
In the broken phase the symmetric vacuum becomes unstable and one, as usual, finds the
new vacuum by a shift of the fields
φ1 = σ + v,
φ2 = π. (3.142)
Ward identities in the broken phase now read
v
δ2Γ
δπ2
∣∣∣∣
σ=π=0
=
δΓ
δσ
∣∣∣∣
σ=π=0
. (3.143)
14It is worth observing that absence of violations of the Goldstone theorem has been proved at one loop in
noncommutative-scalar U(N) theories in [111] or in other particular cases [112].
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We know that in the corresponding theory in commutative spacetime both (3.141) and (3.143)
hold true. In the noncommutative theory explicit one-loop calculations [113] show that the
identities of the symmetric case (3.141) are still satisfied but the identities of the translational-
invariant broken phase (3.143) are violated. The point is that the shift φ1 = σ + v implicitly
assumes a translational-invariant vacuum. If one considers transitions to a vacuum v(x) which
is not translational invariant one obtains the following Ward identities∫
dp4
(2π)4
v(−p) δ
2Γ
δπ(p1)π(p)
∣∣∣∣
σ=π=0
=
δΓ
δσ(p1)
∣∣∣∣
σ=π=0
, (3.144)
which have been shown to be verified at one loop [113, 114]. This argument strongly favors the
idea of stable nonuniform phases.
Phase transitions in scalar theories have been more carefully analyzed in Ref.[115] using a
self-consistent one-loop analysis. The authors find some evidence of condensation of nonzero
modes corresponding to an ordered phase which breaks translational invariance. Also relying
on the natural assumption that at fixed cut-off Λ, in the θ → 0 limit one must recover the
ordered translational-invariant phase of the commutative theory, Ref.[115] the phase diagrams
here reported in for the scalar λφ4 theory
Figure 3.7: Phase diagram of the noncommutative λϕ4-theory in the (m2/Λ2, θΛ2) plane.
Essentially three phases can be distinguished. The first phase is the ordered phase, charac-
terized by the zero vacuum expectation value 〈φ〉 = 0. This phase is dominant for large positive
values of the ratio m2/Λ2. For sufficiently large but negative values of the ratio m2/Λ2 one
encounters the ordered phase 〈φ〉 6= 0. For small value of θΛ2 one has a translational-invariant
ordered phase characterized by 〈φ〉 = c similar to the one found in the commutative limit.
For large value of θΛ2 (i.e. in the limit in which only planar diagrams contribute) one finds
an ordered translational-non-invariant phase which has been argued [115] to be a stripe phase,
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characterized by a vev of the type 〈φ〉 = A cos(pcx). Where pc is the condensating momentum.
In Chapter 5 we explore these issues concerning phase transitions in canonical noncommutative
spacetimes using the Corwall-Jackiw-Tomboulis approach, a powerful nonperturbative technique
of evaluation of the effective potential. This will also allow us to investigate the implications
for nonperturbative renormalizability of the peculiar structure of the zero-momentum limit of
theories in canonical noncommutative spacetime which was here briefly introduced in Subsection
3.7.
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Chapter 4
Critical analysis of the
phenomenology in CNC spacetimes
* In this chapter we investigate the implications of the IR/UV mixing for the derivation of
experimental limits on the parameters of canonical noncommutative spacetimes. By analyzing
a simple Wess-Zumino model in canonical noncommutative spacetime with soft supersymmetry
breaking we explore the implications of ultraviolet supersymmetry on low-energy phenomenol-
ogy. The fact that new physics in the ultraviolet can modify low-energy predictions affects
significantly the derivation of limits on the noncommutativity parameters based on low-energy
data. These are, in an appropriate sense here discussed, “conditional limits”. We also find that
some standard techniques for an effective low-energy description of theories with non-locality at
short distance scales are only applicable in a regime where theories in canonical noncommutative
spacetime lack any predictivity, because of the strong sensitivity to unknown UV physics.
4.1 IR/UV Mixing and Phenomenology in canonical spacetime
We have discussed how a key characteristic of field theories on canonical spacetimes, which
originates from the commutation rules, is nonlocality. At least in the case of space/space non-
commutativity (θ0i = 0), to which we limit our analysis for simplicity, this nonlocality is still
tractable although it induces a characteristic mixing of the ultraviolet and infrared sectors of the
theory. This IR/UV mixing has wide implications, including the possible emergence of infrared
(zero-momentum) poles in the one-loop two-point functions. In particular one finds a quadratic
pole for some integer-spin particles in non-SUSY theories [34], while in SUSY theories the poles,
if at all present, are logarithmic [35, 36, 37]. It is noteworthy that these infrared singularities are
introduced by loop corrections and originate from the ultraviolet part of the loop integration:
at tree level the two-point functions are unmodified, but loop corrections involve the interaction
vertices, which are modified already at tree level.
0* In this Chapter we discuss in detail the analysis reported more briefly in Ref.[47].
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There has been considerable work attempting to set limits on the noncommutativity pa-
rameters θ by exploiting the modifications of the interaction vertices [38, 116, 40, 41] and the
modifications of the dressed/full propagators [26]. Most of these analyses rely on our readily
available low-energy data. The comparison between theoretical predictions and experimental
data is usually done using a standard strategy (the methods of analysis which have served us
well in the study of conventional theories in commutative spacetime). We are here mainly in-
terested in understanding whether one should take into account some of the implications of the
IR/UV mixing also at the level of the techniques by which one compares theoretical predictions
with data. In Ref. [26] it was argued that the way in which low-energy data can be used to
constrain the noncommutativity parameters is affected by the IR/UV mixing. These limits on
the entries of the θ matrix might not have the usual interpretation: they could be seen only
as “conditional limits”, conditioned by the assumption that no contributions relevant for the
analysis are induced by the ultraviolet. The study we report here is relevant for this delicate is-
sue. By analyzing a simple noncommutative Wess-Zumino-type model, with soft supersymmetry
breaking, we explore the implications of ultraviolet supersymmetry on low-energy phenomenol-
ogy. Based on this analysis, and on the intuition it provides about other possible features of
ultraviolet physics, we provide a characterization of low-energy limits on the noncommutativ-
ity parameters. Our analysis provides additional encouragement for combining, as proposed in
Ref. [26], high-energy data, from astrophysics, with the more readily available low-energy data.
4.2 Effects of UV SUSY on IR physics
In this section we analyze a mass deformed Wess-Zumino model in canonical noncommu-
tative spacetime. We emphasize the role that the UV scale of SUSY restoration plays in the
IR sector of the model, and we also provide some more general remarks on the IR/UV mixing.
This analysis will provide material for one of the points we raise in the later part of the paper,
which concerns the nature of the bounds that can be set on the noncommutativity parameters
using low-energy data.
4.2.1 A model with SUSY restoration in the UV
For definiteness, we present our observations, which have rather wide applicability, in the specific
context of a mass deformed Wess-Zumino model, with action
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Sdwz = S0 + Sm + Sg, (4.1)
S0 =
∫
dx4
{
1
2
∂µϕ1∂
µϕ1 +
1
2
∂µϕ2∂
µϕ2 +
1
2
ψi/∂ψ
}
, (4.2)
Sm =
∫
dx4
{
1
2
F 2 +
1
2
G2 +msFϕ1 +msGϕ2 − 1
2
mfψψ
}
, (4.3)
Sg =
∫
dx4g {F ⋆ ϕ1 ⋆ ϕ1 − F ⋆ ϕ2 ⋆ ϕ2 +G ⋆ ϕ1 ⋆ ϕ2+ (4.4)
+G ⋆ ϕ2 ⋆ ϕ1 − ψ ⋆ ψ ⋆ ϕ1 − ψ ⋆ iγ5ψ ⋆ ϕ2
}
.
ϕ1 and ϕ2 are bosonic/scalar degrees of freedom, while ψ denotes fermionic spin-1/2 degrees
of freedom. F and G are auxiliary fields. The model is exactly supersymmetric (SUSY) if
ms = mf . We consider the case ms < mf in which supersymmetry is only “restored” in
the ultraviolet (UV), where both ms and mf are negligible with respect to the high momenta
involved.
The free propagators are not modified by canonical noncommutativity:
∆ms(p) ≡ ∆ϕ1ϕ1(p) = ∆ϕ2ϕ2(p) =
i
p2 −m2s + iε
, ∆FF (p) = ∆GG(p) = p
2∆ϕ1ϕ1(p),
(4.5)
∆Fϕ1(p) = ∆ϕ1F (p) = ∆ϕ2G(p) = ∆Gϕ2(p) = −ms∆ϕ1ϕ1(p) , S(p) =
i
/p−mf .
The vertices acquire the familiar θ-dependent phases:
V[ψψϕ1] = −ig cos(p1p˜2) , V[ψψϕ2] = −iγ5g cos(p1p˜2) , (4.6)
V[Fϕ1ϕ1] = ig cos(p1p˜2) , V[Fϕ2ϕ1] =− ig cos(p1p˜2) , V[Gϕ1ϕ2] = 2ig cos(p1p˜2) .
[Notice that, taking into account momentum conservation at vertices, the momenta p1and
p2 can be attributed equivalently to any of the three particles involved in each of the vertices.]
4.2.2 Self-energies and IR singularities
Self-energies will play a key role in our observations. Using the NC Feynman rules the self-
energies for fermions and scalars can be evaluated straightforwardly. The one loop self-energy
of the scalar field receives contributions from five Feynman diagrams, leading to the result
−iΣ1loop(p) = −g2
∫
d4k
(2π)4
{(
8k2 + 8m2s
)
∆ms(p)∆ms(p+ k)+ (4.7)
− (8k2 + 8m2f + 8p·k)∆mf (p)∆mf (p + k)} cos2(kp˜). (4.8)
This expression can be seen as the sum of three terms, and each of these terms is the sum of a
planar and of a nonplanar part: −iΣ1loop(p) = IP1 (p)+INP1 (p)+IP2 (p)+INP2 (p)+IP3 (p)+INP3 (p)
with
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IP1 (p) + I
NP
1 (p) ≡ 12g2
∫
dk4
(2π)4
8k2+8m2s
(k2−m2s)((k+p)
2−m2s)
+ 12g
2
∫
dk4
(2π)4
cos(2pk˜) 8k
2+8m2s
(k2−m2s)((k+p)
2−m2s)
;
IP2 (p) + I
NP
2 (p) ≡ −12g2
∫
dk4
(2π)4
8k2+8m2f
(k2−m2f)((k+p)2−m
2
f)
− 12g2
∫
dk4
(2π)4
cos(2pk˜)
8k2+8m2f
(k2−m2f)((k+p)2−m
2
f)
;
IP3 (p) + I
NP
3 (p) ≡ −12g2
∫
dk4
(2π)4
8p·k
(k2−m2f)((k+p)2−m
2
f)
.− 12g2
∫
dk4
(2π)4
cos(2pk˜) 8p·k
(k2−m2f)((k+p)2−m
2
f)
;
The planar terms involve integrations which are already done ordinarily in field theory in
commutative spacetime. Their contributions lead, as in the commutative case, to logarithmic
mass and wavefunction renormalization. We are here mainly interested in Σ(p)
NP (E)
1loop , the sum
of the nonplanar contributions, which we study in the euclidean region. One easily finds1
Σ
NP (E)
1loop (p) = I
NP
1E (p) + I
NP
2E (p) + I
NP
3E (p) , (4.9)
where
INP1E (p) =
g2
2 (2π)2
∫ 1
0
da
{[
8m2s + 4p
2(1− a)(2a − 1)]K0(2 |p˜|√m2s + p2a(1− a))+
− 4|p˜|
√
m2s + p
2a(1− a)K1(2 |p˜|
√
m2s + p
2a(1− a))
}
, (4.10)
INP2E (p) = −
[
INP1E (p)
]
ms→mf
, (4.11)
INP3E (p) = −
4
(2π)2
p2
g2
2
∫ 1
0
dbbK0(2 |p˜|
√
m2f + p
2b(1− b)) . (4.12)
In the case of exact SUSY, ms = mf , the contributions I
NP
1E and I
NP
2E cancel each other, so
that Σ
NP (E)
1loop = I
NP
3E and there are no IR divergencies [36, 35].
In the general case, ms 6= mf , IR divergencies are present. Their structure depends on the
relative magnitude of the SUSY-restoration scale ΛSUSY ≃ mf and the noncommutativity scale
Mnc =
1√
|θ|
(where |θ| denotes generically a characteristic size of the elements of the matrix
θµν).
If Mnc < mf and p≪ M
2
nc
mf
the non-planar part of the self energy is well approximated by
Σ
NP (E)
1loop (p) ≃
g2
(2π)2
∫ 1
0
da
{
6m2f ln
(
2 |p˜|
√
m2f + p
2a(1− a)
)
+
− 6m2s ln
(
2 |p˜|
√
m2s + p
2a(1− a)
)
+
+ 2p2(1− a)(3a − 1)
[
ln
(√
m2f + p
2a(1− a)
)
− ln
(√
m2s + p
2a(1− a)
)]
+
(
m2s −m2f
)
[6 ln 2− 6γ + 1]+
+2p2a
[
ln
(
2 |p˜|
√
m2f + p
2a(1− a)
)
− (ln 2− γ)
]}
. (4.13)
1K0(x) and K1(x) are modified Bessel functions of the second kind.
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[This approximation is also valid for all p < Mnc if Mnc > mf , but we are mainly interested here
in the case Mnc < mf which allows us to explore the implications for low-energy phenomena of
SUSY restoration above Mnc.]
IfMnc < mf and
M2nc
mf ≪ p≪Mnc the non-planar part of the self energy is well approximated
by
Σ
NP (E)
1loop (p) ≃
g2
(2π)2
∫ 1
0
da
{
− 1|p˜|2+
− ln
(
2 |p˜|
√
m2f + p
2a(1− a)
) [
6m2s + 2p
2(1− a)(3a − 1)]+
+m2s[6 ln 2− 6γ + 1] + 2p2(1− a)[a(3 ln 2− 3γ +
1
2
)− (ln 2− γ)]
}
. (4.14)
As a result of contributions coming from the UV portion of loop integrals, we are finding
that (for ms 6= mf ) the model is affected by logarithmic IR singularities (4.13) if M
2
nc
mf ≫ p, but
as soon as momenta are greater than M
2
nc
mf
the dependence of the self-energy on momentum turns
into an inverse-square law (4.14). In the limit mf → ∞, the case in which there is absolutely
no SUSY (not even in the UV), the inverse-square law takes over immediately and the theory
is affected by quadratic IR singularities. The case of exact SUSY mf = ms is free from IR
singularities, but of no interest for physics (Nature clearly does not enjoy exact SUSY).
The IR/UV mixing manifests in two (obviously connected) ways which is worth distin-
guishing: (1) The UV portion of loop integrals is responsible for some IR singularities of the
self-energies, (2) the low-energy structure of the model can depend on mf even when mf is much
higher than the energy scales being probed. There is no IR/UV decoupling.
4.2.3 Further effects on the low-energy sector from UV physics
The implications of supersymmetry for the IR sector of canonical noncommutative spacetimes
are very profound. In our illustrative model one finds that exact SUSY leads to absence of
IR divergences, if SUSY is only present in the UV (UV restoration of SUSY) one finds soft,
logarithmic, IR divergences, and total absence of SUSY (mf → ∞) leads to quadratic IR
divergences. While the presence of SUSY in the UV is clearly an example of UV physics with
particularly significant implications for the IR sector of canonical noncommutative spacetimes,
from this example we must deduce that in general the loss of decoupling between UV and IR
sectors can be very severe. Other features of the UV sector, which perhaps have not even
yet been contemplated in the literature, might have similarly pervasive implications for the IR
sector.
A particularly interesting scenario is the one in which supersymmetry is restored at some
high scale (which in our illustrative model is mf ) and then at some even higher scale, possibly
identified with the so-called “quantum-gravity scale”, the theory predicts additional structures,
which in turn, again, would affect the infrared. The example of quantum gravity is particularly
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significant since we have no robust (experimentally supported) information on this realm of
physics, so it represents an example of UV physics for which our intuition might easily fail, and
as a consequence our intuition for its implications for the IR sector of a field theory in canonical
noncommutative spacetime might also easily fail.
As a way to emphasize the sensitivity of the IR sector to such unknown UV physics, it is worth
noting here some formulas that describe features of our illustrative model from the perspective of
a theory with fixed cutoff scale Λ. For renormalizable field theories in commutative spacetime the
presence of such a cutoff would be basically irrelevant: if the cutoff is much higher than all scales
of interest it will negligibly affect all predictions and it can be uneventfully removed through the
limit Λ→∞. Importantly, in a renormalizable field theory in commutative spacetime the limit
Λ→∞ is uneventful independently of whether or not we have introduced in the theory all the
correct UV degrees of freedom hosted by Nature: the low-energy physics is anyway independent
of (decoupled from) the UV sector.
For field theories in canonical noncommutative spacetime the limit Λ→∞ is not at all trivial,
meaning that the structures/degrees of freedom encountered along the limiting procedure can
in principle affect significantly the low-energy physics. One can take the Λ → ∞ limit in a
physically meaningful way only under the assumption that one has complete knowledge of the
full theory of Nature (something which of course we cannot even contemplate).
The sensitivity of the IR sector to unknown UV physics is well characterized by considering,
for fixed cutoff scale Λ, the nonplanar contributions to the two point functions. For the two-point
function we already considered previously one finds:
INP1E =
g2
2
{
1
(2π)2
∫ 1
0
da
[
8m2s + 4p
2(2a− 1)(1 − a)]K0(2√p˜2 + 1
Λ2
√
m2s + p
2a(1− a))+
+
4√
p˜2 + 1
Λ2
[
p˜2
p˜2 + 1Λ2
− 2
]√
m2s + p
2a(1− a)K1(2
√
p˜2 +
1
Λ2
√
m2s + p
2a(1− a))

(4.15)
INP2E = −INP1E (ms → mf ) (4.16)
INP3E = −
4
(2π)2
p2
g2
2
∫ 1
0
dbbK0(2
√
p˜2 +
1
Λ2
√
m2f + p
2b(1 − b)) (4.17)
Note that nonplanar diagrams are cutoff by Λeff =
1√
p˜2+ 1
Λ2
. The self-energy is insensitive to
the value of Λ as long as the condition |p˜| ≫ 1Λ is satisfied. But for |p˜| < 1Λ there is an explicit
dependence2 on Λ signaling that the infrared sector is sensitive to new physics in the UV.
2It is worth noticing that for fixed cutoff Λ and |p˜| < 1
Λ
the self-energy is essentially independent of the
noncommutativity parameters. This is due to the fact that under those conditions the nonplanar contributions
are completely negligible. This might encourage one to contemplate the possibility of a physical cutoff scale Λ, but
it is important to notice that such a scale would be observer dependent since ordinary Lorentz transformations
still govern the transformations between inertial observers in canonical noncommutative spacetime [117]. (In
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4.3 Conditional bounds on noncommutativity parameters from
low-energy data
The main point of our work is that the observations made in the previous Section have significant
implications for the comparison of low-energy experimental data with a theory in canonical
noncommutative spacetime.
It is useful to note here a brief description of the conventional technique that allows to
use low-energy data to set absolute (unconditional!) limits on the parameters of theories in
commutative spacetime:
• 1C. Data are taken in experiments involving particles with energies/momenta from some
lower (IR) limit, Smin (we of course do not have available probes with wavelength, e.g.,
larger than the size of the Universe) up to an upper limit, Smax, which naturally coin-
cides with the highest energy scales attainable in our laboratory experiments (and, in
appropriate cases, the energy scales involved in certain observations in astrophysics).
• 2C. We then compare these experimental results obtained at energy/momentum scales
within the range {Smin,Smax} to the corresponding predictions of the theory of interest.
In deriving these predictions we sometimes formally appear to use the whole structure
of the theory, all the way to infinite energy/momentum; however, in reality, because of
the IR/UV decoupling that holds in (renormalizable) theories in commutative Minkowski
spacetime, the theoretical prediction only depends on the IR structure of the theory,
up to energy/momentum scales which are not much bigger than Smax. (For example,
degrees of freedom with masses of order, say, 105Smax would anyway not affect the relevant
predictions).
• 3C. If the theoretical predictions obtained in this way do not agree with the observations
performed in the range {Smin,Smax} we then conclude that the theory in question is to
be abandoned.
• 4C. If the theoretical predictions obtained in this way agree with the observations per-
formed in the range {Smin,Smax} we then conclude that the theory in question provides a
valid description of phenomena up to energy/momentum scales of order Smax. Typically
the predictions of the theory will depend on some free parameters and this parameter space
will be constrained by the requirement of agreeing with the observations. Values of the
parameters that do not belong to this allowed portion of the parameter space are definitely
other noncommutative spacetimes, where the action of boosts is deformed, a cutoff scale can be introduced in
an observer-independent way [58, 117], but this is not the case of canonical noncommutative spacetimes.) We
shall disregard this possibility; however, in theories that already identify a preferred class of inertial observers,
such as theories in canonical noncommutative spacetimes, the possibility of an observer-dependent cutoff scale
cannot [117] be automatically dismissed.
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(unconditionally) excluded, since nothing that we could introduce in the ultraviolet could
modify the low-energy predictions. In light of the fact that the structure of the theory
above Smax did not play any true role in the derivation of the predictions, the successful
comparison with {Smin,Smax} experiments provides no particular encouragement for what
concerns the validity of the theory at scales much above Smax.
• 5C. With precision measurements in the range {Smin,Smax} we can sometimes put limits
on features of the theory also slightly (up to a few orders of magnitude) above Smax. For
example, one of the parameters of the theory could be the mass of a certain particle and
the contributions to low-energy processes due to that particle, while suppressed by its
mass, can be tested in high-precision measurements.
For theories in canonical noncommutative spacetime the situation is quite different, as one
infers from the analysis reported in the previous Section. The comparison between the theory
and data taken in the range {Smin,Smax} is much more delicate:
• 2NC. From the observations made in the previous Section it follows that in a canon-
ical noncommutative spacetime a truly reliable derivation of the predictions for the en-
ergy/momentum range {Smin,Smax} requires full knowledge of the theory at all energy/mo-
mentum scales up to M2nc/Smin (and of course, if Mnc ≫ Smax, the scale M2nc/Smin can
be much higher than both Mnc and Smax). In particular, the IR/UV mixing is such that
degrees of freedom with masses that are much above Smax still affect significantly the
predictions of the theory in the range {Smin,Smax}.
• 3NC. So the theory can only be taken as a full description of Nature. It cannot be
intended to give the right predictions only in some low-energy limit. If the predictions of
such a theory are found to be in conflict with observations, it might still well be that the
theory contains the right low-energy degrees of freedom, and that the disagreement is due
to having adopted the wrong UV sector. So, from our more conventional perspective (in
which we try to identify theories that contain the right degrees of freedom up to a certain
scale) disagreement with observations does not force us to abandon the theory: it only
invites us to introduce appropriate new physics in the UV sector.
• 4NC. Similarly, if the theoretical predictions are found to agree with the observations per-
formed in the range {Smin,Smax} when some free parameters fall within a certain allowed
portion of parameter space, values of the parameters that do not belong to that region
of the parameter space cannot be conclusively excluded. They are excluded only condi-
tionally, in the sense that their exclusion is only tentative, pending further exploration of
the UV sector. Think for example of the illustrative model we considered in the preceding
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Section. The mf → ∞ of that model is a model without any SUSY (not even in the UV
sector). One could propose such a non-SUSY model and compare it to data obtained in
the range {Smin,Smax}. Clearly the need to agree with observations would then impose
a severe (lower) bound on the noncommutativity scale, a key parameter of the theory, in
order to suppress the IR divergences (e.g. effectively relegating those divergences at scales
below Smin). However, this bound on the noncommutativity scale would be only condi-
tional, in the sense that modifying the theory only in the ultraviolet (i.e. where we would
say it has not been tested with our data in the range {Smin,Smax}) may be sufficient to
lift the bound. In fact, SUSY in the ultraviolet sector (mf large but finite) significantly
softens the divergences used to set the bound. Whereas in commutative spacetime the
bounds on parameter space apply directly to the structure of the theory in the range of
energy/momentum scales that have been probed experimentally, in canonical noncommu-
tative spacetime the information gained experimentally in the range {Smin,Smax} leaves
open two possibilities: it may still, as in the case of theories in commutative spacetime,
constrain the parameters of the theory in that same range of energy/momentum scales,
but one cannot exclude the possibility that our low-energy observations are instead pri-
marily a manifestation of some features of the UV sector (transferred to the low-energy
sector via the IR/UV mixing) and therefore cannot be used to constrain the low-energy
structure of the theory. If there is disagreement between theory and experiments in the
range {Smin,Smax} one would normally assume that some aspects (e.g. the field content)
of the theory must be changed in that same range of energy/momentum scales, instead in
canonical noncommutative spacetime that same disagreement could be solved not only by
introducing new features in the {Smin,Smax} region but also by introducing new features
in the UV sector of the theory.
• 5NC. Since data taken in the range {Smin,Smax} do not even give definitive information
on the structure of the theory in that same range, it is of course true that measurements
in the range {Smin,Smax} cannot be used to put limits on features of the theory even
just slightly above Smax, no matter how precise those measurements are. However, just
because features of the UV sector affect the low-energy physics, under the assumption
that the spacetime is indeed canonically noncommutative, one can gain insight of the
UV structure of the theory, even just using low-energy data. For example, some of the
observations made in the previous Section provide an opportunity to discover UV SUSY
even just using low-energy data: if data allowed us to identify an energy/momentum scale
at which the self-energy changed its qualitative dependence on momentum in the way
described by comparison of Eqs. (4.13) and (4.14), we could then infer rather robustly the
presence of SUSY at high energies and (if the value of the noncommutativity scale was
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deduced from some other observations) we could even deduce the scale of SUSY restoration.
In summary we found that the predictions of a canonical noncommutative theory in the
low-energy (i.e. experimentally accessible) sector of theory depend strongly not only on the low-
energy structure of the theory but also on its high-energy structure. This is different from the
case of commutative theories, where low-energy predictions are independent of the high-energy
degrees of freedom. The phenomenological implications of this lack of energy-scale decoupling
are of course very striking. To reliably falsify or accept a theory with low energy data it is not
enough to specify the low-energy sector of the theory one is considering, but one must also fully
specify the high-energy sector. Two theories with the same low-energy sector but different high
energy sectors may require different parameter values to fit the data.
4.4 Futility of approaches based on expansion in powers of θ
The observations reported in the preceding section indicate that some of the standard techniques
used in phenomenology require a prudent implementation in the context of theories in canonical
noncommutative spacetimes. We want to emphasize in this section that for one of the techniques
which served us well in the analysis of theories in commutative spacetime there are even more
severe limitations to the applicability in the context of theories in canonical noncommutative
spacetimes. This is the technique that relies on the truncation of a power series in one of the
parameters of the theory: we argue that, at the quantum-field-theory level, the results obtained
by truncating a power series in θ do not provide a reliable approximation of the full theory. This
type of truncation, which has been widely used in the literature [85, 118, 119, 120, 121, 122, 123]),
is based on the inclusion of only a few terms in the θ-expansion of the Moyal ⋆-product. For
example up to the second order in θ one could write
ϕ1(x) ⋆ ϕ2(x) = ϕ1(x)ϕ2(x) +
i
2
θµν∂µϕ1(x)∂νϕ2(x)+
− 1
8
θαβθµν∂α∂µϕ1(x)∂β∂νϕ2(x) +O(θ
3) (4.18)
The resulting action constructed with the truncated ⋆-product (4.18) depends only on a finite
number of derivatives so it is local, unlike the full theory. Moreover, since θ has negative mass
dimensions, the action will also certainly be power-counting nonrenormalizable, whereas the full
theory might be renormalizable [80, 34, 36, 108, 124].
Even more serious concerns emerge from the realization that the expansion one is performing
is (of course) not truly based on a power series in the dimensionful quantity θ: it is rather
an expansion in dimensionless quantities of the type pθp. Therefore already at tree level the
truncated θ-expanded theory can only give a good approximation of the full theory at scales p
such that pθp . 1, i.e. p . 1/
√
θ.
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But actually even in that range of momenta the expansion cannot be used reliably. Its
reliability is spoiled by quantum corrections. The quantum corrections involve the Moyal ⋆-
product inserted in loop diagrams, and the truncation will reliably describe these loop corrections
only for loop momenta such that p . 1/(θΛ). In fact, in loop integrals involving factors of the
type pθk, with p playing the role of external momentum and k playing the role of integration/loop
momentum, one would like a reliable truncation that is valid over the whole loop-integration
range, which extends at least up to a cutoff Λ. In order to have pθk . 1 even for k as large as
Λ it is necessary to assume that indeed p . 1/(θΛ). This can also be inferred straightforwardly
in the illustrative example of the “λΦ4” scalar-boson field theory: there one finds that the full
theory predicts nonplanar terms giving a leading contribution of the form
Σ1NP (p) ≃
g2
p˜2 + 1/Λ2
= Λ2
g2
Λ2p˜2 + 1
. (4.19)
whereas the truncated θ-expansion of the ⋆-product would replace this prediction with
Σ1NP (p) ≃ g2Λ2
{
1− Λ2p˜2 +O(θ4)} . (4.20)
Clearly the two expressions are equivalent only if Λ2p˜2 . 1, which indeed corresponds to p .
1/(θΛ).
Therefore, when one includes quantum/loop effects, the truncated θ-expansion could be a
good approximation of the full theory only in the range of momenta p . 1/(θΛ). But as we
have discussed in the preceding section this is just the range of momenta in which the theory
is maximally sensitive to ultraviolet physics, which we must assume to be unknown. In other
words the truncated θ-expansion reliably approximates the full theory only in a regime where
the full theory is itself void of predictive power,
because of its sensitivity to unknown physics that might be present in the ultraviolet. It
therefore appears that these truncated θ-expansions cannot be used for a meaningful comparison
between data and theories in canonical noncommutative spacetime. In other contexts expansions
in powers of p versus some characteristic momentum scale have been proven to give a reliable
low-energy effective-theory description of the full theory one intends to study, but in this case
of field theories in canonical noncommutative spacetime the IR/UV mixing provides a powerful
obstruction for any attempt to obtain a meaningful low-energy effective-theory description.
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Chapter 5
CJT formalism for phase transition
on CNC spacetime
* We have discussed how the IR/UV mixing, which significantly affects canonical noncom-
mutative theories, causes strong IR problems. We have also emphasized that one manifestation
of these IR problems (after the removal of the cut-off) is through zero-momentum poles in cer-
tain Green functions. IR problems of different origin but similar form, are known to plague also
Thermal-Quantum-Field theories and have been successfully treated using a nonperturbative
technique developed by Cornwall-Jackiw-Tomboulis (CJT). We apply the CJT formalism to the
scalar λϕ4 theory focusing in the so-called “bubble approximation”. Assuming translational
invariance of the vacuum we construct the gap equation and the CJT effective potential. We
discuss the renormalizability of the CJT effective potential both in ordered and in the disordered
phase for general values of the non-commutativity parameter θ. We comment in particular on
the commutativity limit (θ → 0) and on the strong non-commutativity limit (θ → ∞). We
observe that while in the disordered phase the hypothesis of translational invariance leads to a
renormalizable effective potential, in the translational-invariant ordered phase, differently from
the commutative case, the effective potential and the gap equation do not renormalize. We
argue that our result, essentially based on a selective all-order resummation, appears to con-
firm the other (perturbative, one-loop) results, we reported in Chapter 3, that indicate the
incompatibility of a translational-invariant ordered phase with the infrared structure of the
canonical-noncommutative theories.
5.1 CJT formalism
In this section we briefly review the CJT formalism for the scalar theory in the commutative
case [42, 43, 44]. The starting point is the definition of the partition function in the form
Z[J,K] = expW [J,K] =
∫
Dφ exp
{
S (φ) +
∫
dx4J(x)φ(x) +
∫
dy4dx4φ(x)K(x, y)φ(y)
}
,
0* In this Chapter we discuss in detail the analysis reported more briefly in Ref. [48].
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in which two sources J(x) and K(x, y) are present.
One defines also ϕ(x) and G(x, y) by the relations δW [J(x),K(x,y)]δJ(x) = ϕ(x) and
δW [J(x),K(x,y)]
δK(x,y) =
1
2 {ϕ(x)ϕ(y) +G(x, y)} . Then one considers the double Legendre transformation of W [J,K]
Γ[ϕ(x), G(x, y)] =W [J(x),K(x, y)] −
∫
dx4ϕ(x)J(x) − 1
2
∫
dx4dy4ϕ(x)K(x, y)ϕ(y)+
− 1
2
∫
dx4dy4G(x, y)K(x, y) (5.1)
which satisfies the relation
δΓ[ϕ,G]
δϕ(x)
= −J(x) +
∫
dy4K(x, y)ϕ(y),
δΓ[ϕ,G]
δG(x, y)
= −1
2
K(x, y).
The physical point corresponds to vanishing sources K(x, y) = 0, J(x) = 0, so that ϕ(x) and
G(x, y) are solutions of the stationarity equations:
δΓ[ϕ,G]
δϕ(x)
= 0 (5.2)
δΓ[ϕ,G]
δG(x, y)
= 0 (5.3)
It can be shown [42] that Γ[ϕ,G] so defined is the generating functional for the two-particle
irreducible(2PI) Green’s functions, with propagator given by G(x, y) and vertices given by
Sint(ϕ;φ), where Sint(ϕ;φ) is obtained from S(ϕ) by retaining only cubic and higher ϕ -terms
in the expression of S(ϕ+ φ).
One can expand (5.1) to obtain
Γ(ϕ,G) = Scl(ϕ)− 1
2
TrLnD−10 G+
1
2
Tr
{
D−1G− 1}+ Γ2(ϕ,G) (5.4)
where
D−1(x, y) =
δ2S
δϕ(x)δϕ(y)
,
D−10 (x, y) = D
−1|Sfree ,
and Γ2(ϕ,G) is the sum of vacuum diagrams(Fig.5.1) with vertices given by Sint(ϕ;φ) and
propagators given by G(x, y).
Example of two particle reducible graphs which do not contribute to Γ2(ϕ,G) are in Fig.5.2
Using (5.4) the gap equation (5.3) may be rewritten in the form
G−1(x, y) = D−1(x, y) + 2
δΓ2(ϕ,G)
δG(x, y)
. (5.5)
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Figure 5.1: Two-particle irreducible graphs contributing to Γ2(ϕ,G) up to the three loop level.
A B C
Figure 5.2: Examples of two-particle reducible graphs.
One can also recover the usual 1PI-effective action Γ1PI(ϕ) simply evaluating Γ[ϕ,G] for
vanishing K(x, y):
Γ1PI(ϕ) = Γ2PI [ϕ,G0], (5.6)
where G0 is solution of the gap equation
δΓ2PI [ϕ,G]
δG(x, y)
= 0. (5.7)
This 2PI formalism which at a first sight might appear more involved than the standard 1PI
formalism turns out to be very useful in certain calculations. This is the case for example of the
so-called “bubble resummation”, which means taking into account for all the diagrams generate
by the vacuum to vacuum diagrams of the type of Fig.(5.3). In the case of the standard 1PI
formalism the bubble resummation requires the evaluation of an infinite number of diagrams. In
the 2PI-CJT formalism one obtains the whole “bubble resummation”([43]) simply considering
the “eight”-diagram (A in Fig.5.1) contribution to Γ2(ϕ,G), and the corresponding gap equation.
This “bubble resummation” turns out to be useful in theories in which the insertion of a tadpole
is not effectively suppressed by the coupling constant as in the thermal field theories or canonical-
noncommutative theories1.
We will use this approximation in the following sections.
1In Thermal Field Theories the insertion of a tadpole which for example distingushes diagrams Fig.5.1 A and
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A B
Figure 5.3: Vacuum to vacuum bubble diagrams: daisy (a) and super-daisy (b).
5.2 CJT formalism in canonical-noncommutative spacetime
We recall that once the Moyal ⋆-product (3.16) is introduced the scalar λϕ4-theory in
canonical noncommutative spacetime takes the form of a commutative theory with a deformed
interaction given by substituting the products of fields with the ⋆-products. This implies that
the CJT formalism should be applicable; in fact no specific assumptions are made in the CJT
procedure about the form of the interaction. In particular Eq.(5.4) is still valid in our noncom-
mutative context.
It is easy to see that λϕ4-theory in canonical noncommutative spacetime
D−1(x, y) =
δ2S
δϕ(x)δϕ(y)
=
= − [+m2]
x
δ4(x− y)+
− λ
3!
{
δ4(x− y) ⋆ ϕ ⋆ ϕ+ ϕ ⋆ δ4(x− y) ⋆ ϕ+ ϕ ⋆ ϕ ⋆ δ4(x− y)} , (5.8)
D−10 (x, y) = D
−1|Sfree = −
[
+m2
]
x
δ4(x− y) (5.9)
As expected D−10 (x, y) is not modified by noncommutativity since the integrals of terms
quadratic in the fields are not modified by the ⋆-product (3.16), while D−1(x, y) acquires the
θ-dependence. One can easily calculate the ⋆-products which appear in (5.8) obtaining, in the
momentum space,
δ4(x− z) ⋆ ϕ(x) ⋆ ϕ(x) =
∫
dp41dp
4
2dp
4
3 expF1(p) exp[ix(p1 + p2 + p3)] exp[−ip3z]ϕ˜(p1)ϕ˜(p2)
ϕ(x) ⋆ δ4(x− z) ⋆ ϕ(x) =
∫
dp41dp
4
2dp
4
3 expF2(p) exp[ix(p1 + p2 + p3)] exp[−ip3z]ϕ˜(p1)ϕ˜(p2)
ϕ(x) ⋆ ϕ(x) ⋆ δ4(x− z) =
∫
dp41dp
4
2dp
4
3 expF3(p) exp[ix(p1 + p2 + p3)] exp[−ip3z]ϕ˜(p1)ϕ˜(p2)
Fig.5.2 A costs a factor λ T
2
m2
, which for large temperatures can be even large than 1. In noncommutative Thermal
Field Theories the same insertion roughly comes with a factor λ 1
p2θ2m2
which, depending on the momentum
entering the inserted tadpole, can be large.
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where
F1(p) = − i
2
θµν {pµ1pν2 + pµ3pν1 + pµ3pν2}
F2(p) = − i
2
θµν {pµ1pν3 + pµ1pν2 + pµ3pν2}
F3(p) = − i
2
θ {pµ1pν2 + pµ1pν3 + pµ2pν3} .
Now we have to calculate the Sint action of the 2PI formalism. One can proceed in two
steps. The first step is the translation of the action S(φ)→ S(φ+ ϕ)
S(φ+ ϕ) =
{∫
dx4
1
2
m2 (φ+ ϕ)2 +
1
2
∂µ (φ+ ϕ) ∂
µ (φ+ ϕ)+
+
λ
4!
(φ+ ϕ) ⋆ (φ+ ϕ) ⋆ (φ+ ϕ) ⋆ (φ+ ϕ)
}
(5.10)
The second step is the one of retaining from (5.10) only cubic, and higher, terms in φ. So
doing one obtains that the interaction vertices are given by the action
Sint(φ;ϕ) =
λ
4!
∫
dx4φ ⋆ φ ⋆ φ ⋆ φ+
λ
6
∫
dx4φ ⋆ φ ⋆ φ ⋆ ϕ
where the cyclitity of the ⋆-product (3.16) under integration has been used.
To proceed further we now need to adopt ansatz for the form of G(x, y). Here we want
to consider only transitionally invariant configurations so that the more general ansatz we can
consider takes the form
G(x, y) = G(x− y) =
∫
dα4
exp iα(x− y)
α2 +M2(α)
(5.11)
whereM2(α) is to be determined. Once the ansatz (5.11) has been done we can start calculating
the various terms in the left-hand-side of (5.4). The first term is trivial. The second term is
Tr ln(D−10 G) =
∫
dx4
∫
dp4 ln
{
p2 +m2
p2 +M2(p)
}
.
The third term is
Tr
{
D−1G− 1} = ∫ dx4{∫ dk4m2 −M2(k)
k2 +M2(k)
+
+
λ
3!
∫
dp41dp
4
2dp
4
3F (p) exp ix(p1 + p2)ϕ˜(p1)ϕ˜(p2)
1
p23 +M
2(p3)
}
,
where F (p) =
∑3
i=1 expFi(p).
Therefore we have that (5.4) with the ansatz (5.11) takes the form
Γ(ϕ,G) =
1
2
∫
dx4
{
(∂µϕ)
2 +m2ϕ2
}
+
λ
4!
∫
dx4ϕ ⋆ ϕ ⋆ ϕ ⋆ ϕ+ (5.12)
+
1
2
∫
dx4
∫
dp4 ln
{
p2 +M2(k)
p2 +m2
}
+
+
1
2
∫
dx4
∫
dk4
m2 −M2(k) + λ
3!
∫
dp41dp
4
2F (p, k) exp ix(p1 + p2)ϕ˜(p1)ϕ˜(p2)
k2 +M2(k)
+
+ Γ2(ϕ,G)
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Now we must evaluate Γ2(ϕ,G) with vertices given by Sint(φ;ϕ) and propagator given by
G(x, y).
As in the commutative case the CJT effective action can be used to obtain the 1PI effective
action. In particular the one-loop 1PI effective action is obtained setting Γ2 = 0. In this case
the gap equation (5.5) reduces to
G−1(x, y) = D−1(x, y). (5.13)
Using this expression one can easily compute the one-loop 1PI effective action in the 2PI
CJT formalism. One has only to calculate
[
D−1D0
]
(x, y) = δ4(x− y) +K(x, y)
where
K(x, y) =
λ
3!
∫
dz
[
4δ4(x− z) ⋆ ϕ ⋆ ϕ+ ϕ ⋆ δ4(x− z) ⋆ ϕ+ ϕ ⋆ ϕ ⋆ δ4(x− z)]D(z − y). (5.14)
Then from the usual expansion
Γ(ϕ) = Scl(ϕ) +
1
2
Tr ln
[
δ4(x− y) +K(x, y)]+O(ℏ2) =
= Scl(ϕ) +
1
2
∞∑
i=1
(−1)n−1
n
Tr {[K(x, y)]n}+O(ℏ2) =
= Scl(ϕ) +
1
2
∫
dx4K(x, x)︸ ︷︷ ︸
1−loop,2legs
− ...︸︷︷︸
1−loop,4legs ecc
+O(ℏ2),
and from (5.14) follows that∫
dx4K(x, x) =
λ
3!
∫
dp41dp
4
3 {2 + exp [−iθµνpµ1pν3 ]} ϕ˜(p1)ϕ˜(−p1)
1
p23 +M
2
, (5.15)
so that
Γ(ϕ) = Scl(ϕ) +
λ
3!
∫
dp41dp
4
3ϕ˜(p1)ϕ˜(−p1) {2 + exp [−iθµνpµ1pν3 ]}
1
p23 +M
2
+ ...
That is the 1PI-effective action up to the one-loop corrected quadratic terms.
5.3 The effective potential
While neglecting Γ2 completely simply gives us back the one-loop 1PI effective action,
a more interesting results is obtained by approximating Γ2(ϕ,G) including only the “eight”
diagram (A in Fig.5.1). In this approximation one has that
Γ2(ϕ,G) =
1
4!
λδ4(0)
∫
dα4dα′4
1
α2 +M2(α)
1
α′2 +M2(α′)
{
1 + 2 cos2(
αθα′
2
)
}
. (5.16)
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We observe that differently from the commutative case, where the momenta circulating in
each of the two loops do not mix, in the noncommutative case this mixing occurs.
From the effective action(5.12) and (5.16), assuming that, as consequence of the translational
invariance of the vacuum, ϕ(x) = ϕ one can extract the potential V (ϕ,G) = Γ2PI(ϕ,G)/
∫
dx4
V (ϕ) =
1
2
m2ϕ2 +
λ
4!
ϕ4+ (5.17)
+
1
2
∫
dp4 ln
{
p2 +M2(p)
p2 +m2
}
+
+
1
2
∫
dk4
m2 −M2(k) + λ
2
ϕ2
k2 +M2(k)
+
+
1
4!
λ
∫
dα4dα′4
1
α2 +M2(α)
1
α′2 +M2(α′)
{
2 + cos(αθα′)
}
.
The stationarity conditions (5.2) and (5.3) in this case read
0 =
∂V (ϕ,G)
∂ϕ
= ϕ
[
m2 +
λ
3!
ϕ2 +
λ
2
∫
dk4
1
k2 +M2(k)
]
, (5.18)
0 =
∂V (ϕ,G)
∂M2
=M2(α)−m2 − λ
3!
ϕ2 − λ
6
∫
db4
1
b2 +M2(b)
{2 + cos (bθα)} . (5.19)
The first equation has the solutions ϕ = 0 and m2 = − λ3!ϕ2 − λ2
∫
dk4 1
k2+M2(k)
which cor-
respond respectively to the symmetric phase and to the broken-symmetric phase. Substituting
the gap equation (5.19) in the expression of the potential (5.17) we obtain
V (ϕ,G) =
1
2
m2ϕ2 +
λ
4!
ϕ4 +
1
2
∫
dp4 ln
{
p2 +M2(p)
p2 +m2
}
+ (5.20)
− λ
24
∫
dk4
1
k2 +M2(k)
∫
db4
1
b2 +M2(b)
{2 + cos (bθk)}
The term in the second row of the above expression is generated by the “bubble summation”.
The terms appearing in the first row are already present at the tree level and at one loop but
what is different here is that they now must be evaluated for M2(p) solution of the gap equation
(5.19), which under the hypothesis of translational invariance, takes the form
M2(α) = m2 +
λ
2
ϕ2 +
λ
6
∫
db4
1
b2 +M2(b)
{2 + cos (bθα)} . (5.21)
Both (5.20) and (5.21) are ultraviolet divergent and they both are considered to be regularized
with a cutoff Λ on the loop-momenta. In the next section we will deal with the problem of their
renormalization.
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5.3.1 Commutativity limit
In this section we want discuss the commutativity limit (θ → 0) and the strong noncommu-
tativity limit (θ →∞). In the commutativity limit eqs.(5.19) and (5.20) become respectively
V (ϕ,G) =
1
2
m2ϕ2 +
λ
4!
ϕ4 +
1
2
∫
dp4 ln
{
p2 +M2(p)
p2 +m2
}
− λ
8
∫
dk4
1
k2 +M2(k)
∫
db4
1
b2 +M2(b)
(5.22)
and
M2(α) = m2 +
λ
2
ϕ2 +
λ
2
∫
db4
1
b2 +M2(b)
, (5.23)
which is the well known result of [44]. We recall the procedure that one can use to renormalize
(5.22) and (5.23) since we will use it widely in the rest of the chapter. The gap equation (5.23)
can be renormalized in the following way [44]
M2
λ
=
m2
λ
+
1
2
ϕ2 +
1
2
∫
db4
1
b2 +M2
,
∫
db4
1
b2 +M2
= I1 − I2M2 +GR(M),
M2
(
1
λ
+
1
2
∫
db4
1
b4
)
=
m2
λ
+
∫
db4
1
b2
+
1
2
ϕ2 +
1
3
GR(M),
where GR(M) is the finite part of G(M), I1 =
∫
db4 1
b2
,and I2 =
∫
db4 1
b4
Introducing the renor-
malized parameters
1
λR
= lim
Λ→∞
[
1
λ
+
1
2
I1
]
, (5.24)
m2R
λR
= lim
Λ→∞
[
m2
λ
+
1
2
I2
]
, (5.25)
one gets the renormalized gap equation
M2 = m2R +
λR
2
ϕ2 +
λR
3
GR(M).
One would like obtain a renormalized effective potential written in terms of M2. Using (5.23)
one can write (5.22) as the sum of the three contributions
V 0 =
1
2
m2ϕ2 +
λ
4!
ϕ4, (5.26)
V I =
1
2
∫
dk4 ln(k2) +
1
2
I1M
2 − 1
4
I2M
4 + T (5.27)
V II = −1
2
GM2 +
1
2λ
M4 − 1
2λ
m4 − 1
2
m2ϕ2 − λ
8
ϕ4, (5.28)
and one finds that up to a ϕ-independent term which of course can we ignored in effective
potential analyses
V = V II + V I + V 0 = − λ
12
ϕ4 +
1
2
M4
λR
− 1
2
M2GR +
1
2
∫
dk4 ln(k2) + T (5.29)
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where T is the finite part of the expansion of V I (which of course does not play an important
role in renormalization).
We observe that (5.29) is finite if written in terms of the renormalized parameters defined
by (5.24) and (5.25). In particular it is worth noticing the exact cancellation of the divergent
terms in m2ϕ2 which appear with opposite signs in the tree-level contribution V 0 and in the
loop correction V II .
5.3.2 Strong noncommutativity limit
Now we analyze the limit of strong noncommutativity (θ → ∞). In this limit the strong
oscillations in the phases, which are present in the integrands of (5.20) and (5.21), induce the
vanishing of the corresponding integrals. The effective potential and the gap equation in this
case become respectively
V (ϕ,G) =
1
2
m2ϕ2+
λ
4!
ϕ4+
1
2
∫
dp4 ln
{
p2 +M2
p2 +m2
}
− λ
12
∫
dk4
1
k2 +M2
∫
db4
1
b2 +M2
(5.30)
and
M2 = m2 +
λ
2
ϕ2 +
λ
3
∫
db4
1
b2 +M2
. (5.31)
We observe that these expressions are formally similar to the ones of the commutative case
(5.22), (5.23). The only differences are in the terms in front of the eight-diagram contribution:
the nonplanar the eight-diagram contribution in fact becomes negligible in the θ →∞ limit and
only contributions of the planar diagrams survive. It is also important to notice that the dressed
mass M2(k) become in this limit momentum independent and one can follow exactly the same
procedure as in the commutative case. One obtains for the gap equation
M2 = m2R +
λR
2
ϕ2 +
λR
3
GR(M).
where now
1
λR
= lim
Λ→∞
[
1
λ
+
1
3
∫
db4
1
b4
]
, (5.32)
m2R
λR
= lim
Λ→∞
[
m2
λ
+
1
3
∫
db4
1
b2
]
. (5.33)
The effective potential is obtained again as the sum of the terms
V 0 =
1
2
m2ϕ2 +
λ
4!
ϕ4 (5.34)
V I =
1
2
∫
dk4 ln(k2) +
1
2
I1M
2 − 1
4
I2M
4 + T (5.35)
V II = − 3
4λ
m4 − 3λ
16
ϕ4 +
3
4λ
M4 − 1
2
M2G− 3
4
m2ϕ2. (5.36)
84
which gives
V = V II + V I + V 0 = −1
4
m2ϕ2 − 7λ
48
ϕ4 +
3
4
M4
λR
+
1
3
∫
dk4
1
k4
+
1
2
∫
dk4 ln[k2]− 3
4λ
m4
We observe that in the case of strong noncommutativity the cancellation between the m2ϕ2
terms in (5.34) and (5.36) does not occur and the resulting potential does not renormalize.
5.3.3 Effective potential in the general case
We have so far discussed the limits of commutativity (θ → 0) and strong noncommutativity
(θ →∞). We have seen that in both of these cases the unknown function M2(k), that appears
in the denominator of G(M), is momentum independent, although it satisfies different gap
equations in the two different cases. Now we want to address the problem of calculating the
effective potential for general values of the noncommutativity parameter θ.We start by defining
M2(α) =M2 +Π(α) so that the gap equation (5.21) can be rewritten as
Π(α) = −M2 +m2 + λ
2
ϕ2 +
λ
3
∫
db4
1
b2 +M2 +Π(b)
+
λ
6
∫
db4
cos (bθα)
b2 +M2 +Π(b)
.
The last equation must hold for every value of α and θ. Thus we must have that separately
−M2 +m2 + λ
2
ϕ2 +
λ
3
∫
db4
1
b2 +M2 +Π(b)
= C, (5.37)
and
Π(α) − λ
6
∫
db4
cos (bθα)
b2 +M2 +Π(b)
= C, (5.38)
where C is α and θ independent.
We observe that we can always choose C=0, modulo the redefinitions Π(α) → Π(α)+C,
M2 → M2−C. In this way we obtain
M2 = m2 +
λ
2
ϕ2 +
λ
3
∫
db4
1
b2 +M2 +Π(b)
, (5.39)
which determines M2, and
Π(α) =
λ
6
∫
db4
cos (bθα)
b2 +M2 +Π(b)
(5.40)
which determines Π(α).
We see from (5.40) that Π(α)→∞ for α→ 0 and for θ → 0, and that Π(α)→ 0 for α→∞
and for θ →∞. Equation (5.39) can be renormalized by the following procedure, similar to the
one we have discussed previously
M2
λ
=
m2
λ
+
1
2
ϕ2 +
1
3
∫
db4
1
b2 +M2 +Π(b)
,
∫
db4
1
b2 +M2 +Π(b)
=
∫
db4
1
b2 +Π(b)
−M2
∫
db4
1
[b2 +Π(b)]2
+GR(M),
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M2
(
1
λ
+
1
3
∫
db4
1
[b2 +Π(b)]2
)
=
m2
λ
+
∫
db4
1
b2 +Π(b)
+
1
2
ϕ2 +
1
3
GR(M),
where GR(M) is the finite part of the divergent expression in (5.39). We can now introduce the
renormalized parameters in the form
1
λR
= lim
Λ→∞
1
λ
+
1
3
∫
db4
1
[b2 +Π(b)]2
, (5.41)
m2R
λR
= lim
Λ→∞
m2
λ
+
∫
db4
1
b2 +Π(b)
, (5.42)
and we get the renormalized gap equation
M2 = m2R +
λR
2
ϕ2 +
λR
3
GR(M)
We come now to the important issue of the renormalization of the effective potential. We
have seen that the way in which the gap equation renormalizes fixes uniquely the renormal-
ization of the bare mass and the renormalization of the coupling. We must check if the same
renormalization conditions provide us with a finite effective potential. We can use (5.39) and
(5.40) in the expression (5.20) to obtain for the effective potential
V = V 0 + V I + V II =
=
M4
4λR
+M2
{
−1
2
∫
dk4R(k) +
1
4
∫
dk4
Π(k)
[k2 +Π(k)]2
}
+
− 1
4
∫
dk4
Π(k)
k2 +Π(k)
− 1
4
∫
dk4Π(k)R(k) +
1
2
∫
dk4 ln[1 +
Π(k)
k2
] + T+
− 3m
4
4λ
− 1
4
m2ϕ2 − 7
48
λϕ4 +
1
2
∫
dk4 ln[k2], (5.43)
where we used
V 0 =
1
2
m2ϕ2 +
λ
4!
ϕ4, (5.44)
V I =
1
2
∫
dk4 ln(k2) +
1
2
I1M
2 − 1
4
I2M
4 + T, (5.45)
V II =M4
{
1
2
∫
db4
1
[k2 +Π(k)]2
+
3
4
1
λ
}
+
+M2
{
−1
2
∫
dk4R(k)− 1
2
∫
dk4
1
k2 +Π(k)
+
1
4
∫
dk4
Π(k)
[k2 +Π(k)]2
}
+
− 1
4
∫
dk4
Π(k)
k2 +Π(k)
− 1
4
∫
dk4Π(k)R(k) − 3m
4
4λ
− 3
4
m2ϕ2 − 3
16
λϕ4, (5.46)
and we defined
T =
1
2
∫
dk4 ln[k2 +M2 +Π(k)]+
−
{
1
2
∫
dk4 ln[k2 +Π(k)] + M
2
2
∫
dk4 1
k2+Π(k)
− M44
∫
dk4 1
[k2+Π(k)]2
}
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and
R(k) = 1
k2+M2+Π(k)
−
{
1
k2+Π(k)
− M2
[k2+Π(k)]2
}
. (5.47)
We observe that in (5.43) all the field-dependent terms, with the exception of −14m2ϕ2,
are finite thanks to the fact that Π(k) vanishes exponentially in the limit k → ∞. As in the
case of strong noncommutativity limit, the presence of the divergent term −14m2ϕ2 is due to
the fact that the corresponding contributions from V 0 and V II do not cancel each other. The
cancellation occurs only in the commutative limit.
5.4 Remarks on the structure of the CJT effective potential in
canonical noncommutative spacetime
Whereas in commutative spacetime the CJT effective potential can be renormalized and
gives a satisfactory description of the vacua of a given field theory, in our canonical-noncommutativity
analysis the CJT effective potential (in the bubble-resummation approximation) was found not
to be renormalizable. From a conservative standpoint we should then assume that in this type
of theories the CJT effective potential cannot provide reliable nonperturbative insight on the
phase structure. This negative conclusion is also supported by the realization that canonical
noncommutativity affects strongly the structure of the UV divergences of a field theory, and this
might be particularly significant for those techniques that effectively rely on resummations of
contributions from all orders in the coupling constant. When we establish that a field theory
is renormalizable, we actually verify that it is “perturbatively renormalizable”: the divergences
at any given order in coupling-expansion perturbation theory can be reabsorbed in redefinitions
of the parameters of the Lagrangian density. The fact that the CJT technique gives rise to a
renormalizable effective potential in the commutative-spacetime case is highly nontrivial, since
we are not consistently summing all contributions up to a given order in the coupling constant
(a calculation which would be “protected” by peturbative renormalizability), we are instead
selectively summing a certain subset of the contributions at each order in the coupling constant.
It is therefore plausible that the fact that our CJT effective potential cannot be renormalized
is simply a sign of an inadequacy of this technique to the canonical-noncommutativity context.
On the other hand it appears reasonable to explore an alternative, more optimistic, perspective,
which is based on the observation that the only contribution to the CJT potential that ends
up not being expressed in terms of renormalized quantities does not is the term 14m
2ϕ2. This
term however vanishes in the disordered phase ϕ = 0. In a certain sense we have a renormal-
izable effective potential in the disordered phase, and our results of nonrenormalizability in the
translationally-invariant ordered phase ϕ = C could be interpreted as a manifestation of the
fact that this phase is not admissable for these theories in canonical noncommutative space-
time. This hypothesis finds some support in the arguments presented in Ref. [115], which also
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concluded that the only admissable phases for these theories are the disordered phase and a
(non-translationally-invariant) stripe phase with ϕ˜(p) = Cδ(p − pc) (where ϕ˜(p) is the Fourier
transform of ϕ(x)) and pc is a characteristic momentum scale of the stipe phase). This argu-
ment of inadmissability of the translationally-invariant ordered phase might be related with the
delicate IR structure of these theories: ϕ(x) = C means ϕ˜(p) = Cδ(p), so the concept of a
translationally-invariant ordered phase is closely connected with the zero-momentum structure
of the theory of interest. To explore these issues it would be necessary to consider the CJT
effective action, which explores the more general class of candidate vacua ϕ(x), rather than
stopping, as we did here, at the level of the CJT effective potential (which assumes from the be-
ginning a translationally-invariant vacuum). With the CJT effective action one could investigate
the renormalizability of the stripe phase (which is not translationally invariant, and therefore
cannot be studied with the effective potential). Moreover, while the effective potential is the
generating functional of Green functions at zero external momentum, could be particularly sen-
sitive the effective action is the generating functional of generic Green functions and might be
less sensitive to the troublesome IR sector of these theories. The analysis of the CJT effective
action is postponed to a future study. Even in commutative-spacetime theories the evaluation
of the CJT effective action turns out to be very complex, basically intractable analytically, and
a troublesome calculation even numerically. It is likely that in the canonical-noncommutativity
context the evaluation of the CJT effective action may prove even more troublesome, but from
the indications that emerged from our analysis of the CJT effective potential it appears that
such an analysis is well motivated, as it could provide insight for the understanding of some key
physical predictions of these theories.
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Chapter 6
Conclusions
It this thesis, we have explored the hypothesis that nonclassical effects of spacetime may
manifest through the noncommutativity of spacetime at short distances. We focused on the
two most popular examples of noncommutative spacetimes: canonical spacetimes, which have
been at the center of an intense scientific debate over the last few years (mostly because of
their relevance for the description of string theory in certain backgrounds) and κ-Minkowski
spacetime, which, being the only fully-worked-out example of spacetime requiring a Planck-
scale “deformation” of Poincare´ symmetries, is also being investigated by a large number of
research groups.
We focused on some issues that provide key physical characterizations of these spacetimes.
In the light of the fact that plans for experimental searches of a possible dependence of the group
velocity on the Planck scale are already at an advanced stage [25, 73, 72], we analyzed wave
propagation both in canonical and in κ-Minkowski spacetime. The idea that the Planck-scale
(quantum) structure of spacetime might affect the group-velocity/wavelength relation is plausi-
ble (and in some cases inevitable) in most quantum-gravity approaches, including phenomeno-
logical models of spacetime foam [17], loop quantum gravity (see, e.g., Ref. [125]), superstring
theory (see, e.g., Ref. [35]), and noncommutative geometry. While a detailed careful description
of wave propagation is beyond the reach of the present technical understanding of most quantum-
gravity scenarios, we showed here that wave propagation in certain noncommutative spacetimes
can be rigorously analyzed. We have shown that the features of the propagating waves strongly
depend on the type of noncommutative spacetime one is considering. In the case of waves in
canonical spacetime we found no observable departure from the classical picture of propagating
wave. Instead, in the case of waves in κ-Minkowski spacetime, our analysis showed that the
group velocity is affected by noncommutativity. We found that the formula v = dE(p)/dp,
where E(p) is fixed by the κ-Poincare´ dispersion relation, still holds in κ-Minkowski spacetime
(just like v = dE(p)/dp holds in the Galilei/Minkowski classical spacetimes and in the canonical
noncommutative spacetime) but it actually sets a new type of relation between group velocity
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and momentum as a result of the fact that in κ-Minkowski the dispersion relation E(p) is fixed
by the κ-Poincare´ mass Casimir, which differs from the familiar Poincare´ mass Casimir at the
level of Planck-scale-suppressed effects.
The validity of v = dE(p)/dp in κ-Minkowski had been largely expected in the literature,
even before our direct analysis, but such a direct analysis had become more urgent after the
appearance of some recent articles [27, 28] which had argued in favor of alternatives to v =
dE(p)/dp for κ-Minkowski. We have shown that these recent claims were incorrect: the analysis
reported in Ref. [28] was based on erroneous implementation of the κ-Minkowski differential
calculus, while the analysis in Ref. [27] interpreted as momenta some quantities which cannot
be properly described in terms of translation generators.
Of course, one is interested in going much beyond the description of wave propagation: a
key objective for this research field is the construction and analysis of quantum field theories in
these noncommutative spacetimes. As discussed in Chapter 3, the path toward the construction
of a sensible quantum field theory in κ-Minkowski spacetime appears to be still confronted
with a large number of delicate obstacles. Our analysis of wave propagation in κ-Minkowski is
therefore the (very limited) “state of the art” in the analysis of the physical predictions of this
noncommutative spacetime. Since a key ingredient of a quantum field theory is essentially an
expansion of fields in plane waves, perhaps the results that emerged from our rigorous analysis
of wave propagation in κ-Minkowski spacetime could prove useful for an improved formulation
of QFT in this spacetime but at present we do not see an obvious way to approach this project.
For canonical noncommutative spacetimes there is instead a much studied approach to the
construction of quantum field theories, based on the ⋆-product technique. In this framework it
appears that several important issues are entangled with the peculiar failure of Wilson decoupling
between infrared and ultraviolet degrees of freedom. In particular, as we showed in Chapter 4,
the IR/UV mixing has wide implications for the strategies that should be adopted in order
to falsify/verify these theories. Theories that (according to our conventional perspective) differ
only in an experimentally unaccessible range of momenta may give rise to different predictions in
the low-energy regime. In fact we found that predictions for the low-energy (i.e. experimentally
accessible) physics depend strongly not only on the low-energy structure of the theory but also
on its high-energy structure. Therefore the bounds on parameter space that one usually is able
to set using low-energy data are here only “conditional”. A comparison between low-energy
data and the low-energy sector of theory can be reliably done only after having fully specified
the high-energy sector.
While in Chapter 4 we explored the consequences of the IR/UV mixing using a standard
perturbative Feynman-diagrammatic approach, in Chapter 5 we used the Cornwall-Jackiw-
Tomboulis formalism, a nonperturbative technique (effectively resumming infinite series of 1PI
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Feynman diagrams) which is usually very fruitful in contexts in which the infrared sector is
problematic (as in Thermal Quantum Field Theories [42, 43, 44]). We studied the CJT effec-
tive potential in the canonical-noncommutative “λϕ4” theory, adopting the so-called “bubble-
resummation approximation”, which includes all contributions from daisy and super-daisy dia-
grams. We found that the effective potential is in general nonrenormalizable, but the left-over
UV divergences disappear in the disordered phase ϕ = 0. We argued that the nonrenormal-
izability of the effective potential might be another manifestation of the IR/UV mixing, and
that the problems with the translationally-invariant ordered phase ϕ =C might also be due to
the delicate IR structure. Probably the infrared structure of these theories prohibits the con-
densation of the zero-momentum modes which is necessary requirement for a transition to a
transitionally-invariant vacuum. A characteristic prediction of these theories might therefore be
the presence of energetically-favored transitionally-invariant phases, such as the stripe phases
mentioned in Sec. 5.4.
Among the investigations that could find motivation in the results here reported we empha-
size the study of the CJT effective action in theories in canonical noncommutative spacetime,
which could bring key insight on the phase structure of these theories.
It would also be interesting to explore new strategies for setting limits on the canonical-
noncommutativity parameters, since, as shown in Chapter 4, the standard strategy is unreli-
able. Perhaps the only possibility is the one of “building a case” in favor or against consistency
with observations (whereas in commutative spacetime a single experiment can give conclusive
unconditional indications). The case would be built by considering a variety of data, and ob-
serving that they are all consistent with the characteristic structure of theories in canonical
noncommutative spacetime. Because of the nature of these characteristic features of canonical
noncommutativity, it might be useful to rely on data that concern a wide range of energy scales.
The astrophysical studies analyzed, for what concerns canonical noncommutativity, in Ref. [26]
could play an important role in this programme.
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Appendix A
Hopf algebras
In this appendix we report the basic definitions and the basic properties of the Hopf algebras
that have been used in this thesis.
Definition 1 An algebra A is a vector space (over the field C) in which two linear applications
m: A ⊗A → A and η : C → A are defined such that
m ◦ (id⊗m) = m ◦ (m⊗ id) (A.1)
m ◦ (η ⊗ id) = m ◦ (id⊗ η) = id (A.2)
where ◦ indicates the composition of applications and id is the identity application.
The property (A.1) is the associativity of the productm. The property (A.2) is the neutrality
of the identity with respect to the product m.
Definition 2 A coalgebra B is a vector space (over the field C) in which two linear maps ∆ :
B → B ⊗ B (the ‘coproduct’) and ε : B → C (the ‘counit’) are defined such that
(∆ ⊗ id) ◦∆ = (id⊗∆) ◦∆, (A.3)
(ε⊗ id) ◦∆ = (id⊗ ε) ◦∆ = id. (A.4)
The property (A.3) is the (co-)associativity of the coproduct ∆. The property (A.4) is the
(co-)neutrality of the identity with respect to the coproduct ∆.
It is worth noticing that a coalgebra (B) can always be constructed from an algebra (A) by
duality (i.e. using a nondegenerate map 〈, 〉 : A ⊗B → C) in the following way.
1. First, one renders B a vector space by the definitions
〈a, b+ c〉 := 〈a, b〉+ 〈a, c〉 ∀a ∈ A,∀b, c ∈ B, (A.5)
〈a, λb〉 := λ 〈a, b〉 ∀a ∈ A,∀b ∈ B, ∀λ ∈ C. (A.6)
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2. Secondly, one defines the coproduct ∆ : B → B ⊗ B and the counit ε : B → C by the
relations
〈a⊗ b,∆c〉 := 〈ab, c〉 , (A.7)
ε(c) := 〈IA, c〉 , (A.8)
where 〈, 〉 extends to tensor products pairwise (i.e. 〈a⊗ b,∆c〉 = 〈a, c(1)〉 〈b, c(2)〉 ).
It is easy to verify that ∆ and ε defined by (A.7,A.8) satisfy (A.3,A.4), so that B is a
coalgebra.
Definition 3 (H,m, η,∆, ε) is a bialgebra if
1. H is an algebra with respect to m, η.
2. H is a coalgebra with respect to ∆, ε.
3. ∆ and ε obey the following relations:
∆(ab) = ∆(a)∆(b) ∀a, b ∈ A, (A.9)
ε(ab) = ε(a)ε(b) ∀a, b ∈ A, (A.10)
where the tensor product (h⊗ g)(h′ ⊗ g′) := m(h, h′)⊗m(g, g′) is defined ∀h, h′, g, g′ ∈ H.
The property (A.9) means that the coproduct (∆) furnishes a representation of the product
(m) over H ⊗H. The property (A.10) means that the counit (ε) furnishes a representation of
the product (m) over C.
Definition 4 An Hopf algebra is a bialgebra (H,m, η,∆, ε) with a map S : H → H (the ‘an-
tipode’) such that
m ◦ (S ⊗ id) ◦∆ = η ◦ ε = m ◦ (id ⊗ S) ◦∆. (A.11)
From (A.11) it follows that
S(ab) = S(a)S(b) ∀a, b ∈ H, (A.12)
and that
∆(S(a)) = S(a(2))⊗ S(a(1)) ∀a ∈ H. (A.13)
The property (A.12) says that the antipode (S) furnishes a representation of the product
(m) over H. The property (A.13) says that the antipode (S) furnishes an (anti-)representation
of the coproduct (∆) over H⊗H.
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Definition 5 An Hopf algebra is commutative if it is commutative as an algebra. It is ‘cocom-
mutative’ if it is cocommutative as a coalgebra (i.e. if τ ◦∆ = ∆, where τ is the ‘flip operator’
defined by τ(a(1) ⊗ a(2)) := a(2) ⊗ a(1)).
It is also easy to verify that
Corollary 6 If H is a commutative or cocommutative Hopf algebra, then S2 = id.
We notice that the key difference between a “classical” group and a truly “quantum” group
regards the coalgebra sector: while the former is cocommutative, the latter is noncocommutative.
Definition 7 Two Hopf algebras H and H’ are ‘dually paired’ by a map 〈, 〉 : H ⊗H’→ C if
〈φψ, h〉 = 〈φ⊗ ψ,∆h〉 , 〈1, h〉 = ǫ(h), (A.14)
〈∆φ, h⊗ g〉 = 〈φ, hg〉 , 〈φ, 1〉 = ǫ(φ), (A.15)
〈Sφ, h〉 = 〈φ, Sh〉 , (A.16)
for all φ,ψ ∈ H’ and h, g ∈ H. Here 〈, 〉 extends pairwise to tensor products.
This definition implies that the product of H and the coproduct of H′ are adjoint to each
other under 〈, 〉, and vice-versa. Likewise, the units and counits are mutually adjoint, and the
antipodes are adjoint.
Definition 8 A bialgebra or Hopf algebra H acts1 on an algebra A if a linear map (the action
) is defined ⊲ : H⊗A → A such that
(ab) ⊲ c = a ⊲ (b ⊲ c), ∀a, b ∈ H, ∀c ∈ A. (A.17)
The notion of action is the generalization of the notion of linear transformation to the Hopf
algebras.
Definition 9 Given two Hopf algebras H and A, an action ⊲ of H on A is called covariant if
the conditions hold
1. ⊲ commutes with the product map m (i.e.h⊲(ab) = (h(1)⊲a)(h(2)⊲b), ∀h ∈ H, ∀a, b ∈ A),
2. ⊲ commutes with the unit map η (i.e. h ⊲ IA = ǫ(h)IA, ∀h ∈ H).
We observe that a covariant action involves the coalgebric sector of the Hopf algebra. More-
over a covariant action preserves both the algebraic and the coalgebraic structure of the Hopf
algebra. Two examples of covariant actions are:
1Here we only consider left actions.
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the canonical action
a
can
⊲ b := b(1)
〈
a, b(2)
〉
, (A.18)
the adjoint action2
a
ad
⊲ b := a(1)bS(a(2)). (A.19)
One example of a noncovariant action is
a ⊲ b := ab, (A.20)
that does not preserve the coalgebraic structure of the Hopf algebra.
This completes the review of the definitions and of the properties regarding Hopf algebras
which have been used in this thesis.
2The adjoint action is defined in the case H=A.
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