In this paper, the use of time domain data from piezoelectric active-sensing techniques is investigated for structural health monitoring (SHM) applications. Piezoelectric transducers have been increasingly used in SHM because of their proven advantages. Especially, the use of known and repeatable inputs at high frequency ranges makes the development of SHM signal processing algorithm easier and more efficient. However, to date, most of these techniques have been based on frequency domain analyses, such as impedance-based or high-frequency response functions (FRF) -based SHM techniques. Even with Lamb wave propagations, most researchers adopt frequency domain or wavelets analysis for damage-sensitive feature extraction. This process usually requires excessive averaging to reduce measurement noise and more computational resources, which is not ideal from both memory and power consumption standpoints. Therefore in this study, we investigate the use of autoregressive models with exogenous inputs (ARX) with the measured time series data from piezoelectric active-sensors. The test structure considered in this study is a composite plate, where several damage conditions were manually imposed. The performance of this technique is compared to that of traditional autoregressive models, traditionally used in low-frequency passive sensing SHM applications, and that of FRF-based analysis, and its superior capability for SHM is demonstrated.
INTRODUCTION
Structural health monitoring (SHM) today is a very active field with worldwide interest that seeks to ensure the reliability of civilian and military infrastructure. Over the years, several different methods for performing SHM have emerged. The piezoelectric active-sensing approach has been one of the most popular methods. Piezoelectric materials, such as Lead Zirconate Titanate (PZT), are very useful in SHM because they can perform both duties of sensing and actuation within a local area of the structure. The molecular structure of PZT materials produces a coupling between the electrical and mechanical domains. This type of material generates mechanical strain in response to an applied electric field. Conversely, the materials produce electric charges when mechanically deformed. This coupling property allows one to design and deploy an "active" and "local" sensing system whereby the structure in question is locally excited by a known input, and the corresponding responses are measured at the excitation location with the same device or at other neighboring locations with similar devices. Some advantages of these devices are: compactness, light-weight, low-power consumption, ease of integration into critical structural areas, ease of activation through electrical signals, higher operating frequency, and low cost. The employment of a known input also facilitates subsequent signal processing of the measured output data. locate structural damage. They are based on changes in wave attenuations using wavelets [3, 4] , time-frequency analysis [5] , wave reflections [6, 7] , and time of flight information [8] , and are well-summarized in [1] .
The basic concept of the impedance method is to use high frequency vibrations to monitor local regions of a structure for changes in the structure's mechanical impedance that would indicate permanent or imminent damage [2, 9, 10, 11] . This process is possible using piezoelectric sensor/actuators whose electrical impedance is directly related to the mechanical impedance of the structure to which they are bonded. The impedance measurements can be used to identify changing parameters such as resonant frequencies or modal damping, allowing for the detection and location of damage. As a similar concept, several investigations have been made that utilize the high-frequency portion of frequency response functions (FRF) for detecting damage in structures [12, 13] .
It should be noted, however, that most signal processing techniques using piezoelectric active-sensors have been based on frequency domain analysis, such as those found in impedance-based or high-frequency FRF-based SHM techniques. With Lamb wave propagations, most researchers adopt frequency domain or wavelet analysis for damage-sensitive feature extraction. The time domain data from piezoelectric active-sensors have been sparingly used for damage identification. Lynch [14] used an autoregressive model with exogenous inputs (ARX) time series model to detect damage in an aluminum plate with a newly developed wireless active-sensing unit. Damage detection was however done in the frequency domain after converting the ARX parameters to a frequency domain transfer function. Recently, Silva et al. [15] investigated the use of autoregressive moving average with exogenous input (ARMAX) models to detect a cut in an aluminum beam using a statistical process control chart applied to the residual errors obtained when the model was used to predict the measured response. Fasel et al. [16] used chaotically modulated ultrasonic waves that are imparted to a structure through a piezoelectric patch for bolted joint monitoring. The autoregressive (AR) model of the output signals from a piezoelectric patch were used to identify loose joints. On the other hand, , time series analysis based on the use of AR models have been extensively applied in the SHM process for damage sensitive feature extraction associated with low-frequency passive sensing techniques, such as those using acceleration measurement [17, 18, 19] .
The use of frequency-or wavelet-domain data requires excessive averaging to reduce measurement noise and/or more intensive computational resources, which is not ideal from both memory and power consumption standpoints, particularly if one envisions implementing the SHM on embedded microelectronics hardware. It can be argued that, for linear systems, there is little loss of information going from time domain to frequency domain. However, in many cases, damage causes a structure that initially behaves in a predominantly linear manner to exhibit nonlinear responses. This effect can be diminished by averaging that is typically employed when transforming the time domain data to the frequency domain, thus imposing difficulties in damage identification. Furthermore, time-series analysis has been a well-established research topic for the last few decades that there are rich opportunities to apply algorithms developed for other applications (e.g. speech pattern recognition) to various SHM applications.
In this study, we extend the time series analysis method to piezoelectric active-sensing SHM approaches. In order to capitalize on the nature of active-sensing, e.g., known inputs, time series ARX models are implemented to extract damage sensitive features. The applicability of the proposed algorithms is investigated using measured time series data from piezoelectric active-sensors mounted on the surface of a composite plate, where several damage conditions were manually imposed. For damage identification, several algorithms, including ARX coefficient comparisons, principle component analysis, and Mahalanobis distance analysis, were implemented. The performance of these techniques is compared to that of traditional output-only AR models, typically used in low-frequency passive sensing techniques, and that of FRF-based analysis, and their capability for SHM is demonstrated. Note that the approach presented here is solely based on signal analysis of the measured input and output time response data, and thus, do not take into account any physical information about the structure being analyzed.
FEATURE EXTRACTION: THE ARX MODELS
Time-series analysis takes into account the fact that data points sampled over time may have an internal structure, such as statistical correlations, or systematic trends of varying time scales. The AR model, AR(p), where p defines the order, or number of parameters in the model, is developed from response time-series data and can be written as [17] , referred to as an AR-ARX model based on the assumption that this error term is correlated to the unmeasured input signal. In this study, however, the input generated by a piezoelectric active-sensor, which provides a local excitation of a structure, is used as an exogenous input. Thus, an ARX (p,q) model is fit to the data to capture the input/output relationship between ) (t x and ) (t y , which is intended to enhance the damage detection process by utilizing the information associated with a "known" input provided by the piezoelectric active-sensing system.
In SHM, time series predictive models, such as AR or ARX models, can be used as a damage-sensitive feature extractor based on two approaches: (i) using the residual errors i e and (ii) using the AR and ARX parameters j α and j β . The first approach consists of using the time series predictive model, with parameters estimated from the baseline condition, to predict the response of data obtained from a potentially damaged structural condition. The residual error, which is the difference between the measured and predicted signal, is calculated at time i as follows
where i x is the prediction at the i th sampling instant. For the baseline condition, if the structure exhibits linear dynamics properties and the appropriate time series model order has been selected, the residual errors can be shown to be independent and normally distributed, so that
, with zero mean and variance σ 2 . The first SHM approach (indicated above) is based on the assumption that damage will introduce either linear deviation from the baseline condition or nonlinear effects in the signal and, as a result, the linear model developed with the baseline data will no longer accurately predict the response of the damaged system. As a consequence, the residual errors associated with the damaged system will increase and possibly deviate from a normal distribution. The second SHM approach consists of fitting a time series predictive model to signals from the undamaged and damaged structural conditions. In this approach, the ARX parameters are used directly as damage-sensitive features, and some form of a multivariate classifier can be used to distinguish between the sets of model parameters corresponding to the undamaged and damage classes.
EXPERIMENTAL PROCEDURE: COMPOSITE PLATE
The use of composite materials for structural systems has increased because of their lightweight and high strength properties. However, composites experience various types of damage, including delamination, fiber breakage, matrix cracking, and fiber-matrix debonding that often occur in combinations [21] . These damage modes, which are often difficult to detect, substantially reduce the stiffness and the load capacity, which, in turn, influences the structure's strength, deformation, and stability characteristics. The goal of this investigation is to identify the presence of damage in a composite plate with minimum instrumentation and time-series analysis-based signal processing.
The test structure is shown in Figure 1 . The dimension of the quasi-isotropic composite plate is 609 x 609 x 6.35 mm, whose lay-up contains 48 plies stacked according to the sequence [6(0/45/-45/90)] using 60% Toray T300 graphite fibers in a 934 Epoxy matrix. A pair of Macro Fiber Composite (MFC) piezoelectric patches (25.4 x 12.7 x 0.254 mm) is mounted on one surface of the plate as shown in Figure 1 . One MFC is designated as an actuator, exerting a random input into the structure, and the remaining patch is used to measure the subsequent responses. An additional pair of PZT patches is also installed in the structure, but the measurements made with these sensors were not analyzed, because, with a series of impact loading to induce delamination, the sensors were identified broken and debonded.
A total of 14 baseline measurements with the MFCs were recorded to capture environmental variability before damage was introduced. The baselines were measured under different boundary and temperature conditions over a three week period. For this study, time histories were sampled at a rate of 51.2 kHz, producing 32,768 time points using a commercial dynamic signal analyzer. An amplified random signal (1 V) at the same sampling frequency (51.2 kHz) was used as the voltage input for the tests.
Damage is then introduced into the plate by firing a small projectile out of a gas gun. A gas gun is used to propel a 192.3g steel projectile with a spherical nose at the composite plate. After the test, a pulse-echo ultrasonic scanning was performed to the plate in order to quantify the delamination and to validate the SHM techniques. The ultrasonic view of the plate is shown in Figure 2 , along with the impact locations. The white areas represent full amplitude backwall responses. Increasingly dark regions show delamination between different plies, with the darkest areas near the surface of the impact zone. As shown in this figure, the first impact does not introduce any delamination to the plate, while the other four impacts produce relatively large areas of delamination.
A detailed analysis on this structure under the same experimental condition was reported in our previous papers using Lamb wave propagations [3] and high-frequency FRF [13] . Lamb waves in composite plates travel relatively short distances compared to metallic counterparts because of high damping present within the composite material. In order to obtain an acceptable signal to noise ratio, 16 piezoelectric sensors were mounted on one surface of the plate. Although delamination could be identified with this approach, the projectile impact causes frequent sensor/actuator failures, which produces false indications regarding the plate conditions and negates the effectiveness of the techniques. Comparing FRFs in the range of 5-20 kHz before and after the impacts showed that the response change is well-correlated to the extent of delamination. Cross-correlation coefficients of FRFs before and after the impacts are used to interpret and quantify information from different FRF data sets.
EXPERIMENTAL RESULTS AND ANALYZES

Data Normalization
Before analyzing the data, each input and output time history is split up into four separate 8192-point blocks. In order to eliminate DC bias in time-series data and to normalize the variations associated with the differences in excitation levels, which could be caused by changes in the PZT capacitance and changes in the structural properties with resulting from temperature variations, the following standard normalization procedure was applied to all signals measured in this study. 
where x is the normalized signal, μ and σ are the mean and standard deviation of the original signal, x , respectively.
ARX Model Estimation
The appropriate order of the ARX model is initially unknown. The ARX model in equation (2) Therefore, for an ARX model, the proper model selection requires one to estimate the unknown orders (p,q) of poles and zeros of the system. There are a variety of techniques for choosing the model order, such as Akaikes' information criterion, partial autocorrelation analysis, final prediction error criterion, and minimum description length criterion, which is summarized in [19, 22] . A higher order model may better fit the data, but may not generalize well to other datasets. On the other hand, a low-order model will not necessarily capture the underlying physical system dynamics.
In this work, the Akaike's Information Criterion (AIC) was used in order to find out the optimal AR model order. The AIC has often been used in the past to assess the generalization performance of linear models [20] . This technique simply computes a statistics that is the sum of two terms as follows
where
is an average residual sum of squared errors, n is the number of residual errors, and m is the number of adjustable parameters in the model. It clearly represents a trade-off between the fit of the model and the model complexity. The first term is related to how well the model fits the data, i.e., if the model is too simple the residual errors increase. On the other hand, the second term is a penalty factor related to the complexity of the model, which increases as the number of parameters grows. For the data from the baseline condition, the AIC values converge around a ARX (50,45) model, and this order was selected for the prediction process. The final prediction error criterion and the automated procedure for estimating the ARX model order developed by Al-Smadi and Wilkes [22] yield a similar result. Figure 3 shows an overlap of the measured and estimated time histories for the baseline condition using the ARX (50, 45). From a qualitative point of view, windowed time histories with 80 points shown in Figure 3 show that the ARX model developed from the baseline condition appears to predict the data well. An AR model, which utilizes the output measurements only, is also used to predict the time domain data. As can be seen in the Figure 4 , even with the higher order, e.g., AR(300), the model fails to reasonably predict measured responses. It can be concluded that, for such highdimensional data at high-frequency ranges (> 10 kHz), the output-only AR predictive model is not suited for extraction of damage sensitive features. Figure 5 illustrates the α j model parameters of the ARX model (Eq 2) for the undamaged condition and after the 2 nd impact, which causes delamination on the left side of the plate. The α j parameters were estimated by fitting the ARX model to a time history from the MFC sensor using a least squares technique. The parameters are grouped in order to highlight the differences between parameters from undamaged and damaged states. One can clearly see the differences in the α j parameters before and after the damage, which allows the discrimination of the damage states using this parameter. Another interesting result is shown in Figure 6 , which plots the exogenous input parameters (β j in Eq. 2) under the same condition. Similar to the α j parameters, and the β j parameters also show significant deviations after the structural damage is introduced. This fact indicates that the β j parameters, as well as α j coefficients, can be efficiently used as a damage-sensitive feature. The use of β j parameters can be unique; as this coefficient cannot be obtained in the previous studies based on the passive sensing techniques, and can provide supplementary information regarding the conditions of a structure. In this study, three damage identification procedures are applied on the α j and β j parameters using correlation coefficient, principle component analysis, and Mahalanobis distance analysis. Because impacting the plate is a cumulative damage process, the correlation coefficient is calculated between each impact and the preceding condition. For example, the correlation coefficient is calculated between Impact 1and the baseline measurements. Then, it is calculated between Impact 2 and Impact 1 measurements. This procedure implies that the correlation coefficient is a measure of how the system changes between one damage state and the next. These results are summarized in Table 1 for the α j parameters and Table 2 for the β j parameters, respectively.
ARX Model Parameters for Damage Identification
The largest variation of damage metrics in the baselines is shown to be 0.05 for the α j parameters and 0.027 for the β j parameters. Therefore, any value higher than these values may indicate the presence of damage. After Impact 1, which did not produce delamination in the structure, there are only minor variations. Impact 2 results in the highest damage metric values relative to any other conditions from both the α j and β j parameters. Impact 2 was the highest projectile velocity and caused the most visible damage to the plate. All other impacts cause relatively large increases in the damage metric compared to the baselines, which corresponds to the damage that can be seen in the ultrasonic scans of the plate, shown in Figure 2 . Note that this damage cannot be seen with a visible inspection of the impact surface.
It can be stated that the α j and β j parameters can identify the conditions of the structure with the same accuracy as that provided by our previous studies using FRF analysis [13] . Impact 2 was identified as causing the most significant damage, and impact 5 caused relative smaller delaminations compared to those caused by other impacts. The FRFs in the previous study were estimated by performing Fast Fourier transformation after splitting input and output time histories by 29 separate 4096-point blocks, with 75% overlap. However, the α j and β j parameters could be estimated by a much smaller portion of the time domain data because this method does not require averaging to reduce random and uncorrelated noises. This method also provides supplementary parameters (β j ) that one can use in the damage detection process to further confirm that damage was correctly identified. Table 2 . Correlation damage metric using the β j parameters
Principal Component Analysis of Autoregressive and Exogenous Parameters
PCA is a classical linear technique of multivariate statistics for mapping multidimensional data into lower dimension with minimal loss of information [23, 24] .A brief description of this dimensionality reduction technique is given as follows. Let X be a feature data matrix with n cases and d variables. The matrix X can be decomposed as follows:
where T is called the scores matrix and U is a set of d orthogonal vectors u i also called loadings matrix. The orthogonal vectors can be obtained by decomposing the covariance matrix Σ of the data matrix X in the form of
where Λ is a diagonal matrix containing the ranked eigenvalues λ i , and U is the matrix containing the corresponding eigenvectors. The eigenvectors with the higher eigenvalues are the principal components of the data matrix and they correspond to the dimensions that have the largest variability in the data.
Basically, this technique permits to perform an orthogonal transformation by retaining only the significant eigenvectors m (<d). More precisely, choosing only the first m eigenvectors, the final data matrix can be rewritten without significant loss of information in the form of
and X X E− = (11) where E is the residual matrix and X is the estimated matrix X using the m principal components. The simplest method to assess the importance of a particular component is to take the ratio ζ i = λ i / trace(Λ) or to plot each eigenvalue as a sequence from largest to smallest.
In the SHM field, PCA is used for four primary purposes: (i) evaluation of patterns; (ii) feature visualization; (iii) feature cleansing; and (iv) feature selection. The evaluation of patterns in the data is achieved through a linear mapping of data from the original feature space into a transformed feature space, where the eigenvectors (principal components) are orthogonal to each other and, as a consequence, they are uncorrelated. One can extract a line, plane, or hyperplane that characterize the data. Furthermore, it is a useful graphical technique to take the scores of the first two or three components and perform scatter plots to identify clusters or outliers. Basically, the scores are the projection of the data onto the new coordinate system, where it is simply scores plotted against each other. The loadings plot gives information on which variables are responsible for patterns found in the scores. This plot is simply the loadings of a principal component plotted against the loadings of another principal component. Feature cleansing is a process used to discard those linear combinations of the data that have small contributions to the overall variance, i.e., the principal components with lower eigenvalues. This process can be achieved by reversing the projection back to the original feature space using only the principal components with higher eigenvalues. Feature selection is the process of choosing a subset of X by constructing a matrix X' composed of coordinates on the first m principal components, whose dimension is smaller than the original matrix. However, note that mapping the data into a lower dimension space may result in a loss of some information that can be necessary to discriminate the undamaged and damaged conditions. Additionally, note that PCA simply performs a coordinate rotation to align the transformed axes with the directions of maximum variance. Thus, there is no guarantee that those directions will preserve good features for discrimination.
Mahalanobis Distance of Autoregressive and Exogenous Parameters
Some authors [25] 
In the context of damage sensitive feature classification, the mean vector μ and covariance matrix ∑ represent the baseline condition and x represents the feature vector corresponding to a potential damaged condition. In this study, the baseline condition of the structure is defined using the α j and β j parameters from the undamaged condition. Figure 9 and Figure 10 show the Mahalanobis distances calculated using Eq. (12) for α j and β j parameters, respectively.
The fourteen baseline measurements (32768 data point) were first segmented into four separate 8192-point blocks, extracting α j and β j parameters from each block, and these parameters were used for the training data set of calculating Mahalanobis distance. The first 56 state conditions shown in the figures are based on α j and β j parameters from the baseline condition. After that, two measurements after each impact (again with 32768 data points) were split up into four 8192 point blocks, and the Mahalnobis distances were obtained from each 8192-point block after the α j and β j parameters were extracted. The figures clearly suggest that the Mahalanobis distance provides a clear damage indicator that can discriminate the damaged conditions from undamaged conditions. Note that the data used to establish the baseline condition were also used to test the method. In real-world structures, operational and environmental variations can often mask the damage-related features as well as change the correlation between the magnitude of the features and the damage level. To overcome this drawback, "intelligent" feature extraction procedures are usually required [26] . One general class of these "intelligent" feature extraction approaches consists of using machine learning algorithms to develop a functional relationship that models how changing operational and environmental conditions influence the underlying distribution of the damage-sensitive features. When subsequent features are analyzed with these algorithms and the new set of features are shown not to fit into an appropriate distribution, they are more confidently classified as outliers or, potentially, features from a damaged structure, because the varying operational and environmental conditions have been incorporated into the classification procedure. Although the baseline measurements were taken over a three week period for this study, the measurements may not contain all the variability associated with the real-world environmental condition changes. It should be noted that there are several data normalization techniques, including Mahalanobis distance measure, auto-associative neural networks, factor analysis, and singular value decomposition to name a few, which is working well with the features being used in this study, and summarized in [19] . The capability of the data normalization is another advantage that time series-based signal processing can provide, as the frequency-domain data normalization techniques have not been substantially investigated for this purpose in the past. In summary, the use of the Mahalanobis distance as an effective damage metric (and data normalization procedure) was demonstrated with the features extracted from the time domain data obtained with the piezoelectric active-sensors.
DISCUSSIONS
Time-domain signal processing algorithms have been incorporated into piezoelectric active-sensing based SHM. The results collected from the experimental tests demonstrated the capability of this technology to detect local structural damage with minimal instrumentation. In addition, by employing relatively higher frequency ranges, the method is sensitive to small defects in the structure, and at the same time, the effects of extraneous low-frequency inputs from operational conditions can be reduced. With the implementation of appropriate algorithms, data normalization with respect to temperature or environmental condition changes is also possible. Another advantage of this method would be improved speed and assessment. This proposed method is capable of providing a real-time health monitoring system because the requirement on the hardware is significantly relaxed. The method and associated signal processing algorithms can be embedded into digital signal processers that have been used in low-power, wireless sensing units.
It should be noted that the analysis performed in this study does not consider the distribution of the damage sensitive feature in a statistical context. The main reason is that, with the induced damage, the feature shows changes in the range of 600 -1500% compared to the baselines, and without a statistical analysis, one can clearly infer that they are outliers from the baseline feature distribution. However, if one wants to estimate the sensitivity of the proposed method, the Figure 9 Mahalanobis distances using the α j parameters. Figure 10 Mahalanobis distances using the β j parameters statistical distribution of the damage sensitive feature needs to be characterized, and a method based on statistically rigorous algorithms should be employed, and this is the subject of ongoing studies.
CONCLUSION
A new SHM approach that utilizes time series models applied to data obtained with the piezoelectric active-sensing technique has been presented. Autoregressive models with exogenous inputs in the time domain were used to model the data measured by piezoelectric active-sensors, and the parameters of these models were used as damage sensitive features. Three methods for quantifying feature comparison, correlation analysis, principle component analysis, and Mahalanobis distance analysis were then applied to these features to determine the damage state of a structure. Experimental results on a composite plate were presented to demonstrate the proposed technique where it was shown that damage was clearly indicated with these features even though in most cases the damage was not visible from inspection of the impact surface. The damage detection capabilities were verified with ultrasonic scans of the plate where the subsurface damage could be clearly seen. The performance of this technique is also compared to that of traditional output only AR models and that of FRF-based analysis, and its capability for SHM was demonstrated.
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