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Abstract
We study the problem of characterizing sets of points whose Voronoi diagrams are trees and if so, what are the
combinatorial properties of these trees. The second part of the problem can be naturally turned into the following
graph drawing question: Given a tree T , can one represent T so that the resulting drawing is a Voronoi diagram
of some set of points? We investigate the problem both in the Euclidean and in the Manhattan metric. The major
contributions of this paper are as follows.
• We characterize those trees that can be drawn as Voronoi diagrams in the Euclidean metric.
• We characterize those sets of points whose Voronoi diagrams are trees in the Manhattan metric.
• We show that the maximum vertex degree of any tree that can be drawn as a Manhattan Voronoi diagram is at
most five and prove that this bound is tight.
• We characterize those binary trees that can be drawn as Manhattan Voronoi diagrams.
 2002 Elsevier Science B.V. All rights reserved.
Keywords: Graph drawing; Voronoi diagrams; Graph characterization; Geometric graphs
✩ Research supported in part by the CNR Project “Geometria Computazionale Robusta con Applicazioni alla Grafica ed
al CAD”, the project “Algorithms for Large Data Sets: Science and Engineering” of the Italian Ministry of University and
Scientific and Technological Research (MURST 40%), by NSERC.
* Corresponding author.
E-mail addresses: liotta@diei.unipg.it (G. Liotta), henk@cs.queensu.ca (H. Meijer).
0925-7721/02/$ – see front matter  2002 Elsevier Science B.V. All rights reserved.
PII: S0925-7721(02)00137-2
148 G. Liotta, H. Meijer / Computational Geometry 24 (2003) 147–178
1. Introduction
Voronoi diagrams are one of the most studied structures in computational geometry because of
their use in key application areas including metrology, astronomy, biology, geographic information
systems, computer graphics, and operations research [1,18]. Often papers and book chapters that are
devoted to Voronoi diagrams simplify matters by adopting the “no-degeneracies assumption”, i.e., by
assuming that no four points (also called sites in the following) defining the diagram are co-circular (see,
e.g., [19]) and that at least three sites are not collinear. However, the increasing demand of robust and
reliable computational geometry methodologies in recent years has lead to re-studying basic geometric
problems and structures within more realistic frameworks in which simplifying assumptions that rule out
degenerate configurations of the input are avoided (see, e.g., [25] for a survey).
This paper studies Voronoi diagrams defined by sets of sites which violate the no-degeneracies
assumption. Based on the observation that degenerate configurations of sites in convex position give rise
to Voronoi diagrams that have a tree-like structure, we investigate the combinatorial properties of Voronoi
diagrams that are trees and that can have vertices of degree larger than three. As remarked by Sugihara
and Hiroshima [9,20], studying the combinatorial properties of Voronoi diagrams in the presence of
degeneracies is relevant to the design of robust topologically consistent algorithms that compute the
Voronoi diagram of a set of points in finite precision (see also [21–23]).
We also remark that the study of the combinatorial properties of a given type of geometric graph has
a long tradition in the computational geometry and graph drawing communities (see, e.g., [3]). We give
a few examples below. Monma and Suri [17] proved that each tree with maximum vertex degree at most
five can be the Euclidean minimum spanning tree of some set of points in the plane, while no tree having
at least one vertex with degree greater than six can be realized as a minimum spanning tree (that is,
there cannot be any set on points on the plane whose minimum spanning tree has at least one vertex
of degree larger than six). As for trees having maximum degree equal to six, Eades and Whitesides [8]
showed that it is NP-hard to decide whether such trees can be realized as Euclidean minimum spanning
trees. Combinatorial properties of Delaunay triangulations have been studied by Dillencourt who proved
that all Delaunay triangulations are 1-tough, and have perfect matchings [6]; Dillencourt and Smith [7]
showed that any triangulation without chords or non-facial triangles can be realized as the Delaunay
triangulation of some set of points in the plane. As for minimum weight triangulations, in [11] it is shown
that all maximal outerplanar graphs can be realized as the minimum weight triangulation of some set of
points; the combinatorial properties of minimum weight triangulations whose internal vertices induce
acyclic graphs are studied in [12,24]. The problem of realizing trees and general graphs as various types
of proximity graphs, including Gabriel graphs, relative neighbourhood graphs, and rectangle of influence
graphs are considered in [2,13–16]. For more references on the combinatorial properties of geometric
graphs see also the survey by Jaromczyk and Toussaint [10] and the survey in [4].
A precise statement of the problem addressed in this paper is as follows: We want to characterize those
sets of points whose Voronoi diagrams are trees and if so, what are the combinatorial properties of these
trees. The second part of the problem can be naturally turned into a graph drawing question: Given a
tree T , can one represent T so that the resulting drawing is a Voronoi diagram of some set of points?
We study the problem both in the Euclidean and in the Manhattan metric. A drawing of a graph that is
the Voronoi diagram of a set of sites when distances are measured according to the Euclidean metric
is a Euclidean Voronoi drawing. Similarly, a Manhattan Voronoi drawing is a drawing of a graph that
is the Voronoi diagram of some set of sites in the plane when distances are measured according to the
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Manhattan metric. A graph that admits a Euclidean (Manhattan) Voronoi drawing is said to be Euclidean
(Manhattan) Voronoi drawable.
In the Euclidean metric, a characterization of those sets of points whose Voronoi diagram is acyclic
and a partial characterization of Euclidean Voronoi drawable trees are known. Namely, a well-known
theorem (see, e.g., [19]), states that the Voronoi diagram of a set of points in the Euclidean plane is
acyclic if and only if all points are in convex position. Also, Dillencourt [5] proved that all maximal
outerplanar graphs are drawable as Delaunay triangulations, thus implying that any tree with internal
vertices of degree exactly three admits a Euclidean Voronoi drawing. As far as the Manhattan metric is
concerned, neither a characterization of those sets of sites whose Voronoi diagram is a tree nor classes of
Manhattan Voronoi drawable trees are known.
The major contributions of this paper are as follows.
• We characterize those trees that are Euclidean Voronoi drawable.
• We give a tight upper bound to the maximum vertex degree of any tree that admits a Manhattan
Voronoi drawing.
• We characterize those sets of sites whose Manhattan Voronoi diagram is a tree. This is done by
independently characterizing when the Manhattan Voronoi diagram of a set of sites is acyclic and
when it is connected.
• We characterize those binary trees that are Manhattan Voronoi drawable.
Our proofs about families of Voronoi drawable trees are constructive. Namely, we exhibit algorithms
that receive as input a Voronoi drawable tree T and compute as output a set P of sites whose Voronoi
diagram is a drawing of T . Examples of drawings constructed by the algorithms in this paper are shown in
Fig. 1. Because of the intrinsic nature of the problem that requires to compute degenerate configurations
of sites and Voronoi diagrams whose vertices can be any points of the plane, we assume the real RAM
model of computation to analyze the time complexity of our drawing algorithms.
The remainder of this paper is organized as follows. Preliminaries are in Section 2. The characteriza-
tion of Euclidean Voronoi drawable trees is in Section 3. The upper bound to the maximum vertex degree
of Manhattan Voronoi drawable trees is established in Section 4. The result of Section 4 leaves open the
following question: Does every tree whose maximum vertex degree is within the established upper bound
admit a Manhattan Voronoi drawing? Answering the question is the subject of Sections 5, 6 and 7. More
precisely, in Section 5 we characterize those sets of sites whose Manhattan Voronoi diagram is a tree
and use this result to describe the proper subset of binary trees which are Manhattan Voronoi drawable
(Sections 6 and 7). Conclusions and open problems can be found in Section 8.
2. Preliminaries
We assume familiarity with basic terminology of computational geometry and graph drawing (see
also [3,19]) and recall some basic definitions and properties that will be used in this paper.
Let P = {p0,p1, . . . , pn−1} denote a set of n distinct points in the plane. A point p ∈ P will be called
a site. The convex hull of P , denoted as CH(P ), is the smallest convex set containing P . Every site of P
is either a vertex of the boundary of CH(P ) or it is a non-boundary point of CH(P ). We say that a point
p is a vertex of CH(P ) if p is a vertex of the boundary of CH(P ).
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Fig. 1. Two Voronoi drawings of trees. (a) Euclidean Voronoi drawing and (b) Manhattan Voronoi drawing. The white circles
are sites, the black circles are vertices of the drawing. For display purposes, the edges of infinite length of the Voronoi diagrams
have been replaced by edges of finite length incident to the leaves of the trees.
For a given metric, we denote with d(u, v) the distance function between two points u and v. Under
the Euclidean (also called L2 metric), the Voronoi region of a site pi , denoted by V (pi) is the set of
all points q for which d(q,pi) d(q,pj ) for all sites pj , with i = j . The set of all points q for which
d(q,pi) = d(q,pj ) is the Euclidean separator of pi and pj and is denoted as Sep(pi,pj ). Fig. 2(a)
shows the Voronoi region of the point p0 under the Euclidean metric. In the figure sites are white and
Voronoi vertices are black; we will use this convention through all figures of the paper.
Under the Manhattan (also called L1) metric, the definition of Manhattan separator of sites pi and
pj is as follows [1]. Assume that pi is lexicographically smaller than pj and let Dom(pi,pj ) = {q |
d(q,pi) < d(q,pj )} and Dom(pj ,pi)= {q | d(q,pj ) d(q,pi)}. The Manhattan separator of sites pi
and pj , denoted by Sep(pi,pj ), is the common boundary of Dom(pi,pj ) and Dom(pj ,pi). The Voronoi
region of a site pi under the L1 metric is V (pi)=⋂j =i Dom(pi,pj ). Therefore, according to the above
definition, the Voronoi region of a site in the L1 metric in general does not contain all points of its
boundary and may contain areas of thickness 0. However, since the characterization results of this paper
are not affected by whether the Voronoi regions contain their boundaries or have areas of thickness 0,
we assume through the paper that a Voronoi region of a site always contains its boundary both in the
Euclidean and in the Manhattan metric, and that it does not contain areas of thickness 0. Fig. 2(b) shows
the Voronoi region of the point p1 under the Manhattan metric.
The Voronoi diagram of P , denoted by Vor(P ) is the collection of all boundaries of the Voronoi
regions V (pi). A vertex of Vor(P ) is a point shared by the Voronoi regions of three or more sites of P .
A Voronoi vertex is a point of the plane characterized as follows.
Property 1 [18]. A point v of the plane is a vertex of Vor(P ) if and only if there exists a disk Cv centered
at v and passing through three or more sites such that no other sites of P are points inside Cv.
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Fig. 2. A set P of sites and its Voronoi diagram: (a) with the Euclidean metric and (b) with the Manhattan metric. The dotted
lines describe Voronoi disks.
Let v be a vertex of Vor(P ) shared by the Voronoi regions of sites pi, . . . , ph. We call pi, . . . , ph the
Voronoi sites of vertex v and we will sometimes denote v as v(pi, . . . , ph) when it is important to specify
its (three or more) Voronoi sites. Also, we denote with Cv the Voronoi disk of v(pi, . . . , ph), i.e., the disk
centered at v and passing through the Voronoi sites of v.
An edge of Vor(P ) is the common boundary of two Voronoi regions. Let e be an edge of Vor(P ) shared
by the Voronoi regions of sites pi,pj . We call pi,pj the Voronoi sites of edge e. We will sometimes
denote e as e(pi,pj ) when it is important to specify its two Voronoi sites.
Fig. 2 shows Voronoi vertices, edges and disks both in the Euclidean and in the Manhattan metric. In
the figure sites are white and Voronoi vertices are black; we will use this convention through all figures
of the paper.
In the next section we will often talk about graphs for which there exist sets of sites whose Voronoi
diagrams are isomorphic to the given graphs. Let G be a graph such that there exists a set of sites P with
the property that the Euclidean Voronoi diagram of P is isomorphic to G; we say that G is Euclidean
Voronoi drawable and we call Vor(P ) a Euclidean Voronoi drawing of G. Similarly, let G be a graph such
that there exists a set of sites P with the property that the Manhattan Voronoi diagram of P is isomorphic
to G; we say that G is Manhattan Voronoi drawable and we call Vor(P ) a Manhattan Voronoi drawing
of G. For display purposes, we assume that in a Voronoi drawing all edges have finite length, that is the
infinite rays of a Voronoi diagram are replaced by edges of finite length in a Voronoi drawing.
3. Euclidean Voronoi drawable trees
Dillencourt [5] proved that all maximal outerplanar graphs are drawable as Delaunay triangulations.
By duality, the result of Dillencourt implies that all trees with internal vertices having degree three are
Euclidean Voronoi drawable. In this section, we extend this result by compeletely characterizing the
family of Euclidean Voronoi drawable trees. We first recall a characterization of those sets of sites whose
Eucldean Voronoi diagrams are acyclic.
Theorem 1 [19]. Let P be a set of sites on the plane and let p ∈ P . The Voronoi region of p is unbounded
if and only if p is a vertex of the convex hull of P .
152 G. Liotta, H. Meijer / Computational Geometry 24 (2003) 147–178
Theorem 1 together with the fact that the Euclidean Voronoi diagram of a set of sites P is a connected
graph if and only if there exists at least three sites of P that are not collinear [18], leads to the following
characterization of those sets of points whose Euclidean Voronoi diagram is a tree.
Corollary 1. Let P be a set of sites on the plane. Vor(P ) is a tree if and only if every site of P is a vertex
of the convex hull of P and not all sites of P are collinear.
We are going to study configurations of sites which satisfy Corollary 1 and give rise to special types
of Voronoi drawings. Let v(p0, . . . , ph) be a Voronoi vertex and let Cv be its Voronoi disk. The support
lines of v are the h straight-lines t0, . . . , th such that each ti is tangent to Cv at site pi (0 i  h). We say
that a Voronoi drawing Vor(P ) of a tree is regular if for each non-leaf vertex v ∈ Vor(P ),
• v is a point of the convex hull CH(P ).
• Each support line ti of v is such that all sites of P are points of the same open half-plane defined by
ti (i.e., all sites of P lie on the same side of ti ).
For example, Fig. 3 shows two Voronoi drawings of the same tree T . The drawing of Fig. 3(a) is
not a regular Voronoi drawing because the support line t0 of vertex v leaves sites p2 and p3 in opposite
half-planes; conversely, the drawing of Fig. 3(b) is a regular Voronoi drawing of T .
We shall provide a drawing algorithm that receives as input a tree T and computes a regular Voronoi
drawing of T . A high-level description of the algorithm is as follows (see also Fig. 5): The tree is first
rooted at a vertex r and a regular Voronoi drawing of the subtree induced by r and by its children is
computed by placing sites equidistant on a circle; then, for each child u of r the subtree rooted at u is
recursively drawn by inserting new sites in a suitable region of the plane associated with u. We start by
defining such suitable region and then we give a detailed description of the drawing algorithm.
Let Vor(P ) be a regular Voronoi drawing of a tree, let u be a leaf of Vor(P ), let v be the vertex adjacent
to u, and let e(pi,pj ) be the edge connecting v to u. Let Cv be the Voronoi disk of v and let Arc(pi,pj )
be the arc of Cv connecting pi to pj and intersected by e(pi,pj ) (see, e.g., Fig. 4 where i = 0 and j = 1).
Let ti , tj be the two support lines of v such that ti passes through pi and tj passes through pj and let a
be the intersection point of ti and tj (assume for the moment that a exists). In the construction that we
Fig. 3. Two Voronoi drawings of the same tree T . (a) A non-regular Voronoi drawing of T . (b) A regular Voronoi drawing of T .
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Fig. 4. A regular Voronoi drawing of a tree with highlighted the safe region of a leaf u. Support lines t0 and t1, Arc(p0,p1) and
Cone(t0, t1) are highlighted.
are going to describe in the proof of Lemma 2 we start with at least three points equidistant around a
circle and ti , tj cannot be parallel lines. The safe region of leaf u, is the portion of the plane bounded by
segment pia, segment pja, and by Arc(pi,pj ); the safe region of u will be denoted as Su. From now
on we assume that Su is an open set. We denote with Cone(ti, tj ) the (convex) cone defined by the two
support lines ti , tj that contains all sites of P and call a the apex of the safe region Su. Fig. 4 depicts
the safe region of a leaf u in a regular Voronoi drawing of a tree and also shows the notation for the
geometric objects just described. The following property is an immediate consequence of the definition
of safe region.
Property 2. Let Su be the safe region of a leaf in a regular Voronoi drawing Vor(P ) of a tree. We have
that Su ∩CH(P )= ∅.
Lemma 1. Let Su be the safe region of a leaf in a regular Voronoi drawing Vor(P ) of a tree. The Voronoi
disk of any non-leaf vertex of Vor(P ) does not intersect Su.
Proof. We adopt the notation introduced with the definition of safe region: We denote with v the ancestor
of leaf u, with e(pi,pj ) the edge connecting u to v, with Cone(ti, tj ) the cone defined by the two support
lines ti , tj , and with Cv the Voronoi disk of v passing through pi and pj .
The lemma is true for Cv because Su is an open set. So, let us focus on an internal vertex w of Vor(P )
such that w = v and suppose for a contradiction that Cw intersects Su. The regularity of Vor(P ) implies
that the Voronoi sites of w are also points of Cone(ti , tj ); Property 1 implies that neither pi nor pj can be
a point inside Cw. Hence, if Cw intersects Su then Cw must share two points with Arc(pi,pj ) and those
points of Cw that are not in Su are inside Cv . By Property 1 no sites of P are inside Cv . Therefore, if Cw
intersects Su then at least one Voronoi site of w must be a point of Su. However, by Corollary 1 all sites
of P are vertices of CH(P ) and by Property 2 CH(P ) ∩ Su = ∅. It follows that no point of Su can be a
Voronoi site of w: contradiction. ✷
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Fig. 5. Constructing a Euclidean Voronoi drawing of a tree as explained in the proof of Lemma 2: (a) Euclidean Voronoi drawing
of a tree with only one internal vertex. (b) A tree T with non-leaf vertices u and v highlighted. (c) A Euclidean Voronoi drawing
Vor(P ′) of a tree T ′ defined by removing from T the leaves adjacent to u. Region Su and arc Au are highlighted in the figure.
(d) A Euclidean Voronoi drawing Vor(P ) of T computed by adding sites on Au. A non-leaf vertex w and the corresponding
Cw are highlighted.
Lemma 2. Let T be a tree with at least one edge and without vertices of degree two. Tree T admits a
regular Euclidean Voronoi drawing.
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Proof. The proof is by induction on the number of internal vertices of T . We compute a set of sites P
for which Vor(P ) is a regular Euclidean Voronoi drawing of T . The edges of Vor(P ) that have infinite
length are replaced by edges of finite length at the end of the construction.
If T does not have any internal vertex, P is a pair of distinct sites of the plane and Vor(P ) is a single
edge, which is a regular Euclidean Voronoi drawing of T . If T has exactly one internal vertex, let r be
such internal vertex and let k be the degree of r . P is the set of vertices of a regular k-gon. Vor(P )
consists of one internal vertex representing r and of k edges incident to r and it is a regular Voronoi
drawing of T . See for example Fig. 5(a) where the support lines of r are depicted.
Assume by induction that any tree with m− 1 (m> 2) internal vertices and no vertices of degree two
has a regular Voronoi drawing and suppose that T has m internal vertices. Let u be an internal vertex
of T such that u is adjacent to k leaves and to exactly one other internal vertex that we call v. See for
example Fig. 5(b). Let T ′ be the tree obtained by removing from T all the leaves adjacent to u. Since T ′
has m− 1 internal vertices, by the inductive hypothesis there exists a set of sites P ′ such that Vor(P ′) is
a regular Voronoi drawing of T ′. See for example Fig. 5(c). Let e(pi,pj ) be the Voronoi edge of Vor(P ′)
connecting the point representing v to the point representing u. In order to define P , we perform the
following three tasks on Vor(P ′) (also refer to Fig. 5).
(1) We compute the safe region Su of u with apex a.
(2) We choose a point cu on e(pi,pj ) close enough to v so that the following holds:
• d(cu,pi) < d(cu, a).
• Let Cu be the circle centered at cu with radius d(cu,pi), let t be the tangent to Cu at pi , and let
t ′ be the tangent to Cu at pj . Let H be the closed half-plane defined by t that contains cu and let
H ′ be the closed half-plane defined by t ′ that contains cu. We have that all sites of P ′ are points of
H ∩H ′.
(3) Let Au be the arc defined by the intersection of Cu with Su. See for example Fig. 5(c) where Au is
highlighted. We choose k− 1 sites on Au and call this set of sites P ′′. Since vertex u in Fig. 5(b) has
four adjacent leaves, we have chosen three sites on Au in Fig. 5(d).
Set P is now defined as the union P ′ ∪ P ′′. To show that Vor(P ) is a regular Voronoi drawing of T ,
we remark that:
• Vor(P ) is a tree: We prove that P satisfies Corollary 1. Clearly, not all points of P are collinear since
P ′′ consists of a set of cocircular points. It remains to be shown that all sites of P are also vertices of
CH(P ).
Let us walk clockwise around the boundary of CH(P ′): let pi−1 be the last site of P ′ encountered
before pi and let pj+1 be the first site of P ′ encountered after pj . Let pi+1 and pj−1 be the first
and the last site of P ′′ encountered when walking along Au from pi to pj , respectively (see for
example Fig. 5(d)). Observe that sites pi−1 and pi+1 are points on the same side of the tangent line
t which passes through pi ; similarly, sites pj−1 and pj+1 are points on the same side of the tangent
line t ′ which passes through pj . It follows that sites pi−1,pi,pi+1 form in the closed half-plane H
an angle  pi−1pipi+1 < π and that sites pj−1,pj ,pj+1 form in the closed half-plane H ′ an angle
 pj−1pjpj + 1 < π . Also, all sites of P ′′ are chosen to be cocircular points in Su and by Property 2
no site of P ′′ is a point of CH(P ′). Finally, since Vor(P ′) is a tree, by Corollary 1 all sites of P ′ are
vertices of CH(P ′). It follows that CH(P ′)⊂ CH(P ) and that every site of P is a vertex of CH(P ).
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• Vor(P ) is a Euclidean Voronoi drawing of T : Let w be any non-leaf vertex of Vor(P ′). Property 1
applied to Vor(P ′) implies that no site of P ′ is inside Cw and Lemma 1 implies that no site of P ′′ is
inside Cw. It follows that w is also a vertex of Vor(P ) (see Property 1). Let us now focus on point cu
and on circle Cu. Cu is a circle through all sites of P ′′ and no sites of P ′ are inside Cu (every point
inside Cu either belongs to Su which does not contain any site of P ′ by Property 2, or it is inside Cv
which does not contain any site of P ′ by Property 1). Again by Property 1, we can concludes that
cu is a Voronoi vertex of Vor(P ). It follows that Vor(P ) is a tree with the same non-leaf vertices of
Vor(P ′) plus the non-leaf vertex cu. This implies that Vor(P ) is a Voronoi drawing of T , where point
cu represents vertex u of T .
• Vor(P ) is a regular Voronoi drawing: Since cu is a point of CH(P ′) by construction and Vor(P ′) is
regular, we have that all vertices of Vor(P ) are points of CH(P ′) and hence they are also points of
CH(P ). It remains to be proven that for each non-leaf vertex x of Vor(P ) and for each support line t
of x, all sites of P are points in one of the two closed half-planes defined by t .
Let w be any non-leaf vertex of Vor(P ) ∩ Vor(P ′) and let tˆ be any support line of w. Since tˆ passes
through a Voronoi site of w and all sites of P ′ are inside Cone(ti, tj ) and not in Su by Property 2,
it follows that if tˆ intersected Su it would also intersect Arc(pi,pj ). But this implies that pi and pj
are on different sides of tˆ , contradicting the inductive hypothesis about the regularity of Vor(P ′).
Therefore, all sites of P are points of one of the two closed half-planes defined by tˆ .
Consider now the support lines of cu: by construction, support lines t and t ′ leave all sites of P ′
and Arc(pi,pj ) in one of the two closed half-planes that they define. Concerning the other support
lines of cu note that all sites of P ′′ are cocircular points of arc Au, that all sites of P ′ are points of
Cone(ti , tj ), and that by Property 2 no site of P ′ is a point of Su. As a consequence, any support line
of cu leaves all sites of P in one of the two closed half-planes that it defines.
If follows from the discussion above that Vor(P ) is a regular Voronoi drawing of T . ✷
We are now ready to prove the main result of this section.
Theorem 2. A tree T with n vertices is Euclidean Voronoi drawable if and only if it has at least one edge
and no vertices of degree two. Futhermore, an Euclidean Voronoi drawing of T can be computed in O(n)
time assuming the real RAM model of computation.
Proof. As for the first part of the statement, Lemma 2 shows that if a tree has at least one edge and no
vertices of degree two then it is Euclidean Voronoi drawable. The converse is a consequence of the fact
that non-leaf Voronoi vertices have degree at least three and that a Voronoi diagram has always at least
one edge.
Concerning the second part of the statement, we recall that the recursive drawing strategy described
in the proof of Lemma 2 consists of m steps where m is the number of internal vertices of T . At each
step of the recursion the three tasks in the proof of Lemma 2 are executed. The first two tasks can be
performed in constant time in the real RAM model of computation. The third task can be performed in
time proportional to the number of neighbours of the current internal vertex of T . Therefore, the total
cost of the drawing procedure is proportional to the size of T . ✷
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4. Drawable and forbidden Manhattan Voronoi trees
We now study the problem of drawing trees as Manhattan Voronoi diagrams. More precisely, in this
section we shall establish a tight upper bound to the maximum vertex degree of Manhattan Voronoi
drawable trees. Since our result is based on studying configurations of edges incident on a common
vertex of a Manhattan Voronoi diagram and since an edge e(p, q) is a subset of the Voronoi separator
Sep(p, q), we start by recalling some basic properties of Voronoi separators. The following property
follows from the fact that if d(q,pi) = d(q,pj ) and if pi is lexicographically smaller than pj , then
q ∈ V (pj) [1].
Property 3. Let p and q be two sites. The eight possible shapes of the Manhattan separator Sep(p, q)
are shown in Fig. 6.
A consequence of Property 3 is the following (see for example Fig. 6(g)).
Property 4. Let R be an axis-oriented rectangle containing sites p and q. The intersection of Sep(p, q)
and the complement of R in the Manhattan metric consists of two horizontal, or two vertical, or a
horizontal and a vertical half-lines.
Since Voronoi edges are subsets of Voronoi separators, by Property 3 it follows that an edge incident
to a vertex can be either horizontal, vertical, or have slope ±1. Therefore, there cannot be more than eight
edges incident on a same vertex.
What we establish next is that the actual upper bound on the number of edges incident to a vertex of a
Voronoi diagram is smaller than eight. To this aim, we exploit well-known properties of Voronoi regions
and further investigate certain configurations of edges incident on a common Voronoi vertex.
Property 5 [1]. The Voronoi region V (pi) of a site pi under the L1 metric is a star shaped polygon and
pi lies in its kernel.
Let p ∈ P be a site and let V (p) be its Manhattan Voronoi region. By definition, the boundary of
V (p) consists of (portions of) separators between sites. A segment of V (p) is a portion of a separator
that defines the boundary of V (p) and that does not contain any bend. Let v be a vertex of V (p) such
that the two segments of V (p) incident on v form an angle of π/4. The two segments incident on v are
Fig. 6. The eight possible shapes of a Manhattan separator of two sites.
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Fig. 7. (a) A pocket and (b) a claw at a vertex v of a Manhattan Voronoi diagram.
said to form a pocket at v. For example, segments s0 and s1 in Fig. 7(a) form a pocket at v. Note that if
two segments form a pocket, then one of them is either horizontal or vertical.
Lemma 3. Let p ∈ P be a site, let V (p) be its Voronoi region in the Manhattan metric, and let v be a
vertex of V (p) such that two segments of V (p) form a pocket at v.
(1) If one of the two segments of the pocket is horizontal then p has the same y-coordinate as v.
(2) If one of the two segments of the pocket is vertical then p has the same x-coordinate as v.
Proof. We prove the first item of the statement. The proof for the other case follows the same reasoning.
Let s0 and s1 be the two segments that form the pocket and let s0 be the horizontal segment; refer also to
Fig. 7(a). There is a site q such that s1 ⊂ Sep(p, q).
Let R be an axis-aligned rectangle containing p and q. From Property 4 we have that s1 ⊂R. Therefore
p cannot lie above the horizontal line containing s0. By Property 5, V (p) is star shaped and p lies in its
kernel, which implies that p cannot lie below the horizontal line containing s0, otherwise v ∈ V (p) would
not be visible from p. It follows that p lies on the horizontal line containing s0. ✷
Lemma 4. Let p ∈ P be a site, let V (p) be its Voronoi region in the Manhattan metric, and let v be a
vertex of V (p) such that two segments of V (p) form a pocket at v and one of the segments of the pocket
is horizontal. Then the x-coordinate of p is larger than the x-coordinate of v.
Proof. By Lemma 3, p and v have the same y-coordinate. Let s0 be the horizontal segment of the pocket.
There is a site q such that s0 ⊂ Sep(p, q) and by Property 3, Sep(p, q) has either the shape of Fig. 6(a)
or the shape of Fig. 6(e). It follows that p is to the right of v. ✷
An immediate consequence of Lemma 4 and of Property 3 is the following.
Corollary 2. Let s0 be an horizontal segment of a pocket at v. Segment s0 cannot be incident to v from
its left-hand side.
Let p and q be two sites of P such that V (p) ∩ V (q) = ∅ and let v be a vertex of V (p) ∩ V (q).
There is a pair of segments of V (p) incident on v and a pair of segments of V (q) incident on v such that
these two pairs share a segment. Let s1 be the segment of V (p)∩ V (q) incident on v, let s0 be the other
segment of V (p) incident on v and let s2 be the other segment of V (q) incident on v (see also Fig. 7(b)).
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We say that the triplet s0, s1, s2 forms a claw at v if the pair s0, s1 forms a pocket at v and the pair s1, s2
forms a pocket at v. Segment s1, shared by the two pockets defining the claw, is called the mid-segment
of the claw. The triplet s0, s1, s2 of Fig. 7(b) forms a claw at v.
Lemma 5. Let P be a set of sites and let v be a vertex of Vor(P ) in the Manhattan metric. There cannot
be a claw at v whose mid-segment is either horizontal or vertical.
Proof. Let s0, s1, s2 be the triplet that forms a claw at v, let s1 be the mid-segment of the claw, and let s1
be shared by the Voronoi regions of two sites p and q such that s0, s1 are segments of V (p) and s1, s2 are
segments of V (q). Suppose for a contradiction that s1 is either horizontal or vertical; refer to Figs. 8(a)
and (b). Since s0, s1 forms a pocket at v, by Lemma 3 p lies on the (horizontal or vertical) line that
contains s1. Similarly, s1, s2 forms a pocket at v, by Lemma 3 also q lies on the line that contains s1.
Observe however that s1 is a portion of Sep(p, q) and by Property 3 the Manhattan separator of two sites
cannot be along the line defined by the sites. ✷
Fig. 8 illustrates the forbidden configurations for the segments incident on a same vertex described in
Lemma 5.
Two claws incident on a same vertex of Vor(P ) are said to be opposite if their mid-segments lie on the
same line. Fig. 9 shows all possible configurations of opposite claws.
Lemma 6. Let P be a set of sites and let v be a vertex of Vor(P ) in the Manhattan metric. There cannot
be two opposite claws at v.
Proof. By Lemma 5, there cannot be any claw at v whose mid-segment is either horizontal or vertical.
Therefore, there cannot be opposite claws of the type of Figs. 9(a) and (b). It remains to be proved that
Fig. 8. Forbidden configurations for the segments incident on a vertex v of a Manhattan Voronoi diagram and forming a claw.
Fig. 9. Opposite claws.
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there cannot be two opposite claws at v that have mid-segments both with slope +1 or both with slope
−1 (Figs. 9(c) and (d)).
Suppose Vor(P ) is such that there are two opposite claws at v whose mid-segments both have slope
+1. Let s1 and s′1 be these two segments and assume that s1 is incident to v from below; see Fig. 9(c).
By the definition of a claw, s1 is shared by two pockets, one of which has an horizontal segment incident
to v. Let s0 be such a horizontal segment. The segment s0 is a segment incident to v from its left-hand
side and forms a pocket at v with s1, which is impossible by Corollary 2. The proof in the case that the
mid-segments of the opposite claws have slope −1 follows the same reasoning. ✷
Lemma 7. A Manhattan Voronoi drawable graph cannot have vertices with six or more incident edges.
Proof. Let P be a set of sites, let Vor(P ) be its Manhattan Voronoi diagram, and let v be a vertex
of Vor(P ). By Property 3, every segment incident on v is either horizontal, or vertical, or has slope
±1. Suppose there were six or more edges incident on v. This would imply either the existence of two
opposite claws at v or the existence of at least one claw at v whose mid segment is either horizontal or
vertical, which is impossible by Lemma 5 and Lemma 6, respectively. Thus, the maximum vertex degree
of v is at most five. ✷
A natural question raised by Lemma 7 is whether there can be Manhattan Voronoi drawable trees with
vertices of degree five.
Lemma 8. There exist Manhattan Voronoi drawable trees with vertices of degree five.
Proof. See Fig. 10, where Manhattan Voronoi drawings of trees with vertices of degree five are
shown. ✷
The discussion in this section can be summarized as follows.
Fig. 10. Manhattan Voronoi drawings of trees. Left is a drawing of a tree with two internal vertices of degree five and right is a
drawing of a tree with three internal vertices of degree five.
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Theorem 3. A Manhattan Voronoi drawable graph cannot have vertices with six or more incident edges.
Also, there exist Manhattan Voronoi drawable trees that have vertices of degree five.
5. Point sets in the Manhattan metric
Motivated by Theorem 3 we focus on the following question: Are all trees with vertex degree at most
five and no vertices of degree two Manhattan Voronoi drawable? As a basic ingredient for answering the
question we start by looking for a counterpart, in the L1 metric, of Theorem 1 and of Corollary 1.
In this section we characterize those sets of points whose Voronoi diagram is a tree in the Manhattan
metric. The characterization is given in terms of properties of a suitable labeling of the sites. The section
is organized as follows:
• In Section 5.1 we introduce the labeling of the sites.
• Those sets of points whose Voronoi diagram is acyclic in the Manhattan metric are characterized in
Section 5.2.
• Those sets of points whose the Voronoi diagram is connected in the Manhattan metric are
characterized in Section 5.3.
5.1. Labels and cones
Let P be a set of sites and let p be a site of P . We associate different labels to p based on whether
some cones having p as their apex contain or do not contain other sites. We first define the cones and
then explain the labeling.
Let l− and l+ be two lines of slope −1 and +1 through p, respectively. The lines l− and l+ define four
convex cones with apex p. We call East cone of p, denoted by EC(p), the cone to the right of p, i.e., the
cone that contains the positive x-axis with p as origin. Similarly, we define the North cone of p (NC(p)),
West cone of p (WC(p)), and South Cone of p (SC(p)) as the cones with apex p and that are above, to the
left of, and below p, respectively. The cones EC(p), NC(p), WC(p) and SC(p) do not include points of
l− or l+. The set of points of l+ with x- and y-coordinates larger than those of p is called the north–east
bisector of p and is denoted by ne(p). The north–west bisector of p, denoted as nw(p) is the portion of
l− whose points have larger y- and smaller x-coordinates than p does. Similarly, the South–East bisector
of p (denoted as se(p)), and the South–West bisector of p (denoted as sw(p)) can be defined as the
portions of l− and l+ that lie in the fourth and third quadrant of p and that do not contain p. Let C(p)
be one of the four cones of p defined above, i.e., C(p) = EC(p), or NC(p), or WC(p) or SC(p). We
use the notation C[p] to denote the cone C(p) including its boundary (but excluding the apex p). C(p]
includes only the right boundary when the interior of the cone is viewed from p, and C[p) is the cone
plus the left boundary. For example, EC[p] = EC(p) ∪ se(p) ∪ ne(p), NC[p) = NC(p) ∪ nw(p) and
NC(p] = NC(p)∪ ne(p). Finally we denote by e(p) and w(p) the points on the horizontal line through
p to the right and left of p, respectively, and by n(p) and s(p) the points on the vertical line through p
above and below p, respectively. See Fig. 11 for an illustration, where the dotted boundaries are not part
of WC(p) nor EC(p], while the solid boundary is part of EC(p].
Let P be a set of sites. We associate to each site p ∈ P a list list(p) of labels in the set {N,W,S,E}
according to the following rule:
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Fig. 11. Cones and bisectors of p.
• E ∈ list(p) if P ∩ EC[p] = ∅.
• W ∈ list(p) if P ∩WC[p)= ∅ or P ∩WC(p] = ∅.
• N ∈ list(p) if P ∩NC(p] = ∅.
• S ∈ list(p) if P ∩ SC[p)= ∅.
We say that p has the empty North cone property if N ∈ list(p). Similarly, p has the empty West cone
property, empty South cone property, and empty East cone property if either W ∈ list(p), or S ∈ list(p),
or E ∈ list(p). We say that p satisfies the empty cone property if it has either the empty East, or North,
or West, or South cone property, i.e., if list(p) = ∅. For example, Fig. 12 shows a set of points, some of
which satisfy the empty cone property. In the figure, labels are depicted as arrows: An arrow pointing
East stands for an E label, and arrow pointing West stands for a W label and so on. Note that there can be
sites with associated more than one label and that there can be sites with no labels. For example point p
does not have a label N because there are sites on ne(p), which is part of NC(p]. Similarly, point q does
not have a W label because P ∩WC[q) = ∅ and P ∩ WC(q] = ∅; in the figure, WC(q] is highlighted.
5.2. Characterizing acyclicity
We start by establishing conditions under which the Voronoi region V (p) of a site p is unbounded.
These conditions are expressed in terms of properties of the North, West, East and South cones of p.
Lemma 9. Let p be a site and let V (p) be its Voronoi cell in a Manhattan Voronoi diagram.
• e(p)⊂ V (p) if and only if E ∈ list(p).
• w(p)⊂ V (p) if and only if W ∈ list(p).
• n(p)⊂ V (p) if and only if N ∈ list(p).
• s(p)⊂ V (p) if and only if S ∈ list(p).
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Fig. 12. A set of points and their labels represented by arrows. Some of the cones and bisectors used for defining the labeling
of the sites are also highlighted.
Proof. We only prove the first item. The proofs for the other items follow a similar reasoning. If
E /∈ list(p) then EC[p] contains at least one site q. Then Sep(p, q) has one of the shapes shown in
Figs. 6(a), (b), (e), (f) or (h), with p to the left of q. Therefore e(p) intersects Sep(p, q) and e(p) ⊂ V (p).
If E ∈ list(p) then EC[p] does not contain sites, so any other site q is in NC[p)∪ WC(p)∪ SC(p]. For
a site q in NC[p), Sep(p, q) has one of the shapes shown in Figs. 6(a), (c), (d) or (g), with p lower
than q. For a site q in WC(p), Sep(p, q) has one of the shapes shown in Figs. 6(b), (f) or (h), with p
to the right of q. For a site q in SC(p], Sep(p, q) has one of the shapes shown in Figs. 6(c), (d), (e) or
(g), with p above q. In all of these cases, we have that Sep(p, q) does not intersect e(p) and therefore
e(p)⊂ V (p). ✷
We are now in a position to give the counterpart of Theorem 1 in the Manhattan metric.
Theorem 4. A Voronoi diagram Vor(P ) is acyclic if and only if every site p ∈ P satisfies the empty cone
property, i.e., it is such that list(p) = ∅.
Proof. If every site p is such that list(p) = ∅, then by Lemma 9 all Voronoi regions are unbounded.
This implies that Vor(P ) is acyclic. Conversely, assume that Vor(P ) is acyclic. So for each site p, V (p)
is unbounded. Consider an axis-oriented rectangle R that contains all sites. By Property 4 we have that
V (p) outside this rectangle consists of just horizontal and/or vertical half-lines attached to R. Since by
Property 5 we have that the Voronoi cells are star-shaped and that p is contained in its kernel, we have
that at least one of n(p), w(p), s(p) or e(p) is contained in V (p). From this and Lemma 9 it follows
that every site p is such that list(p) = ∅. ✷
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5.3. Chracterizing connectivity
The Voronoi diagram of a set of sites in the Manhattan metric may be not connected, as the examples
of Fig. 13 show. The conditions under which a Voronoi diagram in the Manhattan metric is not connected
can be expressed in terms of the existence of a site that defines certain cones containing or not containing
other sites. Intuitively, a Voronoi diagram is not connected when there exists a site such that two of its
four cones do not contain sites while the other two contain sites. However, since the cones may or may
not contain their boundaries and since there can be sites aligned along lines with slope ±1, a more precise
statement of this condition is needed. This is done by the next four lemmas.
Lemma 10. If there is a site p ∈ P such that {W,E} ⊂ list(p) and both NC[p) and SC(p] contain sites
then Vor(P ) is not connected.
Proof. Assume without loss of generality that WC[p) and EC[p] do not contain any sites. From Lemma
9 we know that w(p) ⊂ V (p) and e(p) ⊂ V (p), so the horizontal line through p lies in V (p). Since
NC[p) and SC(p] contain sites, there are Voronoi edges above and below V (p) and thus Vor(P ) is
disconnected. ✷
The conditions are true for site p in Fig. 13(a). The other three examples of Fig. 13 illustrate the
following three lemmas. The proofs of these lemmas are similar to the proof of Lemma 10 and are
omitted.
Lemma 11. If there is a site p ∈ P such that {N,S} ⊂ list(p), and both W [p] and EC(p) contain sites
then Vor(P ) is not connected.
Lemma 12. If there is a site p ∈ P such that {W,S} ⊂ list(p), {N,E} ⊂ list(p) and sw(p) contains sites
then Vor(P ) is not connected.
Lemma 13. If there is a site p ∈ P such that {N,W } ⊂ list(p), {S,E} ⊂ list(p) and nw(p) contains sites
then Vor(P ) is not connected.
A site p is called a separating site if at least one of the conditions in the Lemmas 10, 11, 12 or 13
holds.
Fig. 13. Four Voronoi diagrams in the Manhattan metric that are not connected. Site p is a separating site.
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Lemma 14. If Vor(P ) is not connected then there exists a site p that is a separating site.
Proof. Suppose Vor(P ) is not connected. So Vor(P ) has at least two components. We claim that there is
a site p such that V (p) separates two components of Vor(P ). Since by Property 5 V (p) is a star shaped
polygon and p lies in its kernel, we have that V (p) is unbounded in two directions, i.e., list(p) contains
at least two elements. We proof the lemma by examining all six possible cases.
Case 0. {W,E} ⊂ list(p) (see Fig. 13(a)). Since w(p) and e(p) are in V (p), the horizontal line through
p separates two components of Vor(P ), Vor(P0) and Vor(P1) say. Therefore there are sites about
and below the horizontal line through p, i.e., there are sites in N[p) and SC(p] (although not
simultaneously on nw(p) and sw(p)). Therefore the conditions of Lemma 10 hold.
Case 1. {N,S} ⊂ list(p) (see Fig. 13(b)). We can show with a proof similar to Case 0 that the conditions
of Lemma 11 hold.
Case 2. {W,S} ⊂ list(p) (see Fig. 13(c)). Since w(p) and s(p) are in V (p), the Jordan curve w(p) ∪
{p} ∪ s(p) separates two components of Vor(P ), Vor(P0) and Vor(P1) say. There are sites
on each side of this Jordan curve, i.e., there are sites on sw(p) and in EC[p] ∪ NC[p). Since
W ∈ list(p) and sw(p) contains sites, we know that WC(p] contains no sites. So there are sites
in EC[p] ∪ NC(p). So either E /∈ list(p) or N /∈ list(p). Therefore the conditions of Lemma 12
hold.
Case 3. {N,W } ⊂ list(p) (see Fig. 13(d)). We can show with a proof similar to Case 2 that the conditions
of Lemma 13 hold.
Case 4. {N,E} ⊂ list(p). This case is impossible. Namely, since n(p) and e(p) are in V (p), the
Jordan curve n(p) ∪ {p} ∪ e(p) must separate two components of Vor(P ). However since
NC(p] ∪ EC[p] = ∅, there cannot be any sites that lie above and to the right of this Jordan
curve, which contradicts the fact that the Jordan curve separates Vor(P0) from Vor(P1).
Case 5. {S,E} ⊂ list(p). Similar to Case 4. ✷
Lemmas 10–14 imply the following.
Theorem 5. Let P be a set of sites and let Vor(P ) be the Voronoi diagram of P in the L1 metric. Vor(P )
is connected if and only if there exists no separating site p ∈ P .
Theorems 4 and 5 allow us to characterize the sets of points whose Voronoi diagram in the Manhattan
metric is a tree.
Theorem 6. Let P be a set of sites and let Vor(P ) be the Voronoi diagram of P in the L1 metric. Vor(P )
is a tree if and only if there is no separating site in P and each site p ∈ P satisfies the empty cone
property.
6. Manhattan Voronoi drawings of spine trees
In this next section we compute sets of sites which satisfy the condition expressed by Theorem 6. We
describe a family of Manhattan Voronoi drawable binary trees consisting of caterpillars “joined” to some
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Fig. 14. A Manhattan Voronoi drawing of a spine tree with one of its possible spines highlighted.
“skeletons”. We shall later prove that these trees are the only binary trees that are Manhattan Voronoi
drawable, which answers in the negative the question of whether all trees with vertex degree at most five
and no vertices of degree two are Manhattan Voronoi drawable.
Let T be a binary tree without vertices of degree two. T is a caterpillar if each vertex of T is either
a leaf or the neighbour of a leaf. Hence, a caterpillar contains a path that connects two leaves plus
an arbitrary number of side branches consisting of single edges. The path is called a backbone of the
caterpillar; the branches are called legs of the caterpillar. Each branch shares a vertex with the backbone.
If the caterpillar is a single edge, then it coincides with its backbone and there are no branches. The class
of binary trees that we will study consist of caterpillars “joined” to some “skeleton”, which we define as
follows. Let T be a binary tree without vertices of degree two. A spine of T is a subtree of T containing
at least two and at most four leaves of T and containing all vertices and edges of the paths between
these leaves. We say that a caterpillar is attached to a spine if one of the endpoints of its backbone is a
non-leaf vertex of the spine. We call a tree that consists of a spine and attached caterpillars a spine tree.
For example the tree shown in Fig. 14 is a spine tree (actually, it is a Manhattan Voronoi drawing of a
spine tree). The bold subtree is a spine with four leaves. Notice that the spine of this tree is not unique.
Lemma 15. Let T be a spine tree. T is Manhattan Voronoi drawable.
Proof. Let T be a spine tree. If T has fewer than four leaves, then T has at most four vertices and
Manhattan drawing of such trees can easily be found. So without loss of generality we assume that T has
at least four leaves. Let sp be one of the spines of T , such that T consists of sp and attached caterpillars.
If sp has fewer than four leaves, we can add extra leaves of T to sp plus the edges connecting these leaves
to sp. So if T is a spine tree it has a spine sp with four leaves. Without loss of generality we assume that
sp has four leaves.
Notice that sp has two vertices v0 and v1 of degree 3 whose neighbours are in sp. We explain how a set
of sites P can be constructed such that the Voronoi diagram of P in the Manhattan metric is isomorphic
to T . We distinguish two different cases. Case (a): If v0 and v1 are adjacent then we start the construction
as shown in Fig. 15(a): sites p0, p1, p2 and p3 are placed at points (0,4), (6,0), (0,−4) and (−6,0).
G. Liotta, H. Meijer / Computational Geometry 24 (2003) 147–178 167
Fig. 15. Constructing the spine. The dotted line segments are locations where sites can be added to construct caterpillars attached
to the spine.
Fig. 16. (a) A spine (bold edges) and attached caterpillars. (b) Adding legs to backbones of caterpillars.
Case (b): If v0 and v1 are not adjacent, then we start the construction as shown in Fig. 15(b): sites p0
p1, p2, p3 and p4 are placed at points (−1,4), (1,4), (6,0), (0,−4) and (−6,0). In case (a), there
are Voronoi vertices at (−1,0) and (1,0). The distance between the sites and their Voronoi vertices is
equal to 5. In case (b), there are Voronoi vertices at (−1.5,−0.5), (1.5,−0.5) and (0,0.5). The distance
between the Voronoi vertices (−1.5,−0.5) and (1.5,−0.5) and their corresponding sites is equal to 5
and the distance between (0,0.5) and its corresponding sites is equal to 4.5. The Voronoi diagram of
these initial sets of points will become the spines of the final Voronoi diagrams.
Suppose we are in case (a) and we need to attach k caterpillars to the separator of (0,4) and (−6,0).
We do this by placing k sites on the line y = 4 at points with x-coordinates between −5 and −2. Similarly,
we can place any number of sites on the lines y = 4 and y =−4 at points with x-coordinates between −5
and −2 and between 2 and 5. For case (b), we can also place sites on the line y = 4 with x-coordinates
between −1 and 1. Fig. 16(a) shows an example of case (b) and the resulting Voronoi diagram. In case (a),
the distance from (−1,0) and (1,0) to the newly added points is larger than 5 so after the addition
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there are still Voronoi vertices at (−1,0) and (1,0). Similarly, in case (b), there are Voronoi vertices at
(−1.5,−0.5) and (1.5,−0.5) after the addition of the new points. The bisectors of the sites on the lines
y = 4 and y =−4 are vertical and end where they meet the Voronoi region of site (0,−4). Therefore all
the newly added bisectors are simple (non-intersecting) separators attached to the correct sections of the
spine. These edges will become the backbones of the caterpillars.
Finally, we add sites such that the resulting Voronoi diagrams have legs attached to the backbones of
the caterpillars. Suppose that between sites q0 and q1 there should be a caterpillar with k legs. Assume
that q1 is to the right of q0. Place k sites on the ray nw(q1), close enough to q1 to ensure that NC(q0]
remains empty, as shown in Fig. 16(b). Notice that the new sites do not change the location of any of the
existing vertices in the Voronoi diagram of P . The new sites create the legs as required. Therefore, all
trees that can be decomposed into a spine and a set of caterpillars are Manhattan Voronoi drawable. ✷
Based on the observation that the drawing algorithm implicit in the proof of Lemma 15 requires linear
time, we can summarize the results of this section as follows.
Theorem 7. Let T be a spine tree with n vertices. Tree T is Manhattan Voronoi drawable and a Voronoi
drawing of T can be computed in O(n) time assuming the real RAM model of computation.
7. Characterizing binary Manhattan Voronoi drawable trees
Theorem 7 provides a sufficient condition for the Manhattan Voronoi drawability of a binary tree. We
now show that the condition is also necessary: Namely, we prove that if the Manhattan Voronoi diagram
of a set of sites is a binary tree, then it is a spine tree.
In all statements and proofs that follow we always use P to denote a set of sites such that Vor(P ) is
a tree T with vertex degree at most three. Since Vor(P ) is a tree, by Theorem 6 P does not contain any
separating sites and every site is associated with a nonempty list of labels in the set {N,W,S,E}. An
illustration of a set of sites P for which Vor(P ) is a a tree with vertex degree at most three is given in
Fig. 14. In the figure, the labels of each site are drawn as arrows pointing towards East, West, North or
South. A high-level description of our approach to the characterization result is as follows.
• We use the labeling of the sites to define four paths on Vor(P ), one defined by sites with a E label,
one defined by sites with a W label, one defined by sites with a N label, and one defined by sites
with a S label.
• We show that the union of these paths is a tree with at most four leaves. This allows us to define a
spine in Vor(p).
• We show that the subtrees attached to this spine are caterpillars.
Our proofs exploit the following technique: Vor(P ) is cut into portions by means of suitably defined
Jordan curves and the properties of these portions are exploited for the characterization. Section 7.1
introduces such Jordan curves. Section 7.2 presents the characterization of those binary trees that are
Manhattan Voronoi drawable.
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7.1. Labels and Jordan curves
Let p and q be two sites of P such that list(p) ∩ list(q) = ∅. Let dir ∈ {N,W,S,E} be such that
dir ∈ list(p)∩ list(q). By Lemma 9 V (p) and V (q) contain infinite half-lines of sight that have origin at
p and at q and have the direction specified by dir. Let a and b be two (not necessarily distinct) points
on the boundaries of V (p) and V (q), respectively. We define a simple Jordan curve that passes through
p, q, a, b, and contains the infinite lines of sight that have origin at p and at q and have the direction
specified by dir; we denote such Jordan curve by Jdir(p, q, a, b). If dir = N , JN(p, q, a, b) is a Jordan
curve consisting of:
• Half-line n(p).
• Half-line n(q).
• A simple path in the interior of V (p) and not intersecting n(p), that connects p to a.
• A simple path in the interior of V (q) and not intersecting n(q), that connects q to b.
• The unique path in Vor(P ) from a to b.
Similarly, JW(p, q, a, b), JS(p, q, a, b) and JE(p, q, a, b) can be defined when W ∈ list(p) ∩ list(q),
S ∈ list(p)∩ list(q), or E ∈ list(p)∩ list(q), respectively. Fig. 17 shows a portion of a Voronoi diagram
that is a tree, two sites p and q labeled N , points a and b, and JN(p, q, a, b).
An immediate consequence of the definition of Jdir(p, q, a, b) is that the only sites on Jdir(p, q, a, b)
are p and q and that, except for the part that lies in V (p) ∪ V (q), Jdir(p, q, a, b) only follows common
boundaries of Voronoi cells. This is expressed by the following property.
Property 6. Let dir ∈ {N,W,S,E} such that dir ∈ list(p) ∩ list(q); Jdir(p, q, a, b) is a subset of
V (p)∪ V (q)∪ Vor(P ).
Fig. 17. A Jordan curve JN(p,q, a, b). The grey shaded region represents IN(p,q, a, b).
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A curve JN(p, q, a, b) divides the plane into two regions. The region bounded from below is called
the internal region of JN(p, q, a, b) and is denoted as IN(p, q, a, b). We assume that IN(p, q, a, b) is a
closed set. The regions IW(p, q, a, b), IS(p, q, a, b) and IE(p, q, a, b) are defined similarly. An example
of IN(p, q, a, b) is the shaded region in Fig. 17.
Lemma 16. Let dir ∈ {N,W,S,E}. Let V (r) be a Voronoi cell such that V (r)∩ Idir(p, q, a, b) = ∅. Then
either r is equal to p or q or V (r)⊂ Idir(p, q, a, b).
Proof. By Property 6 the Jordan curve Jdir(p, q, a, b) is a subset of V (p) ∪ V (q) ∪ Vor(P ). Therefore,
except for the part that lies in V (p)∪V (q), Jdir(p, q, a, b) only follows common boundaries of Voronoi
cells. This implies that the interior of any Voronoi cell other than V (p) and V (q) is either inside or
outside Idir(p, q, a, b). ✷
Lemma 17. Let dir ∈ {N,W,S,E}. Let e(r, s) be a Voronoi edge such that e(r, s) intersects the interior
of Idir(p, q, a, b). Then {r, s} ⊂ Idir(p, q, a, b).
Proof. Since e(r, s) intersects the interior of Idir(p, q, a, b), the Voronoi cells V (r) and V (s) have a
non-empty intersection with Idir(p, q, a, b). Then by Lemma 16 the result follows. ✷
Lemma 18. Let dir ∈ {N,W,S,E}; if Idir(p, q, a, b) contains a site r with r = p,q, then list(r)= {dir}.
Proof. The curve Jdir(p, q, a, b) is a Jordan curve that contains two halflines that are infinite in
direction dir. So Idir(p, q, a, b) is unbounded, but only in direction dir. From Lemma 16 we know that
V (r) ⊂ Idir(p, q, a, b). The Voronoi cell V (r) is unbounded, so it follows that it is only unbounded in
direction dir. Since by Property 5 V (r) is star shaped and r lies in its kernel the lemma holds. ✷
Lemma 19. Let dir ∈ {N,W,S,E}; if Idir(p, q, a, b) contains a site r , then dir ∈ list(r).
Proof. From the definition of Jdir(p, q, a, b) we know that dir ∈ list(p) and dir ∈ list(q). From this fact
and Lemma 18 the result follows. ✷
7.2. Binary drawable trees
We now have all tools for showing that if the Manhattan Voronoi diagram of a set of sites is a binary
tree, then it is a spine tree.
Let spN be the subset of edges of Vor(P ) defined as follows: spN = {e(p, q) | N ∈ list(p) and
list(p) ∩ list(q) = ∅}. Fig. 18(a) shows an example of spN . Simlarly, spW = {e(p, q) | W ∈ list(p)
and list(p)∩ list(q)= ∅}, spS = {e(p, q) | S ∈ list(p) and list(p)∩ list(q)= ∅}, and spE = {e(p, q) | S ∈
list(p) and list(p)∩ list(q)= ∅}.
Lemma 20. Let dir ∈ {N,W,S,E}; the graph spdir is connected.
Proof. We will prove the lemma when dir = N . The other cases are proved by the same argument.
The proof is by contradiction. Assume that spN is not connected. Let e(p0, q0) and e(p1, q1) be two
edges in different components of spN . Without loss of generality assume that N ∈ list(pi) for i = 0,1,
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Fig. 18. A set P of points for which Vor(P ) is a binary tree. In (a) the bold edges represent spN . In (b) the bold edges represent
the sub-spine sp.
Fig. 19. Illustration for the proof of Lemma 20.
as illustrated in Fig. 19. Therefore N /∈ list(qi) for i = 0,1. Since Vor(P ) is a tree, there is a unique path
connecting e(p0, q0) and e(p1, q1). Let e(r, s) be an edge of this path that is not an element of spN . Let
ai be an arbitrary point on the edge e(pi, qi) for i = 0,1. Consider the Jordan curve JN(p0,p1, a0, a1)
and call it J0 for short. Curve J0 does not intersect the interior of any Voronoi cell except V (pi), i = 0,1,
because of Property 6; also, J0 contains e(r, s) because it contains the unique path on Vor(P ) from
a0 to a1. Therefore either r or s is an element of IN(p0,p1, a0, a1). Without loss of generality assume
that r ∈ IN(p0,p1, a0, a1). By Lemma 19 we know that N ∈ list(r). Since e(r, s) /∈ spN , we have that
list(r)∩ list(s) = ∅. Let dir ∈ list(r) ∩ list(s). Let b be an arbitrary point in the interior of e(r, s). Let J1
be the Jordan curve Jdir(r, s, b, b). Since J1 and e(r, s) share only point b, either e(p0, q0) or e(p1, q1)
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lies in the interior of Idir(r, s, b, b). Without loss of generality assume that e(p1, q1) lies in the interior of
Idir(r, s, b, b) (in Fig. 19 dir = E). By Lemma 17 it follows that both p1 and q1 are in Idir(r, s, b, b) and
from Lemma 19 it follows that dir ∈ list(p1) ∩ list(q1). But this contradicts the fact that e(p1, q1) is an
edge of spN , for which list(p1)∩ list(q1) must be the empty set. ✷
Lemma 21. Let dir ∈ {N,W,S,E}; the graph spdir is a path.
Proof. We will prove the lemma when dir = N . The other cases are proved by the same argument. By
Lemma 20 spN is connected, so it remains to be proved that no vertex of spN has more than two edges of
spN incident on it. Let v(p, q, r) be a vertex of spN and suppose for a contradiction that there were three
edges e(p, q), e(q, r), and e(r,p) in spN incident on v(p, q, r). Without loss of generality, assume that
N ∈ list(p). Since e(p, q) and e(r,p) are in spN , we have N /∈ list(q) and N /∈ list(r), contradicting the
fact that e(q, r) is in spN . Therefore there are at most two edges in spN incident on any vertex in spN and
spN is a path. ✷
Let sp = spN ∪ spW ∪ spS ∪ spE . We call sp the sub-spine of Vor(P ). For an illustration, see Fig. 18(b).
The following two lemmas show that sp is a tree with at most four leaves. We will use the sub-spine to
define a spine in Vor(P ).
Lemma 22. The sub-spine sp of Vor(P ) is connected.
Sketch of proof. Suppose sp is not connected. Let e(p, q) be an edge on a path of Vor(P ) that
connects two components of sp. Since e(p, q) /∈ sp, we have list(p) ∩ list(q) = ∅. We prove the case
that N ∈ list(p) ∩ list(q); the proof for the three other cases, W ∈ list(p) ∩ list(q), S ∈ list(p) ∩ list(q)
and E ∈ list(p)∩ list(q) is analogous.
Let a be an arbitrary point on e(p, q). Jordan curve JN(p, q, a, a) intersects e(p, q) and by Property
6 it can only cross V (p) and V (q). This implies that one of the two components of sp must be entirely
contained in IN(p, q, a, a). Let e(r, s) be an edge of sp contained in IN(p, q, a, a). By Lemma 17 it
follows that both r and s are in IN(p, q, a, a) and from Lemma 19 it follows that N ∈ list(r) ∩ list(s).
But since each edge e(r, s) of sp has list(r)∩ list(s)= ∅, we have a contradiction. ✷
Lemma 23. The sub-spine sp of Vor(P ) is a tree with at most four leaves.
Proof. For the fact that Vor(P ) is a tree and from Lemma 22 it follows that sp is a tree. Notice that each
edge in sp belongs to at least two of the paths spN , spW , spS or spE . Consider an edge in sp incident to
a leaf of sp. This edge is incident to the common endpoint of at least two of the paths spN , spW , spS and
spE . Therefore, sp has at most four leaves. ✷
We are now in a position to investigate what the remaining components of Vor(P ) “attached” to sp
look like. We start by formally defining the concept of component. We distinguish between two cases.
• Let v be a non-leaf vertex of sp. Let Tv be the subtree of Vor(P ) rooted at v such that Tv does not
share any edges with sp. Tree Tv is called a component of Vor(P )− sp. The edge of Tv incident to v
is the first edge of component Tv .
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• Let v be a leaf of sp. Let e′ and e′′ be the two edges of Vor(P ) incident to v and not belonging to sp.
Let T ′v and T ′′v be the two subtrees of Vor(P ) rooted at v, such that: (i) T ′v and T ′′v do not share any
edges with sp; (ii) e′ is an edge of T ′v ; and (iii) e′′ is an edge of T ′′v . The two trees T ′v and T ′′v are both
components of Vor(P )− sp. Edge e′ is the first edge of component T ′v and edge e′′ is the first edge of
component T ′′v .
Observe that the first edge of a component does not belong to the sub-spine and therefore the pair of
sites defining the edge have at least one label in common.
Lemma 24. Let Tv be a component of Vor(P )− sp and let e(p, q) be the first edge of Tv . Let a be a point
on e(p, q) and let dir ∈ list(p)∩ list(q). Then all edges of Tv except for e(p, q) lie in Idir(p, q, a, a).
Proof. The curve Jdir(p, q, a, a) splits Vor(P ) into two pieces, one of which contains sp and the other
contains Tv − e(p, q). If an edge of sp lies in Idir(p, q, a, a), then by Lemmas 17 and 19 the two sites
defining the edge have a label in common. This contradicts the definition of sp. ✷
Lemma 25. Let Tv be a component of Vor(P ) − sp and let e(p, q) be the first edge of Tv . If E ∈
list(p)∩ list(q) then Tv consists of a single edge.
Proof. Without loss of generality assume that the y-coordinates of the two sites are such that py < qy .
Let a be a point on e(p, q). Consider the Jordan curve JE(p, q, a, a). By Lemma 24 Tv − e(p, q) is in
IE(p, q, a, a). Suppose for a contradiction that Tv consists of more than one edge and let e(r, s) be an
edge of Tv different from e(p, q). By Lemma 17 it follows that both r and s are points of IE(p, q, a, a).
Since e(r, s) = e(p, q) we have that at least one of r, s is different from p,q. Assume without loss of
generality that r = p,q. From Lemma 18 we know that {E} = list(r). Since JE(p, q, a, a) contains two
halflines that are infinite in direction East, we have that if r exists, then it must be such that py < ry < qy .
Let Strip(p, q) be the horizontal strip defined by two horizontal lines through p and q. Our argument
consists of showing that no points of this strip can be r ; see also Fig. 20.
By Property 1 there is a Voronoi disk Cv centered at v and passing through p and q such that no sites
of P are points inside Cv . Let D(p,q) be the smallest rectangle with sides of slope ±1 that contains
sites p and q. Since D(p,q)⊆ Cv , r cannot be a point inside D(p,q). Also, r cannot be a point on the
Fig. 20. Illustration for the proof of Lemma 25. The position of r violates the empty East cone property for q .
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boundary of D(p,q) because this would violate the empty East cone property for either r or p or q.
The proof is completed by observing that: (i) If r were a point of Strip(p, q) to the left of D(p,q), then
EC[r] would contain either p or q. (ii) If r were a point of Strip(p, q) to the right of D(p,q), then either
EC[p] or EC[q] would contain r . Therefore, Tv consists of no edge other than e(p, q). ✷
Lemma 26. Let Tv be a component of Vor(P ) − sp and let e(p, q) be the first edge of Tv . If N ∈
list(p)∩ list(q) then Tv is a caterpillar.
Proof. Without loss of generality assume that the x-coordinates of the two sites are such that px < qx .
Let a be a point on e(p, q). Consider the Jordan curve JN(p, q, a, a). By Lemma 24 Tv − e(p, q) is in
IN(p, q, a, a). Let e(r, s) be an edge of Tv different from e(p, q). By Lemma 17 it follows that both r
and s are points of IN(p, q, a, a). Since e(r, s) = e(p, q) we have that at least one of r, s is different
from p,q. Assume without loss of generality that r = p,q. From Lemma 18 we know that {N} = list(r).
Since JN(p, q, a, a) contains two halflines that are infinite in direction North, we have that px < rx < qx ,
i.e., r is a point in the infinite strip defined by the two vertical lines through p and q. We denote this strip
by Strip(p, q). We now study where r can be inside Strip(p, q); see also Fig. 21(a).
By Property 1 there is a Voronoi disk Cv centered at v and passing through p and q such that no sites
of P are points inside Cv . Let D(p,q) be the smallest rectangle with sides of slope ±1 that contains sites
p and q. Notice that: (i) Since D(p,q)⊆ Cv , r cannot be a point inside D(p,q). (ii) r cannot be a point
of Strip(p, q) outside D(p,q), otherwise the empty North cone property would be violated for at least
one of p, q, r .
It remains to consider the cases where r is on the boundary of D(p,q). The intersection between
Strip(p, q) and the boundary of D(p,q) consists of at most four segments, each segment being a portion
of ne(p), or se(p), or sw(q), or nw(q). Because r satisfies the empty North cone property, r cannot be a
point of sw(q). Because p satisfies the empty North cone property, r cannot be a point of ne(p). Suppose
r lies on the boundary of D(p,q) along se(p) and is not the intersection point between se(p) and sw(q);
see also Fig. 21(b). By Property 3 we have that Sep(p, r) has the shape of Fig. 6(a) and that Sep(q, r)
Fig. 21. Illustration for the proof of Lemma 26. (a) Rectangle D(p,q) and Strip(p, q); (b) r cannot be a point of se(p); (c) Sites
on nw(q).
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has the shape of Fig. 6(b); but this implies that Sep(p, r) and Sep(r, q) do not intersect and that V (p)
and V (q) do not share an edge, contradicting the fact that e(p, q) is an edge of Vor(P ). We can conclude
that if Strip(p, q) contains any site r other than p and q, then r must be on nw(q) and not on ne(p).
Let Q′ ⊂ P be the set of sites along nw(q) as well as q itself. Let Q′ = {q0, q1, . . . , qk} where q0 = q
and qi is closer to q0 than qi+1 for 0 < i < k; see also Fig. 21(c). By Property 3 the sites of Q′ give rise
to k Voronoi separators each with the shape of Fig. 6(a); thus the Voronoi separators defined by pairs of
elements of Q′ do not intersect each other. So V (qi)∩ V (qj )= ∅ for j < i − 1 and j > i + 1. Consider
a vertical line segment of Sep(qi, qi+1) with 0  i < k. Let x be an arbitrary point on this vertical line
segment. We have d(x, qi)= d(x, qi+1) < d(x,p). Moreover x is not in V (qj ) for j < i and j > i + 1.
Therefore x cannot be a Voronoi vertex. It follows that the vertical segment of Sep(qi, qi+1) is contained
in e(qi, qi+1) and cannot be incident to an internal vertex of Vor(P ).
We are now in a position to show that Tv is a caterpillar. Suppose this is not true, i.e., suppose that Tv
contains a vertex w that is not adjacent to a leaf. Let w be the Voronoi vertex of sites x, y and z. So x, y
and z are in Q′ ∪ {p}. At least two of these three sites are elements of Q′. Therefore at least one edge
incident on w is e(qi, qi+1) for some i, i.e., is adjacent to a leaf. So Tv is a caterpillar. ✷
The proof of the next lemma uses exactly the same reasoning of the proof of Lemma 26 and is omitted
for brevity.
Lemma 27. Let Tv be a component of Vor(P ) − sp and let e(p, q) be the first edge of Tv . If
S ∈ list(p)∩ list(q) then Tv is a caterpillar.
Lemma 28. Let Tv be a component of Vor(P ) − sp and let e(p, q) be the first edge of Tv . If
W ∈ list(p)∩ list(q) then Tv is a caterpillar.
Proof. The proof follows the same pattern as the proof of Lemma 26. Without loss of generality assume
that the y-coordinates of the two sites are such that py < qy . Let a be a point on e(p, q). Consider the
Jordan curve JW(p, q, a, a). By Lemma 24 Tv − e(p, q) is in IW(p, q, a, a). Let e(r, s) be an edge of
Tv different from e(p, q). By Lemma 17 it follows that both r and s are points of IW(p, q, a, a). Since
e(r, s) = e(p, q) we have that at least one of r, s is different from p,q. Assume without loss of generality
that r = p,q. From Lemma 18 we know that {W } = list(r). Since JW(p, q, a, a) contains two halflines
that are infinite in direction West, we have that py < ry < qy , i.e., r is a point in the infinite strip defined
by the two horizontal lines through p and q. We denote this strip by Strip(p, q). We now study where r
can be inside Strip(p, q); see also Fig. 22.
By Property 1 there is a Voronoi disk Cv centered at v and passing through p and q such that no sites
of P are points inside Cv . Let D(p,q) be the smallest rectangle with sides of slope ±1 that contains sites
p and q. Notice that: (i) Since D(p,q)⊆ Cv , r cannot be a point inside D(p,q). (ii) r cannot be a point
of Strip(p, q) outside D(p,q), otherwise the empty West cone property would be violated for at least
one of p, q, r .
It remains to consider the cases where r is a point on the boundary of D(p,q) and not inside Cv.
The boundary of D(p,q) that is not inside Cv consists of at most four segments, each segment being a
portion of ne(p), or nw(p), or se(q), or sw(q). Suppose first that r lies on the boundary of D(p,q) and
along ne(p). By Property 3 we have that Sep(p, r) has the shape of Fig. 6(e) and that Sep(q, r) has the
shape of Fig. 6(g); but this implies that Sep(p, r) and Sep(r, q) do not intersect and that V (p) and V (q)
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Fig. 22. Illustration for the proof of Lemma 28: Sites on nw(p) ∪ sw(q) give a caterpillar attached to v.
do not share an edge, contradicting the fact that e(p, q) is an edge of Vor(P ). By a similar argument one
can show that r cannot be a point of se(q). We can conclude that if Strip(p, q) contains any site r other
than p and q, then r lies on on nw(p)∪ sw(q).
Let P ′ ⊂ P be the set of sites along nw(p) as well as p itself. Let P ′ = {p0,p1, . . . , ph} where p0 = p
and pi is closer to p0 than pi+1 for 0 < i < h. Let Q′ ⊂ P be the set of sites along sw(q) as well as q
itself. Let Q′ = {q0, q1, . . . , qk} where q0 = q and qi is closer to q0 than qi+1 for 0 < i < k. If there is a
site on nw(p)∩sw(q), we include it in both P ′ and Q′. By Property 3 the sites of P ′ give rise to h Voronoi
separators each with the shape of Fig. 6(a); thus the Voronoi separators defined by pairs of elements of P ′
do not intersect each other. So V (pi)∩ V (pj)= ∅ for j < i − 1 and j > i + 1. Similarly, the k Voronoi
separators defined by pairs of elements from Q′ do not intersect each other and V (qi) ∩ V (qj ) = ∅
for j < i − 1 and j > i + 1. Consider a horizontal line segment of Sep(pi,pi+1) with 0  i < h or of
Sep(qi, qi+1) with 0 i < k. Let x be an arbitrary point on this horizontal line segment. Without loss of
generality assume that x is on Sep(pi,pi+1). Because no two separators from elements in P ′ intersect, x
is in V (pi)∩V (pi+1), but not in the Voronoi cell of any other site in P ′. Moreover d(x,pi) is larger than
the distance between x and any site in Q′ − P ′. It follows that the horizontal segments of Sep(pi,pi+1)
and Sep(qi, qi+1) are contained in e(pi,pi+1) and e(qi, qi+1), respectively, and cannot be incident to an
internal vertex of Vor(P ).
We are now in a position to show that Tv is a caterpillar. Suppose this is not true, i.e., suppose that
Tv contains a vertex w that is not adjacent to a leaf. Let w be the Voronoi vertex of sites x, y and z. So
x, y and z are in P ′ ∪Q′. At least two of these three sites are both elements of P ′ or both elements of
Q′. Therefore at least one edge incident on w is e(pi,pi+1) or e(qi, qi+1) for some i, i.e., is adjacent to
a leaf. So Tv is a caterpillar. ✷
We can summarize Lemmas 25–28 as follows.
Lemma 29. Let Tv be a component of Vor(P )− sp. Tv is a caterpillar and has a backbone with v as an
endpoint.
Lemma 30. Any binary tree that is the Voronoi diagram of a set of sites under the L1 metric is a tree T
that has no vertices of degree two and consists of an arbitrary number of caterpillars attached to a spine.
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Proof. Let T be a binary tree without vertices of degree two. Assume T is the Voronoi diagram of a set
of points. By Lemma 23 T has a sub-spine sp. Any component attached to sp is a caterpillar by Lemma
29. For any leaf v of sp to which two components Tv are attached, add the backbone of one of these two
components to sp. The subgraph of T consisting of sp plus these (at most) 4 backbones is a subtree of
T consisting of at most four leaves of T plus all edges between these leaves. Therefore, this subgraph is
a spine. By Lemma 29 there are only caterpillars attached to sp. The remaining degree 3 vertices in the
spine are vertices on the backbone of one of the caterpillars that were attached to sp to create a spine, so
there are only single edges attached to these vertices. This proves the lemma. ✷
Lemmas 15 and 30 prove the main result of this section, which is a complete characterization of
those binary trees that are Manhattan Voronoi drawable. The next theorem summarizes the results of this
section and of Section 6.
Theorem 8. A binary tree is Manhattan Voronoi drawable if and only if it is a spine tree. Furthermore, a
Manhattan Voronoi drawing of a spine tree with n vertices can be computed in O(n) time assuming the
real RAM model of computation.
8. Conclusion and open problems
This paper has adressed the following questions: Given a tree T , can T be drawn as the Voronoi
diagram of some set of sites? And if so, how can one compute a Voronoi drawing of T ?
We have studied these questions both in the Euclidean and in the Manhattan metric. For the Euclidean
metric, we have characterized the family of Voronoi drawable trees and have presented a linear-time
algorithm that receives as input a tree T with no vertices of degree 2 and that computes a set of sites whose
Voronoi diagram is isomorphic to T . In the Manhattan metric we have: (i) shown a tight upper bound to
the maximum vertex degree that any drawable tree can have; (ii) characterized those sets of sites whose
Manhattan Voronoi diagram is a tree; (iii) characterized those binary trees that are Manhattan Voronoi
drawable, namely the spine-trees; and (iv) presented a linear-time drawing algorithm that receives as
input a spine tree T and computes a Manhattan Voronoi drawing of T . It is not difficult to show that the
problem of recognizing whether or not a tree T is a spine tree can be solved in linear time. A sketch of
the algorithm is at follows. We first verify that all internal vertices have degree 3. We then identify all
vertices that are leaves or neighbours of leaves. Let S be the set of these remaining vertices. Find the
smallest subgraph of T containing S. If this subgraph is a tree with at most four leaves we can expand it
into a spine, so T is a spine tree. If the subgraph has more than four leaves, T is not a spine tree.
Our investigation naturally raises different challenging new questions. Among them, we mention two
that in our opinion are interesting.
• Find a a complete characterization of those trees that are Manhattan Voronoi drawable.
• In the Manhattan metric the separator of two sites is defined based on the dominance relationship
between the sites. This (unnatural) choice is done because in general the portion of the plane whose
points have the same L1 distance from two given sites has a non-zero 2-dimensional volume. We find
it interesting to study alternative definitions of the Voronoi separator for two sites in the Manhattan
metric which may give rise to larger classes of representable graphs.
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