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Abstract 
A research programme was carried out to explore the influence of prior thermal 
and mechanical loading on brittle and ductile fracture behaviour. The programme 
concentrated on the behaviour of type 316H austenitic stainless steel and A533B and 
A508 low alloy ferritic steels. Finite element analyses were employed to explore 
different methods of introducing well-defined residual stress fields in laboratory 
specimens. Two different approaches were followed to introduce tensile residual 
stress fields. Mechanical loading introduced a residual stress field as a result of local 
plastic deformation in specimens. Thermo-mechanical loading introduced a residual 
stress field into specimens as a consequence of a severe thermal gradient. A novelty 
of this study was to examine the effect of the sequence of cracking and load history 
(prior mechanical and thermo-mechanical loading). A comprehensive range of 
experiments are presented. The fracture behaviour of cracks in the presence of an 
initial tensile or compressive residual stress at room and low temperature was 
investigated. Different methods of residual stress measurement including incremental 
centre hole drilling, neutron diffraction and deep hole drilling were used to validate 
results from finite element analyses. 
Another objective of the project was to study global and local approaches to 
the prediction of brittle failure when residual stresses are present. The challenge was 
to predict not only the effect of residual stress on brittle fracture but also the scatter 
in fracture toughness data. A local approach based on the Beremin model and a 
global analysis based on a modified l-Integral were implemented in this study. The 
transferability of the Weibull parameters in Beremin model between cracked 
speCImens with different constraint, test temperatures and also from unstrained 
specimens to specimens with residual stresses is explored. The conventional 
assessment code, R6, together with advanced numerical methods was also used to 
assess the experimental data. Finally the conservatism of R6 assessment code in 
failure prediction as result of interaction of primary and secondary load is discussed 
for a set of experimental test data. 
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Chapter 1: Introduction 
1 Introduction 
Two important factors for all engmeenng structures, reliability and 
functionality are consequences of years of scientific and technological effort. 
Structures must be able to operate for their design periods [Milne et aI, 2003]. But 
not all structures can meet this criterion. A structure may fail during operation and is 
unable to satisfy its requirements. One failure mechanism can be mechanical failure 
which occurs when a structure looses its integrity. A mechanical failure can be 
attributed to the presence of defects or load history. Residual stresses can be 
generated in structures during fabrication or in service loading which is commonly 
referred to as "load history". Load history effects are more pronounced in aged 
components [Pennell and Malik, 1997]. For instance aged components are more 
vulnerable to any unexpected overloading. It is therefore becoming increasingly 
important to develop a better understanding of any causes which risk the integrity of 
a structure, especially in aged nuclear power plant. Structural integrity codes provide 
practical methods for assessing the integrity of engineering components containing 
crack-like flaws [Zerbst et aI, 2003]. It is also essential to understand the influence of 
residual stresses as they can promote the initiation and growth of defects when no 
external loading is applied and therefore they have a significant effect on the 
integrity of components [R6, 2000]. 
Welding gives rise to residual stresses and therefore a review of the treatment 
of residual stresses in the defect assessment of welded structures has been discussed 
within a number of assessment codes [Budden and Sharples, 2003]. 
One approach in understanding the effect of residual stress on fracture 
behaviour is to generate a residual stress field in laboratory specimens using 
mechanical loading. Residual stresses can be compressive or tensile in nature. 
Fonner mechanical preloading methods have already demonstrated experimentally 
that initial compressive [Smith, 2003] and tensile residual stress [Meith, et aI, 2002, 
Turski, 2004, Mahmoudi, 2005] can alter crack driving force significantly. However, 
these studies consisted of limited empirical results. Moreover many structures such 
as welded joints experience thenno-mechanical loading during service. Therefore 
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understanding the interaction between secondary stresses generated by thermo-
mechanical loading with primary loads is imperative. 
Because brittle fracture is catastrophic it is a major concern In structural 
integrity assessments. Depending on temperature, a macroscopic crack in a ferritic 
steel can grow either by a ductile mechanism, due to the initiation, growth, and 
coalescence of microvoids from nonmetallic inclusions, or by cleavage which 
initiates from sharp microcracks formed at smaller carbide particles or at inclusions. 
Another important character of brittle cleavage fracture in ferritic steels is the size 
effect. For instance the apparent fracture toughness decreases when the thickness 
increases. Furthermore, metallurgical variables such as grain size and the amount of 
inclusions have profound effect on scatter in cleavage fracture toughness data 
[Pineau, 2003]. Developing a model to predict brittle fracture in ferritc steel is an 
important feature for structural integrity assessment. 
If a residual stress field is present in a structure, failure predictions become 
more difficult. Residual stress fields are conventionally incorporated into 
assessments by superposing the stress intensity factors for the residual stress field 
and the applied loading. Generally in the case of an initial tensile residual stress, this 
method is used in assessment codes like R6 [2000]. There are also other models 
which predict brittle failure in the presence of an initial residual stress. For example 
Meith and Hill [2004] used a modified J-integral. 
The general context of this thesis is within context of a European project, 
ENPOWER (Management of Nuclear Plant by Optimising Repair Welds). It was a 
three-year collaborative research project that started in December 2001, co-funded by 
the European Commission Nuclear Fission Safety Programme (5th Framework) and 
the project partners were Mitsui Babcock, University of Bristol, Institut de Soudure, 
JRC Petten, Framatome-ANP, Usinor Industeel, and British Energy. The purpose of 
the project was to extend nuclear plant life and increase its reliability, availability 
and safety. One of the project objectives was to understand and quantify interactions 
between residual stresses and fracture. 
This thesis covers the numerical and experimental methods for investigating 
the effect of prior mechanical and thermo-mechanical loading on fracture behaviour 
which were carried out within the ENPOWER project. The study includes brittle and 
ductile fracture behaviour of ferritic and stainless steels. Chapter two reviews the 
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basic concepts of fracture mechanics followed by previous work on the effect of 
residual stresses on fracture. The nature and origins of residual stress and their effect 
on structural integrity are presented. Chapter three presents numerical studies to 
develop a fracture specimen with an initial tensile andlor compressive stress field at 
crack tips. The commercial ABAQUS finite element code [ABAQUS, 2002] was 
used to simulate different methods. While implementing a conventional warm pre-
stress loading cycle to generate a compressive residual stress, particular attention is 
paid to exploring new methods for generating tensile residual stress ahead of crack in 
relatively small samples. Chapter four describes the experimental results. For the 
ferritic steel fracture tests were conducted at low temperature to ensure that the 
fracture toughness remained low and failure occurred by cleavage. The stainless steel 
was tested at both room and sub-zero temperatures to determine the crack growth 
resistance curve (J-Lta) both with and without residual stresses. The fifth chapter 
describes failure prediction using numerical analyses based on a "local approach" 
following earlier work of Haidid-Moud et al [2002]. Chapter six presents the residual 
stress measurement results using different techniques. Chapter seven describes an 
assessment of the experimental data using the R6 code [2000]. The last two chapters 
(eight and nine) discuss the results presented in previous chapters and provide 
conclusions as well as suggestions for further research 
3 
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2 Literature review 
This chapter provides a review of previous work related to the effect of 
residual stresses on brittle and ductile fracture. A brief introduction of linear elastic 
and elasto plastic fracture mechanics is given. An overview of the fundamental 
aspects of fracture modes is presented. One of the major sources of concern in the 
structural integrity in an engineering component is the presence of residual stress 
generated by welding processes. Different aspects related to the origin, and the 
nature of welding residual stresses are addressed and discussed. Generating well-
defined residual stresses (compressive and tensile) in laboratory specimens is 
discussed. Comprehensive studies to investigate the effect of compressive residual 
stress generated by warm pre-stressing on brittle fracture are reviewed. Different 
methods of generating tensile residual stresses are also highlighted. Measuring 
residual stresses is a key feature in defect assessment which provides a powerful 
validation tool in numerical studies. Prediction of failure and various micro-
mechanical approaches to brittle fracture are also reviewed in detail. Finally the 
scope of this thesis in relation to previous work is summarised. 
2.1 Fracture mechanics 
2.1.1 Basic concept 
In the period 1960-70, a series of failures of large pressure vessels in different 
parts of the world were reported. Cracks in pressure vessel steels seemed to be an 
important factor in many failures [Burdekin, 1982]. The subject area of fracture 
mechanics is concerned with the behaviour of cracks and crack-like defects which 
might occur in welds and their interaction with applied stresses and material 
resistance to fracture. Fracture mechanics is aimed at understanding and predicting 
how cracks might grow. Crack growth may be stable or unstable, virtually 
instantaneous and catastrophic. Fracture mechanics assumes the existence of cracks 
in the material, which may be microscopic (grain cleavage or surface roughness), or 
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large (casting or weld defects) due to manufacture, corrosion, fatigue. It correlates 
three parameters load, geometry and material quantitatively. It predicts the degree of 
safety, or imminence of catastrophic (brittle) fracture, stable crack growth and 
remaImng component life [Douglas, 2005]. Linear elastic fracture mechanics 
(LEFM) provides a basic framework to examine the integrity of materials in cracked 
bodies. However, LEFM applies to material with limited deformation and negligible 
plasticity. The plasticity is confined to a small area near the crack tip. On the other 
hand elastic-plastic fracture mechanics (EPFM) is used when large regions of the 
material are subjected to plastic deformation before a crack propagates. The strain 
energy fields or crack tip opening displacement (CTOD) are two common criteria 
employed for crack growth in EPFM. 
A crack can be subjected to three different modes of loading (Figure 2-1) 
known as: 
I-Opening mode or tension mode (the crack faces are pulled apart) 
II- In-plane shear mode (the crack surfaces slide over each other) 
III- Out-of-Plane shear mode (the crack surfaces move parallel to the leading 
edge of the crack and relative to each other) 
When a body of isotropic linear elastic material with a crack inside is subjected 
to external load the stress fields near a crack tip can be expressed as stress intensity 
factor K/, K/I or KIll .The superscripts I, II, and III denote the three different modes 
where different loadings may be applied to a crack. The detailed breakdown of 
stresses for mode I is summarised here. 
For a linear elastic isotropic material Irwin [1957] and Williams [1957] 
proposed a complete solution for the stress and displacement field in an arbitrary 
cracked body. For a crack under mode I loading (see Figure 2-1), the stresses around 
the crack tip are: 
K 8[1' 8 . 38] T Q r (J = r;:::-cos- -sm-sm- + + "I/r 
xx "1/ 27r1" 2 2 2 
(2-1) 
K 8 [ . 8 . 38] Q r (J = r;:::-cos- l+sm-sm- + "I/r 
YY "1/ 27r1" 2 2 2 
(2-2) 
K 8[. 8 38] r (J = ~cos- sm-cos- +Q"I/r 
XY "1/ 2:rr 2 2 2 
(2-3) 
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(2-4) 
(2-5) 
where r is the distance from the crack tip and e the an angle in the x-y plane. 
For e = 0 the shear stress is zero and the crack plane is principal plane and stresses in 
both directions of x and yare equal, a = a . When r approaches zero the stress 
D " ' 
field is proportional to r-112 while the second term is finite and third terms approaches 
zero and the crack tip singularity is defined by a unique parameter, the stress 
intensity factor K. Classical fracture mechanics neglects the second and third terms. 
However the second term has profound effect on the plastic zone shape and stresses 
deep inside the plastic zone [Anderson, 1995]. The second term is known as the 
elastic T stress and is a uniform stress in the x direction which includes a vT in the z 
direction where v is the Poisson's ratio. In case of small scale yielding where the 
plastic zone is negligible compared to crack length and size of specimen, the elastic 
stress T is zero, T=O. The value of Q stress is also zero for small scale yielding. 
According to equations (2-1) to (2-3) as r tends towards zero, the crack tip 
stresses become singular and the stresses tend towards infinity. However due to 
yielding of material in this region a plastic zone around the crack tip will be 
generated. The size of plastic zone for Mode I loading at e = 0 was estimated by 
Irwin [1960] as: 
(2-6) 
where cp equals 27r for plane stress and 37r for plane strain conditions. There are 
also other model such as proposed by Dugdale [1960] which considers 7r / 8 and is 
approximately equivalent to Irwin's estimation for plane stress conditions. 
A condition of the applicability of LEFM is that the size of the plastic zone is 
small when compared to the dimension of the crack and the geometry of the cracked 
body. However, LEFM is clearly invalid in case of large plastic deformation prior to 
fracture. The LEFM methodology was extended well beyond the validity of LEFM 
by idealising elastic-plastic deformations as a nonlinear elastic material and thereby 
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characterising the stress field near the crack tip by a single scaling parameter, J 
[Anderson, 1995]. It was considered a non-linear elastic power law material with a 
uniaxial constitutive response characterised by a Ramberg-Osgood relationship as: 
(2-7) 
where (J'y is the yield stress of the material, Gy = (J'y / E , n is the strain hardening 
of the material and a is a material constant. The analytical solutions, satisfying 
compatibility equations, equilibrium and boundary conditions are often referred to 
the HRR (Hutchinson and Rice and Rosengren) fields and are written as: 
(2-8) 
(2-9) 
where (J'. and e. are dimensionless functions of e and n. In is an integration lj lj 
constant and is function of n. The amplitude of the singularity in HRR fields are 
proportional to r-1/(n+l) and r-n/(n+l) for the stresses and strains respectively. This is 
consistent with LEFM theory since for a linear elastic material, n =1, the stresses and 
strains become proportional to r- 1I2• 
One of the main reasons for failures in engineering components in the early 
days was lack of adequate material fracture toughness [Landes, 2003]. In fitness-for-
purpose assessments using fracture mechanics, knowledge of fracture toughness is 
essential. The fracture toughness of materials can be found in literature. However, it 
is preferable to determine this by experiment for the particular material and 
component [TWI website, 2005]. A range of standards have been developed for 
fracture toughness testing. The British standard for fracture toughness test is known 
as BS 7448. Other standards are the series of American ASTM Standards and the 
standards developed by European Structural Integrity Society (ESIS). In the context 
of fracture mechanics the toughness of material is usually expressed in terms of K 
7 
Chapter 2: Literature review 
(stress intensity factor), CTOD (crack tip opening displacement), or J. The fracture 
toughness value can determine a point of maximum load-bearing capacity or a 
critical crack size of a structure. Fracture toughness of a material generally depends 
on temperature, environment, loading rate, the composition of the material and its 
microstructure, together with geometric effects (constraint). Figure 2-2 illustrates the 
effect of thickness on the critical stress intensity factor under Mode I loading. The 
critical value of Mode I stress intensity factor (KIc) is defined as the plane strain 
fracture toughness [Anderson, 1995]. 
The fracture toughness characteristic of ferritic steels can change considerably 
with changes in temperature. At low temperature, ferritic steel is brittle. At high 
temperature, ferritic steel is ductile and fails due to microvoid nucleation, growth and 
coalescence. The transition from brittle to ductile failure occurs over a temperature 
range specific to the type of steel. Within this regime both failure mechanisms can 
occur. Figure 2-3 illustrates the dependency of fracture toughness of ferritic steels to 
temperature [R6, 2000]. There are generally two assumptions to model for prediction 
of failure in the transition region in ferritic steel. First assumption is that both ductile 
and brittle mode are in competition and one mode can be initiated before the other 
one, once the mechanical and metallurgical requirement for initiating fracture is 
obtained. A second assumption is that two fracture modes are interacting and ductile 
fracture modifies the condition for the brittle fracture initiation [Renevey, et aI, 
1996]. Austenitic steel shows very little dependency of fracture toughness on 
temperature [R6, 2000]. In the next section different fracture modes are discussed. 
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2.1.2 Fracture modes 
There are distinct mechanisms by which failure occurs. Fracture can occur by a 
trans granular or an intergranular path. Kerlins et al [1987] made a classification 
based on the fracture path as well as the mechanism of fracture. There are essentially 





Some forms of fracture, such as quasi-cleavage cannot be readily placed within 
any of the principal fracture modes. They can occur under certain failure conditions. 
Each of these modes has a characteristic fracture surface appearance and mechanism 
or mechanisms by which the fracture propagates. In this section, the discussion will 
be limited to dimple rupture and cleavage fracture which are of concern for the 
material studied in this research programme. 
Dimple rupture, fibrous fracture and plastic fracture, are terms commonly 
associated with metals that fail in a ductile manner. Ductile fracture usually involves 
the absorption of large amounts of energy. When an overload is the principal cause 
of fracture, most common structural alloys fail by a process known as microvoid 
coalescence. The microvoids nucleate at regions of localized strain discontinuity, 
such as that associated with second-phase particles, inclusions, grain boundaries, and 
dislocation pile-ups. The distribution of the microvoid nucleation sites can 
significantly influence the appearance of the fracture surface. When microvoids 
nucleate at the grain boundaries, it results in intergranular dimple rupture [Kerlins et 
aI, 1987]. 
Cleavage fracture can be defined as rapid propagation of crack along a 
particular crystallographic plane. Cleavage is often called brittle and is most likely 
when plastic flow is restricted but it can be preceded by large-scale plastic flow and 
ductile crack growth. The fracture path is transgranular in polycrystalline materials 
[Anderson, 1995]. The propagating crack changes its direction each time it crosses a 
grain boundary. Face centred cubic (FCC) metals are usually not susceptible to 
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cleavage because there are plenty of slip systems for ductile behaviour at all 
temperatures. At low temperature, BCC metals fail by cleavage because there are a 
limited number of active slip systems [Anderson, 1995]. 
The nominal orientation of a cleavage crack is perpendicular to the maximum 
tensile stress. The change of orientation from grain to grain contributes to a 
branching of the crack along different branches. The cleavage fracture of steels 
follows a critical tensile stress fracture criterion. For initiation to occur a critical 
stress must be achieved (greater than or equal to the cohesive strength of the 
material) that is sufficient to break the bonds between neighbouring atoms. However, 
yielding will occur before this stress can be achieved, unless a local discontinuity 
exists ahead of crack tip sufficient to raise the local stress level beyond the stress 
required for cleavage fracture. This occurs in metals through the presence of 
inclusions and second phase particles. Theoretically, a cleavage fracture should have 
perfect matching faces and should be completely flat and featureless. However, 
engineering alloys are polycrystalline and contain grain and sub grain boundaries, 
inclusions, dislocations, and other defects that affect a propagating cleavage fracture. 
Therefore, featureless cleavage is seldom observed. These imperfections and changes 
in crystal lattice orientation produce distinct cleavage fracture surface features, such 
as cleavage steps, river patterns, feather markings [Kerlins et aI, 1987]. The 
multifaced surface is typical of cleavage in polycrystalline material; each facet 
corresponds to single grain [Kerlins et aI, 1987]. Cleavage fracture frequently 
initiates on many parallel cleavage planes. As fracture advances, however, the 
number of active planes decrease by a joining process that forms progressively 
higher cleavage steps. These cleavage steps are known as "river patterns" since 
multiple lines converge to single line, much like tributaries to a river, see Figure 2-4. 
The direction of crack propagation can be inferred from the river pattern. In order for 
cleavage to initiate, there must be a local discontinuity ahead of the macroscopic 
crack that is sufficient to exceed the bond strength. A sharp microcrack is one way to 
provide sufficient local stress concentration. If the stress ahead of a microscopic 
crack is sufficient, the microcrack propagates into the ferrite matrix, causing failure 
by cleavage. Susceptibility to cleavage fracture is enhanced by almost any factor that 
increases the yield strength, such as low temperature, a triaxial stress state, radiation 
damage, high strain rate, and strain aging [Kerlins et aI, 1987, Anderson, 1995]. 
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Quasi-cleavage fracture is a localized, often isolated feature on a fracture surface that 
exhibits characteristics of both cleavage and plastic deformation. A quasi-cleavage 
fracture initiates at the central cleavage facets; as the crack radiates, the cleavage 
facets blend into areas of dimple rupture, and the cleavage steps become tear ridges. 
The presence of a triaxial state of stress (as adjacent to the root of a notch), material 
embrittlement (as by hydrogen or stress corrosion), or when a steel is subjected to 
high strain rates (such as impact loading) promote quasi-cleavage fracture [Kerlis et 
aI, 1987]. 
2.2 Residual stresses and their effect on fracture 
Residual stresses are those stresses existing in a bulk of material without it 
being subjected to any external load. These stresses can be generated following 
manufacture, processing, fabrication or assembly [NPL-Website, 2005]. Generation 
of residual stresses is the outcome of the interaction between time, temperature, 
deformation and microstructure, see Figure 2-5 [Totten et aI, 2002]. The 
classification of residual stresses can be made according to their scale. Macroscopic 
residual stresses exist over a large scale whilst microscopic residual stresses operate 
over an atomic scale of the material [NPL-Website, 2005]. Residual stresses can be 
classified based on their origin (e.g. thermal or elastic mismatch). The generation of 
macroscopic stresses can be as a result of heat treatment, machining, secondary 
processing and assembly. Microscopic stresses are often as a result of mismatch 
between phases and constituents or from phase transformations. Macroscopic and 
microscopic residual stresses can both exist in a component [NPL-Website, 2005]. 
Residual stress can be tensile or compressive. Residual stress fields can be one, 
two or three-dimensional. The influence of residual stress on performance of a 
structure highly depends on particular material and the application of the component. 
In the context of structural integrity approaches if a part of component had an 
initial elastic residual stress field of ares and subjected to in-service load of aservice, 
the actual driving force on the structure would be a res+ aservice, see Figure 2-6. By 
adding a tensile residual stress to an in-service load, the part can be locally 
overloaded and there would be risk of failure. On the other hand an appropriate 
surface treatment such as shot-peening can increase the material strength by 
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introducing a compressive residual stress field [Totten et aI, 2002]. It has been 
observed that shot-peening could improve the fatigue life of the components by 
introducing a compressive residual stress. This technique also has been used to close 
up surface defects [Jolly, 2003]. 
As stated earlier, residual stresses can be generated in a component in different 
stages of life of the component, i.e manufacturing, processing or assembly. Failure 
assessment of welded structures has been given more interest because of 
vulnerability of weldments to cracks [Ainsworth, 2003]. A welded structure 
undergoes a complex cycle of thermo-mechanical loading which will be discussed 
briefly in the next section. 
2.2.1 Effect of prior thermal loading (welding) on fracture 
Welding is associated with localized application of heat which results in 
complex thermal stresses in the welded components [ASM handbook, 1983]. A large 
thermal stress gradient during welding can generate residual stresses in the welded 
structure [Withers and Bhadeshia, 2001]. Other sources of welding residual stresses 
can be as a result of surface quenching effect and the transformation of austenite 
[Macherauch, 1977]. Residual stresses are an inherent property of a welded structure 
[Gott, 1977]. Residual stresses and distortion in welded structures have been studied 
since 1930 [ASM handbook,1983]. The study of welding processes requires complex 
computations, which limited the early studies. However, by advancing the 
computational tools such as finite element codes there is a growing interest in 
gaining a better understanding of the generation of residual stresses and distortion in 
welded structures in the context of structural integrity assessment. During welding 
there is a deferential cooling rate in the structure which results in non-uniform 
deformation and the subsequent generation of a residual stress field which is triaxial 
in nature. The existence of a triaxial state of stress can cause reheat cracking due to 
the relaxation of residual stresses at high operating temperatures. 
During welding a complex transient thermal stresses are produced in the 
weldment. The component also undergoes shrinkage and deformation during 
welding. Since the component is heated locally by the welding heat source, the 
temperature distribution in the weldment is not uniform and changes as the welding 
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progresses [ASM handbook,1983]. Residual stresses due to welding are mainly due 
to the thermal contraction of molten material, however adjacent material experience 
high thermal stresses that causes cyclic yielding [Budden and Sharples, 2003]. Figure 
2-7 schematically shows changes in temperature and resulting stresses that occur 
during welding. It is a simple case for bead on-plate weld made along the X -axis. 
The welding arc is presently located at the origin (0) and is moving in the 'X' 
direction. The area where plastic deformation occurs during the welding thermal 
cycle is shown by the shaded area, M-M' in Figure 2-7(a). The ellipse near the origin 
(0) exhibits the melted region. The region outside the shaded area remains elastic 
throughout the entire welding thermal cycle. The temperature and stress distributions 
as indicated in Figure 2-7 (b), (c) can be discussed in different cross sections: 
~ Section A-A: The area where the welding arc has not been yet reached, the 
temperature change due to welding is almost zero. Thermal stresses due to 
welding are almost zero. 
~ Section B-B: The area that crosses the welding arc, there is a very steep 
temperature distribution. The stresses are close to zero because molten metal 
does not support loads. In regions away from the arc stresses are compressive 
because the metal surrounding these areas is lower in temperature and 
expansion is restrained. However, stresses occurring in regions away from the 
weld are tensile in nature and balance with compressive stresses in areas near 
the weld. 
~ Section C-C: The area somewhat behind the arc, the distribution of 
temperature change is far less steep. As they shrink, tensile stresses are 
caused in regions in and next to the weld. By moving away from the weld, 
stresses change to compressive. 
~ Section D-D: The area that is in some distance from the welding arc where 
the welding region and its adjacent region have been cooled and there is no 
change in the temperature. High tensile stresses are produced in and next to 
the weld and compressive stresses are produced in areas away from the weld. 
The tensile residual stress field which remains following welding can be as 
high as the yield strength of material. High tensile residual stresses in areas near the 
weld can cause premature failure of welded structures under certain conditions [ASM 
handbook, 1983]. Tensile residual stresses can also combine with in-service loading 
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and increase the risk of failure by fatigue, creep or brittle fracture. This may present a 
serious risk to the integrity of components. 
A review of the treatment of residual stresses in the defect assessment of 
welded structures has been discussed by Budden and Sharples [2003]. A typical 
experimental results that show the effects of welding are given by Sharples et al 
[1999]. Figure 2-8 compares the applied load vs. ductile crack extension of an 
aluminium plate with residual stress (S1) and without residual stress (PI). The level 
of residual stress was 570/0 of the material yield stress. Figure 2-8 clearly shows that 
the load bearing capacity of the plate with residual stress decreased by factors 
between 1.5 and 2. However the effect of residual stress on reducing load-carrying 
capacity can be reduced substantially with increasing plasticity as shown in Figure 
2-9. The increase in plasticity is demonstrated by an increase in Lr (the ratio of 
applied load to plastic limit load). No effect of residual stress can be seen after 
Lr=1.2. 
While welding is a process of joining two or more engineering parts, repair 
welding is usually employed to repair initial fabrication defects or in-service 
degradation of components [Elcoate, et aI, 2003]. Repair welding are increasingly 
used in ageing power plants. If an intolerable defect is found in a component, e.g 
pressure vessels steels, the defected area should be excavated and filled by welding. 
The repair weld can vary from filling a shallow excavation or welding of a deep 
excavation and depends on the size of defects [Elcoate, et aI, 2003]. A recent 
investigation in the US revealed that 400/0 of all repairs to steam chest, piping and 
headers resulted in subsequent cracking [Elcoate, et aI, 2003]. Repair welds have 
different material properties compared to aged component and cause complex 
residual stresses. Subsequent to welding a procedure of post weld heat treatment, 
(PWHT) is required to relax the level of residual stresses which is not feasible for 
such a big component like a reactor pressure vessel. PWHT induces thermal stresses 
to interact with the weld residual stress and thereby relieve the residual stresses. 
There is a risk of reheat cracking of the repair during future operation or during any 
PWHT [Soanes et aI, 2005]. The magnitude and distribution of residual stress 
following PWHT depends on the initial state of residual stress, weld geometry, creep 
behaviour of weld and parent material and the duration and temperature of the 
PWHT [Budden and Sharples, 2003]. PWHT may have a beneficial, detrimental or 
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negligible effect. Knowledge of distribution of residual stresses and its interaction 
with in-service load would assist in a better design and also developing a better post 
heat treatment procedure as a stress relief technique in the components [Tait and 
Press, 2001]. 
2.2.2 Prior loading and warm pre-stressing effects on fracture 
Failure in pressure vessels can be catastrophic and replacement of such 
structures can be remarkably expensive. Examples of failures in pressure vessels 
were reported by Burdekin [1981] and Harrop [1983]. Integrity of structures such as 
pressure vessels can be verified before service by applying a higher load than in-
service load. This technique is known as proof loading. Over-loading a structure 
before setting in service determines whether the structure can sustain the actual in-
service load. According to BS5500, in a proof testing procedure, a pressure vessel 
should be subjected to a hydrostatic pressure. The pressure should be 25-50 % more 
than that expected in-service load to ensure that the structure will operate safely. The 
use of the hydrostatic test in identifying poorly manufactured and unsafe pressure 
vessels were highlighted by Burdekin [1982]. 
Overloading can relieve the residual stresses and influence the fracture 
toughness. A schematic of mechanical stress relief is shown in Figure 2-10. Applying 
an uniform elastic tensile stress in an unflawed component with an initial residual 
stress filed, would cause local yielding in area with the highest tensile residual stress. 
The residual stress ar after removing the applied load would be the difference 
between the yield strength, ay and applied stress, aa [Smith and Garwood, 1990a] 
ar = ay-aa (2-24) 
Overloading a structure with cracks would also increase the strength of the 
components to subsequent brittle fracture. Local yielding at crack tip and global 
residual stress relief would increase strength of material. This phenomenon is known 
as the warm pre-stress effect. 
The warm pre-stress effect may be defined as increase in material resistance to 
brittle fracture following an initial overloading. Brittle fracture can occur in 
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embrittled material or below the ductile brittle transition of ferritic steel. A structure 
can be SUbjected to warm pre-stressing cycle following an accidental thermal shock. 
In a phenomenon known as loss of coolant accident (LOCA) in pressurised water 
reactors (PWR), the reactor vessel operating temperature increases beyond its design 
level. When the temperature increases, subsequently yield point decreases and local 
yielding may occur. By returning to an initial operating temperature the vessels have 
improved integrity provided that the vessels were not damaged within the thermal 
shock cycle [Smith and Garwood, 1990a]. 
Much research have been conducted to investigate the influence of warm pre-
stressing on material behaviour. Comprehensive reviews are given by Nichols 
[1968], Smith and Garwood [1990a], Burdekin [1999] and Smith [2003]. A summary 
of these reviews is briefly discussed here. 
In a review by Smith and Garwood [1990a] a comprehensive range of 
experimental results regarding the warm pre-stressing effect is discussed in detail. 
Warm pre-stressing has been idealised to three different loading-temperature cycles 
applied to laboratory specimens. Generally the empirical studies consisted of a cycle 
of preloading laboratory specimens with an initial sharp notch or crack and then 
fracturing after reducing the temperature [Smith and Garwood, 1990a]. The idealised 
load-temperature cycles are shown in Figure 2-11 and are discussed below: 
(i) Load- Cool- Fracture (LCF). The specimen is overloaded at high 
temperature, cooled to the test condition and then fractured. 
(ii) Load- Cool- Unload- Fracture (LCUF). The specimen is overloaded at high 
temperature, cooled to the test temperature and then unloaded. Subsequently the 
specimen is then reloaded to fracture. 
(iii) Load- Unload- Cool- Fracture (LUCF). The specimen is overloaded and 
unloaded at high temperature then cooled to the test temperature. The specimen is 
then reloaded to fracture. 
Although LCF produces the maximum benefit (see Figure 2-12), the most 
common cycle of warm pre-stressing is LUCF in which the cracked specimen is 
loaded in tension. This would create a zone of plasticity at the crack-tip. The cracked 
body is then unloaded in the second step. The material surrounding the initial plastic 
zone wants to go back to its original position but the crack tip plastic zone resists. 
Subsequently the crack tip would experience compressive stresses as a result of 
16 
Chapter 2: Literature review 
unloading. A new smaller plastic zone would be created at crack tip. By reloading 
the cracked body the compressive residual stresses and plastic zone would protect the 
crack tip and higher applied loads are required to achieve the same crack driving 
force compared with as-received condition. 
Residual stresses and crack-tip blunting and elimination of potential cleavage 
nucleation sites by void growth mechanisms ahead of the crack are viewed as the 
main contributing factors in the WPS effect [Burdekin, 1990]. The effect of different 
pre-loading cycles on fracture behaviour of A533B were studied experimentally by 
Reed and Knott [1992, 1996a, 1996b]. Harris et al [1986] also investigated WPS 
effect through sets of experiment using blunt notches. They observed a strong effect 
of residual stress on the low temperature fracture load of A533B steel. Cheng and 
Noble [1997] and Stockl et al [2000] suggested that crack tip blunting as a major 
contributor in WPS effect. Harrison and Fearhough, [1972] explained that the benefit 
from the warm pre-stressing was likely to be caused by change in the crack tip stress 
distributions. 
The degree of residual stress effect in improving fracture toughness following 
WPS cycle has been investigated by thermal stress relief technique. The yield stress 
of steels decreases as temperature increases. If a welded joint is heated to, say, 
600°C, the residual tensile stress, which was equivalent to the yield stress at room 
temperature is more than the yield stress of the metal at 600°C and localised plastic 
deformation occurs, and the tensile residual stresses are reduced. Subsequently the 
compressive residual stresses which were in equilibrium with the tensile stresses, are 
also reduced, to restore the equilibrium [Smith and Garwood, 1990a]. 
Following stress relief, Reed and Knott [1992] observed that the WPS effect 
was completely wiped out which underpin the role of residual stress in WPS whereas 
Nakamura et al [1981] showed a partial reduction in the WPS benefit which 
highlighted that the other factors contributes in WPS effect. 
Beremin [1981] investigated the WPS effect using round notched bar 
specimens. They investigated the effect of residual stress and crack tip blunting on 
warm pre-stress using axisymmetrically cracked round bar which made of A508 C13 
steel. An axisymmetrically cracked round bar was pre-loaded in tension just before 
crack initiation. Stress was relieved at 600°C under vacuum condition for two hours 
followed by loading to fracture at low temperature. These experiments point out the 
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effect of residual stress. Some speCImens were pre-loaded after crack initiation, 
Therefore the crack blunting has been destroyed. Beremin [1981] concluded that 
both residual stress and crack tip blunting have effect on the warm pre-stress. Chen et 
al [2001] argued that WPS effect is mainly caused by crack blunting by reducing the 
stress triaxiality (the ratio of the mean stress to the von Mises stress) and producing 
plastic strain in front of the blunted tip. They observed that by increasing the pre-
loading level the triaxiality factor in reloading to fracture cycle would decrease. 
As pointed out earlier the major contributing factor in WPS cycle is the size of 
the plastic zone at different stages of loading, unloading and fracture [Chell, et aI, 
1981]. The plastic zone size has three possibilities during a LUCF cycle. A schematic 
of LUCF on a compact tension specimen is shown in Figure 2-13. Assuming the 
loading and unloading happens at high temperature and reloading occurs at low 
temperature and yield point of material increases by decreasing the temperature the 
following scenarios might happen. 
1. The size of final plastic zone in reloading to fracture step is smaller than 
both the preloading and unloading steps at high temperature. A WPS is considered to 
produce a benefit if the following condition is satisfied 
K j Kl 
------"-- > --
(j y2 + (j yl 2(j yl 
(2-25) 
2. The size of final plastic zone is larger than the unloading plastic zone but 
smaller than the initial loading plastic zone. WPS can also produce a benefit if the 
following condition is satisfied 
K j -Kl Kl 
-=-----<- (2-26) 
(j y2 - (j yl (j yl 
3. The size of final plastic zone in reloading to fracture step is larger than the 
preloading and unloading plastic zones. The reloading plastic zone wipes out the 
residual plastic deformation resulting in complete removal of the WPS effect. This 
condition is satisfied if 
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K f -KJ K J 
-'----->- (2-27) 
a y2 - a yJ a yJ 
where stress intensity factor at failure at low temperature is expressed as Kj and KJ is 
the stress intensity factor at preloading at high temperature and ayl and a y2 are the 
yield stresses at high temperature and low temperature respectively and a y2 >ayl . 
Chell and Haigh [1986] proposed a simplified equation to predict the WPS 
effect based on stress intensity factors: 
K f = 0.2!5.L + 0.87 
K1C K1C 
(2-28) 
where K1C is the fracture toughness at low temperature. 
Smith and Garwood [1990c] included the material hardening effect and 
provided an alternative as 
K f = (0" yl J'% {l- (~Jm' (liL)q (1- 2m )11. 
K1C 0" y2 0" y2 K1C J (2-29) 
where m' = (n-1)/(n+ 1) and q = 2/(n+ 1) and n is derived from Ramberg-
Osgood constitutive relationship. There is very little difference in a comparison of 
different models namely Chell [1980], Chell and Haigh [1986] and Smith and 
Garwood [1990c] as it is shown in Figure 2-14. The comparison is made for L=1.2 
which is a ratio of the flow stresses (mean of yield and ultimate stress) at failure and 
preload temperatures and n is derived from Ramberg-Osgood constitutive 
relationship. 
Roos et al [1998] has applied the Weibull statistical model to predict warm pre-
stress effect. Fowler [1998] developed a statistical model based on Chell's [1980] 
model to predict the effect of warm pre-stressing. They demonstrated that the 
probability of failure following WPS can be given by a three-parameter expression 
proposed by Wallin [1984]. 
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(2-30) 
where K1c is the as-received fracture toughness, and the distribution parameters K
min 
and Ko were calibrated for the as-received (AR) conditions and then modified, using 
the Chell model to predict the WPS effect. Fowler et al [1998] also showed that 
fracture following WPS was predominantly controlled by the as-received toughness 
together with the residual stresses generated by WPS. They used the maximum 
principal stress distributions ahead of the crack tip for the AR condition and 
following WPS and predicted fracture by matching the stresses ahead of the crack 
tip. Using this stress matching technique they obtained results consistent with those 
predicted using the statistical approach based on Chell model. While Curry approach 
[1981] matched stresses only very local to the crack tip, in the Fowler and Smith 
approach [Fowler and Smith, 1997] the distance over which the matching stresses 
occurs, increases with increasing pre-load. 
To explore the influence of the reversed yielding model on the prediction of 
warm pre-stress using crack tip residual stress field, a kinematic model was 
compared with an isotropic hardening for A533B material by Fowler and Smith 
[F owler and Smith, 1997]. They observed that significant differences between 
isotropic and kinematic hardenings model only occur near the crack tip region. They 
found identical failure predictions using either hardening model. They concluded that 
the magnitude of the residual stress field was not the controlling factor in the warm 
pre-stress effect, rather that it was the extent of the compressive zone which was the 
controlling factor. In recent numerical studies modified probabilistic models based 
on the Beremin model have been used to predict cleavage fracture following WPS 
(StOckl, et al [2000] and Kordisch et al [2000] Lefevre et al [2002], Margolin et al 
[2004], Hadidi-Moud et al [2002]). The details of the Beremin model will be 
discussed in the next section. 
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2.3 Prediction of failure and micro-mechanical approaches to brittle 
fracture 
Ritchie, Knott and Rice (RKR) [1973] introduced a cleavage fracture 
prediction model of mild steel in terms of a critical stress over a micromechanical 
characteristic distance. This model predicts the cleavage fracture when a critical 
fracture stress, aj* is exceeded over characteristic distance, rc [Anderson, 2000 and 
Ritche et al 1973]. The typical values for the RKR parameters are found 
experimentally. The characteristic distance is about 2 to 5 grain diameters and critical 
stress about 2 to 4 times the yield strength in steels [Hill and Yau, 2000]. 
Classical fracture mechanics estimate failure by means of a single value of 
fracture toughness of material. However there is a large scatter in fracture toughness 
data especially in ductile-brittle transition region of ferritic steel. The scatter in 
fracture toughness data can be related to cleavage fracture initiators at crack tip. 
Curry and Knott [1979] provided a statistical explanation for the RKR critical 
distance. They argued that a critical sample volume, over which the normal stress is 
higher than aj was required for failure. That is why two identical specimens made 
from the same material may display vastly different toughness values because the 
location of the critical fracture stress triggering particle is random. Therefore there is 
an uncertainty in fracture analysis which lead one to study fracture statistically 
[Anderson, 1995]. A schematic probabilistic fracture analysis for a simple case of 
linear elastic structure is shown in Figure 2-15. The left curve is symbolic of the 
driving force (K1) , whereas the right curve is the toughness distribution (KJc). The 
shaded area in the Figure 2-15 represents the probability of failure. The failure 
probability Pfi is given by: 
(2-31 ) 
where FJ (KJ) is the cumulative distribution of driving force and F2(KJc) is the 
cumulative toughness distribution [Anderson, 1995]. Statistical analyses like the 
Weibull theories developed in 1930s and 1940s are widely used in failure 
assessments. In statistical analyses the probability of finding a microcrack of critical 
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size is a function of the volume of material involved [Beremin, 1983] and thereby 
larger specimens tend to have lower average strengths than smaller ones. Therefore 
the probability of finding cracks with a critical size in larger specimens is higher 
[Anderson, 1995]. Weibull [1951] postulated that the probability of survival, P
s 
of a 
specimen at an applied stress a could be written as: 
(2-32) 
where m and a 0 are adjustable constants. Based on W eibull' s concept of a 
probability distribution, Beremin [1983] developed a model to predict cleavage 
fracture in low alloy steel. A summary of their work is explained in the following 
section. 
2.3.1 Beremin model 
Beremin described a statistical model known as the local approach based on the 
Weibull distribution to predict cleavage fracture in low alloy steel [Beremin, 1983]. 
The model characterised failure based on the local stress field at the crack tip since 
the fracture process always takes place in a small region near crack edges, regardless 
of the size of a structure that fails through fracture [Bertram Broberg, 1999]. 
The model is used widely to describe the scatter in data in the lower transition 
region of ferritic steels [Pineau, 2003]. In the Beremin model [1983], it is assumed 
that micro-cracks might be found at the onset of plastic deformation and that unstable 
fracture will occur should the maximum principal stress reach sufficiently high level. 
In other words, the plastic deformation is referred to as a primary event before the 
condition to failure is reached. Global failure is predicted by invoking the weakest 
link theory which assumes that a body of material can be fragmented to many 
independent volumes, linked together like a chain (Figure 2-16), and the failure of a 
body can commence when its weakest element link fails. 
A schematic diagram of a cracked body under mode I loading is shown in 
Figure 2-17. Increasing the applied load results in development of a plastically 
deformed zone ahead of the crack tip. The extent of the plastic region, shown in grey 
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in Figure 2-17, increases by increasing the applied load. Assuming the stressed 
volume can be divided into smaller volumes Va, the probability of finding a crack of 
length between 10 and 1a+d1a will be taken as: 
(2-33) 
The parameters a and f3 are the material constants if Va is known and the probability 
of failure under applied stress is a function of finding a microcrack given by equation 
(2-33). Assuming a simple Griffith type relationship between critical microcrack size 
and critical stress within Va, the probability of failure under applied stress can be 
expressed in a Weibull distribution: 
(2-34) 
where the "Weibull stress", noted as o"w, is: 
(2-35) 
where m describes the shape of probability function and it is believed that m and O"u 
are material constants [Beremin, 1983]. 
There have been a lot of developments and modifications in the local approach 
in the last 20 years [Pineau, 2003]. Ruggieri [1998] employed a chain-of-bundles 
formulation rather than weakest link theory in failure prediction. The difference 
between weakest link theory and chain-of-bundles is that one small element failure at 
the micro level would trigger general failure in weakest link while one or more 
element failures are required to trigger failure in the chain-of-bundles. The Beremin 
model has been extended by combining with ductile models to predict fracture in the 
ductile-brittle transition of ferritic steels where there is considerable plastic 
deformation prior to failure. Schmitt et al [1998] and Bernauer et al [1999] proposed 
modified Beremin models for the transition region from ductile to cleavage fracture. 
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Renevey et al [1996] studied the transition region for ferritic steel by assuming that 
the failure in this region is the outcome of a competition between ductile and brittle 
fracture. He presented results from round notched bar experiments and their 
prediction in transition region in terms of average net section strain rather than stress 
at fracture point. Yahya et al [1998] investigated the intergranular brittle fracture in 
embrittled A508 C13 steel. Their fracture data showed that there can be a double 
slope in a Weibull plot. Their observation showed that the low slope regime was 
associated with the existence of MnS inclusions initiating brittle fracture, while the 
larger slope was related to microstructural defects. They assumed that MnS inclusion 
was able to initiate fracture without any apparent plasticity. Therefore, for a 
specimen of volume V, they consider two parts: 
(2-36) 
where V. was the volume under elastic loading in which fracture can take place 
by initiation on MnS particles interface due to local plasticity, but without global 
plastic deformation and V was the plastically deformed volume where fracture was 
p 
initiated by smaller particles like carbides. Their modified statistical model for a 
volume v was given by: 
(2-37) 
where 0"1 is maXImum principle stress, m 1 and O"ul are the shape factor and 
normalizing stress for the first elastic mechanism, while m2 and O"u2 are the same 
parameters for the second mechanism, and both mechanisms of intergranular fracture 
are statistically independent. They argue that the low value of the parameter m 1 
indicates a high scatter in fracture stress when coarse defects are involved. On the 
other hand, a high value for O"ul corresponds to a low volume fraction for those 
defects. While the majority of researchers use the maximum principle stress for 
calculating the Weibull stress in the local approach, Bass et al. [1999] used the mean 
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(hydrostatic) stress rather than maximum principal stress and found good predictions 
of failure in the case of biaxial loading. 
An ongoing discussion in the Beremin model, generally used in the form of 
equation (2-34), is the process of calibration of the Weibull parameters. In spite of 
existing general guidelines for calibration of Weibull parameters [Pineau, 2003, R6, 
2000] the details of the calibration of Weibull parameters in the local approach is an 
open issue. For instance the reported values of m in equation 2-34 for similar steels 
range from 10 to 50 for common materials [Gao, 1998]. Numerical codes and small 
sample data (less than 10) are the two contributors factors in the differences in 
calibrated parameters [Gao, 1998]. 
The Weibull parameters are defined by calibrating the parameters to 
experimental data. Beremin [1983] calibrated the Weibull parameters to data from 
round notched bar tests using different notches to create different degrees of stress 
triaxiality. However, Minami et al [1992] suggested using fracture toughness results 
rather than round notched bars to calibrate the parameters. Hojo et al (1997) 
demonstrated that the Weibull parameters were independent of specimen shape. They 
also showed that au did not change in the lower shelf region of a ferritic steel. Petti 
and Dodds [2005] believed that au would provide the temperature dependence of the 
Weibull stress parameters, au would increase significantly with temperature and m, 
remains (relatively) invariant of temperature over some part of the ductile to brittle 
transition region. They used the toughness-temperature distribution values defined 
by the Master Curve [ASTM E 1921] to estimate the temperature dependence of au. 
Wiesner and Goldthorpe [1996] indicated differences between the parameters when 
determined from different specimen shapes. Milella and Bonora [2000] demonstrated 
the high sensitivity of shape parameter, m to different levels of triaxiality. Bakker 
and Koers [1991] employed a threshold parameter, ath, in addition to the original 
Beremin model parameters, below which the probability of failure is zero: 
(2-38) 
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Some researchers suggested that the threshold parameter is equal to Weibull 
stress corresponding to a toughness of 20 MPa m 0.5 for common ferritic steels 
[Pineau, 2003, ASTM EI921]. Petti and Dodds [2005] argued that for their studied 
A508 steel the minimum toughness defined as Kmin in ASTM E1920 exceeded 20 
MPamO.5• 
Equation 2-34 represents a microscopic two-parameter Weibull model to 
describe the scatter in fracture toughness data based on the crack tip stress field. On 
the other hand the distribution of toughness values can be described by a 
macroscopic two-parameter Weibull distribution as: 
(2-39) 
where f3 defines the toughness value at a 63.2 percent failure probability and a shows 
the shape of scatter. For small scale yielding the value of a is chosen as 2 [Gao, 
1998]. Essentially equations (2-34) and (2-39) correspond to the same probability of 
failure and should be equal, i.e. 
(2-40) 
Gao et al [1998] showed that many (m; O"u) paIrs can be found such that 
equation 2-40 holds, see Figure 2-18. They concluded that it was not possible to 
calibrate a unique Weibull parameters (m; O"u) using the small scaling fracture 
toughness. Subsequently they calibrated the Weibull parameters to two different 
levels of constraint in cracked specimens and proposed a scheme to calibrate three 
parameters m, O"u and O"min for a material in which O"min was replaced by Oih in 
equation 2-38. The model is based on that the cleavage fracture occurs by attainment 
of equivalent stressed volumes of material ahead of a crack front in different 
specimens and the crack-tip stress fields vary only in the level of triaxiality and the 
contour of principal stress changes only in size, not in shape under increased loading 
[Gao, 1998]. They used the concept of constraint correction between two specimens, 
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A and B. As it can be seen in Figure 2-19, specimen A has higher constraint and 
represents small scale yielding while specimen B has lower constraint. Figure 2-19 
shows the constraint correction between two crack configurations. With a known 
Weibull modulus, m, at the same probability of failure (which means the same Oiv) 
specimen A requires loading to JA and specimen B requires loading to JB, where JB > 
JA. In other words each pair of JA and JB produce the same O'"w-value. Also through a 
knowledge of the statistical distribution of configuration A, the corresponding 
statistical distribution for configuration B can be predicted from the toughness 
scaling diagram. This diagram of course depends on the calibrated Weibull modulus, 
m. Gao et al [1998] calibrated the Weibull parameters using two different constraints 
and assumed that m remains unchanged for two levels of constraint at the same 
temperature under quasi-static loading. The details of their approach can be found in 
Gao et al [1998] and Gao and Dodds [2000]. 
Hadidi-Moud et al [2002] also showed differences in the Weibull parameters 
calibrated to round notched bar specimens and cracked specimens. Hadidi- Moud et 
al [2004] adopted a local approach based on Beremin model to predict the warm pre-
stress effect and the prediction was consistent with the global approach [Hadidi-
Moud et a12004b]. In their modified Beremin model [1983] the probability of failure 
similar to equation 2-38 includes a O'"min and is given by: 
(2-41) 
and the Weibull stress O'"w is defined by equation 2-35. 
As it is shown in equation 2-39 the Weibull stress which determines unstable 
cleavage failure depends highly on shape parameter, m. It is also a function of 
reference volume; Va. Initially [Bremein, 1983] Va was identified as a material 
characteristic, such as a certain number of grains, that should be just large enough to 
find a cleavage initiator such as a microcrack. However it can be selected as any 
constant value for a material [O'Dowd, 2000]. In Ref. [Bordet, 2005] the value of Va 
was taken to be 1 mm 3. In equation (2-41) O'"u is a scale parameter and equals to O'"w at 
63.2% failure probability if O'"min=O. The Weibull stress is also a function of 
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maximum principal stress, (Yj over the plastic zone around the crack tip. The volume 
of the cleavage fracture process zone is usually taken as the volume inside the 
contour of (maximum principal stress >2 xyield stress) [Gao, 1998]. However Hadidi-
Moud et al [2002] included any element close to crack tip which plastically deformed 
in the Weibull stress calculation. In order to predict the effect of warm pre-stress it is 
very important to identify the plastic volume. Hadidi-Moud et al [2004] carefully 
integrated the elements in the boundary of the plastic zone in calculation of Weibull 
stress by including only the portion of each element volume which was plastically 
deformed. For instance in case of using four gauss point for one element, each gauss 
point was representative of a quarter volume of the element and if it was plastically 
deformed only a quarter of the volume was considered in calculation of Weibull 
stresses. In predicting the WPS effect, Hadidi-Moud et al [2004] assumed that the 
initial plastic zone (arising from WPS) was not included in calculation of Weibull 
stress unless the plastic strain on reloading exceeded the plastic strain arising from 
WPS. 
2.4 Generating residual stress in laboratory specimens 
It is almost impossible to fabricate a component without any defect. There are 
also some defects which are initiated during the component's life. In the structural 
integrity assessment it is important to understand the influence of residual stresses as 
they can promote the initiation and growth of defects and have significant effect on 
the integrity of components [Ainsworth et aI, 2000, Stacey et aI, 2000]. The 
combination of tensile residual stress and in-service stresses can be detrimental in the 
case of brittle fracture, since the tensile residual stress is more effective when there is 
a low level of plasticity at fracture. 
In order to study the effect of residual stresses, different methods have been 
used to generate tensile and compressive residual stress fields in laboratory 
specimens. The interaction of compressive residual stress field and primary load has 
been reviewed in context of warm pre-stressing [Smith, 2003]. Swankie [1999] 
introduced a tensile residual stress at crack by applying Mode II pre-loading. By 
reloading the sample in Mode I, the Mode I apparent fracture toughness were 
decreased. Harris et al [1986] observed a strong effect of residual stress on the low 
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temperature fracture load of A533B steel by applying a compressive preloading on 
four point bend specimens which generated a tensile residual stress field ahead of a 
notch. Compressive preloading introduced tensile residual stress at the crack tip 
which has detrimental effect on the subsequent performance at low temperature, as 
lower tensile stresses (normal to the crack) are required to promote the fracture. 
Sharples et al [1999] generated a residual stress field in relatively large 
Aluminum plates by welding. They used two different designs of Aluminum alloy 
specimens with initial residual stresses. The first design is shown in Figure 2-20 
where the welding along the horizontal lines produced a constant tensile residual 
stress in the central region of the plates, balanced by compressive stresses in the 
outer ligaments. After welding, a through-wall crack was machined within the region 
of the tensile residual stress field. In the second design, a pre-stressed Aluminium 
plate was welded. The residual stress field was generated by first sawing slots from 
the ends of specimens to the scaled location of the welds in the first design. Then 
tensile and compressive loads were applied to the central and outer parts of the 
specimens by a clamping arrangement and the induced stresses locked into the plates 
by welding up the slots prior to removal of the clamping arrangement. 
Hossain [2005] introduced a highly triaxial residual stress state in spheres and 
cylinders to study creep in stainless steels type 316H and 316L. Small samples were 
heated up to 850°C and subjected to rapid spray water quenching at room 
tempearture. Another method to introduce a residual stress field into laboratory 
specimens is side-punching [Meith, 2002, Mahmoudi, 2005, Hossain, 2005]. Side-
punching consists of punching two opposite sides of the specimen with rigid 
punching tools. Although this method is used to reduce weld residual stress, Meith et 
al [2002] used this technique to introduce a residual stress field in single edge notch 
bend specimens. A schematic diagram of the application of the side-punching 
technique of his study is shown in Figure 2-21. Lim et al [1998,2003] generated a 
compressive residual stress field around crack in aluminium plate using rigid ring 
punches, see Figure 2-22. Mahmoudi [2005] applied a similar technique to Meith et 
al [2002] to introduce a residual stress field in Aluminium compact tension 
specimens. A schematic diagram of step of side-punching and unloading on C(T) 
specimen is shown in Figure 2-23. Following the unloading step tensile residual 
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2-23. A considerable decrease in the fracture toughness of the aluminium alloy 
following side-punching was observed. Mahmoudi [2005] studies consisted of 
parametric study of side-punching. A dimensionless parameter OUR) was defined 
using the relative position of the punching tool and the crack in the specimen, where 
'X' was the distance between the centre of the punching tool and the crack-tip and R, 
was the radius of the punching tool as shown in Figure 2-24. The position of the 
centre of the punching tool was changed only along the crack line in parametric 
study. Further development of punching included double punching which were 
comprehensively studied by Mahmoudi [2005] and Hossain [2005]. Figure 2-25 
shows the parametric studies of double punching on aluminium plate to generate 
compressive and tensile residual stress ahead of crack. Figure 2-26 shows double 
punching and figure of eight-shaped punching to generate region of tensile residual 
stress and plastic zones in 316H stainless steel to study creep damage [Hossain, 
2005]. Typical results of the effect of side-punching using a pair of punching tools in 
reducing the toughness of aluminium alloys are shown Figure 2-27. Figure 2-28 
shows that both an increase and a decrease in apparent fracture toughness due to 
double punching can be obtained. 
Cotton [1997] and Spindler and Cotton [1998] applied a compressive load in 
the longitudinal direction (called the "in-plane loading" method) to a single edge 
notched bend, SEN(B) specimen. A combination of a bending moment and 
compression produced a tensile residual stress field at the notch tip. Figure 2-29 
illustrates a schematic diagram of a modified SEN(B) specimen with residual 
stresses. Turski [2004] applied a similar procedure on a compact tension specimen 
with a notch root radius=2.5 mm, see Figure 2-30. The specimen was made of 316H 
stainless steel with dimension of 91 x95 mm with thickness of 25 mm. After 
compression and unloading, a 3.5 mm crack was introduced by the EDM process 
followed by fatigue sharpening. 
2.5 Methods of measuring residual stress 
There are vanous methods for measunng residual stresses [Withers and 
Bhadeshia, 2001]. The methods may be categorized as destructive and non-
destructive. The principle of destructive methods is the removal of part of component 
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and evaluating stresses by measuring dimensional changes as a result of relaxation of 
residual stresses. The available destructive methods include block removal, splitting, 
slicing, layering and Sach's boring methods. Incremental centre hole-drilling, ring 
core and deep hole drilling are considered as semi-destructive methods since these 
are locally destructive and most of the component remains intact. X-ray, neutron 
diffraction, synchrotron, magnetic and ultrasonic methods are non-destructive 
methods [Withers and Bhadeshia, 2001, Fitzpatrick and Lodini, 2003]. All these 
methods have their advantages and limitations. The residual stress measurement 
method should be chosen based on component geometry and material property and 
scale (length) of residual stress field. Measurement cost, of course, is another 
contributing factor in selecting a method. Different residual stress measurement 
methods are compared in Figure 2-31. The figure compares different methods based 
on the cost and the penetration depth of measurements. Three methods of residual 
stress measurements were used in the present study. They are neutron diffraction, 
incremental centre hole drilling and deep hole drilling. These techniques are briefly 
described below. 
2.5.1 Neutron diffraction 
Neutron diffraction is a completely non-destructive and highly accurate method 
for measuring residual stresses. This method can usually measure all three 
components of residual stresses in a sample. As shown in Figure 2-31 the drawback 
of this method is mainly the cost. It can measure residual stress of depths up to 
250mm in aluminium or 37mm in steel [NPL-website, 2005]. This method can only 
be used for polycrystaline materials. The measurements are based on separation of 
similarly oriented planes of atoms. In this method the crystalline lattice serves as 
atomic strain gauge. Contrary to strain gauges which measure average strains on the 
sample surface the neutron diffraction method can measure the strains in 
crystallographic plane of the material [Turski, 2004]. 
In this method the sample is subjected to neutron beams submitted from an 
intense neutron source. The incident beam is diffracted in different angles and then 
collected by diffractometers. The angle depends on the distance between the planes 
of atoms. Generally there are two forms of residual stresses measurement methods 
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usmg neutron diffraction, angular dispersive and time of flight technique. A 
continuous monochromatic beam strikes the sample and variations in diffraction 
angle would be monitored in the angular dispersive method. Time of flight method is 
based on the variation of wavelength while the diffraction angle is fixed in a pulsed 
beam [Turski, 2004]. The neutron diffraction method is based on Bragg's law 
[Holden and Roy, 1996] where: 
nil = 2d hkl sin Bhkl (2-42) 
where Il is the wavelength of the neutrons, n is an integer, d is the distance 
between sets of parallel (hkt) crystal planes and 2B is the scattered angle. For a 





In the time of flight method the time t that it takes neutrons to travel the 
distance from the moderator to the detector, after scattering from the sample, is 





where m is the mass of the neutron and h is Planck's constant. The changes in the 
time of flight can be used to measure strain by 
~t ~Il ~dhkl 
-=-=--=Ghkl 
t Il d hkl 
(2-45) 
where ~t is the change in time and I1Il is change in wavelength and B is constant in 
time of flight method. Six independent strain measurements are necessary to 
complete the strain and stress tensors for one point. Nevertheless by measuring only 
the strains components (&], &2, &3) in three principal directions, the stresses can be 
evaluated by applying Hooke's law: 
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(2-46) 
where 1, 2 and 3 are the principal directions, E is the elastic modulus and v the 
Poisson's ratio. Similar expressions hold for the (j 2 and (j 3 components of stress. 
An example of recent neutron diffractions measurement using ENGIN-X at 
ISIS facilities on a compact tension specimen with an initial residual stress field is 
shown in Figure 2-32 [Hossain, 2005] 
2.5.2 Incremental centre hole drilling 
Incremental centre hole drilling (ICHD) is most widely used for measuring 
residual stress. It enables us to measure two components of residual stresses by 
accurate step by step drilling a small hole in the sample. It is simple and inexpensive 
method. However the ICHD method can be used only for near surface residual stress 
measurement. 
The technique IS a semi-destructive method based on strain relaxation 
employing linear elastic behaviour of the material. ASTM standard 837 provides the 
details of this technique. The (ICHD) technique involves the following steps of 
procedure [NPL-Website, 2005]: 
1. Bonding a strain gauge rosette on the surface of specimen at the location of 
interest. 
2. Setting up a drilling fixture 
3. Drilling a small hole at the centre of stain gauge incrementally and 
recording variation in strains at each depth of increment. 
By drilling a hole in a stressed component, the surrounding material must carry 
the same amount of stresses which were carried by the removed material. This would 
cause a slight deformation and redistribution of strains near the hole, [Tait and Press, 
2001]. The deformation can be measured using rosette strain gauges. By incremental 
drilling the measured releived strains can be converted to stress using a set of 
through thickness coefficients. Schajer [1988a, 1988b] introduced an integral method 
to convert the released strains to stresses. The novelty of his approach compared to 
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[Nikola, 1986 and ASTM E-837] was based on this fact that the released strain in 
each drilled step was not only a function of current increment but also previous 
increments. In this method, the strain relaxed on the surface along the generic x-
direction, at hole depth h, is related to the residual stresses by 
(2-47) 
where A and B are the functions determined by numerical methods and hand 
H are two dimensionless parameters [Schajer 1988a, 1988b]. Two components of 
stresses, CYr(H) and CYy{H) then can be evaluated as an inverse problem and repeating 
the same equation for y direction. Bear in mind that the incremental centre hole 
drilling measurement is based on plane stress theory. Therefore there is no 
measurement in the third direction. 
The main sources of error in this method are the hole eccentricity error where 
there is misalignment of drill and rosette centre and hole depth measurement which 
arises from zero depth determination and surface roughness, flatness and specimen 
preparation. Effect of plasticity is also another source of error [Beghini et aI, 1994]. 
2.5.3 Deep hole drilling 
The deep hole drilling (DHD), technique is a semi destructive method, which 
was developed by Beaney [1978] and Zhdanov and Gonchar [1978]. The DHD 
technique is a semi-destructive method because only a small core (approximately 12 
mm in diameter) is removed from the component during measurement. This method 
has been developed extensively over the last few years at the University of Bristol 
[Bonner, 1996, George, 2000 and Kingston, 2004]. The distribution of residual 
stresses in a variety of thick-section welded steel components, including plates, pipes 
and cylinder-to-nozzle intersections have been obtained using this method [Smith, et 
al 2000, Wimpory et aI, 2002, Kingston, 2004, Hossain, 2004a]. Recent 
measurements using the DHD technique have shown its ability to measure residual 
stresses to a depth beyond 450 mm in steel component [Kingston, 2004]. The deep 
hole drilling method determines the residual stresses in a component by measuring 
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the distortions of a reference hole in a component after a column of material 
containing the reference hole as its axis is removed from the component [Kingston, 
2004]. Figure 2-33 provides a schematic summary of the measurement method. The 
method consists of four experimental steps [Kingston, 2004]. Step 1 consists of 
drilling a small reference hole through the component while the residual stresses 
exist. Step 2 consists of accurately measuring the diameter of the reference hole 
using an air probe. In step 3 a column of material containing the reference hole as its 
axis is coaxially trepanned free of the component by using an electro-discharge 
machining, EDM technique. And finally step 4 consists of re-measuring the reference 
hole diameter using an air probe. The distortion of reference hole diameter in the 
plane normal to the reference hole axis is used to determine the in-plane residual 
stress field. It is assumed that the stresses relieved by the introduction of the 
reference hole are negligible and the trepanned core is completely relaxed after 
trepanning in a linear elastic manner. The analysis also assumes that the trepanned 
core can be divided into many independent block-lengths. Each independent block-
length can be reduced to a simple case of infinite plate containing a hole, subjected to 
a uniform uniaxial stress. More details of the DHD method may be found in [Goerge, 
2000 and Kingston, 2004]. 
Accurate measurements of the reference hole diameter in step 2 and step 4 are 
made using an air probe at 18 angular positions. The measured diameter at each 
angle provides d(B) and d'(B), and represent before-trepanning and after-trepanning 
diameters respectively. The diameters d(B) and d'(B) are measured of depth intervals 
of 0.2 mm to determine the through-thickness distribution of residual stress in the 
component. The difference in the reference hole diameters before and after 
trepanning is: 
~d(e)= d'(e)- d(e) (2-48) 
The reference hole distortions are related to the relaxation of residual stress in 
the components in the plane normal to the reference hole axis, employing the theory 
of elasticity [Kingston, 2004]. 
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(2-49) 
The normalised radial distortion U rr (0) is linear with respect to the unknown 
stresses cy xx (z) , cy Y.Y (z) and CY xy (z), and can be expressed as 
(2-50) 
where f( B), g( B), h( B) are known from equation 2-49 so long as E and 0 are also 
known [Kingston, 2004]. During the DHD method radial distortions are usually 
measured at 18 angles (01,02, .. 018), Therefore Equation 2-50 can be re-written as: 
urr(B]) I(B]) g(B]) h(B]) 
U rr(B2 ) 1 I(B2 ) g(B2 ) h(B2 ) 
·[::1 (2-51 ) = E 
urr(B]S) I(B]s) g(B]s) h(BIs ) 
CYxy 
or 
- 1 ] (2-52) 
U = --[M e(J. 
rr E 2D 
The matrix M2D is non-square and there are only three unknown stresses 
(j xx (z), (j yy (z) and (j x/z). Therefore for matrix inversion a pseudo-inverse matrix is 
used and an optimum stress vector is calculated using a least squares fit to the radial 
distortion data [Kingston, 2004]. The optimum stress vector that best fits the 
measured normalized radial distortion, U rr is 
a- = - E[M 2D r • U rr (2-53) 
where 
(2-54) 
is the pseudo-inverse of matrix [M2D ] and [M 20 Y is the transpose of matrix [M2D]' 
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2.6 Scope of thesis 
A review of previous work to investigate the effect of residual stress has shown 
the difficulty of predicting the interaction of residual stresses and applied load on real 
structures. Various studies showed that compressive residual stress at crack tip 
increases the load bearing capacity of a structure. Generally compressive residual 
stresses were generated by a cycle of warm pre-stressing. There are limited studies 
where a tensile residual stress field was introduced in laboratory specimens. 
Analytical models have been developed to predict the effect of warm 
prestressing on cleavage fracture toughness of ferritic steels. Most of these models 
are based on global behaviour of a structure rather than micromechanics models. The 
global approaches are based on magnitude of the pre-load level and yield stresses at 
the pre-load and fracture temperatures. On the other hand micromechanical models 
study the interaction of residual stress and applied load near the crack tip. The 
prediction of brittle fracture was shown to be difficult, due to scatter in material 
properties. Therefore there is growing tendency to combine micromechanical model 
and statistical models to predict brittle fracture in ferritic steels. 
In order to develop an engineering model to predict the reliability of a structure 
requires a good knowledge of the influence of residual stress on brittle and ductile 
fracture. Different aspects related to introducing a residual stress field and measuring 
residual stress and failure prediction of laboratory fracture specimens are detailed in 
this study. A finite element code was used to explore new methods of introducing 
residual stress field in laboratory specimens. Advanced residual stress measurement 
methods were used to validate the numerical studies and a comprehensive empirical 
study were carried out to investigate the interaction of residual stresses and primary 
loads on three types of steels, 316H stainless steel, A533B and A508 low alloy steel. 
Moreover an attempt was made to implement a local approach based on crack tip 
residual stresses and a global approach to predict brittle fracture in the presence of 
residual stresses. 
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3 Development of experiments 
This chapter reviews different methods of generating residual stress fields in 
laboratory specimens. The principal aim in this study is to generate a fracture 
specimen with an initial residual stress field of interest. The objective is to generate 
compressive and tensile residual stress ahead of a crack. For generating a 
compressive residual stress field the conventional warm pre-stressing pre loading 
(LUCF) cycle was implemented. More challenging to this study was to create a 
fracture sample with an initial tensile residual stress ahead of crack/notch. A number 
of methods were used to apply different types of pre-loading on pre-cracked samples. 
Other methods included generating residual stress field in laboratories samples 
followed by inserting a crack to produce fracture specimens. When a sharp 
notch/crack is introduced into a residual stress field, the residual stress field is re-
distributed in the vicinity of the crack. The crack tip might experience tensile or 
compressive residual stress field after redistribution. The nature of this redistribution 
did not follow a particular rule and it was studied on its own merit. 
3.1 Motivation 
Understanding the interaction of residual stress and applied load on fracture is 
the main objective of this study. It is clear that residual stress plays significant role in 
metals failure. But the interaction of residual stress and applied stress in failure 
assessment quantitively is less obvious. If the contribution of initial residual stresses 
and in-service load can be quantified, then it is possible to predict failures more 
accurately and reduce the high conservatism in existing failure assessment codes. 
What appears to be required is an understanding of the interaction between the 
applied loads and initial residual stress generated from different sources in structures 
for the whole spectrum of loading up to failure point, i.e effect of load history on 
fracture. However it is impossible to investigate this interaction on a real structure. 
Structures are often so big which do not allow us to perform the conventional 
fracture tests. One approach is therefore to simulate the interaction of residual stress 
and applied stress using laboratory specimens. 
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Different methods to generate a well-defined residual stress field in laboratory 
specimens were reviewed briefly in Chapter two. The principle is to generate a 
fracture specimen with an initial residual stress field of interest. The most 
challenging feature was creating such a crack/notch that should experience tensile 
residual stress. 
Methods of introducing initial residual stresses in this study are broadly 
classified as mechanical and thermo-mechanical pre-loading. The basic approach in 
mechanical pre-loading is to create a residual stress field by permanently deforming 
a limited region in a specimen and consequently producing a non uniform 
deformation which produces a residual stress field after elastic unloading. Thermo-
mechanical loading is based on quenching and welding processes. Specimens 
experience a severe temperature gradient which induces thermal stresses resulting in 
plastic strain and subsequently generating a residual stress field. 
Another classification of the methods studied here is based on whether the 
residual stress is compressive or tensile. To explore the effect of initial compressive 
residual stress a conventional WPS cycle known as LUCF was applied on round 
notched bar specimens. To investigate the effect of tensile residual stress, local 
compression including side-punching, in-plane loading and edge-welding were used. 
The quenching process was studied also to generate tensile residual stresses. 
3.2 Material and specimen 
The material used in this study was A533B low alloy steel from three different 
sources known as A533B-sg, A533B-AEA, A533B-Usinor. For clarity one index is 
given for each material which shows the reference corresponding to each material 
property. The other materials used in this study were A508 C13 and stainless steel 
type 316H. The A533B-sg is the material used in a previous study [Smith and 
Garwood, 1990] and later by Fowler [1998]. The material properties of A533B-sg 
steel were used for a primary finite element study to explore the side-punching 
method. No specimens were manufactured and no experimental studies were carried 
out using this material. 
Within the ENPOWER project a second type of A533B steel known as A533B-
AEA was supplied by British Energy in the form of two blocks with dimensions of 
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520 x 230 x 230 mm, shown in Figure 3-1. The material characteristics of plates 
were similar to an earlier study [Ingham et aI, 1987]. A comprehensive range of 
fracture toughness data at transition region of this material is reported in [Ingham et 
aI, 1987]. Of particular significance to this A533B material was the presence of a 
banded area in the middle of the plate. The banded area was an indication of regions 
of higher carbon content. The area was a preferential site for both carbide 
precipitation and formation of non-metallic inclusions [Ingham et aI, 1987]. Table 
3-1 shows the chemical composition of this material. This material was used for 
manufacturing compact tension, C(T) and single edge notched bend, SEN(B) 
specimens in this study. The specimens, shown in Figure 3-1 were extracted in such 
way that the crack tip of the specimens were located at the middle of the A533B 
plates. The full details of cutting plan of the material are reported in [Mirzaee-Sisan, 
2002]. 
A second partner in the ENPOWER project was the Usinor company who 
carried out a comprehensive range of tensile tests for a A533B material. The material 
was known as A533B-Usinor. Although no experiments were carried out using this 
material in this thesis, the U sinor experimental results were used. 
The remaining block of A508 CL3 material from a previous study by Swankie 
[1998] was also used in this study. The chemical composition of this material is 
given in Table 3-2. A number of round notched bar specimens were manufactured 
using this material. 
British Energy also supplied AISI Type 316H stainless steel to manufacture a 
number of C(T) and SEN(B) specimens. The material was extracted from a header 
known as "Cast 55882 ex- new S4 thermal soak test", shown in Figure 3-2. The 
relative position of the specimens manufactured from this material is shown in 
Figure 3-3. 
3.2.1 Material properties 
In order to carry out numerical studies full mechanical and physical properties 
including Young's modulus and Poisson's ratio, and stress-strain curves, thermal 
conduction and heat transfer coefficients at test temperatures were required. The 
material properties for each material is described here. 
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The corresponding stress strain curves of AS33B-sg at room temperature and 
-170°C was taken from an earlier study by Fowler [1998]. 
The corresponding stress strain curves of AS33B-AEA were taken from 
[Smith, 2002]. Full details of stress strain curve and physical properties were given 
from -90°C to 800 °c [Smith, 2002], see Table 3-3, Table 3-4, Table 3-S and Table 
3-6. The stress strain curves for -IS0°C and -170°C were calculated using two 
procedures. First, by extrapolating the available yield points of the AS33B-AEA 
material at 17°C, -SO °c, -90°C. 
The extrapolation was conducted in two steps: 
1) Fitting a quadratic temperature variation to the available yield points 
2) Shifting one available stress-strain curve, e.g. the -90°C curve by O'y-ISO - O'y-90 
to find the stress-strain curve point at -IS0°C. 
Figure 3-4 shows the polynomial fit to the yield points which estimates the yield 
points at low temperatures. 
Another prediction of the stress-strain curve for AS33B-AEA at -IS0°C and 
-170°C and was found using AS33B-Usinor data, by: 
1) Fitting a quadratic temperature variation to the available yield points of the 
USINOR data 
2) Shifting the curve fit by O'y(usinor)20- O'Y(AEA)20 to predict the yield points at other 
temperatures 
3) Shifting one stress-strain curve of AEA data, e.g. the -90°C curve by 
cry -150 - O'Y-90 
Figure 3-S illustrates the second procedure. Figure 3-6 finally presents the 
predicted stress- strain curves using the two methods. The second procedure gives 
slightly higher yield points compared to the first method. 
For AS08 C13 steel the stress strain curve at room temperature was extracted 
from earlier work by Davenport [1993] and the low temperature material properties 
from Carassou [1998] since the chemical composition of our material is similar to his 
study. Table 3-7 shows the stress strain curves of AS08 C13. The mechanical and 
physical properties of 316H stainless steel were taken from Hossain [2004b] and 
Smith [2002]. They are given in Table 3-8 and Table 3-9. 
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3.3 Mechanical pre-loading 
3.3.1 Warm pre-stressing 
In order to investigate the effect of warm prestress on brittle fracture round 
notched-bars were tested at two different temperatures. Warm pre-stress is 
commonly demonstrated by the LUCF load-temperature cycle. The specimen is 
loaded and unloaded at high temperature then cooled to the test temperature. The 
specimen is then reloaded to fracture. As stated in Chapter 2, the effect of warm pre-
stressing was observed experimentally using cracked type speCImens, C(T) and 
SEN (B). But there is limited work [Beremin 1981] on using low constraint 
specimens such as round notched bar to investigate the effect of LUCF cycle. In this 
study, a number of round notched bars with different sharpness were manufactured 
from A508 steel and subjected to LUCF cycle. The material was A508 Class3 C-Mn 
steel, which is widely used in manufacturing of pressure vessels. This material was 
remaining material from previous study [Swankie, 1998]. Both shallow and sharp 
notched round bar specimens were manufactured. Shallow notched specimens 
contained a circumferential U-shape notch with a radius of 1.25 mm. Figure 3-7 
shows the configuration of the specimens. The diameter at the net section across the 
notch centre was 7.7 mm. The specimens were labelled in relation to their inner 
diameters and notch radius, i.e., RNB-D7.7-U1.25. Sharp notched specimens shown 
in Figure 3-8 had circumferential V -shape notches with a notch tip diameter of 0.07 
mm obtained using electrical discharge machining, EDM process employing O.1mm 
thick plate. The round bar specimens were rotated while the plate was close to the 
middle of the bar to introduce a circumferential EDM notch. The final thickness of 
plate as well as the notch tip radius after EDM process was less than 0.1 mm. These 
specimens were called RNB-D8-VO.07. 
A number of specimens with inner diameter of 15 mm and notch tip radius of 
O.lmm were also tested at -150°C in as-received condition. These specimens were 
called RNB-DI5-VO.l and shown in Figure 3-9. The 0.1 mm notch was introduced 
using a wire erosion process (similar in principle to the EDM process) using a 0.1 
mm thick wire. 
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Figure 3-10 shows a schematic of tensile preloading of a round notched bar to 
introduce a compressive residual stress after unloading, using an Instron 
servohydraulic machine with 250 kN load capacity. All specimens were subjected to 
a quasi-static displacement controlled loading in axial direction at a constant rate of 
0.18 mm/min. This rig had a controller with a PC attached on which all data were 
recorded. The specimens were subjected to tensile loaded and then unloaded. The 
specimens were cooled in an environment chamber of filled by Liquid Nitrogen 
before reloading to fracture. The environment chamber had a thermocouple, which 
measured the internal temperature of the chamber. Another thermocouple was spot 
welded to some specimens to control the required temperature within ±2°C. Full 
details of experimental results using different round notched bar are given in next 
Chapter. Numerical studies of these specimens will be discussed in detail in Chapter 
5. 
3.3.2 Side-punching 
One method of introducing a tensile residual stress field in the laboratory 
specimens is side-punching using cylindrical punching tools as discussed in Chapter 
2. The aim of side-punching is to introduce a local deformation in the laboratory size 
specimens in order to create a residual stress field. 
Mahmoudi [2005] applied side-punching on aluminium C(T) specimens. His 
numerical studies focused on introducing the highest normal residual stress using 
different shape and relative position of punching tools. 
In line with the previous study [Mahmoudi, 2005] cylindrical punching tools 
were used to plastically deform A533B specimens. The characteristic and magnitude 
of residual stresses generated by punching tool is very sensitive to the relative 
position of punching tool and crack tip front [Mahmoudi, 2005] and amount of 
surface indentation [Meith et aI, 2002]. Parametric finite element studies [Mahmoudi, 
2005] demonstrated that when the edges of the punching tools are next to the crack 
tip the greatest tensile region ahead of crack tip is created. Following successful 
introduction of residual stress by side-punching in aluminium material, the same 
procedure was simulated numerically for A533B-sg ferritic material. 
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A numerical study of side-punching on A533B-sg was carried out using 
ABAQUS finite element code [ABAQUS,2002]. Two different parts have been 
created in ABAQUS/CAE, one representing a C(T) specimen and the other a 
punching tool, see Figure 3-11. The C(T) specimen had a dimension of W=50mm , 
alW=0.5, B=25.6 mm. The punching tool was a rigid body and the 3-D C(T) model 
was meshed using 8-noded reduced integration elements, C3D8R. Figure 3-11 shows 
a typical mesh for the analysis. Due to the existing two planes of symmetry, only a 
quarter of the C(T) was meshed. An elastic-plastic material behaviour using the 
properties of A533B-sg steel, described in the previous section, were used in the 
simulation. The smallest size of the element at the crack tip was X =0.1 mm, 
Y=0.1mm, Z=1.57mm. A cycle of side-punching was simulated in three distinct 
steps. The first step was punching the specimen, i.e. moving the punch tool towards 
the specimen and punching it and using room temperature material properties for the 
C(T). The second step, consisted of unloading, or removing the punch tool from the 
C(T). The loading and unloading was applied as a displacement in a defined 
reference point in rigid body [ ABAQUS, 2002]. Figure 3-11 shows the residual 
stress as a contour in the C(T) after unloading in the symmetry plane of X-Z . The 
grey colour is the region containing tensile residual stress normal to the crack. It is 
clear that the extent of the tensile region is higher in the centre and so is its 
magnitude. It was found that a compressive load of 400kN required for surface 
indentation equal to 0.02xB. 
Additional finite element simulations were performed to study the effect of 
thickness. A similar C(T) with thickness of B=1 Omm was created in ABAQUS and 
subjected to the same cycle of side-punching. Figure 3-11 (c) illustrates that reducing 
the thickness to 10 mm resulted in a more uniform tensile stress through the 
thickness. Figure 3-12 and Figure 3-13 show the residual stress distribution normal to 
the crack tip in 25 mm C(T) and 10 mm C(T) respectively. The distribution of the 
residual stresses across the W -a for a quarter of the specimens is shown. 
In parallel to the study by [Mahmoudi, 2005] the effect of double-punching 
was studied using A533B-sg steel. Two pairs of punching tools were used henceforth 
known as double punching. A considerable effect on fracture behaviour of 
aluminium alloy was observed [Mahmoudi, 2005]. Similar to a single punch, there 
are two symmetry planes as shown in Figure 3-14. The same finite element mesh was 
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used but the location of rigid body was changed in order to simulate a quarter of 
double punch simulation. A contour plot of tensile residual stress normal to the crack 
in X-Z symmetry plane is shown in Figure 3-14(C). A more uniform tensile residual 
stress field compared to single punch was predicted after unloading. The effect of 
side-punching using two pairs of punching tools on A533B-sg was studied only 
numerically since the higher load required (close to 770 kN) was a practical problem. 
There was no servohydraulic rig with that capacity available for testing at Bristol 
University. 
It was decided to perform the single punch method on a number of standard 
C(T) specimens with W=50, B=25mm, W/a=0.5 made of A533B-AEA. Furthermore 
the method was applied on a number of SEN(B) specimens with W=50, B=10mm 
W /a=0.3 made of A533B-AEA. Figure 3-15 shows the relative position of punching 
tools in C(T) and SEN (B) specimens. The punching process was done using 500kN 
Mayes rig under displacement control at room temperature. The punching tool was 
made from EN-24 steel and was later heat treated at 850°C for one hour followed by 
annealing to room temperature in order to harden the punching tool. The rig had a 
data logger that recorded both the cross head movements and the applied load. An 
additional L VDT transducer was used to measure the displacement of the punching 
tool to avoid the elastic deformation of rig's rods. The recorded load and LVDT 
displacement was compared with numerical studies. The applied load was chosen 
from finite element analyses and it was chosen large enough to introduce permanent 
deformation in the specimens and consequently produce a residual stress field after 
elastic unloading. The specimens were then cooled to low temperature and fractured. 
A similar process was also applied on 316H stainless steel. The specimens were 
fractured at room temperature to investigate ductile fracture. Details of experiments 
and the corresponding results are provided in Chapter four and details of finite 
element analyses for these specimens are included in Chapter five. 
3.3.3 In-plane loading 
Similar to a procedure developed by Cotton [1997] and Spindler and Cotton 
[1998] in-plane loading was applied to modified SEN (B) specimens. The specimens 
had a shallow notch of 12.5 mm at mid length with two 'V' grooved notches at the 
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ends of the specimens. The specimens were subjected to in-plane loading at room 
temperature. A schematic of the loading process is shown in Figure 3-16. A 
compressIve load was applied by using 250kN Instron rig at room temperature 
followed by unloading. The design of loading of specimens was such that the 
bending moment and compressive load produced a local deformation at the root of 
the shallow notch. Following unloading a tensile residual stress was created at the 
notch tip. To determine the fracture toughness of the specimens at low temperature, a 
sharp notch of length 2.5 mm was introduced at the notch root using the EDM 
process to manufacture SEN(B) type specimens. Then the specimen were cooled in a 
chamber to -150°C by liquid nitrogen and subjected to three point bend loading. 
An in-plane loading process was also applied to the round notched bar 
specimens as shown in Figure 3-17. The specimens were compressed in their axial 
direction. The specimen had a shallow notch of radius=1.25 mm. The EDM process 
was then used to introduce a circumferential sharp notch at the mid-section of the 
bars and they were then cooled to -150°C before being reloaded to fracture. Details 
of experimental results are in Chapter four and details of finite element analyses for 
these specimens are in Chapter five. 
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3.4 Thermo-mechanical pre-loading 
3.4.1 Quenching 
Quenching is a common process of metal heat treatment which involves rapid 
cooling of components to achieve desired mechanical properties. Components are 
heated up to a known uniform temperature and then rapidly cooled by a liquid such 
as water or oil. A component may be immersed in cooling liquid or be subjected to 
surface spray. While quenching can improve some mechanical properties of metals 
such as hardening, it also introduces residual stresses in the component. Severe 
temperature gradients induce thermal stresses resulting in plastic strain. The residual 
stress arises from complex interaction of thermal stresses and phase transformation 
[Sedeghi and McMahon, 2000]. Analytical solution for prediction of residual stress 
in solid sphere following quenching has been addressed by Mackenzie and Moakler 
[1973]. The internal stresses during quenching a plate was calculated using a 
mathematical model by Fletcher and Price [1998]. There is extensive work in the 
literature about the use of numerical methods in prediction of residual stress due to 
quenching. Mackerle [2003] has published a bibliographical review of the 
application of finite element in the simulation of quenching for the period of 1976 to 
2001. 
Experimental, analytical or numerical tool cannot be recommended solely as a 
general approach to predict the residual stresses in all quenching problems. In some 
cases, the complexity of geometry and material characteristics limit experimental and 
analytical approaches. On the other hand a numerical tool is a less costly and 
effective approach which enables us to simulate the quenching conditions and predict 
the residual stresses in different geometries. However, experimental and analytical 
approaches are required to validate the numerical results since there is a variety of 
influencing factors, which contribute to the quenching process such as thermal 
boundary condition and thermo-physical properties. These factors cannot easily be 
simulated in numerical codes, especially when there is material transformation 
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a long thin rectangular aluminium bar. The work was a good example of utilising all 
three approaches to predict residual stress fields during quenching. His numerical 
simulation was validated by an analytical approach. Moreover, distortion of bar 
during quenching was compared with numerical study as an experimental tool. 
Becker et al [1996] also compared a numerical approach with residual stress 
measurement using layer removal technique for a similar problem. In this study 
numerical and experimental studies of rapid spray water quenching of cylindrical 
bodies similar to Hossain [2005] and partial quenching of a rectangular thin stainless 
steel beam similar to Aksel [1990] and Becker et al [1996] were used to introduce a 
residual stress field in 316H stainless steel and A533B ferritic steel specimens. 
Two approaches were taken to explore the possibility of using a round bars 
with an initial tensile residual stresses ahead of a notch. Hossain [2005] showed 
through numerical and experimental studies that high tensile residual stresses could 
be introduced in round bars by rapid spray quenching. A finite element study was 
used to investigate the possibility of designing a fracture specimen from fully 
quenched round bars and partial quenching a rectangular beam with a desired 
(tensile) residual stress field at the crack/notch tip. A first approach was to 
investigate numerically the effect of introducing a sharp notch in a fully quenched 
round bar similar to that produced by Hossain [2005]. Further studies were carried 
out to simulate quenching of a round notched bar. In other words sequences of 
quenching and introducing notches were investigated in order to design a fracture 
specimens. Similar approaches were applied to a rectangular beam which are 
discussed later. 
The ABAQUS finite element commercial code [ABAQUS, 2002] was used to 
simulate the quenching process in round bar specimens. The initial study included 
quenching of a 316H stainless steel round bar specimen of length 120 mm and 
diameter 60 mm. This simulation was similar to previous study by Hossain [2005]. 
An axi-symmetric model of round bar was created in ABAQUS/CAE. Typical mesh 
of a round bar is shown in Figure 3-18a. Mechanical boundary conditions consisted 
of displacements constraints in two symmetry planes. Thermal boundary conditions 
included convective heat transfer on the outer surfaces and an adiabatic condition at 
the symmetry planes. Mechanical properties consisted of Young's modulus and 
elastic-plastic stress strain curves of 316H stainless steel for a complete temperature 
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spectrum from 20°C to 850°C. Isotropic hardening was assumed for material 
behaviour. The mechanical and physical properties of stainless steel type 316H were 
taken from earlier work by Hossain [2005]. It was not expected to have phase 
transformation in 316H stainless steel [Hossain, 2005]. The heat generation due to 
inelastic deformation was ignored since inelastic deformation was expected to be 
limited. Thermal analysis was therefore independent of the stress analysis and an 
uncoupled numerical analysis consisting of a heat transfer analysis with a subsequent 
thermal stress analysis was performed. An axisymmetric element type DCAX8 
element was used for the heat transfer calculation and CAX8R elements used for the 
stress analysis. 
By applying an initial temperature condition of 850°C, a thermal analysis was 
carried out which provided the thermal history due to quenching of the hot specimen 
to 20°C. This was in fact a simulation of an earlier experiments in which specimen 
heated up to uniform 850°C and then suddenly subjected to 20°C water spray. 
[Hossain, 2005]. A heat transfer coefficient, h, of 16700 W 1m2 K was used to 
simulate the convection between outer surfaces of round bar and water [Hossain 
2005]. The recorded incremental temperature history from 850°C to 20°C in first 
analysis was used as input to the thermal stress analysis. Due to severe thermal 
gradients a residual stress field was introduced in round bar specimens. Figure 3-19 
shows the residual stress distribution in terms of three components (axial, hoop and 
radial). The largest residual stress can be seen in axial direction with a compressive 
stress close to the surface and tensile residual stress in centre of the round bar. The 
shape of hoop stress was similar to axial stress, i.e. tensile in the centre and 
compressive close to the outer surface. However the magnitude of hoop stress was 
much lower than axial. The radial stress was tensile in the centre and zero close to 
the outer surface as expected. The second step of finite element simulation was 
introducing a "V" shape notch in a quenched round bar to create a fracture specimen 
(see Figure 3-18b). Since a notch was introduced after quenching, the simulation is 
abbreviated as N-QRB (notched quenched round bar). It was assumed the specimen 
had a final diameter of 30 mm. This was achieved by removing a number of elements 
in one step using model change option in ABAQUS. The redistribution of axial 
component after introducing a "V" shape notch is shown in Figure 3-20. The axial 
stress distribution was of interest since this component would be the crack driving 
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force in case of tensile loading of a round bar. Following introduction of notch, a 
lower tensile residual stress was seen at the centre of the round bar with compressive 
stress ahead of notch. 
Another simulation of quenching was carried out to simulate the residual 
stress distribution of quenching a round notched bar. In this case the specimen had an 
initial "V" shape notch and subsequently subjected to quenching process described 
above. The specimen had same length of 120 mm and overall diameter of 60 mm but 
inner diameter of 30 mm in the mid section. A typical mesh of the study is shown in 
Figure 3-21. 
A similar uncoupled thermal analysis was conducted in ABAQUS. The final 
residual stress distributions in axial direction are shown in Figure 3-20. The 
abbreviation used for this simulation is Q-RNB (quenched round notched bar). 
Compressive residual stress at the notch tip and tensile residual stress in the middle 
have been observed. This figure also compares the simulation of N-QRB with Q-
RNB specimens. It is clear that final stresses distributions of N-QRB are similar to 
Q-RNB specimen, with slightly more compressive stress near the notch tip in the Q-
RNB specimen. The triaxiality factor, TF was calculated by dividing the hydrostatic 
(mean) stress by von mIses 
a e = ~ t {(all - a 22 Y + (a 22 - a 33)2 + (a 33 - all y} stresses, where all corresponds 
to radial, a 22 corresponds to axial and a 33 corresponds to hoop stresses. Figure 3-22 
shows the variation of triaxiality in middle of round bars. After introducing a notch 
in quenched round bar the high triaxiality in the middle of round bar is wiped out and 
quenching a notched round bar also did not introduce a high triaxial residual stress in 
the middle of the specimen. 
A further simulation of N-QRB speCImen was carried out with a final 
circumferential sharp notch of 0.1 mm rather than "V" shape notch, see Figure 3-23. 
The method of introducing a sharp notch was incremental removing elements rather 
than removing a number of elements instantly that was done in "V" shape notch case. 
However as it is shown in Figure 3-20 the axial residual stress was compressive. 
Hossain [2005] studied the quenching process in different shape of round bar, i.e 
different ratio of Length(L )IDiameter(D). He observed that the round bar with 
highest triaxiality was the one with LID = 1.0. This was equivalent to a round bar of 
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diameter 60mm, length 60mm. Nevertheless the axial residual stress distribution for 
different LID with D=60mm are quite similar as shown in Figure 3-24. Therefore no 
further study was pursued on round bars with different LID. 
Aksel [1990] studied quenching of a rectangular thin beam speCImen by 
heating the specimen and quenching just one edge of the beam specimen in order to 
study a simple one-dimensional quenching process. He observed that the final 
residual stress generated was compressive close to edges and tensile in the middle of 
the beam. A similar procedure to Aksel [1990] was followed. A rectangular beam 
specimen was heated in a furnace and then placed in a specially built stainless steel 
stand in a water bath. Contrary to Aksel [1990] where the quenching was done only 
on one surface of the beam specimen, the level of the water quenchant was 15mm, 
henceforth called partial quenching in this study. 
The partial quenching study included both numerical and experimental studies. 
A schematic arrangement of the experiment rig is illustrated in Figure 3-25. One 
rectangular specimen with dimension of length=250mm, width=50mm and 
thickness=10 mm was heated to 600°C in the furnace and then quickly partially 
immersed into a water bath at 17°C. Placing two thermocouples on the surface, one 
in the quenched area and one in unquenched area the surface temperature variation 
was measured. The exact locations of K-type shielded thermocouples are shown in 
Figure 3-26. The thermocouples were attached to a data-logger to record the 
temperature-time history. 
The quenching process on a beam specimen was studied numerically for two 
types of steel, 316H stainless steel and A533B-AEA ferritic steel. The objective was 
to explore the possibility of designing a fracture specimen with an initial tensile 
residual stress ahead of notch. The simulation was mainly carried out in three distinct 
steps, (i) heat transfer analysis, (ii) stress analysis, (iii) introducing a notch in a 
quenched beam. Another simulation was also studied where step (iii) was performed 
before step (i), i,e quenching a pre-notched beam specimen. 
A finite element study of partial quenching included a 3D finite element model. 
This was an uncoupled heat transfer analysis with a subsequent nonlinear thermal 
stress analysis which to simulate the partial quenching of 316H stainless steel beam 
specimen as shown in Figure 3-25. Figure 3-27 shows a quarter model of the beam. 
Thermal boundary conditions included convective heat transfer (h= 16700 W 1m2 K) 
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on the outer surfaces just for 15 mm depth and an adiabatic condition on symmetry 
planes. The physical and mechanical properties of the 316H stainless steel used in 
this simulation was similar to the round bar study. The FE mesh consisted of 2552 
elements and 4071 nodes. A DC3D8 type element was used for the heat transfer 
calculation and C3D8R element type used for stress analysis. For the stress analysis 
one line in the middle of the bottom surface of the beam was fixed in the transverse 
direction to provide a static analysis requirement. Bear in mind that in the third step 
of the quenching process the intention was to locate a notch! crack in the specimen to 
create a fracture specimen. In order to perform this step of analysis a new position 
for Utrans=O had to be selected. To remove any ambiguity another 3D model 
representing half model of 316H beam was created in ABAQUS/CAE [ABAQUS-
2002]. Typical mesh of the model is shown in Figure 3-28. One symmetry plane was 
subjected to displacement constraint in normal direction and 'simple supported beam 
constraint' (one fixed displacement constraint on the left and one rolling constraint 
on the right) was chosen for the static analysis. In fact these boundary conditions are 
well representative of experimental set up where the hot beam sits on the stand as 
shown in Figure 3-28. Thermal boundary conditions included convective heat 
transfer on the outer surfaces just for 15 mm depth and an adiabatic condition in 
symmetry planes. Essentially the finite element analyses for studying the generation 
of residual stress (step one and step two and before introducing crack) using either 
half model or a quarter model were similar. Hereafter only the result of half model 
will be discussed which covers all three steps in partial quenching process. 
Figure 3-29 presents the cooling history of the beam. The temperature history 
is shown in vertical axis. The other two axes show cooling time in seconds and 
distance from quenched side in mm. The quenching depth was 15 mm. As a result, 
the first 15 mm distance from quenched side shows temperature variation in first 15 
seconds only and then becoming constant. For clarity only the first 300 seconds of 
quenching is shown in Figure 3-29. 
The residual stress distribution as a result of quenching to a depth of 15 mm of 
a 316H stainless steel is shown in Figure 3-30. The residual stresses along the width 
in different depths have been illustrated. There are compressive stresses close to the 
surface and tensile stress in the centre of the beam specimen. Rapid cooling during 
quenching causes the surface of the beam specimens to be in compression. 
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Consequently, tensile residual stress develop in the centre of the specimen. Figure 
3-31 shows that the magnitude of transverse stress are compressive in the surface, 
balanced by tensile stresses in the centre for 30 mm length. The residual stress 
through the thickness, normal direction, is practically zero, except near the quenched 
side, see Figure 3-32. Essentially, beyond 30 mm from quenched side, the only 
effective residual stress is longitudinal. The residual stress in the longitudinal 
direction is compressive at the beginning and the end and, balanced by tensile stress 
in the middle. The magnitude of the compressive longitudinal stresses in the centre is 
less than that near the surface for first 15 mm. The reason is that the rapid surface 
cooling in this region is from all directions. While the normal direction heat transfer 
tries to produce tensile stress in the centre, cooling in transverse direction introduces 
compressive stress. The residual stress is similar through out the length of the beam 
except towards the ends. The incremental centre hole drilling and neutron diffraction 
techniques were used on order to validate the numerical studies. These measurements 
are detailed in the Chapter 6. 
As stated earlier the aim of partial quenching was to design a fracture specimen 
in such a way that the magnitude of the tensile residual stress ahead of crack can 
influence the crack driving force. Therefore the next step was to study the 
redistribution of residual stress after introducing a sharp crack into the specimen. 
This was achieved in a distinct step by using model change (removing element) 
option in ABAQUS [ABAQUS, 2002]. A 15 mm crack was introduced in a 316H 
quenched beam finite element model to create fracture specimen, see Figure 3-33. 
Figure 3-34 shows the redistribution of longitudinal stress after introduction of a 
sharp notch. Throughout the depth a field of compressive stress was created ahead of 
notch which was not desirable for our objective which was to introduce a tensile 
residual stress ahead of notch. 
Further finite element studies were carried out on 316H stainless steel beam 
specimen. Three different models were considered. Firstly introducing a 15 mm 
crack in tensile residual stress field, i.e. middle of the beam. Secondly quenching a 
pre-notched beam specimen where 15mm crack existed on unquenched side. Thirdly 
quenching a pre-notched beam where 15mm crack existed on unquenched side and 
the depth of quenching was only 5 mm. 
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Figure 3-35 shows another mesh configuration selected for 15 mm partial 
quenching process of a 316H stainless steel rectangular beam with dimension of 250 
x 50 x 10 mm. The uncoupled thermal and the subsequent thermal stress analyses 
identical to the mesh shown in Figure 3-28 were performed and identical results were 
achieved as expected. In the next step a 15 mm notch was introduced in the middle of 
the beam to generate a centre cracked tension (CCT) specimen, see Figure 3-36 and 
Figure 3-37. Following insertion of a sharp notch with thickness of 0.1 mm in the 
middle of the beam, the residual stress redistributed and considerable tensile residual 
stress were created in the longitudinal direction. The stresses were normal to the 
sharp notch. Although tensile residual stress were created at notch tip which was the 
objective to design a fracture specimen with tensile residual stress ahead of notch, no 
experimental study was carried out using this specimen, since the neutron diffraction 
(ND) residual stress measurement before inserting the crack, described in Chapter 6, 
revealed that the level of tensile residual stress measured were not as high as 
predicted by finite element analysis shown in Figure 3-30. Perhaps the level of 
tensile residual stresses after redistribution was being overpredicted in finite element 
and CCT specimen was low constraint specimen compared to SEN(B) 
[Anderson,1995] and considerable plasticity would occur before fracture which make 
it difficult to quantify the effect of initial residual stress. 
Figure 3-38 shows a finite element mesh to simulate quenching a 316H 
stainless steel beam where the specimen is pre-notched on the opposite side of 
quenched side. Figure 3-39 shows the predicted residual stresses. For clarity only 
longitudinal residual stress at surface and mid thickness are only shown. It is clear 
that a compressive residual stress field was generated ahead of notch. 
Figure 3-40 shows a typical mesh used to simulate quenching of another pre-
notched specimen. The specimen had a 15 mm notch in the middle of the specimen. 
Previous simulations proved that the quenched side always experienced compressive 
residual stress because of a high cooling rate. Therefore the quenching depth was 
chosen as 5 mm. The residual stress distributions in longitudinal direction is shown 
in Figure 3-41. For clarity the predicted residual stresses are shown only for surface 
and centre positions. The residual stresses for surface and centre are essentially very 
similar. There is remarkable compressive residual stress ahead of notch. The 
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longitudinal residual stress increases to zero and changes to tensile and then remains 
almost zero in the remaining width. 
Figure 3-42 to Figure 3-44 illustrate the predicted residual stresses in A533B-
AEA material as a result of quenching. The quenching process was similar to 15 mm 
partial quenching of 316H and finite element mesh was identical to the one shown in 
Figure 3-28. Mechanical and thermal boundary conditions were unchanged because 
they were subjected to the same process of quenching. A533B-AEA material is 
ferritic steel and there is possibility of phase transformation as result of quenching. 
However, phase transformation analyses were not included in the finite element 
study. 
The trend of residual stresses in A533B-AEA and 316H stainless steel are 
similar but the magnitudes are different due to different mechanical and physical 
properties. Longitudinal stresses are compressive in the quenched side and becoming 
tensile toward the centre of the beam, see Figure 3-42. The maximum tensile 
longitudinal stress reaches 100 MPa. Transverse stress are compressive at the surface 
in the first 30 mm distance from quenched side with the minimum value of -200 MPa 
in first 10 mm. Going towards centre of the beam the compressive transverse stress 
rapidly changes to tensile, see Figure 3-43. The normal stresses are almost zero, 
except for a small region close to the quenched side, see Figure 3-44. Figure 3-45 
demonstrates the redistribution of residual stress in A533B-AEA following an 
introduction of a 15 mm sharp notch on quenched side. The process of introduction 
of notch was similar to the 316H stainless steel quenched beam, i.e removing the 
elements incrementally [ABAQUS,2002]. The FE mesh for the analysis is shown in 
Figure 3-33. Inserting a notch in A533B quenched beam would generate a 
compressive residual stress ahead of the notch. 
In the next section another method of generating residual stress using thermo-
mechanical method is presented. 
3.4.2 Edge-welding 
The welding process introduces a residual stress in the specimen which can be 
as high as the yield stress. Figure 3-46 and Figure 3-47 show residual stresses in a 
butt welded and an edge weld plate respectively. Figure 3-47(a) illustrates the 
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distribution of longitudinal stress across sections A-A in the centre of the rectangular 
plate as a function of the lateral distance (y). Figures 3-47(b), (c), and (d) explain 
how the residual stress is generated in the edge welded beam. The stress distribution 
in the edge weld, as shown in Figure 3-47(d), can be determined as follows: stresses 
caused by shrinkage of the weld, as shown in Figure 3-47(b), which can be regarded 
as one side of a butt weld, as shown in Figure 3-46(b) and stresses caused by bending 
of plate, as shown in Figure 3-47(c). The changes of stresses in the x-direction except 
in areas near both ends of the rectangular plate, are far less than those in the y-
direction. The stress distribution shown above is an ideal for one-dimensional stress 
analysis and dominant stress is the longitudinal component. 
Smith [2002] used the edge-welding concept to design a fracture specimen 
with a considerable residual stress field. One side of a rectangular beam was 
autogenously welded. Autogenous weld is a method of welding by melting the 
material. There is no additional filler wire and welding rod in this process. 
Preliminary design studies of this process were performed using estimated welding 
conditions, and employing a simple 2D "block dumping". In "block dumping" the 
entire weld bead was laid simultaneously, with the transient time derived from the 
transit time of the weld torch over a point on the beam. The moving heat source was 
not modelled explicitly [Smith, 2002]. The primary results showed that edge welding 
could produce significant residual stresses in 316H stainless steel. However due to 
phase transformation far less residual stresses were generated in A533B-AEA beam 
[Smith, 2002]. Here a summary of numerical and experimental study of 316H 
stainless steel is presented. 
Autogenous welding was successfully conducted on a selected number of beam 
specimens, Figure 3-48, and was performed by MBEL [Warren, 2004]. A rectangular 
beam with dimension of length=250, width=50 and thickness=10 mm was 
manufactured. The specimens were lightly clamped at two positions and an 
automated welding torch with a constant speed was moved across the top surface. 
The welding torch was narrower than the 10 mm thickness, therefore the torch 
weaved from side to side as it travelled along its length=250 mm [Warren, 2004]. 
The duration of the welding process was 194 seconds. After specimen manufacture 
was complete, the numerical simulations were repeated using the measured welding 
conditions. Two analyses were performed: a 3D moving heat source simulation using 
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SYSWELD [Warren, 2004], and a 2D moving heat source simulation using 
ABAQUS [Lynch, 2004]. 
The residual stress distribution in the beam after edge-welding was almost one-
dimensional, dominated by the longitudinal component. The transverse stress 
component was almost zero except for a short distance below the welded edge. 
Residual stresses in an edge-welded 316H beam were also measured using different 
methods and are reported in Chapter 6. 
A crack could be introduced into the edge-welded SEN (B) on either side of the 
beam, welded or unwelded side. In order to investigate this effect, a 2D finite 
element analysis was conducted. The residual stresses calculated by SYSWELD 
[Warren, 2004] were introduced as an initial residual stress field using SIGINI 
subroutine in ABAQUS [2004]. The largest residual stresses were the longitudinal 
stress except in an area close to the welding. Therefore, only longitudinal stresses 
were defined as a function of coordinates x and y, so that (J/ongitudim/ = f(x,y) through 
the beam depth in a 2D model. The crack was introduced by releasing nodes 
instantaneously along the uncracked ligament up to 15 mm. Two cases were 
considered, a crack introduced from the welded side and crack from unwelded side. 
Figure 3-49 compares the stresses before and after introducing crack from welded 
side. Figure 3-50 also demonstrates that there is minimal difference if the crack is 
introduced on either side. A 5 mm tensile region was created after introduction of 
crack. Therefore an experimental programme was carried out using edge-welding 
method and subsequently introducing a crack. The experimental edge-welded 
specimens had cracks introduced from welded edge. The details of experimental 
results are discussed in Chapter 4. 
3.5 Summary of findings 
It was concluded that by using the quenching process it was not feasible to 
design a round bar specimen with a tensile residual stress ahead of notch and this was 
regardless of sequence of quenching and introducing a notch. Considering all partial 
quenching simulations carried out in this study, it was concluded that quenching 
process could generate a considerable residual stresses in 316H stainless steel. 
However, inserting a crack in the quenched specimens caused a compressive residual 
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stress ahead of notch. In case of quenching pre-notched specimen, the notch also 
would be in compressive residual stress field. The trend is the same for A533B-AEA 
beam in addition that the level of residual stress generated in A533B-AEA ferritic 
steel was much lower. 
As a result of these studies some methods were chosen to introduce a residual 
stress field of interest (compressive or tensile) on selected specimens. These methods 
are: 
1. A cycle of warm prestressing (LUCF) to introduce a compressive residual 
stress in A508 C13 round notched bar specimens with different sharpness. 
2. Side-punching using a pair of punching tool at the position of X/R=1 to 
introduce a tensile residual stress field ahead of C(T) and SEN(B) specimens 
made of A533B-AEA specimens and 316H stainless steel. 
3. In-plane loading to introduce a tensile residual stress field in a modified 
SEN(B) made of A533B-AEA and round notched bar made of A508 C13 
speCImens. 
4. Edge-welding of 316H stainless steel beam to introduce a tensile residual 
stress in SEN(B) specimens. 
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4 Experimental results 
This chapter includes all experimental results conducted within this research 
programme in order to characterise the material behaviour following different load 
histories. A number of specimens were subjected to different types of prior loading 
and fractured to investigate the effect of load history experimentally. The common 
warm prestress cycle, L UCF was applied to round notched bar specimens to 
investigate the effect of compressive residual stresses on brittle fracture of A508 
material at low temperature. Side-punching was used to generate tensile residual 
stress field on pre cracked specimens including compact tension and single edge 
notched bend specimens made of A533B-AEA and 316H stainless steel. These 
specimens were then used to explore the effect of residual stresses on brittle and 
ductile fracture. An in-plane loading method was also applied on a modified single 
edge notched bend and round notched bar specimens to study the effect of notch tip 
tensile residual stress field on brittle fracture of A533B material. Eventually edge-
welded specimens were subjected to three point bend loading to study the low 
temperature material behaviour of 316H stainless steels. 
4.1 Introduction 
Chapter 3 was dedicated to the development of experimental procedures to 
introduce residual stress field in laboratory specimens. It was concluded that 
mechanical loading including warm prestressing, side-punching and in-plane loading 
and thermo-mechanical loading including edge-welding could be employed to 
introduce residual fields of interest in the different laboratory specimens. In some 
methods residual stresses were generated in specimens followed by introducing a 
crack or sharp notch. Other methods included generating residual stresses in pre-
cracked/notched specimens. The materials used in this study were 316H stainless 
steel and A533B-AEA and A508 steels. The candidate specimens were round 
notched bar, RNB, compact tension, C(T) and single edge notched bend, SEN(B). 
Table 4-1 summarises the experimental tests carried out in this study. All fracture 
tests at room and low temperature were conducted using an Instron 1342 test rig of 
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2S0 kN capacity, with an environmental chamber capable of providing cryogenic 
temperatures. The low temperature fracture tests were carried out inside the 
environmental chamber within which the loading rods of Instron rig moved freely. 
The chamber was sealed with ceramic wool and filled by liquid nitrogen. 
In order to study the effect of initial residual stress field the test programme 
consisted of a number of tests. Half of the specimens were fractured in the as-
received, AR condition (without any initial residual stress field present) and the 
remaining half were fractured after introducing a residual stress field. The specimens 
containing residual stress field following warm prestressing are shown as LUCF, 
following side-punching are shown as PUCF, following in-plane loading are shown 
as CUCF, following edge-welding are shown as edge-welded. In the following 
sections each of these methods and corresponding results are detailed. 
4.2 Influence of LUCF on brittle fracture 
A number of round notched bar specimens made of AS08 Cl3 steel were 
fractured in the as-received, AR and in warm prestressed, LUCF conditions. In the 
as-received condition, the specimens were loaded to fracture at low temperatures. In 
the warm prestressed condition, the specimens were pre-loaded at room temperature 
and fractured at low temperature. Pre-loading consisted of tensile loading followed 
by unloading the specimens at room temperature as discussed in Chapter 3. The 
specimens were then reloaded to fracture at the appropriate temperature. A total of 
10 RNB-D7.7-U1.2S specimens at -120ac and 9 RNB-D7.7-U1.2S specimens at 
-IS0ac were tested in AR condition, (see Table 4-1). The results of the tests are 
summarised in Table 4-2 and Table 4-3. The fracture stresses shown in the tables 
were determined using the fracture load divided by the measured net section area 
after fracture: 
(4-1) 
where P F is fracture load and CPF is fracture diameter of net section of round notched 
bars. The fracture strains were calculated using: 
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(4-2) 
where ¢o is the initial net section diameter of the manufactured specimens before 
fracture. The range of fracture stresses obtained at -120°C were between 1371 MPa 
and 1648 MPa with an average value of 1544 MPa. The fracture strains at -120°C 
varied between 18.7% and 44.1 % with an average value of 30.3%. The mean value 
of fracture stresses at -150°C was 1380MPa, while the maximum and minimum 
obtained stresses were 1466 and 1231 MPa respectively. The fracture strains varied 
between 3% and 120/0 with an average value of 80/0 at -150°C. 
Table 4-4 shows the results of nine RNB-D8-VO.07 specimens fractured at 
-150°C in the AR condition. The minimum fracture stress and strain were 620MPa 
and 0.40/0 respectively. The maximum fracture stress and strain were 1319MPa and 
30/0 respectively. The scatter in the experimental fracture data ofRNB-D8-VO.07 was 
much wider than data for RNB-D7.7-U1.25. 
Ten RNB-D7.7-U1.25 specimens at -120°C, eight RNB-D7.7-U1.25 specimens 
and eight RNB-D8-VO.07 specimens at -150°C were tested following room 
temperature tensile pre-loading (in a LUCF cycle). In order to determine the 
appropriate pre-loading level, two RNB-D7.7-U1.25 and one RNB-D8-VO.07 
specimens were initially loaded uniaxially at room temperature to fracture to find the 
maximum fracture load. A pre-load close to the maximum load was chosen in the 
experiments. The average pre-load levels at room temperature were approximately 
equivalent to a net section stress of 994MPa in case of RNB-D7.7-U1.25 and 
945MPa in case of RNB-D8-VO.07. Figure 4-1 shows the reduction in diameter of 
round bar specimens in terms of average net section stress. The reduction of diameter 
during preloading for two specimens, L 1 0 and L 11, were recorded using diametral 
extensometer. The full details of pre-loading in terms of load, stress, strain are 
summarised in Table 4-5, Table 4-6 and Table 4-7. The pre-stress magnitude was 
calculated using equation 4.1 by dividing the applied load by the measured net 
section. The net section area was found by measuring the net section diameter after 
pre-loading and unloading using 'MONDO' optical device which magnified the 
specimen to enable accurate measurement. The precision of measurement was 0.01 
61 
Chapter 4: Experimental results 
mm., The level of pre-strains were calculated using equation 4.2 by CPF changed to ¢!, 
where CP! is the minimum diameter of round notched bar after pre-loading and 
unloading using a 'MONDO' optical device. 
After tensile pre-loading and unloading the specimens were cooled to low 
temperature before reloading to fracture. In comparison with AR results (Table 4-2 
and Table 4-S), pre-loading did not change the range of average net section fracture 
stresses at -120°C. Nevertheless, the minimum empirical fracture stress at -lS0°C 
was raised from 1231MPa to 13S9 MPa (compare Table 4-3 and Table 4-6). During 
loading to fracture in AR and LUCF conditions the applied load and displacement 
was recorded using a data logger. Figure 4-2 demonstrates two typical results of 
RNB-D7.7-U1.2S specimens at -120°C and -IS0°C. The displacement was the 
displacement of servohydraulic rig's pull rod. It is clear that the round notched bar 
specimen tested at -120°C did not fracture at maximum load. In contrast, the collapse 
load and maximum load were the same for the specimen tested at -lS0°C. Table 4-7 
shows that following pre-loading the range of fracture stresses in RNB-D8-VO.07 
specimens increased substantially compared to the as-received data, shown in Table 
4-4. Moreover, the fracture strains of RNB-D8-VO.07 (Table 4-7) were noticeably 
lower than RNB-D7.7-Ul.2S (Table 4-6). 
Table 4-8 summarises the test results of additional mne RNB-D lS-VO.1 
specimens with IS mm inner diameter and notch tip radius of 0.1 mm fractured in 
AR condition at -lS0°C. There were no LUCF data for this geometry. Since the 
average of AR fracture was as high as 191 kN and the load capacity of servo-
hydraulic rig, Instron was 2S0kN, it was suspected that the servo-hydraulic rig may 
not be able to provide enough load to fracture the specimens in LUCF cycle. The 
scatter band of scatter in the fracture data for this configuration was the least among 
all round notched bar tests where the maximum fracture stress was 1116 MPa and 
minimum stress was 989 MPa. 
The results of round notched bar tests in AR and following LUCF for each 
configuration at each temperature are expressed in terms of failure probability and 
are shown in Figure 4-3 to Figure 4-S. Probability of failure is defined by [Khalili 
and Kromp, 1991] 
PI = i - O.S (4.3) 
N 
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where N is the total number of specimens, and i is the order number. Figure 4-3 and 
Figure 4-4 show that the scatter band for LUCF data for RNB-D7.7-Ul.25 at 
-120°C and -150°C are similar to their corresponding AR data. However, there is a 
shift (enhancement in average net section fracture stress) in data of RNB-D8-VO.07 
subjected to a LUCF cycle compared to the corresponding AR data at -150°C (see 
Figure 4-5). Clearly at lower probability of failure the shift is more obvious. The 
distribution of fracture test data for AR for RNB-D15-VO.l specimens at -150°C 
shows a minimum scatter, (see Figure 4-6). 
A scanning electron microscope (SEM) was used to study the details of the 
fracture surfaces. Figure 4-7 and Figure 4-8 present typical fracture surfaces of round 
notched bars tested at -120°C and -150°C respectively. Details of a typical fracture 
surface of round notched bar specimen suggests that at -150°C the specimens failed 
by cleavage whereas at -120°C, there was an indication of shear lips at the edge of 
the net section which suggests the failure at -120°C was not purely brittle even 
though there were some features of cleavage fracture in the centre of the fracture 
surface. 
4.3 Effect of side-punching on brittle fracture 
Twenty four standard (ASTM-E399) compact tension, C(T) specimens with 
dimensions W=50mm, thickness B=25mm were manufactured from A533B-AEA. 
An EDM wire of dimension O.lmm was used to fabricate a very sharp notch of 
length-to-width ratio a/W=23.7/50. The specimens were then subjected to fatigue 
loading according to ASTM E-399 standard to achieve an a/W ratio of 0.5. The 
fatigue loading was done using a servo hydraulic machine at BNFL Magnox, where 
the fatigue load was applied with a frequency of 100Hz. The crack growth was 
monitored by an optical device and the fatigue loading was stopped when the crack 
length reached 25 mm. The maximum fatigue load was equivalent to Kma:x=22 
MPa.m 0.5. Figure 4-9 shows the detail of the C(T) specimen. The C(T) specimens 
containing fatigue pre-cracks were then tested at -170°C in the AR condition and 
following side-punching using a pair of punching tool (PUCF). Half of each set of 
the C(T) specimens were fractured at low temperature in AR condition and other half 
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were side-punched at room temperature in the manner described in Chapter 3 and 
fractured at low temperature. Table 4-1 summarises the test programme. 
The results are summarised in Table 4-9 for the AR condition. The fracture 
load was converted to mode I stress intensity factor (apparent fracture toughness) 
using the equation (A. 1. 1 ) provided in Appendix A. The range of apparent fracture 
toughness obtained at -170°C was between 36.3 MPa.mo.5 and 57.6 MPa.mo.s. Table 
4-10 summarise the fracture results following 2% surface indentation (0.02xB) in 
C(T) specimens at room temperature. The side-punching process was applied using 
500 kN Mayes servo hydraulic grips. Details of the punching tool can be found in an 
earlier study by Mahmoudi [2005]. The punching was applied in displacement 
control with a speed of less than 0.2 mm/min and stopped at the load of interest. The 
load was found from FE study (see ChapterS) to introduce an average of 20/0 surface 
indentation in C(T) specimens. As shown in Table 4-10 the surface indentation of the 
specimens were not identical and Table 4-10 shows the average of surface 
indentation measured after unloading. The first side-punching was carried out on the 
specimen with ID B1223. The measured surface indentation here was 0.79 mm 
which was higher than expected of 0.5mm. For the remaining side-punching 
procedure the magnitude of the compressive load was reduced and the average 
surface indentation of 0.5 mm equivalent to 0.02xB for the remaining eleven C(T) 
specimens was obtained. Figure 4-11 shows the pre-loading cycle at room 
temperature for C(T) specimens. The range of apparent fracture toughness at failure 
were between 28.7 MPa.mo.s and 53.l MPa.mo.5 at -170°C providing a decrease of 
5MPa.m o.5in the mean value compared to AR data. In the current side-punching 
programme twenty SEN(B) specimens with dimensions of W=50 mm, B=10 mm 
were also manufactured from A533B-AEA steel. These specimens had an initial 
sharp notch of length equal to 14.5 mm introduced by EDM process and again 
fatigue pre-cracked with same procedure as for C(T) specimen to achieve an alW 
ratio of 0.3. The maximum fatigue load was equivalent to Kmax=9.2 MPa.mo.5. Figure 
4-10 shows the SEN(B) specimen and Table 4-1 summarises the test programme. 
Ten specimens were fractured at -150°C in three-point bend loading with span=192 
mm (maximum allowed in the environmental chamber). The remaining ten 
specimens were subjected to side-punching at room temperature. Similar to the side-
punching process applied to C(T) specimens punching was applied in displacement 
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control at speeds less than 0.2 mm/min and stopped at the load of interest. The 
appropriate punching load was found from FE study (see Chapter 5) sufficient to 
introduce an average of 20/0 surface indentation in SEN(B) specimens. As shown in 
Table 4-12 the surface indentation of the specimens were not identical. The first side-
punching was carried out on the specimen with ID SB37. The measured surface 
indentation was 0.48 mm which was higher than the expected, 0.2mm. For the 
remaining side-punching procedure the magnitude of the compressive load was 
reduced and an average of surface indentation (excluding SB37) of 0.22 mm which is 
equivalent to 0.022xB for the remaining nine SEN(B) specimens was obtained. 
Figure 4-12 shows the pre-loading and unloading cycle at room temperature for 
SEN(B) specimens. The specimens, then, cooled down to -150°C before reloading to 
fracture in three-point bending. Table 4-11 and Table 4-12 summarises the fracture 
test results. The fracture load was converted to mode I stress intensity factor 
(apparent fracture toughness) using the equation (A.1.2) provided in Appendix A. 
The scatter and mean value of stress intensity factors were very similar for both 
cases. 
The results of experimental tests in the AR and PUCF conditions for C(T) and 
SEN(B) at each temperature are expressed in terms of failure probability using 
equation 4-3 and are shown in Table 4-13 and Table 4-14 respectively. Features of 
cleavage fracture in both C(T) and SEN(B) as revealed by SEM analysis are shown 
in Figure 4-15 and Figure 4-16 respectively. 
4.4 Effect of side-punching on ductile fracture 
The effect of side-punching on ductile fracture was investigated by side-
punching C(T) specimens of 316H stainless steel and loading to fracture at room 
temperature. Twelve standard compact tension, C(T) specimens with dimensions of 
W=50mm thickness B=25mm were manufactured from 316H stainless steel header , 
material. An EDM wire of dimension O.1mm was used to fabricate a very sharp 
notch of length-to-width ratio a/W=23.7/50. The specimens were then subjected to 
fatigue loading to achieve an a/W ratio of 0.5. The fatigue loading was carried out 
using a servo hydraulic machine at BNFL Magnox, where the fatigue load was 
applied with a frequency of 100Hz. The maximum fatigue load was equivalent to 
65 
Chapter 4: Experimental results 
Kmax=19.3 MPa.mo,s.The crack growth was monitored by an optical device and the 
loading stopped when the crack length reached 25 mm. 
The test programme involved two sets of specimens, AR and side-punched. 
The crack growth resistance curve (J-L1a) of 316H stainless steel was evaluated at 
room temperature using the multi-specimen method as detailed in section A.l.2 in 
Appendix A. 
Six specimens were tested in AR condition following an introduction of a side-
groove as shown in Figure 4-17. Six specimens were side-punched and then side-
grooved at room temperature. The specimens were loaded to different crack mouth 
opening displacements, CMOD and a peak value for J was determined from the load 
against CMOD. Details of J calculation can be found in section A.l.2 in Appendix A. 
A clip gauge type extensometer was attached to knife edges fixed to the 
specimen in order to monitor the CMOD variation, see Figure 4-18. The length of the 
crack in each of the specimens was measured after unloading-heating-fatigue loading 
(see section A.l.2 in Appendix A.) with a 'MONDO' optical device with an accuracy 
of 0.01 mm using 9 point averaging. The magnitudes of J and crack length were 
plotted on the same graph to produce the J-L1a curve. Table 4-16 summarises the 
results. Figure 4-19 shows the resistance curves of AR and punched-unloading-
loading to fracture, PUF data. A power law curve is fitted to AR data to show the 
experimental trend. It is clear that there is no change in J-L1a trend in both cases. 
There was only one specimen showing reduction following side-punching. 
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4.5 Effect of in-plane loading 
Thirteen modified SEN(B) specimens were made from AS33B-AEA steel to 
investigate the effect of in-plane loading on ferritic steel at low temperature. The 
configuration of the specimen and loading fixture is discussed in Chapter3. The 
modified SEN(B) specimens had dimensions of 250 x 50 mm with a thickness of 10 
mm. Unlike standard specimens the modified SEN(B) specimens contained a shallow 
notches with R=12.S mm with a sharp notch of 0.1 mm in the middle length of the 
beam, see Figure 3-16. The length of the EDM notch was 2.5 mm, so that a/W=0.3. 
The length of span for the subsequent three point bending was selected as 192 mm. 
This span length was governed by maximum length allowed in the environmental 
chamber. Table 4-1 summarises the test programme. Eight specimens were loaded 
and fractured in the AR condition at -150°C. Five specimens were fractured 
following in-plane loading at room temperature. These specimens had two 'V' 
notches at the sides of each longitudinal end of the beam. In-plane loading consisted 
of a compressive load of 73 kN applied at the grooved sides at room temperature. 
The specimens were then unloaded. The combination of bending moment and 
compressive load produced a tensile residual stress field at the vicinity of notch tip. 
To determine the apparent fracture toughness of the specimens at low temperature, a 
sharp notch of length 2.5 mm was then introduced at the notch root using 0.1 mm 
wire erosion. The specimens were then fractured at -150°C. The fracture load was 
converted to stress intensity factor (apparent fracture toughness) based on equation 
A.l.2 provided in Appendix A. These equations are based on analytical solutions 
provided in references such as ASTM-399 standard or fracture mechanics text book 
[Anderson, 1995]. However, since the configuration of modified SEN(B) used in this 
study differed from a standard geometry, the conventional analytical solution for the 
calculation of stress intensity factor from fracture load may not be valid. Therefore, a 
finite element study was also carried out to calculate the stress intensity factor for the 
geometry under three-point bend loading at -150°C. A 2D finite element model using 
plane strain elements (CPE4RH) was created in ABAQUS code [ABAQUS, 
2002]and the J-integral was calculated in 35 contours. Using elastic and elastic-
plastic materials, two different solutions for stress intensity factor, K were found: one 
67 
Chapter 4: Experimental results 
based on elastic analysis and the other based on elastic-plastic analysis. The results 
are compared in Figure 4-20 with standard analytical K solution for a standard shape 
SEN(B) specimen. The conventional analytical K solution for the SEN(B) specimens 
overestimates the apparent fracture toughness by almost 12% compared to elastic 
solution calculated by finite element analysis for this configuration. The elastic 
solution from the analytical K solution and finite element can be estimated by a 
linear function. The stress intensity factor based on elastic-plastic analysis behaves 
non-linearly as expected. Table 4-13 and Table 4-14 provides data for AR and CUCF 
tests. The stress intensity factors are given in terms of an analytical elastic solution 
and solutions from elastic and elastic-plastic finite element analyses. 
There is a notable difference in the values of the apparent toughness for AR 
and following in-plane loading, see Table 4-13 and Table 4-14. As a result of in-
plane loading the mean value of stress intensity factors decreased by 32 MPa.m°.5. 
The results, in terms of probability of failure as function of apparent fracture 
toughness (using elastic solution of FE analysis), are shown in Figure 4-21. The 
probability of failure was calculated using equation 4.3. The CUCF data clearly 
shows a significant shift to the lower toughness compared to AR data. 
A cycle of in-plane loading was also applied to the RNB specimens. The RNB 
specimens manufactured from A508 Cl3. The specimens had an initial notch with 
R=1.25mm. The RNB specimens were compressively loaded to an average net 
section stress of 905 MPa in the axial direction. A wire erosion process was then 
used to introduce a circumferential sharp notch at the mid-section of the bars. The 
bars then cooled to -150°C before reloading to fracture. The specimens were 
designed for net section diameter of 8 mm and notch radius of 0.1 mm using wire 
erosion and labelled RNB-D8-YO.1. Table 4-1 summarises the test programme, and 
results are presented in Table 4-15. These results are compared with RNB-D8-VO.07 
test results in Table 4-4. A considerable reduction in terms of average net section 
fracture stress was observed following in-plane loading. The minimum and 
maximum net section stresses in the RNB specimens decreased from 620 to 357 MPa 
and 1319 to 719 MPa respectively. The mean value also showed a reduction of about 
50%. The earlier AR data of RNB-D8-YO.07 and the current data for the CUCF 
cycle are shown against the probability of failure, obtained using equation 4.3, in 
Figure 4-22. 
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4.6 Effect of edge-welding on low temperature ductile fracture 
After edge welding a notch was introduced as shown in Figure 4-23 to produce 
a single edge notched bend, SEN(B) specimen. These specimens had an initial sharp 
notch length equal to 14.5 mm introduced by the EDM process. The specimens were 
then subjected to fatigue loading to generate a sharp crack. Using a servo hydraulic 
machine at BNFL-Magnox, a fatigue load with frequency of 100Hz was applied on 
the specimens. The maximum fatigue load was equivalent to Kmax=9.2 MPa.mo.s. The 
crack growth was monitored by an optical device and loading was stopped when the 
W-a became 35 mm and thereby a/W ::::;0.3. The magnitude of W-a was chosen as 
reference of crack length since crack was introduced at the 'irregular in shape' 
welded edge. 
The test programme included two sets of specimens, as-received and edge 
welded. The crack growth resistance curve (J-Lla) of 316H was evaluated at -150°C 
using both multi-specimen and single specimen unloading compliance methods, 
using the procedures detailed in section A.1.2 in Appendix A. 
Table 4-1 summarise the test programme. The multi specimen technique was 
used to determine the fracture toughness for initiation of the crack and single 
specimen method was used to generate J-Lla curve. All data from these two methods 
were put together to produce one J-Lla curve. Multi-specimen testing was performed 
on 3 as-received and 2 edge-welded specimens. The specimens were loaded to 
different crack opening displacements and a peak value for J was determined from 
the load against crack mouth opening displacement, CMOD. A clip gauge type 
extensometer was attached to knife edges fixed to the specimen in order to monitor 
the variation of CMOD as shown in Figure 4-24. The length of the crack in each of 
the specimens was measured after unloading-heating-fatigue loading (section A.1.2 
in Appendix A) with a 'MONDO' optical device with an accuracy of 0.01 mm using 
9 point averaging. The second route for determining crack growth resistance was the 
single specimen or unloading compliance method. Crack growth during the test was 
determined by partial unloading to determine the elastic compliance, which was a 
function of the crack length. The level of unloading was approximately 10-150/0 of 
current load. The corresponding value of the J-integral was determined from the area 
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under the curve of load against CMOD (obtained by the clip gauge type 
extensometer), see section A.l.2 in Appendix A. 
The values of J determined for various lengths of cracks are summarised in 
Table 4-17 and Table 4-18 in AR and edge-welded conditions respectively. On the 
basis of these data the J-LJa curve was plotted. The data indicates that similar fracture 
toughness resistance curves in AR and edge-welded specimens were obtained. Figure 
4-25 shows the crack growth resistance curves of as-received and edge-welded 316H 
specimens. A power law curve was fitted to as-received data to illustrate the trend. 
There is no discernible difference in crack growth resistance between as-received and 
edge-welded specimens. It should be remembered that these specimens were not 
standard sized and lacked side-grooves. The standard code of compliance method 
for the specimens with a/W less than 0.5 is not recommended [Anderson, 1995]. The 
final crack length revealed that the variation in the crack length from the average 
varies more than 50% (see Figure 4-26) while the standard [ASTM E1820] indicates 
that in the cases of more that 50/0 the results are invalid. Thus the accuracy of the 
unloading compliance measurements was affected. The aim of producing J-LJa curve 
in this study was not to determine fracture toughness of material at low temperature. 
It was aimed to compare the J-LJa curve in two conditions, AR and edge-welded 
speCImens. 
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5 Finite Element Analysis 
In the present section, comprehensive numerical studies consisting of 2D and 
3D finite element models, created and analysed by ABAQUS/CAE are presented, 
with particular reference to the evolution of residual stress fields following different 
methods of pre-loadings. Finite element predictions of pre-loading, unloading, 
(cooling) and reloading to fracture are described. The stress state in the specimens 
in as-received and with initial residual stress field are compared. Results are 
described for different methods of generating residual stresses. Failure predictions 
are made by implementing a "local approach JJ based on crack tip residual stress 
field. The "local approach JJ describes the scatter in brittle fracture at low 
temperature and the approach is used to predict the interaction of residual stress and 
applied load. Failure predictions are compared with experimental results. Different 
issues involved in numerical modelling and failure prediction are discussed. 
5.1 Influence of LUCF on brittle fracture 
The commercial code ABAQUS/CAE was used to generate finite element 
models of round notched bar, RNB specimens with sharp (RNB-D8-VO.07) and 
shallow notches (RNB-D7.7-U1.25). Taking advantage of symmetry only, one 
quarter of the specimens were modelled using axi-symmetric elements CAX8R, iso-
parametric quadratic eight noded elements with reduced integration. Details of the 
mesh refinement at the notch tip are shown in Figure 5-1. The smallest size of 
element was about 0.12 x 0.12 mm and 0.03 x 0.01 mm for the shallow and sharp 
notched round bars respectively. The LUCF cycle described in Chapter 3, was 
simulated in four different steps in the finite element study. The first step was tensile 
loading of the axisymmetric model to the experimental load and followed by 
unloading using room temperature material properties of A508 steel. The loading 
was modelled by applying uniform displacement using a 'constraint equation' 
[ABAQUS-2002] on the top surface of RNB specimens. In the second step the 
applied load was gradually reduced to zero. The loading and unloading steps induced 
a reduction in net section diameter of RNB specimens. In experimental results 
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explained in Chapter 4, the reduction of diameter during preloading of two 
specimens, L 10 and L 11, were recorded using a diametral extensometer. Figure 5-2 
shows a plot of the average net section stress vs. reduction in net section diameter. 
The finite element results are compared with experimental results for the pre-loading 
step. The results demonstrate a good correlation between FE simulation and 
experiments. Figure 5-3 shows that after loading and unloading a compressive 
residual stress was generated at notch tip of RNB-D8-VO.07 and RNB-D7.7-U1.25. 
The third step of the finite element simulation involved changing the material 
property from room temperature to -120°C or -150°C. The final step was reloading 
the RNB model to simulate the loading to fracture in LUCF cycle. The static loading 
of RNB specimens in the AR condition was simulated only in one step, identical to 
the final step of LUCF simulation. The stress history at the final step of the AR and 
LUCF analyses were recorded and then used in the "local approach" model for brittle 
fracture described later in Section 5.4. 
5.2 Effect of side-punching on brittle fracture 
Side-punching was applied on a number of specimens made of A533B-AEA 
steel. The FE simulation was consisting of two different parts in ABAQUS/CAE, one 
representing the specimen (C(T) or SEN(B)) and the other the punching tool. The 
punching tool was modelled as a rigid body and the 3D model of C(T) and SEN(B) 
was meshed using 8-noded reduced integration elements, C3D8R. Figure 5-4 and 
Figure 5-5 show a typical mesh used for the C(T) and SEN(B) models respectively. 
Due to the two symmetry planes only a quarter of the C(T) and SEN(B) specimens 
was meshed. The smallest element size at the crack tip was X=O.1mm, Y=O.lmm 
and Z=I.57mm for the C(T) specimen and X=0.2 mm Y=0.25mm Z=1.25 mm for 
the SEN (B) specimen. 
The side-punching (with position of X/R=I) simulation consisted of a cycle of 
punching, unloading, cooling and loading to fracture, PUCF. The side-punching 
cycle was simulated in four distinct steps. The first step modelled punching of the 
specimen, i.e. moving the punching tool towards the specimen by applying 
displacement and punching it while using room temperature material properties for 
the specimen. As stated before the punching tool was modelled as a rigid body. It 
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was a flat-ended cylindrical shape with a 0.2 mm fillet radius with a frictionless 
contact to the C(T) and SEN (B) specimens with only a prescribed displacement 
along axis of the cylinder, and constrained from moving in all other directions. The 
corresponding reaction force i.e the punching load was calculated at the reference 
point of the rigid body [ABAQUS-2002]. The second step consisted of unloading, or 
removing the punching tool away from the specimens. The elastic-plastic material 
properties of the specimens were then changed from room temperature to low 
temperature. The final step of the finite element simulation was a static analysis 
consisting of loading the specimens to fracture using appropriate low temperature 
material properties. For the AR specimens, only the last step was simulated. The 
stress history at the final step of AR and side-punching analysis were recorded to use 
in the local approach model to brittle fracture described in Section 5.4. 
Figure 5-6 compares the applied compressive load versus load line-
displacement of the punching tools during side-punching a C(T) B=25 mm specimen. 
There is reasonable agreement between experiments and finite element simulation. 
The maximum pre-loading level and surface indentation after unloading were 
measured to compare with finite element analyses. The difference in Figure 5-6 is 
likely to be due to the fact that the punching tool was assumed as a rigid body in the 
finite element analysis. Therefore no deformation of the tools was considered in the 
finite element analysis whereas in the actual experiment the punching tool is likely to 
have a limited elastic deformation under such high load. In the finite element 
simulation the crack was modelled by defining symmetry boundary condition just for 
the length of W -a. Thereby the crack was modelled by a single node and crack tip 
blunting was not simulated. Blunting at the crack tip can be modelled using a focused 
mesh in ABAQUS. However side-punching is a 3D problem and defining (writing 
input file) of focus mesh in 3D model becomes complicated. 
Figure 5-7 compares the applied compressive load versus load line-
displacement during side-punching a SEN(B) specimens with B=lO mm. Similar to 
the C(T) specimen, the maximum pre-loading level and surface indentation after 
unloading can be compared with experimental results. However, there is poor 
agreement between experiments and finite element simulation in terms of load line-
displacement of punching tools against applied load in the SEN (B) specimen. Similar 
to the C(T) specimen the difference is likely to be due to the fact that the punching 
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tool was assumed as a rigid body in the finite element analysis and crack tip blunting 
was not simulated. 
Figure 5-8 shows contour plot of the normal residual stress component through 
half of the thickness of the C(T) and SEN (B) specimens (only a quarter of the 
specimens was modelled). The grey colour in each plot represents the tensile region 
after punching and unloading. The maximum residual stress generated can be seen in 
the mid thickness of the C(T) specimen which gradually decrease near the towards 
the surface. In contrast, almost a uniform tensile residual stress field ahead of the 
crack can be seen following side-punching of SEN (B) specimens. Figure 5-9 and 
Figure 5-10 show the residual stresses in the mid thickness of the specimens, starting 
from the crack tip. 
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5.3 Effect of in-plane loading on brittle fracture 
As previously mentioned in Chapter 3 a similar procedure of in-plane loading 
as that developed by Cotton [1997] and Spindler and Cotton [1998] was applied to a 
modified SEN(B) specimen made of A533B-AEA steel. The specimen had a shallow 
notch of 12.5 mm at mid length with two 'V' grooved notches at either end of the 
specimens. The specimens were sUbjected to in-plane loading at room temperature 
and then reloaded to fracture at a lower temperature. The results of the experimental 
study are given in Chapter 4. A finite element analysis was carried out in order to 
choose an appropriate level of pre-loading followed by a simulation of a complete 
CUCF cycle. 
In-plane loading was modelled USIng two different parts defined in 
ABAQUS/CAE, one representing a SEN(B) specimen and the other representing a 
loading fixture as a rigid body. Too many small elements were required to simulate 
the contact in the 'V' shape loading fixture and 'V' shaped groove and therefore the 
'V' grooved notches in the specimens and 'V' shape wedges as loading fixtures were 
not modelled. This assumption made it possible to reduce the number of elements 
required for the simulation substantially. A cylindrical rigid body (see Figure5-1I) 
was the loading fixture. A three dimensional 8-noded linear brick element, C3D8R, 
with reduced integration was used for the SEN(B) model. Due to the existence of two 
planes of symmetry, only a quarter of the SEN(B) was modelled as illustrated in 
Figure 5-11. Elastic-plastic material behaviour with isotropic hardening was used 
during in-plane loading and unloading, except for an area close to the longitudinal 
edge of the specimen where the material was considered elastic since the stress field 
in this region was not in our interest. This assumption did not affect the notch tip 
stresses and allowed a substantial reduction in the number of elements required. 
In order to find a suitable level of pre-loading, different loads were applied 
employing 'parametric study' in ABAQUS code. Using ABAQUS parametric study 
only one input file was required for a cycle of in-plane loading (with different 
loading levels) and unloading. The applied displacement in the rigid body was 
defined as a parameter with the range of the parameter and its intervals defined in a 
'script' written by the user [ABAQUS, 2002]. While the input file was run just once 
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the script modified the applied displacement and analysed the model for a number of 
intervals defined in the script. The results files were created in different files. Each 
file corresponded to a specific magnitude of the applied displacement. In this 
simulation displacement was given as a variable parameters ranging from 0.6 to 1.46 
with four intervals (i.e. five points). Figure 5-12 shows the corresponding in-plane 
loading level obtained in the parametric study for five different applied 
displacements. These analyses differ only in the values assigned for applied 
displacement. Using 'parameteric study' in ABAQUS reduces significantly the 
analysis time compared to running five separate input files. The variation of residual 
stresses normal to the notch along the width of the specimens after in-plane loading 
and unloading for different levels of pre-loading are shown in Figure 5-13. The 
extent of tensile residual stress generated after loading and unloading increases by 
increasing the level of pre-loading. It seems, however that the level of residual stress 
and its extent at the notch tip does not vary beyond 73 kN where 73 kN and 75 kN 
show almost similar results. Further increasing the level of pre-loading just resulted 
in greater plastic deformation in the specimen. 
The simulation of in-plane loading consisted of a cycle of compression by in-
plane loading, unloading and the introduction of a notch, cooling and finally loading 
to fracture, CUCF. The simulation was carried out in five different steps. The first 
step modelled the compression of a modified SEN(B) containing a shallow notch and 
loading the specimen in the axial direction to 73 kN, using room temperature 
material properties for the A533B-AEA steel. The second step consisted of removing 
the applied load. To validate the finite element simulation of the in-plane loading 
procedure, a strain gauge was attached in the longitudinal axis of a SEN(B) 
specimen. The variation of longitudinal strain was recorded and compared with 
numerical results in compression and unloading steps. Figure 5-14 illustrates an 
excellent agreement between experimental result and numerical analysis 
As explained in the experimental procedure a sharp notch of length 2.5 mm 
was introduced at the notch root using the EDM process in order to determine the 
fracture toughness of the specimens at low temperature. Introducing a sharp notch 
was simulated in the following step after generating a residual stress field. Two 
different approaches were followed for introducing a sharp notch: 
1. Changing the boundary condition at the symmetry plane 
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2. Removing elements with thickness of 0.1 mm using 
2-1. A quarter model 
2-2. A quarter model in conjunction with sub modelling technique. 
Firstly the constraint in symmetry plane was released for 2.5 mm in a single 
distinct step. This resulted in the production of a sharp crack. In the second method 
the elements were removed incrementally from the model using 'Model change' 
[ABAQUS, 2002], see Figure 5-15. This resulted in the creation of a notch with a 
radius of 0.1 mm which is closer to the experiments EDM process. In addition to the 
second approach, by taking advantage of a submodelling technique in ABAQUS a 
much finer mesh at the notch tip was modelled to investigate the effect of mesh size. 
Sub-modelling is a technique of using a fine mesh only in a small part of a whole 
model. Initially the whole model was analysed using a coarse mesh. It was called the 
global model. In a separate file a much finer mesh for a specific part of the model 
was chosen. The boundary of the submodel region was defined by the solution from 
the global model. A submodel was chosen whose area is shown in Figure 5-16. The 
area was large enough to avoid any effect on the global solution and small enough to 
have smaller elements at notch tip. In the first step of the submodel analysis the 
solution from the global model was repeated. In the second step a sharp notch was 
introduced incrementally by removing elements using 'Model change' [ABAQUS, 
2002]. Table 5-1 summaries the element sizes in three different models as explained 
earlier. Figure 5-17 clearly demonstrates a tensile residual stress field created at the 
notch tip of the modified SEN (B) after compression and unloading. Following the 
introduction of the 2.5 mm sharp notch the stresses at the notch tip increases by a 
factor of two. There is no significant difference between introducing a sharp notch by 
changing the boundary condition or by removing element in this problem. The 
refinement of the mesh used in submodelling at the notch tip also did not alter the 
magnitude of the stresses. Figure 5-18 shows the extent of plastic zone (Von 
mises>yield point) in a modified SEN(B) that arises after in-plane loading, unloading 
and following introduction of a notch. 
All analyses mentioned above were done using isotropic hardening. A further 
analysis was carried out to study the effect of kinematic hardening in a cycle of in-
plane loading and unloading and introducing a notch. Generally in an isotropic 
hardening model the material is assumed to harden in a non-linear manner as 
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described by stress-strain curve beyond the yield strength, O"Y' to a maximum stress, 
O"ma/. The first pair of points of stress-strain data show that the yield point which is 
defined by the yield stress at zero plastic strain is followed by the detail of stress 
corresponding to plastic strain. On unloading from maximum load, the material is 
able to unload elastically by an amount of (2 x O"ma/) prior to the onset of yielding in 
compression with the maximum stress in compression, O"ma/ [Fowler, 1998]. Figure 
5-19 shows the schematic of isotropic material behaviour. 
If a specimen is subjected to a tensile stress that exceeds the elastic limit of the 
material followed by unloading and then stress is the reversed, the compressive yield 
stress can be considerably less than the tensile stress. This effect can be modelled in 
ABAQUS by using the kinematic hardening. Kinematic hardening is defined only by 
two pairs of values for stress strain data, one identifying the yield point (at zero 
plastic strain) and one identifying the stress at the maximum plastic strain anticipated 
to be introduced into the model. The material hardens at a constant rate defined by 
the pairs of stress-strain data. Following unloading, the yield strength in compression 
following a tensile overload is reduced to O"ye2, from the original yield strength in 
compression, O"yc1, in the absence of a tensile preload [Fowler, 1998]. Figure 5-19 
shows the schematic of kinematic material behaviour and compares with the 
isotropic hardening. The stress-strain field generated following in-plane loading and 
unloading depends on the hardening model used in the analyses. Figure 5-20 
compares the residual stress generated employing isotropic hardening and kinematic 
hardening for a cycle of in-plane loading, unloading, introducing a notch (by 
incremental removing element). Following in-plane loading (compression) the tensile 
residual stress at the notch tip is lower for kinematic hardening model compared to 
an isotropic hardening model. The Bauschinger effect however did not influence the 
residual stress redistribution after introduction of notch during removal the elements, 
because the residual stress was partially relieved (2.5 mm) and there was no change 
of sign of the stresses during unloading. Obviously following introduction of the 
notch the level of tensile residual stress with kinematic hardening model was also 
lower since the residual stress after the unloading step under kinematic hardening 
was lower compared to that under isotropic hardening. It is also notable that the 
extent of tensile zone was almost unchanged. 
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The final step of the CUCF cycle was applied using three point bending (see 
Figure 5-21) in order to fracture the specimen. This was modelled by introducing 
another cylindrical rigid body, positioned on the top surface of the SEN(B). A line 
also was fixed in Y direction to satisfy the static analysis requirement as shown in 
Figure 5-21. The specimen was subjected to three-point bending by applying a 
displacement on the top rigid body. These results will be used in Section 5.4 for 
failure prediction. 
In-plane loading was also applied on RNB specimens using similar steps to 
those used for the modified SEN(B) specimens. Taking advantage of symmetry only, 
one quarter of specimens were modelled using 2587 nodes and 818 axi-symmetric 
elements CAX8R, iso-parametric quadratic eight noded elements with reduced 
integration. Details of mesh refinement at the notch tip are shown in Figure 5-22. 
The specimen initially had a shallow notch with notch radius of 1.2S mm. The 
specimen was compressively loaded to achieve a net section stress of 900 MPa. The 
specimen was then unloaded. The loading was modelled by applying uniform 
displacement using a 'constraint equation' [ABAQUS-2002] on the top surface of 
RNB specimens. Figure 5-23 shows that a high tensile residual stress region was 
created at the notch tip following loading and unloading. A sharp notch (0.1 mm in 
radius) was introduced by removing the elements incrementally using 'Model 
Change' to achieve a final diameter of 8 mm. Figure S-23 compares the residual 
stress normal to the notch before and after introduction a notch. The first three steps 
of in-plane loading, unloading and introducing notch was simulated using room 
temperature material properties of AS08 steel using isotropic hardening. In the fourth 
step the material property were changed to -lS0°C in one increment. In the final step 
the RNB specimen was loaded axially to simulate the loading to fracture at low 
temperature. The stress-strain field generated at the final step was used as input for 
prediction of brittle fracture which will be discussed in detail in the next section. 
5.4 Prediction of failure using local approach 
The modified local approach [Hadidi-Moud et al 2002] was used in this study 
to predict the brittle failure following pre-loading at room temperature. The general 
scheme in failure prediction using the modified local approach is that the Weibull 
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parameters in the Beremin type model, calibrated to the as-received data, should 
predict the failure following complex interaction of residual and applied stresses. 
Unlike Beremin [1983], here we calibrate the Weibull parameters for each geometry 
and temperature. As stated earlier in the literature review in Chapter 2 the probability 
of failure in a modified Beremin model [Hadidi-Moud et al 2002] including a 
threshold stress, (J'min is given by: 
PI = l_exp[_((J'W = (J'min )m] (J' u (J'mm (5-1) 
The Weibull stress (J'w is 
[ 
1 ]Ym 
(J'w = Vo f (J'ldV (5-2) 
The Weibull stress, which determines unstable cleavage failure, depends on 
shape parameter, m and maximum principal stress, 0) over the plastic zone around 
the crack tip. To estimate probability of fracture based on equation (5-1) and (5-2), a 
routine was performed via post-processing the results from the finite element 
simulation at final stage of loading to fracture. The following analyses demonstrate 
the application of the modified Beremin model in predicting brittle fracture following 
different load histories generated by mechanical loading. First, in line with earlier 
work by Hadidi-Moud et al [2002] the effect of compressive residual stress following 
LUCF cycle was studied in more detail in C(T) and SEN(B) specimens. The effect of 
2D and 3D finite element models are discussed. Then the same procedure was 
applied to an axisymmetric model of RNB specimens to predict failure after the 
LUCF cycle. Prediction of failure as a result of influence of tensile residual stress 
fields created by side-punching and in-plane loading is also presented in the 
following sections. 
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5.4.1 Prediction ofLUCF 
Smith and Garwood [1990b] conducted a series of test using single edge notch 
bend SEN(B) specimens made of A533B-sg containing fatigue pre-cracks with, 
W=100, B=50mm, a/W=0.5 to study the LUCF effect. Their study included fourteen 
specimens in the as received, AR conditions fractured at -170°C with another 
fourteen pre-loaded and unloaded at room temperature and then cooled and fractured 
at -170°C (the LUCF loading cycle). The pre-loading level was equivalent to an 
elastic stress intensity factor of 120MPa.m 0.5. Fowler [1998] conducted a series 0 f 
experiments to investigate the effect of WPS. He tested 3 C(T) specimens made of 
A533B-sg in the AR condition at -170°C. The fracture test results are shown in 
Figure 5-24. Considerable enhancement in apparent fracture toughness data 
following LUCF can be seen. Numerical finite element analysis was performed using 
the ABAQUS code to simulate LUCF cycle of this set of experiments. For the pre-
cracked specimens 3D models of SEN(B) with W=2B=100 mm and of C(T) 
W=2B=50 mm were created as well as 2D models. All models contained a refined 
mesh around the crack tip created in ABAQUS/CAE. 
A modified Beremin model based on a Weibull statistical distribution [Hadidi-
Moud et al 2002] was used to describe the scatter in the AR data and predict the 
brittle fracture following different load histories. The Weibull parameters were 
determined from AR data. Finite element analysis of the 3D-FE model of a SEN(B) 
with B=50 specimen predicted the evolving stress field ahead of crack during loading 
to fracture. The stress field was then used in the local approach subroutine. A typical 
mesh for 3D models of C(T) and SEN(B) are shown in Figure 5-25. Two symmetry 
planes allowed one quarter of the specimens to be modelled. Eight noded quadratic 
elements with reduced integration C3D8R were used in the model. Full details of the 
FE analysis can be found in [Mirzaee-Sisan, 2004]. 
In order to use the local approach calibration of Weibull parameters (m, Va, au 
and (Jmin) is required. Like Hadidi-Moud et al [2002] the shape factor m and reference 
volume were chosen as 4 and 0.01 mm3 respectively. The value of Va was arbitrary 
and failure prediction is independent of chosen value. The remaining parameters (Ju 
and (Jmin were varied until the FE prediction and experimental results were matched 
closely. The finite element model was carried out incrementally to the maximum 
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experimental fracture load. In each increment, the stress and strain of each element 
were monitored by the subroutine. When the element plastically deformed (Von 
Mises stress greater than the yield strength) then the corresponding Weibull stress, 
O"w was calculated using equation 5.2 at that increment. Each increment corresponded 
to a specific load. The stress intensity factor corresponding to each load was 
calculated using conventional analytical solution provided in section A.I.I in 
Appendix A. Having assumed an initial estimation of O"u and O"min the prediction of 
failure against the stress intensity factor was attained. If the prediction and 
experiments did not match, new estimates of au and O"min were chosen. A good fit for 
AR data was attained by choosing O"u=10.30GPa and O"min=3.5GPa. Figure 5-26 
illustrates the fitted curve to AR data. Then these parameters were used to predict the 
failure by using the incremental stress distributions during loading to fracture of 3D-
FE model of C(T) model. A comparison of the failure prediction based on the 3D 
model of SEN(B) and C(T) are shown in Figure 5-27. There is slight difference 
between the two models. Bear mind that SEN (B) had 50 mm thickness and C(T) had 
25 mm thickness. These data can be converted to each other based on the toughness 
dependence with specimen thickness as: 
( J
I/4 
KBI = Bo 
K BO BI 
(5-3) 
where KEf and K Eo are the fracture toughness corresponding to BJ and Bo (the 
reference thickness). Hence using the same parameters, calibration could be achieved 
for SEN(B), B=50 mm and C(T), B=25 mm. 
The calibrated Weibull parameters shown in Figure 5-26 were used for 2D 
models of C(T) and SEN(B) specimens with plane strain elements in order to 
investigate the effect of element type on the calibration process. The prediction based 
on 2D models (using the calibrated parameters to 3D models), was slightly different 
from 3D models, see Figure 5-28 This is not surprising because of differences 
between 3D and 2D plane strain elements. The Weibull stress depends highly on 
maximum principal stress in plastic volume, which is not identical in 2D and 3D 
models. It is of course preferable to use a 3D FE model for calibrating Weibull 
parameters. 
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Because of a similar trend in the apparent toughness against failure probability 
for the 3D SEN (B) and 3D C(T) models only the stress distribution of 3D C(T) 
model at the final stage of the LUCF analysis with the calibrated sets of Weibull 
parameters shown in Figure 5-26 was used to predict the enhancement in apparent 
fracture toughness following the LUCF cycle. Pre-loading and unloading at room 
temperature was simulated using elastic-plastic material properties. The simulation 
was then continued using the elastic-plastic mechanical properties at the lower 
fracture temperature. On reloading to fracture at low temperature the newly 
developing stress field was used to determine Wei bull stresses using the AR 
calibrated parameters. In predicting the pre-loading effect, it was assumed that the 
initial plastic zone following unloading was not included in calculation of Weibull 
stress unless the equivalent plastic strain (PEEQ) on reloading exceeded the plastic 
strain of unloading step. The equivalent plastic strain [ABAQUS, 2002] is a scalar 
variable that is used to represent the material's inelastic deformation and in a 
differential form is given by: 
(5.4) 
where the incremental equivalent plastic strain dc peeq is composed of dc pel I and 
dCpe22and dCpe33' The equivalent of stress is given by 
(5.5) 
PEEQ is an integrated measure of plastic strain which considers all steps of 
loading. If this variable is greater than zero, the material is said to have yielded. A 
non-integrated measure of plastic strain is defined as PEMAG in ABAQUS. PEEQ 
and PEMAG are equal for proportional loading [ABAQUS, 2002]. 
By using the calibrated parameters to the AR data and conditioning the 
reactivation of plastic strains in new generated stresses following LUCF cycle to 
incorporate in the calculation of Weibull stress, Figure 5-29 shows the LUCF 
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prediction. There is a good agreement between failure prediction and experiments 
following LUCF cycle, 
Similar procedures were followed to determine the Weibull parameters that 
best matched the AR data for RNB specimens tested at different temperatures. 
Unlike the analysis for the C(T) and SEN(B) data, Va was fixed equal to 0.001 mm3 
and remaining parameters (m, O"u and O"min) were determined by obtaining failure 
probabilities from the FE analysis that best matched the experimental data. Initial 
estimates for the exponent m was taken from [Catherine and Poussard, 2000], shown 
in Figure S-30, the calibrated parameters were m=23.0, O"u =2.7GPa and O"min=O.OGPa 
to the fracture data of RNB-D7.7-U1.2S in AR condition at -120°C. Similar 
procedures were followed for tests fractured at -IS0°C. The calibrated parameters 
were found as m=24, O"u=3.16GPa and O"min=0.8GPa. Another set of experiments at -
IS0°C included round notched bars with sharp notches shown as RNB-D8-VO.07. 
The calibrated Weibull parameters were m=8.0, O"u =4.98 GPa and O"min =O.OGPa. The 
corresponding fitted curves at -ISO °c are shown in Figure S-31 and Figure S-32. 
An extra nine RNB-D IS-VO.l specimens with IS mm inner diameter and notch 
tip radius of 0.1 mm were fractured in the AR condition at -150°C. There was no 
LUCF data for this geometry. Similar procedures were followed to determine the 
Weibull parameters that best matched the AR data. Va was fixed equal to 0.001 mm3 
and remaining parameters (m, O"u and O"min) were determined by obtaining failure 
probabilities from the FE analysis that best matched the experimental data. The 
calibrated parameters were m=lS.0, O"u =2.86GPa and O"min= 1. 8GPa. Figure 5-33 
shows the fitted curve with the calibrated parameters. 
The calibrated sets of the Weibull parameters for different configurations were 
then used to predict the enhancement in cleavage fracture toughness following the 
LUCF cycle for RNB specimens. Pre-loading and unloading at room temperature 
were simulated using room elastic-plastic room temperature material properties. The 
simulation was then continued using the elastic-plastic mechanical properties at the 
lower fracture temperature. On reloading to fracture at low temperature the newly 
developing stress field was used to determine Weibull stresses using the AR 
calibrated parameters. Similar to pre-cracked specimens, in predicting pre-loading 
effect, it was assumed that the initial plastic zone (following loading- unloading) was 
not included in calculation of Weibull stress unless the equivalent plastic strain on 
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reloading exceeded the plastic strain arising from (loading- unloading). The results 
from the LUCF simulations for A508 steel RNB specimens with shallow notches 
(RNB-D7.7-U1.25) at -120°C and -150°C are shown in Figure 5-30 and Figure 5-31 
respectively. Predictions compare well with the experimental results. It is particularly 
interesting to note that for shallow notch tests at -150°C the model predicts the shift 
in fracture stress (average net section stress) corresponding to lower experimental 
fracture stresses and yet for higher fracture stresses predicts no improvement as 
suggested by the experimental data. In both cases at -120°C and -150°C significant 
plasticity occurs prior to fracture that results in much less improvement, if any, 
especially for high fracture loads. Predicted failure probabilities for sharp-notched 
RNB tests at -150°C, as Figure 5-32 indicates, show less improvement in terms of 
fracture stress than the experimental data suggest. 
In order to examine the effect of thickness of specimen on warm prestressing, a 
series of tests were performed at -170°C on 6mm thick C(T) specimens by [Fowler, 
1998]. The specimens had dimensions of W=50mm and alW ratio of 0.5. Five 
specimens were fracture in the as-received condition at -170°C. Six specimens were 
subjected to a 'single' LUCF cycles [Fowler, 1998], see Figure 5-34. There was an 
increase of 36 % on the mean as-received cleavage fracture toughness. A 3D model 
of the C(T) was constructed in ABAQUS/CAE similar in mesh to Figure 5-25. The 
Wei bull parameters were calibrated to AR data. The procedure of calibration was 
similar to RNB specimens, i.e Va was fixed equal to 0.01 mm3 and remaining 
parameters (m, O"u and O"min) were determined by obtaining failure probabilities from 
the FE analysis that best matched the experimental data. The calibrated parameters 
were m=8.0, O"u =4.3GPa and O"min=1.6GPa. Figure 5-34 shows the fitted curve with 
the calibrated parameters. The simulation of LUCF on this specimen was not carried 
out. 
5.4.2 Prediction of failure following side-punching and in-plane loading 
The modified Beremin model based on the Weibull statistical distribution was 
used to describe the scatter in the AR data and predict the brittle fracture following 
side-punching and in-plane loading. The Weibull parameters were calibrated to 
standard C(T) specimens fracture data at -170°C in AR condition. Fracture in these 
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highly constrained specimens occurred under small scale yielding conditions. The 
Weibull parameters determined from AR tests were then used to predict the effect of 
load history in the other specimens. Finite element analysis of the C(T) specimen for 
predicting evolving stress field ahead of crack during loading to fracture discussed in 
the previous section. In order to calibrate the parameters to C(T) data at -170°C the 
value of m was chosen to be 4 and the value of Va was chosen as 0.01 mm3. For 
Va=0.0Imm3 and m=4 the calibrated parameters were O'u =7.9 GPa O'min =2.85 GPa. 
The result of this calibration is illustrated in Figure 5-35. The probability of failure 
was calculated at the corresponding load converted to stress intensity factor using 
conventional analytical solution given in A.I.I in Appendix A. 
The stress field in the SEN(B) model with alW=0.3 at -150°C during loading to 
fracture in the AR condition was calculated by finite element analysis. The same 
calibrated parameters from the C(T) specimens at -170°C were used to find the 
probability of failure during incremental loading. The results are shown in Figure 
5-36. The probability of failure is shown against stress intensity factor calculated 
from load employing analytical solution given in section A.I.I in Appendix A. An 
excellent agreement was found between experiments and prediction irrespective that 
the SEN(B) specimens fractured at a different temperature with a different crack 
length and thickness compared to the C(T) specimens. 
The third set of AR data belong to 'modified' SEN(B) specimens with alW=0.3 
tested at -150°C containing 0.1 mm EDM notches rather than fatigue pre-cracks. The 
subroutine was used for this model using the previous calibrated parameters. Figure 
5-36 demonstrates that the prediction is conservative compared to the experimental 
results. The elastic stress intensity factor for experiments and prediction of modified 
SEN(B) was calculated from a particular FE solution for this geometry explained in 
Chapter 4. 
The calibrated Weibull parameters shown in Figure 5-35 were used to predict 
failure of specimens containing residual stresses. The finite element simulation of 
side-punching or in-plane loading and then unloading were done using isotropic 
hardening material properties at room temperature. After in-plane loading a notch 
was introduced incrementally in the model. The loading to fracture simulation was 
then continued using the lower temperature elastic-plastic mechanical properties of 
A533B-AEA steel. Using the calibrated parameters from AR data of C(T) at -170°C 
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(m=4, Va =0.01 mm3, O'u =7.9 GPa O'min =2.85 GPa ) the subroutine for evaluating 
probability of failure was used at the final stage of loading to fracture. The prediction 
of failure for C(T) specimens and SEN(B) specimens following side-punching are 
shown in Figure 5-37 and Figure 5-38. The prediction of failure shows a significant 
reduction after side-punching while the experiments show an almost negligible effect 
from the residual stresses introduced by side-punching. 
Since the calibrated parameters from C(T) specimens at -170°C could not 
predict the AR result of SEN(B) containing shallow notch, recalibration of 
parameters for this AR data was essential. The same procedure of calibration 
explained earlier was repeated. The magnitude of m and Va were chosen as before, 
i.e. m=4, Va =0.01 mm3. The other two parameters, O'u, O'min were changed until the 
local approach could predict the experimental data. It should be noted that calibration 
was done incrementally based on applied load. Then the elastic stress intensity factor 
was calculated from a particular FE solution for this geometry explained in Chapter 4 
for both experimental and failure prediction. The new parameters were found to be 
O'u =10 GPa, O'min =2.85 GPa. The increase in O'u was not surprising since the 
experimental results showed higher values of fracture toughness. Nevertheless as 
discussed in Hadidi-Moud et al [2004] the Weibull parameters are non unique. It 
means that different sets of Va, m, O'u, O'min can be found to predict the same statistical 
distribution. These new parameters were then used to predict the CUCF cycle applied 
to SEN (B) specimens subjected to in-plane loading. 
As shown in Figure 5-39 the failure prediction after in-plane loading is quite 
conservative. The over prediction of the effect of in-plane loading is more obvious at 
lower loads where there is about a 30MPa.mo.s difference between experiments and 
prediction. 
The modified Beremin model was also used to predict the brittle fracture 
following in-plane loading of RNB-D8-VO.l. As explained earlier the in-plane 
loading were simulated in the finite element analysis in different steps. The stress 
field at the final loading was recorded as input for statistical analysis. The Weibull 
parameters calibrated to AR data of RNB-D8-VO.07 at -150°C, were used to predict 
the failure. Figure 5-40 shows the prediction. The AR data in this figure are identical 
to the AR data shown Figure 5-32. The probability of failure is shown against 
average net section stress. The failure prediction and experiments are not in good 
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agreement. The experiments indicate much higher effect of initial tensile loading 
compared to failure prediction. 
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6 Residual stress measurement 
A number of residual stress measurement methods were used to measure 
residual stress distributions in a selected number of test specimens following thermo-
mechanical loading. Residual stress measurements were also used as a tool to 
validate the numerical studies. The methods of residual stress measurements were 
neutron diffraction, ND and incremental centre hole drilling, ICHD and deep hole 
drilling, DHD. In addition a practical engineering component was also studied in 
this programme to measure the residual stresses before and after post weld heat 
treatment. This chapter presents the measurements, and is categorised into four 
sections. The first section presents the application of ND measurement carried out on 
a partial quenched and an edge-welded beam. The beam was manufactured from 
316H stainless steel, A533B-AEA and Esshete steels. The second section presents the 
measurements carried out using ICHD method. Two measurements were carried out 
on a partial quenched and an edge-welded beam manufactured from 316H stainless 
steel. The third section provides the DHD measured result on a small scale of a 
practical engineering component (mini-mock up). A comparison of finite element 
predictions and residual stress measurements are presented in the fourth section. 
6.1 Neutron diffraction 
Beam specimens containing residual stress field induced thermo-mechanically by 
partial quenching and edge-welding were discussed in Chapter 3. The neutron 
diffraction, ND technique was used to characterise residual stress field in the beam 
specimens. The beam specimen with dimension of 50mm width and 10mm thick 
were partially quenched in water or autogenously edge-welded. Since the thickness 
of the beam was relatively thin measuring the residual stress deep inside the 
specimens took a relatively short time. The beam specimens consisted of one 
A533B-AEA steel sample and one 316H stainless steel sample both partially 
quenched in water. Figures, 6-1 and 6-2 show the configurations of the beam 
specimens. The 316H partially quenched beam had a 15 mm notch in the middle of 
the 250 mm long beam. The ND measurement was carried out at distance 62.5 mm 
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from the longitudinal edge in both A533B-AEA steel and 316H stainless steel 
specimens shown by dashed lines. Finite element analysis in Chapter 3 showed that 
the partial quenching was almost a 2D problem with a uniform stress distribution 
along the length of the beam. The position of ND measurement in the 316H stainless 
steel was far away from the notch. Figure 6-3 shows the position ofND measurement 
on a 250 mm long 316H stainless steel and 140 mm long 1250 Esshete austenitic 
stainless steel edge-welded beams. The measurement was carried out in the middle of 
the beam. A second measurement was carried out after introducing a 14.5 mm notch 
in Esshete 1250 austenitic stainless steel. The 1250 Esshete and 316H stainless steel 
beams showed similar trends in the residual stress distributions after edge-welding. 
Figure 6-4 shows the position of the ND measurement. The notch tip had an EDM 
notch with radius of 0.1 mm introduced by wire erosion. In this section the 
measurement results in the three principal directions were termed longitudinal and 
transverse and normal as shown in Figure 6-1 to Figure 6-4. 
In the present study a time of flight neutron measurement was carried out using 
ENGIN-X at ISIS facilities located at Rutherford Appleton Laboratory at Oxford, 
UK. ENGIN-X is a purpose-built neutron scattering instrument for engineering 
residual stress measurements. The main features consist of a sample-positioning 
device, focusing collimator slits, two position sensitive detectors at 90° from the 
incident neutron beam and a masking slit for the incident beam. The incident and 
diffracted beams define the sampling or gauge volume within the specimen. The 
gauge volume is defined with motorised slits (0.2-10mm wide, and 0.2-30mm high) 
[Turski, 2004]. There are two detector banks on ENGIN-X, at 90° to the incident 
beam which collect the beam after attacking to the specimens. 
To evaluate the variation of residual stress in mid thickness of beam with an 
initial residual stress, the specimens were positioned in ENGIN-X instruments shown 
in Figure 6-5. All three components of residual strains can be measured by these 
arrangements. Position 1 provides the longitudinal and the normal stresses and 
position 2 provides the transverse and normal stresses. The scanning line was in the 
middle of the beam and the specimen was moved in the transverse direction to 
measure the variation of residual stresses along the width of the beam. Clearly the 
through thickness (i.e the normal) component measurement was repeated in this 
arrangement. 
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The stress-free lattice parameter do was determined from a 10 xI 0 xI 0 mm 3 
cube extracted from each comer of the beam specimen subjected to partial quenching 
and edge-welding, shown in Figure 6-1 through Figure 6-4. A gauge volume was 
taken as 2x2x2 mm3 for all measurements for all three strain components. Care was 
taken to ensure the gauge volume was entirely enclosed in the specimen. 
6.1.1 Partially quenched beam specimens 
Figure 6-6 shows the measured strains in the longitudinal direction in the mid-
thickness of a partially quenched 316H beam specimens. The measured strains in 
transverse and normal directions are illustrated in Figure 6-7 and Figure 6-8 
respectively. The measurement was made only at the mid-thickness of the beam as 
shown in Figure 6-1. The normal strain was measured twice since the beam subjected 
to incident beam in two different positions as shown in Figure 6-5. Very similar 
normal residual strain distributions are shown in Figure 6-8, as expected. The 
measured residual strains were converted into residual stresses (equation 2-46) 
employing Hooke's law and using elastic material properties of 316H stainless steel 
Figures 6-9, 10 and 11 show respectively the longitudinal, the transverse and 
the normal components of residual stress measured in the partially quenched beam. 
The longitudinal stress is compressive close to the quenched edge and tensile in the 
mid-thickness and remain tensile along the width of the specimen until reaching a 
peak before falling again to zero and becoming compressive near the other end of the 
width. The measured transverse residual stress in contrast is tensile near the 
quenched edge and decreasing to zero at mid width. The normal component of 
residual stress in the mid-thickness is essentially zero except very close to the 
quenched edge where it is compressive. 
Figures 6-12, 13, 14 show the measured strains in A533B-AEA steel quenched 
beam specimen for longitudinal, transverse and normal components respectively. The 
quenching process was similar to 316H stainless steel beam. Figure 6-15, 16, 17 refer 
to the distribution of residual stress along the width of the beam from the quenched 
edge for longitudinal, transverse and normal components respectively. The measured 
longitudinal transverse and normal residual strains of partial quenched A533B have a 
similar trend to those obtained for 316H stainless steel results. 
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In both materials (316H and A533B-AEA) the longitudinal stress is the 
dominant component. It is tensile in the middle of the width balanced by 
compressive at the edges. However, the magnitude of strains and stresses in A533B-
AEA steel partial quenched beam are lower compared to the 316H quenched 
speCImen. 
6.1.2 Edge-welded beam specimens 
All three principal components of the residual strains in a 316H stainless steel 
edge-welded beam were measured using neutron diffraction method. The specimen 
was placed in two different positions as shown in Figure 6-5. The measured strains 
were converted to stress using equation 2-6 and using the elastic constants for 316H 
stainless steel provided in Chapter 3. The corresponding residual stresses are shown 
in Figure 6-18 through to Figure 6-20. The level of residual stress was relatively 
large in the longitudinal direction compared to the transverse and the normal 
directions. Close to the welded edge, the longitudinal residual stress was 168MPa, 
moving away from the welded edge the residual stress raised to 341 MPa. The 
longitudinal stress was tensile for up to 13 mm distance from the welded edge, 
becoming compressive in the middle of the beam, and then changing to tensile at the 
other edge. The maximum tensile stress at the other edge of the beam was about 118 
MPa. The transverse stress shown in Figure 6-19 was tensile close to the welded 
edge and becoming zero after 10 mm from welded edge. After 10 mm the transverse 
stress varies between -85 to 34 MPa. The normal stress shown in Figure 6-20 was 
also tensile close to the welded edge and varies between -79 to 30 MPa. The 
sampling gauge volume used in the neutron diffraction was constant value of 
2x2x2mm3 for whole scanning path, from welded toward unwelded side. The do was 
also measured from a lOx 1 Ox 10 mm3 cube extracted from an unwelded edge of the 
beam. Note that the specimen was autogenously welded, i.e there was no additional 
filler and the specimen was just heated by a moving torch along the length of the 
beam. For the area close to the welded side the do looses its credibility because of 
microstructure and chemistry variations in the region of the 'melted' zone. 
The residual stress in an autogenously welded Esshete austenitic stainless steel 
beam with dimension of 140x50x10mm3 was characterized by neutron diffraction 
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before and after introducing a crack in the middle of the specimen. The 
measurements were carried out in two separate sessions at ISIS facilities. The first 
set of measurement was carried out after edge-welding and before introducing a 
crack. Due to the lack of time, only position 1 was chosen for the measurement. The 
second measurement was carried out after introducing a notch. 
The first set of measurement included 25 scan points, starting from the welded 
edge towards the unwelded edge. The measured residual strains were converted to 
residual stresses using equation 2-6 and the elastic material constants of Esshete 
martial provided in Chapter 3. The residual strains in the transverse direction were 
not measured and assumed zero in using equation 2-6. The corresponding residual 
stresses in longitudinal and normal directions are shown in Figure 6-21 and Figure 
6-22 respectively. The residual stress is presented along the width of the specimen 
measured from welded edge. The level of the longitudinal residual stress was higher 
than the normal stress. The maximum longitudinal residual stresses were as high as 
400MPa near the welded edge. The residual stresses then decreased to zero at a 
distance 12 mm from welded edge and then became compressive for 23 mm in the 
middle of the beam, before rising to 224 MPa close to the other edge of the 
specimens. The normal stress shown in Figure 6-22 was tensile close to the welded 
edge and becoming zero 7 mm from the welded edge, then varies between -100 to -
50 MPa before becoming zero again close to the other edge. The sampling gauge 
volume used in the neutron diffraction was constant value of 2x2x2mm3 for the 
scanning path. The do was also measured from a 1 Ox 1 Ox 10 mm3 cube extracted from 
an unwelded edge of the beam which may not be representative of the area close to 
the welded side because of microstructure and chemistry variations in the region of 
the 'melted' zone. 
Figure 6-23 shows redistribution of the residual strains following introduction 
of 14.5 mm notch in the specimen measured by neutron diffraction. The specimen 
was scanned in both positions shown in Figure 6-5 to measure all three components 
of residual strains. The residual strains were measured along the width in the middle 
of the beam. The sample volume was 2x2x2 mm3. The closest distance to notch tip 
was about 1.5mm. For 2mm close to the notch tip the scanning was carried out in 
every 0.5 mm intervals. 
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6.2 Incremental centre hole drilling, ICHD 
The incremental centre hole drilling (ICHD) method was used to measure the 
near surface residual stresses in partial quenched and an edge-welded beam 
specimens. Two strain gauge rosettes were installed on the middle of the width of 
quenched and welded beams. The strain gauges were Type CEA-06-062UL-120. 
Incremental hole drilling was carried out using a type RS-200 precision milling 
guide. The hole was drilled in increments of 0.05 mm, and the relieved strains 
corresponding to each gauge at each increment was recorded. The corresponding 
stresses were determined using a routine developed by Stefanescu [2004]. He used 
the Integral method [Schajer, 1998a,b] to convert the relieved strains to stresses. 
The corresponding calculated residual stresses for longitudinal and transverse 
directions in partially quenched and edge-welded 316H specimens are discussed in 
the following sections. 
6.2.1 Partially quenched 316H beam specimen 
Residual stress measured in a partially quenched 316H stainless steel alloy and 
the results are shown in terms of longitudinal and transverse and in-plane shear 
stresses in Figure 6-24, with higher magnitude of compression close to the surface in 
longitudinal direction. The residual stresses are shown as a function of depth into the 
thickness from the outer surface. The longitudinal stress was -148 MPa at a depth of 
0.06 mm and had an average of 230 MPa from depth of 0.2 mm to 1 mm. The 
transverse and in-plane shear stresses residual stresses were essentially zero. 
Compressive residual stress achieved at the surface may be related to the prior 
machining process of the manufacturing process. 
6.2.2 Edge-welded 316H beam specimen 
The residual stresses shown in Figure 6-25 are the longitudinal, transverse and 
associated in-plane shear directions in a 316H edge-welded beam specimen. The 
residual stresses are shown as a function of depth into the thickness from the outer 
surface of the beam. Longitudinal stresses were within the range -556 MPa to -507 
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MPa for depth of 0.08 mm from the outer surface. The corresponding range of 
transverse stresses were -219 MPa to -187 MPa. Residual stresses at a depth of 0.512 
mm were -189 MPa (longitudinal) and 25 MPa (transverse). Stresses within this 
range are more remote from the machined surface and are indicative of the state of 
stress within the beam, away from the effects of machining. The in-plane shear 
stresses were almost zero. 
6.3 DHD on a steam header component 
The steam header component mock-up shown in Figure 6-26 was fabricated in 
order to assess the feasibility of applying an advanced post weld treatment (APWT) 
on a real power plant component with ENPOWER project. The geometry and 
fabrication procedure of the mock-up closely followed that used in a boiler tube to 
tubeplate seal weld on a superheater header at Dungeness B nuclear power station. A 
fully circumferential defect had been observed in this repair weld on the real 
component, labelled R21 B3, which was due to the use of incorrect weld metal. A 
large research effort, detailed in [Soanes et aI, 2005], was subsequently expended to 
ensure the development and optimisation of a successful repair and heat treatment 
strategy to underwrite the safety case for return to service. A cross-sectional view of 
the corresponding steam header component mock-up is shown in Figure 6-27. It 
consisted of a 217mm outside radius by 175mm thick tubeplate forging welded to a 
64mm thick cylindrical header. After welding, the header was subjected to solution 
heat treatment soaking at 1030-1 060°C for 3 hours and then left to cool naturally in 
air. A circumferential repair weld preparation groove was machined to a depth of 
46mm (approximately 80% of the wall thickness) in the mock-up and then a repair 
weld, similar to that used on the real plant, was performed by Mitsui Babcock 
Energy Ltd. Two residual stress measurements were performed using the deep hole 
drilling (DHD) technique, one in the as-welded condition and one after the advanced 
post weld treatment. The DHD measurement locations are also indicated in Figure 
6-27. Both measurement locations were through the centreline of the repair weld, at a 
distance of 47.5mm from the tube. 
This section presents the results obtained from the two DHD measurements on 
the as-welded header and after an APWT had been applied. The residual stresses 
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were determined by converting the reference hole distortions to stresses using both 
weld metal and parent metal elastic material properties. In order to establish the 
location of the fusion boundary between the weld metal and parent material, the 
trepanned cores were cut into two sections, polished and etched a posteriori the DHD 
measurements. As shown in Figure 6-27, the weld root was located about 14mm 
from the outer surface. A Young's Modulus of 196GPa and a Poisson's ratio of 0.294 
corresponding to austenitic stainless steel at room temperature were used for the first 
14mm of depth. For the subsequent depth, where the measurement entered the repair 
weld, a Young's Modulus of 172.5GPa and Poisson's ratio of 0.244 were used, 
corresponding to room temperature weld metal elastic properties. Figure 6-28 shows 
the residual stress distribution through the thickness of the header in the as-welded 
condition. The longitudinal axis of the weld is in the hoop direction of the header and 
the transverse direction is that transverse to the main weld axis, as defined in Figure 
6-27. Both the longitudinal and transverse residual stresses showed a similar trend, 
but the magnitude of the longitudinal residual stress component was higher. The 
longitudinal stress attained a minimum value of -317MPa at a depth of 1.6mm below 
the outer surface, whereas the transverse stress attained a minimum value -343MPa 
at a depth of approximately 1 mm below the outer surface. Compressive transverse 
and longitudinal stress components became tensile at depths of about 24mm and 
14mm respectively. The longitudinal stress initially rose rapidly, reaching almost 
233MPa at a depth of 17mm, followed by a gradual increase to 355MPa between 
30mm and 50mm depth. The transverse stress, on the other hand, increased almost 
linearly to about 290MPa at 50mm depth. Both the tensile longitudinal and 
transverse residual stresses then decreased to zero over the remaining depth. The 
measured shear residual stress was essentially zero, indicating that the transverse and 
longitudinal stresses corresponded closely with the principal directions. The second 
DHD measurement was undertaken at the location shown in Figure 6-27 following 
application of the APWT on the header. A summary of the APWT procedure is given 
by Brown et al [2005]. Results of the DHD measurement after APWT are shown in 
Figure 6-29. Both the longitudinal and transverse components of residual stress had 
reduced in magnitude through the thickness as compared to the as-welded 
distributions. The longitudinal stress was compressive over the initial 13mm of depth 
but then became tensile, peaking at 100MPa at a depth of 20mm and gradually 
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increasing to 190MPa at a depth of 54mm. The transverse residual stress was 
compressive from the outer surface to a depth of 30mm, attaining a peak value of _ 
140MPa, then smoothly changing to tensile at a depth of 30mm before peaking at 
187MPa at a depth of 55mm. 
6.4 Comparison of Finite element and RS measurement 
Different residual stress measurements were carried out to characterise the 
residual stress distribution folJowing different thermo-mechanical pre-loading. These 
measurements were discussed in detail in the beginning of this chapter. In this 
section the measurement results are compared with the respective numerical studies 
predictions. 
Firstly comparisons are made for partial quenched specimens. The numerical 
studies were carried out using ABAQUS FE code for both A533B-AEA and 316H 
steels, described earlier in Chapter 3. Secondly comparisons are made for edge-
welded 316H stainless steel and 1250 Esshete beams. Autogenous welding of 316H 
and 1250 Esshete beam were studied numerically by Smith [2002], Lynch [2004] and 
Warren [2004]. A summary of their results was provided in Chapter 3. The neutron 
diffraction technique at the ISIS facilities and the incremental centre hole drilling 
were used to characterise the residual stress distribution on these samples were 
discussed earlier in the present Chapter. There were other measurements conducted 
on these samples within ENPOWR project by different contributors. This section 
compares the different measurement results and the numerical studies. Table 6-1 
summarises the comparisons which are intended in this section. Comparisons are 
made based on the principal stress and strain components, i.e Longitudinal, 
Transverse, Normal. Moreover a comparison of FE predictions and DHD 
measurement on the steam header in the as-welded condition and APWT are 
presented. 
6.4.1 Partially quenched 316H beam specimen 
Figure 6-30 compares the longitudinal residual stress measured by ND with 
numerical prediction for a partial quenched beam with water quench depth of 15 mm. 
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The residual stress distribution is along the width at mid thickness of the specimen. 
In general the longitudinal stresses are compressive at the edges and tensile in the 
mid-width of the specimen. The residual stresses measured are close to the values 
predicted by FE. However the differences can be seen in the longitudinal component 
of the stresses in the mid-section of the width, where the measurements are lower 
compared to the numerical prediction. The finite element predicts a peak of 275 MPa 
tensile stress while ND measurement shows only 150 MPa in the mid width of the 
beam. The ND measurements did pick up the compressive residual stress predicted in 
the FE close to the quenched side but not the other end of the width. Figure 6-31 
shows the distribution of transverse component predicted by FE and measured by 
ND. The measurement compares very well with the predicted FE. There is, however 
50 MPa difference between the peak tensile residual stresses at about 7 mm away 
from quenched side. Figure 6-32 compares the FE and the ND measured in the 
normal direction. Finite element analysis predicted a zero value for normal 
component along the width, except in an area close to the quenched side. ND 
validates the prediction and there is a good agreement between FE and ND in 
general. In particular the ND method obtained the low compressive stresses just Imm 
below the quenched edge. The typical error in the ND measurement was calculated 
to about ±50 MPa in this ND measurement. 
Figure 6-33 compares the FE and the ICHD measured in the mid width of the 
partially quenched 316H stainless steel specimen. Agreement between ICHD results 
and FE results for longitudinal direction in 316H partial quenched beam close to the 
surface is relatively poor due to the possible machining effect. The ICHD method 
measured a compressive longitudinal stress close to the surface. The stresses were 
increased to 200 MPa and remained relatively unchanged up to depth of 0.8 mm, 
then increased to 400 MPa. The FE analysis predicted almost a constant value of 275 
MPa for longitudinal direction. In transverse direction the ICHD method measured a 
zero value as predicted by FE. The shear stress measured by the ICHD method was 
essentially zero. It is also of note that ND showed lower residual stress for this 
sample in the mid width of the beam compared to FE, see Figure 6-30. 
Figure 6-34 to Figure 6-36 compare the finite element prediction of residual 
stresses with ND measurement in an A533B-AEA steel partially quenched beam 
specimen. The longitudinal stress, shown in Figure 6-34 was tensile in the middle of 
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the beam and compressive at the ends. Both the ND measurements and FE prediction 
have similar trends. However, the difference is clear 15 mm away from quenched 
edge, where the difference is by a factor of 2. The FE results are generally lower 
when compared to the ND measurement for the quenched area. At distance of 7 mm 
from quenched side, the measured tensile residual stress was measured as 114 MPa, 
whereas the FE analysis predicted only 58 MPa. Figure 6-35 compares the transverse 
component. Overall there seems to be a shift of approximately 50MPa in the 
measurement compared to the FE result and the FE analysis under predicted the level 
of residual stresses. Figure 6-36 illustrates the normal residual stress component. The 
agreement with the experiment is good over most of the specimen. There is however, 
a notable discrepancy in the quenched area. The FE analysis predicted the normal 
residual stress was practically zero along the width, except close to quenched area 
with compressive stresses. However ND measurement shows a value of almost 30 
MPa through the width, with a maximum of 75 MPa at distance of 4 mm from the 
quenched side. The typical error in the ND measurement was however calculated to 
about ±50 MPa in this measurement. 
Generally, there is a good correlation between the FE prediction and the ND 
measurements in partially quenched 316H and A533B-AEA beam specimens. The 
level of residual stresses generated in A533B-AEA was lower than 316H stainless 
steel. The main difference between ND measurement and FE prediction in 316H 
stainless steel occurs in the middle of the width where FE under predicts the tensile 
residual stresses. In this case the difference between measured distribution and 
typical FE results is likely to be due to a high value of convection factor, h. A 
constant value of h was chosen from previous study [Hossain, 2005] since there was 
no accurate quenching -time history for only one quench test in this study, see 
Chapter 3. This possible error was likely in the FE analysis of the A533B-AEA steel 
specimen as well. The remarkable point in the comparison of FE and ND 
measurements in A533B-AEA quenched beam is that the discrepancy occurs in the 
first 15 mm, i.e the quenched area. A further likely numerical error was that the FE 
analysis did not take into account the possible phase transformation during 
quenching from 600°C to 17°C. 
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6.4.2 Edge-welded beam specimens 
The residual stress and strain fields in both 316H stainless steel and 1250 
Esshete welded beam was predicted by British Energy Generation Ltd using a 3-D 
finite element moving heat source weld simulation [Warren, 2004]. The residual 
stress profiles in both 316H stainless steel and 1250 Esshete specimens show very 
similar agreement with each other, as expected for nearly identical welding 
conditions and similar tensile material properties [Warren, 2004]. Different residual 
strain and stress measurements were used to validate the finite element predictions. 
Table 1 summarises the comparisons made on these specimens. 
The ND measurement using ISIS facilities on 316H and 1250 Esshete type 
welded specimens were discussed earlier. The Joint Research Centre (JRC) 
conducted another set of ND measurement on 316H welded beam. British Energy 
Generation Ltd used Synchrotron X-ray diffraction at FaME38 facility at the 
European Synchrotron Research Facility (ESRF) usmg energy-dispersive 
synchrotron X-ray diffraction on these samples. Full details of synchrotron 
measurement can be found in [Bouchard, 2004]. Bouchard, 2004 estimated the 
stresses from the measured strains assuming 2D plane stress approximation. He also 
showed that a uniaxial analysis assumption is valid for the edge-welded beam. 
A comparison between all four sets of measurements and FE predictions, for 
316H edge-welded beam are shown in Figure 6-37 through Figure 6-39. The FE 
predictions are taken from Warren [2004] employing a 3D Sysweld FE code. Figure 
6-37 shows the longitudinal residual stress component. Overall, there is good 
agreement between all four sets of measurements. The Sysweld FE results are in 
excellent agreement with the ND measurement at ISIS facilities and ICHD carried 
out by the author at Bristol University shown as ND-BU, ICHD-BU respectively and 
Synchrotron by British Energy, shown as SYN-BE. However the ND measurement 
by JRC shows a high degree of noise but with a similar trend to all other 4 
measurements. It is also of note that ND-BU has the best correlation with the FE near 
the edge-welded side. The ICHD value which is taken as the value in depth of 0.5-1 
mm (far enough from possible surface machining effects) are in excellent agreement 
with FE at the mid width of the beam. Figure 6-38 shows a similar comparison of 
measurements and FE for transverse direction. There is excellent agreement between 
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ND-BU, SYN-BE and FE, except for 2mm close to the edge-welded side. Again the 
ND-JRC has a very high degree of noise. Figure 6-39 demonstrates the similar 
comparisons for normal directions with a good correlation between FE and ND-BU. 
The high discrepancy in ND-JRC can be seen in the normal direction as well. 
Considering all directions, there is generally an excellent correlation between 
measurements and FE. The discrepancy of ND-JRC was cited as the grain size 
problem of 316H stainless steel. The differences between FE and diffraction methods 
close to the welded edge can be attributed to the stress free lattice parameter, do 
which looses its credibility near the 'melted' zone. 
Figure 6-40 compares the ICHD measurement with FE analysis for 316H edg-
welded beam. The ICHD measurement is in very good agreement with FE analysis, 
except very close to the surface where there is possibility of machining effect 
introducing a more compressive residual stresses. FE analysis predicts a constant 
value of -200 MPa in longitudinal direction and ICHD results becomes -200 MPa 
from a depth of 0.5 mm and remains almost invariant. The transverse residual 
stresses were predicted to be zero by FE and ICHD shows the same trend except for 
first 0.3 mm. The shear stresses were found to be zero by ICHD measurement. 
A comparison between all diffraction methods and FE predictions, for 1250 
Esshete edge-welded beam are shown in Figure 6-41 through Figure 6-43. The FE 
predictions are taken from Warren [2004] employing a 3D Sysweld FE code. The 
different measurements have the same abbreviations as already explained in the case 
of 316H stainless steel edge-welded beam specimen. The longitudinal residual 
stresses are compared in Figure 6-41. The agreement is very good over most of the 
width of the specimen. There is however, a significant discrepancy for 4 mm close to 
the welded edge. Figure 6-42 shows the similar comparison of a measurement and 
FE in transverse direction. Bear in mind that the ND-BU measurement did not 
include any measurement in the transverse direction. There is excellent agreement 
between mean values of the SYN-BE and FE results, except for 5mm close to the 
edge-welded side. Figure 6-43 shows similar comparisons for results in the normal 
directions. The SYN-BE measurement did not include any measurement through the 
thickness of the beam (normal direction). A reasonable agreement is found between 
the FE and the ND-BU results. The typical error in the ND-BU measurement was 
calculated to about ±50 MPa. All in all there is good correlation between 
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measurements and FE in 1250 Esshete beam. The residual stresses generated in 316H 
stainless steel and 1250 Esshete beam specimens are quite similar. 
Figure 6-44 compares the FE prediction and ND measurement by the author in 
a 1250 Esshete beam following introduction of 14.5 mm notch. The FE simulation 
was carried out using a 2D model. The residual stresses and strains calculated by 3D-
Sysweld [Warren, 2004] were mapped into a 2D model in ABAQUS code and the 
introduction of a crack was simulated by releasing the boundary condition for 14.5 
mm in the symmetry plane. The normal residual strain was essentially zero, as 
predicted by FE and measured by ND measurement. Agreement between FE and ND 
results in the transverse direction seems acceptable. There are, of course significant 
differences close to the notch tip. There are remarkable differences in the 
longitudinal component, particularly in the mid width of the beam. A more likely 
explanation is that FE simulation is 2D analysis which is accurate enough for edge-
welding simulation [Warren, 2004 and Lynch, 2004] but may not be correct for 
simulation of introduction of a crack where the state of stress is not any more 2D 
problem and the ND measurement was carried out in the mid thickness. 
6.4.3 Steam header component 
Figure 6-45 compares the FE predictions and DHD measurement results in the 
as-welded condition. There is a difference over the first 1 mm of residual stress in the 
transverse direction between measurements and finite element simulations. The 
measurement also shows that the transverse residual stress reduces in magnitude 
from a depth of about 50mm, while finite element analysis predicts the highest 
magnitude at the inner surface of the header. Overall, the form of the residual stress 
distribution is similar between the measurements and finite element predictions. 
Compressive stresses in the longitudinal and transverse directions can be seen on the 
outer surface of the header and gradually change to tensile near the weld root, 
remaining tensile towards the inner surface. FE predictions of longitudinal stress are 
generally higher than those measured. A comparison of FE predictions and 
measurements following APWT is shown in Figure 6-46. Finite Element predictions 
suggest a much higher compressive residual stress along the weld centre line from 
the outer surface to the root of the weld repair, located at a depth of about 14mm. 
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From the weld root onwards there is a reasonable correlation between FE predictions 
and DHD measurements in the transverse direction. Finite Element predictions, 
however, show a higher magnitude of stresses. A noticeable difference between the 
DHD results and the FE predictions was observed in the longitudinal direction. 
FE analysis substantially overestimated the values obtained by measurement. 
The residual stress in the longitudinal direction measured by DHD was generally less 
than that from FE predictions in the as-welded state and after APWT. This may be 
due to a number of factors such as the use of an axisymmetric analysis and 
uncertainty about material behaviour such as hardening (isotropic, kinematic), no 
cognisance of creep in the model or the longer duration in cooling observed 
compared to the numerical simulation. Nevertheless, both results show that the 
residual stress at the surface of the repair weld is either compressive or very low 
tensile following APWT. 
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7 R6 assessment 
The effect of residual stresses on fracture has been investigated through 
experimental and numerical studies presented in the previous Chapters. In the 
present Chapter the effect of tensile residual stresses ahead of crack/notch generated 
by in-plane loading and edge-welding is examined using the R6 assessment 
procedure. The results are compared with the experiments and the degree of 
conservatism in R6 code is discussed. The modified J-integral, Jmod is also used to 
estimate the combined crack driving force during loading to fracture of the 
specimens containing tensile residual stresses. The modified J-integral gives path 
independent values for combined residual stresses and primary load cases. The 
probability of failure due to the presence of residual stress is predicted from a 
knowledge of the crack driving force under combined primary and secondary 
stresses provided by the Jmod. 
7.1 R6 assessment 
7.1.1 Background 
Integrity assessment of a structure considers all sources of loading which may 
increase the risk of failure. Different loads acting on a structure can be categorised as 
primary or secondary [R6, 2000]. Primary loads are those that contribute to plastic 
collapse, while secondary loads do not. Both primary and secondary loads contribute 
to crack-tip fracture [Budden and Sharples, 2003]. Stresses due to mechanical 
loading such as pressure, applied forces, self-weight, or long-range structural 
constraint are categorised as primary loads. Stresses due to temperature variation or 
short and medium range welding residual stresses are often considered as secondary 
stresses [Budden and Sharples, 2003]. 
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7.1.2 Primary load alone 
R6 assesses proximity to failure in a structure using two parameters, Kr and Lr. 
Kr is a measure of proximity to fracture and Lr is a measure of proximity to plastic 
collapse. For primary load alone, Kr and Lr are defined by: 
K = K{ 
r Kmal 
(7-1) 
L = PapPlied 
r PUmil 
(7-2) 
where K f is the linear elastic stress intensity factor due to the applied primary loads, 
Papplied is the applied primary load, K mal' is the material fracture toughness, and 
~imit is the perfectly plastic limit load of the structure. In this study the only primary 
load is that applied by the testing machine. K f was calculated using the standard 
stress intensity factor solutions for the C(T) and SEN(B) specimens, as indicated in 
equations A.1.1 and A.1.2 in Appendix A . 
The limit loads in equation 7-2 were calculated using the following equations. 
For the compact tension specimen, the limit load using a plane strain Mises yield 
criterion is [R6, 2000]: 
while for the SEN(B) specimen: 
BW
2 
( a J2 
PLimil = 0.704 x a y -s- 1- W 
a 0.09<-<l.0 (7-3) 
-w-
a 0.18<-<l.0 (7-4) 
-w-
where (j'y is the 0.2% proof stress, B, W, a, are thickness, width and crack length 
respectively and 2S is the loading span in the SEN(B) specimen. 
Assessment points (Lr, Kr) are plotted on the failure assessment diagram. Failure is 
predicted to occur when assessment points are on or outside the failure assessment 
line, defined by: 
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(7-5) 
(7-6) 
Lr max is the collapse cut-off of the failure assessment line. It depends on the 
0.20/0 proof stress, O'y' and ultimate strength, O'u, and is defined as: 
(7-7) 
The functionf(Lr)Can be estimated using three different options [R6, 2000], 
with decreasing levels of conservatism. The Option 1 or general failure assessment 
diagram may be used for materials without discontinuous yielding, and is described 
by: 
(7-8) 
If detailed uniaxial stress-strain data for the material are available then an 
Option 2, material-specific failure assessment diagram may be defined by: 
(7-9) 
where E and 0' are the Young's modulus and 0.2 % proof stress respectively 
y 
and & 1 is the true strain at a true stress L O'y' N , 
An Option 3, material- and geometry-specific failure assessment diagram may 
be derived using the results of a non-linear cracked body analysis, using the 
relationship: 
1; (L,) = ~(Je / J) (7 -10) 
where Je and J are the elastic and elastic-plastic values of the i-integral at a given Lr• 
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Both Option 1 and Option 2 failure assessment diagrams were constructed for 
A533B-AEA steel, the latter using the inferred stress-strain curve for -170°C, see 
Figure 7-1. The two diagrams differ little for Lr<0.6. Since the region of interest for 
the A533B-AEA tests lies below Lr=0.6, subsequent assessments of these tests all 
use the Option 1 failure assessment diagram. Only the Option 1 diagram was used for 
316H stainless steel. 
7.1.3 Combined loads 
Under combined primary and secondary loads, Kr is calculated from: 






where Kf is the elastic stress intensity factor due to the secondary loads, and p is a 
factor covering interactions. 
There are two methods of calculating the p factor; a simplified route and a 
more detailed approach. The R6 simplified procedure is straightforward to apply to 
combined residual stress and primary load, provided that it is possible to make an 
estimate of K; . In this study an uncracked body finite element analyses were used to 
evaluate the residual stress fields in both edge welded and pre-compressed (CUCF) 
specimens. K; was then calculated by applying the resulting residual stress field as 
crack face pressure loading in an elastic cracked body analysis. 
Given an estimate of K;, p follows from: 
P = 4 X Pl (1.05 - Lr) 
p=O 
where Pl is determined from 
Pl = 0.lx o714 - 0.007X2 + 0.00003X5 
Pl = 0.25 
where 
Lr~0.8 
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(7-17) 
The detailed procedure has two parts: evaluation of K5 followed by evaluation 
of p. Two routes to evaluate K5, are followed in this study: 
(i) An inelastic analysis of the uncracked body to define effective stress and strain 
distributions from which K5 may be calculated by applying a first order plasticity 
correction to Kr . 
(ii) K5 may also be calculated by a non-linear cracked body analysis directly from 
Jmod (see Section 7.4) 
In route (i), K5 was evaluated from: 
( J
O.5 
K; = a: Kf (7-18) 
where 
(7 -19) 
and ~ is set equal to 3 for the plane strain conditions assumed in these analyses. 
Whichever method is used to evaluate K5, the interaction factor p is then calculated 
from: 
(7-20) 
Values of If and ¢ are tabulated as a function of Lr and K; Lr in R6 Section II.6 
KP / 
[R6, 2000]. It is of course possible to perform the entire combined loading 
assessment using non-linear cracked body analysis results, avoiding the need to 
calculate p. This approach was also followed by using Jmod to allow the conservatism 
of the whole procedure to be assessed. 
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7.2 A533B ferritic steel 
Option 1 FAD curves for AS33B-AEA material were created at two different 
temperatures; -170°C and -IS0°C, In order to investigate the effect of residual stress 
and primary load, in-plane pre-loading fracture data were studied. 
7.2.1 R6 assessment under primary load only 
Kr and Lr were calculated at -170°C and -IS0°C using equations (7-1) and (7-
2). The fracture toughness, K mal , was chosen as the average of the experimental data 
for each test and specimen type. 
The limit loads for the SEN(B) specimens with an EDM notch or a fatigue pre-
crack were assumed to be identical. The average fracture toughness for SEN(B) 
specimens with an EDM notch was higher than for those with a fatigue pre-crack. 
The results in Figure 7-2 clearly show that the C(T) data at -170°C fractured at a 
very low Lr compared to SEN(B) at -IS0°C. An increase in Lr can be seen when the 
fracture temperature increases from -170°C to -ISO DC. Above all, the significant 
effect of initial residual stresses was expected because of low Lr values at -IS0°C. 
7.2.2 R6 assessment under combined primary and residual stresses introduced by 
in-plane pre-loading 
The results for CUCF conditions were examined to explore combined primary 
and residual stress interactions. This set of experiments was chosen because the 
problem was almost a 2D problem and it allowed the evaluation of the secondary 
stresses, K S using finite element analysis by two different methods, (i) uncracked 
body analysis [R6, 2000] and (ii) using Jmod [Lei, 2003]. The Jmod routine can only 
evaluate 2D-dimensonal problems. The procedure for calculation of K S is explained 
next. 
The magnitude of K S was estimated by modelling one half a SEN(B) specimen 
using the ABAQUS finite element code. Two different parts have been created in 
ABAQUS/CAE, one representing a SEN (B) specimen and the other a compression 
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tool. The compression tool was a rigid body and the 2D SEN(B) model was meshed 
using 4-noded reduced integration elements using normal rectangular mesh. 
Figure 7-3 show a typical mesh and boundary condition for the analysis. Due to 
a plane of symmetry, only one half a SEN(B) was meshed. An elastic-plastic material 
behaviour was used in the simulation. A cycle of in-plane loading was simulated in 
two distinct steps. The first step was to compress the specimen, i.e. moving the rigid 
body tool towards the specimen and compress it and using room temperature 
material properties for the SEN(B). The second step consisted of unloading. A tensile 
residual stress field was created at the notch tip. The distribution of residual stresses 
acting normal to the plane across the uncracked ligament is shown in Figure 7-4. It 
should be noted that the 2D FE results using plane strain elements are different from 
an earlier 3D FE analysis discussed in Chapter 5. Implementing plane stress elements 
resulted in large deformation in the specimen and the simulation could not reach to 
the maximum experimental compressive load, 73 KN, due to lack of convergence. 
Subsequently another 2D model of SEN(B) as shown in Figure 7-3(c) was 
created and the residual stresses developed at the end of step 2 was applied as acting 
opening stresses on the crack face using the elastic material property of A533B-AEA 
steel at -150°C, see Figure 7-5. The crack depth was 2.5 mm from shallow notch. The 
secondary stress intensity factor, K S was calculated by ABAQUS. This calculated 
KS corresponds to Lr=O, i.e when there was no primary load. The K: was found to 
be 45.9 MPa.mo.5 . Using J-modified integral, described in Section 7-4 gives 
K; =42.33 MPa.mo.5• 
Equations (7-2), (7-3) and (7-11) were used to evaluate Krand Lr and the 
magnitude of p factor was calculated using equations (7-12) to (7-17) for using in 
the simple procedure. Moreover the detailed procedure was also followed using a 
first order plasticity correction given in equations (7-18) to (7-20). The data plotted 
are in terms of Kr versus Lr in Figure 7-6. The details of the corresponding data are 
provided in Table 7-1 for AR condition and Table 7-2 in the CUCF condition. The 
predicted critical load (Lr) by R6 assessment was determined from the assessment 
line produced using different assumption of plasticity corrections (p ) when crossing 
the f(Lr). The average of Lr values in CUCF condition was 0.2924 where the R6 
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assessment predicted much lower Lr. Table 7-3 gives the level of conservatism ofR6 
code in predicting failure. 
7.3 316H type stainless steel 
Edge-welded speCImens were candidates for performing a R6 defect 
assessment analysis to investigate the effect of tensile residual stresses generated by 
welding on ductile fracture. The prime objective of edge-welding a rectangular beam 
was to design a fracture specimen that would retain a high magnitude of residual 
stress field. The numerical and experimental results were discussed in Chapters 4 and 
5. The R6 assessments for these specimens are explained next. 
7.3.1 R6 assessment under primary load and residual stress introduced by Edge-
welding at sub-zero temperature 
The experimental edge-welded specimens had cracks introduced from welded 
edge. It should be noted that the specimens were fatigue pre-cracked before testing. 
However the fatigue pre-cracking was not simulated in finite element analysis. A 2D 
model of beam is shown in Figure 7-3. The tensile and compressive residual stress 
calculated previously [Warren, 2004], see Figure 3-45, was applied from the welded 
side on the crack face for 15 mm as a pressure representing opening stress in a 
similar manner to that shown in Figure 7-5. The elastic l-integral due to the residual 
stress alone (Lr=O) was calculated by ABAQUS and converted to using 
K S =~EJ:I/(1_V2). The K; was found to be 38 MPa.mO.5 . Using l-modified 
integral, described in Section 8 gives K; =31 MPa.m 0.5. 
Experiments showed that even at -150°C, there was considerable ductility 
before fracture. Ductile crack growth was not included in the R6 assessment of the 
current study. Rather Kr and Lr were evaluated as explained before and the effect of 
plasticity was studied by calculating p using simple and detailed procedures during 
loading to fracture. Figure 7-8 demonstrates the failure assessment based on 
Kmat=132 MPa.mO.5 . This arbitrary value was chosen as the point of crack initiation 
0.26 mm crack extension. Results shown in Figure 7-8 suggests that there is 20-25 0/0 
reduction in Lr due to residual stress generated by edge-welding even though the 
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experiments did not show any difference between AR and edge-welded J-R curves. 
Figure 7-9 shows the failure assessment for a crack extension of 1.26 mm giving a 
Kmat=214 MPa.mo.5. This was shown as a rupture (failure) analysis. Figure 7-9 
suggests that there is 12 % reduction in Lr due to residual stress generated by edge-
welding even though the experiments did not show any difference between AR and 
edge-welded J-iJa curves. 
The experimental data of J-iJa curve of AR and edge-welded specimens are 
plotted in Figure 7-10 using equation (7-10). For both AR and edge-welded 
specimens Je was calculated from maximum load and total J from the area under 
load-crack tip displacement, see Appendix A.1.2. 
7.4 Application of modified J integral in R6 assessment 
7.4.1 Basic principles 
Fracture conditions can be characterised by a line-integral related to energy in 
the vicinity of a crack where there is plastic deformation [Lei, 2000]. In the 
development of path independent parameters, the material is assumed to be non-
linear elastic, i.e the stress-strain curve of material is reversible. Nevertheless, as 
long as proportional straining occurs in the body of material, the J-Integral can also 
characterise the fracture condition for materials with elastic-plastic behaviour. The J-
Integral for a two-dimensional body with a crack directed along x axis under quasi-
static condition is in the form of, (see Figure 7-11): 
~ au] J=Lim W8\. _a._J nds r --to I I) Ox I r (7-21 ) 
where W is the strain energy density, bij is the Kronecker delta, (Jij and Uj are 
components of stress and displacement, respectively, in Cartesian coordinates, r is a 
curve surrounding the crack tip which begins at the lower face of the crack and ends 
at the upper one, ni is the unit vector normal to rand ds is the arc length along r. 
112 
Chapter 7: R6 assessment 
In case of non-proportional loading, equation 15 is no longer valid. Non-
proportional loading can occur by changing the type of loading or during unloading 
[Lei, 2000]. 
The methods of introducing residual stress fields in the laboratory specimens 
consisted of loading and unloading steps followed by an introducing a crack in the 
residual stress fields. This causes non-proportional loading at the crack tip region 
during loading to fracture of the specimens. The crack tip of three-point bend edge-
welded specimens also experienced a non-proportionality during loading to fracture. 
This is because of the presence of an initial residual stress field generated by edge-
welding combined with primary load during loading to fracture. 
Lei [2003] derived a modified definition of equation (7-21) as 
~ au] R a& aw] J=Lim Wo1·-a-Jnds+ a-v--dA I v ax I v ax ax r A (7-22) 
where A is the area enclosed by r and the strain energy density, W, is defined as 
mechanical strain energy density by 
eij' 
W= faijd&; (7-23) 
o 
The total strain is the sum of mechanical strain, E;, and the initial strain E~ . 
The mechanical strain is the sum of the elastic E; and the plastic strain Et 
(7-24) 
A post-processor routine developed by Lei has been used to calculate modified 
J integral, Jmod in this study. The residual stresses and equivalent plastic strain were 
introduced as initial conditions in the finite element model and the specimens 
reloaded to fracture and the input data for J routine was recorded in * .fil file for post-
processing using Jmod. In the remainder of this section, the application of Jmod for in-
plane loading and edge-welding is given. 
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7.4.1.1 Application to in-plane pre-loading 
The SEN(B) specimen with an initial residual stress field generated by in-plane 
pre-loading was studied. First three different models of mesh refinement were 
studied under primary loads only. 
1. A 2D model with normal rectangular mesh with the smallest element size 
24xl0-3 mm 
2. A 2D model with focused mesh without simulation of crack tip blunting 
with the smallest size of element 5 x 10-3 mm 
3. A 2D focused mesh with blunting simulation of crack tip with the smallest 
size of element 5x 10-3 mm 
The blunting simulation of crack tip blunting in case 2 meant that the crack tip 
nodes, which were at the same coordinates were allowed to move during reloading 
except one node. Conversely all crack tip nodes were tied together and movement 
was constrained in case 3. A normal rectangular mesh of course did not include 
blunting simulation. 
All models used CPE4R type elements. The details of meshes are shown in 
Figure 7-12. Three-point bend loading was applied and Figure 7-13 shows the results 
for the first 0.12 mm distance from crack tip. The J-values under primary loads for 
all three cases are similar in far field and the only differences can be seen for the first 
0.05 mm. The J values for first contour were very different. However, the second 
contour of rectangular normal mesh and fifth contour of focused mesh corresponded 
to a distance greater than 0.03 mm were similar. After 0.1 mm all three models gave 
very similar values. It was concluded that a normal rectangular mesh was precise 
enough in this problem. However, if a rectangular mesh was used, care should be 
taken that ABAQUS, Jab and Jmod choose the same path in evaluation of J-integral, 
otherwise the comparison between Jmod and Jab is not valid. One preliminary mesh 
used in this study, which produced an error, is shown in Appendix B as an example 
where the chosen paths by ABAQUS and Jmod were not identical. 
A residual stress and equivalent of plastic strain were defined as initial 
condition in a 2D-model with a normal rectangular mesh for evaluating Jmod as 
shown in Figure 7 -12b. A simulation of in-plane loading consisted of compression, 
followed by unloading. This cycle was simulated as explained previously. The 
residual stresses and the equivalent plastic strain were recorded in a * .dat file. A 
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separate input deck with a similar mesh was created and the initial stresses and the 
equivalent plastic strain were introduced as initial conditions. Two different 
approaches were followed to map the initial residual stresses and equivalent plastic 
strain to a new model and finally to implement the J mod. They were as follows: 
1. Mapping the residual stresses and equivalent plastic strain before 
introducing a crack, i.e, after compression, and unloading 
2. Mapping the residual stresses and equivalent plastic strain after 
introducing a crack i.e, after compression, and unloading and then introducing 
crack 
Introducing a crack after compression-unload compression can be done in two 
different ways. Firstly, by releasing the symmetry plane constraint for 2.5 mm in a 
distinct step or removing the element with thickness of 0.1 mm using "Model 
change" [13]. Mirzaee-Sisan [2003] showed that there is no significant difference 
between introducing either a sharp notch by changing the boundary condition or 
removing element to introduce a O.l mm notch in this problem. There was also no 
redistribution of residual stresses after reducing the temperature from 20°C to -150°C 
in this problem. 
Figures 7-14 and 7-15 show an excellent agreement between the actual and the 
mapped stresses for case 1. The results of case 2 are not shown in this report since 
the agreement was as good as case 1 for the actual and the mapped stresses. 
Therefore in order to implement Jmod only case 1 was chosen. 
The stress-strain curve was extended as shown in Figure 7-16 with the same 
hardening based on last three points. The extension was necessary in order that no 
crack tip elements experienced perfectly plastic behaviour at higher loads [Lei, 
2003]. The effect of stress-strain curve extrapolation in using Jmod routine is 
discussed in detail by Goldthorpe [2005]. After mapping the stress-strain field a 
three-point bend type loading was applied to complete the last step of reloading in a 
CUCF cycle. The Jmod routine used the recorded stress-strain field in * .fil file to 
evaluate the l-integral. The l-integral evaluated by ABAQUS, shown here as Jab, are 
compared with 1 calculated by Jmod routine. 
Values of Jab, are compared with J calculated by Jmod routine in Figure 7-17 at 
different levels of primary load. It clearly shows that Jmod gives a path-independent 
115 
Chapter 7: R6 assessment 
result compared to the J-Integral obtained from ABAQUS. The value of J
mod is 
slightly lower than Jab. 
The FAD assessments illustrated in Figure 7-6 was analysed considering 
constant secondary stress together with simple and detailed p procedures. Also Kr 
was calculated in terms of Jmod routine, i.e. K = Kmod , where K =) EJ /(1- v 2 ) 
r K mod mod ' 
mal 
so that in equation 7-11 the p factor was not included. 
7.4.1.2 Probability of failure 
The toughness distribution of ferritic steels shows a high degree of scatter in 
the lower transition region. Therefore, a number of tests should be carried out to have 
a distribution of the material toughness at the required temperature. The local 
approach can demonstrate the trend in the scatter of fracture data using the Wei bull 
distribution as discussed in Chapter 5. The probability of failure in this approach 
depends on the stress-strain field around the crack tip. 
The scatter of cleavage fracture toughness data can be described by fitting a 
curve to the actual fracture toughness data. Then further load history effects can be 
determined from this calibration curve. 
A probability model based on experimental toughness data was used to 
describe the distribution of cleavage toughness in (AR) and following in-plane 
loading. 
(7-25) 
The fitting parameters were Kmin and Ko in equation (7-25). The approach 
adopted here was in three steps: 
1. Plotting the AR data in terms of apparent facture toughness, Kf, against 
probability of failure. The probability of failure of experimental data is calculated 
by Pj = (i - 0.5) / N where N is the total number of specimens, and i the order 
number. 
2. Calibrating equation (7-25) to predict the AR data and finding Kmin and Ko. 
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3. Finding the probability of failure of CUCF data, by replacing K by K 
J mod' 
where Kmod is the crack driving force calculated by Jmod routine at different level 
of primary loads. 
The equation (7-25) was calibrated to AR data to estimate Kmin and Ko. The 
calibrated parameters were found to be Kmin=31, Ko= 73.57 MPa.m°.5. Then the Jmod 
routine was applied to find JS+P during reloading to fracture and converted to 
Kmod = ~ EJ mod /(1- V 2 ) • 
The probability of failure in the presence of residual stresses was calculated 
using equation (7-25) with the same calibrated parameters as explained earlier. 
Figure 7-18 illustrates the predictions and compares them to the experimental results 
obtained. Good agreement was observed between the experiments and prediction. 
The basic idea behind this approach is that while in the AR condition the 
magnitude of the apparent toughness describes the stress field at the crack tip and 
vice versa, in the specimen with residual stresses actual crack driving force is 
calculated by Kmod. Therefore, the corresponding probability of failure at each level 
of primary load should be calculated using K7P which describes the crack tip stress 
field. Figure 7-19 shows modification of K in equation (7-25) to calculate the 
probability of failure in the specimens with initial residual stresses. The failure 
prediction points are (Kf vs. Pf(K;+P)). From another point of view, this approach is 
similar to R6 assessment. 
Another approach to predict the effect of in-plane loading is to shift the fitted 
curve to AR data by magnitude of K5 at zero primary load. Figure 7-18 compares 
both predictions. The difference between two predictions was increased for 
increasing primary load. Shifting the AR curve implies that the effect of secondary 
stresses K 5 is constant during loading to fracture while Jmod shows that the effect of 
secondary load decrease as primary load increases. The growing plasticity region can 
be the cause. 
7.4.1.3 Application to Edge-welding 
Figure 7-20 plots the longitudinal stress and the equivalent plastic strain 
introduced in a 2D model of SEN(B) as a function of coordinates. For mapping the 
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initial stress and equivalent plastic strain, SIOINI and HARDINI subroutines 
[ABAQUS, 2002] were written to introduce the initial condition in terms of 
coordinates. The J Integral using ABAQUS and Jmod were calculated for residual 
stress alone and for combined primary and secondary load during loading to fracture 
employing extrapolated stress-strain data as shown in Figure 7-21. The results are 
shown in terms of J vs. distance from crack tip at different level of primary loads in 
Figure 7-22 and Figure 7-23. 
As primary load increases the differences between Jab and J mod increased. Note 
that ductile crack growth was not simulated in this simulation. Therefore, the crack 
length was assumed constant which was not the case according to the experiments 
results. 
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8 Discussion 
Generating a well-defined residual stress field in laboratory specimens is one 
method to investigate quantitatively the interaction of residual stress and applied 
load. However, research work in this area has been limited due to difficulty of 
introducing residual stresses in relatively small laboratory specimens. Residual 
stresses can be compressive or tensile in nature. Compressive residual stresses can 
be generated at crack tip using conventional warm pre-stress cycles such as LUCF. 
This discussion examines, in particular, the effect of the LUCF cycle on low 
constrained specimens such as round notched bars and results are compared with 
previous studies on highly constrained specimens. Generating tensile residual 
stresses on the other hand is more challenging. Comprehensive numerical studies 
using the ABAQUS FE code were performed to explore new methods of generating 
residual stress which was discussed in Chapter 3. The methods included mechanical 
and thermo-mechanical loading. Different residual stress measurements were 
employed to validate the numerical studies. One important issue related to brittle 
fracture in ferritic steel is the scatter in fracture toughness data. The scatter was 
observed in experimental results for A508 and A533B-AEA steels at -150°C and 
-170°C. A local approach, based on the Beremin model, was used to predict the 
effect of pre 10 ading on brittle fracture as well as scatter in the fracture data. The 
predictions were not always consistent with experimental results. Possible 
modifications to the local approach, to predict the influence of load history, include 
variation of constraint during pre-loading is explored. Furthermore, a global 
approach was used to predict brittle fracture in the presence of residual stresses 
using a modified J-integral. 
8.1 Effect of compressive residual stress generated by warm 
prestressing on fracture 
To explore the effect of initial compressive residual stress on cleavage fracture 
a conventional WPS cycle known as the LUCF cycle was applied to round notched 
bars. Finite element analyses were used to gain a better understanding of the 
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influence of compressive residual stresses generated by warm prestressing and its 
interaction with applied stresses near to the crack tip. Hadidi-Moud et al [2004] 
compared the distribution of the normal residual stresses on the brittle failure of C(T) 
and round notched bar specimens to investigate the effect of WPS. When the 
specimens were subjected to loading and unloading the FE analysis revealed that 
compressive residual stress were generated ahead of the crack. Figure 8-1 shows that 
a compressive residual stress extended to distances of about 1 mm ahead of the crack 
in C(T) specimens. On reloading at -170°C the local residual stress combined with 
the stress from the applied loading is lower than the stress associated with the applied 
loading alone. This is particularly the case near to the crack tip. A greater applied 
load of about 70kN is required in the LUCF cycle to match the stress distribution for 
the failure load about 58kN for the as-received state at -170°C. Figure 8-2 and Figure 
8-3 show the distribution of normal residual stress in RNB-D7.7-U1.25 (shallow 
notch) and RNB-D8-VO.07 (sharp notch) specimens. Both figures show that a 
compressive residual stress field is generated after loading and unloading the 
specimen at room temperature. The graphs also show the residual stress distribution 
following reloading at low temperature. In contrast to C(T) specimens, an almost 
identical load was required in LUCF cycle to match the residual stress distribution 
for the failure load in the as-received state at -150°C. Matching stresses at an 
identical load in AR and LUCF for the RNB-D8-VO.07 (sharp notch) specimen 
occurs at a higher load compared to RNB-D7.7-Ul.25 (shallow notch) specimen. It is 
interesting to note that the maximum normal stress in the C(T) and RNB specimens 
with a sharp notch is close to the notch tip but the maximum normal stress occurs in 
the centre of shallow notch. There was little or no influence of the residual stress in 
LUCF cycle for the shallow notch RNB specimens at -120°C and -150°C, where 
plasticity extended throughout the cross section. A noticeable improvement was seen 
in the LUCF data for RNB-D8-VO.07 specimens at lower probability of failure. 
Curry [1981] and Fowler [1998] highlighted that the WPS effect depends 
highly on the level of preload level. Smith and Garwood [l990a] collected different 
LUCF data and showed them in terms of (KtiK/c) and (Kj IK/c), where Kl is the 
equivalent of preload level in terms of elastic stress intensity factor and Kj and K/c 
are the prestressed and unprestressed elastic stress intensity factor. Figure 8-4 
exhibits the warm prestressed data obtained in this study in a similar manner shown 
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by Smith and Garwood [1990a]. The magnitude of K1C was evaluated as an average 
of AR data for each geometry. In case ofRNB, the data are shown in terms of (oiO"c) 
and (O"j 100c) , where 0"[ is the equivalent of preload level in terms average net section 
stress and O"j and o"c are the prestressed and unprestressed average net section stress. 
The magnitude of o"c was evaluated as an average of AR data corresponding to the 
same geometry. The data which are below line of A-A exhibit no improvement in 
fracture stress or fracture toughness. For the data on the left side ofB-B line the level 
of pre-loading ( at high temperature) was less than K[c and o"c (at low temperature). 
This graph clearly shows that any increase in magnitude of O".f or Kj depends on the 
ratio of (K}IKIC) or (0"1 100c). If the level of preloading was less than K1C (low 
temperature fracture toughness) in pre-cracked specimen or o"c (low temperature 
average net section stress) in RNB specimens then no significant improvement can 
be seen. There is no improvement in fracture stress of shallow notch when the level 
of preload was just 70% of o"c. There is an improvement in fracture stress of sharp 
round notched bars and C(T), B=6 mm specimens when the level of preload was 
around 80-90% of o"c and KIc. There is significant improvement in fracture toughness 
of SEN (B), B=50mm, a/W=0.5 specimen where the level of preload was close to an 
average of 160% of low temperature fracture toughness. 
In fact higher pre-load levels in RNB specimens cause the whole net section to 
undergo plastic deformation. The same argument applies for C(T), B=6 mm 
specimens. In contrast in higher constrained specimens like SEN(B), B=50 mm, 
a/W=O.5 specimens higher pre-loads are feasible without wide-spread plasticity in 
the specimens. 
Furthermore when reloading at low temperature the reloading plastic zone size 
in SEN(B), B=50 mm, a/W=0.5 was much smaller than pre-loading and unloading 
plastic zone sizes. The plastic zone size during the reloading step was much larger 
than pre-loading and unloading steps in RNB and C(T), B=6 mm speCImens. 
Therefore the residual stresses were completely wiped out through plastic 
deformation which is similar to the argument given by Curry [1981]. Smith and 
Garwood [1990a] also showed that for the preload level of more than 1.5 (the 
horizontal axis in Figure 8-4) high strength steels tended to exhibit a larger increase 
in subsequent failure at low temperature (i.e larger Kj IK1c). That is to say, the benefit 
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of warm prestressing depends highly on the level of pre loading at high temperature 
and the size of plastic zone in different steps of a LUCF cycle. The level of 
preloading and extent of plastic zone depends also on material behaviour. The 
preloading level and extent of plastic zone can also be studied in context of a 
constraint factor such as the triaxiality factor which will be discussed in Section 8.3 
8.2 Effect of thermo-mechanical loading on fracture 
Thermo-mechanical loading consisted of quenching and edge-welding. The 
quenching process was used to generate a residual stress field in rectangular beam 
specimens. The aim was to design a fracture type specimen with an initial tensile 
residual stress. The quenching process generated considerably higher magnitudes of 
residual stresses in 316H stainless steel round bar specimens. However, following the 
introduction of a circumferential sharp notch in the round bar, compressive residual 
stress were generated ahead of the notch. Partial quenching was employed to design 
a fracture specimen using rectangular beams. Numerical studies showed that partial 
quenching generated a considerable residual stress field in 316H stainless steel. 
Figure 8-5 shows the dominant component of residual stress, i.e, longitudinal 
component, in the partial quenched 316H stainless steel at the surface. However, the 
level of residual stresses in the A533B-AEA steel specimens was lower than that 
316H stainless steel specimen. Nevertheless, a fracture specimen was not 
manufactured from the partially quenched specimen since redistribution of residual 
stress due to introduction of a notch resulted in a compressive residual stress field. 
Validation of numerical studies of partial quenching using different residual stress 
measurement is discussed in Chapter 6. Results of residual stresses measured by the 
ND method at ISIS facilities and ICHD method were presented in Chapter 7 and 
compare well with the finite element predictions. The ND measurements are 
sensitive to the gauge volume. It was shown that the gauge volume of 2x2x2 mm 
gave a good resolution of residual stress in mid thickness of the beam specimens. 
The FE simulations generally predicted higher tensile residual stress in the mid width 
of 316H specimens, see Figure 6-27. In contrast the difference between measurement 
and prediction in A533B-AEA steel specimens was in the quenched area, see Figures 
6-34, 6-35, 6-36. The differences were mainly attributed to the choice of heat transfer 
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coefficient h in the thermal analysis of finite element analysis. Moreover, phase 
transformation in case of A533B-AEA specimen was not taken into account in finite 
element analysis. A rigorous investigation on the partially quenched A533B-AEA 
steel specimen is required to investigate if there was phase transformation which is 
beyond the scope of this thesis. 
Another method of introducing residual stress was edge-welding [Smith, 2002] 
One side of a rectangular beam was autogenously welded. The FE results [Warren, 
2004] showed that edge welding could produce significant residual stress field in 
316H stainless steel. The residual stress distribution in the beam after edge-welding 
was almost one-dimensional and dominated by the longitudinal component. The 
transverse stress component was almost zero except for a short distance below the 
welded edge. Figure 8-5 shows the longitudinal residual stress component in an 
edge-welded beam and compares with that produced in a partially quenched 316H 
stainless steel before introducing a crack. Both methods generated considerable 
residual stresses through the width. It is interesting to note that welding one surface 
of beam produces opposite distribution of residual stresses in longitudinal direction 
compared to partially quenching process. Edge-welding introduced tensile residual 
stresses at the edge and compressive in the middle of the width. In partial quenching 
the either edge has compressive with the middle tensile residual stress. 
Residual stresses in an edge-welded 316H beam were measured using different 
methods and were compared to FE analysis by Sysweld [Warren, 2004] in Chapter 7. 
Results of residual stresses measured by the ND method at ISIS facilities and ICHD 
method were in excellent agreement with finite element prediction. Similar to 
quenched sample it was shown that a gauge volume of 2x2x2 mm3 gave a good 
resolution of residual stresses. 
An interesting observation was found during FE simulation of introducing a 
crack and notch in the partially quenched or the edge-welded beam respectively. The 
FE mesh was designed to model machining of a crack/notch on both sides of the 
beam specimen. The results suggest that the final residual stress after redistribution 
depends on the region in which the notch/crack initiated. For example, a notch/crack 
was grown from the edge-welded side where a tensile region extending only 10 mm 
into the specimen before dropping to a compressive stress, the residual stress field 
redistributed to retain the initial state of the crack tip residual stress (i.e tensile) at a 
123 
Chapter 8: Discussion 
depth of 15 mm. In case of partial quenching, introducing a 15 mm notch/crack from 
the quenched side where there was always compressive residual stress field, resulted 
in a compressive crack tip. 
A crack could be introduced into the edge-welded SEN (B) on either side of the 
beam, welded or unwelded side. It was demonstrated that there was minimal 
difference if the crack was introduced on either side; 5 mm tensile region was created 
after introduction of a crack. Therefore an experimental programme was carried out 
using edge-welding method and subsequently introducing a crack. The experimental 
study consisted of the cracks in the welded edge of the beam. The details of 
experimental results are discussed in Chapter 4. 
Mahmoudi [2005] showed that side-punching can have significant effect on 
fracture behavior of Aluminum. A numerical study of side-punching using a pair of 
punching tool showed that considerable residual stresses were generated ahead of the 
crack tip in A533B-sg and A533B-AEA specimens. It was concluded that such high 
tensile residual stresses generated by side-punching should have considerably 
reduced the crack driving force. Cotton [1997] and Turski [2004] showed that 
following in-plane loading a tensile residual stress field was generated ahead of 
notch. A similar approach was designed for a modified type SEN(B) specimen made 
of A533B-AEA steel in the present study. Following in-plane loading, a notch was 
introduced in the middle of the specimen to create a fracture specimen. 
Side-punching with position of X/R=I(punching tool is tangent to the crack 
tip) was used to create a tensile residual stress field ahead of the crack tip in both 
C(T) and SEN(B) specimens made of A533B-AEA steel. Experimental results 
showed that the residual stress field introduced by in-plane loading dramatically 
reduced the apparent fracture toughness while side-punching decreased the apparent 
toughness by approximately 12% in C(T), B=25 mm, a/W=0.2 but had no effect in 
SEN(B), B=10 mm, a/W=0.3 specimens. The extent of tensile residual stress in the 
modified SEN (B) specimens following in-plane loading and side-punching were 
similar for 5 mm close to the notch tip, see Figure 8-6. There was no effect of side-
punching on ductile fracture of 316H stainless steel at room temperature. However, 
the effect of side-grooving on redistribution of residual stresses and ductile crack 
growth was not studied for this case. The reason for the different effect of side-
punching on fracture behaviour of aluminium [Mahmoudi, 2005] and steel may be 
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found by examining the microstructure and fracture mechanism of aluminium and 
steel. Also, side-punching with position of X/R=1 may also have rearranged the 
microstructure and therefore different material response especially ahead of the crack 
was observed [Mirzaee-Sisan et aI, 2004b]. In contrast for in-plane loading a notch 
tip was introduced in a residual stress field and therefore there was no possible effect 
of crack tip plastic deformation on subsequent behaviour of the crack at low 
temperature. In-plane loading also reduced the strength of RNB specimens [Mirzaee-
Sisan et aI, 2005a]. 
8.3 Triaxiality and brittle fracture 
Residual stress may increase the risk of brittle and ductile fracture not only by 
altering crack driving force but also increasing crack tip constraint [Xu and 
Burdekin, 1998]. The crack tip constraint can be characterised by a triaxiality factor 
[Henry and Luxmore, 1997]. The triaxiality factor is defined as the ratio of 
hydrostatic (mean) stress to the Von Mises stress as: 
TF= am = t(all +0'22 +0'33) 
a e ~-t{(all -a22Y +(0'22 -a33Y +(0'33 -allY} 
(8-1) 
Chen et al [2001] argued that WPS effect is mainly caused by crack blunting 
by reducing the stress triaxiality and producing plastic strain in front of the blunted 
tip. Chen et al [2001] observed that by increasing the pre-loading level the triaxiality 
factor in reloading to fracture cycle would decrease. Chen et al [2001] compared the 
level of triaxiality at the corresponding load to the average of fracture load following 
different pre-loading levels. Chen et al [2003] further argue that a minimum distance 
ahead of the crack tip in which the cleavage fracture requirement is satisfied should 
be determined by overlapping of the 'TWO REGIONS', one where the crack can be 
initiated and the other where the crack can be propagated. He suggests that three 
parameters should reach critical level for cleavage fracture. Chen et al [2003] 
considered that three parameters were plastic strain, triaxiality and normal stress to 
crack tip. To summarise, his proposed three-parameter cleavage criteria is 
(i) c p ~ C pc for initiating a crack nucleus, and (ii) TF ~ Tc for preventing the crack 
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nucleus from blunting and (iii) G"normal > G"f· for propagating the crack nucleus into 
the neighboring matrix grain where £ pc' r:: and G" l are the critical plastic strain, 
triaxiality factor and fracture stress (normal to the crack) respectively which are all 
the properties of materials. 
Here the triaxiality factor defined in equation 8-1 has been used as an indicator 
of the level of constraint between different specimens. Figure 8-7 shows the 
incremental variation of the maximum value of the triaxiality factor in the plastic 
zone during loading to fracture in the AR condition [Mirzaee-Sisan et aI, 2004a]. 
Considering the maximum triaxiality factor in the plastic zone [Mirzaee-Sisan et aI, 
2004a] are similar to considering two different criteria (triaxiality and plastic strain) 
in a model proposed by Chen et al [2003], i.e plastic deformation is prerequisite for 
calculation of triaxiality factor. The maximum triaxiality factors within the plastic 
zone in pre-cracked specimens including C(T), B=25mm and SEN (B), B=50 are very 
close to each other. The triaxiality factor, TF in a RNB-D7.7-U1.25 specimen is 
lower than for a RNB-D8-VO.07 specimen and for both these RNB specimens less 
than for pre-cracked specimens. Furthermore finite element analysis also showed that 
the whole net section of round notched bar undergoes plastic deformation prior to 
fracture. 
Chen et al [2001] also observed that the level oftriaxiality decreases following 
LUCF cycle compared to AR. The comparison was made at the mean value of AR 
fracture load [Chen et aI, 2001]. In this study the comparison of triaxiality in AR 
condition and following pre-loading was carried out for the experimental data. Figure 
8-8 shows a comparison of the maximum value of TF in the plastic zone in the AR 
condition and LUCF for fatigue pre-cracked A533B-sg C(T), B=25mm, a/W=0.5 at 
five different probability of failures (10%, 25%, 50% and 75% and 95%) during 
loading to fracture at -170°C. The probability of failure was calculated from the 
distribution of experimental data discussed in Chapter 4. Then the level of TF was 
calculated from FE studies at the experimental load corresponding to that probability 
of failure. Figure 8-8 illustrates that the level of TF during LUCF is less for the AR 
condition for lower probabilities and reaching to the similar values at higher failure 
probabilities. Figure 8-9 shows a comparison of maximum TF in the plastic zone in 
AR condition and PUCF for fatigue pre-cracked A533B-AEA C(T), B=25mm, 
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alW=0.5 specimens fractured at -170°C, again at five different failure probabilities. 
Similar to Figure 8-8 the probability of failures were calculated from the distribution 
of experimental data discussed in Chapter 4. Then the level of TF was calculated 
from FE studies at the experimental load corresponding to that probability of failure. 
Clearly the level of TF in the PUCF cycle is less than for the AR condition. Figure 
8-10 makes similar comparisons for fatigue pre-cracked A533B-AEA steel SEN (B), 
B=10 mm, a/W=0.3 specimen fractured at -150°C at five different failure 
probabilities. The level of TF in the plastic zone in PUCF is less than AR. The level 
of TF in the SEN(B) is lower than C(T) in AR condition as expected since the 
SEN(B) had lower alW and smaller thickness compared to the C(T) specimens. 
Figure 8-11 compares the maximum TF in plastic zone in AR and CUCF of modified 
SEN(B), B=10 mm, alW=0.3. These specimens had an EDM notch, introduced in 
CUCF cycle after in-plane loading and unloading contrary to the PUCF case where 
the pre-fatigued specimens were subjected to side-punching. The evolution of TF in 
CUCF is higher than that in AR for failure probabilities less than 25% and remains 
the same as that in the AR for higher probability of failures as shown in Figure 8-11. 
It is also of note that the level of TF in the AR condition in the modified SEN(B) 
with an EDM notch is less than SEN(B) with fatigue pre crack as expected, compare 
Figure 8-10 and Figure 8-11. 
On the basis of the comparisons shown in Figure 8-8 to Figure 8-11 it can be 
concluded that in reloading to fracture of LUCF and PUCF cycles the specimens 
have lower constraint (TF) compared to the AR condition. Only in the CUCF cycle is 
the TF higher or of equal value to the AR condition. Assuming that triaxiality is a 
criterion for cleavage fracture as argued by Chen et al [2003], in the LUCF cycle a 
reduction in TF helps to increase the apparent fracture toughness while in the PUCF 
condition a reduction in TF plays the opposite role. The tensile normal residual stress 
aims to advance the failure but the reduction in TF aims to reduce the apparent 
fracture toughness. In the CUCF cycle TF increases or is equal to AR. Therefore the 
crack driving force (the normal stress to the crack) plays the primary role and also TF 
might advance the failure by increasing the constraint at lower probability. Figure 
8-12 summarises the discussion about TF and normal stress to crack tip ((}normal) in 
LUCF and PUCF and CUCF cases. The length of arrow represents the difference in 
different pre-loaded cases to the AR case shown by the horizontal axis. 
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It appears that prediction of failure based on changing crack driving force 
(normal stress to the crack) is not sufficient for predicting a brittle fracture with an 
initial residual stress field. The change in constraint due to residual stress and crack 
driving force (normal stress) may play opposite roles in triggering fracture. 
Constraint factor can be shown as the Q-stress that can be considered as a hydrostatic 
stress component at the crack tip [O'Dowd and Shih, 1994]. Using a two-parameter 
fracture criteria such as the J-Q has been paid more attention in last 10 years 
[Anderson, 1995]. Geometries with negative Q-stress show low level of triaxiality 
ahead of crack tip indicating low constraint condition and where Q-stress is equal or 
greater than zero the geometries have higher stress triaxiality or constraint. Henry 
and Luxmore [1997] argued that both Q-stress and triaxiality factor are equivalent 
constraint parameters. 
8.4 Local approach and failure prediction 
A local approach based on the Beremin model was used in this and in an earlier 
study [Hadidi-Moud et aI, 2004] to predict the effect of load history on fracture 
behaviour of a ferritic steel. When a compressive residual stress was introduced in 
the highly constraint specimens (using warm pre-stressing) and it was demonstrated 
that the local approach could predict the dramatic increase in apparent fracture 
toughness. In this study the application of local approach for predicting WPS in low 
constraint specimen is discussed. In this study the application of local approach was 
extended to predict brittle fracture when a tensile residual stress field exist in low and 
high constraint specimens. The local approach is based on the maximum principal 
stresses within the localised plastic volume at the tip region. The Weibull parameters 
in local approach were calibrated to fracture data in the AR condition. In the second 
stage these calibrated parameters were retained to predict the complex load history. 
The calibration of Weibull parameters (Vo, m, (J'u, (J'min,) in the local approach 
for prediction of brittle fracture is an open issue in spite of existing general 
guidelines for calibration of Weibull parameters [Pineau, 2003- R6, 2000]. The key 
point in the calibration process in this study was that for high constraint specimens, 
the value of m was fixed as 4 [Hadidi-Moud et aI, 2004] and for RNB and thin C(T) 
specimens the value of m was calibrated because the low constraint specimens show 
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narrower band of scatter, requiring higher values of m. Milella and Bonora [2000] 
carried out a study to correlate the Weibull exponent in the distribution of fracture 
data to the corresponding stress triaxiality factor. Calibration of m was based on the 
as-received fracture data for a wide range of fracture configurations as well as round 
notched bars with various notch tip radii. Milella and Bonora [2000] suggested the 
exponent m can be related to TF as shown in equation (8-2). 
m = 55.4 - 22.4(TF) (8-2) 
To investigate the suggested linear relationship between the two parameters, 
the stress results obtained from finite element analyses were used to determine TF for 
various configurations studied in this work. The value corresponds to the maximum 
TF in the plastic zone at the maximum experimental load. Results are shown in 
Figure 8-13. There is a good correlation between the Weibull parameters calibrated 
to RNB specimens and predicted value by Milella and Bonora approximation. 
However in the case of 6 mm thick C(T) fractured at -170°C the value of calibrated 
m in the local approach the Milella and Bonora approximation does not lie with the 
corresponding triaxiality factors. 
Following the calibration of the Weibull parameters, they were retained to 
predict the complex load history in an earlier work. Chapter 5 discusses the 
comparisons between the experimental data and predictions. The predictions were 
consistent with the experiments in some cases. On the basis of earlier work [Hadidi-
Moud et aI, 2004] and the present study the success of using this approach to predict 
brittle fracture with an initial residual stress field can be discussed under two 
categories, (i) when the crack tip experience compressive residual stress before 
reloading to fracture and (ii) when the crack tip experience tensile residual stress 
before reloading to fracture. Application of local approach to predict the warm pre-
stress which introduces a compressive residual stress at crack tip in highly constraint 
specimens has been seen promising since the prediction and experimental data shows 
the same level of improvement in terms of fracture toughness [Hadidi-Moud et al 
2004]. However, the prediction of improvement in average net section stress in RNB 
specimens is not as much as the experimental data show. This was seen in the results 
of RNB-D8-VO.07 (sharp notch) specimens. Although when there was no or a 
negligible improvement as for RNB-D7.7-U1.25 (shallow notch) specimens the 
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prediction and experimental data match together. But the key point is that the 
fracture in such a low constraint specimen, RNB is not a local phenomenon and 
experiments and finite element show that specimen undergoes plastic deformation 
almost throughout the net section before fracture. 
In this study a tensile residual stress field was generated in conventional 
laboratory fracture specimens to investigate the effect of tensile residual stress on 
lower bound fracture toughness. The experimental results indicate that there was 
considerable effect of the tensile residual stresses generated by in-plane loading, 
whereas there was negligible effect due to side-punching on this material. Overall the 
local approach prediction was conservative in case of side-punching and in-plane 
loading of C(T) and SEN (B) specimens. The failure prediction of RNB following in-
plane loading was quite different from the experimental results. 
The prediction of failure in the local approach adopted here depends on the 
evolving stress field during loading to fracture calculated by the finite element code. 
From physical point of view the prediction of the load history effect depends highly 
on how descriptive the maximum principal stress component is for brittle failure 
condition [Mirzaee-Sisan et aI, 2005b]. Beremin model does not explicitly relate the 
variation of Weibull stress to microstructural features [Wu and Knott, 2004]. Bordet 
et al [2005] argue that the assumption in the original Beremin model that all 
microcracks are created following plastic yielding and remain active during loading 
is oversimplified. The stress based Beremin model does not describe fully the 
mechanisms of cleavage fracture in steels [Bordet, 2005, Chen et aI, 2003], i.e. 
nucleation, propagation and possible crack arrest [Anderson, 19995]. Bordet et al 
[2005] highlighted that the plastic strain should be taken into account in the local 
approach and Chen et al [2003] highlighted the importance of plastic strain and 
triaxiality factor. 
The empirical linear relationship between the Weibull exponent and the 
triaxiality factor [Milella and Bonora, 2000] exhibits a sharp slope suggesting that 
the value of m is sensitive to changes in triaxiality factor, i.e., m = -22.4 x 8 (TF). 
The shape of the scatter in the fracture toughness results (i.e. the failure distribution 
function) is very sensitive to the value of the exponent m. A very accurate estimation 
of triaxiality factor, which is highly dependent on the finite element simulations is 
required to achieve an appropriate modification of m. Therefore extreme caution 
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must be exercised when using this relation to modify m in the presence of sharp 
cracks. Moreover, for a failure prediction in the presence of residual stress the 
variation of triaxiality is not necessarily the same as for AR data. The presence of 
residual stress and crack tip blunting after pre-loading especially after side-punching 
alters the triaxiality factor which is indicator of a change in constraint. 
Further modification to the local approach to predict brittle fracture in the 
presence of residual stresses is necessary to include the effect of triaxiality. Since the 
degree of crack tip-blunting upon loading and unloading at room temperature is 
much higher for low constraint specimens than the highly constraint specimens 
especially those specimens subjected to side-punching. 
To validate the use of a 'local approach' to predict failure in the presence of 
residual stresses, verification of the residual stress distribution very close to the 
crack/notch tip is necessary [Mirzaee-Sisan, 2004c]. Of concern are the stresses very 
close to the crack tip after warm pre-stressing in LUCF cycle or side-punching in a 
cycle of PUCF or sharp increase in magnitude of residual stresses ahead of notch 
after the introduction sharp notch in a CUCF cycle either by changing the boundary 
conditions or removing elements. To the authors' knowledge, to date no 
measurements of residual stress have been made very close the crack tip to verify the 
distribution. In case of LUCF, Smith et al [1992] found a good correlation between 
measurement and finite element analysis prediction away from the crack tip region. 
Hossain [2005] used neutron diffraction no closer than 1.4 mm to the crack tip and 
Mahmoudi [2005] measured the residual stress after side-punching using X-ray 
Synchrotrons no closer than 2 mm to the crack tip. However, the 1 mm area close to 
the crack tip plays the significant role in evaluation of Weibull stress to predict 
cleavage fracture. 
In Chapter 7 a global approach using Wallin type model was implemented to 
predict the brittle fracture in CUCF condition by calculation of actual crack driving 
force. Wallin [2003] highlighted the difficulty of an earlier study Fowler [1998] in 
which Kmin and Ko were modified for predicting LUCF cycle in case of AR and 
LUCF data converges at higher probability of failures. In this study the Wallin type 
probability distribution [1984] was calibrated to AR data to estimate Kmin and Ko. 
Then the Jmod routine was applied to find JS+P during reloading to fracture. In the AR 
condition the magnitude of the apparent toughness, Kf describes the stress field at 
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the crack tip and vice versa, in the specimen with residual stresses actual crack 
driving force was calculated by Kmod. Therefore, the corresponding probability of 
failure at each level of load was calculated using K;+P which describes the crack tip 
stress field. From another point of view, this approach is similar to the local approach 
and R6 assessment: 
It was seen that there was a degree of conservatism using either of these 
approaches to predict cleavage fracture, where the local approach was more sensitive 
to the stress and strains at the crack tip. Any error in the calculation of stress and 
strain at the crack tip would significantly affect the Weibull stresses and 
consequently the probability of failure using Beremin type model [1983]. The 
conservatism of R6 code [R6, 2000] was 45 % where using simple p approach and 
reduced to 21 % if Jmod approaches were used without including the p factor. The 
same level of conservatism was seen in a global approach used in Chapter 7 which 
used Wallin type probability distributions. 
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9 Conclusions and future work 
The effect of residual stresses generated by mechanical and thermo-
mechanical loading on fracture was investigated through comprehensive 
experimental and numerical studies. Numerical studies were conducted using the 
ABA Q US/CAE finite element code employing 2D and 3D dimensional models. The 
aim of the present study was to investigate the effect of compressive and tensile 
residual stress on fracture behaviour. Different methods of introducing residual 
stresses were explored to generate residual stress fields in laboratory specimens. The 
methods were classified as mechanical and thermo-mechanical loading. Initially the 
methods were analysed numerically by finite element analyses and based on the 
numerical results a framework for experimental tests was constructed. The 
experiments provided comprehensive fracture data for brittle and ductile failure 
modes for ferritic and austenitic steels. A local approach based on the Beremin 
model was found to be promising in predicting the fracture behaviour of the 
specimens containing an initial residual stress field. Further modifications to the 
model are deemed necessary. Some of fracture data were evaluated using the R6 
assessment code. A modified J-Integral provided path independent values for the 
cases studied. Finally recommendations for future work are provided. 
9.1 Conclusions 
1. Residual stresses were introduced successfully into laboratory specimens by 
thermo-mechanical loading. This loading consisted of quenching and edge-
welding processes. However quenching and then notching created a 
compressive residual stress field at the crack tip. In contrast edge-welding 
and notching formed a tensile residual stress field at the crack tip. 
2. Fracture tests at -lS0°C on 316H stainless steel edge-welded beams did not 
reveal any significant effect from the residual stresses. This was because 
plasticity prior to fracture relaxed the residual stresses. 
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3. When warm prestressing was used to produce compressive residual stresses it 
was found that there was little effect on the cleavage fracture of low 
constraint specimens. This was because plasticity prior to fracture wiped out 
the effect of the initial residual stresses. On the other hand for specimens with 
high crack-tip constraint, such as thick C(T) and SEN(B) specimens with 
a/W=O.5 plastic flow was inhibited and there was a significant effect from the 
residual stresses on brittle facture. 
4. The residual stress generated by side-punching showed a negligible effect on 
the brittle fracture of A533B-AEA steel C(T) and SEN(B) specimens. Also 
side-punching did not alter the J-t1a curve of 316H stainless steel at room 
temperature. In contrast the residual stress generated by in-plane loading 
exhibited a significant effect on cleavage fracture by reducing the apparent 
toughness of A533B-AEA steel specimens. 
5. Comparing triaxiality factors following different load histories in different 
conditions revealed the importance of constraint in the failure prediction 
especially in the presence of residual stress. 
6. A local approach model based on a Weibull statistical distribution model was 
found to be capable of explaining the effect of warm prestressing in highly 
constrained specimens but not in low constraint specimens such as round 
notched bars. Difficulties in transfering the Weibull parameters from round 
notched bars to highly constrained fracture specimens were found. 
7. In the cases of side-punching and in-plane loading the local approach model 
overestimated the effect of tensile residual stresses generated. 
8. The current form of the local approach that predicts brittle failure based on 
the maximum principal stress is oversimplified. New developments that can 
take into account the prior plastic deformation and constraint variation are 
necessary. 
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9. The modified J-integral approach gave path independent values for combined 
tensile residual stresses and primary loads. The probability of failure due to 
load history generated by in-plane loading was also predicted from a 
knowledge of the crack driving force under combined primary and secondary 
stresses provided by the modified J-integral. 
10. A R6 assessment of test specimens containing tensile residual stress revealed 
that the R6 assessment procedure is conservative. 
9.2 Recommended future work 
1. In the present work different methods of generating fracture type specimens 
with an initial tensile residual stress at crack/notch tip were investigated. 
Edge-welding as a thermo-mechanical loading was found to be promising. 
However the present study just used a relatively low constraint beam 
specimen. A beam specimen with larger thickness would provide a greater 
understanding of the effects of constraint on fracture behaviour of edge-
welded beam. The experimental studies could employ greater thickness with 
grooved side specimens, preferably with more experimental data, to generate 
J-LJa curve in order to distinguish better between AR and edge-welded beam 
fracture data particularly at initiation point of stable crack growth. 
2. It is important to develop and analyse large data sets for investigating the in-
plane loading and to generate a better scatter distribution in AR and 
especially in CUCF conditions. The constraint of these specimens can also be 
varied by a parametric study with a/W and thickness size. The data presented 
in this thesis had an initial EDM notch. Further study can be followed by 
fatigue pre cracking after a cycle of in-plane loading and unloading. 
3. In the present study side-punching was performed on a precracked body. It 
would be of interest to punch an uncracked plate and then introduce an EDM 
notch and fatigue pre-cracking. Combining that study and the present work 
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can provide enough data to investigate the sequence of crack-load history on 
fracture and its effect on constraint. 
4. An improved finite element simulation of side-punching can be provided by 
using a focused mesh at the crack tip in a three dimensional model to 
simulate blunting of crack during the side-punching process. 
5. It would be of interest to try to develop a local model that could take into 
account the effect of plastic strain and constraint variation in failure 
prediction. Constraint can be defined as triaxiality factor as a ratio of 
hydrostatic stress to von mises stress as used in this study. However, the 
triaxiality factor is not the sole indicator of constraint differences between 
different specimens. The application of Q-stress can be investigated to predict 
the failure in the specimens with an initial residual stress field. 
6. It would be of interest to try to use the local approach to predict the failure 
following biaxial pre-loading. 
7. It would be of interest to try to develop a local approach based on finite 
element results at micro-scale. This will lead to study the variation of stress 
and strain at the scale of the grain sizes. 
8. All other experimental results in this study can be evaluated in context of R6 
assessment code. 
9. Modified J-Integral can also be used to calculate the actual crack driving 
force (primary plus secondary) in LUCF data where there is compressive 
residual stress ahead of crack. A global approach can then be used to predict 
failure and compared with local approach and other successful analytical 
models for highly constraint specimens subjected to warm prestressing. 
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Appendix A-Fracture toughness measurement 
Appendix A. Determination of fracture toughness 
ASTM E 1820 is a standard procedure for measuring fracture toughness for 
mode I loading using a single test. Other ASTM standard procedures for measuring 
fracture toughness are E399, E813, E1152, E1290. A summary of standard 
procedures are given below. Single edge notched bend, SEN(B) and compact 
tension, C(T) are two common specimens for measuring fracture toughness. The 
SEN(B) will be subjected to three-point bending and C(T) to tensile loading up to 
failure point. The required material for manufacturing C(T) specimen is less than 
SEN(B) but is more expensive to machine. Although the C(T) specimen is loaded in 
tension, the crack tip conditions are predominantly bending [TWI-Website]. 
Generally, the notch depth is positioned within the range 45-70% of the specimen 
width, W, giving a lower-bound estimate of fracture toughness, associated with high 
levels of constraint. 
A.l.l. Fracture toughness in terms of K 
Fracture toughness in terms of K is a stress-based measure, depends on the load 
(stress) at failure and geometry. In case of small scale yielding where material 




KSEN(B) = Ii Yz .fSEN(B) (w) (BBN) 2 W 2 
(A.l.2) 
Where P is the fracture load and B is the thickness BN is the net specimen thickness 
and equals to B if the specimens are not side-grooved and W is the specimen width. S 
is the length of span in SEN(B) specimens. The other parameters are as follows: 
(A.l.3) 
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Appendix A-Fracture toughness measurement 
Analogous to K[, J can characterise the fracture toughness. In the case of dominate 
ductile fracture, J should be measured as a function of the crack growth. This J-l1a 
curve is called the fracture resistance curve. 
A.l.2. Fracture resistance curve 
To produce a resistance curve using multi specimens method a number of 
identical specimens loaded to different displacement and then unloaded (see Figure 
A-I). These samples would have different stable crack length. The load and 
displacement, which is usually crack tip opening displacement, were recorded. The 
magnitude of J is measured by: 
where 
and for single edge notched bend specimen 
2ApI J ---pI - B b 
N 0 
where for compact tension specimen 







Appendix A-Fracture toughness measurement 
bo is remaining unbroken ligament and equals to W-a. ApI is the area under load 
versus load-displacement curve corresponding to plastic deformation. The crack 
length was measured after unloading by: 
1. Heating the specimen to 350°C, this will change the colour of the existing 
fracture surface. 
2. Applying fatigue load to generate a fatigue cracked region 
3. Breaking the specimen 
4. Measuring the distance between two fatigued regions; pre-fatigue and post 
fatigue regions, this represents the length of stable crack growth. The 
measurements were done for at least 9 points (see Figure A-2) 
In the compliance method for measuring fracture toughness, only one specimen 
is used to generate a J-iJa curve as shown in Figure A-3. At a point corresponding to 
crack length, ai and crack opening displacement Vi and applied load Pi for SEN(B) 
speCImen: 
J . = [J . + (_2 J( Apl(i) - A pICH ) )].[1- a(i) - aCH) ] 
pIC/) piC/-I) b B b 




Vpl(i) is plastic part of load-line displacement (see Figure A.4) and is given by 
(A. 1.2.7) 




Appendix A-Fracture toughness measurement 
The crack length is determined by: 
a)W = [0.999748-3.9504u + 2.982lu 2 -3.2140&/ + 51.51564u4 -113.031u 5 ] 
(A.l.2.10) 
where: 
1 (A. 1.2. 11) 
where Ci changes in every unloadinglreloading sequences (see Figure A-3) and by 
having crack opening displacement at notched edge, Vm , Ci = ~ 
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Appendix A-Fracture toughness measurement 
Load line displacement 
FigureA-l : Multi specimens method. Reproducedfrom Hertzberg [1995] 
Post Fatigue 
_..--_ jC:L...,J.r:...L...£1;:;t:t--. Fatigue Pre-crack 




















FigureA-3: Single specimen method. (Reproducedfrom Hertzberg [1995] 
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Appendix A-Fracture toughness measurement 
P p //O) 0- J I 
Tfo!O-!) Tfo!(i) 
Load line displacement 
Figure A-4: Definition of plastic area for J-iJa curve (reproduced/rom 
ASTM-EIB20) 
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Appendix B- Contour paths 
Appendix B. Contour paths for Jab and J mod 
In the evaluation of the J-integral using Jmod routine in finite element analysi s a 
focused mesh is more common than rectangular mesh. However, it is shown that that 
normal rectangular mesh is sufficiently precise for this problem. If a rectangular 
mesh is used, care should be taken that ABAQUS and the Jmod routine choose the 
same path in evaluation of l-integral, otherwise the comparison between Jmod and Jab 
is not valid. One preliminary mesh used in this study, which produced an error, is 
shown in Figure B-1 as an example where the chosen path by ABAQUS and Jmod 
routine are not identical. Using the mesh shown in Figure B-1 , the first term of 
equation 7-22 will different from Jab after the sixth contour (0.25 mm), which should 
not be (compare equations 7-21 and 7-22). ABAQUS calculates J integral based on 
an area under P I-P2-P3-P4-P5 while Jmod calculation is based on an area under P 1-
Jm-P5. 
Figure B-1 : Contour paths/or Jab and Jmod 
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Tables 
Table 3-1: Chemical composition of A533B-AEA steel 
C Si Mn P S Cr Mo Ni AI Cu 
0.21 0.28 1.44 0.006 0.005 0.18 0.48 0.67 0.021 0.05 
Table 3-2: Chemical composition of A508 Cl3 steel 
C Si Mn P S Cr Mo Ni AI As 
Block One 0.15 0.23 1.3 0.004 0.003 0.18 0.52 0.72 0.012 0.018 
Block Two 0.15 0.23 1.32 0.004 0.003 0.18 0.52 0.72 0.012 0.018 
Co Cu Nb Pb Sn Ti V W Sb 
Block One 0.013 0.07 <0.005 0.006 <0.005 <0.005 0.005 0.015 <0.005 
Block Two 0.013 0.07 <0.005 0.006 <0.005 <0.005 0.005 0.015 <0.005 
Tables 
Table 3-3 Physical properties of A533B-AEA steel, Smith [2002J 
Temperature Thermal Specific heat Thermal density, p 
(OC) expansion capacity, Cp conductivity, (Kgmm-3) 
coefficient, a (JKg-1KI) A (Wm-1K1) 
(KI) 
2S 1.060E-OS 430 38.4 7.83E-06 
SO 1.072E-OS 4S0 39.41 7.82E-06 
100 l.100E-OS 487 41.08 7.81E-06 
ISO l.132E-OS S08 41.21 7.80E-06 
200 1.16SE-OS S26 40.92 7.78E-06 
2S0 1.200E-OS S42 40.43 7.77E-06 
300 1.23SE-OS S60 39.49 7.75E-06 
3S0 1.2SSE-OS S81 39.07 7.73E-06 
400 1.27SE-OS 60S 38.3 7.72E-06 
4S0 1.307E-OS 630 37.35 7.70E-06 
SOO 1.340E-OS 6S9 36.44 7.68E-06 
SSO 1.354E-OS 696 3S.77 7.67E-06 
600 1.368E-05 746 34.81 7.6SE-06 
6S0 1.376E-OS 823 33.91 7.63E-06 
700 l.4l7E-OS 946 33.84 7.61E-06 
7S0 1.4S2E-OS IS10 58.S3 7.60E-06 
800 1.484E-OS 873 36.4 7.S8E-06 
8S0 l.S13E-OS 619 
900 l.S41E-OS 633 
950 1.S66E-OS 611 





The density, p, was assumed constant at 7.97xIO-6 kgmm-3 
Tables 
Table 3-4: Young's Modulus and Poisson's ratio for A533B-AEA steel 
Smith [2002] 
Temperature E (MPa) v 
(OC) 
-170 220,000 0.294 
-150 220,000 0.294 
20 212,000 0.294 
100 207,231 0.294 
200 201,270 0.294 
300 194,658 0.294 
400 187,072 0.294 
500 178,292 0.294 
600 167,996 0.294 
700 156,182 0.294 
800 142,417 0.294 
900 126,593 0.294 
Tables 
Table 3-5 Stress-strain data for A533B-AEA steel at high temperature 
Smith [2002 J 
Temperature 20 316 538 760 982 
ee) 
Plastic True stress (MPa) 
Strain 
0 370 300 200 41 18 
0.00015 400 334 253 59 19.7 
0.0005 411 349 286 73 20.7 
0.001 412 359 301 83 21.4 
0.002 413 372 313 91 23 
0.005 415 400 330 99 26 
0.01 434 430 347 103 29.3 
0.015 453 455 359 106 3l.5 
0.02 478 475 369 108 33 
0.04 547 534 386 112.5 38 
0.06 594 568 391 116 42 
0.08 622 588 392 118.5 45 
0.1 638 594 120.5 48 
0.12 644 122.5 50.7 
0.15 125 54.5 




Table 3-6 Stress-strain data/or A533B-AEA material at low temperature 
Smith [2002J 
Temperature 17 -10 -50 -90 -150 -170 (OC) 
Total 
True stress (MPa) Strain 
0.005 455 490 517 570 636 661 
0.01 460 495 522 575 641 666 
0.015 475 515 540 585 651 676 
0.02 497 537 560 610 676 701 
0.025 520 560 582 630 696 721 
0.03 540 580 602 647 713 738 
0.035 557 595 620 665 731 756 
0.04 570 610 637 680 746 771 
0.045 585 625 653 697 763 788 
0.05 597 640 670 713 779 804 
0.055 607 650 680 727 793 818 
0.06 617 660 690 740 806 831 
0.065 625 670 702 753 819 844 
0.07 633 677 712 765 831 856 
0.075 637 685 722 775 841 866 
0.08 643 693 730 785 851 876 
0.085 650 700 738 793 859 884 
0.09 655 705 746 800 866 891 
0.095 712 753 806 872 897 
O.l 716 760 813 879 904 
0.105 720 765 817 883 908 
0.11 724 768 823 889 914 
Table 3-7: Stress-strain data for A508 el3 material 
Temperature eC) 20' Temperature (OC) -120" 
-150" 
and Orientation (T) and Orientation (T) (T) 
Total True stress Total True stress Total 
Strain (MPa) Strain (MPa) Strain 
0.003 430 0.003 632 
--
0.007 434 0.004 
-- 710 
0.011 442 0.011 636 710 
0.014 454 0.020 655 719 
0.017 467 0.030 687 738 
0.021 486 0.040 722 768 
0.028 510 0.050 752 795 
0.038 536 0.060 774 821 
0.045 550 0.070 799 844 
0.053 568 0.080 816 865 
0.06 581 0.091 832 883 
0.068 596 0.100 846 901 
0.079 609 0.110 860 916 
0.088 621 0.120 871 932 
0.097 630 0.130 881 944 
0.104 637 0.140 -- 956 
0.115 646 0.150 -- 967 
0.165 666 0.160 -- 979 
*Room temperature material property was taken from Davenport [1993]. 

























Table 3-8: Physical properties assumed for 316H stainless steel 
Temperature Conductivity, A Specific heat, C p Expansion Young's modulus, (oC) (Wmm-1K-1) (JKg-1K1) coefficient, (l E 
(K-1) (Nmm-2) 
20 0.01412 488 1.46E-05 195,600 
100 0.01526 502 1.54E-05 191,200 
200 0.01669 520 1.62E-05 185,700 
300 0.01811 537 1.69E-05 179,600 
400 0.01954 555 1.74E-05 172,600 
500 0.02096 572 1.78E-05 164,500 
600 0.02238 589 1.81E-05 155,000 
700 0.02381 1.84E-05 144,100 
800 0.02523 1.87E-05 131,400 
900 0.02666 1.9E-05 116,800 
1000 0.02808 1.93E-05 100,000 
1100 0.0295 1.95E-05 
1200 0.03093 1.98E-05 
1300 0.03235 2E-05 
1400 0.03378 2.02E-05 
4000 0.03378 589 2.02E-05 
• The density, p, was assumed constant at 7.97xlO-6 kgmm-3, Poisson's ratio, 
v=O.294 
Table 3-9: Mechanical properties assumed for 316H stainless steel 
Temperature 20°C 275°C 500°C 600°C 700°C 800°C 1100°C 
True plastic True stress (MPa) 
strain 
0% 273.12 205.41 192.77 187.69 161.46 121.47 25.3 
0.2% 284.2 215.03 202.1 197.09 167.53 123.45 25.65 
1.0% 328.15 253.31 239.27 234.52 191.7 131.3 27.07 
2.0% 356.69 280.09 266.22 260 205.22 133.52 27.95 
5.0% 420 342.72 327.81 310.59 223.55 134.93 29.82 
10.0% 504.57 425.26 408.21 356.84 232.65 136.07 31.35 
Tables 
Table 4-1: Summary of experimental tests 
Material Specimen Temperature Program Crack! load Number of (OC) history tests 
AR Pre notch 10 
-120 
RNB-D7.7- LUCF Pre notch 10 
U1.25 AR Pre notch 9 
--' 
-150 
Q) LUCF Pre notch Q) S 
..... (I'.l 
00 . RNB-DS- AR EDM notch 0 9 
lr) 
VO.07 -150 <: LUCF EDM notch S 
RNB-DS-
-150 VO.l CUCF Post-EDM 7 
RNB-DI5-
-150 VO.l AR EDM notch 9 
AR Fatigue pre-crack 12 
--' C(T) -170 Q) 
Q) PUCF Fatigue pre-crack 12 ..... (I'.l 
<: AR Fatigue pre-crack 10 ~ 
< SEN(B) -150 I 
CO PUCF Fatigue pre-crack 10 
M 
M 
lr) Modified AR EDM notch S <: 
-150 SEN(B) CUCF Post-EDM 5 
AR Fatigue pre-crack 6 
--' C(T) 20 Q) 
Q) PUF Fatigue pre-crack 6 ..... (I'.l 
::r:: AR Fatigue pre-crack 4 \0 
...... SEN(B) -150 M Edge-
welded Fatigue pre-crack 4 
Note: 
• C(T): Compact tension specimen, B=25mm, W=50mm, alW=0.5, SENB: Single edge notched 
bend specimen, B=IOmm, W=50mm, alW=0.3 
• RNB-D7.7-U1.25: Round notched bar with net section diameter=7.7mm and notch 
radius=1.25mm, RNB-DS-VO.07: Round notched bar with net section diameter=S mm and notch 
radius=0.07mm, RNB-DS-VO.I: Round notched bar with net section diameter=S mm and notch 
radius=O.lmm, RNB-DI5-VO.l: Round notched bar with net section diameter=15 mm and notch 
radius=O.l mm 
• Fatigue pre-crack: The specimen had an fatigue pre-crack prior to pre-loading, EDM notch: The 
specimen had an initial EDM notch, Post-EDM: The specimen was notched after pre-loading 
using a wire erosion with thickness of 0.1 mm 
• AR: As-received, CUCF: Compression (In-plane loading) - Unloading - Cooling- Loading to 
fracture, PUCF: Punching- Unloading-Cooling- Loading to fracture, PUF: Punching- Unloading-
Loading to fracture 
Tables 
Table 4-2: Experimental results of A50BRNB-D7. 7-Ul.25 at -120°C in 
as-received condition 
A50S, RNB-D7.7-U1.25 
As- received, T=-120°C 
Specimen Fracture 
Diameter Diameter Load Stress Strain 
( rpo) ( rpF) ( rpo- rpF) (PF) (CTF) (EF) 
(mm) (mm) (mm) (kN) (MPa) (%) 
1 7.857 6.723 1.134 56.22 1584.4 3l.17 
2 7.881 6.930 0.951 54.90 1456.3 25.71 
3 7.751 6.840 0.911 56.70 1543.8 24.99 
4 7.807 7.110 0.697 55.44 1397.1 18.70 
5 7.895 7.180 0.715 55.50 1371.4 18.99 
7 7.624 6.640 0.984 54.53 1575.6 27.64 
S 7.705 6.180 1.525 49.41 1648.1 44.11 
9 7.701 6.420 l.281 52.18 1612.6 36.39 
10 7.726 6.220 1.506 49.70 1636.5 43.36 
11 7.747 6.620 l.127 55.55 1614.7 31.45 
Maximum 164S.1 44.1 
Minimum 1371.4 IS.7 




. .. 4XPF 
The fracture stresses shown In the tables were determIned USIng CT F =d,2 









Diameter Diameter (¢a-¢F) Load Stress (¢a) (¢F) (PF) (o-F) 
(mm) (mm) (mm) (kN) (MPa) 
Ll 7.716 7.41 0.303 60.94 1412.7 
L2 7.716 7.27 0.445 59.11 1424.3 
L3 7.692 7.28 0.412 61.00 1466.2 
L4 7.724 7.61 0.114 55.99 1231.6 
LS 7.674 7.26 0.406 60.26 1453.2 
L6 7.702 7.36 0.342 59.45 1398.1 
L7 7.720 7.50 0.220 57.71 1306.9 
L8 7.686 7.42 0.266 57.42 1328.6 





. ., 4XPF 
• The fracture stresses shown m the tables were determmed usmg 0-F =A,2 
























Diameter Diameter (rpo-rpF) Load Stress (rpo) (rPF) (PF) ( O"F) 
(mm) (mm) (mm) (kN) (MPa) 
SO 7.842 7.789 0.053 56.01 1176.0 
S2 7.870 7.827 0.044 62.13 1292.0 
S3 7.966 7.845 0.121 32.09 664.2 
S4 7.930 7.911 0.019 60.91 1239.8 
S5 8.198 8.137 0.061 50.64 974.3 
S6 7.950 7.895 0.055 61.28 1252.3 
S7 8.106 7.991 0.115 49.92 995.9 
S8 7.818 7.802 0.016 63.07 l319.9 







. .. 4XPF 
The fracture stresses shown m the tables were determmed usmg 0" F =d,2 


















A508, RNB-D7.7-U1.25, LUCF, T=-120°C 
Specimen Preloading Fracture ~ 
CJ-' 
"""-
Diameter Diameter (t/Jo-{h) Load Stress Strain Diameter (¢r¢F) Load Stress Strain 
i 













W 7.530 7.206 0.324 38.39 941.77 8.79 6.66 0.546 47.51 1364.48 15.76 ;::: ...... 
~ 










P 7.696 7.35 0.346 45.58 1074.99 9.21 6.27 1.080 49.8 1613.71 31.78 
S 7.630 7.287 0.343 41.40 993.17 9.21 6.33 0.957 50.39 1601.86 28.15 
~~ 
c ~ ;::: v. ~a ~. 00 
-. & 7.640 7.296 0.344 43.10 1031.37 9.21 6.32 0.976 50.04 1595.93 28.73 
E 7.630 7.290 0.340 41.81 1002.2 9.12 6.54 0.754 50.52 1506.5 21.84 
c ~ ;::: ~ 
I 
0 
A 7.721 7.587 0.134 41.90 927.27 3.50 6.68 0.907 55.27 1577.85 25.46 :'-l 
'--l 
I 
N 7.669 7.259 0.410 42.00 1015.37 10.99 6.52 0.739 53.69 1608.9 21.47 ~ 
........ 
Maximum 1074.99 10.99 1698.29 33.43 t-v V. 
~ 
Minimum 927.27 3.50 1364.48 15.76 ..... 
I 
........ 





_ 4XPF _ 4 x PJ 
a'F - --2- a'J - --2-
The fracture stresses shown were determined using mp F . The pre-load stresses were calculated mp J 
;::: 
~ ~ ~ a-V:J ...... (1) 
• 
E =2ln~ E =2ln~ 
F ~ J 
The fracture strains were calculated using F .The pre-load strains were calculated ~ 
CIl 
A508, RNB-D7.7-U1.25, LUCF, T=-150°C 
Specimen Preloading Fracture I ~ 
~ 
-Diameter Diameter (¢o-(h) Load Stress Strain Diameter (¢r¢F) Load Stress Strain 






(mm) (mm) (mm) (kN) (MPa) (%) (mm) (mm) (KN) (MPa) (%) ~ 'i;:j 
~ 
L10 7.712 7.510 0.202 40.9 924.72 5.31 7.380 0.13 58.14 1359.86 3.49 ""'i -. ~ 
~ 
Lll 7.666 7.417 0.249 41.7 966.91 6.61 7.270 0.147 57.63 1389.03 3.99 :::s ..... ~ 
-""'i 
L13 7.612 7.366 0.246 40.0 939.13 6.57 7.242 0.124 58.11 1411.47 3.40 ~ ~ 
s::: 
-L14 7.740 7.500 0.24 40.8 923.99 6.3 7.250 0.250 56.58 1371.25 6.78 
..... 
~ 
L15 7.648 7.342 0.306 43.9 1037.45 8.17 7.220 0.122 59.74 1459.94 3.35 
L16 7.694 7.599 0.095 40.7 897.87 2.48 7.250 0.349 56.95 1380.22 9.40 
L17 7.710 7.442 0.268 39.9 917.75 7.08 7.380 0.062 58.11 1359.04 1.67 
n~ 
0 ~ 
:::s v. t:l.... a ~Oo 
-. 0 ~ :::s ~ 
I 
0 
L18 7.702 7.530 0.172 39.8 894.18 4.52 7.240 0.290 60.50 1470.31 7.85 :'-l 
""-l 
I 





Minimum 894.18 2.48 1359.04 1.67 ~ 
..... 
I 







_ 4XPF _ 4 x~ 
a' F - --2- a'J - --2-
The fracture stresses shown were determined using ~ F • The pre-load stresses were calculated ~ J 
:::s 
~ ..., ~ I:T V:2 ...... 
~ 
• 
~ =2ln~ E =2ln~ 
F ~ J 
The fracture strains were calculated using F .The pre-load strains were calculated ~ 
CIl 
A508, RNB-D8-VO.07, LUCF, T=-150°C 
Specimen Preloading Fracture ~ 
CJ-' 
....... 
Diameter Diameter (l/Jo-(h) Load Stress Strain Diameter ( l/Jrl/JF) Load Stress Strain ~ ~ 
( l/Jo) (l/J/) (PI) (OJ) (S/) (l/JF) (PF) ( O"F) (SF) I :'-l 
i (mm) (mm) (mm) (kN) (MPa) (%) (mm) (mm) (KN) (MPa) (%) 





S12 8.180 8.024 0.156 49.361 976.64 3.85 7.891 0.133 70.111 1434.52 3.36 ~ ~ 
...... 
t::l 




S14 7.996 7.98 0.016 48.029 960.79 0.40 7.976 0.005 60.128 1204.18 0.11 s:: ....... 
...... 
~ 
S15 8.390 8.106 0.284 47.445 919.83 6.89 8.086 0.02 67.205 1309.38 0.49 ~~ § ~ 
~v-. 





S17 8.486 8.252 0.234 48.878 914.38 5.59 8.111 0.142 70.708 1369.32 3.46 ~ 
I 




Maximum 995.11 6.89 1452.77 4.88 ~ 
0 
"I 




Average 945.15 3.42 1365.81 2.35 v-. 0 
0 (j 
Note: -. ~ 
• 
_ 4XPF _ 4x~ 
(J' F - --2- (J') - --2-
The fracture stresses shown were determined using mp F • The pre-load stresses were calculated mp J ~ I~ V') 
-t'1) 
• 
E =2ln~ E =2ln~ F J 
The fracture strains were calculated using ~F .The pre-load strains were calculated ¢>, 
r.tl 
Tables 





Diameter Diameter Load Stress 
( r/Jo) (¢F) (¢o-¢F) (PF) (O"F) 
(mm) (mm) (mm) (kN) (MPa) 
A229 15.0 14.884 0.116 191.55 1101.5 
A224 15.0 14.794 0.206 191.78 1116.2 
A215 15.0 14.900 0.100 183.56 1053.2 
A223 15.0 14.850 0.150 186.66 1078.3 
A212 15.0 14.748 0.252 175.92 1030.3 
A220 15.0 14.844 0.156 186.86 1080.3 
A225 15.0 14.920 0.080 172.82 989.0 
A222 15.0 14.918 0.082 189.04 1082.1 







. .. 4XPF 
The fracture stresses shown 10 the tables were determ10ed us10g 0" F =r/,2 



















Table 4-9: Result ofA533B CrT) specimens with fatigue pre-crack at -170°C in 
the as-received condition 
A533B, C(T), a/W=0.5, a=25 (Fatigue pre-crack), W=50, B=25 mm 
As-received, T=-170°C 
Specimen Label Fracture load K1c 
(kN) (MPa.m I/2) 
1 B1218 20.9 36.6 
2 B1232 33.0 57.6 
3 B1234 21.1 36.9 
4 B1216 24.5 42.7 
5 B1238 25.7 45.0 
6 B1225 27.7 48.4 
7 Bl211 25.9 45.3 
8 B1214 26.5 46.2 
9 B1215 31.2 54.6 
10 B1230 27.1 47.3 
11 B1235 20.8 36.3 





• The fracture load was converted to mode I stress intensity factor fracture toughness) using the 
equation (A. 1. 1 ) provided in Appendix A. 
Tables 
Table 4-10: Results for A533B, CrT) specimens with fatigue pre-crack at -170°C 
in the Punching-Unloading-Cooling-Loading to Fracture condition 
A533B, C(T), alW=0.5, a=25(Fatigue pre-crack), W=50, B=25 mm 
Punching-U nload Punching-Cooling-Fracture, T=-170°C 
Specimen Label Fracture load * Surface K/ Indentation (kN) (MPa.m I/2) (mm) 
1 B1213 25.2 -0.45 44.0 
2 B1222 20.4 -0.47 35.7 
3 B1223 16.5 -0.79 28.8 
4 B1227 30.5 -0.49 53.2 
5 B1224 17.8 -0.49 31.0 
6 B1226 25.9 -0.43 45.2 
7 B1221 19.7 -0.47 34.4 
8 B1212 21.5 -0.51 37.6 
9 B1217 29.9 -0.48 52.2 
10 B1237 20.0 -0.46 34.9 
11 B1231 26.9 -0.52 46.9 
12 B1233 26.2 -0.48 45.8 
Maximum -0.43 53.17 
Minimum -0.79 28.78 
Average -0.50 40.81 
Note: 
• The fracture load was converted to mode I stress intensity factor (apparent fracture toughness) 
using the equation (A. I. I ) provided in Appendix A. 
• *This is the average of surface indentation of both sides. 
Tables 
Table 4-11.' Result of A533B SEN (B) specimens with fatigue pre-crack at -150aC 
in the as-received condition 
A533B, SEN(B),alW=0.3, a=15(Fatigue pre-crack),W=50, 8=10, S=192mm 
As-Received, T=-150°C 
Specimen Label Fracture load K1c 
(kN) (MPa.m I/2) 
1 SB23 -20.7 54.2 
2 SB22 -18.4 48.0 
3 SB21 -28.4 74.2 
4 SB31 -18.9 49.4 
5 SB27 -13.9 36.3 
6 SB214 -28.2 73.6 
7 SB32 -23.4 61.0 
8 SB34 -19.l 49.8 
9 SB35 -24.3 63.4 





• The fracture load was converted to mode I stress intensity factor (fracture toughness) using the 
equation (A.1.2) provided in Appendix A. 
Tables 
Table 4-12: Results for A533B-AEA SEN (B) specimens with fatigue pre-crack at 
-150°C in the Punching-Unloading-Cooling-Loading to Fracture condition 
A533B, SEN (B), alW=0.3, a=15(Fatigue pre-crack),W=50, B=10, S=l92mm 
Punching-Unload Punching-Coo ling-Fracture, T=-150 °c 
Fracture load * Surface KJ Specimen Label Indentation (kN) (MPa.m Il2) (mm) 
1 SB39 -18.0 -0.27 47.0 
2 SB315 -18.4 -0.19 48.0 
3 SB313 -14.6 -0.20 38.2 
4 SB311 -16.8 -0.25 43.9 
5 SB314 -26.0 -0.2 68.0 
6 SB310 -26.2 -0.22 68.3 
7 SB38 -23.1 -0.21 60.3 
8 SB37 -22.6 -0.48 59.1 
9 SB312 -17.6 -0.17 46.0 
10 SB36 -31.3 -0.20 81.6 
Maximum -0.17 81.64 
Minimum -0.48 38.22 
Average -0.24 56.05 
Note: 
• The fracture load was converted to mode I stress intensity factor (apparent fracture toughness) 
using the equation (A.l.2) provided in Appendix A. 
• *This is the average of surface indentation of both sides. 
Tables 
Table 4-13: Result of A533B-AEA modified SEN(B) specimens with EDM notch 
at -150°C in the as-received condition 
A533B, Modified SEN(B), alW=0.3, a=15 (EDM notch), W=50, B=10, S=192mm 
As-received, T=-150°C 
Specimen Label Fracture KJ 
load (kN) (MPa.m I/2) 
Standard * 
FE 
Analytical Elastic- Elastic Plastic 
1 SB29 -45.69 119.4 118.6 106.4 
2 SB212 -35.23 92.0 88.5 82.08 
3 SB213 -30.18 78.8 74.6 70.3 
4 SB25 -24.l1 63.0 58.5 56.1 
5 SB210 -30.61 80.0 75.8 71.3 
6 SB26 -16.59 43.3 39.3 38.6 
7 SB24 -30.85 80.6 76.4 71.8 
8 SB211 -28.l4 73.5 69.1 65.5 
Maximum 119.4 118.6 106.4 
Minimum 43.3 39.3 38.6 
Average 78.8 75.1 70.3 
Note: 
• *The fracture load was converted to mode I stress intensity factor (apparent fracture toughness) 
using the equation (A.l.2) provided in Appendix A. 
Tables 
Table 4-14: Result of A 533B-AEA modified SEN(B) specimens with EDM notch 
at -150°C in the Compression-Unloading-Coo!ing-loading to Fracture 
A533B, Modified SEN(B), a/w=0.3,a=15 (EDM notch), W=50, B=10, S=192mm 
CUCF, T=-150°C 
Specimen Label Fracture KJ (MPa.m Il2) load (kN) 
Standard * 
FE 
Analytical Elastic- Elastic Plastic 
1 SB1262 -l3.83 36.1 32.5 32.2 
2 SB28 -12.69 33.2 29.7 29.5 
3 SB1264 -25.09 65.5 61.0 58.4 
4 B1254 -12.44 32.5 29.1 28.9 
5 B1252 -17.82 46.6 42.4 41.5 
Maximum 65.5 61.0 58.4 
Minimum 32.5 29.1 28.9 
Average 42.8 38.9 38.15 
Note: 
• *The fracture load was converted to mode I stress intensity factor (apparent fracture toughness) 
using the equation (A.1.2) provided in Appendix A. 
A508, RNB-D8-VO.l, CUCF, T=-150°C 
Specimen Preloading Introducing Fracture 
notch 
Diameter Diameter Load Stress Diameter Diameter ( tPJrtPF) Load Stress 
( tPo) ( tPI) (PI) (OJ) (tPN) (tPF) (PF) (aF) 
(mm) (mm) (KN) (MPa) (mm) (mm) (mm) (kN) (MPa) 
A228 8.5 8.748 -58 -965.5 8.25 8.132 0.118 27.05 521.1 
A219 8.5 8.698 -54 -909.3 8.25 8.209 0.041 29.28 553.5 
A210 8.5 8.758 -53 -880.2 8.25 8.102 0.148 18.42 357.5 
A211 8.5 8.782 -54 -891.9 8.25 8.131 0.119 37.36 719.9 
A214 8.5 8.702 -54 -908.4 8.25 8.086 0.164 24.36 474.6 
A216 8.5 8.780 -54 -892.3 8.25 8.060 0.190 19.38 380.1 
A213 8.5 8.778 -54 -892.8 8.25 8.210 0.040 26.26 496.3 
Maximum -965.5 719.9 
Minimum -880.2 357.5 






_ 4 X PF _ 4 xPJ (J F - --2- Q'"J - --2-
The fracture stresses shown were detennined using -n:¢ F . The pre-load stresses were calculated -n:¢ J 
• 
EF = 2In ¢IN E
J 
= 2In ¢lo 
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Table 4-16: Results for 316H stainless steel C (T) specimens with fatigue pre-
crack at 20°C in the as-received condition and Punching-Unloading-Loading to 
fracture conditions 
316H, C(T), alW=O.5, a=25, W=50, B=25 and BN=20 mm 
As-received, T=20°C 
Specimen Label Crack growth J 
(mm) (KJ/m2) 
1 P223 0.25 388 
2 P233 0.74 677 
3 P232 0.80 781 
4 P221 3.19 1920 
5 P235 0.59 718 
6 P231 l.22 1098 
316H, Punching- Unload Punching- Loading to Fracture, T=20 °C 
1 P212 0.15 321 
2 P234 0.34 522 
3 P222 0.49 650 
4 P213 1.43 803 
5 P214 l.23 997 
6 P225 l.77 1301 
Tables 
Table 4-17: Results for 316H stainless steel SEN(B) specimens with fatigue pre-
crack at -150°C in the as-received condition 
316H, SEN(B), alW=O.3, a=15 (Fatigue pre-crack), W=50, B=IOmm 
As-Received, T=-150°C 
Specimen Label Crack growth J 
(mm) (KJ/m2) 
AR-Multi P244 0.23 77.8 
P263 0.17 48.2 
P264 0.21 73.3 
0.53 148.2 
0.75 179.2 
AR-Single PIAl 0.98 19l.8 
l.2 220.7 
1.4 273.0 
Table 4-18 Resultsfor 316H stainless steel SEN(B) specimens with fatigue pre-
crack at -150°C in the edge-welded condition 
316H, SEN(B), alW=O.3, a=15 (Fatigue pre-crack), W=50, B=10mm 
Edge-welded, T=-150 °c 
Specimen Label Crack growth J 
(mm) (KJ/m2) 
Welded-Multi PIAIO-W 0.33 84.7 
W2 0.22 59.5 
0.19 87.6 
0.58 141.3 
PIA8 0.79 164.8 
0.99 186.2 
Welded-Single 1.21 216.4 
0.64 132.0 
0.96 191.0 
PIAII 1.29 211.0 
1.99 217.0 
Tables 
Table 5-1 Mesh refinement in the FE models ofCUCF cycles 
Model X,mm Y,mm Z,mm 
Crack introduced by changing 
boundary condition 0.25 0.114 1.00 
Sharp notch by removing element 0.025 0.38 0.93 
Sharp notch by removing element 0.017 0.055 0.625 
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1250 Esshete steel 
Edge-welded 
ABAQUS-BE 




BU (Long, Trans, Normal)-
After cracking 
BE (Long, Trans)-Before 
cracking 
316H stainless steel 
Edge-welded Partial quenched 
ABAQUS- BE ABAQUS-BU Sysweld- Serco assurance 
BU (Long, Trans, Normal) BU (Long, Trans, Normal) 
JRC (Long, Trans, Normal) 












Table 7-1 :Summary of R6 assessment data for A533B-AEA 
Fracture load, K? 
Material Specimen L, Kr (kN) (MPa.mO.5) 
U SB29 -45.69 106.46 0.816 1.514 
0 
" 0 SB212 ...... -35.23 82.09 0.629 l.l68 (1) I£) 
~ ...... I 
< .d' SB213 
-30.18 70.32 0.539 1.000 
-c:) 
~ B Q) 0 >- SB25 -24.11 56.18 0.431 0.799 .-Z Q) I (,) ~ ::E Q) SB210 ~ ~ -30.61 71.32 0.547 1.015 I 
~ Q (/) I£) WJ --< < 
" 
SB26 -16.59 38.65 0.296 0.550 
---~ SB24 -30.85 71.88 0.551 '-" 1.022 ~ SB211 -28.14 65.57 0.503 rJ) 0.933 
Notes: 
• Modified SEN(B): Single edge notched bend specimen, S=192 mm, B=10 mm, 
W=50 mm, a/W=0.3 (the specimens was notched using a wire erosion with 
thickness of 0.1 mm).There was an initial shallow notch, R=12.S mm for pre-
loading 
• J<P was calculated based on SIF solution from elastic FE analysis 
- -
I 
A533B-AEA steel, Modified SEN(B), EDM Notch, -150°C ~ 
c:J-' 
......... 
Detailed p(l) Detailed pC) CUCF K S uncracked Simple p K s = Kuncracked body KS=Klmod Kr=K1moofKmat 
KP body K
S from 
Fracture Jmod Lr 
analysis 
load (kN) (MPa.m0
5) analysis (MPa.m0 5) (MPa.m0 5) 

































B1252 -17.82 41.52 45.9 423 0.318 0.352 0.047 1.29 0.027 1.271 -0.010 1.233 - 1.118 ~ I 
~ 
------- '---- - '----- - '--- ~ 
• Note -. ~ 
• Modified SEN(B): Single edge notched bend specimen, S=192 mm, B=10 mm, W=50 mm, aJW=0.3 (the specimens was notched using a wire erosion 




• CUCF: In-plane loading (compression)- unload- cooling- loading to fracture ~ 0 
~ 
• (1) K/ is calculated by evaluating effective crack size and then tP and \l' were extracted to calculate detailed p t::l... ..., 
-. 
...... ~ 
• (2) K/ was calculated directly from modified J-Integral which equals to 42.33 MPa.mo 5 and then tP and \l' were extracted to calculate detailed p 




Table 7-3: Degree of conservatism of R6 prediction compared to experimental 
results 
Average of Simple p Detailed p' II Detailed pi I ) Kr=K JmodlKmal CUCF data KS=Kuncracked body analysis KS=KJmod 
Lr 0.2924 0.1607 0.1708 0.2191 0.2371 
Conservatism of R6 code 45 % 41 % 25 % 21 % 
Note: 
(I) The predicted critical load (Lr) by R6 assessment was determined from the 
assessment line produced using different assumption of plasticity corrections (p ) 
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Figure 2-1: Fracture loading mode 
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Figure 2-2:EfJect of specimen thickness on Mode I fracture toughness, 
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Figure 2-3: Toughness dependency of Ferritic and Austenitic steel, Reproduced 
from R6-Revision4 [2000). 
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Figure 2-4: Schematic of cleavage fracture surface, Reproduced from 
Kerlins et al [1987] 
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Figure 2-5: The coupling 0/ temperature, stress, and microstructure, reproduced 
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Figure 2-6:Superposing o/residual stress and service load reproduced/rom 
[Totten et aI, 2002J 
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Figure 2- 7: Schematic representation of changes of temperature and stresses 
during welding. (a) Weld. (b) Temperature change. (c) Stress, CJx· Reproduced 
from ASM handbook [1983] 
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Figure 2-8: The effect of welding residual stress in reducing load-carrying 
capacity due to welding. P 1 is the plate without residual stress and S1 is a plate 











[After Sharples et ai, 1999] 
2 .5r-~---1' __ -----r------~-------r---~==~=======c======~======~ 
o Residual stress = 16%yield (114 scale SK3) 
• Re sidual slress • 23%yield (Full scale 15) 
• Residual slress ; 4S%yicld (Full scale 25) 
o Residual stress = 47%yield (Full scale 35) 
+ Residual slress = S7%yicld (114 sca le 5 1) 
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Lr fe r spec imen containing residual stress 
Figure 2-9: Ratio of load-carrying capacity of aluminum alloy plates with and 
without residual stresses as afunction of Lr=(Applied load/Plastic limit load) , 












Figure 2-10: Mechanical relaxation of residual stress: (A) initial residual stress 
distribution,' (b) application of uniform tensile force,' (c) final residual stress 
distribution after removal of tensile force, 
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Figure 2-11: Idealization of warm pre-stress cycles 
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Figure 2-12: General indication of quantitative benefits of LCF, LCUF and 
L UCF cycles, reproduced from Burdekin [1999]. 
(a) Tensile loading (b )Unloading 
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Figures 
(c )Generated residual stress 
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Figure 2-14: Prediction of a L UCF cycle for a case of I= 1,2 and n= 10, 
Different models of Chell [1980j, Chell and Haigh [1986] and Smith and 
Garwood [1990] are compared, reproducedfrom Burdekin [1999] 
Figures 
Stress Intensity Factor 
Figure 2-15: Schematic of probabilistic fracture analysis, reproduced from 
[Anderson 1995]. 
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Figure 2-16: Weakest link theory, reproducedfrom [Ruggieri, 1998} 
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Figure 2-17: Schematic offracture process zone 











Figure 2-18: An example of non-uniqness of We ibull parameters calibrated 
using small scale yielding model. Different pairs of m and O'u can be found to 
satisfy equation 2-42.0'0 is the yield point of material. 
Ou:.c 
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Figure 2-19: Calibration of Weibull parameters based on toughness scaling 
between crack configurations A and B. Configuration A corresponds to a higher 
constraint level. (a) O'w vs. J curves showing the evolution of O'w as J increases. 
(b) toughness scaling diagram (JA vs . .I), each pair of J -values on the curve 
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Figure 2-20: Introducing a residual stress fie ld by welding a pre-stressed plate 
[After Sharples et aI, 1999] 
Figures 
Figure 2-21: Generating residual stress in Single edge-notched specimen 












Figure 2-22:Generating a residual stresses field around the crack tip by 
indenting an A 16061-T6 cracked panel with three different rigid ring punches, 
reproduced from [Lim et al 2003}. 
Figures 
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Figure 2-23: Schematic of side-punching using a pair of punching tool on 











Figure 2-24: Parametric study of side-punching in compact tension specimen 
Figures 
Radius of Punch, R 
x 
Figure 2-25: Generation of tensile (left, XIR=1, YIR=1.2) and compressive 
(right, XIR=-1, YIR= 1.2) residual stress fields by side-punching in A12024. The 
punch radius was 10 mm. [ Mahmoudi, 2005] 
Radius of Punch, R 






Figure 2-26: Generation of tensile residual stress by side-punching to study 
creep in 316H stainless steel. He studied (XIR=1 and YIR=1.16), (XIR=O. 75 and 
YIR=1.16) (XIR=1 and YIR=1) and in a special case shown in the right figure 
(XIR=0.5 and YIR=1) [Hossain, 2005] 
Figure 2-27:Reduction of apparent fracture toughness after side-punching in 
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--- - Fitted line to DP(Com) 
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Figure 2-28: The experimental data obtainedfor Al2024 components and the 
amount of alteration in apparent fracture toughness for each set of specimens 
containing different residual stress fields [Mahmoudi, 2005 J 
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(c )Generated residual stress 
Figure 2-29:The modified SENE specimen with thickness of 20 mm to introduce 
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Figure 2-31: Comparisons of different methods of residual stress measurements 
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Figure 2-32: Application of neutron diffraction in residual strain measurement 
distribution along the ligament ahead of crack tip in the mid-plane of an as-
punched C(T) specimen[Hossain, 2005}. 
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reference hole 
2- Measure reference 
hole diameter using air probe 
3- Trepan core around hole 
using EDM 
Figures 
4- Measure reference 
hole diameter using air probe 
Figure 2-33: Brie/summary o/the Deep hole drilling method 
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Figure 3-1 :A533B-AEA material and position of specimens 
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Figure 3-4: Extrapolation of reference yield stresses to estimate yield stresses at 
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Figure 3-7:Configuration of RNB-D 7. 7-UI .25. Dimensions are in mm. 
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Figure 3-8: Configuration of RNB-D8-va. 0 7, Th e specimen designed for notch 
radius= O.1 but after manuf acturing the EDM notch was measured as 0.07. 
Dimensions are in mm. 
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Figure 3-9: Configuration ofRNB-D15-VO.l. Dimensions are in mm. 
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Figure 3-10: Schematic of tensile pre loading a round notched bar to introduce a 







Tensile residual stress 
Figure 3-11: Finite element simulation of side-punching using a pair of 
punching tools. Due to the two symmetry planes; X-Z and X-Y, only a quarter of 
the C(T) needs to be modelled. a) Typical finite element mesh. b) Contours 
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Figure 3-12: Residual stress distribution normal to crack tip along W-a=25 after 
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25 
Figure 3-1 3: Residual stress distribution normal to crack tip along W-a=25 after 
Punching-Un loading punch. Material was A533B-sg. The CrT) had W=50mm , 
a=25mm, B=10mm. 
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Figure 3-14: Finite element simulation of side-punching using two pairs of 
punching tools. a)Due to the two symmetry planes X-Z and X- Y, only a quarter of 
the C(T) needs to be modelled. b) Typical finite element mesh. c) Contours 
results of (jyy for the 25 mm thick ofC(T) specimen. The grey regions represent 
tensile residual stress. 
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Figure 3-15: Schematic diagram of side-punching on CrT) and SEN (B) 
specimen. The magnitude of X was chosen as 12.5 mm 
~I 
I~ 250 








Figure 3-16: Schematic of in-plane loadingfor designing a SEN(B) type 
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Figure 3-17: Schematic of in-plane loading for round notched bar. Axial 
compressive load was applied on a round bar with shallow notch, then unloaded 
and subsequently a sharp notch was introduced in the specimens. Dimensions 








D=60 a) Quenching process 
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b) Introducing a notch 
by removing part C 
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Figure 3-18: Typical mesh for simulation of introducing a "V" notch in a 
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Figure 3-19: Residual stress distribution for a 316H stainless steel quenched 
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Figure 3-20: Axial residual stress distribution for a 316H stainless steel in three 
different cases (a) a (V) notched was introduced after quenching (N-QRB) , (b) a 
sharp notch with diameter of 0.1 mm was introduced after quenching (N-QRB), 
(c) quenching a (V) notched round bar (Q-RNB) . The final net section diameter 


















Figure 3-21: Typical mesh for simulation of quenching a notched round bar 
(Q-RNB) 
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Figure 3-22: Triaxiality factor variations for a 316H stainless steel in three 
different cases (a) quenched round bar (Q-RB) stress distribution for (b) a (V) 
notched has been introduced after quenching (N-QRB), (b) quenching a 
(V)notched round bar (Q-RNB). The final net section diameter was assumed 30 
mm and length of bar was L=120mm. 
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Figure 3-23: Schematic model of a N-QRB with a 0.1 mm diameter notch. The 
final net section diameter was assumed 30 mm and length of bar was L= 120mm. 
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Figure 3-24: Comparison ofaxial residual stress distribution in different round 





Figure 3-25: Schematic layout of the partial quenching process of a beam 
specimen. The specimen was heated to 6000 Cin the furnace and then dropped in 































Figure 3-26: Typical temperature-time curve measured during cooling at the 







Figure 3-27: Typical meshfor finite element simulation of partial quenching 
using a quarter of beam. The depth of quenching was 15 mm. S. P. is indication 
of the symmetry plane. The mechanical boundary conditions for static analysis 
were two symmetry planes and one fixed line in transverse direction (Utrans=O). 
I Trans ~ 
L Normal 
15 mm water 
quench I Trans 
LLong 
Figure 3-28: Typical mesh for finite element simulation of partial quenching 
using half of beam. The depth of quenching was 15 mm. The mechanical 
boundary conditions for static analysis were one symmetry planes and 'simple 
supported beam constraint' (one fixed displacement constraint on the left and 
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Figure 3 _ 29: Temperature _ tim e curve predicted by fi nit eel e me nt ana lys is during 
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Figure 3-30:Prediction of longitudinal residual stresses due to partial 
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Figure 3-31: Prediction of transverse residual stress due to partial quenching, 
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Figure 3-3 2:Prediction of normal residual stress due to partial quenching, 











Figure 3-33 : Typical FE mesh illustrating half mode l of beam specimen. A 15 
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Figure 3-34: Prediction of redistribution of longitudinal residual stress 
f ollowing an introduction of 15 mm notch. Dep th of quenching was 15 mm and 
crack was introduced at the quenched side. Material was 316H stainless steel 
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Figure 3-35: Typical FE mesh illustrating half model of beam specimen. The 












Figure 3-36: Typical FE mesh illustrating half model of beam specimen. A 15 
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Figure 3-37: Prediction of redistribution of longitudinal residual stress 
following an introduction of 15 mm notch. Depth of quenching was 15 mm and 
crack was introduced in the middle of the beam. Material was 316H stainless 
steel. The aim was to design a CCT fracture specimen 
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15 mm water 
quench I Trans 
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Fi?ure 3-38: Typical FE mesh illustrating half model of pre-notched beam 
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Figure 3-39:Prediction of longitudinal residual stress follo wing quenching a 
pre-notched beam specimen. Depth of quenching was 15 mm and 15 mm sharp 
was on the opposite side of quenching. Material was 316H stainless stee l 
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Figure 3-40: Typical FE mesh illustrating half model of pre-notched beam 
specimen. The dep th of crack was 15 mm and the dep th of quenching was 5 mm. 
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Figure 3-41 :Prediction of longitudinal residual stress fo llowing quenching a 
pre-notched beam specimen. Depth of quenching was 5 mm and 15 mm sharp 
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Figure 3-42: Prediction of longitudinal residual stresses due to partial 
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Figure 3-43: Prediction of transverse residual stresses due to partial quenching, 
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Figure 3-44: Prediction of normal residual stresses due to partial quenching, 
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Figure 3-45: Prediction of redistribution of longitudinal residual stress 
following an introduction of 15 mm notch. The depth of quenching was 15 mm 














Figure 3-46: Typical residual stress distribution in butt welded plate , reprint 




(bl (el . (d) 
Figure 3-47: Residual stress distribution in a edge-welded beam, (a) general 
configuration, (b) Stress caused by shrinkage, (c) Stress caused by bending, (d) 
Residual stress distribution, reprint ASM handbook [1983] 
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Figure 3-48: Set of edge-welding process of beam specimens. The beam was then 
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Figure 3-49: Redistribution o/residual stresses in edge-welded beam after 
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Figure 3-50:Comparison o/residual stresses distributions in an edge-welded 
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Figure 4-1 : Pre loading RNB-D 7. 7-U1.25 at room temperature . Reduction in 





































Specimen S, -120°C 








RNB-07 .7-U1 .25 • Il. 
• AR 
0.8 Il. LUCF '-f--
~ 0 0 
Q) 










• Il. ..c 0 
I-
a.. 
• Il. 0.2 
• Il. 
~ 
0.0 I I I I I 
1100 1200 1300 1400 1500 1600 1700 1800 
Net section stress, MPa 
Figure 4-3:Distribution offracture test data for as-received (A R) and Warm pre-
stressed (LUCF) for A508 steel RNB-D 7. 7-Ui . 25 specimens at -i 20aC 
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Figure 4-4: Distribution offracture test data for as-received (AR) and Warm 
pre-stressed (LUCF) for A508 steel RNB-D 7. 7-Ui .25 specimens at -i50aC 
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Figure 4-5: Distribution offracture test data for as-received (AR) and Warm 
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Figure 4-6: Distribution of fracture test data for as-received (AR) for A508 steel 
RNB-Dl 5- VO. l specimens at -l 50°C 
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Figure 4-7: Evidence of shear lips at -120°C, Specimen ID=8 
Figure 4-8: Indication of cleavage fracture at -150°C, Specimen ID=Ll 0 
+0. 1 
- 0 .1 
37,5 
+ 0 ,1 
- 0 .1 





5,0 --14-___ 17,5 
50,0 
Figures 
i r- 25.~g: l 
o I 









___ ____ __ ~- -- _______ \A 
, 
- --- - 1--- - - -








Figure 4-9: Compact tension, CrT) specimen. All dimensions are in mm. 
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Figure 4-10: Single edge notch bend, SEN (B) specimen. 
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Figure 4-1 1: Cycle of punching and unloading of CrT) specimen at room 
temperature 
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Figure 4-13: Distribution of fracture test data for as-received(AR) and following 
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Figure 4-14: Distribution of fracture test data for as-received(AR) and follo wing 




Figure 4-15: Details of cleavage fracture surface of a CrT) test at - 170°C 
Figure 4-16: Details of cleavage fracture surface of a SEN(B) test at -I 50°C 
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Figure 4-1 7: CrT) specimen made of 316H stainless steel, side-grooved in AR 
condition and in PUF condition (after Punching-unloading) . 










Figure 4-18: Clip gauge extensometer arrangement for measuring crack mouth 
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Figure 4-19: 316H stainless steel resistance curves at room temperature in AR 
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Figure 4-20: Stress intensity factor solution for a modified SEN(B) specimen 
used in CUCF test. The approximation formula are valid if load (F) is given in 
kN and stress intensity factor (K) in MPa. mO.5 
Figure 4-21: Distribution of f racture test data for as-received(A R) and fo llowing 
in-plane loading (CUCF) f or A533B steel SEN(B) specimens at -I 50aC 
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Figure 4-22: Distribution of fracture test data for as-received(AR) and follo wing 
in-plane loading (CUCF) for A508B steel RNB specimens at -I50aC. AR data are 
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Figure 4-24: Clip gauge extensometer arrangement for measuring crack tip 
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Figure 4-25:J-L1a curve of 316H stainless steel at -1 50°C.Multi and Single 
specimen method were used to create J- L1a for as-received (AR) and edge-welded 
beam specimens. 




Figure 4-26: Ductile crack growth in 3i6H stainless steel at -i50aC 
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Figure 5-1: Details of FE mesh of RNB. Axisymmetric model was used to model 
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Figure 5-2:Preloading effect at room temperature for RNB-D7. 7-UI. 25. Finite 
element analysis is compared with experiments. Reduction in diameters of 
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Figure 5-3: Residual stress distribution in RNB specimen after Loading and 















Figure 5-5: Typical 3-D mesh of SEN(B) for modelling of side-punching, 
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Figure 5-6: Comparison of Load-displacement curve during side-punching, 
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Figure 5-7: Comparison of Load-displacement curve during side-punching, 
unloading between experiments and FE in SEN(B) specimen with fatigue pre-
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Figure 5-8: Contours results of residual stress normal to the crack in C(T) and 
SEN(B) specimens. Grey contour is tensile residual stress in a quarter of C(T) 
model after punching-unloading 
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Figure 5-9:Residual stress distribution normal to crack tip along W-a=25 after 
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Figure 5- 10: Residual stress distribution normal to crack tip along W-a =35 after 
Punching-Un loading punch in the centre o/the SEN(B) . 
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Elasti c region 
Figure 5-11 : Typical mesh for simulation of (a) in-plane loading and (b) 
unloading in a modified SEN(B) . A quarter of the model, due to symmetry 
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Figure 5-1 2: Relationship between applied disp lacement and applied load in 
parametric study offinding suitable pre loading level in in-p lane loading. 
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Figure 5-1 3: Residual stress generated after In-plane loading and unloading 
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Figure 5-1 4: Variation of back-strain (longitudinal direction) of SEN (B) during 
co mp ress i 0 n-unloadi ng 
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Figure 5-15: Typical 3D mesh for simulation (front view) of introducing crack by 
releasing boundary conditions in the plane of symmetry (left) or introducing a 
sharp notch by removing elements incrementally (right) . The red region was 
considered as the fracture process zone in the evaluation of Weibull stresses. 
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Figure 5-16:Typical mesh for SEN(B) using submodelling technique . Right is 
global model and left is submodel 
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Figure 5-1 7: Residual stress distribution after in-plane loading, Un loading and 
after introducing notchlcrack. 
End of Compression 
Loading 
End of Unloading 
'" " , ,,'-- -- .... , 
" , 






























Figure 5-i8: Extent of plastic zone of 3D FE analysis (Von Mises >yield) 










Figure 5-19: Schematic definition of Isotropic and Kinematic hardening, In 
Isotropic hardening yield surface expands following tensile yielding and in 
Kinematic hardening yield surface Shifts following tensile yielding and the 




ro 1200 a.. 
~ 
..r:: 1000 () 
....-
e 800 c 
e 





ro 200 E 
l-
e 0 Z 
-200 
-400 
o 5 10 15 
180- After In plane loading-Unloading 
180- After introducing notch 
KIN-After In plane loading-Unloading 
KIN-After introducing notch 
20 25 30 35 
Distance from notch root, mm 
Figures 
Figure 5-20: Comparisons of Isotropic hardening (ISO) and Kinematic 
hardening (KIN) in-plane loading. The notch was introduced incrementally in 
eight steps by removing elements 
Uy=O 
Figure 5-21: Typical 3D mesh (front view) for simulation of reloading to 
fracture (three point bending) in CUCF cycle . 
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Figure 5-22:Details ofaxisymetric FE mesh fo r simulation ofCUCF in RNB 
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Figure 5-24: Experimental data showing enhancement of apparent fracture 
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Figure 5-25:Details of FE mesh for experimental data of Smith and Garwood 
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Calibrated parameters, m=4, Vo=0.01 mm3 
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Figure 5-26: Calibration of Weibull parameters for Smith Garwood data 
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Figure 5-27: Comparison of Prediction using CrT) and SEN(B) specimen for AR 
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Figure 5-28: Comparison offailure Prediction using CrT) and SEN (B) 
specimens using 2D and 3D FE models for AR data of Smith Garwood data 
[1990b} and Fowler [1998} 
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Figure 5-29: Prediction of WPS effect, Data belongs to Smith& Garwood 
[1990bJ and Fowler [1998J and Fowler [1998J 
Figures 
1.0 
RNB-D7.7-U1 .25 A 
• AR 0.8 A LUCF 
~ 0 ~ AR, calibrated 
~ -b- LUCF , Predicted 
:J 
ro 0.6 Calibrated parameters, 
'+- Vo=0.001 mm3,m=23 
'+-
0 









1100 1200 1300 1400 1500 1600 1700 1800 
Net section stress, MPa 
Figure 5-30: Prediction offailure f ollowing Warm pre-stressing (LUCF) for 
A 508 steel RNB-D 7. 7-U1.25 specimens at - 120aC 
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Figure 5-31: Prediction of fa ilure fo llowing warm prestressing (L UCF) for A508 
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Figure 5-32: Prediction offailure fo llowing warm pre-stressing (LUCF) for 
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Figure 5-33: Prediction offailure in as-received condition for A508 steel RNB-
DJ5- VO. J specimens at - J50°C 
Figures 
1.0 r ------------------.. 
T AR , Fowler, 1998 
6- LUCF , Fowler,1 998 
0.8 -- AR, Cal ibrated 
:::R 0 Calibrated parameters, 
I Vo=O.01mm
3
, m=8 Q) 
..... 













0.0 ~----~----~------~----~----~ o 50 100 150 200 250 
KI- MPa.m0 5 
Figure 5-34: Investigation of WPS using CrT), B=6mm, ,aIW=O.5, temp=- 170°C 
[Fowler, 1998] 
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Figure 5-35: Calibrated Weibull parameters to AR data of A533B-AEA steel 
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Figure 5-36: Calibration of Weibull parameters and prediction offailure for as-
received data of A533B-AEA steel at low temperature 
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Figure 5-3 7: Prediction of failure fo llowing side-punching (P UCFj, C (Tj , 
Fatigue Pre-cracked, a/ W=O.5, -i 70aC 
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Figure 5-38: Prediction off ailure fo llowing side-punching, SEN(Bj , Fatigue 
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Figure 5-39: Prediction offa ilure fo llowing in-p lane loading, SEN (B), 0. 1 mm 
EDM notch, a/ W=0. 3,-150°C. 
Calibrated parameters 




































• AR , RNB-D8-VO.07 
El CUCF, RNB-D8-VO.1 
- AR, Calibrated 
_ . _ . CUCF , Predicted 
O .O~ ______ ~ ______ ~ ______ ~----~------~------~ 
1800 
o 300 600 900 1200 1500 
Net section stress ,MPa 
Figure 5-40: Prediction of fa ilure fo llowing in-plane loading of RNB specimen, 
at -i50°C. The AR data belong to RNB-D8- VO. 07 and CUCF belong to 
RNB-D8- VO. l 
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Figure 6-1: Position of ND measurement in a quenched 316H stainless steel 
specimen. Dimensions are in mm. 
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Figure 6-2: Position of ND measurement in quenched A533B-AEA steel 
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Figure 6-3: Position ofND measurement in edge-welded 316H (L=250, W=50, 
B=10 mm) and Esshete (L=140, W=50, B=10 mm) beams before introducing a 
notch. The position of an earlier SYN measurement carried out by BE on 316H 
and Esshete beam is also shown. 
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Figure 6-4: Position of ND measurement in an Esshete beam (L= 140, W=50, 
B= 10 mm) after introducing notch. The final radius of notch tip was 0.1 mm 
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Figure 6-5: Schematic layout of a neutron diffractometer. The rectangular beam 
was scanned in one line at two different relative positions of incident beam to the 
specimen. The specimen moved in transverse directions in both positions. L: 
Longitudinal, T: Transverse, N: Normal 
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Figure 6-6:Longitudinal residual strains in a quenched stainless steel specimen 
measured by neutron diffraction 
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Figure 6-7: Transverse residual strains in a quenched stainless steel specimen 
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Figure 6-8: Normal residual strains in a quenched stainless stee l measured by 
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Figure 6-9: Longitudinal residual stress in a quenched stainless steel specimen 
measured by neutron diffraction 
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Figure 6-10: Transverse residual stress in a quenched 316H stainless steel 
measured by neutron diffraction 
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Figure 6-11.' Normal residual stress in a quenched 316H stainless steel 
measured by neutron diffraction 
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Figure 6-1 2: Longitudinal residual strain in a quenched A533B-AEA steel 
specimen measured by neutron diffraction 
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Figure 6-13 : Transverse residual strain in a quenched A533B-AEA steel 
specimen measured by neutron diffraction 
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Figure 6-14: Normal residual strain in a quenched A533B-AEA steel specimen 
measured by neutron diffraction 
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Figure 6-15: Long itudinal residual stress in a quenched A533B-AEA steel 
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Figure 6-16: Transverse residual stress in a quenched A533B-AEA stee l 
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Figure 6-17: Normal residual stress in a quenched A533B-AEA steel specimen 
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Figure 6-1 8: Longitudinal residual stress in an edge-welded 316H stainless steel 
specimen measured by Bristol University (B U) using neutron diffraction 
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Figure 6-19: Transverse residual stress in an edge-welded 316H stainless steel 
specimen measured by Bristol University (B U) using neutron diffraction 
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Figure 6-20: Normal residual stress in an edge-welded 316H stainless steel 
specimen measured by neutron diffraction 
Figure 6-21: Longitudinal residual stress in a edge-welded Esshete steel 
specimen measured by neutron diffraction 
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Figure 6-22: Normal residual stress in an edge-welded Esshete steel specimen 
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Figure 6-23: Residual stress in an edge-welded Esshete stee l specimen measured 
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Figure 6-24: Incremental centre hole drilling result on a quenched 316H 
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Figure 6-25:Incremental centre hole drilling result on a edge -welded 3 J 6H 
stainless steel specimen 
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Figure 6-26: Photograph of the steam header mock-up component 
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Figure 6-27: Schematic diagrams of the steam header component showing the 
location of the DHD measurements, (a) side, (b) front . (c) section through the 
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Figure 6-28: Residual stress distribution measured by the Deep hole drilling 
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Figure 6-29: Residual stress distribution measured by the Deep hole drilling 
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Figure 6-30: Comparison offinite element prediction and neutron diffraction 
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Figure 6-31: Comparison offinite element prediction and neutron diffraction 
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Figure 6-32.' Comparison of finite element prediction and neutron diffraction 
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Figure 6-33.' Comparison of Incremental centre hole dri ll ing and FE results for 
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Figure 6-34: Comparison of finite element prediction and neutron diffrac tion 
measurement for normal residual strains in a quenched A533B-AEA steel 
specimen 
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Figure 6-35 :Comparison offinite element prediction and neutron diffraction 
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Figure 6-36: Comparison offinite element prediction and neutron diffraction 
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Figure 6-37: Comparison of finite element prediction and different residual 
stress measurement for longitudinal stresses in a 316H stainless steel 
edge-welded specimen 
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Figure 6-38: Comp arison offinite element prediction and different residual 
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Figure 6-39: Comparison offinite element prediction and different residual 
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Figure 6-40: Comparison of Incremental center hole drilling and FE results f or 
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Figure 6-41: Comparison offinite element prediction and different residual 
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Figure 6-42: Comparison offinite element prediction and different residual 
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Figure 6-43: Comparison offinite element prediction and different res idual 
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Figure 6-44: Comparison offinite element prediction and ND diffraction 
for1250 Esshete edge-welded after introduction a 14.5 mm crack 
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Figure 6-45: Residual stress distribution measured by the Deep Hole Drilling 
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Figure 6-46: Residual stress distribution measured by the Deep Hole Drilling 
technique and predicted by FE analysis [Brown et ai, 2005] after APWT 
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Figure 7-1 : FAD curves for A533B-AEA stee l at -1 70°C. 
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Figure 7-2: Comparison of A533B-AEA steel experimental data with op tion 1 
FA D curve. 
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Figure 7-3: Details ofSEN(BJ mesh usedfor evaluation of KS . The in-plane 
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Figure 7-4: Residual stress distribution after Compression-Unload cycle 
HaIfa SENB 
Not to scale 
2.5 mm 
Figure 7-5: Calculating secondary stress us ing uncracked body analysis. The 
stress over first 2.5 mm stress from Figure 7-4 was applied as pressure on the 
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Figure 7-6: FA D curves of A533B-AEA at -i 50aC under combined primary load 
and secondary stresses introduced by in-plane loading 
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Figure 7-7: Details of FE mesh for 316H welded beam. The longitudinal stresses 
were introduced as afunction of coordinates in mesh (a). Then a 15 mm crack 
was introduced by releasing the symmetry plane boundary condition, mesh (b) . 
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Figure 7-9: FAD curve for edge-welded specimens fo r complete rupture 
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Figure 7-10: FAD curve of 316H stainless steel at -1S0aC. The experimental data 





Figure 7-11: Contour integration path around crack tip. 
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Figure 7-12: Mesh details for Calculating J-Integral. The general mesh 
configuration is the same for cases 1 to 3 except the crack tip area. Normal 
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Figure 7-1 3:Effect of mesh refinement on calculation of i -Integral under 
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Figure 7-14: Comparison of normal stresses after mapping with original 2D-
analysis 
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Figure 7-15: Comparison of magnitude of equivalent plastic strains after 
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Figure 7-17: Comparison of J calculated by ABAQUS and J mod in different levels 
of primary loads. The residual stresses was introduced by in-plane loading at the 
different applied loads. Loads are in kN. 
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Figure 7-1 9: Modification of K P in terms of KJm od 
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Figure 7-20: Mapped residual stress and strain of edge-welding in a 2D model 
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Figure 7-21: Extension of hardening for 316H stainless steel at -IS0°C for use in the 
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Figure 7-22: Comparison of J calculated by ABAQUS and Jrnod in presence of 
residual stresses introduced by edge-welding on 316H stainless steel at the 
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Figure 7-23: Comparison of J calculated by ABAQUS and Jmod in presence of 
residual stresses introduced by edge-welding on 316H stainless steel at the 
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Figure 8-1: Distribution of normal stress to the crack tip in AR and L UCF at 
different level of applied load in a C(T) specimen made of A533B-sg steel 
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Figure 8-2: Distribution of normal stress to the notch in AR and L UCF at 
different level of applied load in RNB-D 7. 7-UI.25 specimen made of A508 steel 
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Figure 8-3 Distribution of normal stress to the notch in AR and L UCF at 
different leve l of applied load in RNB-D8- va. 1 specimen made of A5 08 stee l 
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Figure 8-4: Comparison of experimental data in terms of preload level in the 
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Figure 8-5: Comparison of residual stresses generated by edge-welding and 




0.... 1200 -- punching-unloading ~ 







0 600 c 
0 
.... 400 (/) 
(/) 
~ 
-.... 200 (/) 






o 5 10 15 20 25 30 35 
Distance from notch/crack, mm 
Figure 8-6: Comparison of residual stress after side-punching and in-plane 
loading 
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Figure 8-8: Variation of maximum triaxiality factor in loading steps to fracture 
at different failure probabilities for AR and LUCF conditions for a CrT) with a 
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Figure 8-9: Variation of maximum triaxiality factor in loading steps to fracture 
at different failure probabilities for AR and PUCF conditions for a CrT) with a 
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Figure 8-10: Variation of maximum triaxiality factor in loading steps to fracture 
at different failure probabilities for AR and PUCF conditions for a SEN(B) with 
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Figure 8-11: Variation of triaxiality factor in loading steps to fractur~ at 
different failure probabilities for AR and CUCF conditions for a modified 
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Figure 8-12: Schematic of effect of constraint and normal stress 10 the crack to 
predict failure, the constraint was defined by maximum triaxiality factor 
(O'mea/O'Mises) in the plastic zone during loading to fracture. The length of arrow 
is a schematic of increase or decrease compared to AR condition 
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Figure 8-1 3: Triaxiality factor and Weibull exponent 
