We provide an exact and approximation algorithm based on Dynamic Programming and an approximation algorithm based on Mixed Integer Programming for optimizing for the so-called dendritic connectivity on tree-structured networks in a multi-objective setting. Dendritic connectivity describes the degree of connectedness of a network. We consider different variants of dendritic connectivity to capture both network connectivity with respect to long and short-to-middle distances. Our work is motivated by a problem in computational sustainability concerning the evaluation of trade-offs in ecosystem services due to the proliferation of hydropower dams throughout the Amazon basin. In particular, we consider trade-offs between energy production and river connectivity. River fragmentation can dramatically affect fish migrations and other ecosystem services, such as navigation and transportation. In the context of river networks, different variants of dendritic connectivity are important to characterize the movements of different fish species and human populations. Our approaches are general and can be applied to optimizing for dendritic connectivity for a variety of multi-objective problems on tree-structured networks.
INTRODUCTION
Many real-world problems in computational sustainability involve multiple, often conflicting objectives concerning environmental, economic, and societal issues [9] . In multiple objective optimization, we are interested in understanding the so-called Pareto frontier, which captures the trade-offs between the objectives for different solutions. Recently there has been considerable interest in the study of multi-objective optimization problems (see e.g., [3, 4, 8, 15, 16, 18-21, 23-25, 30] ). The work presented in this paper is motivated by multi-objective optimization problems that arise in the context of the management of river networks. River networks are good examples of physical systems that are naturally captured by a tree-structured network. In particular, we consider the problem of placement of hydropower dams throughout the Amazon basin: around 300 dams are proposed or planned with the potential of dramatically affecting a variety of ecosystem services, in particular concerning freshwater fisheries [5, 11, 26] (Fig. 1) . We are interested in studying the trade-offs between energy production and river connectivity due to the proliferation of hydropower dams throughout the Amazon basin.
River infrastructure provides an array of ecosystem services including power generation (e.g. hydropower dams), water storage (e.g. potable water reservoirs), and water conveyance (e.g. road culverts). Yet, such projects often present physical barriers to the movement of aquatic organisms. When scaled up across landscapes, river connectivity barriers have driven profound changes in aquatic ecosystems [6, 7] . Fisheries represent a key ecosystem service from river systems, playing foundational roles in food security, recreation, and cultural identity. Almost all fish species move during the course of their life cycle, transiting between habitats to breed, forage, or to escape predators [14] . Thus, fisheries-based ecosystem services are particularly vulnerable to river connectivity loss. Planning to restore connectivity in impacted systems, or to pro-actively site infrastructure problems to minimize connectivity impacts, is a top challenge in maintaining sustainable ecosystem service production from rivers. The migrations of fish species span a continuum of distances, and are often divided into two major groups: (1) longdistance migrants that utilize the full river network length, such as diadromous species which move between the ocean to headwaters of rivers (1000s of kms) (Fig. 2 , top panel) [1] and (2) species that move within more localized regions of river networks (e.g. 10s-100s of kms), such as potadromous species which exclusively utilize freshwater habitats throughout their life cycle. Cote et al. [2] developed the Dendritic Connectivity Index (DCI) to describe the degree of river network connectedness, which can be mapped onto fish life histories. One version, DCI for longitudinal connectivity, describes the probability that the path between a root reference location and any other point in the network is unimpeded. This connectivity index is suited to describe how long-distance migrators use river networks, such as Pacific salmon (Oncorhynchus spp.) in North America, or Amazonian goliath catfish (Brachyplatystoma spp.) (Fig. 2 , top panel) which make migrations over 5000 km from river mouth estuaries to headwater spawning habitats, and as such is labeled DCI D for diadromy. Alternatively, DCI P , for potadromy, quantifies the probability that the path between any two locations in river network is unimpeded by a barrier. The DCI P metric focuses on localized river connectivity, and thus better describes the life history needs for fish that move short to middle distances (Fig.  2, bottom panel) .
Contemporary watershed planning efforts utilize DCI metrics as objective criteria to measure habitat fragmentation [12, 13, [27] [28] [29] . Planning problems involving siting barriers to minimize connectivity losses can in some cases involve decisions with 100s of potential dams, however, typical planning problems for barrier removals to maximize connectivity involve much greater complexity. For example, optimization efforts to evaluate hydropower proliferation in the Amazon basin [26] have involved a similar number of barriers as a recent optimization exercise to mitigate connectivity impacts from road crossing culverts in a single small watershed in Alaska [22] . Furthermore, connectivity criteria may be only one of multiple objectives in watershed planning. For these reasons, efficient algorithms to optimize over DCI P are needed to support river connectivity planning.
In [26] and [10] , we proposed different approaches for computing the exact and approximate Pareto frontier, with application to the problem of hydropower placement thorughout the Amazon basin. In particular, we proposed a multi-objective dynamic programming algorithm to compute the exact Pareto frontier on treestructured networks, which is motivated by the single-objective algorithms in [27] [28] [29] . We also proposed a rounding technique applied to the exact dynamic programming algorithm that provides a fully polynomial-time approximation scheme (FPTAS). The FPTAS finds a solution set of polynomial size, which approximates the Pareto frontier within an arbitrary small ϵ factor and runs in time that is polynomial in the size of the instance and 1/ϵ. Our FPTAS for approximating the Pareto frontier is inspired by the FPTAS proposed in [27] [28] [29] . A key difference is the fact that the FPTAS algorithms proposed in [27] [28] [29] do not consider the Pareto frontier, but rather a single objective subject to a constraint. To complement the DP algorithms, we formulated the problem of optimizing the placement of dams as a mixed integer programming problem (MIP) and used it to approximate the Pareto frontier. In [26] , we considered only longitudinal connectivity (i.e., DCI D ). In this paper, we consider both longitudinal connectivity (i.e., DCI D ) as well as localized connectivity (i.e., DCI P ), which requires substantially different encodings, both when considering MIP and DP formulations.
Our Contributions: (1) We provide an exact algorithm based on dynamic programming (DP) to compute the Pareto frontier on tree-structured networks, for DCI P (and other criteria). Note that for the longitudinal connectivity, we only need to consider the movement upwards from the root of the tree. The complexity of dealing with localized connectivity arises from the fact that we have to consider the potential movement between any two possible locations throughout the network. (2) We developed a DP-based fully polynomial-time approximation scheme (FPTAS) for approximating the Pareto frontier for tree-structured networks, for DCI P (and other criteria). (3) We also provide a MIP encoding for the problem of optimizing the placement of hydropower dams using DCI P (and other criteria). We use it to approximate the Pareto frontier following the scheme proposed in [17, 26] . (4) We provide empirical results on different basins of the Amazon, when optimizing for energy, DCI P , and DCI D , showing interesting trade-offs between the DP and MIP approaches and also the different connectivity metrics.
Preview of Results: Our DP and MIP Pareto frontier algorithms are complementary. The DP approach can compute the exact Pareto frontier, which is not possible with MIP. While the MIP approach can provide faster results, the DP provides a much better coverage of the Pareto frontier in number of solutions. The MIP is also more flexible, allowing the incorporation of additional constraints. Finally, we observe significantly different solutions when optimizing for DCI P vs DCI D : solutions optimized for DCI P tend to prefer fewer, but bigger, dams than the solutions optimized for DCI D .
PROBLEM FORMULATION
In this section, we first present the formal definition of DCI P . Then, we will demonstrate how to encode DCI P as one of the objectives in the hydropower dam placement problem.
Formal Definition of DCI P
The formal definition of Dendritic Connectivity Index (DCI) proposed in [2] captures the probability that a fish can successfully migrate from its starting point to its destination in a river network. When we are considering diadromous fish that migrate between marine and freshwater environments, we only need to compute the probability that a fish can successfully migrate from the mouth of the river to its destination in the river network. Let l 1 be the length of the connected section from the mouth of the river and L be the length of the whole river network. Under the assumption that the possible locations of the destination are distributed evenly across the entire network, the DCI for diadromous fish is defined as
which is essentially the longitudinal connectivity objective used in [26] . For potadromous fish that migrate within the freshwater system, we make the assumption that the fish migrate between two randomly chosen locations in the river network. Let s 1 , s 2 , · · · , s k be the contiguous sections in the river network uninterrupted by dams or other barriers, and let l 1 , l 2 , · · · , l k be the lengths of these sections, respectively. Let L be the length of the whole river network. Let p i j be the passability coefficient between s i and s j , i.e. the probability that a fish can move between s i and s j . Then, the DCI for potadromous fish is defined as
In this paper, we only consider the case where the barriers that divide the river network are absolutely non-passable, which is often true for most Amazonian dams. This assumption implies that
Then, we can simplify DCI P to
The new formula of DCI P in (3) makes it possible for us to apply a dynamic programming algorithm. In the MIP formulation of the DCI problem, we still use the definition of DCI P in (2).
Encoding of DCI P
The hydropower dam placement problem can essentially be described as: we are given a river network with a set of proposed dams, and we need to find an optimal subset π of the proposed dams to build considering certain objectives. To encode this problem as a multi-objective optimization problem, we first need to abstract the river network into a directed rooted tree as suggested by [26, 28] A solution (or policy) π is a subset of the proposed dams we decide to build. We can encode each objective as a function of π . For instance, the energy objective (E) can be encoded as
where h e represent the proposed hydropower output of dam e.
In the case of DCI P , we assume that V is the set of all hypernodes and c v is total length of river segments in node v ∈ V . We still assume L to be the total length of the entire river network. When we use the definition of DCI P in (2), let x uv be the indicator variable of whether u and v are connected. Then, we have
When we use the definition of DCI P in (3), we assume that |π | = k−1 and these dams divide V into k subset s 1 , s 2 , · · · , s k . Then, we have
For instance, in Fig. 4 , we decide to build dams (s, u), (u, x), and (v, y). The DCI P value of this solution is then
DP ALGORITHM
In [26] , we proposed a dynamic programming (DP) based algorithm shown in Algorithm 1 for solving multi-objective optimization problems on a tree. The DP algorithm can compute the Pareto frontier exactly for value functions defined on a tree-structured network and find all Pareto-optimal policies. For faster pruning of sub-optimal solutions, the original tree is converted into a equivalent binary tree.
The main idea of the algorithm is to only consider the network above the current node and recursively compute the Pareto-optimal partial solutions at each node from the Pareto-optimal partial solutions of its children. The validity of the DP algorithm depends on the following theorem: Theorem 1. Let l and r be the children of u. Any Pareto-optimal partial solution at u can be constructed by combining one Paretooptimal partial solution from node l, one from node r and four different joint states of edge (u, l) and (u, r ).
However, this theorem does not hold when one of the objectives is DCI P . A simple counterexample is shown in Fig. 5 . If we directly apply the DP algorithm to optimize for energy and DCI P on the river network shown in Fig. 5 , we will miss a Pareto-optimal solution. return Non_Dominated(S u ); 10 end 3.1 Applying DP Algorithm to DCI P We observe that the main conflict between DCI P and the DP algorithm is that when the DP algorithm is computing the Pareto frontier at a node, it only considers the part of the network above the current node. However, the length of the section connected to the current node can still be expanded. In order to address this problem, we need to keep track of two numbers: (1) the sum of squares of the lengths of all closed sections (sections that are separated from the current node by dams) above the current node, which we will call Q; (2) the total length of upstream river segments connected to the current node, which we call C. (Notice that C is essentially the numerator of DCI D or the longitudinal connectivity in [26] , so when we are computing DCI P using the DP algorithm, we also compute DCI D as a byproduct.)
For instance, in Fig. 4 , at node s, we have
and
Step: (line 8 in Algorithm 1.) Assume the tree is binary. For a non-leaf node u, denote its children as l and r . Given fixed partial schemes on l and r , we now show how to combine these partial schemes at u for computing DCI P . The main idea is that whenever we decide to build a dam, we add the square of total length of the cut-offed branch to Q. Specifically, if we decide not to build (u, l) and (u, r ), then Q u = Q l + Q r and C u = C l + C r + c u ; if we decide to build (u, l) but not (u, r ), then Q u = Q l + Q r + C 2 l and C u = C r + c u ; if we decide to build both (u, l) and (u, r ), then
and C u = c u . At the root node s, we have
Pruning
Step: (line 9 in Algorithm 1.) At the pruning step, we treat C and Q as two separate objectives. For instance, assume we are optimizing for Hydropower H and DCI P . Then, at a node u, a partial scheme dominates another partial scheme if and only if it has larger H , C, and Q values. We have the following theorem. Theorem 2. Assume π is a solution on the Pareto frontier of the hydropower dam placement problem optimizing for DCI P and other objectives that satisfy Theorem 1, then π will not be eliminated in the pruning steps if we keep track of both C and Q.
Proof. We use a proof by contradiction. We use π u to represent the part of the solution π on the subtree rooted at u. Assume for contradiction that, at a node u, π u is dominated by π ′ u , then we can modify π by replacing the part π u with π ′ u and get a new solution π ′ . Note that π ′ is superior to π in terms of DCI P and all other objective, i.e. π ′ dominates π . This is a contradiction. □
The above theorem ensures that, by splitting the DCI P objective into C and Q, we can now apply the DP algorithm to successfully obtain the entire Pareto frontier when one of the objective is DCI P .
Rounding Scheme for DCI P
In [26] , we also proposed a fully polynomial-time approximation scheme (FPTAS) for approximating the Pareto frontier on treestructured networks using a rounding technique for the DP algorithm. The main idea is to bound the number of solutions in every partial Pareto frontier by rounding the objective values to multiples of K, where the value of K depends on the objective and the current node. Our FPTAS for approximating the Pareto frontier is inspired by the FPTAS proposed in [27] [28] [29] . A key difference is the fact that the FPTAS algorithms proposed in [27] [28] [29] do not consider the Pareto frontier, but rather a single objective subject to a constraint. We will show that we can also apply this rounding technique to DCI P related problems and obtain a FPTAS.
Notice that C is essentially the same objective as longitudinal connectivity, so we will apply a similar rounding scheme as longitudinal connectivity. At node u, assume that the total length of river segments in node u is c u , then the longitudinal connectivity value is rounded to
As shown in [26] , this rounding scheme incurs at most ϵ 4 C error. When rounding the objective Q, we notice that the minimum possible value of Q at the root node s is
which is reasonably large compared to maximum possible value of Q. Therefore, here we apply a fixed error rounding scheme. Note that the total number of rounding steps is at most n (n is the total number of nodes). Thus, we let
After each combination step, we round Q to
The error incurred by the rounding of Q is at most ϵ 2 Q min . One complication of the above rounding scheme is that Q is computed based on C. During the recursion process, whenever we decide to build a dam, we add the square of the C value of the cutoffed branch to Q, so the rounding error of C will be carried over to Q. LetĈ represent the rounded value of C. LetQ s denote the value of Q at the root computed with rounding for C but no rounding for Q. Also, letQ s denote the value of Q at the root computed with rounding for both C and Q. We know that
Assume that D is the set of nodes under which the dams are built. Then, we have Figure 6 : MIP formulation for optimizing DCI P with constraint on H . We ignore the ×100 term in DCI P .
Let C s denote the longitudinal connectivity value at the root node s. Then,
Hence, we may conclude that the DCI P computed by the rounding scheme is within ϵ of the actual DCI P value. Using the same proof idea as in [26] , we have the following theorem:
Theorem 3. DP algorithm with rounding is a FPTAS for multiobjective optimization problems on tree structured networks with DCI P as one of the objectives.
MIXED INTEGER PROGRAMMING FORMULATION
In this section, we provide a Mixed Integer Programming (MIP) formulation for the problem of optimizing the placement of hydropower dams using DCI P and energy production(H ) as objectives. Note that we only consider the case of binary passability and assume that a dam will block all fish. We use the same notations as used in [26] , specifically:
· V : the set of all nodes. · E: the set of all edges (dams). · x uv : the indicator variable of whether fish can move between u and v. (x vv = 1 for all v ∈ V .) · π : the set of dams we plan to build. · π e : indicator variable of of e ∈ π . · D uv : the set of all edges on the unique path between u and v. · H : total energy production of the dams. ·Ĥ : the bound for energy production. In practice,Ĥ will range over Table 1 because we eliminated the solutions that have better longitudinal connectivity but worse DCI P .)
By definition of passability, we have
In order to linearize this constraint, we utilize the property that x uv s and π e s are binary variables. When π e = 0 for all e ∈ D uv , we know that e ∈D uv π e = 0 and the constraint
ensures that x uv = 1. When π e = 1 for at least one e ∈ D uv , the set of constraints
ensure that x uv = 0. The complete MIP formulation of the problem is shown in Fig. 6 .
To approximately map out the entire Pareto frontier, we solve the MIP for everyĤ
The set of all solutions ϵ-approximates the actual Pareto frontier.
EXPERIMENTAL RESULTS
To evaluate the performance of the new methods at different scales, we used three datasets: the Marañon, Western Amazon, and Amazon basins, with 107, 219, and 467 hypernodes, respectively (corresponding to 128801, 455156 and 4083059 river segments, respectively). We considered three criteria: energy production, longitudinal connectivity (numerator of DCI D ) and localized connectivity (DCI P ). Note that the DP algorithm computes the longitudinal connectivity as a byproduct when computing for DCI P . For better comparison of the performances, we tested it against two versions of the MIP formulation: The first one is the 2-dimensional MIP approximation scheme that optimizes for energy production and DCI P , as shown in the previous section; the second one is a 3-dimensional MIP approximation scheme that optimizes for energy production, longitudinal connectivity (numerator of DCI D ), and localized connectivity (DCI P ). (See [26] for the MIP formulation of longitudinal connectivity and the MIP approximation scheme for higher dimensions). The performance of the three approaches is shown in table 1. We observe that when we consider only 2 objectives, energy production and DCI P , MIP is generally faster, especially in larger networks. When we also consider longitudinal connectivity, DP performs much better in terms of speed. In both cases, the DP approach provides better coverage of the Pareto frontier. (See also Fig.  7.) We also compared the results of optimizing for DCI P with the results of optimizing for DCI D (longitudinal connectivity) under the same energy production constraint. See Fig. 8 for an example. We observe that the DCI D -based optimization solutions tend to build dams in series on single rivers. Also, if some dams already exist in the river network, the DCI D -based solutions will build all dams upstream of the existing ones. In contrast, DCI P -based optimization solutions tend to build fewer but larger dams, sacrificing some lengths of long-distance migration corridors for a less fragmented upstream area.
CONCLUSION
We provide an exact and approximation algorithm based on dynamic programming and an approximation algorithm based on MIP Figure 8 : The top and bottom panels depict two Paretooptimal solutions for the Marañon basin, with similar total energy output (around 14000MW): the top panel shows a solution using localized connectivity (DCI P ) as the second objective while the bottom panel shows a solution using longitudinal connectivity (DCI D ) as the second objective. The solution optimized for DCI D tries to build all dams upstream of existing dams (84 dams in total), while the solution optimized for DCI P replaced many small dams with a larger one (3600MW) downstream (56 dams in total).
for optimizing for dendritic connectivity on tree-structured networks in a multi-objective setting. Our DP and MIP Pareto frontier algorithms are complementary. The DP approach can compute the exact Pareto frontier, which is not possible with MIP. While the MIP approach can provide faster results, the DP provides a much better coverage of the Pareto frontier in number of solutions. The MIP is also more flexible, allowing the incorporation of additional constraints.
Our work is motivated by an important problem in computational sustainability concerning the evaluation of trade-offs in ecosystem services due to the proliferation of hydropower dams throughout the Amazon basin. In particular, we consider trade-offs between energy production and river connectivity. River fragmentation can dramatically affect fish migrations and other ecosystem services, such as navigation and transportation, and therefore it is important to consider different variants of dendritic connectivity to characterize the movements of different fish species and human populations. While perhaps not obvious from their formulation, the choice of connectivity criterion influences the nature of dam siting solutions when optimizing for connectivity and energy ( Figure 8 ). For instance, in the solution example from the Maranon, dam siting under DCI D -based optimization tends to build dams in series on single rivers, 'sacrificing' some rivers to hydropower proliferation while preserving other long-distance migration corridors as unimpeded. In contrast, the DCI P -based optimization example solution concentrates connectivity losses to a set of localized 'impact hotspots spread spatially disparately across the river network. This example solution requires fewer but larger dams, siting them lower down in the basin to take advantage of greater potential energy for hydropower generation.
Ultimately, hydropower proliferation decisions will depend on a greater number of criteria than just connectivity and energy objectives, requiring decision makers to navigate multiple tradeoffs in ecosystem services when deciding the number and location of dam projects. The advances in computational methods such as those provided here will facilitate this multi-objective planning of high complexity for decision makers.
