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Introduction and Motivation
Given an initial inventory of items and a finite horizon over which sales are allowed, we are concerned with the tactical problem of dynamically pricing the items to maximize the total expected revenue. Two key properties of this problem are the lack of short-term control over the stock and the presence of a deadline after which selling must stop. Demand is modeled as a pricesensitive stochastic point process with an intensity that is a known decreasing function of the price; revenues are collected as the stock is sold; no backlogging of demand is allowed; unsold items have a given salvage value; and all costs related to the purchase or production of items are considered sunk costs.
This generic problem arises in a variety of industries. Retailers that sell seasonal and style goods are an ex-eight months to complete, yet the firm plans to "sellthrough" garments in as little as nine weeks! The basic assumptions of the model fit this situation quite well. There is a deadline for the sales period (nine weeks), and for all practical purposes the company has no resupply option during the sales season. Further, it is clear that the once the items are on the rack, the entire production decision is sunk. Leftover garments are sold through an affiliated outlet store yielding a given salvage value. (The salvage value does impact the pricing decision, as we discuss below.) Demand for garments is uncertain but is influenced by price. The merchandise manager's job is to adjust the price (via markdowns or periodic sales) throughout the selling season in response to the realized demand to maximize revenues. Similar, though perhaps less extreme, instances of the problem occur when selling seasonal appliances such as snow blowers, air conditioners, etc.
The problem is also a fundamental one in the travel and leisure industry. Managers in that industry face hard time constraints and have almost no control in the short run over available space. For example, airlines have a specified number of seats available on each flight, and empty seats are worthless after the plane departs. To increase their revenues, airlines give customers incentives to book in advance. These incentives typically are adjusted in response to the realized demand by opening and closing the various fare classes available at any given point in time. This practice, known as yield management, is now used by all major airlines and is increasingly adopted by major hotel chains and even by some car rental companies and cruise ship lines (Kimes 1989 ). The benefits of yield management are often staggering; American Airlines reports a five-percent increase in revenue, worth approximately $1.4 billion dollars over a three-year period, attributable to effective yield management (Smith et al. 1992 ).
Yet, despite its growing importance, there appears to be a certain confusion about precisely what phenomenon yield management actually is trying to exploit. Indeed, in a recent survey, Weatherford and Bodily (1992) conclude that "Several definitions of yield management have been put forward, but to date no agreement exists on its meaning." They point to market segmentation through time-of-purchase mechanisms (e.g., advance purchase requirements, cancellation penalties, Saturday-night stays, etc.) as one possibility. Though it is certainly an important factor, market segmentation provides only a partial-and perhaps not the most central-explanation for the benefits of yield management. This explanation appears somewhat biased by the business-traveler / vacation-traveler division of the customer population particular to the airline industry. In fact, for resort hotels, cruiseship lines, and theaters, yield management mechanisms seem to be beneficial even though the customer population is arguably much more homogeneous.
Our results provide some important insights on this issue. In particular, they suggest two alternative explanations for the benefits of yield management: (1) Yield management is an attempt to adjust prices to compensate for "normal" (to be made precise below) statistical fluctuations in demand. For this first explanation, we have a negative result. Namely, under some rather mild assumptions, we prove that if demand as a function of price is known and prices are unconstrained, then a single fixed-price policy is very nearly optimal. Thus, offering multiple prices can at best capture only secondorder increases in revenue due to the statistical variability in demand. (Of course, even second-order increases in revenue may be significant in practice, so this explanation cannot be totally discounted.) Also, the relative fluctuations of an optimal pricing policy appear to be small (on the order of 10% or less), while those found in the airline industry in particular can differ by 100% or more.
The second explanation revealed by our analysis is more compelling: (2) Yield management is an attempt to "synthesize" a range of optimal prices from a small, static set of prices in response to a shifting demand function. The above fixed-price results hold only when the firm knows the demand function in advance and can price each instance of the problem (e.g., day/flight/voyage) individually. In most applications, these conditions do not hold. Airlines and hotels must, for a variety of operational and customer-relations reasons, offer a limited number of fares that remain relatively static, at least in the sense of spanning several problem instances. Further, demand may shift significantly during the week or over holidays, and also may not be easy to predict in advance. In such a setting, we prove that a nearoptimal policy is to allocate an appropriate fraction of time and capacity to each fare class, much as is done in conventional yield management practice. In this way, a static set of fare classes together with a dynamic allocation scheme can be used to synthesize different prices for each instance. This interpretation better explains both the magnitude of revenue increases and the disparity in fare prices found in yield management practice.
Finally, we note that one important consideration which is ignored in our formulation is the cost of price changes. Often, these costs are small. For example, travel agents provide customers with current price quotes based on information obtained from computer databases which can easily be updated. In retailing, items may be bar-coded, and thus the cost of a change involves only a computer entry and a change in the displayed price. In such a case, assuming no cost for price changes is a reasonable approximation. In many businesses, however, substantial advertising or ticketing costs are associated with a price change. In these cases, more stable pricing strategies are needed. We show, however, that policies that have no price changes are asymptotically (as the expected volume of sales increases) optimal over the class of policies that allow an unlimited number of price changes at no cost. This, of course, implies asymptotic optimality for the problem with price change costs as well. Further, we bound the additional expected revenue one can obtain from a dynamic pricing policy over a fixed-price policy. This bound can then be used in conjunction with cost information on price changes to help determine if dynamic pricing is cost effective.
Literature Review
Research on pricing policies has been pursued by economists, marketing scientists, and operations researchers from a range of perspectives. A considerable body of work has evolved on joint ordering/production and pricing models. A recent and comprehensive survey of this area is given by Eliashberg and Steinberg (1991) . In contrast, the main applications and models we study fundamentally have few or no options for reordering. However, in ?5 we do analyze extensions to our model that consider initial inventory decisions, reordering, holding costs, and discounting under specialized (unit) cost structures. These extensions relate more closely to the production-pricing literature.
Production-pricing problems are broadly categorized in Eliashberg and Steinberg (1991) into convex and concave ordering cost cases. We shall adopt this classification as well. In the convex case, several discretetime stochastic models have been investigated in which ordering and pricing decisions are allowed in each period. Single-period models are analyzed by Hempenius (1970) , Karlin and Carr (1962) , Mills (1959) , and Whitin (1955) (his style goods model). These singleperiod models are essentially price-sensitive versions of the classic "news-boy" problem and are similar to our initial-order-quantity extension discussed in ?5.4. The difference is that these models assume static prices and demand, while our model involves a continuous, dynamic demand process and allows dynamic pricing decisions throughout the period. Lazear (1986) considers a model of retail pricing with a single ordering decision and one recourse option to change the price. He formulates a simple, two-stage dynamic program to solve the problem. Pashigan (1988) and Pashigan and Bowen (1991) investigate this model empirically.
Multi-period, finite-horizon models with convex costs are considered by Hempenius (1970) , Thowsen (1975) and Zabel (1972) . Veinott (1980) uses the theory of lattice programming to investigate monotonicity properties of a class of deterministic, multi-period problems. Our reorder option extension in ?5.5 fits broadly in this class, though it is a continuous time model and only unit ordering costs are considered. Karlin and Carr also analyze a stationary, infinite-horizon discounted cost problem, a problem which is also briefly discussed by Mills (1959) .
To our knowledge, Li (1988) is the only other paper that considers a continuous time model where demand is a controlled Poisson processes. (Our reorder process in ?5.5 is deterministic while Li's is Poisson.) The objective in his paper is to maximize expected discounted profit over an infinite horizon. There is a cost for production capacity, production and holding costs are linear, and both production and pricing decisions are considered. Li's main result is that a barrier policy is optimal for the production decision. He also gives an implicit characterization of the optimal pricing policy when dynamic pricing is allowed.
Concave order costs, usually due to the presence of fixed order costs, are more difficult to analyze and most work has been confined to deterministic models. EOQ models with price sensitive demand are investigated in Keunreuther and Richard (1971) and Whitin (1955) . Cohen (1977) and Rajan et al. (1992) consider problems with decaying inventories. Thomas (1970) , Wagner (1960) , and Wagner and Whitin (1958) analyze discrete-time, multi-period models with concave costs. To our knowledge, Thomas (1974) is the only paper that studies a stochastic, multi-period model with fixed order costs.
In marketing science, dynamic models of pricing date back to Robinson and Lakhani (1975) and the subsequent work of Bass (1980), Dolan and Jeuland (1981) , Jeuland and Dolan (1982) , and Kalish (1983) . (See Rao 1984 for an overview.) This research, however, focuses on strategic issues of life cycle pricing based on deterministic models of how firm economics and consumer behavior change with time. Several marketing scientists have looked at tactical, dynamic pricing problems. Chakravarty and Martin (1989) examine setting optimal quantity discounts in the face of deterministic, dynamically changing demand. Kinberg and Rao (1975) model consumer purchase behavior as a Markov chain and examine the problem of selecting the optimal duration for a price promotion. (See also Nagle 1987 and Oren 1984.) We have already mentioned that the area of yield management is quite related to our problem. The study of yield management problems in the airlines dates back to the work of Littlewood (1972) for a stochastic twofare, single-leg problem and to Glover et al. (1982) for a deterministic network model. Belobaba (1987 Belobaba ( , 1989 Lastly, we mention three papers that address sufficiency conditions for problems similar to our basic model. ' Miller (1968) studies a finite horizon, continuous-time Markov decision process where only finitely many actions (prices) are allowed. He obtains sufficient conditions for optimality and shows that optimal policies are piecewise constant. Kincaid and Darling (1963) analyze a problem that is functionally equivalent to the basic single-commodity version of our problem. By studying the problem from first principles, they again obtain sufficient conditions; recently Stadje (1990) independently re-derived a similar set of results. Unfortunately, the sufficient conditions derived in these papers rarely lead to a solution; indeed, even for the basic version of the problem few practical results have been obtained using these exact approaches.
Overview and Outline
In ?2 we discuss our assumptions, formulate our basic model, provide structural results, and find an exact solution for an exponential demand function. We show that the stochastic optimal policy changes prices continuously and thus may be undesirable in practice. This leads us to try approximate methods. In ?3 we find upper bounds on the optimal revenue by considering a deterministic version of the problem. We solve the deterministic problem and show that the optimal policy is to set a fixed price throughout the horizon. Further, this deterministic fixed-price policy is asymptotically optimal for the stochastic problem as the volume of expected sales increases or as the time horizon tends to zero. Numerical examples are given that indicate the performance of fixed-price policies is quite good even when the expected volume of sales is moderate. In ?4 we analyze the case where only a finite set of prices is allowed, a variant of the problem that is most closely related to the yield management problem.
Finally, in ?5 we examine several extensions to the basic problem. First, we generalize our results to the case where demand is a compound Poisson process. We then consider the case where the demand function varies in time through a multiplicative seasonality factor; holding costs are incurred and cash flows are discounted; the initial inventory is a decision variable; additional items can be obtained at a unit cost after the I We are indebted to Sid Browne, Cyrus Derman and Arthur F. Veinott, Jr., for pointing out these references to us. initial inventory is depleted. The last extension allows for overbooking and cancellations. For all these cases, we find asymptotically optimal heuristics. Our conclusions and thoughts for future research in this area are given in ?6.
Assumptions, Formulation and
Preliminary Results
Economic and Modeling Assumptions
We assume our firm operates in a market with imperfect competition. For example, the firm may be a monopolist, the product may be new and innovative, in which case the firm holds a temporary monopoly, or the market may allow for product differentiation. Under imperfect competition, a firm can influence demand by varying its price, p. We express the demand as a rate (# items/ time) that depends only on the current price p through a function X (p). In the monopoly or new product case, X(p) is the market demand and is assumed to be nonincreasing in p due to substitution effects. For example, if the arrival rate of customers is a, and each customer has an i.i.d. reservation price with tail probability F(p), then the expected demand rate at price p is aF(p). In the case of product differentiation, the demand function is unique to the firm and is assumed to be non-increasing in p due to both lost sales to competitors and substitution effects. In this case, for example, the demand rate seen by the firm as a function of its price and those of its competitors may be modeled using a multinomial logit (cf. Anderson et al. for a fairly extensive treatment of discrete choice theory of product differentiation). Here, we assume that X (p) is given and do not explicitly model the competitive forces that give rise to this demand function.
(See Eliashberg and Steinberg 1991 and Dockner and Jorgensen 1988 for examples of dynamic pricing models that represent competition explicitly.)
The assumption that consumers respond only to the current price is, of course, somewhat restrictive. In particular, it does not account for the fact that consumers may act strategically, adjusting their buying behavior in response to the firm's pricing strategy. To do so would require a game theoretic formulation, which is beyond the scope of our analysis. The current-price assumption is approximately true when "impulse purchases" are common (e.g., fashion items). Further, the fact that near-optimal strategies use very stable prices makes this assumption reasonable in other applications as well. (See Lazear 1986, p. 28 for further discussion of the importance of strategic behavior.)
Realized demand is stochastic and modeled as a Poisson process with intensity X (p). Thus, if the firm prices at p over an interval 6, it sells one item with probability X(p)6 + o((b), no items with probability 1 -(p)6 -o() and more than one item with probability o (b). In ?5.2 we study the case where the demand rate can also depend on the time. We initially consider the case where no backlogging of demand is allowed, so once the firm runs out of stock it collects no further revenues.
Several mild assumptions concerning the demand function are imposed: First, we assume there is a oneto-one correspondence between prices and demand rates so that X(p) has an inverse, denoted p(X). One can therefore alternatively view the intensity X as the decision variable; the firms determines a target sales intensity X (i.e., an output quantity) and the market determines the price p ( X) based on this quantity. From an analytical perspective, the intensity is more convenient to work with.
We assume the revenue rate, r(X) Xp(X), the existence of a null price as well, though he does not give it this term.) In our case, the null price allows us to model the out-of-stock condition as an implicit constraint that forces the firm to price at p = pr,. when inventory is zero. Note that this modeling artifact partially blurs the distinction between demand and sales, since in reality we can certainly have demand for items without a corresponding sale when the firm is out of stock. However, in the context of the model, no generality is lost by making this assumption.
We call a function X(p) that satisfies all of the assumptions above a regular demand function. An example of a regular demand function is the exponential class X(p) = ae-P. One can verify that this function is decreasing in p, has a unique inverse p ( X) = log (a / X) and results in a concave revenue rate r(X) = X log (a / X) with unique maximizer X* = ae-'. The null price in this case is pr, = +oo. Linear demand functions are also regular. 
Formulation
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(3) Constraint (2) is the modeling artifact mentioned above. It acts to "turn off" the demand process when the firm runs out of items to sell. The existence of the null price pc, in the set ?P guarantees that it can always be satisfied. Without loss of generality, we assume the salvage value of any unsold items at time t is zero, since for any positive salvage value q we can always define a new regular demand function X(p) *-X(pq) and a new price p *-pq (the excess over salvage value) that transforms the problem into the zero-salvage-value case. We also assume all costs related to the purchase and production of the product are sunk. Given a pricing policy u E 'a, an initial stock n > 0, and a sales horizon t > 0, we denote the expected revenue by Ju Using r(X) Xp(X), rearranging and taking the limit as bt 0, we obtain Ij*(n, t) = sup [r(X) -X(J*(n, t) -J*(n -1, t))] at Vn>1, Vt>0.
with boundary conditions J*(n, 0) = 0, Vn and J*(0, t) = 0, Vt. The above argument is not rigorous because we have not justified interchanging supx and limbto0; however, these conditions can be justified formally using Theorem 11.1 in Bremaud, where general intensity control problems are studied. Thus, a solution to equation (8) is indeed the optimal revenue J*(n, t) and the intensities X*(n, t) that achieve the supremum form an optimal intensity control. Equivalent conditions were derived in Kinkaid and Darling (1963), Miller (1986), and Stadje (1990) without using the theory of intensity control.
Optimiial Dyiiuamnic Priciuig of Ilventories
The existence of a unique solution to equation (8) is resolved by the following proposition, which is proved in the appendix: PROPOSITION 1. If X(p) is a egulardemilanid fiuctioni, theni thiere exists a unique solutioni to equiationi (8). Futrther, tile optimiial initenisities satisfies X*(ii, s) < X* for all vi and for all 0 < s ? t.
Although Proposition 1 guarantees the existence of a unique solution to equation (8), obtaining it in closed form is quite difficult if not impossible-for arbitrary regular demand functions. However, we can make a number of qualitative statements about the optimal expected revenue, intensities and prices. We summarize these in the following theorem. THEOREM 1. J*(ii, t) is strictly inlcreasinig anld strictly conicave ini bothl n anid t. Fuorthermore, there exists ani opti;nial initenisity X*(n, t) (resp., price p*(n, t)) that is strictly inicreasing (resp., decreasinig) in ii and strictly decreasinig (resp., increasinig) ini t.
This theorem shows that more stock and/or time leads to higher expected revenues. Further, at a given point in time, the optimal price drops as the inventory increases; conversely, for a given level of inventory, the optimal price rises if we have more time to sell. These properties are not only intuitively satisfying, but they are also useful if one wants to compute the optimal policy numerically because they significantly reduce the set of policies over which one needs to optimize. A proof of a slightly weaker version of Theorem 1 is implied by a sequence of results in Kincaid and Darling (1963) . A compact proof of Theorem 1 is presented in the appendix.
An Optimal Solution for X(p) = ae-'a
We can find an exact solution for the demand function X(p) = aec-J', where a > 0, a > 0 are arbitrary parameters. The solution is useful if one can adequately fit demand to this particular function. More importantly, however, the solution provides interesting insights into the behavior of the optimal policy. First note that without loss of generality we can take a = 1 by simply changing units of price to p' -a p. The maximizer of r(X) in the case a = 1 is Xk = a/e and p* = p(X*) = 1. It is not hard to verify (see also [25] and [44] ) that the solution to equation (8) in this case is J*(11, t) = log( E (X*t) i ) ' (9) and the optimal price p *(ii, t) is given by p*(j, t) = J*(;j, t) -J*(11 -1, t) + 1. is high relative to the initial stock (a = 100, X*t = ae-1 -36.8). There are several interesting things to note about these graphs. First, the upward jumps in price correspond to sales (dN, = 1). After a sale, the price decays until another sale is made, at which point the price takes another jump. This behavior follows from Theorem 1. The upward jumps are due to the fact that the firm prices higher if it has fewer items to sell over a given interval t. The decaying price between sales can be thought of as a price promotion and follows from the fact p*(n, t) is decreasing in t for fixed n. The firm gradually reduces the price as time runs out in order to induce buying activity.
Bounds and Heuristics
For regular demand functions other than X(p) = ae-aP it is quite difficult, if not impossible, to find closed form solutions to equation (8). Further, by Theorem 1, the optimal price varies continuously over time. Yet in many applications this degree of price flexibility is either impossible or prohibitively expensive to implement. Therefore, one might often prefer more stable policies that are close to optimal over a "jittery" optimal policy. In this section, we propose heuristics that meet these criteria. They are easy to implement and also provably close to optimal in many cases. Our approach is to first construct an upper bound based on a deterministic version of the problem. The solution to this deterministic problem then suggests a simple fixed-price heuristic that we show is provably good when the volume of expected sales is large.
An Upper Bound Based on a Deterministic Problem 3.1.1. Formulation of Deterministic
Problem. Consider the following deterministic version of the problem: At time zero, the firm has a stock x, a continuous quantity, of product and a finite time t > 0 to sell it. The instantaneous demand rate is deterministic and a function of the price at time s, p (s), again denoted X (p (s)). (Our notation distinguishing a deterministic policy follows that in Bremaud (1980) .) We assume X(.) is a regular demand function. As before, without loss of generality, we assume the salvage value of the product at time t is zero and that all other costs are sunk. The price p(s) must again be chosen from a set P of allowable prices. As before, we can equivalently view the firm as setting the rate X ( s) E A, which implies charging a price p(s) = p(X(s)) E P.
The firm's problem is to maximize the total revenue generated over [0, t] given x, denoted jD(x, t). 
Optimal Solution of the Deterministic Problem
We begin with some definitions. Define the run-out rate, denoted X0, byX0 x/ t, the run-out price, denoted po, by p 0 p(X0), and the run-out-revenue rate ro p0X?. Notice that X0 (resp., po) is the fixed intensity (resp., price) at which the firm sells exactly its initial stock x over the interval [0, t]. Recall that X* is the least maximizer of the revenue function r(X) = Xp(X). We find it convenient to define p* p(X*), and r* p*X*. The quantity r* is the maximum instantaneous revenue rate. These definitions allow us to state the following proposition, which is proved in the appendix: PROPOSITION 2. The optimal solution to the determiniistic problem (11) is X(s) = XD min{X*, XO}, 0 ? s < t. In terms of price the optimal policy is p(s) = pD max{p*, p0}, 0 < s < t. Finally, the optimal revenue is jD(X, t) = t min{r*, ro} (12) The intuition for this solution is the following: If the firm has a large number of items to sell (x > X*t), it ignores the problem of running out of stock and prices at the level that maximizes the revenue rate. In this case the firm ends with x -X*t unsold units. If the items are scarce (x < X*t), the firm can afford to price higher, and it indeed prices at the highest level that still enables it to sell all the items. Note that in both cases the solution is to set a fixed price for the entire interval.
The Deterministic Revenue as an Upper
Bound. Intuitively, one would expect that the uncertainty in sales in the stochastic problem results in lower expected revenues. The following theorem formalizes this idea: THEOREM 2. If X(p) is a regular demand function, then for all 0 < n < +oo and 0 < t < +oo, J*(n, t) < jD(n, t). PROOF OF THEOREM 2. As shown in Proposition 1, Xs < X* < oc, which implies fo Xs ds < oo almost surely for all t 2 0. Recall Cd denotes the class of policies that satisfy fo dNs ? n (a.s.); therefore by Bremaud 1980 
Since the demand intensity in the control problem (7) is Markovian, it is sufficient to consider only Markovian policies u (Bremaud 1980 Since this is a convex program, and the null price together with the fact that n > 0 implies that X(s) = 0, 0 c s < t is a strictly interior solution, there exists a multiplier A* for which the duality gap is zero and jD (n, t) = inf ,,o JD (n, t, u) = JD (n, t, ,*). (See Luenberger
1969). L
Theorem 2 is useful for several reasons. It suggests that the solution of the deterministic problem may provide insight into optimal or near-optimal pricing strategies for the stochastic problem. It also provides performance guarantees on the cost of such pricing strategies. Together, these results can be used to establish a strong relationship between the stochastic and deterministic problems, as we show next.
Asymptotically Optimal Fixed-price
Heuristics The deterministic optimal solution suggests a simple fixed price (FP) heuristic, namely, for the entire horizon set the price to pD = max { p 0, p * }. Of course, one could improve on this heuristic by choosing the best fixed price; that is, the one maximizing pE[min { n, N, (p) } ], where Na denotes a Poisson random variable with mean a. In general the best fixed price cannot be found analytically; however, it is easy to find numerically. We let OFP denote this optimal fixed-price heuristic and JOFP (n, t) (resp., JFP(n, t)) denote the revenue of the OFP (resp., FP) heuristic. We will use the fact that JOFP ( n, t) > JFP(n, t).
Note that using a fixed price for the entire horizon is quite convenient since there is no effort involved in monitoring time and inventory levels and no cost incurred for changing prices. Further, the performance of the heuristics turn out to be quite good in several cases, one of which is shown by the following theorem: In the case where X*t < n we price at p*, by the same reasoning we obtain JFP(n, t) > p _ t + (n -X*t) -(n-X*t)) > p*X*t(1 -2 r*) rt( 21V5Yi)
Comparing these two cases to the deterministic revenue (12) and using Theorem 2 This provides a slightly better guarantee for small n, though it has an identical rate of convergence since by Stirling's formula (n / n!) e-1 " 1 / 27rnW. Theorem 3 shows that the FP heuristic, and consequently the OFP heuristic, are asymptotically optimal in two limiting cases: (1) the number of items is large (n > 1) and there is plenty of time to sell them (n < X*t); or (2) there is the potential for a large number of sales at the revenue maximizing price (X*t > 1), and there are enough items in stock to satisfy this potential demand (n ? X*t). Thus, we see that if the volume of expected sales is large, the heuristics perform quite well.
One can gain an intuitive understanding of this result by examining Figure 1 , which shows the FP price and the optimal price for two sample paths of the example in ?2.3. Note the that optimal price paths in this figure appear roughly centered about the FP price shown by the horizontal lines in Figure 1 . Also, on a relative basis the variations about the FP price appear small. Thus, it seems the FP price is a reasonable approximation to the optimal policy.
An example serves to illustrate the utility of the bounds in Theorem 3: Consider a firm that has 400 items and enough time to price at the run-out price p0(X*t > n). Theorem 3 then guarantees that the expected revenue collected by simply offering a fixed price of p0 is at least 97.5% of what could be obtained by using an optimal state-dependent strategy. For 100 items, the guarantee drops to 95%, while for 25 items, it is only 90%. However, as we illustrate in the next subsection, these guarantees are in fact quite pessimistic, and the actual performance of fixed-price policies is good even for small ( -10 items) problems.
As a last example where fixed-price heuristics are asymptotically optimal, we state without proof THEOREM 4.
lim JP(n t) ? Flim JF( n,t)1
Vn>O. t >0-0 J*(n, t) to f0 *(n, t)
Numerical Example of the Performance of Fixed-Price Heuristics
For the case where the demand function is ae-"P we have a closed form expression for the optimal cost, which allows us to examine the performance of the fixed-price heuristics for problems of moderate size. Table 1 shows the prices and resulting revenues for a series of problems with a unit horizon, X*t = 10 and starting inventories n ranging from 1 to 20. Note that the optimal fixed price (pOFP) is initially lower than the deterministic price (pFP) when there are few items to sell, but for n > 5 it is higher. Thus, the OFP price seems to smooth the transition between the low and high demand price extremes, p* and p?. Note also that the worst relative performance of the OFP heuristic is only 5.5%, and when n > 12 it is within 1% of the optimal revenue. Indeed, in numerical experiments on many different examples we never once observed a value of IOFP that was more than seven percent less than the optimal revenue. The relative performance of the FP heuristic, on the other hand, is poorest at n = 1 (12.9% below the optimal revenue), though for n > 15 its revenue is comparable to that of the OFP heuristic. These results suggest that even for moderate sized problems the FP heuristic, and especially the OFP heuristic, perform quite well. They also suggest that dynamic pricing in response to the sort of statistical variations in demand modeled here can at best provide only minimal increases in revenue-on the order of one percent or less for moderate to large problems. For this reason, we conclude that if demand functions are well known and prices can be set freely, then one should not see great benefits from the highly dynamic pricing practices, such as those found in fashion retailing and yield management practice. Other explanations of the benefits of these practices, one of which we propose in ?4, are needed. (An explanation based on the producer's imperfect knowledge of customers' reservation prices is proposed by Lazear.)
Some Structural Observations for the Case X(p) = ae-P
We next show that for X (p) = ae -P the optimal intensity (resp., price) for the stochastic problem is always smaller (resp., larger) than the corresponding optimal intensity (resp., price) for the deterministic problem. PROPOSITION 3. If X(p) = ae6P, then Vn ? 0, Vt ? 0, X*(n, t) < XD(n, t) and p*(n, t) > p D(n, t).
PROOF. We can write the optimal intensity as X*(n, t)=* P{Nt ? n -1 <* Since XD(n, t) = n/t for t 2 n/X* and XD(n, t) = A* otherwise, and by Proposition 1, X*(n, t) < X* always, we only need to show that X*(n, t) < n/t, for t 2 n A*. Equivalently, X*tP{NA*t < n -1} < nP{N,*t < n}.
But this holds since the left-hand side can be written
,=o iet (X*t)/ i!, which is clearly less than n P { Nx*t < n }. The corresponding properties for p *(n, t) follow in a similar way. E This proposition helps address a question raised by Mills (1959) about the relation between the optimal price for a stochastic model and its deterministic counterpart. Karlin and Carr (1962) and Thowsen (1975) analyzed this question for fixed price models under additive or multiplicative uncertainty. They showed the optimal stochastic price is always higher (resp., lower) under multiplicative (resp., additive) uncertainty than the optimal deterministic price. Note that the demand uncertainty in the exponential model is neither additive nor multiplicative. Though Proposition 3 suggests that the optimal stochastic price is always higher, this is not true for the revenue function r(X) = 1 -(X -1)2. It is true, however, that for all regular demand functions over short time horizons, i.e., t < n / X*, the optimal stochastic price (resp., intensity) is always higher (resp., lower) than the optimal deterministic price (resp., intensity).
Discrete Price Case
Consider the case where the set of allowable prices is P = { Pi, ... PK, PR }, a discrete set. The restriction to a discrete set of prices may arise if a firm decides, at a strategic level, to restrict itself to a given set of prices in order to achieve market segmentation. Alternatively, the discrete set of prices may be the result of an explicit or implicit consensus at the industry level (e.g., "price points"). We also suggest below that a discrete price scheme together with dynamic allocation of the units allows firms to synthesize a wide range of effective prices to accommodate shifting demand functions while retaining the appeal and practicality of having only a small, stable set of prices for their product or service. We propose this as one plausible explanation for the practice of yield management.
As before, we have n items and t units of time to sell them. Corresponding to price Pk, we have a known demand rate Xk, k = 1, . . . , K. Without loss of generality, we assume that pi < P2 < * * *, < PK, and Xi > X2 > . . . > XK. Equality in the demand rates is ruled out since equation (8) selects the largest price corresponding to any given demand rate.
Let rk PkXk, denote the revenue rate associated with price Pk, k = 1, .. ., K. We assume that the revenue rates are monotonically decreasing: r, > r2 > .
> rK-
This assumption is again without loss of generality since 0 ? X ? A* by Proposition 1, and because r(.) is increasing over this region. 4.0.1. Optimal Solution of the Deterministic Problem. The proof of Theorem 2 goes through unchanged for the discrete price case; thus, we can again use the deterministic revenue as an upper bound. The deterministic solution also gives an asymptotically optimal heuristic, though the resulting heuristic is no longer a fixed -price heuristic, but consists of pricing at some price, Pk*, for a specified period of time and at a neighboring price, Pk*+1, for the balance of the horizon.
To solve the deterministic pricing problem let tk Jo 1 (ps = Pk) ds denote the amount of time we price the items at Pk, k = 1, . . ., K, over the horizon [0, REMARK. If there exists a salvage value q > 0 then the above results continue to hold provided (1) we eliminate all prices p < q, and all prices pi such that q(Xi -X1)> rirj for some pj> pi > q, and (2) we set ri = Xi (piq) in the linear program.
Notice that the solution prices at Pk* for cat units of time and at Pk*+l for (1 -c)t units of time where a E [0, 1) satisfies caXk*t + (1a)Xk*+lt = n. Thus, aXk*t and ( 1 -a) Xk *+ it are approximately the number of items allocated to prices Pk* and Pk*+, respectively, and (aerk + (1 -) rk *+l ) t / n is the effective price paid, averaged across the n items. By adjusting the allocations in this way, one can synthesize effective prices for many different demand functions. There are many practical advantages to such a scheme. It allows a firm to offer only a small set of stable prices, which are easy for consumers to interpret and for the firm to advertise and manage. Yet it also enables the firm to respond to short-term variations in demand, such as those caused by day-ofthe-week cycles, holidays, seasonalities, etc. This may be one reason why industries with highly variable demand patterns, such as airlines, hotels and cruise-ships, have adopted the fixed-fare-classes, dynamic allocation policies of yield management.
An Asymptotically Optimal Heuristic The deterministic solution suggests a stopping-time (ST)
heuristic for the stochastic problem. Let m FXk*tk*1, T", be the (random) time the mth item is demanded when the price is fixed at Pk*, and let tm = m / Xk*, be the time it takes to sell m items at price Pk* when demand is deterministic. The heuristic is defined as follows: The analysis of the ST heuristic can be sharpened when n ? X1t, and when n ? XKt in the sense that the absolute, rather than the relative, error goes to zero as n and/or t goes to infinity. The first case occurs when demand is so low that we cannot expect to sell all the items even at the lowest price (pl); the second occurs when demand is so high that we can expect to sell all the items at the highest price (PK)-In both cases the heuristic reserves the entire stock to the lowest (resp., the highest) price.
Finally, we point out that a heuristic with the same asymptotic properties can be constructed whereby initially the items are priced at Pk*+, and subsequently reduced to Pk*. Thus, both the low-to-high and the highto-low stopping-time heuristics are asymptotically optimal. For example, in air travel the desirability of a seat usually increases as the date of flight is approached, while in fashion retailing the desirability of garments decreases as the season draws to a close; thus airlines price low-high, while fashion retailers price high-low. See Feng and Gallego (1992) for structural results and algorithms to compute optimal stopping-time rules in situations that allow, at most, one price change.
Extensions to the Basic Problem
We next examine several extensions of the basic problem. The first extension allows demand to be compound Poisson. Next we consider a demand function that varies with time according to a multiplicative seasonality factor. Then, we extend our results to the case where there are holding costs and cash flows are discounted. We then allow the initial stock n to be a decision variable along with price. Finally, we allow a resupply option in the presence of overbooking and random cancellations. For all these cases, we find asymptotically optimal heuristics and, in some instances, a closed-form optimal policy for the exponential demand case. Let JD(n, t) = EX maxx(S)EA fo (r(X(s))ds subject to t J XNs dNs < n be the optimal revenue for the deterministic problem. We next show THEOREM 6. ju (n, t) < jD (n, t).
Demand is a Compound Poisson Processes
PROOF. For ,u ? 0, we define ju(n, t, A.) -ju(n, t) + -lEu n-I XNsdNs) 2 ju(n, t).
Because Xk = XNTk is independent of Nss < Tk, we can The above procedure can also be used in the discrete price case as well. Indeed as in ?4, let k* be such that Xk*G(t) ? n > Xk *+G(t). Then the optimal solution to the transformed deterministic problem is to price at pk* for n -Sk*G(t) Uk* =I Consequently, we have X(p*(n, s)) = X*(n, G(s)).
SXk

Now since X (p) is a decreasing function of p, it follows that p*(n, s) is decreasing in s. This is consistent with
Theorem 1 viewing s as elapsed time. We note, however, that the analogous result does not hold for X*(n, s) since its behavior also depends on g(s). intensity Xs (resp., price ps) is monotonically decreasing (resp., increasing) in s E (0, t). At this point it is useful to isolate the holding and discounting effects. If there were no discounting, then Xs = g(,*-h(t -s)), and the argument is strictly increasing in s E (0, t) regardless of the value of ,*. If there were no holding costs, then Xs = g(eOSA*) and the argument is strictly increasing in s E (0, t) only if u* > 0. From the holding cost point of view, the intuition is that we want to sell initially at a faster rate in order to reduce the cost of holding inventories. From the discounting point of view, we are interested in the rate at which revenue is flowing in. If n is large enough so that ,u* = 0, we want to sell at X* g(0) to maximize the revenue rate r(X*). If on the other hand, n is small enough so that ,* > 0, then we want to sell at a lower rate X, = g(e#s A*) < A* to avoid running out of stock before time t. However, since we are discounting we start with higher revenue rates.
Holding Cost and Discount
Initial Stock as a Decision Variable
Suppose we are allowed to determine the initial stock n, the order quantity, and also decide the subsequent pricing policy. If the initial stock can be purchased at a unit cost c > 0, we want to find the order quantity n* that maximizes the expected profit Ji(n, t) = J*(n, t)cn.
This problem reduces to the classical newsboy problem if we replace J* above by the expected revenue for a given fixed price. If we control this fixed price, then we obtain the problem studied by Karlin and Carr (1962) and Whitin (1955).
By Theorem 2, J*(n, t) < JD(n, t); consequently an upper bound on H(n, t) (cf. equation (12)) is given by f tr(X*)cn if n > X*t tr(n/t) -cn otherwise.
Treating n as a continuous variable, let nC denote the maximizer of JD(n, t). We see that for n > X*t, JD(n, t) is strictly decreasing in n, so nC < X*t. For n < X*t, flD(n, t) is concave in n, so + 1, t) .
Resupply, Cancellations, and Overbooking
Suppose additional units can be secured at a unit cost b > 0, so the firm now has the option of selling beyond its initial inventory (overbooking). We view this option in one of two ways: (1) demand is satisfied by placing a special order every time a sale is made while out of stock, or (2) demand is backlogged and at time t the firm orders as many additional units as needed to satisfy the backlog. The first case is most common when items are hard goods (clothes, appliances, etc.), in which case b may represent unit transshipment costs or special handling charges. The second case applies to a model of overbooking in the airline and hotel industry, where b may correspond to the cost of a seat on an alternate flight or a room at an alternate hotel site (i.e., a secondary supply) or may also be a loss-of-goodwill penalty for not providing on time service.
Overbooking is often practiced to compensate for cancellations. Here we assume that each reservation is canceled independently, at time t, with probability 1 -p. In addition, we assume that customers who cancel are refunded the purchase price less a penalty, which consists of a fixed plus variable component. Specifically, let c represent the fixed fee and : represent the fraction of the price paid that composes the variable fee. Thus, a customer who pays price p and cancels gets a refund of p(l -A) -c. (See Bitran and Gilbert 1992 and Liberman and Yechiali 1978 for alternative models that consider cancellations and overbooking.) Given a non-anticipating intensity control policy X, based on the initial inventory n and the current history of reservations, the number of reservations N, is Poisson with random intensity fo X, dv. Let { Tk: k > 1 } denote the jump points of the counting process Ns, 0 < s ? t, and let {Zk: k ? 1 } be a sequence of independent Bernoulli random variables taking value 1 with probability p and taking value 0 with probability 1 -p. By our above assumptions about the cancellation process, these random variables are also independent of the counting process Ns.
We assume that revenues are collected as reservations are made and refunds for canceled reservations are paid at the end of the horizon. If we disregard the time value of money, the net expected revenue can be written as rt E I p(XTk)l(Tk < t)l(Zk = 1) = E pr(X,)ds. 
n denotes the initial inventory (capacity), m denotes the possibly negative unsold capacity at time t before learning about cancellations, and Xt,, is a binomial random variable with parameters nm and p. Thus, Xr,, n, if positive, is the number of uncanceled reservations in excess of the initial capacity. As before, the firm's problem is to find a pricing policy u * (if one exists) that achieves an expected revenue V*(n, t) = sup Vu(n, t),
14 E U where we let 'U denote the class of all Markovian policies satisfying ps E P, Vs.
In the next subsection we find a closed-form solution to the stochastic problems when demand is exponentially decaying and no cancellations occur (p = 1). We then solve the deterministic counterpart for the general case and present an asymptotically optimal heuristic. where J*(n, t) is the optimal revenue with no reorder option (the basic problem), and the second term above is always nonnegative. Thus, the expected revenue is strictly greater than without the reorder option as expected. The price trajectory itself has characteristics similar to the basic problem (b = GO), taking upward jumps as items are sold and decaying as time elapses without a sale. The exception is when the inventory drops to zero, at which point the policy switches to a fixed price of b + 1.
An Optimal
An Asymptotically Optimal Heuristic for the General Case. For the general case with both cancellations and reordering, the deterministic problem corresponding to equation (21) can be written as
Consequently, V FP((n, t) > V D(n, t) -I bPDpt. The result follows after dividing by V D(n, t). El
By observing that when n < 0, E[(N, -n)+] = Xbt n, we obtain the following corollary to Theorem 11: COROLLARY 1. If n < 0, then VFP((n, t) = V*(n, t).
That is, when there are no items in inventory, the optimal policy is to fix the price at pb, The reason for this is that backlogged items represent a sunk cost that cannot be influenced by our pricing policy. Thus, we ignore n and simply try to maximize the net revenue rate r(X) -p Xb over the remaining time, which implies pricing at pb.
Conclusions
We have shown how a range of inventory pricing problems can be analyzed using intensity control theory, bounds, and heuristics. By analyzing the deterministic version of different versions of the basic problem, we were able to obtain both upper bounds on the expected revenue and insights into the form of near-optimal policies. Exact optimal policies were found in certain cases for a family of exponential demand functions. Perhaps the strongest conclusion from our results is that using simple fixed-price policies appears to work surprisingly well in many instances. This is encouraging since the optimal dynamic policies are quite jittery and require constant price adjustments, an undesirable characteristic in practical applications. In the discrete-price case, we showed that a policy that varies the allocation of units and time to two neighboring prices is nearly optimal. The policy provides a good explanation of the structure of current yield management practice.
We believe that this class of inventory pricing models represents a fertile area for future research. From a practical standpoint, revenue maximization holds the potential for dramatic improvements in profitability and thus is likely to be a topic of intense interest to managers in a wide range of industries. On a methodological level, we think that formulating problems in the framework of intensity control is a promising approach. Though exact solutions appear limited to special cases, one can easily obtain bounds similar to those in Theorem 2 that relate the stochastic and deterministic variants of the problem. No doubt other variants of the problem can be attacked using precisely this approach. Similar bounds could potentially be useful for a wide range of intensity control problems in other application contexts as well.2 2 We thank three anonymous referees and the associate editor for providing several references and many helpful comments. The research of G. Gallego was supported in part by the National Science Foundation grant DDM 9109636. The research of both authors was supported by the National Science Foundation grant SES93-09394.
Next assume that X*( n -1, t) is strictly decreasing in t. From equation (26) we see that r'(X*(n, t)) > 0 for t > 0, implying X*(n, t) < *. Note that as t approaches zero from the right in problem (26), lim,_0 r'(X*(n, t)) = 0, so X*(n, 0+) = A*. Hence, X*(n, t) is initially strictly decreasing in t. Now assume for the sake of contradiction that X*(n, t) is strictly decreasing over [0, to) but is nondecreasing over a nonempty interval [to, t1]. Taking derivatives with respect to t in equation (8), we find that over [0, to) aJ*(l, t) aJ*(> l -1, t)
,At At with the opposite inequality holding over [ to, t1 ] . From this and equation (8), it then follows that over [0, to), J*(n, t) -J*(n -1, t) < J*(n -1, t) -J*(n -2, t), and consequently X*(n, t) > X*(n -1, t), again with the opposite inequalities holding over [to, t1] . But this implies that X*(n -1, t) must be nondecreasing in the neighborhood of to, which contradicts the inductive hypothesis. Therefore, we conclude that X*(n, t) must be strictly decreasing in t and that X*(n, t) > X*(n -1, t).
We now use these facts to show concavity of J*(n, t). Indeed, the fact that X*(n, t) is strictly increasing in n, the concavity of r(. ) and (26) imply J*(n, t) -J*(,l -1, t) < J*(n -1, t) -J*(n -2, t), so J*(n, t) is strictly concave in n. Also, equations (8) and (27) imply a21*(n, t) -X*(n, t) aJ*(n, t) J*(n -1 )<0 at 2 at atJ] so J*(n, t) is strictly concave in t. The claims for p*(n, t) follow directly from the results for X*(ii, t).
PROOF OF PROPOSITION 2. Consider the deterministic problem (11). Note that the integrand in problem (11) is simply the revenue function, r(X), which is concave by assumption. There are two cases. First, suppose the maximizer of r(X), X*, satisfies X*t c x, then clearly X, = X*, 0 c s c t is the optimal solution since this choice maximizes the integrand pointwise. In the second case, X*t > x, it follows from the fact that r(X) is concave that for a given value y = f0 X5ds, X. = y/t, 0 c s c t maximizes the integral. The maximum revenue given y is therefore t(y/t)p(y/t) = tr(y/t). Now since y/t < X* and r(X) is increasing for X < X*, it follows that y = x in any optimal solution, and thus Xs = (x/ t) = X ', 0 c s c t maximizes the integral. Converting these rates to their corresponding prices and computing the corresponding total revenue associated with this solution establishes the proposition. PROOF OF THEOREM 5. Notice that T-is a stopping time, since T-is finite with probability one and the event r < s, can be determined by the history of the arrivals up to time s. To obtain a lower bound on JsT(n, t) consider a wasteful heuristic that reserves m (resp., n m) units to be priced at pk (resp., pk+l) over tm (resp., ttm) units of time. Let JW(n, t) denote the expected revenue of the wasteful heuristic. Evidently, the wasteful heuristic is a lower bound on the stopping-time heuristic since if T = Tm < tm the wasteful heuristic delays the selling of the remaining iim units until time tm. On the other hand, if T = tm < Tm more than nm units are left at time tm, and the wasteful heuristic only makes nm of them available for sale at price Pk+l-In spite of these limitations, we will show that the wasteful heuristic, and consequently the ST heuristic, is asymptotically optimal.
To do this, let tn_m nm / Xk+l. Note that t,-,, is the time it takes to sell nm items at price Pk+l when the demand is deterministic. Consequently, t' = tm + tn-m is the total time it takes to dispose of the n items when the demand rates are deterministic. Observe that by our choice of m we have t Xk -Xk+l < t' C t (28) XkXk+ 1
Consequently, a lower bound on the wasteful heuristic can be obtained by delaying the start of the sales by tt' so that effectively the horizon is shrunk to t'. Recall that the deterministic revenue is JD (n t) = rk -rk+1 n + Xkrk+ -Xk+lrk t Xk -Xk+1 Xk -Xk+l so by equation (28) Thus, we drop the prime notation and assume that m = aXkt and that nm = a Xk+1 t are integers. Let NAk, be a Poisson random variable with rate XkS. Clearly the expected revenue for the wasteful heuristic is Jw (n, t) = pkE min {Nxkeat, a Xkt} + pk+1E min {NAk+l&t, aXXk+1t} Noting that E min (Nx,, Xs) = ENAS -E(NAS -Xs)+, and that ENAS = Var(Nx,) = Xs, and using equation (18) 
