Abstract. Prüfer variables are a standard tool in spectral theory, developed originally for perturbations of the free Schrödinger operator. They were generalized by Kiselev, Remling, and Simon to perturbations of an arbitrary Schrödinger operator. We adapt these generalized Prufer variables to the setting of Jacobi and Szegő recursions, and present an application to decaying oscillatory perturbations of periodic Jacobi and CMV matrices.
Introduction
Let H 0 be a second-order differential or difference operator and let V be a perturbation. To analyze spectral properties of the perturbed operator H 0 + V , it is often useful to compare them to spectral properties of the, usually simpler, unperturbed operator H 0 . The comparison can be done at the level of eigensolutions, by which we always mean generalized eigensolutions, i.e. formal eigensolutions of the differential or difference operator, not necessarily in the Hilbert space. The goal is then to compare eigensolutions ϕ of H 0 , H 0 ϕ = Eϕ, to eigensolutions u of the perturbed operator H 0 + V , (H 0 + V )u = Eu.
One strategy is to define Prüfer variables R, θ in a way that quantifies this comparison, so that R, θ obey a first-order differential (or difference) equation. This strategy has been implemented for several classes of operators, starting with the work of Prüfer [Prü26] for Schrödinger operators, in the case where H 0 = −∆ is the free Laplacian and ϕ(x) = e ikx . For perturbations of the free Jacobi matrix, the analogous variables arose gradually in the work of several authors, first for discrete Schrödinger operators [Egg72, GP75, PF92] , later also for more general Jacobi matrix perturbations [Bre07, Bre10, BLS10, KL07, Luk11] . Prüfer variables for orthogonal polynomials on the unit circle, for perturbations of the free case, were first used in [Nik85] ; see also [Sim05b] .
Prüfer variables are a very important tool for analyzing properties of eigensolutions and, since properties of eigensolutions imply spectral properties of H 0 + V , they have been used extensively in spectral theory, especially in the study of decaying perturbations; see, e.g., [KLS98, Sim05b, Luk14] .
Furthermore, [KRS99] developed generalized Prüfer variables, which extend this approach to the case where H 0 is an arbitrary, continuous or discrete, Schrödinger operator (instead of just the free Laplacian). Those variables are well suited to the study of decaying perturbations of H 0 , especially in cases where eigensolutions of H 0 have good properties, e.g. for periodic H 0 ; see, e.g., [KRS99, LO14] . In this paper, we adapt the idea of generalized Prüfer variables to two other difference equations, the Jacobi and Szegő recursions, which correspond to Jacobi and CMV matrices and, equivalently, to orthogonal polynomials on the real line and orthogonal polynomials on the unit circle. We will explain the setup in the introduction, postponing the details to later sections.
1.1. The Jacobi recursion. We consider a Jacobi matrix J with coefficients a n > 0, b n ∈ R,
(1.1)
The Jacobi matrix is viewed as an operator on ℓ 2 (N). We consider also its perturbation, a Jacobi matrixJ with coefficients a n +a
and an eigensolution u forJ ,
3) At this point there will be an assymetry in our setup. We assume that ϕ is linearly independent with its complex conjugateφ (we refer to this as a "complex" solution from now on). On the other hand, we assume that u is a real-valued eigensolution.
We can now define the Prüfer variable Z(n) by
By linear independence of ϕ andφ and reality of u, (1.4) uniquely determines Z(n). We also define the Prüfer amplitude R(n) > 0 and Prüfer phase η(n) ∈ R by
The second-order linear equation (1.3) reduces to a first-order nonlinear recursion relation for Z(n), which we derive in Section 2. We point out again that this approach was introduced by [KRS99] for the case a n = 1, a ′ n = 0.
1.2. The Szegő recursion. For z ∈ ∂D and α ∈ D, introduce transfer matrices
For a sequence of Verblunsky coefficients {α n | n ∈ N 0 }, consider the Szegő recursion given by
where v(n) ∈ C 2 . Szegő recursion is commonly stated without the z −1/2 , but the factor is added here out of convenience. The choice of square root will be irrelevant in what follows, as long as it is consistent between formulas.
Szegő recursion generates orthogonal polynomials on the unit circle: if α n are the Verblunsky coefficients corresponding to a measure µ on the unit circle and v(0) = 1 1 , the corresponding orthogonal polynomials ϕ n (z) obey
Thus, Szegő recursion plays the role for orthogonal polynomials on the unit circle that Jacobi recursion plays for orthogonal polynomials on the real line. The corresponding matrix representation is given by the CMV matrix,
a unitary operator from ℓ 2 (N) to ℓ 2 (N); here we denote ρ n = 1 − |α n | 2 . The CMV operator is of central importance in the theory of orthogonal polynomials on the unit circle. In particular, it can be understood as the unitary analogue of the self-adjoint Jacobi operator. For more details on the Szegő recursion and the CMV operator, please refer to [Sim05a, Sim05b, Sim11] .
Consider now a perturbation α
such that α n +α ′ n ∈ D and a solution u of the perturbed Szegő recursion
with an initial condition of the form
Let us define an antilinear operator C by
and let us write v * (n) = Cv(n). We will show that Proposition 1. There is a unique Z(n) ∈ C such that
The quantity Z(n) is taken as our Prüfer variable in this setting; Prüfer amplitude and Prüfer phase are then defined by (1.6), analogously to the Jacobi case.
Our setup here is different from that for Jacobi matrices: we consider a first-order recursion given by the 2 × 2 matrices (1.7) instead of a second-order eigenvector equation. The distinction is not trivial since, for CMV matrices, generalized eigenfunctions are not generated by the Szegő recursion, but rather by the GesztesyZinchenko [GZ06] recursion. However, spectral properties can be characterized directly in terms of the transfer matrices associated with Szegő recursion, which justifies our setup. Moreover, [DFLY14] have noted a simple relation between the two recursions which will also allow us to link our Prüfer variables to asymptotics of eigenfunctions.
The details of the preceding discussion and the first-order recursion relation obeyed by the Prüfer variable are given in Section 3.
1.3. Decaying oscillatory perturbations. As an application of our generalized Prüfer variables for Jacobi and Szegő recursions, we prove a result about decaying oscillatory perturbations of periodic Jacobi or CMV operators. We study a class of perturbations which includes finite or infinite linear combinations of Wigner-von Neumann type perturbations sin(nβ)/n γ , γ > 0. Perturbations of this form have been discussed since a paper of Wigner-von Neumann [vNW29] showed that such a perturbation of the free Laplacian can create a single embedded eigenvalue in the essential spectrum of the Schrödinger operator.
Their [LO14] , proving in great generality that such perturbations preserve absolutely continuous spectrum of a periodic Jacobi or CMV matrix.
The proof is an adaptation of the proof in [LO14] , but it also contains a new ingredient. A part of the proof in [LO14] relies on cancellations established by some explicit calculations, which would have been prohibitively long in the current setting. Instead, the calculations are replaced by an indirect argument, which uses general observations to show that the cancellations must occur; these are stated in Lemmas 6 and 9 below.
Theorem 2. Consider a q-periodic Jacobi matrix J with coefficients a n , b n and its perturbationJ with Jacobi coefficients a n + a
can be written in the form
where c l ∈ C, φ l ∈ R, and for some integer p ≥ 2 and some real number β ∈ (0, 1 p−1 ), the following conditions hold: (i) (uniformly bounded variation)
Then there is a set S ⊂ σ ess (J ) of Hausdorff dimension at most β(p − 1) such that for E ∈ σ ess (J ) \ S, all eigensolutions ofJ are bounded. In particular,
andμ s (σ ess (J ) \ S) = 0, whereμ s denotes the singular part of the canonical spectral measure corresponding toJ .
Remark 1. In (1.14), b ′ is indexed with n + 1 purely for later notational convenience.
Theorem 3. Consider a q-periodic CMV matrix C with Verblunsky coefficients α(n) and its perturbationC with Verblunsky coefficients α(n) + α ′ (n). Assume that the sequence {α ′ (n)} ∞ n=0 can be written in the form
where c l ∈ C, φ l ∈ R, and for some integer p ≥ 2 and some real number β ∈ (0, 1 p−1 ), conditions (i), (ii), (iii) of the previous theorem hold. Then there is a set S ⊂ σ ess (C) of Hausdorff dimension at most β(p − 1) such that for z ∈ σ ess (C) \ S, all eigensolutions ofC are bounded,
, whereμ s denotes the singular part of the canonical spectral measure ofC.
Proofs of Theorems 2 and 3 are presented in Section 4.
Prüfer variables for the Jacobi recursion
Let us also define some variations on the Wronskian. For two sequences f, g, we have
The motivation behind the notation W * 1, * 2 (f, g) is that we will choose f to be a solution to the Jacobi recursion with the a n perturbed by * 1 , and g to be a solution to the Jacobi recursion with the a n perturbed by * 2 .
If we assume
and
Since ϕ, ϕ are linearly independent solutions of (1.2), by constancy of the Wronskian, we have
for some real nonzero constant ω. Thus,
We can use Wronskians to invert (1.4) to get
which is the same as (41) in [KRS99] .
Theorem 4. Prüfer variables obey the first-order recursion relation
This becomes a first-order nonlinear equation for Z(n) if we make the substitution e −2iη(n) =Z(n)/Z(n); alternatively, it gives a system of first-order equations for R(n), η(n) if we take its absolute value to get a formula for R(n + 1)/R(n), and divide it by its complex conjugate to get a formula for e 2i(η(n+1)−η(n)) .
Proof of Theorem 4. For notational convenience, let us define
By (1.4),
We have by (2.5), (2.2), (1.3), (1.2),
Dividing by Z(n) = R(n)e iη(n) , we then have
Using e −iθn sin θ n = 1 2i (1 − e −2iθn ) in the first and third lines and a similar identity in the second line, we obtain
which completes the proof.
As a first application of the Prüfer variables just introduced, we prove the following theorem.
Theorem 5. Assume that inf n a n > 0 and that a ′ , b ′ ∈ ℓ 1 . For any x ∈ R such that all solutions ϕ of the recursion relation (1.2) are bounded, all solutions u of the recursion relation (1.3) are bounded as well.
Proof. Under the above assumptions, lim n→∞ an an+a ′ n = 1 so M = sup n a n a n + a ′ n < ∞.
It follows from Theorem 4 that
Since the right-hand side of (2.7) is ℓ 1 , it follows that Z(n) converges as n → ∞ and, in particular, R(n) is bounded in n. This implies that u(n) is bounded in n and completes the proof.
The following lemma will be necessary in the applications which follow.
Lemma 6. Fix E and a solution ϕ of (1.2). For different solutions u of (1.3), denote the corresponding Prüfer variables by Z u , R u , η u . If there exists a sequence A(n) independent of u such that the series
converges uniformly in solution u, then R u (n) converges as n → ∞ for any solution u and there is no subordinate solution at E.
Proof. Let us consider two solutions u 1 (n), u 2 (n) of (1.3). Subtracting (2.8) for the two solutions, we conclude that the series
is convergent. In particular, taking real and imaginary parts, we see that the sequences
converge as n → ∞. By uniform convergence, there is an n 0 such that for all solutions u,
Taking imaginary parts and subtracting this for u 1 , u 2 ,
Thus,
In particular, if we were to pick the solution u 1 arbitrarily and pick the solution u 2 so that
We consider now the Wronskian of u 1 and u 2 .
The Wronskian is nonzero and independent of n, but we know from the above that the quantities
have nonzero limits as n → ∞. From our final formula for the Wronskian, it then follows that R 2 u1 (n), and then R u1 (n) has a nonzero limit as n → ∞.
Prüfer variables for the Szegő recursion
We begin by noting that C 2 = I and
so, since v(n) is a solution for (1.8), so is v * (n). Analogously, denote u * (n) = Cu(n). The condition (1.11) ensures that u * (0) = Cu(0) = u(0), so u * (n) = u(n) for all n. Let us assume that v(0), v * (0) are linearly independent. Then v(n), v * (n) are linearly independent for any n. Thus, there exist complex numbers Z(n), s(n) such that
(3.1) Applying C to both sides of this equation we get
This implies that s(n) = Z(n) and proves (1.13). Given f, g two sequences in C 2 , we define their Wronskian as
Our first order of business is to verify constancy of the Wronskian.
Proposition 7. For f, g two solutions of the Szegő recursion with the same sequence α n , and n a positive integer, W (f, g)(n) = W (f, g)(n − 1).
Proof. Let us write
Let us write ω as the Wronskian of v and v * . Note that ω will be a nonzero real constant, due to the assumption that v, v * are linearly independent. We can thus write
Since v, v * are solutions corresponding to the same sequence α n , this expression is n-independent.
From (1.13) we can write
Since u and v * are solutions of Szegő recursions corresponding to different sequences of Verblunsky coefficients, their Wronskian will not be n-independent. We denote ρ
(3.4) and compute
The last line is obtained by using Szegő recursion to substitute u 1 (n + 1), u 2 (n + 1), (v * ) 1 (n + 1), (v * ) 2 (n + 1) and simplifying the resulting expression. Dividing by ωZ(n) gives
and, similarly,
Plugging these into the previous formula proves the following theorem. Lemma 9. Fix z and a solution v of (1.8). For different solutions u of (1.10), we denote the corresponding Prüfer variables by Z u , R u , η u . If there exists a sequence A(n) independent of u such that the series
converges uniformly in u, then R u (n) converges as n → ∞ for any u and there is no subordinate solution at z.
Proof. For two solutions u 1 , u 2 , we consider the Wronskian of u 1 and u 2 . Using linearity of the Wronskian and (1.13) for u 1 , u 2 , we get
The Wronskian is nonzero and independent of n.
As in the proof of Lemma 6, we conclude that for any solution u 1 we can find a solution u 2 such that the sequences
converge to nonzero limits as n → ∞. From our final formula for the Wronskian, it then follows that R Remark 3. While we consider solutions u with initial conditions of the form (1.11) which are convenient for our analysis, standard references [Sim05a, Sim05b] single out solutionsũ with initial conditions of the form
By linearity of the Szegő recursion, with κ = √ λ, we haveũ(0) =κu(0) soũ(n) = κu(n). Thus, boundedness of solutions, subordinacy, and similar conclusions about the asymptotics carry over immediately from one family of solutions to the other.
As the final topic of this section, we explain how the current setup pertains to eigensolutions of the CMV matrix.
Remark 4. As proved in [GZ06] , for any eigensolution U of the CMV matrix C, there is an eigensolution V of C T ,
for all n, where
where
(3.10) relates Szegő recursion with eigensolutions of C. For example, if at some z, all solutions u of Szegő recursion are bounded, then iterating (3.10) implies that the sequences (U n , V n ) T are bounded, so the eigensolutions U n are bounded.
Decaying oscillatory perturbations of periodic Jacobi matrices
In this section, we prove Theorems 2 and 3. Let E lie in the interior of a band of the spectrum of the periodic Jacobi matrix J, and let ϕ be a Floquet solution at E. Then we can write γ(n) = ̟(n) + kn where k is the quasimomentum and |ϕ(n)| and ̟(n) are q-periodic. Note that ϕ is complex because ±k ∈ (0, π/q). Also note that the function
is a continuous function of E on the interior of any band, so if we work on a compact interval I in the interior of a band, theñ
Let us make another preliminary remark. Since a ′ n , b ′ n , we may take the average between the representation (1.14) and its complex conjugate with no change to the assumptions of the theorem. Thus, we may assume that for every term in (1.14), there is another term which is precisely its complex conjugate.
We now rewrite the result of Theorem 4 in a convenient form.
Note that coefficient stripping does not affect the conclusions of our theorem. Since we are working with a decaying perturbation, this means we can assume that for all n, a ′ n a n ≤ 1 2 and |a
(these conditions are trivially true for n ≥ n 0 ; by coefficient stripping n 0 times, they become true for all n). These assumptions ensure that some of the Taylor expansions below are justified; for instance, by (4.1), they ensure that
so we can take the log of (4.2), using the usual branch of log on {z ∈ C | |z −1| < 1} with log 1 = 0. Using the Taylor series of log to expand the right-hand side, and using the geometric series a n a n + a ′
where P (n) collects all terms with at most p − 1 factors of a ′ n and b
and ζ K,L,M (n) are q-periodic sequences which don't depend on a ′ or b ′ . The remainder Q(n) collects all terms with p or more factors of a ′ n and b ′ n+1 , so Q(n) ∈ ℓ 1 ; Q(n) will be merely an inconsequential remainder in what follows.
Using (1.14), we expand (4.4) into a sum of terms of the form
where each ξ M,l1,...,lK+L is equal to ζ K,L,M or to 0. To abbreviate the expressions, for
we denote
and we can write (4.3) as
In the same fashion, denoting Z(n + 1)/Z(n) = 1 + w, starting from (by (1.6))
expanding (1 + w) −M in powers of w, then expanding w by using (1.14), and collecting into Q M ∈ ℓ 1 all the products with at least p factors, we obtain
(4.6) Note that the sum in m goes only from −M , since positive powers of e 2i(kn+η(n)) can only come from (1 +w) M , at most M of them; note also that it doesn't go beyond J, since every factor of e −2i(kn+η(n)) is accompanied by at least one a
It is obvious that the ξ M,l and ω M,m,l are bounded, i.e. that for any fixed M, m, J, there is a constant C depending only on M, m, J such that
since there are, in fact, only finitely many distinct sequences among the ξ M,l and ω M,m,l , and they are all q-periodic, and contain at most J factors of |ϕ(·)ϕ(·)|/ω. (4.5) and (4.6) will be the key formulas in what follows. They both involve seemingly complicated sums, but note that both sums are (infinite) linear combinations of terms which are all of the same form: every term is a periodic factor multiplied by an oscillation and a sequence of bounded variation. We control such sequences using a discrete integration by parts to integrate the skew-periodic part and differentiate the bounded variation sequence.
To integrate the skew-periodic part, we use the following.
Lemma 10. Given a q-periodic sequence f (n) and a real number κ such that κq / ∈ 2πZ, there exists a unique q-periodic sequence g(n) such that e iκn g(n) − e iκ(n−1) g(n − 1) = e iκn f (n). (4.8)
We will denote Λ κ (f ) := g. Moreover,
Proof. The sequence g(n) is uniquely determined by (4.8) and by the value of g(0) (and of course, f ). Moreover, periodicity dictates that
which gives the only possibility for g(0),
Conversely, (4.10) implies (4.9), and the sequence g given by (4.8) and (4.9) is obviously q-periodic if f is. For m ∈ {0, 1, . . . , q − 1},
from which the estimate on g ∞ is immediate.
The following lemma is tailor-made to control terms such as those that appear in (4.5).
Lemma 11. Let M ∈ Z and φ ∈ R. Let f (n) be q-periodic and let κ = −2M k−φ / ∈ 2πZ. If the sequence ς has bounded variation and ς n → 0, then
where Var(ς) stands for the variation of the sequence ς.
Proof. Denoting g = Λ κ f and using (4.8), we can rewrite the sum in the left-hand side of (4.11) as
This is the sum of two sums; the first is the telescoping sum,
and the second is a sum bounded by bounded variation,
Since ς is decaying, ς ∞ ≤ Var(ς), so (4.11) follows from the previous estimates.
We now have the tools necessary to start an iterative procedure. To any term of the form
(4.12)
we can apply the previous lemma, to replace it by
and then, using (4.6) to express 1−e 2iM(η(n)−η(n+1)) , to get to another sum of terms of the form (4.12), but with longer vectors l. This leads to a recursion relation for where ⊙ stands for a product symmetrized over l 1 , . . . , l J ,
The proof of Theorem 2 is immediate from the following two lemmas.
Lemma 12. (a) Let α, β ∈ (0, 1] and let ν be a finite UαH measure on R such that supp ν lies in the interior of a band.
holds for all k / ∈ S, for some set S with dim H S ≤ Jβ.
Lemma 13. Assume the notation and assumptions of Therorem 2. Assume further that for a given E ∈ R in the equation (1.3), and for a sequence of frequencies {φ j } j∈N , the following small divisor condition holds for any integers m, j ∈ N with 1 ≤ m ≤ j ≤ p − 1:
Then solutions of (1.3) are bounded.
Proof of Lemma 12. (a) We first recall a basic fact. Since ν is a finite UαH measure,
where D β is a finite constant independent of φ; see, e.g.,[Luk14, Lemma 4.1]. Note that, since supp ν lies in the interior of a band,
Now we can prove (4.15) and (4.16) by induction. The induction is fueled by two inequalities which follow from (4.13) and (4.14), (b) For any compact set K that lies in the interior of a band, sup K Φ < ∞. Thus, (4.17) holds on K everywhere except on a set of Hausdorff dimension at most Jβ, by the same argument as in the proof of Lemma 4.2 in [Luk14] . Since the spectrum of J can be covered (up to finitely many points) by countably many such compact sets K, the claim follows.
Before we can prove Lemma 13, we need some preparatory work. We denote
which is finite by the assumptions of Theorem 2. We write
where based on (4.4) we see that P (n) is a finite sum of terms that are a product of a q-periodic function and some S J,1 . Thus it suffices for our purposes to show that n S J,1 (n) converges for any value of J. Our goal is to replace SJ ,1 by replacing J =J with higher values of J. Let us define Proof. We take (4.11) with f = f M,l1,...,lt , multiply by c l1 . . . c lt and then sum in l 1 . . . l t . The lemma then follows by (4.13),(4.6), (4.14), (4.28) and (4.23).
Proof of Lemma 13. We start with the expression (4.5). We can rewrite it as The right-hand side is finite; furthermore, the q j=2 S j,0 (n) term is independent of u, so by Lemma 6, the sequence R(n) is bounded, which concludes the proof.
The proof of Theorem 3 is almost identical to the proof of Theorem 2.
Proof of Theorem 3. Starting from (3.8), using algebraic manipulations such as
n we can write log (Z(n + 1)/Z(n)) as a series in α ′ n ,ᾱ ′ n . We then wish to use (1.18) to write this in the form (4.5); however, notice thatᾱ and use this to obtain the form (4.5); obviously, the new c l and ς (l) obey the same conditions as before. We can then repeat the proof of Theorem 2, using Lemma 9 in the final stage.
As in the proof of Theorem 2, we thus conclude that there is a set S with dim H ≤ (p − 1)β such that for z ∈ σ ess (C) \ S, there are no subordinate solutions of (1.10) and any solution u of (1.10), (1.11) is bounded. This implies the conclusions of the theorem: boundedness of eigensolutions follows from Remark 4, and (1.19) follows from Theorem 10.9.1 of [Sim05b] .
