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ABSTRACT
The insolation a planet receives from its parent star is the main engine of the climate and depends
on the planet’s orbital configuration. Planets with non-zero obliquity and eccentricity will experience
seasonal insolation variations. As a result, the climate will have a seasonal cycle, with its strength de-
pending on the orbital configuration, and atmospheric characteristics. In this study, using an idealized
general circulation model, we examine the climate response to changes in eccentricity for both zero and
non-zero obliquity planets. In the zero obliquity case, a comparison between the seasonal response to
changes in eccentricity and perpetual changes in the solar constant shows that the seasonal response
strongly depends on the orbital period and radiative timescale. More specifically, using a simple en-
ergy balance model, we show the importance of the latitudinal structure of the radiative timescale in
the climate response. We also show that the response strongly depends on the atmospheric moisture
content. The combination of an eccentric orbit with non-zero obliquity is complex, as the insolation
also depends on the perihelion position. Although the detailed response of the climate to variations in
eccentricity, obliquity, and perihelion is involved, the circulation is constrained mainly by the thermal
Rossby number and latitude of maximum temperature. Finally, we discuss the importance of different
planetary parameters that affect the climate response to orbital configuration variations.
Keywords: atmospheric dynamics — terrestrial planets — eccentricity
1. INTRODUCTION
The climate on a planetary body is sensitive to the
planet’s characteristics (e.g., Kaspi & Showman 2015;
Komacek & Abbot 2019). In particular, the planet’s or-
bital configuration has significant importance for the cli-
mate system, as it dictates the incoming solar radiation.
More specifically, the orbital configuration, namely, the
obliquity (γ) eccentricity (ε) and perihelion (Π) dictate
the insolation seasonal cycle (Fig. 1 depicts a schematics
plot of the orbit and the orbital parameters). In addi-
tion to the reasonable assumption that a wide set of
orbital configurations exist across the universe, the or-
bital configuration of the different planets changes with
a Milankovitch-like cycle (Spiegel et al. 2010). This
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poses the question of how the atmospheric dynamics de-
pends on the orbital configuration.
As eccentricity is a measurable quantity for some of
the confirmed exoplanets, one can look at the mea-
sured eccentricity distribution, which demonstrates that
it spans all eccentricity values (Fig. 2). Focusing on low-
mass planets, i.e., planets with mass lower than 10 time
the mass of Earth (more relevant for this study), they do
not span the entire range of eccentricities, with Kepler-
68c having the largest eccentricity value (ε = 0.42,
Gilliland et al. 2013). On one hand, small mass plan-
ets may be prone to have small eccentricities (Howard
2013); on the other hand, it seems that most of the ob-
served low mass planets are in a close-in orbit (Fig. 2),
and that with future observations more eccentric low-
mass planets will be discovered. Nonetheless, current
observation suggest that eccentricity varies within a sig-
nificant range, motivating the question of how atmo-
spheric dynamics depend on eccentricity.
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Figure 1. Schematic plot of a planet’s orbit and the rel-
evant parameters, obliquity (γ), eccentricity (ε), and peri-
helion (Π). rp and ra are the distances from the star at
perihelion and aphelion, respectively, and Ω is the rotation
rate.
Figure 2. a) Histogram of eccentricity values of the con-
firmed exoplanets, data taken from the exoplanets.eu cata-
log. Green represents all planets with measured eccentricity,
blue is for all planets with observed mass and red is for all
planets with observed mass less than 10 times the mass of
Earth. b) Scatter plot of all planets with measured mass, ec-
centricity and orbital period (in days), blue is for all planets
with measured orbital period and eccentricity, and red is for
planets with mass less than 10 times the mass of Earth.
Each of the mentioned parameters (γ, ε and Π), adds
a seasonal cycle of a different nature to the insolation;
non-zero obliquity introduces seasonal variations in the
latitudinal insolation structure (Fig. 3d-f). The eccen-
tricity seasonal cycle is effectively a seasonal cycle of the
solar constant (Fig. 3a-c). The perihelion position be-
comes important in planets with non-zero obliquity and
eccentricity, where the phase between the closest ap-
proach (perihelion, higher solar constant) and equinox
becomes relevant (see Fig. 3g-i, a more detailed discus-
sion about this point is given in section 4).
The atmospheric response to the seasonally varying
insolation will depend on different planetary and at-
mospheric characteristics, specifically, the orbital period
and the atmospheric radiative timescale. Longer orbital
periods will give the atmosphere more time to adjust
to the insolation seasonal cycle, resulting in a stronger
seasonal cycle. Longer radiative timescale translates to
a weaker seasonal cycle as the atmosphere needs more
time to adjust to changes in the radiation (Guendelman
& Kaspi 2019).
The effect of eccentricity will vary depending on the
orbital configuration of the planet. It is useful to distin-
guish between three configurations. The first, a tidally
locked configuration; in this case, in addition to the
variations in the solar constant during the orbital pe-
riod, on eccentric tidally locked planets, the rotation
rate is pseudo-synchronized, such that the rotation rate
is synchronized at perihelion, and varies during the or-
bital period depending on the orbital eccentricity (Hut
1981). Numerous studies were done regarding the ef-
fect of eccentricity on the habitability and atmospheric
dynamics of tidally locked planets (e.g., Lewis et al.
2010; Kataria et al. 2013; Wang et al. 2014; Lewis
et al. 2014; Bolmont et al. 2016). Among then, Kataria
et al. (2013) studied the atmospheric dynamics of a
tidally locked planet on eccentricity, considering pseudo-
synchronization. They showed that over a large range
of eccentricities, the circulation characteristics stay sim-
ilar to a circular tidally locked orbit, and the seasonal
changes are mostly quantitative in nature. More re-
cently, Lewis et al. (2017) have studied the extreme case
of HD 80606b (ε = 0.93); at this extreme case, when con-
sidering pseudo-synchronization, the circulation shifts
during the orbital period, from a tidally locked climate
to a more diurnal mean, zonally symmetric one.
The second and third configurations are for planets
where the diurnal mean insolation is the dominant forc-
ing, similar to Earth’s case. The difference between the
two is the obliquity, where for one, the obliquity is zero,
and for the other, the obliquity is non-zero. For both
these cases, previous studies have focused mainly on the
question of how eccentricity affects the planetary habit-
ability, and the transition to a snowball state (Williams
& Pollard 2002; Dressing et al. 2010; Spiegel et al. 2010;
Linsenmeier et al. 2015; Mndez & Rivera-Valentn 2017).
The methods used in these studies range from energy
balance models (EBM, e.g., Dressing et al. 2010), simple
hydrodynamical models (e.g., Adams et al. 2019; Ohno
& Zhang 2019) and comprehensive general circulation
model (GCM, e.g., Williams & Pollard 2002; Way &
Georgakarakos 2017). Ohno & Zhang (2019), using a
simple 1.5 layer model, studied the climate response to
different orbital forcing and radiative timescale, show-
ing that depending on the specific orbital configuration
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Figure 3. Insolation for different values of eccentricity, obliquity and perihelion. Panels a-c are zero obliquity cases with
 = 0.05, 0.3, 0.5 from left to right, respectively. Panels d-f are zero eccentricity cases with γ = 10◦, 23◦, 90◦ from left to right,
respectively, with perihelion at 0◦. Panels g-i are for  = 0.3 and γ = 23◦ with perihelion 0◦, 45◦ and 90◦ from left to right,
respectively.
and radiative timescale, the climate changes from annual
mean climate to seasonally varying climate. In addition,
they showed that in some configurations during the sea-
sonal cycle, there is a transition from a climate that is
controlled by the diurnal mean to a climate controlled
by the diurnal cycle.
In this study, we use an idealized GCM, to system-
atically study the effect of eccentricity on the climate.
For simplicity, we focus on the diurnal mean forcing and
explore eccentricity values up to 0.5. The simplest con-
figuration of a seasonal cycle due to eccentricity is plan-
ets with zero obliquity. As the seasonal cycle on planets
in an eccentric orbit with zero obliquity is equivalent
to seasonal variation in the solar constant, we start by
considering the effect of changing the solar constant on
a perpetual equinox case in section 2. We show that the
climate response differs between dry and moist atmo-
spheres, a result of the nonlinear response of moisture
to changes in temperature. The perpetual equinox case
acts as a baseline for the study of the seasonal cycle on
planets in an eccentric orbit with zero eccentricity in
section 3. In section 4, we present the complexity that
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arises when combining eccentricity and obliquity, giving
constraints on the circulation response and discussing
the important parameters in this problem. Finally, we
conclude our results in section 5.
2. PERPETUAL SOLAR CONSTANT VARIATIONS
Studies of the eccentricity effect on planets with zero
obliquity are few and focus mainly on the temperature
response and less on the dynamics (e.g., Dressing et al.
2010; Ohno & Zhang 2019). Kane & Torres (2017) com-
pared the effect of eccentricity and obliquity on the inso-
lation, showing that even for low eccentricity values, the
effect of eccentricity is significant. Motivated by that,
and for the sake of completeness, we start by first ex-
amining the more simple case of zero obliquity planets
before diving into the more complex cases.
An idealized general circulation model with a sea-
sonal cycle (Guendelman & Kaspi 2019) is used in this
study. This model has a simplified moisture represen-
tation (Frierson et al. 2006). For simplicity, the optical
depth is taken to be constant in latitude, meaning we
neglect water-vapor feedback. Although using a more
complex GCM, which includes water vapor feedback,
clouds, and sea-ice, might affect the results, the ideal-
ized configuration is a good starting point to study the
climate sensitivity to eccentricity.
The insolation variations during an eccentric orbit of
a zero obliquity planet are equivalent to changes in the
solar constant (S0) during the orbit. For this reason,
before focusing on the eccentricity seasonal cycle, it is
beneficial to study the response of the perpetual case
to changes in the solar constant. Most previous studies
of the climate dependence on the solar constant were
done with the purpose of determining planetary habit-
ability (e.g., Kopparapu et al. 2013; Wolf et al. 2017).
In addition, studies that do focus on the atmospheric
dynamics response to the solar constant variations were
done as part of large parameter swipe, discussing only
briefly the solar constant effect (e.g., Kaspi & Showman
2015; Komacek & Abbot 2019). In addition to the trivial
warming with S0, Kaspi & Showman (2015) found that
the normalized equator-to-pole temperature difference
∆T =
max(Ts)−min(Ts)
mean(Ts)
, (1)
where Ts is the surface temperature, changes in a non-
monotonic form with S0, where for small S0, ∆T in-
creases with S0 and for high S0, ∆T decreases with S0
(Fig. 4a). Kaspi & Showman (2015) attributed the non-
monotonic behavior of ∆T with S0 to the non-linearity
of moisture with temperature. This non-linearity results
with more efficient equator-to-pole heat transport as the
climate gets warmer (Fig. 4b). The total heat transport
can be described in terms of the moist static energy
(MSE), m = Lq + s, where L is the latent heat of va-
porization, q is the specific humidity, and s = CpT + gz
is the dry static energy, where Cp is the heat capacity
of dry air, T is temperature, g is surface gravity, and z
is geopotential height. The zonal mean MSE flux, vm,
where v is the meridional wind and bar denotes zonal
mean, can be divided into contributions from the zonal
mean and eddies (deviations from the zonal mean, de-
noted by a prime, for a general field A, A′ = A− A) in
the following form
vm = v¯m¯+ v′m′ = Lvq + vs = Lv¯q¯ + v¯s¯+ Lv′q′ + v′s′.
(2)
Increasing the solar constant results in an increase in
the total heat flux, with the main contribution coming
from the eddy fluxes (Fig. 5). In particular, the moist
contribution becomes more dominant as the solar con-
stant increases in a nonlinear form (Figures 5 and 4b).
This non-linearity of the MSE flux explains the non-
monotonic behavior of ∆T with S0 (Kaspi & Showman
2015). In order to illustrate this, it is convenient to look
at the Clausius-Clapeyron equation for the saturation
water vapor pressure in the atmosphere
es(T ) = e0 exp
[
− L
Rv
(
1
T
− 1
T0
)]
, (3)
where Rv is the gas constant for water vapor and e0
is the saturation vapor pressure at T0 = 273.16
◦K. This
non-linearity will result in higher es at warmer latitudes.
Increasing the solar constant will enhance this effect,
resulting in an increased moisture meridional gradient;
in order to flatten this gradient, the flux will increase,
resulting in more heat transported from the equator to
the poles.
To verify that the non-monotonic behavior of ∆T with
S0 is a result of moisture, it is convenient to follow the
approach of Frierson et al. (2006), setting e0 to zero in
order to eliminate moisture from the simulations. In-
deed in this ’dry’ model configuration, ∆T strictly in-
creases with S0 (Fig. 4a). In addition, the dry and
moist simulations exhibit other significant differences;
first, the dry simulations are warmer than the moist
ones, since, in the moist simulations, water evaporation
acts as an energy sink that does not exist in dry simula-
tions. In addition to the all-around cooling in the moist
simulation, the evaporation is stronger at the equatorial
regions, cooling the equator more than the poles, result-
ing in a weaker equator-to-pole temperature difference
in the moist simulations (Fig 4a).
The moist and dry simulations also differ in the
tropopause height and the lapse rate (Fig. 4d-e). While
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Figure 4. Comparison between moist (blue dots) and dry simulation (red dots) for increasing value of S0 (corresponds to
increasing value of maximum surface temperature (max(Ts)). Note that for the moist simulations the range of S0 is 500− 3500
Wm−2, and for the dry simulations the range of S0 is 500 − 2500 Wm−2. Panels a, b, d and e are the normalized meridional
temperature gradient (∆T ), Northern Hemisphere mean MSE flux (v˜m) tropopause height (H) and tropospharic lapse rate
(∂zT ) as a function of max(Ts), respectively. Panels c and f, respectively, are the moist and dry mean meridional circulation
(colors, vertically averaged between 400 and 600 mbar, blue means northward flow in the upper branch of the circulation), and
the zonal mean zonal wind (contours, vertically averaged between 100 and 500 mbar), where the bold contour represents the
zero zonal mean zonal wind line. Note that the colorscale differs, where in c it is ±1×1011 kg s−1 and in f it is ±2×1011 kg s−1.
The black line in panel e is the saturation moist adiabat at 600 mbar.
the lapse rate in the dry simulations remains constant
across the different S0 values, for the moist case, it de-
creases with S0 (Fig. 4e). This difference is a result
of the atmosphere relaxing towards a different relevant
adiabatic lapse. While the dry adiabat, Γd = g/cp, is
determined by planetary parameters that are indepen-
dent of S0; in the moist case, the relevant lapse rate is
the saturation moist adiabatic lapse rate, that can be
written as
Γm = Γd
1 + LµsRdT
1 + L
2µs
CpRvT 2
, (4)
where µs = Rdes(T )/Rvp is the saturation mixing ratio
and Rd is the gas constant of dry air (Andrews 2010).
Γm represents the lower limit for the lapse rate, where
it is lower than the dry adiabat and generally decreases
with temperature (black line in Fig. 4e).
The difference in the tropopause height response be-
tween the simulations can be explained by using the
equation for the tropopause height from Vallis et al.
(2015)
H =
1
16Γ
(
CTtrop +
√
C2T 2trop + 32ΓτsHsTtrop
)
, (5)
where Γ is the lapse rate, C is a constant, Ttrop is the
topopause temperature, τs is the optical depth at the
surface and Hs is the atmospheric height scale. H is
proportional to Ttrop, which increases with S0 in both
the dry and moist cases. In addition to that, H is in-
versely proportional to Γ, which decreases only in the
moist case. This can explain the difference in the re-
sponse of H between moist and dry simulations.
These changes in ∆T , H, and lapse rate, can be used
to explain how the atmospheric dynamics changes as
a function of S0, more specifically, the changes in the
zonal mean zonal wind u, and in the mean meridional
circulation ψ, as a function of S0. The mean merid-
ional circulation is described using the mean meridional
streamfunction
ψ =
2pia
g
∫
v cosφdp, (6)
where a is the planetary radius, φ is latitude, and p is
pressure. On Earth, the meridional circulation is com-
posed mainly of the tropical thermally driven Hadley
cell, where, in the annual mean, air rises at the equa-
tor and descends at the subtropics. At the midlat-
itudes, there is the eddy-driven Ferrel cell, which is
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Figure 5. Vertically integrated moist static energy flux and its decomposition (Eq. 2) as a function of maximum surface
temperature. Increasing maximum surface temperature corresponds to increasing solar constant raging from 500 to 3500 Wm−2.
Note that each subplot has its own color-scale (PW).
driven by turbulence in the atmosphere (Vallis 2017).
In both moist and dry cases, u and ψ have relatively
small changes with S0, with a general increase in the
jet strength with S0 and small changes in the stream-
function (Fig. 4c,f). The streamfunction has a different
response between the dry and moist cases, where for
the dry case, the circulation increases with S0, whereas,
for the moist case, it decreases with S0. This behavior
correlates with the response of ∆T to S0, and in agree-
ment with theoretical arguments from the axisymmetric
theory, where the strength of the circulation is propor-
tional to the meridional temperature gradient (Held &
Hou 1980). This should be taken with a grain of salt, as
according to the Held & Hou (1980) scaling, the strength
should increase with higher H; however, it was shown
that the relation between H and the circulation strength
is not as robust as the relation between ∆T and the cir-
culation strength (Chemke & Kaspi 2017).
For the moist case, simulations with high values of S0,
exhibit equatorial superrotation (Fig. 4c). A possible
reason for the transition to superrotation is the decrease
in ∆T with the solar constant, which was shown to re-
sult in superrotation for some cases (Laraia & Schneider
2015; Polichtchouk & Cho 2016). As the equator-to-pole
temperature difference decreases, baroclinicity becomes
weaker, allowing superrotation to develop from a wave
source in the equatorial region (Polichtchouk & Cho
2016). Determining the specific mechanisms responsi-
ble for the superrotaiton transition in the simulations is
out of the scope of this study.
3. THE SEASONAL CYCLE ON A PLANET IN AN
ECCENTRIC ORBIT WITH ZERO OBLIQUITY
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3.1. Temperature response
The insolation seasonal cycle of a planet in an eccen-
tric orbit with zero obliquity can be described as sea-
sonal variations of the solar constant. The atmospheric
response to the seasonal cycle insolation is dominated
by some ratio of the radiative timescale and the orbital
period (Rose et al. 2017; Guendelman & Kaspi 2019).
Longer orbital periods give the atmosphere more time
to adjust to seasonally varying insolation, resulting in a
more significant seasonal climate (Guendelman & Kaspi
2019). The radiative timescale can be written as
τrad =
C
4σT 3e
, (7)
where C is the atmospheric heat capacity, σ is the
Stefan-Boltzmann constant and Te is the equilibrium
temperature,
Te =
(
Q
σ
)1/4
, (8)
where Q is the incoming insolation at the top of the
atmosphere. The radiative timescale controls the time
that the atmosphere will need to adjust to radiative
changes. Substituting Equation 8 into Equation 7 gives
τrad ∝ Q−3/4, meaning, the radiative timescale is in-
versely proportional to the top of the atmospheric in-
coming radiation. Alternatively, as the temperature is
colder, the atmospheric response to radiative changes is
longer.
In planets with zero obliquity, there is hemispheri-
cal symmetry, due to this symmetry, it is convenient
to quantify the surface temperature seasonal cycle us-
ing ∆T and max(Ts). In this (∆T , max(Ts)) space,
the seasonal cycle has a shape of an ellipse, this shape
changes its characteristics depending on the eccentric-
ity and orbital period values, as shown in Figure 6,
where the red circle denotes the first day of the year,
and the seasonal cycle goes clockwise. Increasing eccen-
tricity in an Earth-like orbital period (Fig. 6a,d) results
in a stronger seasonal cycle, with most of the response
occurring in the cooling period in the seasonal cycle.
This is a result of the differences between the timescale
of the cooling and warming periods during the insola-
tion seasonal cycle; where although the maximum (min-
imum) insolation increases (decreases) strongly (weakly)
with eccentricity, the time period of this strong warming
(weak cooling) becomes shorter (longer) with eccentric-
ity (Fig. 3a-c) giving the atmosphere less (more) time
to adjust these radiative changes. Compared to that,
increasing eccentricity in a short orbital period (1/8 of
Earth’s), although the seasonal cycle (which is small)
increases with eccentricity, its response is more linear
(Fig. 6b,e), mainly because, in this case, the atmosphere
has very little time to adjust to the radiative changes. In
addition to the seasonal cycle changes, there is general
warming with eccentricity; this warming is the response
to the annual mean insolation. The annual mean inso-
lation increases with eccentricity (Bolmont et al. 2016),
for this reason, if the orbital period is short enough, the
climate is forced effectively by the annual mean inso-
lation resulting in a general warming trend, with the
∆T response following the perpetual response (lines in
Fig. 6).
The response of changing the orbital period in con-
stant eccentricity (Fig. 6c,f), has qualitative differences.
First, increasing the orbital period changes both the
cooling and warming period response, a result of the
fact that increasing the orbital period gives more time
for the atmosphere to adjust in both these periods. The
second main response of the seasonal cycle with the or-
bital period is that the general slope of ∆T with max(Ts)
changes with the orbital period. We can use the follow-
ing matrices to quantify this result
∆ max(Ts) = max(max(Ts))−min(max(Ts)), (9)
∆[∆T ] = max(∆T )−min(∆T ), (10)
α = ∆T (max(max(Ts)))−∆T (min(max(Ts)))∆ max(Ts) , (11)
where ∆ max(Ts) and ∆[∆T ] represents the seasonal
amplitude of changes in max(Ts) and ∆T respectively,
note that increase in ∆ max(Ts) is equivalent to increase
in the orbital period. α represents the mean slope of ∆T
as a function of max(Ts). Both ∆[∆T ] and α are non-
monotonic with orbital period, for both dry and moist
cases, both increase in short orbital period and decrease
in long ones (Fig. 7).
A good starting point to understand the non-
monotonic dependence of α and ∆[∆T ] on the orbital
period is to consider the extremes. The first, a very short
orbital period, where we expect a weak seasonal cycle
signal, and can be represented as a point (in Fig. 6). The
second, an ’infinite orbital period’, this case is equivalent
to changing the solar constant in a perpetual climate,
the seasonal cycle will coincide with the line for the per-
petual case (black and red lines in Fig. 6). Using these,
it becomes clear why the seasonal cycle in long orbital
periods approaches to the perpetual line, and so does
the decrease of α and ∆[∆T ] at long orbital periods.
The remaining question is, what controls the shape of
the seasonal cycle in short to moderate orbital periods?
3.1.1. Simple Energy balance model
For long orbital periods, α starts to decrease, as a re-
sult of the atmosphere having enough time to respond
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Figure 6. ∆T as a function of max(Ts) for different values of eccentricity (0.05 (blue), 0.1 (orange), 0.2 (yellow), 0.3 (purple),
0.4 (green), 0.5 (cyan)), with Earth-like orbital period (a,d) and 1/8 of Earth’s orbital period (b,e) and for different orbital
period (0.125 (blue), 0.25 (orange), 0.5 (yellow), 1 (purple), 2 (green), 4 (cyan), 6 (bordeaux) times Earth’s orbital period) with
 = 0.3 (c,f) for moist (first row) and dry (second row) simulations. Red circles represents the first day of the year, also the
day with maximum insolation (the seasonal cycle goes clockwise). Black and red lines are the line from the perpetual equinox
simulations (Fig. 4a), for moist and dry, respectively.
Figure 7. α (left panel), the mean slope of ∆T with respect
to max(Ts) from Figure 6c,f, and ∆[∆T ] (right panel) the
seasonal amplitude of ∆T as a function of ∆(max(Ts)), where
increase in ∆(max(Ts)) is equivalent to increase in orbital
period, for moist (blue) and dry (red) cases.
to the radiative changes, and the dynamics to kick in to
change the temperature structure. Given this, we can
assume that in short orbital periods, the dynamics do
not have enough time to alter the seasonal cycle tem-
perature structure significantly, and the main process
is a radiative one. Based on this argument, consider a
simple dry, non-diffusive energy balance model,
C
dT
dt
= Q− σT 4, (12)
275 300 325
max(Ts)
1.14
1.16
1.18
∆ T
260 320 380
max(Ts)
1.10
1.15
1.20
1.25
Figure 8. Solution of the simple EBM (Eq. 18) for ε =
0.1 (left panel) and 0.3 (right panel) with different values of
orbital period (1/8 (purple), 1 (red), 4 (blue)). The lines are
solutions with τrad taken to be constant with latitude, with
value of a 30 days, the ellipses are solutions for a latitude
dependent τrad given by Equation 7.
where C is the heat capacity, and Q is the insolation,
and both Q and T are a function of time and latitude.
To simplify this even further, we can assume that the
annual mean is relaxed to the annual mean forcing, this
assumption can be justified from Figure 6, where the
center of each ellipse falls on or is close to, the per-
petual equinox line, suggesting that the annual mean is
relaxed to the relevant perpetual equinox scenario. Us-
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ing this assumption, the temperature and insolation can
be decomposed into
T = T + T ′, (13)
Q = Q+Q′, (14)
where
T =
(
Q
σ
)1/4
. (15)
Here, the bar and prime notations are the mean and de-
viations from the mean with respect to time. Assuming
that T ′  T , we can linearize Equation 12 giving
C
dT ′
dt
= Q′ − 4σT 3T ′. (16)
Equation 16 is a linear ordinary differential equation
with the general solution
T ′ =
[∫
Q′
C
exp
(
t
τrad
)
dt+ T0
]
exp
(
− t
τrad
)
, (17)
where τrad is the radiative timescale (as in Eq. 7, sub-
stituting Te with T ), and T0 is the initial condition
1. In
order to illustrate the role of the orbital period, we can
write t → ωt′, where ω is the orbital period; using this
notation we can write the temperature solution
T =
(
Q
σ
)1/4
+[∫
ωQ′
C exp
(
ω
τrad
t′
)
dt′ + T0
]
exp
(
− ωτrad t′
)
. (18)
The nature of the solution strongly depends on the lati-
tudinal structure of τrad. If τrad is taken to be the same
at all latitudes, the solution is simply a straight line,
that becomes longer with the orbital period (Fig. 8).
However, taking τrad with a latitudinal structure (as in
Equation 7, with T ), the temperature solution becomes
qualitatively similar to the GCM solution. This result
suggests that at least, for the short and moderate or-
bital periods where ω/τrad is small enough, the eccen-
tricity seasonal cycle can be explained using these ra-
diation balance arguments. Note that this statement is
true only for the seasonal cycle response, that is consid-
ered to be a perturbation around the mean state, where
the mean state is strongly affected by dynamics and
other processes. Once ω/τrad is large enough, the at-
mosphere has a longer time to respond to the radiative
changes, and other dynamical and nonlinear radiative
1 T0 is given by calculating T ′ with a random value for T0 for one
year and using the last step from this calculation as the initial
condition for the solution showed in Figure 8.
effects come into play. Additionally, the simple solu-
tion (Eq. 18) dependence on the latitudinal structure of
τrad, underlines the importance of the latitudinal struc-
ture of the radiative timescale for the response of the
atmosphere to the eccentricity seasonal cycle.
3.2. Circulation response
Merdional temperature gradients will affect the atmo-
spheric general circulation. The balance between the
meridional temperature gradients and the circulation
can be illustrated from thermal wind balance
f
∂u
∂p
=
Rd
p
1
a
(
∂T
∂φ
)
p
, (19)
where f = 2Ω sinφ is the Coriolis parameter, with Ω the
rotation rate. The subscript p in the lest term of Equa-
tion 19, denotes that the derivative is taken over isobaric
surfaces. The thermal wind balance is the first order
balance for an atmosphere in hydrostatic balance on fast
rotating planets (Vallis 2017; Galanti et al. 2017). Equa-
tion 19 relates the meridional temperature structure
with the vertical wind structure, where steeper merid-
ional temperature gradients are balanced by stronger
vertical zonal wind shear. In addition to the effect on
the zonal winds, the mean meridional circulation is also
strongly affected by the meridional temperature gradi-
ents, where the Hadley circulation becomes stronger and
wider as the meridional temperature gradient increases
(Held & Hou 1980).
Both the meridional streamfunction and the zonal
wind exhibit a seasonal cycle that is more pronounced
in the moist case (Fig. 9), consistent with the perpetual
case where the dynamics had a more complex depen-
dence on S0 (Fig. 4). However, in contrast to the per-
petual moist case, where, for example, warmer climate
resulted in a weaker circulation, this is not the case for
the seasonal cycle, a result of the different dependence
of ∆T on max(Ts). Also, the only case where equatorial
superrotation persist for the seasonal cycle, if for ε = 0.5
(Fig. 9c), however, it is correlated with high ∆T , unlike
the perpetual case, suggesting that a different mecha-
nism is responsible for the transition to superrotation in
the seasonal cycle case.
In rotating atmospheres, two general processes can ac-
celerate a westerly (prograde) jet stream, both involve
a source of angular momentum for the prograde flow.
The first mechanism relates to the poleward transfer of
air from the warm tropic to higher latitudes (e.g., the
Hadley circulation). If, in this process, the poleward
traveling air conserves its angular momentum, starting
with a zero zonal mean zonal wind at the equator, the
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Figure 9. Comparison of moist (top row) and dry (bottom row) seasonal cycle of the meridional circulation avareged vertically
between 400− 600 hPa (shading, blue means northward flow in the upper branch of the circulation) and zonal mean zonal wind
(contours) for eccentricities: 0.1 (a,d) 0.3 (b,e) 0.5 (c,f).
angular momentum conserving wind (Vallis 2017) is
um = Ωa
sin2 φ
cosφ
. (20)
This process will result in a prograde jet at the edge
of the Hadley circulation. This type of jet is called a
thermally driven jet, on Earth, also the subtropical jet.
Note that this is an ideal form to depict this process,
and on reality, turbulent and other processes that are
neglected in this ideal scheme can be relevant (Levine &
Schneider 2015).
The second process that can contribute to the accel-
eration of prograde jets relates to wave braking in the
atmosphere. At the midlatitudes, where the tempera-
ture gradients are concentrated, baroclinic2 instability
develops, creating disturbances at this region of the at-
mosphere. It can be shown, using potential vorticity
(PV) and angular momentum conservation arguments,
that disturbances in this region will produce momentum
convergence into the disturbance latitudes, resulting in
2 Baroclinicity is the measure of the misalignment of density and
pressure surfaces, when these surfaces align the fluid is called
barotropic.
a prograde jet (Vallis 2017). This type of jet is called
an eddy driven jet.
On Earth, these two processes occur in proximity to
each other, resulting mainly in a merged state jet, how-
ever the jet characteristics changes during the seasonal
cycle (Lachmy & Harnik 2014; Vallis 2017; Yuval &
Kaspi 2018). Looking at other planets, mainly the gas
giants, Saturn and Jupiter, for example, have multiple
jets in each hemisphere (Ingersoll 1990). Generally, the
number of jets in each hemisphere for a given planetary
atmosphere relates to the typical eddy and inverse en-
ergy cascade length scale (Rhines 1975, 1979; Chemke
& Kaspi 2015a,b). More specifically, the inverse energy
cascade scale, i.e., the Rhines scale, LR is defined to be
LR =
(
2U
β
)1/2
, (21)
where U is a measure for the zonal wind (the root mean
square velocity, often taken as the square of the eddy
velocity (Rhines 1975)) and β = 2Ω cosφ/a. An esti-
mation for the number of jets is given by (Wang et al.
2018)
Nj ≈ a
4LR
. (22)
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Wang et al. (2018) and Lee (2005) used different forms
to estimate LR finding that Nj ∝ (∆θ)−1/2, where ∆θ
is the equator to pole potential temperature3 difference.
(Wang et al. 2018) also tested other estimation for LR
showing it gives a similar result.
As the circulation seasonal cycle response seems to
be relatively weak (Fig. 9), it is useful to look at the
extreme cases. Following the qualitatively different re-
sponse of the temperature to changes in eccentricity and
orbital period, we compare the circulation response be-
tween two simulations, the first is a ε = 0.5 and ω = 1
simulation (hereafter referred as high eccentricity simu-
lation), and the second is a ε = 0.3 and ω = 4 simulation
(hereafter referred as long orbital period simulation).
The mean meridional circulation gets stronger as ∆T
becomes stronger for both cases (Fig. 10a,d), this rela-
tion can be explained using axisymmetric argument (as
mentioned earlier in this manuscript Held & Hou 1980).
The height of the circulation becomes higher with higher
surface temperature (black contours in Fig. 10b,c,e,f top
panels), which is a similar response to the tropopause
height in the perpetual case (Fig 4d). Note that quali-
tative differences in the temperature response result in a
qualitative difference in the circulation structure. More
specifically, in the high eccentricity simulation, a high
surface temperature comes together with a large ∆T
(Fig. 6a), resulting in higher and stronger circulation
at high ∆T (Fig, 10b-c). However, in the long orbital
period simulation, a large ∆T goes with a relatively low
surface temperature (Fig. 6c), resulting in a more com-
plex response, where the higher circulation is weaker
(Fig, 10e-f).
The zonal mean zonal wind, u, also changes char-
acteristics during the seasonal cycle. As mentioned,
there are two types of jets, the first, the thermally
driven jet, associated with the Hadley circulation and
the eddy-driven jet, where on Earth, they are gener-
ally co-located. There are several forms to distinguish
between the two, first, the thermally driven jet will be
located at the edge of the Hadley circulation, whereas
the eddy-driven one will be associated with eddy mo-
mentum flux convergence. The second is their vertical
structure, where the thermally driven jet has a more
baroclinic structure, and the eddy-driven jet has more
barotropic structure (Vallis 2017).
During the seasonal cycle of both simulations, high ec-
centricity, and long orbital period, there is a transition
from one to two jets (Fig. 10). Following the (∆θ)−1/2
3 The potential temperature, θ = T (ps/p)κ, where κ = Rd/cp, it
the temperature that an air parcel have had if it was brought
adiabatically from some reference pressure (Hartmann 2016).
scaling, using ∆
−1/2
T as a proxy for it, ∆
−1/2
T shows a
good correlation with the number of eddy-driven jets.
For both cases, in minimum values of ∆
−1/2
T , there is
only one eddy-driven jet (Fig. 10b,e); however, in the
high eccentricity case, the eddy driven and thermally
driven jets are two separated jets (Fig. 10b). In contrast,
in the long orbital period case, there is only one merged
jet (Fig. 10e). Around maximum values of ∆
−1/2
T , in
both simulations, there are two eddy driven jets, one
merged with the thermally driven jet and the other (rel-
atively weak) at higher latitudes (Fig. 10c,f). Another
difference between the two simulations is that for the
high eccentricity there is a short period with equatorial
superrotaiton (Fig. 10a), a thing that does not happen
in the long orbital period simulation. This superrota-
tion happens when ∆
−1/2
T reaches its minimum values,
i.e., high ∆T values. A manifestation of this superro-
tation can be seen in Figure 10b, where there is weak
eddy momentum flux convergence at the equator. An-
other distinctive feature, in this case, is that the midlati-
tude eddy momentum flux convergence is more poleward
than all other cases (Fig. 10). This poleward shift of the
eddy momentum flux convergence may suggest that the
Rossby wave that is responsible for the acceleration of
this jet, transports momentum from the subtropics, in-
stead of the tropics, allowing momentum to converge at
the equator. This is similar to the mechanism suggested
by Mitchell & Vallis (2010) for high and intermediate
thermal Rossby numbers,
Ro =
2gH∆T
Ω2a2
, (23)
that can be relevant to this case as ∆T is high.
4. THE SEASONAL CYCLE ON A PLANET IN AN
ECCENTRIC ORBIT WITH NON-ZERO
OBLIQUITY
4.1. Introduction
Planets with non-zero obliquity (tilted planets) will
experience a seasonal cycle of the insolation meridional
structure; during this seasonal cycle, the maximum inso-
lation latitude shifts latitudinally from one hemisphere
to the other, with the maximum latitude going poleward
and the maximum insulation increasing with obliquity
(Fig. 3). The obliquity seasonal cycle can be character-
ized by two periods during the orbital cycle, equinox,
and solstice. Equinox is when the maximum insolation
is at the equator; this occurs twice in a cycle, in this
study at stellar longitudes 0◦ and 180◦. Solstice is when
the insolation peaks at the most poleward latitude, once
at each hemisphere during the seasonal cycle; in this
study, as a matter of convention, the southern hemi-
sphere summer solstice (SHSS) is at stellar longitude
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Figure 10. The seasonal cycle of the zonal mean zonal wind (u) and mean meridional circulation (ψ). Panels a and d show
the seasonal cycle of u and ψ (top) and ∆
−1/2
T (bottom) for  = 0.5 and ω = 1, and  = 0.3 and ω = 4, respectively. Vertical
lines represent the time average for panels b and e (black), and c and f (blue), with the dashed line representing the beginning
of the average period. Panels b, c, e, and f, top shows the time mean of the zonal mean zonal wind (shading), mean meridional
circulation (black contours, dashed lines are counter-clockwise circulation) and zonal mean eddy momentum flux convergence
(−∂y(u′v′), red and blue contours, red is for convergence); bottom shows the vertically averaged u (black) and −∂y(u′v′) (blue).
90◦, and the summer hemisphere winter solstice (SHWS,
alternatively the northern hemisphere summer solstice)
is at stellar longitude 270◦.
For a tilted planet in an elliptical orbit (non-zero ec-
centricity), the stellar longitude of perihelion (Π), e.g.,
the position where the planet is closest to its host star,
relative to equinox is important. Note, that in this
study, the stellar longitude of perihelion also denotes
its phase with equinox (as equinox remains at stellar
longitude 0◦). Due to the importance of the perihelion
position, it is essential to distinguish between different
orbital configurations, that can be generally classified
into four types: Alignment of perihelion with equinox
(Π = 0◦, Fig. 11a) perihelion is after equinox and be-
fore the SHSS (Π = 45◦, Fig. 11b), perihelion aligned
with SHSS (Π = 90◦, Fig. 11c) and perihelion after
SHSS and before equinox (Π = 135◦, Fig. 11d). Note
that perihelion values of 180◦− 315◦ are a mirror image
on the other hemisphere (assuming hemispheric sym-
metry). For a given obliquity and eccentricity values,
different positions of perihelion will result in different
insolation seasonal cycles depending on the different or-
bital parameters (Fig. 3g-i, 12e-h).
In an eccentric orbit, the orbital velocity is not con-
stant during the orbital period, and depends on the
planet’s distance from the star, with faster orbital ve-
locity as the planet comes closer to its host star (Lis-
sauer & de Pater 2013). As eccentricity increases, this
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Figure 11. Distinctive orbital configurations for an orbit with non-zero obliquity and eccentricity. (a) Perihelion and equinox
are aligned (Π = 0◦). (b) Perihelion after Equinox and before southern hemisphere summer solstice (SHSS, Π = 45◦). (c)
Perihelion and SHSS are aligned (Π = 180◦). (d) Perihelion after southern hemisphere winter solstice (SHWS) and before
Equinox (Π = 135◦).
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Figure 12. Top row: the normalized distance from the host star (shading) and the angle relative to equinox (contours, colors
value are from 0◦ (white) to 359◦ (black)) as a function of eccentricity and time, for the four configurations showed in Figure
11, respectively. Bottom row: the insolation at latitude 23◦ in the southern hemisphere (shading), magenta line is for SHSS,
yellow line is for second equinox (180◦), purple line for SHWS, red line if for perihelion and cyan line is for aphelion. All plots
are with obliquity 23◦.
effect is magnified, and equal orbital distances will pass
in a different timescales. This effect is illustrated in the
first row of Figure 12, where, as the distance to the star
becomes shorter (brighter colors), the contours, repre-
senting the orbital angle, become denser. This means
that changes in the insolation will occur over different
timescales during the orbital period, depending on the
orbital configuration (Figs. 3,12e-h), where, in general,
as eccentricity increases, stronger forcing will occur over
shorter periods (Fig. 12e-h).
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To summarize, the combination of eccentricity and
obliquity introduces a new degree of freedom, which is
the relative position of the perihelion with respect to
equinox. The complexity is emphasized by insolation
changes occurring over different timescales, depending
on the orbital configuration (Fig. 12). As a result, the
study of the climate on a tilted planet in an eccentric
orbit will depend on a wide range of parameters. The
purpose of this section is to show preliminary results of
the climate dependence on obliquity, eccentricity, and
perihelion to serve as a baseline for future studies, give
some constraints on the atmospheric circulation and dis-
cuss the importance and relevance of the different plan-
etary parameters that can affect the climate response to
changes in the orbital configuration.
4.2. Results
The insolation of a tilted planet with an eccentric or-
bit is a function of three parameters, obliquity (γ), ec-
centricity (ε), and perihelion (Π). This dependence im-
plies that determining the climate on such a planet is
a complex problem that depends on a large number of
parameters. In order to examine the role of the different
parameters, we conduct a series of simulations varying
these three parameters. Of these three parameters, the
most studied in the context of the atmospheric circula-
tion, is the obliquity (e.g., Guendelman & Kaspi 2019;
Lobo & Bordoni 2020; Ohno & Zhang 2019), these stud-
ies show the influence of the seasonal cycle on the climate
and the importance of considering other parameters that
relate to the atmospheric radiative timescale response
when taking into account seasonal changes (Guendel-
man & Kaspi 2019). Increasing obliquity results in a
stronger seasonal cycle of the insolation (Fig. 3d-f) that,
in turn, results in a strong temperature and circulation
seasonal cycle that increases with obliquity (Guendel-
man & Kaspi 2019; Lobo & Bordoni 2020).
A dominant feature of the surface temperature re-
sponse is the time delay between the insolation and the
temperature response. As mentioned, equinox is at stel-
lar longitude 0◦, also the first time step for all simula-
tions, meaning that at the first time step, the insolation
peaks at the equator. However, due to the atmospheric
and surface radiative timescales (a slab ocean with a 10
m mixed layer), the temperature has a time lag with the
radiative forcing. This time lag is not the same in all
simulations and depends on eccentricity and perihelion
(Figs. 13 and 14). This is a result of the dependence of
the time period in which radiative changes occur during
the seasonal cycle on eccentricity and perihelion, where
close to perihelion, the changes are fastbecoming faster
with increasing eccentricity. In addition, close to perihe-
lion, there is usually a peak in the insolation (Fig. 12e-
h), which increases with eccentricity, and as a response,
the atmosphere will get warmer, resulting in a shorter
radiative timescale (Eq. 7).
As a result of the eccentric orbit, there is an asymme-
try between different hemispheres at similar seasons (for
example, differences between summer at the northern
hemisphere compared to summer at the southern hemi-
sphere or differences between the two equinoxes). These
differences will manifest in the seasons’ mean tempera-
ture, meridional temperature gradient, and the length of
each season. For example, for perihelion at equinox, an
increase in eccentricity will result in one short and warm
equinox, while the other equinox will be long and cold.
The short equinox also means a fast transition between
one solstice to the other, and as a result of the atmo-
sphere and surface thermal inertia, a difference between
the two solstice seasons duration and strength (Fig. 13),
although the insolation is the same for both (Fig. 3g).
In contrast to the seasonal cycle of a tilted planet in a
circular orbit, where the seasonal maximum and min-
imum temperatures are at the same time (at opposite
hemispheres, Guendelman & Kaspi 2019), in an eccen-
tric orbit the seasonal maximum and minimum temper-
atures can be separated in time, with this separation
increasing with eccentricity (Fig. 13). Note that this
effect is strongly dependent on the perihelion position,
where for perihelion at solstice, there is an alignment
in time between the seasonal maximum and minimum
temperatures (Fig. 14). In this case, the main effect of
eccentricity is the asymmetry between the hemispheres,
where one experiences an extreme winter and summer,
while in the other hemisphere, the winter and summer
are moderate.
The mean meridional circulation during the seasonal
cycle is dominated mainly by a winter cell; meaning that
during the majority of the year the circulation is com-
posed of one cross-equatorial cell, with air rising in the
summer hemisphere and descending in the winter hemi-
sphere, and the transition seasons are relatively short
(Figs. 13 and 14). Note that similar to the temperature
response, there is also an asymmetry between the time
periods of the circulation for each solstice season, where
usually there is one season that is shorter where the cir-
culation is generally stronger. The stronger circulation
also occurs when the maximum temperature is at its
most poleward position, and when it is closest to peri-
helion, e.g., warmer, and this period generally has also
higher ∆T values. This correlation between the strength
of the circulation, ∆T , and φ0 is in agreement with ax-
isymmetric arguments (Lindzen & Hou 1988; Guendel-
man & Kaspi 2018, 2019). Similar arguments are given
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Figure 13. The seasonal cycle dependence on eccentricity for obliquity 23◦ (top half) and 45◦ (bottom half). Top row shows
the seasonal cycle of the surface temperature colors ranging from 250◦ to 320◦ K. Bottom row shows the seasonal cycle of the
mean merional circulation, vertically averaged between 400 to 600 hPa (shading) and the zonal mean zonal wind vertically
averaged between 100 to 500 hPa (blue means northward flow in the upper branch of the circulation). Eccentricity increases
from left to right, with values of 0.05, 0.1, 0.3, 0.5.
for the width of the circulation, Yw = |φa − φd|, where
φa is the latitude of the ascending branch, and φd is the
latitude of the descending branch (both in radians), Yw
is the width of the Hadley cell. According to the axisym-
metric theory, as φ0 goes more poleward, and larger ∆T
corresponds to wider circulation (Guendelman & Kaspi
2018). That being said, there is a constraint on the cir-
culation width (more specifically the ascending branch
of the circulation) that rises from axisymmetric consid-
erations (Guendelman & Kaspi 2018; Hill et al. 2019;
Singh 2019), where for planets with low thermal Rossby
number Ro (Eq. 23) the ascending branch will remain
at midlatitudes, even if the maximum temperature is at
the pole (Guendelman & Kaspi 2018). Although these
arguments are derived for a perpetual solstice case, and
thus assuming fast adjustment to the radiative forcing,
an assumption that is not necessarily accurate for this
case, there is still a clear correlation between Yw and Ro,
that becomes clearer (less spread) if we take into account
also the effect of φ0 (Fig. 15). The spread of the Yw in
Figure 15 can be a result of several reasons: first, this
is not a perpetual case, meaning that the seasonal cycle
is important. Second, to calculate Ro, we parameter-
ize the different parameters (∆T , H) using the model
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Figure 14. Similar to Figure 13, for perihelion. Perihelion increases from left to right, with values of 0, 45, 90, 135.
output, although, in the original theory, these parame-
ters are input parameters of the model (Lindzen & Hou
1988).
Although the temperature response seems to follow
the seasonal solar forcing, there is a need to examine
the details of the seasonal cycle response. For example,
looking at the cell width dependence on Ro, there seems
to be a transition in the scaling between a linear response
to a more complex power law (Fig. 15). The axisymmet-
ric prediction is that the width of the circulation will
follow R
1/2
o for perpetual equinox (Held & Hou 1980),
and R
1/3
o for the perpetual solstice case (Caballero et al.
2008). Following that, we can assume that the different
scaling in Figure 15 can be a result of the seasonal cycle
transition from a perpetual equinox scaling to perpet-
ual solstice during the seasonal cycle. Alternatively, it
is possible that this regime transition is not a transition
within the axisymmetric scaling, but rather transition
from eddy mediated equinox circulation to an axisym-
metric solstice circulation similar to the transition sug-
gested by Bordoni & Schneider (2010). A differentiation
between the two can help explain the mechanism of the
response of the subtropical jet, where generally, the jet
is stronger when the circulation is stronger and wider.
4.3. Discussion
Determining the climate on a tilted planet in an ec-
centric orbit is a complex problem that depends on
various parameters. In addition to the dependence
on the orbital parameters γ, ε, Π, the climate will
strongly depend on parameters that control the atmo-
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Figure 15. Hadley cell width (in latitude degrees) as a
function of thermal Rossby number, Ro (a), and the product
of the thermal Rossby number with the latitude of maximum
surface temperature, φ0R0 (b) during the seasonal cycle of
all the simulations (colors are occurrences, darker colors are
for more abundant occurrence). Black line represents the bin
average of the Yw, dark gray lines are the standard deviations
and the light gray lines are for all the points. Blue magenta
and red line in (a) are lines with scaling of Ro, R
1/2
o and
R
1/3
o , respectively.
spheric response, mainly ones that relate to the radiative
timescale. The orbital period, atmospheric mass, and
surface heat capacity are an example of important pa-
rameters that will influence the resulting climate. Due
to the variation in the timescales of the radiative changes
during an eccentric orbit, the radiative timescale can sig-
nificantly alter the climate response. The importance of
the radiative timescale is also illustrated in section 3,
where there is a qualitative difference in the climate re-
sponse between short and long orbital. Examining the
dependence of the climate response also on the radiative
timescale or orbital period can also help to illuminate
between in the detailed seasonal cycle response.
In contrast to the zero obliquity case, where the per-
petual equinox dependence on the solar constant can
be considered as the extreme limit of an infinitely long
orbital period, there is no simple analog study for the
non-zero obliquity case. The analog study in the non-
zero obliquity case will be performing a perpetual study
for each day in the seasonal cycle, and for each day,
study its sensitivity to solar constant variations. Even
if one does this type of study, its relevance will be for
very long orbital periods, as the timescale changes dur-
ing the insolation seasonal cycle play an important role,
and its importance increases with increasing eccentric-
ity. Nonetheless, this type of study can act as a limit to
compare with the seasonal cycle response and can help
to differentiate the seasonal transient effects.
5. CONCLUSIONS
Studying the possible climate of exoplanets obliges
us to think about the different possible orbital config-
urations and their effects on the climate. The simpler
configurations are those where the insolation is time
independent, for example, perpetual equinox (Kaspi
& Showman 2015), tidally locked (Merlis & Schneider
2010), and perpetual reverse climates (Kang et al. 2019).
However, it is probable that a large number, if not the
majority of the planets, will experience significant tem-
poral variation in solar insolation, where the perpetual
case is no longer relevant. In this study, we focus on the
effect of eccentricity on the diurnal mean climate for
planets with zero and non-zero obliquity. It is impor-
tant to note that changes in eccentricity and obliquity
are not only between different planets but also during
different time periods of a single planet that experiences
Milankovich-like cycles (Spiegel et al. 2010; Way & Geor-
gakarakos 2017), rendering this question even more rel-
evant.
The insolation variations for a planet with zero obliq-
uity in an eccentric orbit are equivalent to changes of the
solar constant during the seasonal cycle. For this reason,
studying the perpetual equinox response to variations in
the solar constant is a good baseline for comparison with
the seasonal cycle. Increasing the solar constant results
in a trivial increase in temperature, however, the re-
sulting climate can differ significantly between planets,
depending on the moisture content of the atmosphere
(Fig. 4). In the moist case, due to the non-linearity of
water vapor with temperature, the heat transport be-
comes more efficient (due to latent heat flux, Fig. 5),
resulting in a decrease of ∆T with S0, opposite to the
dry case (Fig. 4a). These differences in the response
have a strong effect on the atmospheric temperature
profile, and alter the dynamical response between moist
and dry cases, emphasizing the role of moisture. This
moisture-like dependence works for water, but in gen-
eral, for any atmosphere with a condensible element, for
example, methane on Titan (Mitchell et al. 2009; New-
man et al. 2016).
When including seasonal variations, the radiative vari-
ations timescales and the atmospheric response becomes
important, and the resulting climate will strongly de-
pend on the ratio between the radiative timescale and
the orbital period. For very short orbital periods, the
main response of the atmosphere is to the annual mean
forcing, where there is an increase in the mean flux with
ε (Bolmont et al. 2016) (Fig. 6c, e). As the orbital period
becomes longer there is a transition, where, in short to
moderate orbital periods the response is dominated by
a simple energy balance, In long orbital periods, other
processes come into play, resulting in a more similar re-
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sponse to the perpetual case to changes in S0 (Figs. 6, 8).
The response of the atmosphere to eccentricity changes
in a zero obliquity planet is sensitive to the radiative
changes timescale and the radiative timescale of the at-
mosphere, and more specifically, to the latitudinal struc-
ture of the radiative timescale (Fig. 8). The dynamics
also undergoes a seasonal cycle, where, due to the sea-
sonal changes in ∆T the mean meridional circulation
changes in strength and height during the seasonal cy-
cle and the number of eddy driven jets change during the
seasonal cycle, due to changes in eddy character and the
resulting Rhines scale (Fig. 10).
Combining changes in obliquity and eccentricity be-
comes more complex as in addition to these two param-
eters the relative position between equinox and perihe-
lion can result in different insolation patterns (Fig. 3),
making the solar forcing dependent on these three pa-
rameters (Fig. 12). As part of the insolation changes,
the timescale of these changes also depends on the or-
bital configurations, meaning that during the seasonal
cycle, the insolation changes that occur close to perihe-
lion will have a short timescale whereas close to aphe-
lion the changes will be on a longer timescale. These
timescale differences will extenuate with increasing ec-
centricity. As a result, the seasonal cycle of a tilted
planet in an eccentric orbit is complex, with similar sea-
sons having different climate at each hemisphere. Also,
different seasons will have different timescales, for exam-
ple, in the case of perihelion at equinox, there will be a
fast transition between the two solstice seasons (Figs. 13,
14).
These fast transitions in the temperature result in the
circulation also experiencing fast transitions during the
seasonal cycle. During the seasonal cycle, most of the
time, the Hadley circulation is composed of one cross-
equatorial cell with air rising off the equator (with its
direction depending on the specific season), with relative
short transition periods of two cells with air rising close
to the equator. As in the temperature response, the pe-
riod of each season is different, where usually the short
season (close to perihelion) has a stronger and wider
circulation. A good constraint on the circulation re-
sponse is the thermal Rossby number, and latitude of
maximum temperature, where poleward φ0 and higher
Ro will generally mean a stronger and wider circulation
(Figs. 13-15).
Although the general response seems to follow the in-
solation, which puts a strong constraint on the circula-
tion response, the details of the seasonal cycle can be
complex (Merlis et al. 2013). A more detailed exami-
nation of the seasonal cycle in all the different orbital
configuration is needed in order to better understand
the climate on tilted planets in an eccentric orbit. Also,
it is possible that similar to the zero obliquity case, if
considering parameters such as the orbital period and
ones that relate to the surface and atmosphere radiative
timescale, there will be a qualitative difference in the
atmospheric response.
In this study, we have shown the complexity of the
seasonal response to variations in the orbital configu-
ration. This complexity emphasizes the importance of
understanding the seasonal cycle, as in the presence of
a seasonal cycle, the climate differs substantially from
the perpetual climate or the annual mean climate. It
is reasonable to assume that many of the observed ex-
oplanets have a wide variety of orbital configurations.
These new and future understandings of the climate de-
pendence on orbital configuration will help to advance
the understanding of climate dynamics and might in-
spire future exoplanetary observations, as for the early
theory superrotation in hot-Jupiters (Showman, A. P. &
Guillot, T. 2002; Knutson et al. 2007).
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