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Résumé
Nous présentons une synthèse partielle des approches que
nous avons développées pour l’analyse statistique de bases
de données longitudinales de formes anatomiques. Nous
présentons en particulier deux modèles de regression de
formes pour estimer des trajectoires continues d’évolution
à partir de quelques échantillons temporels. Ces méthodes
sont illustrées sur des formes anatomiques variées, mon-
trant le caractère générique des méthodes développées.
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Abstract
We present a short summary of the methods that we de-
velopped for the statistical analysis of longitudinal shape
data in neuroanatomy. In particular, we present two models
of shape regression, which estimate continuous trajectories
from few temporal samples. These methods are illustrated
on various anatomical shapes, thus showing the generic
aspect of the proposed approaches.
Keywords
shape, regression, registration, image, mesh, anatomy
1 Introduction
La plupart des maladies neurologiques se traduisent par
une altération progressive de l’anatomie et de la fonction
du cerveau. Les troubles neuro-dévelopmentaux comme
l’autisme sont vraisemblablement dûs à des altérations de
la connectivité neuronale qui se développent de l’embryo-
génèse à l’âge adulte. La mort neuronale dans les maladies
neurodégénératives, comme la maladie d’Alzheimer, induit
notament une atrophie corticale et de certaines structures
sous-corticales qui s’accentuent avec la progression de la
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maladie. Etre capable de décrire ces changements au cours
du temps est un enjeu crucial pour comprendre les méca-
nismes biologiques sous-jacents à l’apparition de la mala-
die. Pouvoir détecter ces changements avant même l’appa-
rition des premiers symptômes ouvriraient des perspectives
radicalement nouvelles pour la mise en place de nouveaux
traitements et la prise en charge des patients.
Parmi l’ensemble des phénomènes mis en jeu, nous nous
concentrerons ici sur les changements anatomiques, et en
particulier, ceux qui sont mesurables à partir des images
médicales comme les images IRM. Nous supposerons que
nous disposons d’une base longitudinale d’images médi-
cales, c’est-à-dire d’un ensemble de sujets pour lesquels
des images ont été acquises à différents instants. Nous
pourrons travailler soit directement à partir des images
3D en niveaux de gris, soit à partir de structures d’inté-
rêt ségmentées dans ces images qui prennent la forme de
maillages 3D de courbes ou de surfaces.
Les questions qu’on se pose peuvent se formuler à deux
niveaux. Au niveau individuel, il s’agit de suivre les chan-
gements anatomiques d’un sujet donné au cours du temps,
alors qu’on ne dispose que d’un petit nombre d’observa-
tions espacées dans le temps. Toutefois, l’anatomie céré-
brale étant extrêmement variable d’un individu à un autre,
l’observation d’un seul individu ne donne que peu d’indi-
cations sur les caractéristiques propres au développement
normal ou pathologique de l’organe. La deuxième étape
consiste donc à comparer des trajectoires individuelles
entre elles et utiliser des méthodes statistiques pour dé-
gager des tendances propres à un groupe de sujets, puis
à comparer des groupes de sujets entre eux, par exemple
une population atteinte d’une maladie contre une popula-
tion contrôle, ou le bras traité contre le bras placebo d’un
essai clinique.
Notre problème se distingue des problèmes plus classiques
de la reconnaissance des formes en vision par ordinateur
pour plusieurs raisons. Tout d’abord, les données observées
sont intrinsèquement tri-dimensionelles. Nous n’avons pas
à traiter le problème de l’occlusion propre à l’observation
bi-dimensionnelle de scènes tri-dimensionnelles. Nos don-
nées n’ont pas “d’arrière-plan”. Il ne s’agit donc pas de
suivre un objet en mouvement dans une scène quelconque
où des objets peuvent apparaître ou disparaître. En com-
paraison, notre “scène”, c’est-à-dire l’ensemble des struc-
tures cérébrales, présente une organisation assez similaire
entre sujets, mais la variabilité de chacune des formes qui
la compose est très grande, au point qu’il est difficile de
distinguer ce qui est normal de ce qui est pathologique. En
particulier, nous supposerons ici que les mêmes structures
cérébrales sont présentes chez tous les sujets observés et
que seules leurs formes varient à la fois au cours du temps
et entre chaque sujet.
Nous donnons ici une synthèse concise des approches que
nous avons proposées pour estimer un scénario continu
d’évolution de formes anatomiques pour un sujet donné.
Ces approches sont détaillées dans [3, 4, 6, 7]. Nous abor-
derons dans la présentation orale le problème de l’utilisa-
tion de ces outils dans un cadre statistique, telle que pré-
sentée dans [3, 4].
2 Modèle de déformations pour
l’évolution de formes
Nous suivons l’approche initiée par Grenander [9] qui uti-
lise des déformations tri-dimensionnelles de l’espace tout
entier pour modéliser le changement d’un ensemble de
formes plongées dans cet espace. La déformation des ob-
jets n’est pas modélisée en tant que telle, c’est la déforma-
tion de l’espace qui entraîne celle des objets. Un des inté-
rêts de cette approche est que la dynamique des formes est
encodée par les paramètres de la déformation indépendam-
ment de la nature des objets déformés, qu’ils soient images,
courbes ou surfaces immergées dans l’espace. Dans un pre-
mier temps, nous décrivons la construction d’un ensemble
de déformations régulières de l’espace et de sa paramétri-
sation. Nous décrivons ensuite comment cette déformation
s’applique à des objets.
2.1 Flots de difféomorphismes
Une idée mathématique simple issue de la mécanique des
fluides consiste à générer des déformations régulières de
l’espace par l’intégration d’un champ de vitesse au cours
du temps. Un autre est de paramétrer ce champ de vi-
tesse par des particules en mouvement, appelées “points
de contrôles” et notées ck(t), auxquelles sont attachées des
poids vectoriels αk(t) dépendant du temps, appelés mo-
ments. A chaque temps t ∈ [0, T ] et en chaque point de






où K est un noyau d’interpolation, typiquement une fonc-
tion gaussienne du type : K(x, y) = exp(− |x− y|
2
/σ2V )
où σV est un paramètre du modèle.
Un point x0 quelconque de l’espace suit dont une trajec-




= vt(x(t)) x(0) = x0 (2)
Cette equation s’applique notamment aux points de
contrôles eux-mêmes. En concaténant leurs coordonnées
en un seul vecteur c ainsi que les moments α, nous pou-
vons écrire :
ċ(t) = K(c(t), c(t))α c(0) = c0 (3)
où K(c, c) est la matrice dont l’élément (i, j) est K(ci, cj).
A ce stade, les trajectoires des points sont entièrement dé-
terminées par des moments α(t) dépendant du temps et de
la position initiale des points de contrôles c0.
A chaque temps t, nous pouvons considérer l’applica-
tion x0 → φt(x0) où φt(x0) est la solution au temps t
de l’équation différentielle (2), c’est-à-dire la position au
temps t de la particule qui était en x0 au temps t = 0
(φ0 = IdR3 ). A chaque temps t, cette application est un dif-
féomorphisme de R3. En effet, il est montré dans [10] que
l’équation différentielle (2) a une solution pour tout temps
t > 0 si les moments αk(t) sont de carré intégrable. Il est
montré de plus que ce sont des déformations régulières, in-
versibles et d’inverse régulier. En particulier, les points ne
peuvent entrer en collision, empêchant donc le repliement
des formes sur elles-mêmes. En tout point et en tout temps
t, on peut trouver par intégration rétrograde une particule
qui passe par ce point à cet instant : les déformations ne
créent pas de trous et les formes plongées dans l’espace ne
se déchirent pas.
Pour un ensemble de points de contrôle fixé c0, le choix
des moments α(t) permet de construire des chemins φt
dans un groupe de difféomorphismes qui commencent en
l’identité φ0 = IdR3 . Le but de ce qui suit est d’estimer un
tel chemin, de telle sorte qu’il “fasse passer” les formes au
plus près d’observations localisées en des temps épars ti.
Le problème est qu’il y a une infinité de chemins possibles
qui relient les mêmes points de passage. Parmi tous ces
choix, il est naturel de prendre les moments qui minimisent
l’énergie cinétique des particules entre deux temps donné.
Dans le cadre des espaces à noyaux reproduisants, la norme
de la vitesse du système de points de contrôle au temps
t s’écrit : ‖vt‖
2
V = α(t)















Les équations de Lagrange appliquées à ce système de
points de contrôle fournissent les équations différentielles
couplées que suivent les moments αk(t) le long des che-
mins d’énergie minimale. Combinées avec les équations






























Cela veut dire que toute portion du chemin de difféomor-
phismes qui suit ces équations décrit un morceau de géo-
désique dans notre groupe de déformation démarrant en
l’identité. Cette portion de chemin est alors entièrement dé-
terminée par les positions initiales des points de contrôles
et les moments initiaux, que nous notons S0 = {c0,α0}.
Nous notons également S(t) = {c(t),α(t)} l’état du sys-
tème de points de contrôle à l’instant t. Il est solution du
système d’équations différentielles (5), qui s’écrit en nota-
tion matricielle :
Ṡ(t) = F (S(t)) S(t0) = S0 (6)
Il est alors facile de vérifier que la norme de la vitesse est
constante le long des trajectoires géodésiques.
2.2 Action des déformations sur les objets
Une fois défini un flot de déformations φt, il s’agit de sa-
voir comment appliquer ces déformations aux objets plon-
gés dans cet espace. Nous considérons deux types d’objets :
des maillages ou des images.
Les maillages sont des ensemble de points, structurés ou
non, décrivant des nuages de points, des courbes ou des
surfaces. La déformation d’un maillage est définie par le
déplacement de ses sommets. Chaque sommet xi suit la tra-
jectoire φt(xi), notée xi(t), et qui satisfait l’équation diffé-
rentielle ẋi(t) = vt(xi(t)) =
∑Ncp
k=1 K(xi(t), ck(t))αk(t).
L’ensemble des sommets concaténés en un vecteur unique
X0 suit donc les trajectoires solutions d’un système
d’équations du type :
Ẋ(t) = G(X(t),S(t)) X(t0) = X0, (7)
avec Ṡ(t) = F (S(t)) et S(t0) = S0. Les trajectoires se cal-
culent donc par l’intégration d’un système de deux equa-
tions couplées.
Le cas des images est un peu différent. Soit I0 une image
définie sur un domaine Ω de R3 (vue comme une appli-
cation intégrable de Ω dans R), et φ un difféomorphisme
de l’espace R3 sous-jacent, alors l’image déformée φ ⋆ I0
se définit comme I0 ◦ φ
−1. La déformation continue de
l’image I0 s’écrit donc It = I0 ◦ φ
−1
t . Pour la calcu-
ler, il faut déterminer φ−1t , que nous notons par simpli-
cité Xt(x) = φ
−1
t (x). Une simple dérivation montre que
les applications Xt(.) sont solutions de l’équation différen-
tielle Ẋt(.) = −d.Xtvt(.) où d.Xt est la différentielle de
Xt au point courant. En pratique, on discrétise le domaine
Ω par une grille régulière de points et X0 devient le vec-
teur des coordonnées de ces points qui évolue selon une
équation différentielle du type Ẋ(t) = G(X(t),S(t)) avec
X(t0) = X0. G nécessité ici le calcul d’une différentielle
qui peut se faire par différence finie grâce aux positions des
points voisins dans la grille. Une fois cette équation inté-
grée, l’image It est reconstruite en interpolant les niveaux
de gris de I0 aux points voisins des positions X(t) dans la
grille.
Dans les deux cas, nous voyons que l’objet déformé ne dé-
pend que d’une variable X(t) qui se calcule en intégrant
une équation différentielle de la même forme. Si l’espace
ambiant contient un ensemble de plusieurs maillages et
des images, nous pouvons concatener dans un seul vec-
teur X0 à la fois les sommets de chaque maillage et une
discrétisation du domaine Ω, de telle sorte que la défor-
mation de tous ces objets s’écrive encore sous la forme :
Ẋ(t) = G(X(t),S(t)), X(t0) = X0, pour une déforma-
tion dont les paramètres S(t) ont été obtenus par intégra-
tion des moments initiaux aux points de contrôle initiaux :
S(t) = F (S(t)), S(t0) = S0.
2.3 Distance entre objets
Les déformations entre objets vont être calculées en
minimisant un critère de similarité entre ces objets. Il
convient donc de définir des distances entre images et
entre maillages. Pour les images, une distance naturelle est
la somme des intensités au carré. La distance entre deux
images, vues comme des applications de carré intégrable,






donne la somme des intensités au carré après échantillon-
nage.
Si deux maillages M1 et M2 ont des sommets qui se cor-
respondent deux à deux, alors on peut définir simplement







trouver des correspondences de points entre maillages issus
de la segmentation d’images est une tâche difficile, et qui se
résoud souvent en calculant un recalage entre maillages ou
avec un modèle de référence : autrement dit, il faut suppo-
ser connue la solution du problème que l’on cherche à ré-
soudre ! On utilisera donc des distances entre maillages qui
ne se définissent pas à partir de correspondence de points.
Parmi celles-ci, les distances entre courants [11, 2] ou entre
varifolds [1] sont particulièrement bien adaptées car elles
permettent de plonger les maillages dans un espace de Hil-
bert dans lequel les opérations algébriques sont définies.
Pour les courants, l’addition est l’union de maillages et
le signe représente son orientation. La distance entre deux
maillages dont les faces ont pour centre de gravité {c1,p}










où KW est un noyau, typiquement une fonction gaussienne
de paramètre σ2W . Pour un maillage surfacique, n repré-
sente la normale à la face et dont la norme est égale à
l’aire de la face. Pour un maillage linéique, n représente
le segment reliant les deux sommets de la face. Pour un
ensemble de points non structurés, n est un scalaire qui re-
présente son poids dans une distribution de masses de Di-
rac. La distance est robuste au bruit et aux petites erreurs
de segmentation, car le noyau lisse les variations de formes
à une échelle plus petite que le paramètre σW . Cette dis-
tance rend l’appariement entre formes robuste aux imper-
fections de maillages, et notamment des maillages irrégu-
liers, contenant des petits trous, ou composés de plusieurs
nappes. Les courants exigent que les faces soient orien-
tées de manière cohérente au sein des maillages et entre les
maillages à comparer. Cette contrainte est levée par une ex-
tension des courants appelée varifolds [1]. Contrairement à
la distance de Haussdorf par exemple, il est facile de calcu-
ler le gradient de ces distances par rapport à la position des
sommets du maillage, ce qui est utile pour l’optimisation
d’un critère de similarité.
Une configuration anatomique d’un sujet donné peut être
composée d’une multitude d’objet : maillages surfaciques,
linéiques, ensemble de points et images. Dans ce cas, on
regroupe les objets segmentés en des entités anatomiques
qui sont présentes chez chaque sujet, dites structures ho-
mologues. Par exemple, on regroupe toutes les fibres d’un
même faisceau anatomique, alors que les fibres indivi-
duelles ne se correspondent pas entre sujets. Chaque su-
jet est décrit par un ensemble de K structures : Oi =
{Si,1, . . . , Si,K}, i représentant l’index du sujet. Chaque
structure Si,j représente soit un ensemble de maillages
(dont le nombre et la topologie peuvent varier selon les
sujets) soit une image. On peut alors définir une distance
entre configuration anatomique comme la somme pondérée






poids sont à définir par l’utilisateur.
3 Regression de formes
Nous sommes maintenant en mesure de proposer des mé-
thodes pour l’estimation d’un scénario continu d’évolution
à partir d’une série d’observations d’un sujet donné. Etant
données N configurations anatomiques Oi du même sujet
observées à des instants temporels ti, pour i = 1, . . . , N , et
une configuration anatomique de référence X0, nous vou-
lons estimer un flot de déformations φt tel que la distance
entre chaque observation Oi et la configuration anatomique
de référence déformée à l’instant ti, i.e. φti ⋆X0 = X(ti),
soit minimale.
Nous proposons deux méthodes pour résoudre ce pro-
blème, selon qu’on paramétrise le chemin φt par des mo-
ments α(t) dépendant du temps, ou qu’on suppose que ce
chemin suit une seule et même géodésique paramétrée par
des moments initiaux α0. La première approche est illus-
trée sur la figure 1, la seconde sur les figures 2 et 3.
3.1 Regression géodésique par morceaux
Dans le premier modèle, nous supposons que l’ensemble
des points de contrôle initiaux c0 ainsi que le modèle de ré-
férence X0 sont fixés par l’utilisateur. Nous pouvons choi-
sir naturellement la configuration anatomique au premier
instant comme modèle de référence. Nous cherchons des











Aucune hypothèse n’est faite a priori sur les moments α(t)
qui peuvent être n’importe quelles fonctions de carré in-
tégrable. Cependant, le terme d’attache aux données n’in-
troduit de contraintes qu’aux temps ti, c’est-à-dire que,
pour des difféomorphismes φti fixés, le terme d’attache
aux données est constant, et le chemin φt sur l’intervalle






soit minimale. Entre deux instants ti, le chemin φt so-
lution de (9) suit donc des morceaux de géodésiques et
les moments α(t) suivent les équations géodésiques (5).
En revanche, aux points ti, les moments solutions du pro-
blème (9), et donc le champ de vitesse, sont discontinus.
Les trajectoires des points de contrôle et des points des
maillages sont continus et C1 par morceaux.
La géodésique étant l’équivalent de la droite en géométrie
Riemannienne, ce modèle réalise donc une regression li-
néaire par morceaux des formes d’un sujet donné. Son in-
térêt est d’être très flexible et donc de pouvoir approcher
d’assez près les données. En contre-partie, le modèle est
determiné par un grand nombre de paramètres : tous les
moments α aux instants t = t+i , qui dépendent des temps
d’observations et rend donc difficile leur comparaison avec
un autre sujet observé à des âges différents.
L’optimisation du critère (9) peut se faire par une simple
descente de gradient sur les moments α(t) discrétisés sur
une grille temporelle. Le gradient se calcule par l’inté-
gration d’un système d’équations différentielles linéaires,
comme détaillé en [4, 3]. Une autre implémentation pos-
sible est de considérer les α(t+i ) comme uniques para-
mètres du modèle, les moments aux autres instants s’en
déduisant par intégration des équations géodésiques. Cette
optimisation peut s’effectuer en utilisant les équations du
second modèle.
3.2 Regression géodésique
Dans le second modèle, nous cherchons un chemin géodé-
sique φt qui permette d’approcher au mieux les données.
Le fait que le flot de déformations doit être géodésique
sur tout l’intervalle [0, T ] rend le modèle beaucoup plus
contraint. En revanche, il est probable qu’il soit moins sen-
sible à l’ajout ou au retrait d’une donnée. De plus, nous
pouvons très facilement estimer aussi le modèle de réfé-
rence et la position optimale des points de contrôle initiaux
dans ce cadre. Ce modèle est l’équivalent d’un modèle de
régression linéaire. Le modèle de référence avec ses points
de contrôle jouent le rôle de l’ordonnée à l’origine et les
moments initiaux le rôle de la pente.
Plus précisément, le critère à minimiser dépend maintenant











Ṡ(t) = F (S(t)) S(0) = S0
Ẋ(t) = G(X(t),S(t)) X(0) = X0
(11)
Nous avons remplacé l’intégrale de l’énergie cinétique
par la norme du champ de vitesse initial, puisque cette
norme est constante le long des géodésiques. Nous voyons
que les paramètres à optimiser sont les conditions ini-
tiales d’un système d’équations différentielles couplées,
dont l’état aux temps ultérieurs ti détermine la valeur du
critère. Le gradient de ce type de critère se calcule faci-
lement en intégrant un système d’équations différentielles
linéaires, appelées système adjoint. En une seule intégra-
tion, nous obtenons le gradient par rapport aux positions
initiales des points de contrôle, aux moments initiaux et
à la position des points du maillage de référence. Dans le
cas des images, le gradient par rapport à l’image de réfé-
rence se calcule directement. Ces algorithmes sont détaillés
dans [7, 6, 8]. Dans ce modèle, les trajectoires des points
sont infiniement différentiables.
4 Conclusion
Nous avons présenté deux algorithmes pour calculer la
regression de configurations anatomiques dans un espace
de formes. Ces configurations peuvent être composées
d’un ensemble d’images et de maillages segmentés de ces
images, avec très peu d’hypothèses quant à la régularité et
la topologie de ces maillages. La déformation de ces objets
est définie à travers la déformation de l’espace 3D sous-
jacent. Certaines approches de “modèles déformables” sont
basées sur des hypothèses mécaniques et physiologiques
de déformations des tissus biologiques. En comparaison,
notre approche est purement géométrique, et les paramètres
des déformations sont plus difficilement interprétable d’un
point de vue biologique. En revanche, notre approche four-
nit un cadre théorique et algorithmique pour calculer des
distances entre formes, de moyenner des configurations
anatomiques, de calculer des regressions par rapport à des
variables comme l’âge ou la sévérité de symptômes.
Les paramètres des déformations sont bien adaptés au trai-
tement statistique, comme nous l’avons montré pour les
études transversales [5]. Pour l’analyse de données longi-
tudinales, il s’agit de pouvoir comparer les configurations
de référence et les pentes de la regression entre tous les su-
jets, en étandant les modèles linéaires à effets mixtes dans
un cadre Riemannien. Définir de telles extensions n’est pas
trivial et est un sujet de recherche actif actuellement. Nous
présenterons à l’oral les outils développés dans [3].
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FIGURE 1 – Régression géodésique par morceaux de profiles de crânes d’hominidés. La trajectoire en bleu représente la
déformation continue de la première forme qui est estimée à partir des données d’entrée en rouge.
FIGURE 2 – Régression géodésique d’un faisceau de fibre de la matière blanche observé chez un enfant à 2, 12 et 24 mois.
L’image en bas à gauche présente le résultat de l’optimisation : la configuration de référence avec les moments attachés aux
points de contrôle. Les images suivantes montrent la trajectoire suivie par le faisceau de référence au cours de la déformation
échantillonnée tous les six mois.
FIGURE 3 – Régression géodésique d’un ensemble composé d’une image et d’un maillage surfacique entourant une tumeur
(seule une coupe 2D est montrée). Le contour en rouge indique la position du maillage de référence déformé, le contour vert
le maillage d’entrée superposé à l’image. La déformation de l’image de référence n’est pas montrée.
