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Abstract—The topological interference management problem
refers to the study of the capacity of partially connected linear
(wired and wireless) communication networks with no channel
state information at the transmitters (no CSIT) beyond the
network topology, i.e., a knowledge of which channel coefficients
are zero (weaker than the noise floor in the wireless case). While
the problem is originally studied with fixed topology, in this
work we explore the implications of varying connectivity, through
a series of simple and conceptually representative examples.
Specifically, we highlight the synergistic benefits of coding across
alternating topologies.
I. INTRODUCTION
Network coding has blurred the dichotomy of wired and
wireless communication networks. With network coding, and
linear network coding in particular performed at the inter-
mediate nodes, an end-to-end wired network behaves much
the same way as a wireless interference network, albeit over
finite fields or packets rather than real or complex signals.
Interference is introduced by inter-session coding at the relay
nodes, which transmit linear combinations of their incoming
symbols on their outgoing links, thus creating an end-to-
end linear interference network. It is then natural to try to
transfer the emerging interference management principles from
wireless to wired networks [1], [2].
In transferring insights from wireless networks to wired
networks, limitations follow as well. Interference manage-
ment schemes such as interference alignment for wireless
networks often require abundant channel state information
at transmitters (CSIT) which is analogous to learning the
exact end-to-end coding coefficients in the wired case, which
can constitute a significant overhead for larger field sizes. In
both wired and wireless networks, exact channel knowledge
is difficult to obtain, which makes these theoretical insights
difficult to translate into practice. Therefore there is much
interest in studying settings with relaxed channel knowledge
assumptions.
A complementary perspective, called topological interfer-
ence management, is introduced in [2] where the focus is on
minimal channel knowledge assumptions — the transmitters
are only aware of the network topology through 1-bit feedback
indicating whether an interference link is present or not,
but no knowledge of channel coefficient value is available
to the transmitter. The topological interference management
problem takes a unified view of both wireless networks and
wired networks with linear coding at intermediate nodes,
showing that the degrees of freedom (DoF) in the wireless
case and the capacity in the wired case, are often the same
value in their respective normalized units, determined by the
same principles, so much so that a solution to one problem
automatically solves the other. The study of the capacity
in the wired case and the DoF in the wireless case, for
partially connected network with no CSIT except the network
topology is called the topological interference management
problem. When the channel coefficients are fixed the topo-
logical interference management problem is shown in [2] to
be essentially related to the index coding problem [3], [4].
Applications to time-varying channels for a fixed topology are
explored for sufficiently large coherence intervals in [5], where
also an example with coherence interval = 1 is presented to
show the distinct character of the problem under insufficient
coherence. The latter setting is studied extensively in [6]. In all
these studies however, even when the channels are assumed
time-varying, the network topology is assumed to be fixed
throughout the duration of communication.
The purpose of this work is to explore the problem as we go
beyond this limitation. Network topology can vary in a wired
network as the linear network coding coefficients are varied,
and in a wireless network with frequency-hopping or multi-
carrier transmission in frequency selective environments. So in
this work we explore the topological interference management
problem with time-varying (alternating) connectivity. We will
focus on wired networks and exact capacity results for the
exposition in this paper, but as shown in [2] the results can be
directly translated into degrees-of-freedom (DoF) results for
corresponding instances of wireless networks.
II. SYSTEM MODEL
Except for the assumption of alternating topology, we will
retain the framework of [2]. As such, consider the class
of linear wired interference networks where the output at
each receiver is a linear combination of the inputs from the
transmitters. The channel input-output relationship is defined
as
Yr(n) =
K∑
t=1
hrt(n)Xt(n),∀r ∈ {1, 2, . . . ,K} (1)
where at channel use index n, Yr(n), Xt(n) and hrt(n) are the
signal observed at receiver r, the symbol sent from transmitter
t and the channel coefficient between transmitter t and receiver
r, respectively. All symbols come from a Galois field GF as
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a result of linear network coding operations at intermediate
nodes inside the network over GF.
Our interest is in minimal CSIT. Therefore, we assume
the transmitters are only aware of the network topology
information, i.e., for each channel coefficient hrt(n), the CSIT
is only comprised of a binary variable that takes value 0 if
hrt(n) = 0, and 1 if hrt(n) 6= 0. Note that since we are
interested in channel uncertainty, which is particularly relevant
for larger field sizes (the binary topology knowledge would
constitute perfect CSIT for GF(2)), we will assume throughout
that the field size is large, and in particular larger than 2. The
topology information is available globally to all transmitters
and receivers.
While we include extensions to X channel and broadcast
channel, our main focus is on the interference channel, where
each transmitter k has an independent message Wk for its
corresponding receiver, receiver k. Following the model in [2]
we will assume throughout this work that the direct channels,
hkk(n), take only non-zero values. While this assumption
is not necessary in the alternating topology case, especially
when we extend the model to include X channel and vector
broadcast channel settings, we retain it throughout this initial
exploratory work for the sake of a uniform baseline assumption
that is consistent with the original fixed topology framework
of [2].
The critical aspect of this work is that the network topology
is allowed to vary. For instance, the two-user wired network
has 4 possible connectivity states (topologies) among which
it can alternate in time, as shown in Fig. 1. The fraction
of time spent in each topological state is indicated with
the parameter λ·, so that λA + λB + λC + λD = 1. The
achievable rate and sum capacity are defined in the standard
Shannon theoretic sense. We are interested in the capacity of
the network normalized by the capacity of a single link, i.e., a
unit capacity represents log2 |GF| bits/channel-use. As in [2]
while the network itself is linear, the sources and destinations
are not constrained to use linear schemes from a capacity
perspective. However, the achievable schemes that we find
here, several of which are shown to be capacity optimal, will
turn out to be linear schemes.
(A) (B) (C) (D)
(A) (B) (C)
a1
b1
L1(a1; b1)
b1
a2 a2
b2 b1
a2
L2(a2; b2)
L3(a2; b1)
L4(a2; b1)
Fig. 1. Two-user wired network with 4 connectivity states
III. MAIN RESULTS
In this section, we summarize main results along with key
examples and observations.
A. Two User Interference Channel
We start with the two user interference channel. The sum
capacity for this network with alternating topology is charac-
terized in the following theorem.
Fig. 2. A 2 user interference channel with topology alternating between
the three states shown. Each topology by itself has sum-capacity 1, but
joint coding across the alternating topologies achieves sum-rate 4/3. Li(x, y)
represents a linear combination of x, y.
Theorem 1: The sum capacity for the 2 user interference
wired channel with alternating connectivity is 1 + λD +
min(λA, λB , λC).
The proof is given in Section IV.A. To appreciate the
benefits of alternating connectivity for this network, here we
illustrate the essential joint encoding scheme where sum rate 43
is achieved by jointly coding over alternating states A,B,C.
For this illustration assume (λA, λB , λC , λD) = ( 13 ,
1
3 ,
1
3 , 0)
(see Fig. 2). Note that through 3 channel uses, both receivers
get 3 equations of 3 variables, 2 desired and 1 interference,
from which decodability is easily seen. The key of the scheme
is repeating the same interference symbol when interference
link exists. Note that in this case when we treat the states
separately, the best achievable sum rate is 1, since the sum
rate is bounded by 1 in each individual state A,B and C [7].
In general, if we treat the states separately, 1+λD would be the
best achievable rate. So the gain of alternating connectivity is
min(λA, λB , λC), which is present only when states A,B,C
appear simultaneously. Otherwise the topological states are
separable.
B. X channel
Next, we extend the model to include four independent
messages Wrt, r, t ∈ {1, 2}, one from each transmitter to each
receiver, i.e., the two-user X channel. The question we would
like to explore is whether we could boost the sum capacity
by adding two extra messages, compared to the interference
channel. The following theorem answers this question in
negative when the network is symmetric, i.e., λA = λB .
Theorem 2: The sum capacity for the symmetric two-user
X wired channel with alternating connectivity is 1 + λD +
min(λA, λC).
The proof appears in Section IV.B. Similar to the interfer-
ence channel, we can only achieve a rate of 1 + λD at most
without joint coding [8].
C. Vector Broadcast Channel with 2 Users
We also consider the case with transmitter cooperation, i.e.,
the transmitters can exchange their messages and work in a
broadcasting mode as a two-user vector broadcast channel
(BC). Interestingly, the two-user vector BC with alternating
connectivity is equivalent to the two-user vector BC with
alternating CSIT which has been studied extensively in [9].
Specifically, the two-user wired vector BC with alternating
connectivity as shown in Fig.1 is equivalent to the two-
user vector BC with alternating CSIT studied in [9] where
states A,B,C,D defined this work are replaced with states
(N,P ), (P,N), (N,N), (P, P ), defined in [9], respectively.
The proof is based on a invertible transformations changing
one channel model to the other, and is omitted here for brevity.
Fig. 3. A 2 user vector broadcast channel with topology alternating between
the two states shown. The sum-capacity of each individual topology is
unknown (DoF conjectured to be 1 in the wireless case), but with alternating
topologies the sum-capacity is 3/2. Symbol a1 is desired by receiver 1, and
symbols b1, b2 are desired by receiver 2. All three symbols are successfully
sent over two channel uses (one from each connectivity state) to achieve
sum-rate 3/2.
Theorem 3: The sum capacity for the symmetric two-user
wired vector BC with alternating connectivity is 1+λA+λD.
Proof: As stated above, we have transformed the vector
BC with alternating connectivity to alternating CSIT. Now we
can borrow the result shown in [9] for the DoF in wireless
networks over complex field here for the capacity in wired
network over finite field in normalized sense. Specifically plug
in λPP = λD, λPN = λNP = λA and all other state
probabilities to 0 in formula (11) of Theorem 1 in [9] to
produce the desired outer bound. Note that the assumption
of field size being greater than 2 is important here, otherwise
the network has sum-capacity equal to 2, achieved by zero-
forcing.
We illustrate the key idea behind the achievable scheme in
Fig. 3. The symbol a1 is intended for receiver 1, and b1, b2 are
for receiver 2. It is easily seen that all three symbols can be
decoded in two time slots. Therefore, sum rate 32 (λA+λB) =
3λA is achievable for states A and B. For states C,D, rate
λC and 2λD can be easily achieved. So the sum rate achieved
is 3λA + λC + 2λD = 1 + λA + λD. 
Remarkably, without joint coding, the sum-capacity for
individual states A or B is not known yet. In the corresponding
wireless case, with channels drawn from a continuum the
DoF value is conjectured to be 1 [9], however with channels
drawn from a generic set of finite cardinality (the finite state
compound setting), asymptotic alignment schemes may be
used to achieve the outer bound of 3/2 DoF [10][11]. Since the
finite field setting naturally represents a finite state compound
setting, the application of asymptotic alignment schemes to
this case is an interesting research avenue. While the capacity
of the individual states is not known, an immediate benefit of
alternating topology is evident in the simplicity of the capacity
optimal scheme in the alternating case.
D. 3 User Interference Channel
The capacity of the 3 user interference channel with al-
ternating topology also remains open in general. However,
the benefits of alternating topology are evident from the two
examples shown in Fig. 4, where we are able to characterize
capacity with and without joint coding. As it turns out in
these examples, 2 states can be jointly coded to get 50%
gain in capacity. In particular, example 1 incorporates the idea
of interference alignment, which is not needed when there
are only 2 user pairs in the system. Details are given in in
Section IV.C. Also note that for 2 user interference channel,
the minimum number of inseparable states is three and the gain
is only 33%(1 → 4/3). These examples show the potential
of bigger advantages and smarter schemes in more complex
networks.
Fig. 4. Two examples of the 3 user interference channel with topology
alternating between the two states shown. Example 1 is at the top of the
figure and example 2 is at the bottom of the figure. Each topology by itself
has sum-capacity 1, but joint coding across alternating topologies achieves
sum-capacity 3/2.
IV. PROOFS
A. Proof for Theorem 1
First, we consider outer bound. The first bound comes from
the separability of the two “Z” states, i.e., A and B, which
first appears in Theorem 7 of [12]. Now consider receiver 1,
we have (2) shown at the top of next page, where (a) follows
from the observation that (Xn1A, X
n
1B , X
n
1C , X
n
1D) is a function
of W1, (b) is due to the fact that Xn2A is independent of W1
and scaling does not influence entropy. Similarly, for receiver
2, we have
nR2 ≤ H(Y n2A)+H(Y n2B)+H(Y n2C)+H(Y n2D)−H(Y n1B)+n.
(3)
Adding (2) and (3), we have
n(R1 +R2) ≤ H(Y n1A) +H(Y n2B) +H(Y n1C)
+H(Y n2C) +H(Y
n
1D) +H(Y
n
2D) + n
(a)
≤ (λA + λB + 2λC + 2λD)n+ n
=(1 + λC + λD)n+ n
(4)
where (a) follows from the fact that all random variables come
from GF and the last step follows from λA+λB+λC+λD =
nR1 ≤ I(W1;Y n1A, Y n1B , Y n1C , Y n1D) + n
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D)−H(Y n1A, Y n1B , Y n1C , Y n1D|W1) + n
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D)−H(Y n1A, Y n1B , Y n1D|W1)−H(Y n1C |W1, Y n1A, Y n1B , Y n1D)︸ ︷︷ ︸
≥0
+n
(a)
≤H(Y n1A, Y n1B , Y n1C , Y n1D)−H(Y n1A, Y n1B , Y n1D|W1, Xn1A, Xn1B , Xn1C , Xn1D) + n
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D)−H(hn11AXn1A + hn12AXn2A, hn11BXn1B , hn11DXn1D|W1, Xn1A, Xn1B , Xn1C , Xn1D) + n
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D)−H(hn12AXn2A|W1, Xn1A, Xn1B , Xn1C , Xn1D) + n
(b)
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D)−H(hn22AXn2A) + n
≤H(Y n1A) +H(Y n1B) +H(Y n1C) +H(Y n1D)−H(Y n2A) + n
(2)
1. Normalizing by n, we have
R1 +R2 ≤ 1 + λC + λD. (5)
The second bound comes from genie-aided MAC bound. We
provide genie Y n2B and Y
n
2D to receiver 1. Then receiver 1
can reconstruct the received signal at receiver 2 at state B
and D. Also, at state A and C, after decoding and subtracting
its desired signal, receiver 1 can also get the exact output at
receiver 2. Now receiver 1 can decode W2 if receiver 2 can,
which is true by system design. So receiver 1 can decode both
W1 and W2. We have
n(R1 +R2)
≤I(W1,W2;Y n1 , Y n2B , Y n2D) + n
=H(Y n1 , Y
n
2B , Y
n
2D)−H(Y n1 , Y n2B , Y n2D|W1,W2)︸ ︷︷ ︸
=0
+n
≤H(Y n1 ) +H(Y n2B) +H(Y n2D) + n
≤(1 + λB + λD)n+ n.
(6)
Dividing by n, we have
R1 +R2 ≤ 1 + λB + λD. (7)
Symmetrically, we can also provide the Y n1A and Y
n
1D to
receiver 2 so that it can decode both messages W1 and W2.
Then we have, similarly,
R1 +R2 ≤ 1 + λA + λD. (8)
Combining (5), (7) and (8), we prove the outer bound.
Next, we proceed to the achievable scheme. Based on the
constituent encoding scheme given in Section III, where sum
rate 43 is achieved when states A, B, and C occur with equal
probability 13 , we can obtain the general achievable scheme.
In short, besides joint coding over equal-fraction of states
A,B,C, we treat all the other remaining states separately.
Note that the capacity outer bound takes two different forms,
depending on whether λC is larger than min(λA, λB) or not.
Thus we consider the following two mutually exclusive cases:
• Case A: When λC > min(λA, λB), the outer bound is
1 +min(λA, λB) + λD. We can group states A,B,C at
a fraction of min(λA, λB). For interference-free state D,
we would get rate 2 naturally. Time sharing is used in all
remaining cases. The total sum rate achieved is
R1 +R2 =3min(λA, λB)× 4/3 + λD × 2
+ [1− 3min(λA, λB)− λD]× 1
=1 +min(λA, λB) + λD.
(9)
• Case B: When λC ≤ min(λA, λB), the outer bound is
1+λC+λD. Similarly, we group states A,B,C as much
as possible. As desired, the total achievable rate is
R1 +R2 = 3λC × 4/3 + λD × 2 + (1− 3λC − λD)× 1
= 1 + λC + λD.
(10)
B. Proof for Theorem 2
As the capacity is already achievable in the two unicast
setting, we can employ the same achievable scheme as shown
in Section IV.A by setting W12,W21 = φ. Therefore, here
we only need to prove the outer bound. The key step for the
first bound is to prove states A and B are separable. We give
W21 as genie to receiver 1, then from Fano’s inequality we
can obtain (11) (see next page), where (a) follows from the
messages are independent, (b) is due to fact that after knowing
W11 and W21, receiver 1 can reconstruct and subtract the
signal Xn1A from the received signal to leave X
n
2A only and
(c) follows from the transmitted signal Xn2A, which originates
from transmitter 2, is independent of W11 and W21, messages
from transmitter 1. Similarly, for receiver 2, we have
n(R21 +R22)
≤H(Y n2A|W12) +H(Y n2B |W12) +H(Y n2C |W12)
+H(Y n2D|W12)−H(Y n1B |W21) + n.
(12)
Adding (11) and (12), we have
n(R11 +R12 +R21 +R22)
≤H(Y n1A|W21) +H(Y n1C |W21) +H(Y n1D|W21)
+H(Y n2B |W12) +H(Y n2C |W12) +H(Y n2D|W12) + n
≤(λA + λB + 2λC + 2λD)n+ n
=(1 + λC + λD)n+ n.
(13)
n(R11 +R12) ≤I(W11,W12;Y n1A, Y n1B , Y n1C , Y n1D,W21) + n
(a)
= I(W11,W12;Y
n
1A, Y
n
1B , Y
n
1C , Y
n
1D|W21) + n
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D|W21)−H(Y n1A, Y n1B , Y n1C , Y n1D|W21,W11,W12) + n
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D|W21)−H(Y n1A|W21,W11,W12)−H(Y n1B , Y n1C , Y n1D|Y n1A,W21,W11,W12)︸ ︷︷ ︸
≥0
+n
(b)
≤H(Y n1A, Y n1B , Y n1C , Y n1D|W21)−H(Xn2A|W21,W11,W12) + n
(c)
=H(Y n1A, Y
n
1B , Y
n
1C , Y
n
1D|W21)−H(Xn2A|W12) + n
≤H(Y n1A|W21) +H(Y n1B |W21) +H(Y n1C |W21) +H(Y n1D|W21)−H(Y n2A|W12) + n
(11)
Normalizing by n, we get the first sum rate bound
R11 +R12 +R21 +R22 ≤ 1 + λC + λD. (14)
The second sum rate outer bound comes from two-user vector
BC since transmitters cooperation can not reduce capacity.
According to Theorem 3, we have
R11 +R12 +R21 +R22 ≤ 1 + λA + λD, (15)
which completes the proof.
C. 3 User Interference Channel
For the network topology shown in Fig. 4, we wish to
show that these two states have capacity 1 individually while
capacity increases to 3/2 jointly. We prove example 1 and
example 2 follows similarly. First, let us look at the states
separately. Rate 1 can be achieved easily. The outer bound
can be seen as follows. We only prove state (A) and state
(B) follows similarly. As the transmitter only knows the
connectivity, we can assume the value of connected links
are all 1 without reducing the capacity region. Now consider
receiver 1, we argue that it can decode all three messages.
Since desired message is decodable by design, receiver 1 can
reliably reconstruct and subtract it from its received signal.
This gives receiver 1 exactly the same output as observed
by receiver 2. As receiver 2 can decode its desired message,
so can receiver 1. Now receiver 1 can subtract the effect of
W2 from its received signal, which gives it the exact same
signal seen by receiver 3. So receiver 1 can also decode W3 if
receiver 3 can, which is satisfied by any coding scheme. So the
sum capacity of this network is bounded by the sum-capacity
of the MAC to receiver 1, which is 1. Next, we consider the
two states jointly. The achievable scheme is shown in the Fig.
4. Receiver 1 and 3 both have two equations formed by two
variables from which they can decode successfully. Receiver
2 can also resolve its desired symbol b since b is received
interference free over state (A). Interestingly, its interference
a and c align at state (B). As 3 symbols are transmitted over
2 states, we achieve rate 3/2 in total. Lastly, we establish the
optimality of this result. We wish to show the sum rate of any
two messages can not exceed 1. Consider any two user pairs,
for example, 1 and 2. Essentially we eliminate W3 by giving
it as genie everywhere which can not hurt the rate of W1 and
W2. Now we apply Theorem 1 where λA = 1 and all the
other terms are zero. Then R1+R2 ≤ 1 and by repeating this
argument for each two user pairs, we conclude that the sum
capacity of this network is 3/2.
V. CONCLUSION
The implications of alternating topology are explored for the
topological interference management problem. The extension
is highly non-trivial since it goes beyond the index coding
setting and reveals the synergistic benefits of alternating con-
nectivity.
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