In the summer of 1996, an experiment was conducted off the coast of Portugal to study the effects of internal tides on sound propagation. This experiment-called INTIMATE '96 (Internal Tide Investigation by Means of Acoustic Tomography Experiment)-has provided a great deal of insight about the variability of pulse transmission over space and time. In contrast to a common view of shallow-water propagation as complicated and unpredictable, we find a steady pattern of echoes. The echo-pattern stretches and shrinks in a systematic way with the tides and allows us to infer the components of the first few oceanographic modes. We also used the echo-pattern to track the source over a period of several days. During this period the isotherms in the ocean wavered by 20 m as a result of the tides, providing a challenge for model-based tracking. We will discuss these acoustic results with emphasis on the source tracking.
Introduction
Tidal effects have been observed for many years in ocean acoustics [1, 2, 3, 4, 6, 7] . To better understand their role, an experiment INTIMATE96 (Internal Tide Monitoring by means of an Acoustic Tomography Experiment) was conducted off the Portuguese coast. In effect, a sequence of impulses was sent over a period of several days providing a probe of the channel. The goal of the experiment was to study the inverse problems for both the ocean structure and the source position. The oceanographic inversion is described in a companion paper [10] . Briefly summarizing those results, the tidal forces excite internal waves (which are then called internal tides). The internal tides form an infinite set of space-and time-varying oceanographic modes. The first of these is the barotropic mode, which is simply the familiar tide. Each of these modes has a different effect on the acoustic arrival pattern. Thus the coefficients associated with these modes can be derived yielding an acoustically-derived image of the ocean temperature structure.
One of the reasons for being interested in the tides is to understand how they affect another inverse problem: that of inferring the source location in the waveguide. This type of problem arises in a variety of areas. For instance, we can learn a lot about the behavior of marine mammals such as whales by using their own sounds to track them. Similarly it is often useful to be able to accurately determine the range and/or depth of underwater vehicles.
There has now been a great deal of work in source-localization motivated by the naval application. A readable summary of the work up to 1991 is given by Tolstoy [11] . Until recently this work has been predominantly focused on tones; however, more recently broadband signals have become of interest and these will be the focus of our attention. Our goal is to both devise robust localization-algorithms and understand the impact of the tides on their performance.
Experimental Scenario
As the experiment has been discussed in detail in [10] we will be brief. A site was selected off the Portuguese coast in an area where strong internal tide activity was expected (see Figure 1) . The experiment was divided into three phases as shown in Figure 2 : 1) a 25-hour station with the source located about 6 km north of the vertical receiving-array, 2) a tracking test in which the source was towed over a sort of bowtie pattern around the array, 3) another 25-hour station with the source located about 6 km west of the vertical receiving array. These will be referred to as the "North Station", "Tracking", and "West Station" phases respectively.
The various phases were motivated by separate needs for the tomographic and localization aspects of the program. The North Station was specifically chosen to be range-independent in terms of both the ocean sound-speed structure and the landscape of the ocean bottom. This provided a more benign environment for understanding the propagation conditions and validating the tracking. (Note however that while the spatial variation was small, the temporal variation due to the tides was strong.) The Tracking Phase was chosen to provide a convincing demonstration of the localization over both time and space. One of the key limitations of past localization work has been limited amount of data processed. Typically a few snapshots are presented or tracking results over periods of at most an hour. Here we sought to track the source over a long time period (a day) and over a sweep of source ranges. In addition, we scheduled a fan of different bearing-lines passing over both rangeindependent and range-dependent sections.
Finally, the West Station was chosen in a direction slicing through both the wavefronts of the internal tides and in the direction of the topographic gradient thus giving the greatest range variation.
Broadband Source-Localization
There are several points of view one can take in constructing broadband localizers. The literature is now quite large but a useful introduction is given in references [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
The matched-field processing view uses array processing ideas but replaces conventional planewave steering vectors with replica vectors that take into account the refractive and multipath effects of the ocean channel [11] .
Time-reversal (a.k.a., back-propagation or phase-conjugation) takes the view that if we simulate the acoustic field that arises when the received waveform is re-transmitted from each of the receivers then that field will have a peak in mean intensity at the source position (see [17] and references therein).
Correlation-tracking takes the view that the auto-correlation for the waveform on a single phone (or the cross-correlation between two phones) yields a sequence of impulses that is a unique signature of the source position [19] . Thus, that signature can be compared to an ensemble of predicted signatures corresponding to different source positions to find the best match and thereby the source position.
Although these three perspectives sound quite different, identical processors can be derived from each. The strengths and weaknesses assigned to each scheme are then often the result of a superficial analysis. On the other hand, certain improvements in the localization methods are often easier to derive from one or the other perspective and the resulting approach may then be difficult to derive or interpret in another framework.
The approach taken here is based on correlograms and assumes initially a known source spectrum. The case of known-spectrum is important itself but later on we shall discuss the modifications required when the spectrum is not known. The first stage is then to correlate the received waveform with a replica of the source waveform:
The resulting function, ) (t rr , is referred to as the replica-correlogram. Replica correlation is also the usual first stage in ocean acoustic tomography. To understand the result it is useful to take a ray-theoretic view of the channel. Neglecting phase changes, the received waveform is a sum of delayed and scaled versions of the source waveform:
Replica correlation then yields
where, ) (t ss , is the auto-correlation function of the source:
The goal of this process if to produce a waveform, ) (t rr , with robust features for localization. In particular, one often seeks to make ) (t ss a sharp function like the delta-function. Then the replica-correlogram looks like the channel impulseresponse with peaks matching the strengths and delays of the echoes in the channel.
Any source waveform that has a flat spectrum will have a sinc-pulse as its autocorrelation function and will therefore have a peak. Linear FM chirps, pseudo-random noise, and m-sequences are all reasonable choices with sharply peaked autocorrelations. Certain FM chirps have the property that they are Doppler insensitive which is attractive for moving sources. On the other hand, if the chirp length is chosen too long, they cannot be processed in segments without reducing temporal resolution. In acoustic tomography, m-sequences have historically been used. They are easy to implement in hardware; however, this does not seem to be an issue with today's fast processors.
In a correlator-tracker we invert for the source position by comparing the measured impulse-response, ) (t rr , to an ensemble of modeled versions, ) , ; ( that gives the best match between model and data. The way in which we measure the match can be important. In tomographic applications this is typically done using only the arrival times and minimizing the meansquare error between the arrival times in the model and data. This process is fine for a scientific environment but is difficult to automate, especially at low SNR. A reasonable alternative is simply to correlate model and data:
At this point there is an important choice to make. We can look for either the peak in ), , ; ( s s z r t C or its overall power. If we look for a peak we have a sort of coherent processor that allows localization with a single phone. If we use the total power we have an incoherent processor. Furthermore since Parseval's Theorem assures us that the power calculated in the frequency domain is the same as that in the time domain, the multi-phone correlator tracker becomes equivalent to the matched-field processing averaged incoherently across frequency.
Log-envelope Correlation Tracker
As discussed above, the echo-pattern besides being a useful signature of the environment for tomography is also a signature of the source position. The problem is that environmental uncertainty prevents the acoustic models from providing precise predictions of the echo pattern. This so-called environmental mismatch has typically been identified as a key issue in applying model-based localization schemes.
To capture the robust features for source localization, we modify the correlation tracker in two ways. First, instead of comparing modeled and received replica-correlograms we compare the envelopes of each. The envelope is insensitive to pulse-inversions that occur when the sound reflects from the ocean surface. More importantly, it is also insensitive to the more complicated phase changes that occur during bottom reflection. If the bottom were precisely known, those phase changes would be extra useful information in localizing a source. However, this is not the case so the uncertainty just makes it hard to match model and data and degrades the performance.
Secondly, after forming the envelopes we take a logarithm before doing the correlation between model and data. This modification was motivated by the data. It was seen that the overall echo-pattern provided an immediate visual indication of the source but that a direct model-data correlation did not provide reasonable localizations. The data showed that most of the energy was contained in a few early arrivals that were not separated in time and interfered with each other in a way that was difficult to predict. Thus, direct correlation is energetically dominated by a portion of the waveform that is poorly predicted. Taking the logarithm of the envelope brings into balance the weak and strong arrivals (and diminishes the sensitivity to the amplitude of each echo). The result then is a localization algorithm that is sensitive mainly to the arrival times in the echo-pattern and not their strengths. Meanwhile, it eliminates the peak-picking procedure used in acoustic tomography. 
Here a is set at 30 dB to clip out the noise that would otherwise dominate the correlation. For efficiency the correlation is implemented in the frequency domain. In an obvious generalization, information from multiple phones can be included by summing cross-correlations between phones (cross-correlation tracker); however, here we present only results using the deepest phone. In theory, the resulting ambiguity surface, ) , ( s s z r P then has a peak at the source location.
Note that this processing assumes that the replica-correlogram, ) (t rr , is available and this in turn assumes a knowledge of the source spectrum. In many important applications this is known. When it is not, one may correlate the autocorrelations of each phone with predicted autocorrelations with much weaker assumptions needed about the source spectrum. Also, if the auto-correlation of the source does not show a strong peak this can often be corrected by pre-whitening.
Acoustic Modeling
A common ingredient in all of these localization schemes is the use of an acoustic model of the channel. Fortunately, ocean channel-models are now well-developed and there are many suitable choices [25] . In this work we have used several models including the SCOOTER wavenumber-integration model; the KRAKEN normal-mode program [26] ; and the BELLHOP ray/beam model. The BELLHOP model is probably the least accurate but is also the fastest and most convenient for these broadband, range-dependent problems. As we will see later the channel is characterized by a number of distinct multipaths associated with surface and bottom echoes. There is little concern about the accuracy for these paths. Figure 3 shows a BELLHOP prediction of the ray paths propagating in the downslope direction from the lowest phone on the vertical array. The ray picture has been superimposed on a transmission loss plot for a 500 Hz central frequency. The models are generally designed to propagate from a fixed source to multiple receiver ranges. Thus, we invoke the reciprocity principle that the received time series is the same when source and receiver position are exchanged.
The ray picture indicates that the sound speed profile is downward-refracting with the paths having the shallowest angles refracting before hitting the surface. The steeper paths hit both the surface and the bottom.
Experimental Demonstration

NORTH STATION
Acoustic data was collected during the experiment on a 4-phone vertical line array with phones at 35, 70, 105 and 115 m in depth. The echo-pattern seen by the deep-est phone over the 25-hours of the North Station is shown in Figure 4 . As described above, this pattern is obtained by replica-correlation, that is, by correlating the received waveform with a replica of the transmitted waveform and then forming the log of the envelope. We have also aligned the data by a 'leading edge' defined by the point where the envelope reaches 90% of its peak value. This eliminates a large part of the variation caused by fluctuations in the mean arrival time. We can see a distinct pattern of echoes clustered in groups of 4 representing additional bottom and surface reflections. (The shift during the first 30 minutes is a period where the ship was moving onto station.) The other obvious feature is the sinusoidal modulation of the arrivals. This is clearest on the latest arrivals where we see that the arrival time fluctuates by about 10 ms in synchronization with the barotropic tide. (These tidal influences are discussed in greater detail in the companion paper [10] ).
In a qualitative sense we would characterize these results as extremely stable: The general characteristics of the pattern are unchanged over the 25-hours of the station. However, if we look at a single frequency-component we would see that this stretching and shrinking of the echo-pattern by the tides causes individual components to move rapidly in the complex plane. Similarly, if we use a conventional beamformer that is sensitive to the overall power, it will be dominated by the leading portion of the time-series (that contains most of the energy). It also is seen to vary significantly and is therefore not an effective feature on which to base the localization.
The range-time ambiguity surface using the log-envelope processor is shown in Figure 5 . Note that the log-envelope processor provides an unambiguous localization in range for the entire 25-hour period. It is also interesting that there is a sort of mirage due to the tides that causes the apparent source range to vary in synchronization with the tide. (The source was at a fixed range of about 5.7 km.) These results are to our knowledge by far the longest demonstration of model-based tracking. It is also of note that these results were obtained using a single, static measurement of the ocean sound-speed profile while the ocean was obviously quite dynamic. Since the ocean SSP was regularly measured and since accurate tidal information was available the mirage could have been corrected. However, it is a great advantage that the processor functions reliably without this more detailed environmental information. 
TRACKING PHASE
The second phase presented a much more serious challenge since, as discussed above, we have significant variation in the bottom topography and we are also slicing through a range-dependent sound-speed profile. In addition, the variation in range means that one cannot tune the processor to function well at a single range as has often been done in MFP work.
Turning first to the basic acoustic data in Figure 6 , we see that once again the echo pattern is, in a sense, very stable. The multipath-spread varies significantly over the complicated track but it expands and contracts in a systematic way in proportion to the source range. As before, we see a characteristic pattern involving clusters of 4 arrivals associated with the various surface and bottom echoes. With the aid of an acoustic model we can also clearly see how the delays within that cluster provide a unique fingerprint of the source depth. The behavior of the multipath-spread is of particular importance in acoustic communications since it determines the channel clearing times for simple incoherent schemes or the number of taps in adaptive equalizers. It is worth noting that the echo pattern can vary widely with the environment and in some cases the multipath spread can actually drop significantly at certain ranges. Note also that when the source is very close there is a strong arrival refracted in the sediment causing the precursors at about 9:30 and noon.
The results of applying the log-envelope processor to the data are shown in Figure  7 . Note that the processor tracks the source very clearly throughout most of the 16 hours of data available. Comparing to an independent reference for the source range, we see that there is a bias during the period from about 14:00 to 16:00 when the source is in the downslope region. This also corresponds to the period where the sidelobes are highest. As before, we have used a static and range-independent model to do the tracking. The success of the results speaks to the robustness of the processing. These results could be improved still further with a range-dependent calculation.
TIDAL EFFECTS ON SOURCE INVERSION
Finally, we show the depth-time record in Figure 8 . The super-imposed black-line is an independent measurement from a pressure sensor on the source. Again the algorithm tracks the source position accurately over most of the 16-hour period. The down-slope period again shows the greatest sidelobes reflecting the errors in using a flat-bottom model in a range-dependent environment. 
WEST STATION
The West Station is significantly harder than the North Station since it lies on a range-dependent track passing over the continental slope. In addition, the oceanography showed an even stronger effect due to tides. However, once again the acoustic data ( Figure 9 ) shows a regular pattern of expanding and contracting multipath spread again under the influence of the tides. The results of the log-envelope processor to localize the source are shown in Figure  10 . The processor again provides a clear and stable estimate of the 6.7 km source range for the entire 25-hours of this third phase of the experiment. Here we should note that it was necessary for the first time to include the bathymetry to obtain a clear localization. It was also necessary to take an updated measurement of the sound-speed profile; however, no attempt was made to account for the ocean dynamics. This explains the mirage causing the source to appear to meander in range even though it is fixed. The depth-time ambiguity surface is shown in Figure 11 and provides another indication of the validity of the process. We see a peak at the correct depth of 90 m with an uncertainty of perhaps plus or minus 5 m and with occasional errors of up to 15 m. Comparing the range-time and depth-time surfaces we see that when the sidelobes in range are high, the sidelobes in depth are also high. The sidelobes of the range plot most likely reflect the difficulty of distinguishing between echo patterns with one fewer or one additional cluster of 4 echoes. 
TIDAL EFFECTS ON SOURCE INVERSION
Summary and Conclusions
Model-based localization is potentially of great value. Alternatives based on targetmotion analysis and planewave beamforming are much slower and do not provide depth discrimination.
The log-envelope processor has been seen to be very robust with respect to mismatch. The results presented here demonstrate the model-based tracking over periods that are at least an order of magnitude (several days) longer than previous results. The processor is sufficiently robust that we have been able to eliminate the simultaneous environmental inversion used in previous work [18] .
There are two key challenges for the future. First, the performance under low SNR is yet to be clearly quantified. Clearly the algorithm relies on a pattern of echoes to do the localization and these must be seen above a noise background. All modelbased algorithms rely on the visibility of this sort of fingerprint (manifested spatially or temporally) for source localization. We can say that the algorithm was also successful on a very low SNR phone that failed during the experiment.
Secondly, the algorithm currently assumes some knowledge about the source spectrum. This is an important scenario, however, we envision the general algorithm as functioning based on cross-correlations between phones in an array or autocorrelations for single-phone localization for a source whose spectrum is less well known. Future work will address both these issues.
The tides play a central role in this work and it is clear that without dynamic compensation they induce a sort of mirage causing the source to appear to wander in range on a tidal cycle. For the applications we consider, this is not a serious issue.
