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HARDY-POINCARE´ INEQUALITIES AND APPLICATIONS TO NONLINEAR
DIFFUSIONS
A. BLANCHET, M. BONFORTE, J. DOLBEAULT, G. GRILLO, J.-L. VA´ZQUEZ
Abstract. We systematically study weighted Poincare´ type inequalities which are closely connected with Hardy
type inequalities and establish the form of the optimal constants in some cases. Such inequalities are then used to
relate entropy with entropy production and get intermediate asymptotics results for fast diffusion equations.
Ine´galite´s de Hardy-Poincare´ et applications.
Re´sume´. Nous e´tudions des ine´galite´s de Poincare´ qui sont e´troitement relie´es a` des ine´galite´s de type Hardy et
e´tablissons la forme des constantes optimales dans certains cas. De telles ine´galite´s sont ensuite utilise´es pour relier
l’entropie avec la production d’entropie et obtenir des re´sultats d’asymptotiques interme´diaires pour les e´quations
a` diffusion rapide.
Version franc¸aise abre´ge´e
Dans cette note, nous nous inte´ressons a` l’ine´galite´ de Hardy-Poincare´
(1)
∫
Rd
|v|2
1 + |x|2 dµα ≤ Cα,d
∫
Rd
|∇v|2 dµα avec dµα(x) := hα(x) dx , hα(x) := (1 + |x|2)α
pour α ∈ R \ {α∗}, α∗ = α∗(d) := −(d − 2)/2, d ≥ 3. Si α < α∗, dµα−1 est borne´e et on supposera alors∫
Rd
v dµα−1 = 0. Les ine´galite´s de Hardy et Poincare´ usuelles sont obtenues par changement d’e´chelle. Plus
pre´cise´ment, en utilisant l’estimation limε→0 C−ε−2,d/ε2 = 1/2 et en passant a` la limite ε → 0, on obtient
(2)
∫
Rd
|v|2 dν∞ ≤ 1
2
∫
Rd
|∇v|2 dν∞ avec dν∞(x) := e−|x|
2
dx ,
sous la condition
∫
Rd
v e−|x|
2
dx = 0. Par le changement d’e´chelle inverse, on obtient
(3)
∫
Rd
|v|2
|x|2 dν0,α ≤ κ
−1
α
∫
Rd
|∇v|2 dν0,α avec dν0,α(x) := |x|2α dx ,
sous la condition v¯α :=
∫
Rd
v dν0,α = 0 si α < α
∗. Pour rendre finis les deux membres de l’ine´galite´, des pre´cautions
doivent eˆtre prises sur le comportement de v en x = 0. On supposera plus simplement que supp(v) ⊂ Rd \ {0}
et v¯α = 0. Une telle ine´galite´ se de´montre facilement avec κα = (d + 2α − 2)2/4 en “de´veloppant le carre´,”∫
Rd
|∇v + (α− α∗) x |x|−2 v|2 |x|2α dx, et en inte´grant par parties. Notre principal re´sultat est le suivant.
The´ore`me 1. Supposons que d ≥ 3, α ∈ R \ {α∗}. L’ine´galite´ (1) est ve´rifie´e avec une constante Cα,d > 0 (voir
estimations ci-dessous), pour tout v ∈ D(Rd), sous la condition additionnelle ∫
Rd
v dµα−1 = 0 si α ∈ (−∞, α∗).
α −∞ < α ≤ −d −d < α < α∗ α∗ < α ≤ 1 1 ≤ α ≤ α¯(d) α¯(d) ≤ α ≤ d d α > d
Cα,d 12 |α| Cα,d≥ 4(d+2α−2)2 4(d+2α−2)2 4d(d+2α−2) 1α(d+α−2) 12d(d−1) 1d(d+α−2)
Optimalite´ ? ? oui ? ? oui ?
Pour tout α > α∗, Cα,d ≥ 4/(d + 2α− 2)2 = κ−1α et α¯(d) =
(−d +√5 d2 − 16 d + 16 + 4) /4 ∈ (1, d). D’autres
estimations sont connues, voir [3] si α ∈ (−d,−d/2) et [10] si α ∈ (−d,−(1+ d/2)). Les ine´galite´s dans des espaces
de Sobolev a` poids ont e´te´ abondamment e´tudie´es: voir [8] et les re´fe´rences incluses. Plus spe´cifiquement pour (3),
on renverra a` [7, 14, 12]. L’une de nos estimations repose sur le lemme de Persson, [13], comme dans [5, 11], et
utilise (3). Avec HR := {v ∈ H1(Rd, dµα) : supp(v) ⊂ B(0, R)c}, on montre que
C−1α,d ∈ (0, Λ) avec Λ := inf σess(−h1−α∇(hα∇·)) = limR→∞ infv∈HR
∫
Rd
|∇v|2 dµα∫
Rd
|v|2 dµα−1 ≥ κα .
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Le cas α ∈ (−∞,−d) repose sur la line´arisation des ine´galite´s d’interpolation optimales obtenues dans [9]. Si α ∈
(α∗, α¯(d)), on utilise une me´thode qui repose sur une estimation de Cauchy-Schwarz astucieuse, voir [8], et fournit
une constante optimale par comparaison avec (3). Le cas α ≥ α¯(d) utilise l’ine´galite´ de Sobolev correspondant a`
l’injection H1(Rd) ↪→ L2d/(d−2)(Rd), ou plus pre´cise´ment
S
S0
∫
Rd
|u|2
(1 + |x|2)2 dx ≤ S ‖u‖
2
L
2d
d−2 (Rd)
≤
∫
Rd
|∇u|2 dx ,
avec e´galite´ si u = h−(d−2)/2, applique´e a` u := v hα/2.
La principale application du the´ore`me 1 concerne l’e´quation de diffusion rapide
(4) ut = ∆ u
m
pour une donne´e initiale positive ou nulle ve´rifiant
∫
Rd
(u0−hα) dx = 0, α := 1/(m− 1) (des donne´es initiales plus
ge´ne´rales peuvent eˆtre obtenues par changement d’e´chelle). On supposera que m ∈ (0, 1) avec m∗ := max{(d −
4)/(d − 2), 0}, et on notera que pour d ≥ 4, α(m∗) = α∗(d). Par un changement d’e´chelle de´pendant du temps,
on rame`ne le proble`me a` une e´quation de type Fokker-Planck, vt =
1−m
m ∆ v
m + 2 div(x v) avec donne´e initiale
v|t=0 = u0.
Corollaire 2. Soit, d ≥ 3, m ∈ (0, 1), m 6= m∗, α = 1/(m− 1). Alors il existe ε = ε(m, d) ∈ (0, 1) et Km,d > 0
tels que pour tout w ∈ L∞+ (Rd) avec
∫
Rd
(w − 1) h1 dµα−1 =
∫
Rd
(w − 1) dµα = 0, ‖w − 1‖L∞(Rd) ≤ ε, on ait∫
Rd
wm − 1−m (w − 1)
m− 1 dµα+1 ≤ Km,d
∫
Rd
∣∣∇ [(wm−1 − 1) h1] ∣∣2 w dµα .
Lorsque m ∈ [(d− 1)/d, 1) et m ∈ (mc, (d− 1)/d), mc := (d− 2)/d, on renverra respectivement a` [9] et [4]. Des
re´sultats de convergence sans taux ont e´te´ obtenus re´cemment dans [6] pour m < mc. Le second re´sultat principal
de cette note, dont diverses ge´ne´ralisations, y compris pour m ≥ mc, seront donne´es dans [1], s’e´nonce comme suit:
The´ore`me 3. Soit d ≥ 3, m ∈ (0, mc), m 6= m∗. Supposons que u0 est une fonction positive ou nulle telle que
(u0 − hα) ∈ L1(Rd),
∫
Rd
(u0 − hα) dx = 0, α = 1/(m − 1). Supposons de plus que (σ0 + |x|2)1/(m−1) ≤ u0(x) ≤
(σ1 + |x|2)1/(m−1) pour tout x ∈ Rd, ou` σ0 ∈ [1, (1 − ε)1/(m−1)] et σ1 ∈ [(1 + ε)1/(m−1), 1] avec ε comme au
Corollaire 2. Alors il existe une constante C telle que toute solution de (4) avec donne´e initiale u0 ve´rifie, pour
tout t ∈ (0, T (m)),
‖u(·, t)−R−d(t) hα(R−1(t) ·)‖L2(Rd) ≤ C
(
1− t
T (m)
)γ
, γ :=
(
d
2
+
m
4Km,d (1−m)
)
1
d (mc −m) .
1. Introduction and main result
This note is devoted to the following inequalities
(1)
∫
Rd
|v|2
1 + |x|2 dµα ≤ Cα,d
∫
Rd
|∇v|2 dµα with dµα(x) := hα(x) dx , hα(x) := (1 + |x|2)α
for α ∈ R\{α∗}, α∗ = α∗(d) := −(d−2)/2, d ≥ 3. Notice that ∫
Rd
dµα−1 is finite if α < α
∗, and in such a case, we
further assume that
∫
Rd
v dµα−1 = 0. We call Inequality (1) a Hardy-Poincare´ inequality for the following reasons.
Concerning Poincare´’s inequality, notice that if we apply (1) with α = −1/ε2 to vε(x) := ε−d/2 v(x/ε), we get∫
Rd
|v|2 (1 + ε2 |x|2)−1/ε2−1 dx ≤ C−1/ε2,d/ε2
∫
Rd
|∇v|2 (1 + ε2 |x|2)−1/ε2 dx .
Assuming that limε→0 C−ε−2,d/ε2 = 1/2 (see Proposition 5) and passing to the limit as ε → 0, we get
(2)
∫
Rd
|v|2 dν∞ ≤ 1
2
∫
Rd
|∇v|2 dν∞ with dν∞(x) := e−|x|
2
dx .
Such an inequality holds true only if
∫
Rd
v e−|x|
2
dx = 0, which is consistent with the requirement that (1) holds as
α → −∞ only under the condition ∫
Rd
v dµα−1 = 0 (to fulfill such an inequality uniformly with respect to α, some
special conditions have to be assumed on v, for instance that v(−x) = −v(x) for any x ∈ Rd).
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As for Hardy’s inequality, by applying (1) to v1/ε(x) := ε
d/2 v(ε x) (with v(−x) = −v(x) for any x ∈ Rd as
above, if α < α∗), we get ∫
Rd
|v|2 (ε2 + |x|2)α−1 dx ≤ Cα,d
∫
Rd
|∇v|2 (ε2 + |x|2)α dx ,
so that by passing to the limit ε → 0, for a given α ∈ R, with κα ≥ 1/Cα,d, we obtain
(3)
∫
Rd
|v|2
|x|2 dν0,α ≤ κ
−1
α
∫
Rd
|∇v|2 dν0,α with dν0,α(x) := |x|2α dx .
Such an inequality holds true only if v¯α :=
∫
Rd
v dν0,α = 0 if α < α
∗. Still both sides of the inequality might
be infinite without further restrictions. With u bounded in a neighborhood of x = 0 and sufficiently decaying at
infinity, the l.h.s. of the inequality is bounded if α > α∗. For α < α∗, if v is continuous, then v(0) = 0 has to be
imposed: To avoid further discussions, we will simply require that supp(v) ⊂ Rd \ {0} and v¯α = 0.
Notice that (3) is easy to establish by the “completing the square method” as follows. Let v ∈ D(Rd) (with
supp(v) ⊂ Rd \ {0} if α < α∗).
0 ≤
∫
Rd
∣∣∣∣∇v + λ x|x|2 v
∣∣∣∣
2
|x|2α dx =
∫
Rd
|∇v|2 |x|2α dx +
[
λ2 − λ (d + 2α− 2)
] ∫
Rd
|v|2
|x|2 |x|
2α dx .
An optimization of the right hand side with respect to λ gives λ = α − α∗, that is κα = (d + 2α − 2)2/4 = λ2.
Such an inequality is optimal, with optimal constant κα, as follows by considering the test functions: 1) vε(x) =
min{ε−λ, (|x|−λ− ελ)+} if α > α∗, 2) vε(x) = |x|1−α−d/2+ε for |x| < 1 and vε(x) = (2−|x|)+ for |x| ≥ 1 if α < α∗,
and letting ε → 0 in both cases.
Theorem 1. Assume that d ≥ 3, α ∈ R\{α∗}. Then (1) holds for some positive constant Cα,d, for any v ∈ D(Rd),
under the additional condition
∫
Rd
v dµα−1 = 0 if α ∈ (−∞, α∗).
The proof will be split in several partial results and explicit estimates are summarized in Table 1. For simplicity,
we consider only the case of the euclidean space Rd, but some of our result can be extended to domains in Rd
or to manifolds. The inequality applies to any function v in the natural weighted Sobolev space obtained as the
completion of D(Rd) with respect to the norm ‖v‖α :=
(∫
Rd
|∇v|2 dµα +
∫
Rd
|v|2 dµα+1
)1/2
. One of our partial
results relies as in [5, 11] on an abstract spectral argument involving Persson’s characterization of the continuous
spectrum of an operator, see [13], and exploits the information given by (3). Inequalities with weights have been
studied by many authors, see for instance [8] and references therein. For a review on Hardy’s inequality, we refer
more specifically to [7]. Also see [14, 12]. We do not claim originality for Inequality (1) for all values of α since many
partial results are scattered in the existing literature. Our goal is to give a unified and systematic presentation,
with in mind the application to porous media (α > 0) and fast diffusion (α < 0) equations. An illustration with
new results in the range α ∈ (−d/2, α∗) is given in last section. More details will be given in [1].
2. Proof of the main result
Proposition 2. Assume that d ≥ 3, α > 0. Then (1) holds with 1/Cα,d = (d− 2 + α) min{α, d} for any v ∈ D(Rd).
The constant Cα,d is optimal if α = d.
Proof. Let hα(x) :=
(
1 + |x|2)α. By Ho¨lder’s and Sobolev’s inequalities, with S0 := ‖h−d/2‖2L2(Rd), we get
S
S0
∫
Rd
|u|2
(1 + |x|2)2 dx ≤ S ‖u‖
2
L
2d
d−2 (Rd)
≤
∫
Rd
|∇u|2 dx ,
where the equality case is achieved by h−(d−2)/2 and S is the best constant in Sobolev’s inequality. Applied to
u := v hα/2, this gives
S
S0
∫
Rd
|v|2 (1 + |x|2)α−2 dx ≤ ∫
Rd
[
|∇v|2 − α d + (d− 2 + α)|x|
2
(1 + |x|2)2 |v|
2
] (
1 + |x|2)α dx .
Define Ia :=
∫
Rd
h−a dx. To compute S/S0 = (d− 2)2 (Id−1 − Id)/Id, we notice that an integration by parts gives
Id−1 − Id = d Id−1/(2 (d− 1)), so that S/S0 = d (d− 2). Collecting the estimates, we obtain
(d− 2 + α)
∫
Rd
|v|2 (1 + |x|2)α−2 (d + α |x|2) dx ≤ ∫
Rd
|∇v|2 (1 + |x|2)α dx ,
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which proves the estimate on Cα,d for any α > 0. All above inequalities become equalities for u = h−(d−2)/2, if
α = d. 
Proposition 3. Let d ≥ 3, α ∈ (α∗,∞). Then (1) holds for any v ∈ D(Rd) with Cα,d := 4/(d − 2 + 2 α)2 if
α ∈ (α∗, 1] and Cα,d := 4/[d (d− 2 + 2 α)] if α ≥ 1. The constant Cα,d is optimal for any α ∈ (α∗, 1].
Proof. We compute∇hα = 2α x hα−1 and observe that ∆hα = 2α hα−2[d+2(α−α∗) |x|2] has a sign. An integration
by parts and the Cauchy-Schwarz inequality shows that∣∣∣∣
∫
Rd
|v|2 ∆hα dx
∣∣∣∣ ≤ 2
∫
Rd
|v| |∇v| |∇hα| dx ≤ 2
(∫
Rd
|v|2 |∆hα| dx
)1/2 (∫
Rd
|∇v|2 |∇hα|2 |∆hα|−1 dx
)1/2
.
As in [8], we remark that ∆hα has a constant sign and get the estimate∣∣∣∣
∫
Rd
|v|2 ∆hα dx
∣∣∣∣ =
∫
Rd
|v|2 |∆hα| dx ≤ 4
∫
Rd
|∇v|2 |∇hα|2 |∆hα|−1 dx .
Weights can be estimated on both sides of the inequality:
|∆hα| = 2 |α|
(
1 + |x|2)α−1 d + (d− 2 + 2 α) |x|2
1 + |x|2 ≥ 2 |α| min{d, (d− 2 + 2 α)}
hα(x)
1 + |x|2 ,
|∇hα|2
|∆hα| =
2 |α| |x|2
d + (d− 2 + 2 α)|x|2 hα(x) ≤
2 |α|
d− 2 + 2 α hα(x) ,
which proves the result for α 6= 0. The case α = 0 is obtained by taking the limit α → 0 or h0(x) := log(1 + |x|2).
From Section 1, we know that Cα,d := 4/(d−2+2 α)2 = κ−1α is optimal in (3) and that (3) holds as a consequence
of (1) by a scaling argument, with same constant. This proves the optimality statement. 
Proposition 4. Let d ≥ 3, α ∈ (−∞, α∗). Then (1) holds for some Cα,d ≥ 4/(d + 2 α − 2)2, for any v ∈ D(Rd)
such that
∫
Rd
v dµα−1 = 0.
Proof. On L2(Rd, dµα−1), consider the closable quadratic form v 7→ Q[v] :=
∫
Rd
|∇v|2 dµα and denote by −L
the unique non-negative self-adjoint operator on L2(Rd, dµα−1) associated with the closure of Q. By Persson’s
Theorem, see [13, 11], with HR := {v ∈ H1(Rd, dµα) : supp(v) ⊂ B(0, R)c},
inf σess(−L) = lim
R→∞
inf
v∈HR
Q[v]∫
Rd
|v|2 dµα−1 ≥ κα ,
where κα is the constant in (3). The lowest eigenvalue of −L is λ1 = 0 and corresponding eigenfunctions are the
constants. Since λ1 is non-degenerate, Q[v] ≥ λ2
∫
Rd
|v|2 dµα−1 for some λ2 ∈ (0, κα], for any v ∈ L2(Rd, dµα−1)
such that
∫
Rd
v dµα−1 = 0. This proves the result for C−1α,d = λ2 − λ1 ∈ (0, inf σess(−L)]. 
Proposition 5. Let d ≥ 3, α ∈ (−∞,−d]. Then (1) holds with C−1α,d ≥ 2 |α|, for any v ∈ D(Rd) such that∫
Rd
v dµα−1 = 0.
Proof. Let F [u] := 12
(
m
m−1
)2 ∫
Rd
∣∣∇um−1 −∇um−1∞ ∣∣2 u dx− 1m−1 ∫Rd [um−um∞−m um−1∞ (u−u∞)] dx where u∞(x) :=(
σ + 1−m2 m |x|2
)1/(m−1)
, σ > 0 and m ∈ ((d−1)/d, 1) is such that m = 1+1/α. According to the Gagliardo-Nirenberg
inequality, see [9], for any nonnegative function u ∈ L1(Rd) such that ∫
Rd
u dx =
∫
Rd
u∞ dx, F [u] ≥ F [u∞] = 0.
With σ = (1 −m)/(2m), a Taylor expansion at order two in ε of F [u∞(1 + ε u1−m∞ v)] gives Inequality (1) with
C−1α,d ≥ 2 |α|. 
α −∞ < α ≤ −d −d < α < α∗ α∗ < α ≤ 1 1 ≤ α ≤ α¯(d) α¯(d) ≤ α ≤ d d α > d
Cα,d 12 |α| Cα,d≥ 4(d+2α−2)2 4(d+2α−2)2 4d(d+2α−2) 1α(d+α−2) 12d(d−1) 1d(d+α−2)
Optimality ? ? yes ? ? yes ?
See Proposition. . . 5 4 3 3 2 2 2
Table 1. The value α¯(d) =
`−d +√5 d2 − 16 d + 16 + 4´ /4 ∈ (1, d), is determined by the condition
4/(d(d + 2α − 2)) = 1/(α(d + α − 2)). For any α > α∗, d ≥ 3 and Cα,d ≥ 4/(d + 2α − 2)2 = κ−1α , which
is optimal for Inequality (3) if α ∈ (α∗, 1). In the range α < α∗, other estimates are known: see [3] for
α ∈ (−d,−d/2) and [10] for α ∈ (−d,−(1 + d/2)).
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3. Applications to the fast diffusion equations
For any m ∈ (0, 1) with m 6= m∗ = m∗(d) := max{(d − 4)/(d − 2), 0}, let α = α(m) := 1/(m− 1) and notice
that for d ≥ 4, α(m∗) = α∗(d). We recall the notations dµα(x) := hα(x) dx with hα(x) := (1 + |x|2)α.
Corollary 6. Let d ≥ 3, m ∈ (0, 1), m 6= m∗, α = 1/(m− 1). Then there exists ε = ε(m, d) ∈ (0, 1) and Km,d > 0
such that for any positive w ∈ L∞(Rd) with ∫
Rd
(w − 1) h1 dµα−1 =
∫
Rd
(w − 1) dµα =0, ‖w − 1‖L∞(Rd) ≤ ε,
E :=
∫
Rd
wm − 1−m (w − 1)
m− 1 dµα+1 ≤ Km,d I with I :=
∫
Rd
∣∣∇ [(wm−1 − 1) h1] ∣∣2 w dµα .
Proof. Let κ0(ε) := maxs∈[1−ε,1+ε]
sm−1−m(s−1)
(m−1) (s−1)2 . On the one hand, E(t) ≤ κ0(ε)
∫
Rd
|w − 1|2 dµα+1. On the other
hand, using Inequality (1), we get
∫
Rd
|w − 1|2 dµα+1 =
∫
Rd
|(w − 1) h1|2 dµα−1 ≤ Cα,d
∫
Rd
∣∣∇((w − 1) h1)∣∣2 dµα.
Expanding the square and integrating by parts, we obtain, for some function f to be fixed later,∫
Rd
∣∣∇(f(w) h1)∣∣2 dµα =
∫
Rd
|f ′(w)|2 |∇w|2 dµα+2 + 4 |α|
∫
Rd
|x|2 |f(w)|2 dµα − 2 d
∫
Rd
|f(w)|2 dµα+1 .
Let fm(s) := s
m−1−1, κ1(ε) := maxs∈[1−ε,1+ε]
∣∣ f ′2(s)
f ′
m
(s)
∣∣2 and κ2(ε) := mins∈[1−ε,1+ε] ∣∣ f2(s)fm(s) ∣∣2. With these notations,
|f ′2(w)|2 ≤ κ1(ε) |f ′m(w)|2 , |f2(w)|2 ≤ κ1(ε) |fm(w)|2 and |fm(w)|2 ≤ (κ2(ε))−1 |f2(w)|2 ,
and κ1(ε) ≥ κ2(ε). Hence, using successively f = f2 and f = fm, we get∫
Rd
∣∣∇(f2(w) h1)∣∣2 dµα ≤ κ1(ε)
∫
Rd
∣∣∇(fm(w) h1)∣∣2 dµα + 2 d
[
κ1(ε)
κ2(ε)
− 1
] ∫
Rd
|f2(w)|2 dµα+1 .
For ε small enough, 2 d [κ1(ε)/κ2(ε)− 1] < 1/Cα,d and the result holds with
Km,d = κ0(ε) κ1(ε) κ2(ε) Cα,d
κ2(ε) + 2 d [κ2(ε)− κ1(ε)] Cα,d
1
1− ε .

The inequality in Corollary 6 is motivated by the study of the asymptotic behavior of the solutions to the fast
diffusion equation
(4) ut = ∆ u
m
for some nonnegative initial datum u0. For simplicity, we shall assume that
∫
Rd
(u0 − hα) dx = 0, α = 1/(m− 1).
The general case can be deduced using an appropriate scaling. Let mc := (d− 2)/d, d ≥ 3. Two different regimes
have to be distinguished. If m ∈ (mc, 1), solutions are well defined in C0(R+, L1(Rd)) and one is interested in
understanding the behavior as t →∞. If m ∈ (0, mc) with m 6= m∗, at least some solutions vanish in a finite time
T = T (m), and one is interested in the asymptotic behavior as t → T . For this purpose, we perform the following
time-dependent rescaling
u(t, x) =
1
Rd(t)
v
(
τ(t),
x
R(t)
)
, τ(t) =
1
2
log R(t) , R(t) =
(
1− t
T (m)
) 1
d(m−mc)
, T (m) =
1−m
2 d m (mc −m)
with T (m) < 0 and t ∈ (0,∞) if m > mc, and T (m) > 0 and t ∈ (0, T (m)) if m < mc. The equation for v is now
of Fokker-Planck type
vt =
1−m
m
∆ vm + 2 div(x v)
with initial data v|t=0 = u0. This can be rewritten as vt + div
[
v
(∇(vm−1)− 2 x)] = 0. Let w := v/hα, α =
1/(m − 1), and define the entropy and entropy production respectively by E(t) := ∫
Rd
wm−1−m (w−1)
m−1 dµα+1 and
I(t) :=
∫
Rd
∣∣∇ [(wm − 1) (1 + |x|2)] ∣∣2 w dµα. A simple computation and Corollary 6 show that ddtE = mm−1 I, which
is the key observation, while
∫
Rd
(w − 1) dµα =
∫
Rd
(v − hα) = 0 accounts for mass conservation.
Theorem 7. Let d ≥ 3, m ∈ (0, mc), m 6= m∗, and assume that u0 is a nonnegative function such that (u0−hα) ∈
L1(Rd),
∫
Rd
(u0−hα) dx = 0, α = 1/(m−1). Assume moreover that (σ0 + |x|2)1/(m−1) ≤ u0(x) ≤ (σ1 + |x|2)1/(m−1)
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for a.e. x ∈ Rd, where σ0 ∈ [1, (1− ε)1/(m−1)] and σ1 ∈ [(1 + ε)1/(m−1), 1] with ε as in Corollary 6. Then there
exists a constant C such that any solution of (4) with initial datum u0 satisfies, for any t ∈ (0, T (m)),
‖u(·, t)−R−d(t) hα(R−1(t) ·)‖L2(Rd) ≤ C
(
1− t
T (m)
)γ
, γ :=
(
d
2
+
m
4Km,d (1−m)
)
1
d (mc −m) .
No smallness assumptions are required on σ0−1 > 0 and 1−σ1 > 0 if we further assume that ‖u0/hα − 1‖L∞(Rd) < ε.
In the rescaled variables, we also obtain a moment estimate, that is a control on ‖v(·, t) − hα‖L2(Rd,dµ1−α).
Generalizations to other Lp-norms, p ∈ [1, +∞], will be given in [1]. Our results also apply to m ∈ (mc, 1)
under the weaker assumptions u0 ∈ L1+(Rd) and lim supR→∞ sup|x|>R(|x|−2/(m−1) u0(x)) < ∞, since the as-
sumptions of Theorem 7 are then satisfied for t large enough, see [2] for details. For m ∈ [(d − 1)/d, 1) and
m ∈ (mc, (d − 1)/d) with mc := (d − 2)/d, we refer to [9] and [4] respectively. Convergence results without rate
have recently been obtained in [6] for m < mc. The case m = mc can be dealt with using the time-dependent
rescaling given by τ(t) = t, R(t) = et, while m = m∗ is out of reach with our methods. The assumption
(σ0 + |x|2)1/(m−1) ≤ u0(x) ≤ (σ1 + |x|2)1/(m−1) is not a technical assumption, since a compactly supported initial
datum has completely different asymptotics, see [15].
Sketch of the proof of Theorem 7. First of all, we observe that E(t) converges to 0 as t → ∞. Using Corollary 6,
we obtain that
∫
Rd
|w− 1|2 dµα+1 =
∫
Rd
|v− hα|2 dµ1−α is controlled by E(t) ≤ E(0) exp(−mK−1m,d t/(1−m)). The
result follows by noting that
∫
Rd
|v − hα|2 dx ≤
∫
Rd
|v − hα|2 dµ1−α and by undoing the change of variables. 
c© 2006 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.
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