In this paper, we define a number of tools that we think
Introduction
We view requirements engineering as the analysis of user or market needs with the aim of identifying, first, product objectives and second, externally observable product behaviour that would satisfy these objectives. We focus in this paper on techniques for the specification of required external behaviour of software products. Just as in other branches of engineering, designers need a collection of tools to specify software product requirements. A good example of such a toolkit for industrial product design (which is external design) is the collection of design methods described by Jones [1] in 1970. In a similar way, toolkits for software product specification are defined by Jensen and ~lbnies [2] , Birrel and Ould [3] and Wieringa [4, 5] . The tools that we have in mind are conceptual. They are used to reduce uncertainty about the final product by giving heuristics for making an (external) design decision and by representing the result of this decision. It is possible to supplement them with software tools such as diagram editors that take over the clerical parts of the usage of the conceptual tools..lust as in other branches of engineering, the software tools play a supporting role with respect to the usage of the conceptual tools.
The toolkit approach must be contrasted approaches in which a single method is used such as SSADM or Yourdon structured analysis. In the extreme case, methods like these consist of a set of manuals that prescribe a _4aarticular sequence of steps in which particular m61s must be used. The advantage of a toolkit approach is that it frees the engineer from the obligation to perform tasks that are prescribed by a method but not called for by the development situation, and opens his or her mind to tools that could help to improve the quality of the final product. To get the most out of tools, our attitude towards them should be eclectic. Note that we do not advocate the abolition of method. Rather, we favour the description of the "directions for use" of requirements engineering tools in such a way that the tools can be used in different ways of working.
Requirements engineering is not yet in a state where a generally accepted set of tools has been defined. There is a variety of structured analysis methods [6] [7] [8] [9] [10] and an even larger variety of object-oriented methods [11-J~8] that jointly offer a confusing multitude of techniques and notations. It is hard to see which techniques and notations are variants of each other and which are compatible. Putting all of these together, we most certainly do not have a coherent toolkit. The ~addition of yet another notation to the forest of techniques would not help in clarifying the situation either. Behind the syntactic differences there is a large overlap in these methods~but there are also many real differences. In order to define a usable toolkit, we have to dig behind the surface and identify a set of tools that covers the area where these methods overlap and supplement this with additional tools that are useful but do not occur in all methods. In addition, in order to increase the utility of the tools, they should resemble as much as possible the tools that software engineers are currently familiar with. This does not mean that no new tools should be defined. We think that current research in object-oriented methods has resulted in some interesting and useful additions to the more classical techniques. However, it does mean that in order to define a useful toolkit, we should not forget to include the tools that have proven their value in a number of widely used methods.
In addition to claiming that we need a set of methodindependent tools that are, where possible, familiar to the software engineer, we claim that the definition of these tools should be done by formal means even if the tools themselves are semi-formal. By ensuring that semi-formal notations such as diagrams have formal counterparts, we eliminate redundancy, inconsistency, and ambiguity in the semi-formal notations and this makes them easier to use in practice. For example, we will show in this paper that the specification of object behaviour and object communication by means of diagrams can be simplified considerably if we take care that the diagrams have precisely defined counterparts in a formal specification. This use of formal specifications does not require practitioners to ever write one letter of a formal specification, but it does demand from the tool-builders that they provide a formal theory for each tool that they produce. The situation is similar with other engineering tools: the user of a hammer does not need to have any knowledge of metallurgy or classical mechanics, but the manufacturer of a hammer does.
Formal techniques not only help in the definition of conceptual tools and techniques, they also help in the definition of software tools that support the use of conceptual tools. It is one of the hallmarks of engineering that the behaviour of a product is predicted before it is implemented; this in turn requires specification of external product behaviour before the product is implemented. The conceptual tools for requirements specification are used for precisely this: to specify external product behaviour. They also should allow prediction of product properties from the specification. But this ability requires that the semi-formal notations have a formal semantics. Once we have this formal semantics, we can build software tools that allow us to predict product properties by, for example, performing reachability analysis or by animation of possible product behaviours. Backing up semi-formal notations by formal semantics therefore helps us to improve the software product engineering process. The Statemate notation and tool is a good example of this mutual enhancement of formal techniques and semi-formal notations [8, 19, 20] .
Research in the integration of formal and semiformal techniques is scarce. Most research in this area has been done on the integration of structured analysis with formal specification techniques. France and Laro rondo-Petrie [21] give a survey. In a recent paper, Bates et al. [22] present an integration of Z with Fusion. They exclude life cycle specification from their formalisation. Feijs, Jonkers and Middelburg look at a large number of semi-formal diagram techniques, such as message sequence charts, dataflow diagrams and HOOD diagrams, and show how these can be combined with the wide-spectrum language COLD [23] . They do not analyse any existing semi-formal specification method in detail. Bourdeau and Cheng [24] show how an OMT object diagram can be given a formal semantics in the Larch specification language. They ignore the functional and dynamic model of OMT. In a previous paper, we analysed all three models of OMT [18] using the formal specification language TROLL [25] . One of us (Wieringa) analysed entity-relationship modelling, structured analysis and JSD to define an initial version of a toolkit for conceptual modelling of software product requirements [4, 26] . In this paper, we analyse the Shlaer-Mellor method for object-oriented requirements specification [16, 17] , called object-oriented analysis (OOA) henceforth. Like OMT, OOA is well known and is described in publicly available literature. It is additionally important because it can be viewed as a further evolution of classical structured analysis for real-time systems [10] and contains notations and ideas that are familiar to users of structured analysis. OOA is therefore a good place to look for notations and techniques that are familiar to software engineers and that are useful additions to our toolkit.
The structure of this paper is as follows. In Section 2, we give an overview of the deliverables of OOA. In Sections 3-6, we analyse the major deliverables of the method, the information model, the state model, the process model and the object communication model of a system. We identify the notations used, analyse these from a methodological point of view, and indicate whether and how the notations can be formalised. As the vehicle for formalisation we use a syntactically sugared version of dynamic logic called LCM (Language for Conceptual Modeling). The focus remains on the formal analysis of OOA, however. The paper is not meant to be an introduction to LCM. Section 7 concludes the paper with a summary, discussion of results and a list of some topics for further research.
The Deliverables of the Shlaer-Mellor Method
The Shlaer-Mellor method divides the system under development into domains that each pertains to one subject matter. Each domain is inhabited by its own set of objects that behave according to a closely related set of rules and policies. For example, two domains of a railroad control system would be railroad operations and user interfaces. Domains are further divided into subsystems such that each object exists in exactly one subsystem and never moves between subsystems. Example subsystems in the domain of railroad operations are train dispatch and track management. Each subsystem is a collection of interacting objects. For each subsystem, the following models are produced.
1. The information model shows the classes of objects that make up the subsystem, and the relationships between these object classes. The information model uses an extension of the ER notation. 3. The process model represents the processing done when the system receives a stimulus. The core of the process model is an action data flow diagram (ADFD) that is specified for each action in each state model and which shows which processes are performed during the action. Each of these processes must be documented by a process specification. The process model may be supplemented by a listing of all processes and the place where they are used and by an object access model (OAM) , which lists all synchronous inter-object accesses that occur during any action.
A state model

The object communication diagram
represents asynchronous messages sent among objects by means of a directed graph.
We restrict ourselves to a formal analysis of the subsystem model. Whenever we speak of "the system" below we mean the subsystem that is modelled.
The Information Model
Structure
The information model in OOA uses a variant of the Entity-relationship (ER) notation. Figure 1 gives an example of the notation used in the information model.
9 Each box in the diagram represents an object class. In OOA this is called an object and instances are called object occurrences. In order to reduce the gap with other methods and prepare for the addition of this notation to our toolbox, we talk of object classes and call occurrences objects. 9 Each object class has an identifier, defined in OOA as a collection of one or more attributes whose combination always has a unique value for each instance of the class. These attributes are marked by an asterisk. 9 All relationships in the information model are binary.
They are represented by bidirectional arrows. Cardinalities are one-one, many-one, or many-many, with mandatory or conditional participation on either or on both sides. A single arrowhead on one side of an arrow means exactly 1 if that side has mandatory participation, and it means 0 or 1 if that side has conditional participation. A double arrowhead on one side of an arrow means >_ 1 if that side has Reprinted by permission of Prentice-Hall Inc., Upper Saddle River, NJ.] mandatory participation and it means ___ 0 if it has conditional participation. Default participation is mandatory. Conditional participation is represented by the letter "c" at the arrowhead.
OOA allows the definition of relationship attributes. As shown in Fig. 1 , these are collected into something called an associative object class (OWNERSHIP), which is connected by an arrow to the relationship whose attributes are represented.
Subclasses and superclasses are represented as shown in Fig. 2 . The intention is that in each state of the system, the set of existing instances of the superclass is partitioned by the sets of existing instances of the subclasses. Each existing instance of TANK is therefore also an existing instance of exactly one of the TANK subclasses. OOA allows class migration. For example, if MIXING_TANK would be partitioned into subclasses UNASSIGNED and ASSIGNED, we can allow a mixing tank to migrate between these two subclasses.
3,2. Methodological Analysis
The information model embodies fairly standard and accepted ideas, so it is certainly a candidate for addition to our toolkit. The roots of information modelling lie in ER modelling [27] and semantic modelling [28, 29] . Closely related approaches with different notational conventions can be found in other object-oriented methods, such as OMT [18] and the Coad-Yourdon method [12] . To prepare for formalisation, we analyse two important aspects of information modelling, object identification and the taxonomic hierarchy. The importance of object identification goes beyond object-oriented requirements specification.Any administration that wants to keep track of objects in the real world must devise a way to identify these objects [30, 31] . The only way to do this is to assign a proper name to each relevant object such that there is a one-one relationship between these names and the identified objects that, once established, never changes. Thus, the set of links between proper names and identified objects grows monotonically. These proper names can then be usedas.object identifiers in the system. In order to achieve fl/is, the name must not designate any property of the object that can change. In practice, this means that the name does not carry information about the state of the object and it is indivisible, that is, it cannot be decomposed into meaningful parts. We therefore deviate from the OOA way of identifying objects and require object identifiers to be atomic.
OOA rightly allows objects to migrate between classes. This has an important methodological consequence that is, however, not remarked by Shlaer and Mellor, namely that in object migration an instance may become a member of a subclass without creating an instance of a superclass [32] . For example, if an instance of MIXINGTANK migrates from UNAS-SIGNED to ASSIGNED, then the set of existing instances of UNANSIGNED is decreased by one without a change in the set of existing instances of MIXING_TANK. Contrast this with the non-migratory case: If the partitioning of TANK into STORAGE TANK, MIXINGTANK and HEATING_TANK is static, that is migration between these subclasses is not allowed, then a change in the existence set of MIX-ING_TANK implies a change in the existence set of TANK. In practice, it is very difficult to find a taxonomic partition of a class that does not allow migration. For example, it is not inconceivable that the three subclasses of TANK indicate three ways of using a tank, and in that case a tank could migrate between these subclasses.
Migratory and non-migratory subclassing share the property that an instance of a subclass is also an instance of the superclass. This is different in the case of role-playing, treated next. Is an EMPLOYEE instance identical to a PERSON instance? At first sight, the answer seems obviously positive, until one asks whether one person can be several employees (at the same time or in series). If someone has two jobs, each with its own employee number, is this person one or two employees? If we want to keep track of the number of jobs a person has, then it may be preferable to model this person as playing two employee roles. Correspondingly, this person will have two employee identifiers and then an employee is not identical to a person. Nevertheless, there is a close relationship between employees and persons, because each employee can only exist as a role of a person. Roles can be modelled by means of a many-one relationship from EMPLOYEE to PER-SON. Summing up, the is_a arrow in an information model may represent two different situations (migratory and non-migratory subclassing) and in some cases, specialisation is more suitably modelled as role-playing, which can be represented by a many-one relationship. Any formalisation will have to take these different cases of specialisation into account.
Formalisation
In this subsection, we briefly sketch a formalisation of the information model. This formalisation has been described in more detail elsewhere [33, 34] but we need it here in order to understand the formalisations of the other parts of OOA specifications.
The information model leaves open what the type of attributes is but in a formal specification that is counterpart of the information model, this type must be explicitly specified. We therefore assume that there is a mechanism to specify abstract data types (ADTs) and that a number of standard ADTs are available to the formal specification, such as NATURAL, STRING and MONEY. In this paper, we assume order-sorted equational logic with initial algebra semantics as the mechanism to specify ADTs. We refer to the literature for the formal details [35] [36] [37] We define the extension of an ADT as the set of all instances of the type in the intended semantics (in our case, in the initial algebra semantics); this is the set of all values that can be denoted by a closed term. Next, we need to formalise the concept of class. The idea is simply to formalise each attribute as a function that accepts an object identifier as argument and delivers an attribute value as result. The methodological consequence of this idea is that identifiers are themselves not attributes and that objects can never change identifiers. This agrees with our methodological analysis.
In the formal specification, we now require for each object class that a corresponding identifier type has been specified, contains all identifiers that will ever be needed for objects of that class. The identifier type has the same name as the class. Each attribute is now formally declared to be a function on the identifier type of the class. For example, if we assume in Fig. 1 the name of a customer is a string, owner_name is a function HOME OWNER -~ STRING.
In any state of the system only some identifiers will identify existing objects. To single out those identifiers, we assume a predicate Exists that is applicable to all identifiers and that only evaluates to true for identifiers of existing objects. The extension of the Exists predicate is the set of identifiers for which it evaluates to true. Exists may have different extensions in different states. The existence set of a state is the set of all identifiers for which Exists evaluates to true. If Exists(n) is false for an identifier n then n may have existed in the past or it may come into existence in some possible future. If it has existed in the past, it is not available for use as identifier anymore. This is formalised by maintaining a unary predicate Used that is true for all identifiers that have ever been added to the existence set. The extension of this predicate is nondecreasing. Figure 3 shows an example of a formalisation of part of the information model in Fig. 1 in LCM. The specification of object class HOME is syntactic sugar for the declaration of an identifier type HOME and of functions address : HOME ~ STRING etc. The set of attributes {address, unit at address} is declared to be a key. This is syntactic sugar for an axiom which says that if two existing homes have the same value for this set of attributes, then they are equal:
address(hi) = address(h2) and unit at address(hi)
= unit at address(h2) ~" hl = h2 
forall os : OWNERSHIP :: Exists(os) ~ Exists-(home(os))
Cardinality constraints are formalised by placing constraints on the component functions of a link class. For example, if each existing HOME must participate in an existing OWNERSHIP link, then the home component function is declared to be a surjection and if each existing HOME must participate in at most one link, then the component function home is declared to be an injection. The axioms for this are straightforward and are omitted here.
Attributes applicable to relationships are formalized as functions that take link identifiers as arguments. For example, the date attribute of an OWNERSHIP instance is a function OWNERSHIP ~ DATE. Like all attributes, this attribute can be updated. By contrast, component functions cannot be updated. If we replace the component h in the link identifier < home:h, owner:o > by a different identifier h' then the result is an identifier of a different link, not an updated link identifier. Apart from identification, LCM treats link classes in all respects in the same way as object classes.
Before we turn to the formalisation of taxonomic structures, we briefly sketch the intended semantics of the specification. Formal details are given elsewhere [34, 38] . 9 The specification is interpreted in a state transition system (also called a Kripke structure). 9 All states in the state space of this system have the same domain, which is the union of the ADTs presupposed by the specification. This means that all constants and operations on ADTs have the same interpretation in all states of the system; for example, it is impossible that after a state change, the meaning of integer addition would be changed. It also means that all object identifiers, which are instances of identifier types, are available in all states of the system. 9 The extension of the existence predicate may vary in different states of the system. In each state, the predicate will evaluate to true for some identifiers. Whenever an identifier is added to the extension of Exists, it is also added to the extension of Used. An identifier can only be added to the extension of Exists if it is not already in the extension of Used. Once it is in the extension of Used it is never removed from this extension. 9 Attributes are interpreted as updatable functions. In different states of the system, one attribute can be interpreted as different functions.
Finally, we sketch a formalisation of subclassing. This formalisation is discussed in detail by Wieringa et al. [32] . If objects cannot migrate between subclasses of a certain class C, then the specialisation of C can be represented by a partial ordering of identifier types. For example, if Fig. 2 If migration between subclasses is to remain possible, then specialisation must be formalised by means of a class predicate that can change its extension. For example, if MIXINGTANK is partitioned into subclasses UNASSIGNED and ASSIGNED with the intention that mixing tanks can migrate between these two subclasses, then two predicates Unassigned and Assigned are defined, whose argument is of type MIXINGTANK. A mixing tank would then migrate between its subclasses by changing the truth value of these class predicates.
We noted earlier that role-playing can be represented by a many-one relationship with the constraint that an existing role can only be played by an existing player. This poses no special problems for the formalisation. Fig. 5 . Each event in a state model is an incident to which an object in the system must respond. The event may be generated by an object in the system, or it may be generated in the environment of the system. The state machine responds to an event by performing an action. OOA allows the following actions [17, 45] :
The
9 Read or write attributes of any object in the system.
9 Perform any calculation. 9 Generate an event. This event may be received by the environment of the system, by another object, or by the object itself (in its next transition). 9 Create, delete, set, reset or read a timer. A timer is an object that functions as an alarm clock. Any number of timers may be created in the system.
Relationships may have two state models, one that describes the life cycles of its instances and one, called the assigner, that monitors the creation of relationship instances. There is at most one assigner for each relationship. We ignore assigners in what follows, because they can be represented in the same way as state models that describe the life of instances.
Methodological Analysis
We will use the account state model of Fig. 5 Figure 7 shows the result. The guards are added between square brackets after the event. Note that the declarative specification of the guards is less implementation-oriented than tlhe' operational specification" of the test in Fig. 6 . The Mealy model of Fig. 7 merely says which events are received, which actions are generated, and which guards must be tested by the~ object. Figure 8 sNyws the result of transforming the account' state model by moving the actions to the incoming arcs, removing transitory states and specifying guards declaratively. (The subrni~ ~heck action in state overdrawn is not present ir~. Fig. 5 . We added it because there seems to be no reason to exclude it.) To summarize, the resulting Meal~ automaton illustrates three points made in the above" di~,'ussion: o Mealy automata are usually simpler than their eo/uivalent Moore automatons because they have less slates and transitions. , Because guards are~ Sl~Cified declaratively rather than operationally, they avoid implementation bias. | By the elimination of transitory states, an automaton, repJzesents essential behawiour only. We conclude that the representation of state models without transitory states and with declarative guards is to be preferred above a representation with transitory states and guards that are specified operationally. We have no preference for the Mealy or Moore notation; indeed, in general both conventions may be mixed as in the statechart convention [8, 42] . The Moore convention should be used for states for which all incoming arcs of a state generate the same action.
Formalisation
When an object transaction occurs, a transition in the state machine of the object is taken. The following things happen in this transition: * An event that triggers the transaction is received from the environment of the object. * The guard of the transaction is evaluated. , The action associated with the transaction may cause changes in the system (OOA allows an action to have effects anywhere). 9 The action is sent to the environment of the object.
The first and last items are part of the communication structure of the system and will be specified formally when we discuss the object communication model. The second and third items concern the meaning of actions (including their guards). The meaning of actions is specified in the OOA process model and we will turn to the formalisation of this part of a transition after we analyse the process model below.
The Process Model
Structure
In the process model, each action is specified by an action data flow diagram (ADFD) that represents the processing performed during the action. To illustrate this, we give an ADFD for the Created state of the temperature ramp state model in Fig. 9 . The temperature ramp is part of a model Qf a controller of a juice plant that mixes juice in a cooking tank and puts it into cans. The entire model specifies the controller for the cooking tank and the canning operation and is specified more fully in Shlaer and Mellor [43] . The temperature ramp state model of Fig. 9 contains the following actions: 9 Created. Upon creation of a temperature ramp, a timer is created for this ramp, the current time and the current cooking tank temperature are stored in the attributes of the temperature ramp, and the ramp sends an event to itself to transition to the controlling state. 9 Controlling. Upon entry in the controlling state, and henceforth every time the timer expires, the ramp compares the actual cooking tank temperature with the desired temperature and turns the heater on or off accordingly. If the temperature is not high enough, the time is set to 10 seconds. If the temperature is high enough, the ramp sends an event to itself to transition to the complete state. 9 Complete. Upon entry in this state, the ramp sends an event to its environment that it is complete, turns off the heater, deletes the timer and deletes itself. Processes in one ADFD may be performed by different objects in the system. The allocation of a process to an object class is expressed by the process identifier. In Fig. 10 , the following identifiers have been 9 chosen: TR for Temperature Ramp, CT for Cooking Tank, and B for Batch. If the ADFD of an action in the state model of one class accesses the object data store of another class then this represents a synchronous. communication between objects of these two classes. These synchronous communications can be represented by an object access model (OAM). The OAM is a directed graph in which the nodes represent objects and the arcs processes that perform inter-object access.
Methodological Analysis
There are some problems with the use of data flow diagrams in combination with object-oriented modelling techniques. First of all, data flow diagrams represent what we call the Von Neumann partitioning principle in which data is separated from processing. This partitioning goes against the object-oriented partitioning principle that data and processing should be grouped together [43, 45] . Second, all the data in a data store is globally accessible to any process that accesses it [46] . This again contrasts with the object-orientedencapsulation of data with the processes that access it. Third, data flow diagrams specify the operations that take place during an action, and this tends to have a bias towards implementation [43, 47] . To be completely free from any implementation bias, a declarative specification of the meaning of actions is to be preferred.
These problems with DFDs do not imply that they should be abolished altogether. lmwer and unrestricted memory. This ties in with our earlier analysis of objeet~transactions, which are atomic anttthus conceptually take no time. It implies that there are no direct data flows between the data transformations in an essential data flow model; if there were, then the connected transformations would always be executed simultaneously (becauseiihey take no time) and hence they would represent one object transaction; but this should be represented by a single data transformatmn. Thus, 'in an essential data flow model, data transformations interface only with data stores and external entities. Figure 11 shows part of an essential data flow model for the account object class, together with a declarative specification of the two object transactions represented by the model. Inputs from the environment of the object to a transaction are represented by data flows from an external entity to the data transformation that represents the transaction, labelled by the transaction parameters that are supplied by the external entity. Values computed by the transaction should occur as transaction parameters and are labels of output data flows to external entities. Evaluation of the guard requires data from data stores. This may involve reading from any class data store. These data flows are labelled by the attributes read from the data store. Realising the effect of the transaction involves writing to the data store of the object class to which the transaction belongs. These data flows are labelled by the attributes written to the data store. This use of data flow diagrams is in the same spirit as the functional model of the new version of OMT [48] . There is a difference between OOA and other object oriented methods concerning the locality of action effects. OOA allows an action to change attribute values of any object in the system. This causes a number of problems. First, it is at odds with the object-oriented principle of encapsulation. Second, we will see below that communication is almost trivial to formalize if we require actions to have local effects only. For these reasons, we will add the restriction that an action should have local effects only. This restriction is visible in the essential data flow model of an object because the transformations in this model (which correspond to transitions in the state model) have write access only to the class data store of the object. The descriptions of the transformations should make clear that each transformation can only update the state of the object in whose life it occurs. Adding the locality restriction, this use of data flow models is perfectly compatible with object-oriented modelling. A consequence of the locality restriction is that when an action in an OOA state model has side-effects upon other objects, then this action should be split into several cooperating local actions. We return to this point when we analyse object communication below. Note that the locality restriction takes away the need to represent synchronous communication during an action in an OAM.
Batch tD
OOA also allows the guard of a transition in a state model to be global, that is, it may test the state of any object in the system. This does not involve side-effects on other objects. The effect of evaluating the guard is purely local, namely, enabling or disabling an object transaction. We therefore follow OOA in not imposing a locality restriction on guards.
Forrnalisation
To illustrate the formalisation of the process model, Fig.  12 contains a specification of the ACCOUNT object class. This specification assumes that there is a CUS-TOMER object class with key attribute customer_ID that has an inverse function inv_customerID. It also assumes that a value type ACCO UNT_STATE has been specified containing only two values, OVERDRAWN and IN_GOODSTANDING. All possible actions of ACCOUNT objects are declared in the transitions section of the specification, shown in Fig. 13 . Figure 13 shows a declarative formalisation of the guards and transactions of the ACCOUNT object class. The axioms use dynamic logic to define guards and effects of transitions. There are two kinds of axioms; state axioms and transition axioms. * A state axiom is a sentence, not containing modal operators, that must be true in all states of the system. There is a state axiom in the account specification that says that the customer of an existing account must exist. Note that the customer_ ID attribute of CUSTOMER is overloaded.
-A guarding axiom has the form < a > true ~ O. This means that if the transition c~ leads to a next state, then (currently), r is true. In other words, if 0 is false, then c~ does not lead to a next state. We call the conjunction of all consequents of guarding axioms for a the guard of c~. Truth of the guard is a necessary condition for a to occur.
-Effect axioms have the form r -~ [a]~. This means that if the precondition r is currently true, then after execution of a the postcondition ~p is true.
Recall that in subsection 4.3, we defined the intended semantics as a state transition system in which all states share the abstract data types, including the identifier types. The states only differ in the interpretation that they give to the attribute and local predicate names of objects. This includes the Exists and Used predicates, which may have different extensions in different possible states. In this structure, the state axioms act as static integrity constraints that restrict the set of possible states of the system. The transition names declared in a class are interpreted as possible state transitions for the class instances. The transition axioms restrict the possible transitions that an instance can take. These axioms do not uniquely determine the possible transitions. It is for example compatible with the axioms that increase_ balance changes the customer_ID attribute of the account. It is also compatible with the axioms that if the guard of a transition is true, the transition cannot be taken: what is specified is merely that if the guard is false, the transition cannot be taken. To make the intended meaning explicit, we should state that the intended transition relation must satisfy the frame assumption and the qualification assumption. We state these assumptions informally: 9 The frame assumption says that a transition relation brings about is the smallest change compatible with the effect axioms. We can summarise this by the slogan that we have a minimal change/maximal reachability semantics. It is well-known that there are different possible formalisations of minimal change and we indicate below which choices have been made in LCM. The assumptions are not expressible as first-order axioms. One way around this is to generate frame and guard sufficiency axioms for each individual specification automatically [32] . Another way of dealing with this is to translate the dynamic logic into first-order calculus, making the assumptions explicit in the translation process [49] . In both approaches, the following problems have to be dealt with.
Due to the locality assumption, we know that effect axioms have only one identifier variable, which denotes the object executing the transition. However, if we would add the postcondition that for all other objects, nothing changes, then synchronous execution of several*transition would become impossible. Each transition would prohibit any synchronously executing transition from performing any change on the object that executes it, The solution to this is to apply the locality assumption only to system transactions: a system transaction ~hanges only the state of the objects that participate in" it and leaves the state of all other objects invariant. For any particular transaction, this can be expressed as first-order axioms. We return to this when we discuss system transactions. 9 Within a single object, a transition axiom may change several local attributes and:predicates. The simplest assumption here is to assume that any attribute and predicate that does not occur in the postcondition remains unchanged. For example, we can add ttie axiom that increase_balance does not change the attribute customer_ID. The problem with this approach is that some transitions may imply derived updates of the object state. We have~sl, iown elsewhere how to deal with this when derivation rules have the form of Horn clauses [50] . We are currently looking at ways to generalise this approach. 9 The qualification assumption can be formalised in a simple way by conjoining~all guards of a transition and declaring these necessary as well as sufficient for a transition to be possible. This is a kind of "guard completion". The problem with this is that in a speciatisation of the class, additional guards may be specified for the transition. The solution to this is to apply guard completion only to the most specific classes, where all constraints on a transition are known.
Returning to the formalisation of the OOA techniques, we remark that the state model of a class is formalised simply by introducing a state variable and updating this variable in the effect axioms. The actions performed by a state model appear as transitions in the LCM specification and the effect axioms define the effect of these actions on the local state ofthe object. The effect axioms thus provide the essential information about object transactions as represented in the essential data flow model of these transactions. Finally, the guard axioms formalise the guards that we. added to the statemodels in our methodological analysis of Section 4. The informal specifications of object transactions such as shown in Fig. 11 are really paraphrases of the effect and guard axioms. Note that in the formalisation we do not distinguish input from output parameters of actions; this is extra information provided by the essential data flow diagram that may be useful to the programmer who.implements the transaction. This leaves the communication structure of the model to be formalised, as represented by the trigg_gring mechanism of the state modelg. We turn to this iir the;next section.
The Object Communication Model
Structure
The object communication model (OCM) showssmessage sending between objects. The OCM is represented as a directed graph in which the nodes are external entities or individual objects and the arrows are actions sent by one node to another. The graph can be constructed from the state models: each action generated by a state model is sent to some state model or to an external entity. For the sender, the message is a generated action; for the receiver, it is an event to which it may have to respond. Message-sending in OOA is asynchronous because the sender can continue its activity immediately after it has sent a message. A message generated by one object is received by the receiving object at the instant in which they are generated. Messages never get lost [17, p. 107] . The actions that an object performs are atomic in the sense that they cannot be broken down in subactions but they are assumed to take time [17, pp. 45 and 105] . If a receiver is busy when it receives a message, it will be processed later. OOA assumes partial arrival order non-determinism: messages generated by the same object will be processed in the order in which they are sent, but messages sent by different objects may be processed in any order.
Methodological Analysis
OOA implicitly assumes the fairness assumption that an object will not wait to process an event for an indefinitely long time. When an object is ready to process an event, then it will not delay processing this event further. This assumption is not mentioned by Shlaer and Mellor.
The assumption of partial arrival order non-determinism causes problems: first, if two timers send a timeout to an object simultaneously, one of these must wait, which defeats the purpose of the timeout. Timeouts have the essential and annoying property that you cannot postpone them. Second, if two timers send timeouts to the same object at different moments, then these may be processed in a reverse order! These problems disappear once we assume that actions do not take time. This is known as the synchrony hypothesis in real-time specification theory [19, 51, 52] . It ties in well with the assumption of perfect technology mentioned earlier, known from classical structured analysis [41] . In a requirements specification, we avoid any implementation bias by pretending to specify the observable behaviour of a system with infinite processing speed. Our account of object transactions implies that objects too satisfy the synchrony hypothesis: in an, object transaction, the action occurs simultaneously with the event that triggers it. The synchrony hypothesis considerably simplifies the requirements specification.
At the same time, it is less unrealistic as it seems, because it is a requirement on the implementation of the system that it responds sufficiently fast to external stimuli so that the stimulus-response time can be considered to be zero from the standpoint of the environment. If an activity of the system takes a non- asynchronous communication can be modelled by introducing communication channels as objects that communicate synchronously with senders and receivers. The behaviour of these channel objects must be explicitly specified and this makes explicit whatever time loss may occur between the beginning and the end of an asynchronous communication chain. Adding the synchronicity assumption, the model of synchronous communication, and the earlier restriction of local action effects, we now have the following model of system transactions: Each system transaction is an atomic occurrence that consists of a stimulus from the environment of the system that triggers a number of local object transactions, which may result in a change of state of the (objects in the) system and in the sending of a response to the environment of the system; all of this occurs in one instant of time. We can represent this in tabular form by a transaction decomposition table as shown in Fig. 14 . The top row of the table lists system transactions, the leftmost column lists classes and the entries list the action by which a class instance participates in the transaction. The system transactions are the interactions between the system and its environment. Figure 14 shows a transaction decomposition table for the bank account system. The submit_check event may trigger an accept_check or refuse_check response, depending on the evaluation of the guards of these transitions. This transaction decomposition table is extremely simple because each system transaction is decomposed into exactly one object transaction.
The transaction decomposition table of the juice plant controller is more interesting. Figure 15 shows the result of transforming the Moore into a Mealy representation, removing transitory states and adding declarative guard specifications. To simplify the representation further, we also assumed that the precondition for creating the ramp is tested before creation. This is different from Fig. 9 , where this precondition is tested when the state model arrives in the transitory Created state. Figure 16 gives the transaction decomposition table of some of the juice plant controller transactions.
Note that the continueheating transaction involves two actions in a TIMER object: timer_expires and set_timer.
Since these actions occur (conceptually) at the same time, atomicity of the transaction is not violated. The transaction decomposition table does not represent the initiative of a transaction; it merely represents which local actions participate in a transaction without distinguishing cause and effect.
The transaction decomposition table is an example of a well-known device in structured analysis to correlate data structures with system functions. In Information Engineering one correlates system functions with entity types in a similar matrix [53, 54] and the ShumateKeller method of structured analysis for real-time systems offers a similar technique, called the action/ data store table [9] , to find a data flow model of a system. Although the table is not used in structured analysis to represent object communication within a system transaction, the differences are smaller than the similarity. It is therefore a central tool in a toolkit for structured as well as object-oriented modelling.
The information in a transaction decomposition table can be supplemented with an essential data flow diagram (DFD) of the transaction. Figure 17 shows such a DFD for the transaction start_controlling_ temperature of the juice plant controller. Because the actions participating in a transaction have local effects, a specification of a transaction can be obtained by conjoining the specifications of these local effects. For example, the specification of the effect of the start__ controllingtemperature transaction is given in Fig. 18 .
Turning now to the OCM of OOA, we notice that this summarises information about message sending between objects that can be constructed from the state models of the object classes. The communications that occur during a system transaction are now represented in the transaction decomposition table, but we already mentioned that cause-effect relations are not represented in the table. We can represent these relations by constructing an OCM. The OCM for the start_control-ling_temperature transaction constructed from the Mealy model of Fig. 15 is shown in Fig. 19 . This differs from the OCM that would be derived from the Moore model of Fig. 9 because we assume that the precondition for creating the temperature ramp is tested before the ramp is created.
Note that the transaction decomposition table or the OCM cannot represent arbitrary causal chains of undetermined length. In the Statemate approach, a stimulus to the system can trigger cause-effect chains whose length may depend upon the stimulus parameters and the current state of the system [19, 55] . These chains cannot be represented by an OCM or a transaction decomposition table, because they cannot be determined in advance of execution time.
Formalisation
Our methodological analysis has led to a system transaction concept that is simple to formalise: each system transaction is a synchronous execution of a nonempty finite set of local object transactions. Because each object transaction has a local effect only, this composition is harmless and we can simply conjoin the local effects. This is the formal reason why requiring transitions to have local effects only is advantageous. This axiom was first given by Meyer [56] and is assumed in LCM [34] . A detailed analysis of possible interpretations of & is given by Wieringa and Meyer [57] . Note that we allow local synchronicity by allowing an object to participate in a system transaction by several local actions. For example, in Fig. 16 , a TIMER start_controlling_temperature(b: BATCH, end_time: TIME, desired_temperature: RATIONAL, r: TEMPERATURE_RAMP, h: HEATING_TANK, tim : TIME~) 9 do_temperature_ramp(b; t, T) is a transition of batch b to create a temperature ramp with end time end_time and desired temperature desired_temperature.
9 create(r; b, t, T, tim) creates a fresh temperature ramp r, sets the start_time of r to the current time of the clock, sets the start_temperature to the current temperature of the heating tank assigned to the batch b, sets the end time to end_time and the desired temperature to desired_temperature. The timer identifier tim is stored in attribute tt timer and the temperature ramp goes into state CONTROLLING.
9 create_timer(tim, 10) creates a timer with a fresh identifier tim and sets the deadline to 10 time units.
9 turn_on_heater(h) turns heater h on. participates in the continue_heating transaction by the actions timer expires and settimer. This is meaningful only if these local actions do not interfere, that is, the effect of all possible sequential executions must be the same. This is the case in our example. In general, the requirement of non-interference of synchronously executed local actions must be verified by the specifier. In what follows, an object transaction is the finite set of one or more transitions by which an object participates in a system transaction. We now have sufficient ammunition to give a semantics to system transactions. We know that a system transaction is a finite set of object transactions ctl ..... an (n > 1) executed by different objects, and that each object transaction has a local effect. We therefore know that all sequential executions of these local actions have the same cumulative effect, so that their effects can be simply conjoined. More precisely, we have the following: 9 The effect of the system transaction t~l &. 9 9 % is given by the effect axiom q~ ~ [t]~0, where qb is the conjunction of all preconditions and ~J the conjunction of all postconditions of o~, i = 1,... n. The locality assumption is applied to this transaction effect axiom by stating that all objects not participating in the transaction, and all attributes and predicates not mentioned in the transaction effect axiom, do not change. 9 The guard g of a system transaction t is the conjunction of the guards of the participating local object transactions. This guard is defined to be necessary and sufficient for the possibility of
This means that we check all guards of a system transaction before the transaction is performed and can then perform the object transactions that participate in the system transactions in any arbitrary order as one atomic occurrence.
Discussion and Conclusions
In the introduction we claimed that the definition of conceptual tools for requirements engineering should be done by formal means even if the tools themselves are semi-formal. In this paper, we have substantiated this claim by analysing the semi-formal techniques in OOA by formal means. This resulted in a simplification of the semi-formal tools so as to realise a closer match between the semi-formal and formal specification of system requirements. In many requirements specification cases, a formal specification of requirements may never be produced but it should be clear that the benefits of formalisability extend to all cases where the semi-formal techniques are used. We proposed the following simplifications of the techniques in OOA. 9 Formalisation allows us to pinpoint the difference between objects and links as the presence of a single or a tuple of identifiers. In all other aspects, objects and links can be treated in the same way. This allowed us to propose a simplification of the diagram technique for "associative objects".
9 A formal analysis also uncovered an essential difference between keys (unique across an existence set) and identifiers (unique across all possible objects) and introduce semi-formal notations accordingly. 9 The state model was simplified by using results from automata theory about the equivalence of Moore and Mealy automata and from formal specification theory about declarative guard specification. 9 The process model was simplified considerably by specifying the effects of object transactions formally and adjusting the data flow technique and corresponding informal process specification accordingly. In order to simplify formalisation, we adopted the object-oriented principle of localisation of action effects and borrowed the synchronicity assumption simplifications brought about by a precise analysis of object identification, behaviour and communication are motivated by the desire to formalise these aspects but as a side-effect they make a simpler semi-formal presentation of these aspects possible. We should benefit from this by applying these simplifications to the semi-formal techniques. In general, we should not expect formalisation of semi-formal techniques without modification of those techniques. The modified techniques have a clearer semantics and, correspondingly, clearer directions for use than the techniques as defined in OOA. This should lead to improved quality of the specifications delivered in requirements engineering.
We believe that formalisation not only simplifies the semi-formal techniques, it also enhances our understanding of the meaning and use of those techniques. Our analysis of OOA and of other semi-formal methods leads to the identification of a common framework for structured and object-oriented requirements specification techniques that can be used to define a toolkit of semi-formal and formal techniques. We cannot go into detail about this framework here but the contours of this kernel are that a specification of software product requirements always consists of an 9 object model, 9 a model of object communications, and 9 a model of the way these communications are used in system transactions.
Structured and object-oriented methods agree on this framework but differ in the way they populate it with techniques and heuristics. In particular, the heuristics for modularising the system differ. A toolkit of techniques for requirements specification should be based upon this framework. We believe that the simplified techniques as defined in this paper have a place in a toolkit. Detailed analysis of the framework and the tools to be put in the toolkit is part of current research. Here, we must emphasise that a toolkit approach to requirements specification does not contradict a methodical way of working. Rather, tools can be defined with a precise semantics and corresponding directions for use, in such a way that they can be used in different methods. This is not different from the fact that the same project management techniques can be used in different kinds of project organisations, with different development strategies, etc.
Turning to the formal counterpart of the semi-formal techniques, we note that the transaction decomposition table plays a central role in this. A formal language that can act as counterpart of the semi-formal techniques described in this paper should be able to specify object classes with attributes, local actions and action guards, and system transactions that are realised by a finite set of communicating objects as represented by the transaction decomposition table. LCM was designed with this purpose in mind but other formal languages can also do the job, such as Troll [25, 58] or Oblog [59] . One of the benefits of combining formal specification techniques with semi-formal techniques is the increased usability of the formal techniques. Because semi-formal techniques are actually used on a larger scale than formal techniques, another benefit is that the attempt to define such a combination leads to the identification of useful constructs to include in the formal language.
Our current research focuses on the definition of what we may call a standard model of requirements specifications, which consists of a framework that can accomodate structured as well as object-oriented techniques and that is populated with structured as well as object-oriented techniques. We are currently applying this framework to several realistic case studies. On the formal side, we are studying techniques for reachability analysis of systems specified in LCM. The result of a reachability analysis may be a possible system scenario, which can then be used to validate the requirements as well as to define acceptance tests. We are also looking at ways to make the transaction specification mechanism of LCM more powerful, so that a transaction may involve a finite but indeterminate set of objects that cooperate to achieve the transaction result.
