We present a novel framework for low-complexity precoder design well-suited for cellular massive MIMO systems. Our framework allows to exploit the channel structure in terms of covariance matrices to improve the performance in the face of interference during the channel training, while basically keeping the complexity of a matched filter precoder. The proposed design generalizes previous approaches to precoder design for massive MIMO and exhibits significant performance gains in numerical simulations. We further show by asymptotic analysis that with the proposed precoder design the capacity grows without bound for growing numbers of antennas even in the presence of pilotcontamination.
I. BACKGROUND
Recent research into massive MIMO systems, i.e., cellular networks with a large number of antennas at the base stations [1] , [2] , which serve a large number of users, have led to a rediscovery of the dimensionality bottleneck imposed by the fixed coherence interval of the channel [3] . Information theoretic results on the achievable degrees of freedom in a fixed coherence interval [4] indicate that the number of users that are served simultaneously in a local neighborhood of the network should not exceed half of the coherence interval. In an overloaded system we are not able to train all users orthogonally which makes itself felt by the resulting pilotcontamination [5] - [7] . In scenarios with mobile users, this result severely limits the potential multiplexing gains of a massive MIMO system. Not all is lost, though, since the results on the degrees of freedom only consider identically distributed channel coefficients. In fact, structure of the channel vectors in form of second-order or subspace information can be exploited to break out of the dimensionality bottleneck [3] , [8] - [13] .
The challenge for receive and transmit filter design in massive MIMO is to reduce the complexity such that it is actually possible to implement those filters in practice, but at the same time exploit structural information to reduce the impact of the limited coherence interval. The proposed generalized matched filter (GMF) framework achieves the desired trade-off. The GMF design results in a complexity similar to the standard matched filter (MF) for each fast fading channel realization, pushing the more demanding computations in the time scale of the variation of the channel covariance matrices. Yet we are able to fully exploit the structural properties captured in the covariance matrices to significantly boost the performance compared to the standard MF.
For ease of exposition of our novel approach, we focus on a single-cell scenario with limited training resources. This could be a cell free system with distributed antennas [14] but also a single cell in a classical multi-cell network. The concept of pilot-contamination was first discussed in a multi-cell scenario with uncoordinated base-stations [2] . However, with simple coordination schemes, such as a network-wide pilot-reuse pattern [5] , the impact of inter-cell pilot-contamination and thus inter-cell interference is already reduced significantly. The reduced interference comes at the cost of a reduced number of pilots that are available per cell. We will see that, if we apply the GMF approach in such a setup, it is beneficial to overload the system, i.e., to serve more users per cell than available pilots, since the resulting intra-cell pilotcontamination is suppressed by exploiting channel structure.
In our single-cell scenario, a base-station with M antennas serves K single-antenna terminals simultaneously. The system is operated in TDD mode with the typical reciprocity assumption. We assume an OFDM system with a fixed coherence interval (over both time and frequency) of T channel accesses. The channel in one coherence interval from user k to the base station h k ∼ N C (0, C k ) is circularly symmetric, complex Gaussian distributed, with zero mean and covariance matrix C k .
As is typical for a massive MIMO system with M > K, the channels are trained in the uplink. For the training, T tr < T channel accesses are used to transmit pilot symbols. Specifically, each user transmits one of T tr predefined orthonormal pilot sequences. We assume that K > T tr , thus, at least one of the training sequences is transmitted by multiple users.
The signals received during the training phase are correlated with each of the pilot sequences leading to the least-squares (LS) estimates of the channel vectors
where I k denotes the set of users which transmit the same pilot sequence as user k and ρ tr is the equivalent SNR of the training, i.e., the noise is normalized such that w k ∼ N C (0, I).
Note that the LS estimate is identical for users that employ the same pilot sequence, i.e., ϕ k = ϕ n if k and n are allocated on the same training resource. The covariance matrix of the LS estimates
is simply a sum of the involved channel covariance matrices plus the noise covariance matrix, since we assume that all channel vectors are independent.
In the downlink, linear precoding is applied at the basestation, i.e., the transmit signal
is a linear combination of the beamforming vectors t k with the transmit signals s k for the users k = 1, . . . , K. We assume that the transmit signals are i.i.d. complex Gaussian with zero mean and unit variance.
The MF precoder based on the LS estimate, i.e., t k = α k ϕ k is regarded as a good match for massive MIMO systems because of its low complexity and satisfactory performance for a large number of antennas due to the asymptotic orthogonality of the channel vectors [1] . However, the MF suffers from severe performance degradation in the presence of pilot-contamination [2] , [7] . In the literature several improved precoders were proposed with a complexity similar to the simple MF based on LS estimates. One example is the MF based on the MMSE estimate of the channel [13] , i.e.,
Another approach is the projection of the LS estimate
where the subunitary U k is determined from the channel covariance matrices C k [13] . Note that both approaches have a similar structure of the form
where A k is a deterministic matrix that only depends on the channel statistics. We refer to this kind of precoder as a generalized matched filter (GMF). Instead of choosing an adhoc design for the GMF, such as those presented in (1) and (2), we will in the following characterize an achievable rate-region of GMF precoding that only depends on the channel statistics and is based on a lower bound on the capacity. In summary this work contains the following contributions.
• We introduce the GMF as an approach to low-complexity filter design. • We discuss the achievable rate region of GMF and optimal design based on an uplink-downlink duality. • Under mild conditions on the covariance matrices, we show that the GMF approach achieves asymptotically linear scaling of the SINR with respect to the number of antennas even in the presence of pilot-contamination. • We introduce a simple GMF design called GMF zeroforcing, which, analogously to classical zero-forcing with perfect CSI, eliminates interference caused by pilotcontamination. • We show that GMF zero-forcing also achieves asymptotically linear scaling of the SINR with respect to the number of antennas. • We show that for certain structure of the covariance matrices, the complexity of calculating the optimal GMF design reduces significantly. We discuss how this result applies to practically relevant array geometries.
• We briefly discuss the issue of pilot-allocation and propose a low-complexity heuristic for pilot-allocation which can increase performance significantly. • We demonstrate the performance of optimal GMF design with numerical simulations. We show that in a typical single-cell scenario it is beneficial to overload the system, i.e., to serve more users than available orthogonal pilot sequences.
II. ACHIEVABLE RATE REGION FOR GMF PRECODERS
A lower bound on the capacity with imperfect channel state information at the receiver was introduced in [15] . We apply this lower bound to our system by assuming that the users only know the statistics of the equivalent channel and noise. Consider the signal received by user k in the downlink
with the additive white Gaussian noise v k ∼ N C (0, 1). Assuming that user k only knows the statistics of the equivalent channel h H k t k we split the signal into
We replace the noise termṽ k by a Gaussian random variable with the same variance to get the lower bound on the achievable rate
with
(4) Fortunately, for our low-complexity GMF approach with t k = A k ϕ k , the expectations can be calculated analytically leading to (cf. Appendix B and [16] )
(5) For the following analysis, we replace the transformations with their vectorized form a k = vec(A k ) which leads to
where c k = vec(C k ) and B kn = Q T n ⊗ C k is the Kronecker product of Q T n and C k . Clearly, the summation over the interfering users I k in the denominator of (6) represents the interference caused by pilot-contamination, which is additional to the general interference that appears even when all users are trained with orthogonal training sequences.
If we compare the SINR in (6) with the instantaneous SINR for perfect CSI at the receiver 
Rate regions for a base-station with M = 4, 16, 64 antennas that serves K = 2 users. Both users transmit the same pilot sequence, i.e., Ttr = 1. We also depict the approximate rate regions that result from replacing the equivalent SINRs with the asymptotically equivalent expressions. That is, we replace γ ul k with γ asy k to calculate the achievable rate of user k.
we note that the structure is similar. The beamforming vectors are replaced by the vectorized transformations and the channel vectors are replaced by the channel covariance matrices. There are additional interference terms in (6) where we have full matrices instead of outer products, but approaches to analyze the performance for perfect CSI can also be applied to the SINRs in (6) as we will demonstrate in the following.
To characterize the rate-region, we consider the achievable rates given transformations a k = vec(A k ) subject to an average sum-power constraint on the transmit vector x
with P k = 1 ρdl Q T k ⊗I. The analysis can be extended to multiple power constraints [cf. [17] ] but for simplicity we stick to the single sum-power constraint.
For a single sum-power constraint we can use the following SINR duality.
Lemma 1. Consider downlink SINRs of the form
n F nk a n and corresponding dual uplink SINRs
k P k g k + n λ n g H k F kn g k with positive semi-definite F kn and positive definite P k .
For any g k and λ k ≥ 0 such that k λ k = P , we can find a k such that k a H k P k a k = P and γ dl k = γ dual k for all k. Conversely, for any a k with k a H k P k a k = P , we can find g k and λ k ≥ 0 such that k λ k = P and γ dl k = γ dual k for all k.
Proof. Even though the SINR expressions in Lemma 1 are slightly more general, the proof is analogous to the one given in [18] . The detailed steps are given in Appendix A.
With Lemma 1 we identify the dual uplink SINRs for GMF precoding
Since γ dual k only depends on the filter g k we are able to calculate the optimizer
with the corresponding optimal SINR
Consequently, we can use
to characterize the achievable rate region
with only K real-valued parameters. Examples for rate regions with two users that transmit the same pilot sequence are depicted in Fig. 1 . The rate-region in (10) might be non-convex. Thus, a general network-utility-maximization (NUM) problem
can, in practice, only be solved locally optimal, e.g., with projected gradient methods. One exception is the max-min problem with the utility U (r) = min k r k which can be solved globally optimal and efficiently with the help of Newton's method [17] .
For asymptotic analysis and efficient numerical implementation, we reformulate the SINRs in (9) into a more convenient form. To this end, we consider the set of users Ω p = {1, . . . , K p } which use the pilot sequence p, where without loss of generality we assume that the users are indexed from 1 to K p . Remember that the observation ϕ k is the same for all users k ∈ Ω p and has the covariance matrix
and collect the vectorized covariance matrices into
Now we can reformulate the SINR based on the matrix
Lemma 2. For λ > 0, with Λ = diag(λ), the uplink SINRs in (9) can be equivalently stated as
Proof. See Appendix C.
We observe that Proposition 1. The SINR γ ul k of a user k sharing pilots with other users I k is the same as if k was trained exclusively as long as
In other words, if the covariance matrices of users that employ the same pilot are orthogonal, the effect of pilot contamination vanishes completely. This fact is exploited in various recent work on massive MIMO, where channel models are considered that asymptotically exhibit the desired property of asymptotically orthogonal covariance matrices.
For the asymptotic characterization of the rate-region in the case of non-orthogonal covariance matrices, we consider again the set of users Ω p = {1, . . . , K p } which use the same pilot sequence p. Using Lemma 2 we can show that, under certain conditions, the SINR γ ul k is asymptotically equivalent to the SINR expression
Proposition 2. Suppose we have sequences of covariance matrices C k ∈ C M×M that grow with M and fulfill
Furthermore, the covariance matrices of users that transmit the same pilot are assymptotically linearly independent in the sense that the condition number κ 2 (Ξ) = Ξ 2 Ξ + 2 is finite in the limit, i.e.,
Then, for λ > 0, the normalized SINRs of all users fulfill
Proof. See Appendix E
From the result of Proposition 2 we conclude that even for non-orthogonal matrices, the SINRs grow linearly with M as long as the covariance matrices are linearly independent. A similar observation was made in [19] for the massive MIMO uplink when a more complex linear MMSE filter is applied.
The correlation of the covariance matrices of users that employ the same pilot sequences can be reduced by proper allocation of pilots to users as we will discuss in Section V. For a typical physical channel model with a uniform linear array at the base-station, we can calculate the limit of the matrix Γ in Proposition 2 as M goes to infinity and thus we can calculate the limits
Details for the physical channel model that is used in our simulations and the corresponding asymptotic SINRs are presented in Appendix H. The rate regions that result when we replace γ ul k with the asymptotically equivalent SINR γ asy k are depicted in Fig. 1 . Clearly, under the conditions given in Proposition 2, the rate region converges towards a K-dimensional cube since
That is, in analogy to the concept of "degrees of freedom" we have one "degree of massiveness" or DoM per user with the optimized downlink transformations. This is the maximum amount of DoMs with the given antenna configuration, since even with perfect CSI we cannot achieve SINRs that grow faster than linear with the number of antennas. In contrast, if it is not possible to exploit covariance matrix information in the presence of pilot-contamination, the SINRs saturate with growing numbers of antennas [2] and we achieve zero DoMs.
III. GMF ZERO-FORCING
In this section we introduce a relatively simple design for a GMF precoder called GMF zero-forcing, which is analogous to classical zero-forcing with perfect CSI and similarly does not require an iterative algorithm to design the transformations. We will demonstrate that with mild assumptions on the covariance matrices GMF zero-forcing leads to SINRs of all users that grow linearly with the number of antennas even in the presence of pilot-contamination, i.e., the GMF zero-forcing achieves the maximal DoMs. For the derivation of GMF zero-forcing, we consider an average sum-power constraint and uniform power allocation for the different users, i.e.,
where ρ dl is the maximum average transmit power normalized by the noise power at the receivers. The power constraint can be reformulated with the vectorized transformations a k as
From previous work on large scale antenna systems we know that pilot-contamination ultimately limits the achievable
SINRs if no structural information on the channel vectors is available. The SINRs of the users saturate since for typical channel models, the interference caused by pilotcontamination grows at the same rate with respect to the numbers of antennas as the useful part of the signal. Thus, for the GMF zero-forcing, we simply force the part of the interference in (6) to zero which is caused by pilot-contamination and then maximize the numerator with respect to those zeroforcing constraints. The result is the following zero-forcing optimization problem for the transformations a k
Consider a set of users Ω p = {1, . . . , K p } which use the same pilot sequence p, where without loss of generality we assume the users are indexed from 1 to K p . We collect the vectorized covariance matrices into
Proposition 3. The optimal solution of (16) for the users in Ω p is given by
where the diagonal matrix D scales the columns to match the power constraints.
Proof. See Appendix F.
The transformations a ⋆ k = vec(A ⋆ k ) are well-defined as long as the covariance matrices of users that transmit the same pilot are linearly independent, i.e., the vectors c k are linearly independent for all k ∈ Ω p leading to a full rank matrix Ξ.
Plugging the GMF zero-forcing transformations back in the equivalent downlink SINRs (6) and applying some bounding steps we get the result 
we have
and
Proof. The first condition in (18) together with the linear independence of the covariance matrices guarantees a bounded denominator of (19) and the second condition in (18) guarantees that Ξ H Ξ/M does not go to zero. For details, see Appendix G.
Thus, as a result of GMF zero-forcing, the interference caused by pilot-contamination is completely removed and the SINR grows without bound for M → ∞, i.e., we achieve the full K DoMs. Note that no special low-rank structure is required for the covariance matrices, in contrast to previous work.
IV. EXPLOITING ARRAY STRUCTURE
To reduce the complexity of the calculations of the transformations A k but also the calculation of the matrix-vector products t k = A k ϕ k , we want to reduce the number of parameters defining the transformations A k . To this end, we exploit common structure of the covariance matrices.
The uplink transformations in (8) , even without knowing the optimal uplink power allocation λ for a given network utility, can yield valuable insights regarding the structure of the optimal downlink transformations which yield rate-vectors on the boundary of the rate-region. Specifically we get the result Proposition 5. Optimal transformations A dl k that achieve ratevectors on the boundary of the rate-region are of the form
for some σ ℓ .
Proof. We note that the optimal filter in (27) is a linear combination of terms
Together with the fact that the downlink transformations differ from the uplink transformations only by a real valued scaling, we get the result stated in (20) .
Given a set S such that
Proof. Follows directly from Proposition 5
We first note that the set of Hermitian matrices fulfills all conditions of Corolary 1 and since all covariance matrices are Hermitian, the optimal transformations A k have to be Hermitian, too. This fact can be exploited with a moderate gain in complexity. A more important example is the set of matrices which share the same eigenbasis, which also has the desired properties. The identity matrix is part of the set irrespective of the chosen eigenbasis. Thus, if all covariance matrices share the same eigenbasis, i.e.
we know from Proposition 1 that the optimal transformations have the same eigenbasis, i.e. we have
In the case where all matrices have the desired structure, the SINR expression simplifies significantly. Note that we use the same notation for the vectors of eigenvalues c k , a k and the vectorized matrices vec(C k ), vec(A k ), but the meaning should always be clear from the context. The equivalent SINRs for the structured matrices look exactly the same as the SINRs in (6) only that the dimensionality of the c k and a k is reduced to M from M 2 and we have
Similarly the constraints have the same form as in (7) but with
As a result, with structured covariance matrices, all of the methods introduced in this paper have a computational complexity which is linear in the number of antennas M . For example, the complexity of calculating the GMF zero-forcing transformations in (17) for all users reduces from O(M 3 K) to O(M p K 2 p ). But also for an optimization on the rate-region in (10) with a gradient algorithm, the complexity per iteration grows only linear in M for structured covariance matrices.
One major advantage of structured covariance matrices, besides the gain in computational complexity, is the simplified estimation of the second order statistics. With the common eigenbasis we only have one parameter per spatial direction and the parameters can be estimated independently [cf. [20] ]. Thus, for the case of estimated covariance matrices, the assumption of a certain structure might actually improve the performance compared to the general case without any assumptions.
Let us look at two examples that exhibit the desired structure.
A. Cell-free Secnario
For distributed antennas [14] , [21] , we typically have diagonal covariance matrices, i.e., U = I. Consequently we have diagonal transformations A k . The calculation of the beamforming vectors reduces to an element-wise multiplication t k = a k ⊙ ϕ k with linear complexity in the number of antennas. As a side-effect of the diagonal transformations A k , it is no longer necessary to collect the instantaneous observations ϕ k at a central hub. We only need to send the symbols s k for the users to all antennas which can then use the local observations to calculate the transmit signal. The estimated variances at the different antennas have to be collected, which requires a much lower overhead than collecting instantaneous CSI.
This special case appears in similar form in previous work [21] . In contrast to the GMF design, the authors interpret the coefficients in a k as power allocation and thus only allow positive values. With this restriction the complete elimination of pilot-contamination in the asymptotic limit is no longer possible.
B. Uniform Arrays
For uniform linear and uniform rectangular arrays, the covariance matrices can be approximately diagonalized by the DFT matrix or a Kronecker-product of DFT matrices. For uniform linear arrays, this approximation is accurate for larger numbers of antennas [cf. Appendix H] and thus quite popular in the massive MIMO literature [3] . Thanks to the fast Fourier transform (FFT), the complexity of the calculation of the beamformers with the DFT approximation reduces to O(M log M ). Since the incoming and outgoing signals have to be transformed via the FFT, the processing needs to be centralized.
V. RESOURCE ALLOCATION
From earlier work [13] we know that the allocation of pilot sequences to users has a significant impact on the performance in a system that suffers from pilot-contamination. The allocation of pilots to users in a massive MIMO system is analogous to the user selection problem in a classical system with full CSI. For classical zero-forcing, user-selection methods try to group users with approximately orthogonal channels. For GMF precoding in the asymptotic regime, users that use different pilot sequences are perfectly separated in the spatial domain. In the best case, a scheduler for GMF precoding allocates one pilot to a group of users that have orthogonal covariance matrices, which by Proposition 1 completely removes the effect of interference during the training phase.
For typical physical channel models and finite numbers of antennas, covariance matrices are not perfectly orthogonal. For optimal performance with respect to a given network utility function, we need to find the optimal allocation
where the rate region R implicitly depends on the pilot allocation. As noted earlier, for a large enough number of antennas, simple projected gradient based methods will find a globally optimal solution to the inner problem. However, due to the combinatorial nature of the outer problem it is not possible to finde the optimal pilot-allocation for a practical number of users. Nevertheless, we can apply the usual greedy approach to find a sub-optimal solution. That is, we start with empty sets Ω p for each pilot sequence and allocate one user after the other to the set that leads to the maximum utility. This approach might still have prohibitively high complexity, since we have to solve the inner optimization problem in (21) once for each user. Inspired by Proposition 1, a heuristical low-complexity alternative is to allocate the same pilot to users wich are as orthogonal as possible. That is, we want to allocate the same pilot sequence to users k and n for which
If we denote Ω p as the group of users which employs the pilot sequence p, the resource allocation can be formulated as the combinatorial optimization problem Since this is again a combinatorial optimization problem, we use the same greedy approach as before and get a lowcomplexity heuristic for allocating pilot sequences. 
VI. RESULTS
In this section, we demonstrate the performance of the proposed GMF methods in a single-cell scenario. The basestation is at the corner of the hexagonal cell and points towards the cell center. The users are uniformly distributed in the cell with a certain minimum distance from the base station. We use the spatial channel model from the 3GPP report in [22] to generate the covariance matrices. Specifically we simulate the micro-cell scenario with a cell diameter of 500m. Since we are not interested in evaluating various approaches to deal with near-far effects in a multi-user system, we set the minimum distance to the base station to three fourths of the diameter. That is, we consider a group of cell-edge users that are served simultaneously.
We assume that inter-cell interference is reduced by a pilotreuse pattern that prohibits neighboring cells from using the same pilots [5] , which allows us to focus on a single-cell scenario. The reuse pattern leads to a reduced amount of available pilots per cell and, thus, potentially a smaller number of simultaneously served users. However, as we will demonstrate, by exploiting the channel structure with the proposed GMF precoders, we can significantly enhance the throughput in a single cell by increasing the number of simultaneously served users beyond the number of pilot sequences.
We first look at a scenario in which the available training resources are severely limited. Fig. 2 shows the cell-throughput per channel access with a small amount of T tr = 2 channel accesses for training per channel coherence interval. We note that the GMF zero-forcing precoder significantly outperforms the matched filter which is based on the MMSE estimate of the channel. However, there is still a substantial gap to the optimized precoders. The GMF optimized for sum-rate only yields a slightly larger throughput than the GMF optimized for the proportional fair utility, which is given by
The projection-based method from [13] fails to perform satisfactorily within the micro cell channel model.
For more practical numbers, suppose that the total channel coherence interval is given by T = 160 channel accesses and that half of the coherence interval is used for training. To reduce inter-cell interference, pilot sequences are reused only in every fourth cell. Thus, we have an effective number of T tr = 20 channel accesses for training in the each cell. In Fig. 3 , we depict the cell throughput per channel access with respect to the number of users for M = 200 antennas at the base station and a random allocation of pilots to users. In general, the gains are smaller than in the scenario with T tr = 2, because other interference effects besides pilot-contamination play a larger role. However, the optimized GMF precoders Average cell throughput (top) and achievable rate of the user at the 5th percentile (bottom) in a single-cell scenario with respect to the number of uniformly distributed users K served simultaneously. The base station is equipped with M = 200 antennas and Ttr = 20 channel accesses are used for training. For all plots the GMF transformations are optimized for the proportional fair utility. We compare the performance of a random allocation of pilot sequences to users with the greedy approaches introduced in Section V. One of the greedy approaches tries to optimize the actual network utility while the other less complex approach simply tries to maximize the orthogonality of covariance matrices of users that use the same pilot. achieve impressive gains even when we set K = 20, i.e., when there is no pilot-contamination at all. The relative gains could be improved further by increasing the number of antennas, but this would quickly lead to numbers that are no longer relevant for practical considerations.
To evaluate fairness, we investigate the 5th percentile of the user rates in the cell averaged over several user placements. For a fair comparison for different amounts of users per cell, we depict normalized rates
where K max = 100 is the largest number of users used in the simulations. The results for the 5th percentile are also depicted in Fig. 3 . As expected, the GMF precoder optimized for the max-min approach outperforms the other precoders.
The GMF precoder optimized for the proportional fair utility follows second. The scheduling gain for the proportional fair utility is depicted Fig. 4 . Comparing the plots for random pilot allocation with the greedy methods, we clearly see significant gains. As expected, using one of the actual network utilities for the greedy method leads to higher gains but needs a higher computational effort. Attempting to maximize the orthogonality of covariance matrices of users that transmit the same pilot seems to be a good trade-off between performance and complexity.
VII. CONCLUSION
We presented a novel framework for the design of lowcomplexity precoders with imperfect channel state information. Under mild assumptions on the covariance matrices, the precoders based on our novel framework yield an unbounded SINR for large numbers of antennas even in the presence of pilot-contamination. By solving network utility maximization problems that only depend on the channel statistics, we are able to significantly outperform state-of-the-art methods with comparable complexity. It is possible to extend the GMF framework and the asymptotic results to a multi-cell setup. Such an extension is beyond the scope of this paper but should be discussed in future work.
APPENDIX

A. Proof of SINR Duality
Given g k and λ k ≥ 0 with k λ k = P which achieve certain dual uplink SINRs γ dual k , we choose vectors a k = √ p k g k and consider the system of equations γ dl k = γ dual k for all k. With some manipulation we get the linear system of equations
Or in matrix-vector notation
Since Φ is column-wise diagonally dominant with positive diagonal entries and negative off-diagonal entries (M-matrix), Φ −1 exists and has non-negative entries. Consequently, p = Φ −1 λ is non-negative. Additionally, we have
which completes the first part of the proof.
For the converse, we start with some a k such that k a H k P k a k = P . We choose g k = a k and again consider the system of equations γ dl k = γ dual k for all k. We get the linear system of equations
The remaining steps of the proof are analogous to the converse. and thus
where z has i.i.d. entries with zero-mean and unit-variance
Incorporating this result into (23) 
which is the desired result.
Using the result from Lemma 3 together with
we directly calculate the expectations that appear in the SINR expression (4) to get the result in (5) .
C. SINR Reformulation
With the definitions before Lemma 2 we get
(24) where Υ = Z +ΞΛΞ H . We apply the matrix inversion lemma resulting in
Further, we havẽ
leading to the SINR
Note that, with
we can calculate the scaled filters of users using the same pilot sequence simultaneously.
D. Orthogonal Covariance Matrices
Consider again a set of users Ω p = {1, . . . , K p } that use the same pilot sequence. From C k C n = 0 follows that the channels h n and h k lie in orthogonal subspaces. That is C k = U kCk U H k with subunitary U k such that U H k U n = 0 ∀k = n ∈ Ω p . Since the covariance matrix of the channel observation is given by
we have C n Q −1 C k = 0 and thus c H k Z −1 c n = tr(C k Q −1 C n (· · · ) −1 ) = 0. Since Ξ H Z −1 Ξ is diagonal, the SINR from (28) simplifies to
which is exactly the SINR that we get for orthogonal training of the users.
E. Asymptotic Behavior
For full-rank, non-vanishing Γ it follows directly from (28) that
Note that Γ is full rank if Ξ is full-rank, that is, if we have linearly independent covariance matrices of users that use the same pilot sequence.
Specifically, e T k Γ −1 e k is bounded below by the reciprocal of the smallest singular value of Γ. We can bound the smallest singular value of Γ below by
We know that Z > 0 due to the additive Gaussian noise in the signal model. Using the Cauchy-Schwartz inequality, we get 
With the definition in (34) we get the result given in (17) .
G. Conditions for GMF Zero-forcing
As shown in Appendix F the vectorized transformations for GMF zero-forcing are given by
for a set of users Ω p = {1, . . . , K p } which use the same pilot sequence p, with the matrix of vectorized covariance matrices
and P = Q T ⊗ K ρdl I. Remember that
and thus
The diagonal matrix D scales the GMF transformations to match the power constraints and has the entries
We have
Thus, if we plug in the GMF zero-forcing into the SINR expression in (6) we have in the denominator a summation over terms of the form
The numerator is given by c H k a ⋆ k 2 = d 2 k e k Ξ H P −1 Ξ(Ξ H P −1 Ξ)e k 2 = d 2 k . We have
where σ n (X) is the nth singular value of X. We know that
Since σ Kp (Ξ H Ξ) = Ξ H Ξ /κ(Ξ) 2 and P = K ρdl Q we have the bound for the SINR .
(40)
H. Multi-path Physical Channel model
Most physical channel models for performance evaluation of wireless networks assume passive antenna elements in the farfield of the received signal. The received signal is usually modelled as the superposition of signals impinging on the array from different angles. The random phase shifts of signals that arrive from different angles are assumed to be independent. For a general antenna placement in twodimensional space we get the covariance matrices
where a(θ) denotes the steering vector of the array from angle θ and p k (θ) is the power density of the signals received from the different angles. For example, p k (θ) could be a mixture of Laplace distributions which describe different scatterer clusters [22] . Note that for antennas with directivity, the antenna pattern is also included in p k (θ) and assumed to be the same for each antenna.
For a uniform linear array with an antenna distance of half of the wavelength we have [a(θ)] m = exp(jπm sin(θ)).
Due to a(θ) = a(π − θ) we can rewrite the integral as C k = β k π/2 −π/2 a(θ)a(θ) H (p k (θ) + p k (π − θ))dθ where we assume for notational convenience that p(θ) is periodic with 2π. Letp k (θ) = p k (θ) + p k (π − θ). The C k are Toeplitz matrices with [C k ] mn = t k [m − n] where t k [m] = β k π/2 −π/2 e −jπm sin θp k (θ)dθ.
We want to use results from [23] on the asymptotic equivalence of sequences of Toeplitz matrices to sequences of circulant matrices. To this end, we substitute θ = sin −1 (ω/π) in (41) such that the t k [m] are the Fourier coefficients of a function f k (ω). We get t k [m] = 1 2π π −π e −jmωp k (sin −1 (ω/π)) 2πβ k √ π 2 − ω 2 dω.
and identify f k (ω) = 2πβ k √ π 2 − ω 2p k (sin −1 (ω/π))
which is defined on [−π, π]. If we extend f k (ω) periodically, we have t k [m] = 1 2π 2π 0 f k (ω)e −jmω dω. Now, applying the results from [23] , we define a Circulant matrixC(f k ) with the eigenvalues f k (2πm/M ), m = 0, . . . , M − 1 which is asymptotically equivalent to C k . Note that sinceC k (f k ) is Circulant the eigenvectors are given by the columns of the DFT matrix. The asymptotic equivalence allows us to replace the covariance matrices in the trace expressions for the entries [Γ] nk with the corresponding circulant matrices in the limit of M going to infinity. That is,
where the entries ofΓ are given in (40) at the top of this page. The limit evaluates to
In other words, for large M the covariance matrices C k can be replaced by the underlying spectra f k (ω) in our calculations. For an invertible Γ in the limit of M going to infinity, we need linearly independent spectra for users that share the same pilot sequence.
