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1. INTKODUCT10N 
A particular system of functional differential equations of neutral type, 
with unknowns serving as delays, arises as a model for the two-body 
problem of classical electrodynamics. 
In the interest of readability, the detailed equations for this model will not 
appear until Section 3 of the paper. It is better to start with a simpler and 
slightly more general system of equations. 
Let the unknowns be scalar-valued r,(f) and n-vector-valued yi(l) fo: 
i = I,..., m. (In the electrodynamics two-body problem m = 2 and II = 6.j For 
brevity, ri(t) and yi(t) will often be written just as ,ri and yi when their 
arguments are t. Let J = (J, ~ . .. . y,,,), an mn-vector-valued function. (There 
are mn $ m scalar unknowns altogether-14 in the electrodynamics case.) 
The system of equations has the form 
Pf’g,(Yj,~j.4?(f - ri)) + G,(ri,?!,,.,~(t -- ri)).~‘(I - r;). 
(1) 
where i = I,...: m. These equations are to be considered for I > 0 together 
with given initial conditions 
r,(O) = rgi for each i and y(t) = o(t) for cl< t < 0. (2) 
The given functions in system (1) are scalar-valued,!;. n-vector-valued ,gi and 
n X mn-matrix-valued Gj. 
System (1) is of neutral type. So one should not expect J’ to be 
continuous. In fact, it can be argued that one should only demand that y be 
absolutely continuous (locally) and that (1) be satisfied a.e. (almost 
everywhere) for t > 0. See 12 I. 
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An important restriction, explicit in the formulation of the system, is the 
fact that for each i the group of n + 1 equations (1) is coupled with every 
other such group on14 through the retarded terms. Thus, for example, y;(t) 
can depend on yz(t - rr) but not on y*(t). Further restrictions are listed in the 
hypotheses below. Some of these may look artificial, and it is clear that less 
special-looking conditions could be used. But the fact is that the hypotheses 
used here are actually satisfied by the equations of the two-body problem in 
Section 3. 
For each i = I,..., m, let Di be an open set in R” X R”!“, and assume that 
on the set (0, co) x Di, 
(i) A, gi, and Gi are continuous, 
(ii) each is locally Lipschitzian with respect o yi, and 
(iii) A < 1. 
And, regarding the initial conditions, assume that 
(iv) 0 < roi < --u for each i, 
(v) d = (@, :..., &,): [a. O] + R”” is absolutely continuous, and 
(vi) (g,(O), ~(--I-~~)) E Dj for each i. 
A solution of Eqs. (1) and (2) consists of locally absolutely continuous 
functions r = (r ,,..., r,J on [O, b) and ~1 on [a,p) for some p > 0 (possibly 
,!I = 00) such that (2) is satisfied, while on [O. ,8), (r,(t),~~(t), ~(t - ri(t))) E 
(O,oO)XDi and (1) is satisfied a.e. Such a set of functions (r, y) will be 
referred to as a sofufion on [a,@. 
Note that if a solution exists, then each ri must actually be continuously 
differentiable on [0, /3). 
In the two-body problem the excluded values ri = 0 and 
(yi,~(t - I;)) E iiD, will correspond to a collision of the two particles or a 
particle traveling at the speed of light. 
2. EXISTENCE AND UNIQUENESS 
If a solution of (1) and (2) exists, then for each i the fact that A < 1 and 
-roi > a guarantees that t - ri(t) > (r for t > 0. Also, the fact that r, is 
continuous and -roi < 0 assures t - ri(t) < 0 for all sufficiently small t > 0. 
Thus, since Di is open, 
for all sufficiently small I > 0. So, for such t, the problem (I), (2) reduces to 
a system of ordinary differential equations for each i. 
Let us fix i and then simplify the notation by omitting the subscript i from 
I’, f. g. and G. The symbol yi is retained to avoid confusion with the !: in Eqs. 
(1) and (2). Th en, for small f > 0, Eqs. (1) and (2) yield 
r’ =f(r, yi, o(t - r)). 
y;=g(r,yi,i(t-r))+G(r.?:i,d(t-r))o’(t-r) 
(3) 
with initial conditions 
r(O) = ro and y!(O) - pi(O). (4) 
But this system does not fulfill the requirements of the Caratheodory 
existence and uniqueness theorem. The trouble is that O’(l - y) is a discon- 
tinuous function of t and the unknown r. 
Nor does the system satisfy Filippov’s requirements 141. To apply 
Filippov’s results one should require 0’ to be essentially bounded. And even 
then the appropriate conditions for uniqueness would remain elusive. 
However; thanks to the special features of the problem at hand, a 
satisfactory existence and uniqueness theorem results with no further 
hypotheses. The first theorem, on local existence and uniqueness, was esscn- 
tially proved in [3]. But it is reproduced here since the latter publication is 
not readily available in the United States. 
THEOREM 1 (Local existence and uniqueness). Under hypotheses 
(i)--(vi), Eqs (1) and (2) hate a unique solution on ICI. ,8).for some p > 0. 
ProoJ We begin with a uniqueness argument. And, after local 
uniqueness is proved: local existence will be easy. 
For any i, system (3) is completely decoupIed from anything invo!ving 
other values of i. So it suffices to consider a fixed value of r’. and use the 
simplified notation of (3) and (4). 
Assume that Eqs. (1) and (2) have a solution on Ia, ,!I): where p > 0 is 
suficiently small so that 
t-r<0 and Q-,4’,. dt - r>> E (0, a> x D, for 0 < 1 < fi, 
Then the problem is equivalent to (3) and (4). 
From the fact that J’(r. yi, $(t --- I-)) < 1, it follows that 
% (t - r) > 0 on jO.p), 
and this derivative is continuous. Now choose any b E (O,/?) and define 
a(t) = a,(r) = 1 - r(t) on [OF bl. 
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Then o-’ is uniquely defined on [--r-,,, o(b)] and is continuously differen- 
tiable with 
d 
2 
-l(s)= l 
u’(c7 -1(s)) > O. 
Now define 
q(s) = r(o -l(s)) and w(s) =yi(u-‘(s)) on l-ro, Q>l. (5) 
(Such a change of variables was used by Winston ] 71 and Travis [6 I.) 
The local absolute continuity of q and M, follows from the local absolute 
continuity of Y and yi, together with the boundedness of do -‘(s)/ds on 
I-r”. @)I. 
One then finds 
q’(s) =1 -f( q(s), w(s), q(s)) ’ 
,v,cs) = dq(s), fi@>v 9(s)> + G(ds)v w(s), @(s)) V(s) 
1 -f( q(s), Ns), d(s)) 
(6) 
with initial conditions 
4(--r,) = r. and W(--To) = @i(O). (7) 
Note that the ordinary differential system (6) contains no reference to the 
particular solution r,jVi of (3) or to the function cr. Moreover, by virtue of 
the hypotheses on the given functions S, g, G, and $, system (6) satisfies all 
the requirements of the Caratheodory theory of existence and uniqueness. 
Thus there is one and only one absolutely continuous solution q: IV of (6) 
and (7) on [-I-, , y) for some y > - T”. 
It remains to reverse the process and uniquely recover r and yi as the 
solution of (3) and (4) on some interval. 
Let q and M; be the unique solution of (6) and (7) on i-r,, 7). And 
consider the functional equation which must be satisfied by a(l), 
u - t + q(u) = 0. (8) 
The left-hand side is a continuously differentiable function of t and CJ, and 
$ [a - t + q(u)] = 1 
1 -f( 4(u), ~@J>, QOJ)) > O 
provided (1, u) is sufficiently close to the known solution of (8): namely, 
I = 0: u = - r,,. Thus, from the implicit function theorem, it follows that Eq. 
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(8) uniquely defines a function u(t) on an interval [0, a) for some a E (0: ;/. 
Moreover, o’(t) is continuous and positive there. 
On [O, u> 
r(t) = t - a(t) = q(o(t)) and yi(tj = w(u(t)). P! 
Thus there cannot be more than one solution of (3) and (4) on 10, a). 
To prove existence, regard Eqs. (9) as definitions of r and yi on 10, a). 
Then Y and y1 are absolutely continuous and, from 
r’(t) = @(o(t)) u’(t) and y’(t) = tv’(u(t)) a’(t), 
one readily discovers that r and yi satisfy Eq. (3) a.e. on 10, u). Hence Eqs. 
(9) define the unique absolutely continuous solution of (3 j and (4) on [0, a). 
This, in turn. provides a unique solution for Eqs. (1) and (2) on \a, a). 
The procedure can be repeated for each i. 1 
Remarks. Theorem 1 is applicable to the neutral equation r” = r”(f -- I”:! 
with appropriate initial data since this equation can be rewritten as the 
system of two equations 
Y’ =y and 1” = y’(t - r). 
But the theorem does not apply to the scalar equation 
(10) 
y’ =y’(f -J), 
and it does not apply to the system 
(1:) 
r’ =y and y’ =y’(t - r) -ky’(t -- +r). (12j 
Equation (1 1) is excluded since, if J* is merely absolutely continuous, one 
cannot reasonably also require J’ < 1, and so ?;‘(f ---.v) may not even be 
measurable. System (12) is not covered because the method of proof 
depended on having only a single delay in Eqs. (3). 
Theorem 1 is superceded by the following more useful result. 
THEOKEM 2 (Extended existence and uniqueness). Under hypolheses 
(it(vi). Eys. (1 j und (2) hare a unique solution on ~u.,B) where either 
[I = 33 or else 
!iy r,(t) = 0 Jar some i. 
or 
Jar ecery choice of compact sets Ai c Dj (j = l..... m) there is an i 
such that (J.,(t), y(t - r,(t))) f$ A, for some t E (0: p). 
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Proof: Let 
p = sup{y: a unique solution exists on la, y)}. 
Theorem 1 shows that /I > 0: and a straightforward construction establishes 
the existence of a unique solution on [u,/3). 
If /I = co, the proof is complete. 
Assume p < 00. Then, since each t - ri(t) is monotone increasing and 
bounded above by /3, lim,,,[t - ri(t)] must exist. Hence 
r,(P) 3 hir ri(t) exists for each i. 
If r,(J) = 0 for some i, the proof is complete. 
Assume each r,(J) > 0. Then there exist numbers o and b such that 
0 < a < ri(t) < b for 0 <f < /3. for each i. 
Then lim r-b y(t - ri(t)) = ~‘(8 - r,ljY)) certainly exists. 
Suppose (for contradiction) that for each i there exists a compact set 
Ai c Vi such that 
(Yi(t>, Y(t - ri(t)>> E A i for O<t</l. i= I...., m. 
It will follow, from the Cauchy convergence criterion, that 
lim t .,3 yi(t) = y,(J) exists if Jz &(s)J ds < co. 
To show the latter, proceed as follows. Since (ri, yi, y(t - ri)) remains 
inside the compact set [a. b 1 x Ai for 0 < I < p, and since fi, g;, and Gi are 
continuous, there exist constants c, M,, and MG such that for 0 < t < !I 
1 --&(ri: yi. y(t - ri)) > c > 0. 
Ikti(ri?.YivY(t-ri))l GM, (using the Euclidean norm), 
I G,(ri. .Y,, .r’(t - ri))l ,< .MG (using the induced matrix norm). 
Thus 
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Now define JJ@) = lim I ,,r y,(t) for each i, and note that the numbers Y,@) 
and the functions )yi(t) for a < t <,!I satisfy the hypotheses needed for initiai 
data-(iv), (v), (vi). So. by Theorem 1. the solution can be continued beyond 
/I. This contradiction completes the proof. 1 
3. THE ELECTRODYNAMICS PROBLEM 
Imagine two charged particles? each moving under the sole influence of the 
retarded fields of the other. This problem can be modeled in terms of direct 
interparticle “action at a distance” with delays representing the times 
required for electromagnetic effects to travel from one particle to the other. 
(The model considered here does not include the so-called radiation reaction 
force of a particle on itself.) 
Let two particles, with charges e, and e, and rest masses m, and m:, be 
located with respect to some inertial reference frame at positions xl(t) and 
x:(t) in R3 at the instant t (see Fig. 1). Then the fields reaching particle i at 
the instant t must have been produced by the other particle, j at an earlier 
instant. f - ri(t). If c is the speed of light. the delay r-;(f) must satisfy the 
equation 
u-,(l) = Ix,(t) -- x,(t - r,(t)jl (j f i), 
where ! . / is the Euclidean norm in R’. Note that ri(tj > 0 except when 
?ci(t) =x,(t): a collision. Again it is often convenient o omit the argument 
when the argument is t. So the functional equation for ri is written as 
cri = 1 Xi - X,(t - ri)l (j :f i). (13) 
The equations of motion for particle i under the influence of the retarded 
effects from particle j are expressed below. The notation used includes 
normalized velocities I?~ where 
xi’= cvi for i=l,2, (14) 
FIGURE 1 
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and a unit vector and a scalar quantity: 
,,=~-xj(f-ri) 
1 and 
Cri 
yi = 1 - Vj(C - ri) * ui (j # i>: 
where . indicates the dot or scalar product in R3. 
From the Lorentz force law: one finds 
v! = ei(l i pi)“’ 1~~ + (vi * Ej)(ui - ~1) - (Vi . Ui) Ej], I (15) 
i 
where z!f stands for Iui12 and Ej is the retarded (vector-valued) electric field 
arriving at Xi at the instant t from particle j. This field is found from the 
Lienard-Weichert potentials to be 
.Ei= kcej [Ui - Vj(f - ri)J [ 1 - $(t - rJ] 
ri Yi 
+ kcej 
r,/3 ui X (l”i - vj(t - ri)] X v:(c - ri)), 
I I 
(16) 
where k > 0 is a constant depending on the units used, and x indicates the 
vector cross product in R’. (The Lorentz force law and the 
Lienard-Wiechert potentials are given in standard texts on electrodynamics.) 
The system of equations (13~( 16) does not fit the format of system (1) 
because of the functional equation (13) for the delay ri. The next result 
converts this functional equation into an essentially equivalent delay 
differential equation of the desired form. 
THEOREM 3 (Properties of ri). Let u < 0 < /?. Let x, and x2 be 
continuouslv dlfirentiable 3-vector-valuedfunctions on Iu, /3] with !x;(tjl and 
Is;(t)/ < c on [a, ,8] and x,(t) #x2(t) on [0,,8]. (One-sided derivatives are 
understood at c = 0 and /3.) Assume that Eq. (13) has a solution, r;(O) = roi 
at t = 0. 
Thenjbr O< t </I 
(a) Eq. (I 3) has a unique solution, 
(b) ri(t) > (X/(t) - x,(t)l/k for j f i, 
(13’) 
where vi = x;/c jbr i = 1,2, and ui and yi are as before, and 
(d) the only solution of Eq. (13’) taking the value ro, at t = 0 is the 
solution ri(t) of Eq. (13). 
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Remark. The solvability of Eq. (13) at f = 0 would not follow from the 
other hypotheses even if one allowed a = - a~. For example, in the case of 
the one-dimensional trajectories x,(t) z 1 and .x2(r) = - (~‘1’ i- l)l/’ for 
I < 0: Eq. (13) has no solution for r, at t = 0. 
The proof of Theorem 3 in the special case of one-dimensional trajectories 
is in 111, and the following is quite analogous to it. 
Proof oJ’ Theorem 3. Let 0 < t < /I?. 
(a) Consider A(s) = cs - 1 xi(t) - xi(t - s)!. This function A is 
continuous for 0 < s < t - a: and A(0) < 0: and 
A(t + rCli) = ct I Ix,(O) - xi(-roi); - \xi(t) - x,,(-rOJ 
> Cl - ;s,(O) - xi(t)’ > 0. 
Hence A(s) = 0 for some s with 0 < s < t + rgi. Call it r,(t). 
Now suppose (for contradiction) that there is another solution of Eq. (13). 
Fi(t) z ri(t). Then 
cjr,(t) - Fi(t)i = (!xi - xi(r - ri), - Jxi - xi(t - Fiji ( 
< / xi(t - ri) - x,i(t -- fi)I < c 1 ri - It, / 
---a contradiction. 
(b) Tf r; is the solution of Eq. (13): then 
which yields the lower bound for ri. 
(c) Now apply the implicit function theorem to the equation 
g(s, r) = 0, where 
g(s, r) z cr - I xi(s) - xi(s - r):. 
In a neighborhood of the point (t, r;(t)), xi(s) --. .ui(s - r) # 0, SO in that 
neighborhood 2g/& and ag/?r are continuous and 
Thus the unique solution for r = r,(t) of g(t, r) = 0 is differentiabie and 
dr. ---L= - 2g(l, r)/‘;“_ _ [xi - xi(t - ri)] . [ai - wj(t - ri)]/cri 
dt 2g(l, r)/& - c- [xi-xi(t-ri)] .&EE* 
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(d) Let F be a solution of Eq. (13’) on 10, p] with F(0) = T,,~. Since F 
must be continuous and since F(O) > 0, it follows that F@(t) >0 for all 
sufficiently small t > 0. Thus a rearrangement of (13’) gives 
cF’= Is, -Xi(t -r”)J * [L$-vj(t -?)(I -?)I. 
Integrate this from 0 to t to find 
C~* = Cr:i + I Xi - X~(t - v3l’ - ) Xi(O) - -~j(j(-r,,i)l’ = 1 Xi - x,(t - Al ~ 
as long as f remains positive. So, by the uniqueness of the solution of (13): 
F(t) = ri(t) as long as f(t) remains positive. It follows that F(t) = ri(t) on 
IOJI. I 
Note that Theorem 3 makes no mention of whether xi and x2 have 
anything to do with the equations of motion for the two-body problem. Now 
it is time to say precisely what a solution of the two-body problem means. 
DEFINITION. Let initial 3-vector-valued trajectories 
xi(t) = e,(t) on I~,01 (i= 1,2) (17) 
be given such that each has an absolutely continuous derivative with 
I e((t)( < c, such that B,(O) # 8,(O), and such that Eq. (13) has a solution at 
t = 0 for i = 1 and 2. Then a solution of Eqs. (13~(17) is a pair of 3-vector- 
valued functions x, and x2 on [a, p) for some p > 0, with locally absolutely 
continuous derivatives such that Eq. (17) is satisfied on [cx, 0 1, and for 
o<t<p 
(4 x,(t) f x2(t)+ 
(b) each Ixf(t)i < c, and 
(c) Eqs. (13~( 16) are satisfied a.e. 
When the special case of one-dimensional trajectories was examined in 
[ 11, the conclusion was that a unique solution exists forever or until the two 
particles collide. The following theorem asserts the validity of this conclusion 
in the three-dimensional case, but now the proof is more sensitive than it was 
before. 
THEOREM 4. Given initial trajectories satisfying the conditions in the 
above deJnition, the two-body problem represented by Eqs. (13)-( 17) has a 
unique solution x, , x1 on [u,p) where p > 0, and either /? = CCI or 
lim r+5 x,(t) = lim,+b x,(t)--a collision. 
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Proof. By parts (c) and (d) of Theorem 3, Eq. (13) can be replaced by 
Eq. (13’) with the initial condition ri(0) = roi, where roi is the solution of 
(13) at t-0. 
The equivalent system (13’), (14), (15). and (16) is a special case of 
system (1). To see this define 6-vector-valued 
J?i(t) 3 (Xi(t), t.i(t)) for i=l,2. 
Then, using 3-vector dummy variables cj and vi to take the place of X~(C -- r,) 
and ~;,(t -- yi), respectively, for j = 1. 2, let 
Then it can be seen that system (13’), (14), (15), (16) satisfies conditions 
(i) and (ii) imposed on system (1) in Section 1. And, in (i3’): 
U, . 1~‘~ - ci(t - ri)] < 1 - ui . zj(t -- r;) = 11~. So condition (iii) is also 
satisfied. 
The relation between y;, xi7 and z’~ dictates the correspondence 
4?(r) = (e,(q, ~;(wc> for u < t < 0 (i== 1: 2). 
Thus the initial conditions satisfy hypotheses (iv), (v), and (vi) of Section 1. 
So. a unique solution of the electrodynamics problem exists on [a,/?j 
where b satisfies the conditions of Theorem 2. 
If p = cc, the proof is complete. 
Assume p < co. Then, since Ix;(t)1 < c on (0, /?). the Cauchy convergence 
criterion guarantees the existence of 
Xi(o) = Fmty Xi(f) for each i. 
+, 
Suppose (for contradiction) that x,Cp) # x#). 
The objective. now, is to find compact sets A, c D, and A2 c D2 such that 
(x,(t), c,(t), x,(t - ri), c,(f - t-J: x,(t - ri); ~~(2 --. ri);! E A, 
for 0 < I < /I: i = 1, 2. This will contradict Theorem 2. 
Clearly x, and x2 are bounded on la,/3). Also, there exists 6 > 0 such 
that Ix,(t) - x,(t)’ > 6 on 10, /3], and by Theorem 3 each r,(l) exists! 
is continuous: and for 0 < t G/3, ri(t) > 6/2c, or equivalently 
) xi - xi(t - ri)l > 6/2 (for i #j). In particular 
‘,‘y ri(t) = r,@) > 6/2c. 
84 R. D. DRIVER 
Since ui is continuous on ]a,p-- 6/2c], there exists B such that 
Icj(j(t - ri(t))i 4 B < I for o<r<g (i f j). 
By the definition of Di, it only remains to show that each lz!,(l)] is bounded 
away from 1 on [a,@. And this is the only place where the specific (and 
unappealing) form of Eqs. (15) and (16) is involved. 
From Eq. (15) one finds 
2’, . c!= w - t:a3/* z’. . E I I 
mic ’ I 
for 0 < 2 < 8. 
Now substitute Ei from Eq. (16) into this to get 
The second term on the right-hand side involves an expression of the form 
Z’i * ( ui X 2) and, since ui . iu, X z} = 0. one can replace 
vi. {Ui x z) with ]zi - (vi . ui) ui] . {u, x z 1. 
Do this, and divide (18) through by (1 - 2::) to find, for some constants M, 
and M2, 
Now use the fact from Eq. (13’) that 1 - r:= ]I - U, . L!,J/~, to get 
<Ml + 2M, Ic,!(’ - ri)l (1 - rl). 
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Finally, integrate both sides from t = 0 to t = s to obtain 
llnjl - Lij(s)) - In( 1 - bf(O))i 
<2kf,~+4M, i”lcpri)J (1 -r\)dt 
-II 
and hence it,(t), <A < 1 on (0, j3). This contradiction to the assertion of 
Theorem 2 completes the proof. 1 
Note the importance of the factor (1 - L::)~(~ on the right-hand side of Eq. 
(IS). Had the exponent been anything less than Z/2 the above argument 
would have failed. 
The special case of one-dimensional motion treated in 111 was much 
easier, because in that case the terms involving v/(( - ri) on the right-hand 
side of Eq. (16) drop out. 
A number of unsolved problems remain for the model of electrodynamics 
used in this paper. For example: 
(1) What can be said about continuous dependence on the initial 
conditions? For neutral equations with known delays. it was this question 
which motivated the use of absolutely continuous functions i2]. 
(2) For particles of like sign (e, e2 > O), are collisions impossible‘? 
(3) What can be said about existence and uniqueness, ecen locally, for 
the threc-body problem? In this case the model does not exhibit the desired 
“decoupling” of system (I). (The special case of one-dimensiona! motion has 
only recently been solved locally 15 I.) 
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