In 2006-2010, several Radio Frequency (RF) detectors and calibration equipment were deployed as part of the IceCube array at depths between 5 to 1400 meters in preparation for a future large scale GZK neutrino detector. IceCube's deep holes and wellestablished data handling system provide a unique opportunity for deep-ice RF detection studies at the South-Pole.
Introduction
Astrophysical high-energy neutrinos may carry valuable information about their origin, possibly point sources such as GRBs, AGNs, or SGRs, or high-energy cosmic rays produced in the GZK process; they may also offer the chance to investigate particle physics in a very high energy range unreachable by earthbound accelerators. Designed to detect neutrinos with energies in the range of 10 2 − 10 10 GeV, currently existing neutrino detectors, such as IceCube and Antares, are quite large, incorporating hundreds of photo-multiplier tubes, sensitive to photons in the optical wavelength range. In order to survey the extremely high energy regime above 10 10 GeV, however, even larger detectors will be needed. The concept of a GZK neutrino radio frequency detector buried in ice at shallow depths or deployed as a surface array was suggested more than 20 years ago [1] . The RICE [2] array and the ANITA experiment [3] are already taking advantage of the Askaryan effect and the massive volume of ice in Antarctica for neutrino detection. Future experiments include ARIANNA [4] , a surface array on the Ross Ice Shelf, and ARA [5] , an in-ice array at shallow depths near the South Pole.
Our unique access to IceCube's deep and wide holes have provided us with an opportunity for deploying radio frequency (RF) detectors in the deep Polar ice. These detectors use the communication and time calibration systems developed for IceCube and rely on the experience within the IceCube Collaboration for developing hardware and software and for building and deploying highly-sensitive equipment in the extreme South Pole environment as well as on radio technology expertise from the RICE and ANITA Collaborations.
In the following sections, the design of the deployed detectors will be discussed as well as some of the on-going studies 1 http://www.icecube.wisc.edu using these detectors. Figure 1 and Table 1 summarizes the inice locations and depths of the units described below. Table 1 .
Hardware description
IceCube's radio extension modules were installed during the Austral summers between 2006 and 2010 at depths of 5 to 1400 m. Each radio module was installed directly above IceCube's digital optical modules (DOMs) immediately following a successful installation of the string. The RF components were mechanically attached to the ∼ 3 km-long IceCube main cable (a 5-cm-wide cable bundle for communication and power) which simply served as a mechanical support; some of the modules, however, were tapped into one of the auxiliary twistedpairs within the main cable designed for specialized device operations, such as this one. The main cable, being a massive conducting object, can shadow the RF antennas, as discussed later.
During the first two seasons five detectors capable of full waveform (WF) digitization were deployed. These so called "clusters" consisted of a set of antennas and the central electronics module, and were built upon the experiences and technologies of ANITA, RICE, and IceCube. During the last season, a small array of envelope-detectors for transient detection study and additional calibration hardware were deployed at shallow depth. Fig. 2 . Triggering and digitization is done in a similar way to ANITA [6] , namely, by splitting the signal from individual channel into four frequency bands and requiring threshold crossing in a programmed number of frequency bands and channels. The sampling speed is two giga-samples per second into a 256 ns-deep buffer. The digitized data are sent to the surface using the IceCube cable system. During the 2006-2007 season, a third cluster with only a transmission channel was also deployed. A detailed description of the electronics installed inside the DRM can be found elsewhere [7] .
During the Austral summer of 2008-2009, three additional radio clusters were deployed. These clusters are based on the same design as above with a few minor modifications, including an addition of two low-frequency channels sensitive down to 100 MHz, an ACU with a higher transmission power, and a shorter spacing between antennas. The trigger logic board was also modified to act on three frequency bands (instead of four) plus the full-frequency band.
Season III(2009-2010): Transient detectors and calibration antennas
The idea of using an array of simple transient sensors to image the unique spatiotemporal signature of neutrino interactions in Antarctic ice was proposed by Gusev and Zheleznykh nearly thirty years ago [1] . In this type of detector system, the pattern of coincident hits among a large number of sensors provides event confirmation, indication of direction and energy, and information for rejecting sporadic noise on the basis of time-ofarrival and amplitude.
Six units of transient-prototype-detector were deployed in the 2009-2010 season. Each unit consists of a discone wideband omni-directional antenna feeding into a Transient Detector Assembly (TDA), an exploratory device, whose block diagram is shown in Fig. 3 . Each unit is read out using an unmodified control Mother-Board (MB) developed for the IceCube DOM [8] . The IceCube cable and calibration system also facilitates timing calibration and data handling. The units were deployed in pairs above three IceCube strings, with one unit at z = −5 m and the other at z = −35 m. The Local Coincidence (LC) capabilities of the IceCube MB are also exploited; when LC is enabled, each TDA pair reads out data only if both of the pair are triggered in some adjustable time window. The rise-time of the output pulse from these units is on the order of 10-20 ns and is largely independent of amplitude.
Also deployed during the same season are a set of azimuthalsymmetric antennas for the attenuation length measurements mounted symmetrically around the support cable rather than adjacent to it. 
South Pole ice and ray tracing
The properties of ice at radio frequencies determine the feasibility and design of future GZK neutrino detectors. Specifically, the attenuation length affects the spacing between channels and the effective detector volume, whereas the index of refraction determines the reconstruction capabilities and simulation quality. The existing in-ice RF attenuation data from the South Pole were obtained by sending signals down into the ice using a surface transmitter and recording the signals reflected on the bedrock below. This measurement provided an average RF attenuation over the round-trip, weighted by the temperature profile along the path [9] .
The latest index of refraction measurement at the South Pole reported in [10] combines results using the RICE array down to 150 m and ice cores down to 240 m. The model used is of the form n(z) = n deep + (n shallow − n deep )e n c ·z , where n c ≈ −0.0132 m −1 , n deep ≈ 1.78, and n shallow ≈ 1.35. The changing index of refraction causes rays to curve in the ice layers, especially in the soft ice layers on top of the glacier (firn), and decreases the angular acceptance of shallow-deployed detectors by causing total reflection of rays propagating between the layers. Since there is no analytical solution to the ray-tracing problem, detailed simulation is needed for accurate ray tracing; this, however, requires extensive computation. We have been able to decrease the computation time by an order of magnitude using a semi-analytical method.
Uncertainties in index of refraction lead to uncertainties of the order of a few ns in the time difference measured between two receivers a few meters apart (geometry-dependent); therefore, a precise knowledge of index of refraction is necessary for a sub-ns-resolution detector.
When looking at possible paths connecting a transmitter and a receiver both in ice there will either be no solution or two solutions (direct ray and refracted ray) to the ray-tracing problem. The refraction may take place at the ice-air boundary on the surface, but also within ice, as illustrated in Fig. 4A . If reflections from the bedrock are taken into account there will be additional solutions, which will be attenuated due to the longer paths.
Attenuation length measurement
A point-to-point attenuation length measurement using the hardware described here is on-going. The source of difficulties in this measurement includes the in-ice ray optics limiting the field of view of the antennas and the shadowing of the support cable adjacent to the receiving and transmitting antennas. In the upcoming season (2010-2011), a set of special antennas that are mounted symmetrically around (rather than adjacent to) the support cable will be used for attenuation length measurements. 
Index of refraction measurement
The extremely shallow location of the TDA units makes them sensitive to small variations in the index of refraction model, especially to n shallow and n c . Five out of six TDA units were able to trigger on a calibration pulse transmitted by the ACU on "Sally" at −245 m. The sixth unit that did not see the pulser (Top antenna at hole 8) was in the shaded area where no solution exists. Limits on the ice model parameters can be made by measuring the trigger time differences between different units as well as the time differences between the direct and refracted ray. This is illustrated in Fig 4B where an average WF from a pulser run for the top and bottom detectors in hole 16 is shown. The expected time delay between the direct and refracted ray for the top antenna was calculated to be about 14 ns, and the direct and refracted peaks are not resolvable. For the bottom antenna the simulated time delay was about 137 ns, in good agreement with the measurement. Figure 5 shows preliminary constraints on n shallow and n c based on combined time differences measured between detectors. 
Wind-generated EMI
Over four days in 2010 (July 15-16 and July 21-22), the volume of data collected by the radio detectors increased dramatically from ∼ 200 MBytes for a normal day to more than 5
GBytes. The trigger rate study shows that the timing of the elevated noise rates coincided with the periods of winds stronger than ∼ 20 knots (Fig 6) . Most of the WFs captured on the deep clusters during these strong winds were clearly downgoing while the WFs on the shallow clusters are mostly saturated. Preliminary reconstruction study has pointed to an area around large structures in the Dark Sector as the origin of this interference. More sophisticated reconstruction efforts are in progress to better characterize the source of the noise.
Since the South Pole is electrically insulated electrostatic charge accumulates easily leading to a discharge causing EMI. There are two possible mechanisms as to how electrostatic charge builds up in strong winds: "precipitation charging" [12] where blowing snow causes structures to charge up, and "snowstorm electrification" [13] where charge separation occurs near the snow surface.
Conclusion
Work is under way using the RF IceCube-radio-extension modules for characterizing the ice properties and the South Pole RF environment. Understanding the nature and origin of the wind-related interference, index of refraction and attenuation lengths of ice will provide a valuable guide for designing a future GZK neutrino detector. 
