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Resumo Comunicac¸o˜es veiculares em Dedicated Short Range Communications
(DSRC) e Intelligent Transportation Systems (ITS) sa˜o cada vez mais
comuns e usadas no dia a dia. Para este tipo de comunicac¸o˜es fun-
cionar, um standard foi desenvolvido atrave´s de melhorias do usado
regularmente em Wi-Fi, o IEEE 802.11p, que funciona na banda dos
5.9 GHz. De forma a permitir o uso deste tipo de sistemas de co-
municac¸a˜o, os Amplificadores de Poteˆncia sa˜o uma das partes impor-
tantes dos front-ends de RF. Estes devem ser o mais linear poss´ıvel
para que seja poss´ıvel atingir elevadas taxas de transmissa˜o de da-
dos e cumprir com a Ma´scara Espectral de Emissa˜o. A linearidade
pode ser alcanc¸ada pela escolha correcta do ponto de polarizac¸a˜o do
trans´ıstor ou atrave´s de pre´-distorc¸a˜o. Como a eficieˆncia e´ tambe´m
uma das maiores preocupac¸o˜es nos sistemas de comunicac¸a˜o actuais,
as te´cnicas de pre´-distorc¸a˜o sa˜o cada vez mais usadas, evintado assim
um back-off desnecessa´rio do amplificador de poteˆncia.
Nesta dissertac¸a˜o, o objectivo e´ desenhar e implementar um amplifi-
cador de poteˆncia que possa ser utilizado nas quatro classes de poteˆncia
definidas pelo standard IEEE 802.11p: A, B, C e D, sendo a D a mais
restritiva, que requer um amplificador altamente linear. Para que este
objectivo possa ser cumprido, alguns conceitos teo´ricos sa˜o explicados
durante esta dissertac¸a˜o sobre o standard e caracter´ısticas relacionadas
com amplificadores de poteˆncia. O design e simulac¸a˜o sa˜o apresenta-
dos com va´rias ilustrac¸o˜es e resultados para descrever todo o trabalho
realizado de forma coerente e simples, desde o design do amplificador
de poteˆncia ate´ a` implementac¸a˜o do pre´-distorc¸or digital. Enquanto
que para as classes A, B e C o amplificador desenhado cumpre as
especificac¸o˜es, para a classe D recorreu-se a um pre´-distorc¸or digital.
No fim deste documento, o amplificador e´ testado com e sem pre´-
distorc¸a˜o, comparando ambos os resultados, assim como sa˜o feitos
testes com 1-tom para ana´lise da eficieˆncia, ganho e poteˆncia de sa´ıda
para a frequeˆncia de operac¸a˜o do standard IEEE 802.11p. Uma ana´lise
critica e propostas de trabalho futuro sa˜o apresentadas como nota final
desta dissertac¸a˜o.

Keywords amplifiers,classes of operation,digital predistortion, DSRC, efficiency,
ITS, linearity, memory polynomial, power, radio frequency, vehicular
communications
Abstract Vehicular communications in Dedicated Short Range Communications
(DSRC) and Intelligent Transportation Systems (ITS) are becoming
more common and used nowadays. For this type of communications
to work a standard was developed as an improvement from the Wi-
Fi regular standard, the IEEE 802.11p, that works in the 5.9 GHz
band. In order to allow the use of such communication systems, Power
Amplifiers (PAs) are one of the most important parts of the RF front-
ends. They have to be as linear as possible to allow high transmission
data rates and Spectrum Emission Mask (SEM) compliance. Linearity
can be achieved through the correct selection of the transistor bias
point or through predistortion. Since efficiency is also one of the main
concerns for today’s communication systems, predistortion is becoming
a technique that is commonly used, avoiding an unnecessary back-off
of the PA.
In this thesis, the objective is to design and implement a PA that is
compliant with the four power classes of the IEEE 802.11p standard:
A, B, C and D, being D the most stringent one, which requires a
highly linear amplifier. In order to achieve this goal, some theoretical
concepts are explained during this thesis, regarding the standard and
PA characteristics.
The design and simulation are presented with several illustrations and
results to sustain and describe all the work performed in a cohesive
and simple way, from the PA design to the Digital Predistorter (PD)
implementation. While for classes A, B and C the designed amplifier
matches the specifications, for class D a Digital PD was used.
In the end of this document, the PA is tested with and without the
PD, comparing both results and also doing the regular 1-tone tests
for efficiency, gain and power output for the frequency of operation
of the IEEE 802.11p standard. A critical analysis and future work are
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Radio communications have been evolving rapidly since its beginning until today. One
can quickly understand the different reality between then and now just by analyzing the
number radio systems used in daily activities, such as TV, FM Radio, Mobile Communica-
tions (like Global System for Mobile Communications (GSM), Universal Mobile Telecom-
munications System (UMTS) or Long Term Evolution (LTE)), Internet Access (Wi-Fi),
Global Positioning System (GPS), etc. The inclusion of all these carriers in the same de-
vice influences the battery supply needed for devices like mobile phones. It is important to
notice that the inclusion of all these technologies implies the use of high data transmission
rates with mobile devices which need more efficient equipment to be able to work for a
large time interval.
One part of these Radio Systems are the PAs, which are used in several fields and
areas. As the name says, to amplify a signal, means that the output signal in terms of
power should larger than the input signal. PAs are used for every communication system
and so their characteristics are crucial for the successful implementation of a communica-
tion protocol. As it will be seen in the sections to come, efficiency and linearity are two
important characteristics of a PA and they normally do not walk hand in hand.
In the particular case of this Dissertation, I am focused on the Microwave (MW) ap-
plications of such PAs. MW is a part of the Electromagnetic spectrum considered to be
between, approximately, 1 GHz and 30 GHz (Figure 1.1), which is the electromagnetic
1
Figure 1.1: Electromagnetic Spectrum Distribution [1]
band used for cellular communications, Wireless Local Area Network (WLAN), WiMAX,
GPS, among others. In the particular case of the work developed the goal was to design and
implement the PA needed to fulfill the requirements of the IEEE 802.11p communication
protocol. This protocol is used to add Wireless Access in Vehicular Environments (WAVE),
supporting ITS applications. This way Vehicle to Vehicle (V2V) and Vehicle to Infras-
tructure (V2I) are allowed. Further considerations regarding IEEE 802.11p standard are
described later on.
1.2 Objectives and Contributions
The objective of this thesis is to study the functioning and design of a Radio-Frequency
(RF) PA suitable for wireless communications using the IEEE 802.11p standard at 5.9 GHz.
Linearization techniques must be taken into account as well, either through Transistor Bias
Point or DPD, in order to achieve the linearity necessary to fulfill the Spectrum Mask
needed in this standard.
To accomplish this, the following points must be followed:
• Market analysis regarding transistor choice
• Design in Advanced Design System (ADS) of the Power Amplifier
• Study and implementation of DPD techniques
• Final testing and measurements
2
To disseminate this work, a paper entitled ”Design of a Power Amplifier for IEEE
802.11p applications” was submitted to the conference Eurocon 2015, in Salamanca, Spain.
1.3 Structure
In the next paragraphs the structure of the document is explained, in order to under-
stand the work done in this Dissertation.
In the first chapter the motivation, goals and structure of this Thesis are explained,
regarding the components of each chapter.
In the second chapter Vehicular Communications as well as the IEEE 802.11p standard
are described as this is the purpose of the PA designed. Besides this, other concepts such
as Orthogonal Frequency Division Multiplexing (OFDM) are explained as they are integral
part of the IEEE 802.11p standard.
In the third chapter a brief introduction about PA characteristics, such as Bias Point,
Linearity, Efficiency, Technologies used in transistor manufacturing, etc, and knowledge
needed to understand some approaches, such as S-Parameters.
During the fourth chapter the Design procedure is explained, from the selecting of the
transistor and substrate to the use of ADS to improve certain results.
In the fifth chapter the results regarding the simulations are presented. These results
show the performance of the PA in terms of one-tone and two-tone simulations as well as
stability measurements.
In the sixth chapter, an introduction regarding DPD is done, as well as the explanation
about the implementation of such algorithm, using memory polynomials.
Regarding the seventh chapter, the final measurements of the PA designed with and
without DPD are done and discussed.
3





Vehicular Communications are becoming more and more important in daily life, as ev-
eryone is looking for the self-driving car. In order to achieve this technology, vehicles must
be able to communicate among them and also with the roadside units. In today’s world,
an example of a roadside unit is the tolls system Via Verde from Brisa, used in highways
to allow costumers to pay the toll without stopping. The concept of vehicular communica-
tions would allow vehicles to share traffic, accident or weather information between each
other and roadside units allowing safer roads. Another example is the possibility of leisure
activities, such as Internet access, network games, chat, among others [2].
This is a concept that can allow telecommunications operators to provide new services
to a niche market, specially regarding the leisure capacities of this network. In terms of the
safety side of the equation, inter-vehicle communication is the future in terms of automobile
and traffic management allowing the use of distributed networks over centralized networks,
which have greater latency times, in a system where delay in the communications can be
fatal, and require the use of sensors across the road making the implementation cost of
such systems high [2].
Traffic management is one of the main interests of nowadays vehicular communica-
tions, since it is with this traffic management and communication between vehicles that
self-driving cars can co-exist. As described in [3], traffic models are being created, using
data like vehicular speed, density and flow, while trying to forecast the traffic for the next
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15 to 20 minutes, allowing the drivers to plan alternative routes.
With the increased development of intelligent systems, the development and deployment
of ITSs also moves forward, allowing V2V and V2I interactions to become more important
and useful. From safety measures to traffic management control, vehicular communication
systems are becoming more and more complex and will have increased importance in years
to come.
2.1.1 IEEE 802.11p
This standard is similar to other 802.11x protocols, such as 802.11a or 802.11b, mean-
ing that, as some versions of the other standards, it uses OFDM modulation which implies
high Peak-to-Average Power Ratio (PAPR) [4]. In the case of LTE 4G the PAPR is nor-
mally between 8 to 12 dBm depending on the number of carriers used for the modulation.
Since 802.11p also uses OFDM as a modulation technique it is possible to consider that
the PAPR of such system can be close to the PAPR of an LTE system. Besides the OFDM
another common characteristic for 802.11 standards is that the maximum output power
of a PA is 1 Watt and the effective radiated power is 4 W [5]. The IEEE 802.11p was
developed to allow WLAN in vehicular environments, being used in V2V and V2I commu-
nications.
The main differences of the protocol compared to 802.11a are listed below, considering
information in [6]:
• Bandwidth In 802.11p, the 10MHz channels are usually used, in order to make the
signal more robust against fading. The 20MHz are optionally implemented.
• Carrier spacing The 802.11p signal uses a carrier spacing reduced by 1
2
compared
to 802.11a (due to the half clocked mode).
• Symbol length The symbol length is doubled making the signal more robust against
fading (due to the half clocked mode).
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• Frequency The 802.11p standard operates in the 5.9GHz frequency band, as the
802.11a operates in the 2.4GHz and 5GHz frequency bands.
Besides these differences, the ACPR as well as the SEM are more stringent in IEEE
802.11p than in IEEE 802.11a, especially in one of the power classifications created for this
standard, Class D. This Class is the one that this design is trying to achieve.
Power Class Expected Communication Distance (m) Maximum Input Power of Antenna (dBm) Maximum EIRP (dBm)
A 15 0 23
B 100 10 23
C 400 20 33
33 for non Governmental
D 1000 28.8
44.8 for Governmental
Table 2.1: Maximum Transmitted Power for DSRC Band [6]
Permitted power spectral density, dBc
Power Class
+- 4.5 MHz offset +- 5 MHz offset +- 5.5 MHz offset +- 10 MHz offset +- 15 MHz offset
A 0 ±10 ±20 ±28 ±40
B 0 ±16 ±20 ±28 ±40
C 0 ±26 ±32 ±40 ±50
D 0 ±35 ±45 ±55 ±65
Table 2.2: Transmitted Spectrum Mask for 10 MHz Channels [6]
As it can be observed in Tables 2.1 and 2.2, the class D constrictions are very demanding
in terms of PA design, demanding a highly linear PA. As seen before, linearity presents an
important factor when using a PA for a specific application such as IEEE 802.11p. Since
linearities present one of the reasons for the increase width of the spectrum of a signal
which leads to higher ACPR the SEM may not be fulfilled if the PA presents a high degree
of non-linearities.
2.1.2 Orthogonal Frequency Division Multiplexing
Orthogonal Frequency Division Multiplexing (OFDM) modulation is widely used in
communication systems such as wireless networks (IEEE 802.11a or Wi-Fi) or 4G (LTE)
mobile communications since it allows a large number of closely spaced orthogonal sub-
carrier signals to carry data on several parallel data streams/channels, dividing a bit stream
into Nc substreams. This procedure leads to a distortion reduction of the overall signal.
The basic principal behind OFDM is Frequency Division Multiple Access (FDMA). FDMA
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requires the use of a guard band for each sub-carrier which results in a loss of efficiency as
it can be seen in Figure 2.1.
Figure 2.1: Example of the distribution of sub-carriers in FDMA and the guard band
needed between them (Image taken from [7])
The main difference between FDMA and OFDM is that in the latter the carriers are
orthogonal to each other (in frequency domain) which allows the elimination of the guard
bands needed in FDMA[8]. This is easy to see with two sinc signals as in Figure 2.3.
This way pulses can be transmitted at 1/T rate within a 1/(2T) bandwidth without Inter
Symbol Interference (ISI), in case a Guard Interval is added. This Guard Interval contains
the final samples of a bit stream and puts them in the beginning as shown in Figure 2.2.
Figure 2.2: Use of Guard Interval to prevent ISI (Image taken from [9])
Each sub-carrier contains a commonly used modulation scheme such as Quadrature
Amplitude Modulation (QAM) or Phase-shift Keying (PSK). A major drawback in terms
of terrestrial use of OFDM is the high PAPR. This occurs because the independent phases
of the sub-carriers can often combine constructively. The problem with PAPR is that it
obliges the PA, to operate with a certain level of back-off, which in the case of LTE, for
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Figure 2.3: Sinc function representation in a OFDM application (Image taken from [10])
Figure 2.4: Representation of an OFDM system (Image taken from [9])
example, is about 8-12 dB, as stated in the beginning of this chapter. This means that
efficiency will always be a problem in this type of systems/applications. This leads to one
of the reasons of the design, where the main concern is the linearity rather than efficiency.
Other problems related with OFDM concerning modulation are the complexity of the bank
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of modulators, for example, but these problems are more concerned with the Digital part
rather than the analog part so they are not approached in this Dissertation. Figure 2.4
shows a full OFDM system (apart from the RF front-end).
In short, the main advantages of OFDM are [11]:
• Good performance in selective fading channels
• Low-complexity of base-band receiver, requiring simple equalizers in frequency do-
main
• Good spectral properties
• Compatibility with multiple antenna technologies
The main drawbacks are [11]:
• Non-constant envelope of the modulated signal





One of the most important parts of a RF Front-end for communication systems is the
PA. As a communication system, Vehicular Communications also need a PA. The de-
velopment of this part of a Front-end allows the use of the RF part in Software Defined
Radio (SDR) applications to improve the functionalities of V2V and V2I communications.
With this being said, this section presents a series of characteristics about PAs and also
some adjacent knowledge needed to understand these characteristics.
3.2 S-Parameters
S-Parameters are used to describe the relationship between ports or terminals of a
quadripole/two-port network. This two-port network can be anything: a resistor, a trans-
mission line or an integrated circuit, for example, as long as it can deliver current or voltage.
S-Parameters are represented in a matrix called Scattering Matrix which is represented









To better understand the Scattering Matrix it is important to know the definitions for
each element of the Matrix, which can be seen from Eq. 3.2 to Eq. 3.5.
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(reverse transmission coefficient with input properly terminated)










Figure 3.2: Representation of a two-port network using Voltages and Currents(Image taken
from [14])
Vi and Ii are the voltages and currents at the ports of the two-port network as repre-
sented in Figure 3.2.
When using a two-port network in a transistor, the transistor has to be properly bi-
ased. Another important factor is that the S-Parameters of a transistor must be measured
under small-signal conditions. As important as this, is the fact that the S-Parameters of a
transistor change with the frequency.
Using S-Parameters presents a great advantage that comes from its definition: they
are measured using a matched termination[13]. Consider this a very brief explanation of
S-Parameters but the enough for the scope of this Thesis.
3.3 Bias Point and Classes of Operation
Within PAs, the traditional classes of operation are A, AB, B, C, where the transistor
works as a controlled current source, which then lead to different classes of operation
such as D, E or F that are derivations of the traditional ones, where the transistor works
as switching device. These differ in terms of conduction angle, efficiency, linearity and
gain. The class selection is made through the setting of the Bias point for the transistor
for classes A, AB, B and C. The Bias Point and the Drain-Source DC current (IDC) are
related. Considering Class A as a first example, lets evaluate Figure 3.3.
As it can be seen in Figure 3.3, a Class A amplifier is characterized by the fact that it
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Figure 3.3: Class A conduction angle (Image taken from [15])
conducts for the entire cycle of the input signal [15], which means the conduction angle is
360 degrees. Class A acts as a current source controlled by the gate drive and bias point [16].
In terms of conduction angle the next step is Class B (Figure 3.4) which means a
conduction angle of 180 degrees, thus meaning that the transistor, when having a sinusoid
input, only conducts during the positive slope of that same sinusoid. This happens due to
the fact that a Class B PA is biased using zero DC current. It is easy to see that this lack
of conduction angle will lead to non-linearities, which will be discussed later.
This leads us to the next class of operation: Class AB. As the name states it works
between Class A and Class B, thus meaning that the conduction angle is between 180 and
360 degrees (Figure 3.5), accomplished because the biasing of the transistor is done with
a nonzero DC current much smaller than the peak current [15].
Apart from these 3 types, other types exist, among them Class C, which is when the
transistor conducts for an angle smaller than 180 degrees (Figure 3.6). Other examples,
such as Class F are derivations of the 4 main classes described above as said before. Class
F can be used to increase the efficiency of a design made in class AB or B. To understand
the following procedure it is important to notice that in RF PA design the harmonics of a
signal are normally treated in a certain way to improve the efficiency of the overall system.
In classes AB and B the harmonics of the signal are short circuited whereas in class F the
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odd harmonics are open circuited and the even harmonics are short circuited. This leads
to approximately square waves of voltage and half-sine wave for current (Figure 3.7)). If
infinite harmonics could be done, a perfect square wave and a perfect half-sine wave is
achieved [17] and 100% efficiency is obtained. In practical terms only the 2nd and 3rd har-
monics are considered due to high frequency losses in materials which leads to a maximum
of over 80% efficiency in class F amplifiers. Due to this fact, class F PAs are becoming
more common when designing for highly linear configurations.
Figure 3.4: Class B conduction an-
gle (Image taken from [15])
Figure 3.5: Class AB conduction an-
gle (Image taken from [15])
Besides the conduction angle, other characteristics vary according to the Bias Point of
the transistor, such as gain, efficiency and output power, as said before. To better under-
stand the values related to each class of operation, first it is important to understand how
to calculate the max output power and the efficiency of the transistor.
The max power given to a certain load by a transistor takes into consideration the







In equation 3.8, VDC represents the voltage supplied by the voltage supply and Imax
the maximum current in the transistor.
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Figure 3.6: Class C conduction an-
gle (Image taken from [15])
Figure 3.7: Class F conduction angle
(Image taken from [17])
The efficiency of the amplifier is dependent from the max output power and the DC
power supplied to the transistor. This means that, intrinsically, it also depends on the









sin(θ)− θ cos(θ) (3.9)
To better understand the differences between classes A, AB, B and C Table 3.1 sum-
marizes the values expected for each case.








C 0o<2θ<180o PLMax(θ) 100%<ηMax<78,5%
Table 3.1: Characteristics of each Bias point using conduction angle. [18]
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3.4 Linearity
3.4.1 Linear and Non-Linear Systems
Before approaching Linearity in PAs it is important to understand the linearity concept
from a mathematical perspective.
Linearity is a concept that incorporates both proportionality and superposition princi-
ples. This means if x(t) is an input signal to y(t), then the sum of the responses of y1(t)
and y2(t) to x1(t) and x2(t), respectively, must be equal to the response of y(t) to the sum
of x1(t) and x2(t). The next mathematical equations help understand this situation.
y1(t) = a1 × x1(t) (3.10)
y2(t) = a1 × x2(t) (3.11)
y(t) = y1(t) + y2(t) (3.12)
These systems are much easier to understand than non-linear systems. Nevertheless
most of real systems are non-linear, whose mathematical approaches involve more calcu-
lations and processing than linear systems. However, due to mathematical tools available
nowadays, some non-linear systems can be, under certain conditions, treated as linear-
systems.[19]
Besides all this, and before moving on with Linearity in PAs, it is good to know that
other systems use non-linearities in a positive way. For example, mixers or frequency
multipliers, could not exist if there were no non-linearities [19].
3.4.2 Linearity in Power Amplifiers
Regarding linearity in PAs, there are two ways to understand it, either through gain
(AM-AM characteristic) or the signal phase related to the input signal (AM-PM character-
istic). If both AM-AM and AM-PM represent a constant relation in the PA for a certain
region of operation, then the PA is linear in that region. These curves can be found in
Figure 3.8.
To achieve the linearity there are two options considering only the bias point: either
Class A is selected (which is the most linear class of operation) or a transistor is used in
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Figure 3.8: AM-AM (a) and AM-PM (b) real and ideal curves (Image taken from [18])
back-off mode while biased in Class AB/B. The back-off mode means that, i.e., a transistor
is able to provide 40 dBm of Power output at 1dB compression point, for example, and
only 28 dBm will be used. The non-linearities introduced by amplification of the signal
decrease the quality of the SEM which is an extremely important factor when designing
PAs to obey a certain communication protocol as the WLAN case. This is even further
noticed when considering the cases of Power Classes C and D of IEEE 802.11p where the
SEM is very stringent.
Another way of improving linearity is the use of a DPD. A DPD is used in cases
where linearity is needed but efficiency is also important. This means that a DPD helps
maintain the Output/Input ratio (gain) as well as the phase angle between the input and
output signal. These effects originate in-band an out-of-band distortion which compromises
the SEM and consequently the overall quality of the system. In the scope of this thesis,
efficiency is not the main goal but linearity is. Nevertheless, using Class AB or B improves
the Output Power of the transistor which helps achieving the back-off needed due to the
high PAPR value.
3.5 1dB Compression Point
The 1dB Compression Point is correlated to the Linearity of a PA and it is normally
considered regarding the ideal behavior of a PA. This means that the 1dB Compression
Point is the operation point where the real Gain curve (or AM-AM characteristic) is 1dB
below the ideal Gain curve. This means that 2dB Compression Point or 3 dB Compression
Point can also be considered depending on the situation. As the gain compresses more and
more, the non-linearities of the PA also increase.
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Figure 3.9: Power output versus Input Power in a generic Power Amplifier with 1dB
Compression Point Illustration (Image taken from [20])
3.6 3rd Order Interception point
The Third order Interception Point (IP3) is another way of characterizing the linearity
of a PA. This way of evaluating the linearity of a circuit has an advantage since the
distortion caused by the circuit can be computed for any input power level, as it can be
seen in Equation 3.13, where G represents the Gain of the PA, Pin the input power of the






The linearity problem leads to another important feature in PAs: efficiency. Since
there are many portable devices nowadays used in, for example, cellular communications,
having a low-efficiency PA is not desirable. Regarding this situation, using a Class C PA
would be a good decision. However due to the non-linearities of such bias point, this is
not always a good solution, so Class AB/B is a better option. Nevertheless, using Class
C for linear systems can be an option if the PA is used with a DPD which compensates
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Figure 3.10: Representation of the 3rd Order Interception Point (Image taken from [21])
the non-linearities in the PA, as described before. Nevertheless it is important to consider
that the more non-linear an amplifier is, the more complex a DPD will be, which in some
cases can request higher computational power and so higher power consumption as well.
3.7.1 Power Added Efficiency
PAE is a way of measuring the efficiency of a PA which is a bit different from the tradi-
tional efficiency η, presented in Equation 3.9. Where as η only presents a ratio between the
RF power delivered to the load and the DC power, PAE presents a definition between the









PAE is important since, when the output power increases significantly, ”the gain looses
importance as a valuable performance evaluation tool”[21], thus giving origin to the ratio
between added power and supply power as seen in Equation 3.14. As it will be seen later
in the simulations and result presentations, the PAE is one of the PA characteristics taken
into account when evaluating its performance.
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3.8 Adjacent Channel Power Ratio (ACPR)
ACPR (also known as adjacent channel leakage ratio) is related to the effect of non-
linearities in adjacent channels. It is a measurement done nowadays since it allows the
user to evaluate the distortion caused by the amplifier in the adjacent channels. It is ”the
ratio of the power in a specified band outside the signal bandwidth to the Root Mean
Square (RMS) power in the signal”[22]. Figure 3.11 illustrates better this situation.
Figure 3.11: Representation of the ACPR effect due to non-linearities (Image taken from
[23])
3.9 Stability
Stability is another important aspect when designing a PA. ”The fundamental defini-
tion of a stable electrical network is that its response is bounded when the excitation is
bounded”[19]. When relating this to a linear two-port network, it means that the poles
of the network must be on the left half of the complex plane. An unconditionally sta-
ble amplifier is what designers try to achieve in a large bandwidth. Stability issues can
occur at low-frequencies (for example, sub-harmonics), the frequency of operation or at
n-th order harmonics. This means that for each case there are different ways to prevent
instability issues in the PA. The K-factor, also known as the Rollet Stablity Factor, is a
way of understanding if a PA can be stable or not. The K-factor takes into consideration






∆ = S11S22 − S12S21 (3.16)
In practical terms it can be said that if K >1 and |∆| <1, the two-port network is
unconditionally stable. However, and as presented by [24], if instead of Equation 3.16
being less than 1, Equations 3.17 or 3.18 are greater than zero, stability is also achieved.
B1 = 1 +|S11|2 −|S22|2 −|∆|2 (3.17)
B2 = 1 +|S22|2 −|S11|2 −|∆|2 (3.18)
Another way of understanding stability and measuring it are the µsource and µload co-
efficients. These coefficients can be used in the same way as the K and ∆ to study the





If both µsource and µload are greater than 1, then the two-port network is uncondition-
ally stable [24]. Both of these geometric stability coefficients are used in ADS simulation
and thus are important for the analysis of the stability of the PA designed. As it can be
seen, it is easier to use geometric stability coefficients since there are less equations to be
calculated to investigate about the stability of a certain circuit.
These pre-requisites can be obtained with different techniques and the one used in this
design will be discussed later on in Chapter 4.
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3.10 Technologies
RF PAs use different active devices which include, Bipolar Junction Transistors (BJTs),
Metal Oxide Semiconductor Field effect Transistors (MOSFETs), Junction Gate Field ef-
fect Transistors (JFETs), Gallium Arsenide Field effect Transistors (GaAsFETs), Metal
Semiconductor Field effect Transistors (MESFETs), High electron mobility Transistors
(HEMTs), among others. Depending on the technology used and the purpose of the PA,
the output power varies as well as the range of frequency operation. These characteristics
also take into account the packaging of the transistor, which can be on chip, Monolithic
Microwave Integrated Circuit (MMIC), etc. Another important point is that most transis-
tors operate in an n-p-n junction ”because the greater mobility of electrons (versus holes)
results in better operation at higher frequencies”[16]. This is an important factor since
nowadays developments in the K-Band/Infrared (about 20 to 40 GHz as seen in Figure
1.1) are more and more common and looks like communications in this high frequency can
have a great impact in future work and technology development.
Regarding the Gallium Nitride (GaN) HEMT transistors, they have higher output
power capabilities than most GaAsFET, in terms of MW PAs, being capable of operating
at high temperatures. This means that they can operate with less protections, reduced
size cooling systems and an increase in longevity in adverse environments.Having a higher
power density also allows the design of smaller power modules when compared to the ones
that use GaAsFET transistors [25].
As a curiosity for technology development in transistors, Figure 3.12 shows the cutoff
frequencies for the transistors produced with different technologies.
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Figure 3.12: Transistor cut-off frequency comparison for various device technologies - data




In this chapter the design procedure is described. To better understand the steps
needed, the following sections are presented:





• Impedance Matching Networks and Stability
• Minor Adjustments and Optimizations
The Design simulations and procedures were done using Advanced Design System
(ADS) from Keysight Technologies.
4.1 Transistor and Substrate
The first step in the Design is to choose a transistor that is available on the market and
can fulfill the requirements needed for its use. First, the transistor chosen should work in
the 5.9 GHz region, due to the IEEE 802.11p standard. Besides this, and because the goal
is to achieve Class D communications, the output power of the PA should be at least 28.8
dBm plus an added value of PAPR which is considered to be about 10 dB for this design,
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considering the specifications of LTE standard.
With this in mind, and rounding the values of output power, the transistor should be
able to provide to the load at 1 or 2dB compression point (more on this later), about 40
dBm of Power. To achieve this, the transistor chosen is the CREE CGH55015 suited for
this type of applications. The complete datasheet of this device can be found in [26].
Figure 4.1: CREE CGH55015 transistor (Image taken from [27])
Moving on from the transistor, the substrate is another important factor in the design
of a RF PA. A substrate should have a consistent r over the whole board and adding to
that it is convenient that the Tangent Loss value is also as low as possible. Considering
this and the substrates available at our facilities, it was decided that the Substrate should
be 4350B from Rogers. The most important specifications of the device can be found in
Table 4.1.
4.2 Bias Point
In order to select the Bias Point, linearity and efficiency are two important factors for
this choice. Considering this and relating it to the IEEE 802.11p standard requirements,
biasing the transistor in Class AB mode can be a good decision. Class AB as described
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Parameters Value
Substrate Thickness 0.762 mm
Conductor Thickness 35 µm
Dielectric Loss Tangent 0.0031
Relative Dielectric Constant 3.66
Table 4.1: Rogers 4350B substrate characteristics
before consists in biasing the transistor with a very small drain current compared to max-
imum DC current possible. Apart from this, the manufacturer suggests the value of 28 V
forVoltage Drain-Source (VDS).
To measure this, the setup presented in 4.2 was used in ADS.
Figure 4.2: Setup to get I-V Curves of the transistor
As it can be seen in Figure 4.3, the Voltage Gate-Source (VGS) selected is -2.9 V and
the IDS is 110 mA, about 5% of the maximum IDS current, which is about 2 A.
4.3 Load-Pull
After deciding on the Bias Point of the transistor, the next step is to do a Load-pull
characterization to know which is the best load that the transistor should see in order to
fulfill our goals. When doing Load-pull, Efficiency and Output Power curves are obtained
and presented in a Smith Chart. Normally the maximum of output power point does not
correspond to the maximum efficiency point so this means that the designer must choose
what is more important or make a compromise between the two.
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Figure 4.3: Choice of Bias Point for the PA
In the particular case of this design, since Efficiency is not something we are very con-
cerned due to the particular application of the PA, achieving the maximum Output Power
is the goal. In the particular case of this Thesis the goal is to able to achieve about 40 dBm
of output power at 1 or 2dB compression point so that the high PAPR of the standard can
have a smaller influence in the non-linearities of the device. With this being said Figures
4.4 and 4.5 present both the setup used to get the load-pull for this transistor and the
results. In the setup used the number of points and area of the Smith Chart to be tested
can be chosen, which means that after a first general test, it was decided that the best
load could be achieved in the area shown in Figure 4.5.
One important aspect in this setup is the impedance of the load in the harmonic fre-
quencies. Due to constrains in the constructions of the Printed Circuit Board (PCB) the
only harmonic taken into consideration is the second harmonic which goal is to short-
circuit. Short-circuiting the harmonics of a signal is one of the characteristics of a Class B
amplifier[28].
When doing the Load-pull it is important to understand that the Source Impedances
on Terminal 1 (view Figure 4.4) also have influence in the results presented by this simu-
lation. Considering this factor, the source impedance at 5.9 GHz used in this simulation
is the one presented by the manufacturer at 5.8 GHz and, as in the load impedances, the
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Figure 4.4: Load-Pull setup
Figure 4.5: Load-Pull results
2nd harmonic is short-circuited as well, for the same reason.
4.4 Source-Pull
Since in the case of the application of this transistor we are more worried about Power
Output and gain, Source-Pull characterization was not done. Instead, after obtaining
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the Load Impedance from the Load-Pull simulation, the impedance seen at the Gate of
transistor was registered and then, to achieve the maximum Power delivered the Source
Impedance used was the complex conjugate of the Gate Impedance [29].
Figure 4.6: Source Impedance seen at the gate of the transistor
As said before the complex conjugate impedance is the one used in this case so the
desired impedance of the Impedance Matching Network (IMN) is 3.557-j36.505 Ω. It is
important to notice at this point, that when doing the IMN, the Impedance achieved with
those networks will not be exactly the same as the one obtained in the Load-Pull calcu-
lations. Due to this reason, the Source Impedance evaluation will be repeated after the
design of the Output IMN to review this value.
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4.5 Bias Network
To do the Bias Network it is important to consider the importance of such part in the
design of a PA. Designing a good Bias Network implies that the proper bias point will
be held over variations in transistor parameters and temperature [13]. Adding to this, no
signal should be lost in the Bias Network. This means that at the frequency of operation,
the signal should face an open circuit impedance in the path of the Bias network. To
achieve this the proper method of doing this is called RF Choke (RFC).
So, how to achieve this open circuit impedance? The easiest way when considering RF
applications is to do it with a λ
4
transmission line. What this transmission line does is
basically invert the impedance seen on the other point of the circuit as it can be easily
illustrated with a Smith Chart as in Figure 4.7. If we start from the left end of the Smith
Chart, with an impedance of Zero Ω, and use a λ
4
rotation (half of the Smith Chart), then
the impedance shifts to the right end of the Smith Chart which is equal to an infinite
impedance, also known as a open-circuit, which the impedance the bias network tries to
achieve, relative to the signal at the frequency of operation.
This can also be explained using the Input Impedance of a lossless transmission line,
as shown in Equation 4.1.
Zin(l) = Z0
ZL + jZ0 tan βl
Z0 + jZL tan βl
(4.1)
If ZL is the load impedance and Z0 the characteristic impedance of the line, and at the
load of the line it is used a short circuit the expression can be simplified to:
Zin(l) = Z0j tan βl (4.2)
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From this simplification, equations 4.3 show the steps to achieve the final result.
Zin(l) = 8 (4.3a)
8 = Z0j tan βl (4.3b)















Figure 4.7: Example of the transformation of a short-circuit to an open-circuit using a λ
4
transmission line.
If a short circuit at the frequency of operation is needed at that point of the transistor,
then the correct way to do it is to add a Capacitor that has a very low impedance at the
frequency of operation desired. Combining this with a radial stub, to increase bandwidth
of this operation, our Bias Network is almost completed. This procedure is explained as
well in Figure 4.7. The only thing missing is 3 other Capacitors that have an increase in
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their value in about 100 times for each capacitor. They are used due to the DC Voltage
source ripple and possible instabilities at very low frequencies. As a safety measure, and
as suggested by the manufacturer, in the Bias Network of the Gate, a resistor of about 22
or 50 Ω should be used, regarding stability issues at low-frequencies. In the case of this
design, a resistor of 50Ω was used. This 50Ω resistor is only used in the Bias Network at
the gate of the transistor, as it can be seen comparing Figures 4.8 and 4.9.
Figure 4.8: Input Bias Network
In order to do the Bias Networks presented in Figures 4.8 and 4.9, optimizations tech-
niques from ADS were used. These techniques simplify the design process, since it allows
the user to give a certain goal to the design along with limitation for the values of the
components (in this case the transmission line and the radial stub). This way the results
are achieved more efficiently with less effort. This technique will be used for all IMNs.
33
Figure 4.9: Output Bias Network
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4.6 Impedance Matching Networks and Stability
After designing the Bias Network the next step is to design the IMN and consider sta-
bility conditions. IMNs are important since they can convert a certain impedance value to
another. In practice, and translating to the specific case of this Thesis, when the Load-Pull
was done a certain load was obtained for which the transistor had a good response. The
problem is that that impedance is not equal to 50 Ω, which is the conventional impedance
when feeding signal to a transistor or when connecting it to an antenna or Vector Signal
Analyzer (VSA), for example. Apart from this, a DC Block capacitor must be used to
avoid DC current to go to the load. This Capacitor should also be close to a Short-Circuit
at the frequency of operation. In this section, the Output IMN is done first place, then
stability conditions are evaluated and then the Input IMN is done.
4.6.1 Capacitors
After using the S-Parameter Models from ATC800A series to measure the impedance
of the transistors at the 5.9 GHz frequency the 1pF Capacitor was the one chosen. It was
also seen by the software provided by ATC, Tech Select, that this capacitor has Series
Resonance of about 10 GHz which is above the frequency of operation thus making it valid
for this implementation. Another possibility can be the 3.3 pF capacitor which has a series
resonance of about 7.1 GHz. Even though with the S-Parameter model the 1 pF seemed
to have a better performance, when building the circuit this change may be needed due to
manufacturing problems. The impedance at 5.9 GHz presented by the capacitor from the
S-Parameter model can be seen in Figure 4.10
4.6.2 Output IMN
Regarding the Output IMN and the Load-Pull data, the impedance to be converted to
50 Ω was 11.009 - j*16.946 Ω. To be able to do this transformation 3 open-circuit stubs
were used, since besides doing the transformation at the frequency of operation, short-
circuiting the 2nd harmonic was also a goal. Besides this, and to finish with a 50 Ω line a
Taper was used to decrease the width of the last transmission line gradually. After defin-
ing the minimum and maximum values wanted for width and length of the transmission
lines, a optimization algorithm in ADS was used to perform this adaptation. The width
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Figure 4.10: Impedance of the capacitor between 1 and 10 Ghz
minimum and maximum values were defined taking into account the impedances of about
100Ω and 10Ω, respectively. In terms of legnth, the minimum length was about 3 mm and
the maximum length was inferior to λ
2
. That minimum was selected to force the IMN to
have a line-stub appearance to help guarantee that in reality it behaves in close manner to
the schematic simulation.
As said before the design of this IMN is done using optimization techniques from ADS
after defining the limits for the width and length of the transmission lines. The goals of
this optimization, besides the impedance at 5.9 GHz and second harmonic is also to reduce
as much as possible the S21 of the IMN which is directly related to the losses in the circuit.
This will, indirectly, make the circuit as small as possible as well. The schematic and the
results regarding the Output IMN can be seen in Figures 4.11 and 4.12, respectively.
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Considering the impedance desired to be obtained, 11.009 - j*16.946 Ω, the result
obtained with the schematic simulation is a satisfactory one with an impedance of 11.375-
j*16.749 Ω and the second harmonic impedance is also very close to the short circuit
impedance as seen in Figure 4.12. As it will be seen later the impedance of the circuit
using Method of Moments (MoM) simulation is not the same and so the circuit will have
to suffer minor changes regarding length and width of the transmission lines.
4.6.3 Stability
Stability is a very important factor when designing a PA. In this case, it was decided
that the Stability issues were addressed in the Input IMN, since the manufacturer also
makes an example circuit board using this methodology. Considering this and the use of
the 50 Ω resistor in the Input Bias Network, the other two aspects that can be used to
reduce gain at lower frequencies are the use of a RC filter at the input, as well as a series
resistor. This RC filter should contain a capacitor that is a short-circuit at the frequency of
operation. The resistor is adjusted during the design to achieve a good stability factor and
also safe stability circles. To better understand this changes and its results a description
of the Input IMN is done in the next subsection.
4.6.4 Input IMN
Considering the approach in the previous subsection, it leads to the fact that, besides
using the 3 stub approach as in the Output IMN, the RC filter another resistor must be
used as well. Considering this and the Source Impedance, which is equal to 3.557-j36.505
Ω, the same procedure as in the Output IMN was used, which is using the optimization
techniques provided by ADS with limits for the width and length of the transmission lines.
As in the Output IMN, the forward transmission coefficient is also an optimization goal,
since it is important to reduce it as much as possible to avoid losses in the Matching
Network. In the case of the Input IMN losses are more relevant due to the presence of re-
sistors in the Matching Network. As a note the value of the resistor for the RC filter is 22 Ω.

















Figure 4.12: Output IMN Smith Chart
mization, as well as the Smith Chart with the impedance obtained, respectively.
As it can be seen in Figure 4.14, the impedances do not match as well as in the Output
IMN. This is due to the fact that in this case the resistors were used as an ideal component,
meaning that its impedance is the same for all frequencies. When doing this, the possibility
of a perfect match is reduced as it is noted here. Besides this, the short-circuiting of the
second harmonic is not achieved as well, even after several iterations of the optimization.
As stated in the Output IMN subsection, these impedances are still not the final ones in
terms of results since the MoM simulation will lead to different results and minor opti-
mizations have to be done.
4.7 Minor Adjustments and Optimizations
In this section the changes regarding impedances obtained after performing minor
tweaks in the transmission lines are shown.
First of all, both simulations use numerical approximations and thus they contain mis-
takes regarding real behavior. Nevertheless, when designing such circuit, these errors are
normally small if the right procedures are used, which is the case of this design. Still,

















Figure 4.14: Input IMN Smith Chart
mission line (TLine, Open Stub, Short-circuit Stub, etc.) and in certain cases the interac-
tion between such lines has a great importance to the design that it cannot be forgotten. In
this cases, and to have a better approximation of the reality, MoM is used since it takes into
account the Electromagnetic behavior of the different parts of the transmission lines and
its influence on each other. This means that the impedances obtained using the schematic
design will not be the same as the one obtained with the MoM simulation. So, why isn’t
the design made with MoM simulations from scratch? Well, MoM simulations are more
complex and thus require more processing power and time, so the normal strategy is to
start with a Schematic approach and then start iterating the MoM simulations to achieve
the results desired.
In the particular case of this PA design, and as in the schematic procedure, the first
IMN to be re-optimized was the Output IMN. Considering this and to better complete
the Layout needed for the MoM simulation, the ground via was also added in the Bias
Capacitor. Then, the procedure is simple: understand how each stub or transmission line
influences the behavior of the impedance and change it iteratively according to that. As
several iterations were done, only the final layouts for the Input and Output IMNs are













































As it can be seen in the layout, three other capacitors were added for the reasons stated
before. All the components are not present in Figure 4.15, but the space (including pads),





In this chapter the results of the simulations done are presented and evaluated according
to the initial results using only ideal components.
5.1 1-Tone simulation with Ideal Components
The first simulation done was with only the impedances obtained with the Load-Pull
characterization and the Source Impedance from the manufacturer at 5.8 GHz. This sim-
ulation was a one-tone simulation where a single tone is used to excite the PA. The setup
can be found in Figure 5.1 and the results in 5.2.
Figure 5.1: 1-tone Simulation with
ideal components
Figure 5.2: Results of 1-tone Simu-
lation with ideal components
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As it can be seen in Figure 5.2, the gain at 2dB compression point is about 8 dB with
an Output Power of about 41 dBm and a PAE of 60%. At about 28.8 dBm of Output
Power the gain is 9.3 dB and the PAE 14%.
This results serve only as a base for the evaluation done regarding the next steps in this
design. As stated before the transmission lines and other components, such as resistors
and capacitors, present losses for the whole circuit, which means loss in Output Power and,
of course, gain.
5.2 1-Tone Simulation with MoM models
In this simulation the MoM models are used for a simulation closer to the reality. Nev-
ertheless, two different tests were performed: one with a VGS of -2.9V and the other with
-3V. This was because with the VGS of -2.9V the gain is closer to the original but the
Output Power is lowered to about 38.5 dBm. Using -3V the gain drops to about 7.3 dB
but the Output Power increases to 39.4 dBm. The PAE also suffers a slight diference:
with -3V it is about 46% and with -2.9V it is about 44.9%. As a side note, all the values
described are related to a gain compression of approximately 2 dB. Considering this, the
best option will be better evaluated in the real system, since this change can provide an
increase in the quality of the testing and final results.
The setup regarding this simulation is the layout presented in Figure 4.15 with the
transistor connecting both layouts and all the other necessary components presented in
the schematics. In terms of variable parameters, it works exactly the same way as the
schematic presented in Figure 5.1. The results of this simulation with a VGS of -2.9V can
be found in Figure 5.3. Besides the values described above, the gain at an Output Power
of approximately 29 dBm is about 9.2 dB and the PAE is 14%, which is a close result to
the one presented in the ideal case.
5.3 2-Tone Simulation with MoM Models
The 2-Tone Simulation was done using a very similar setup to the one used for the 1-
Tone Simulation. The main difference is the input signal given to the signal, which in this
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Figure 5.3: 1-tone Simulation Results
Figure 5.4: 2-tone Simulation Results
case is 2 Tones separated by approximately 8 MHz. This difference was selected because
of the SEM of the IEEE 802.11p (review Table 2.1) and this test was to check if the PA
was designed with a sufficient Bandwidth to allow this standard. Just as a remark, in this
simulation both tones had the same power, which was the same as in the 1-tone simulation
minus 3 dBm.
The results were very satisfactory and similar to the ones obtained with the 1-Tone
simulation, apart from all obvious differences. Using a VGS of -2.9V the Gain (at 2 dB
compression point) was 8 dB, the PAE was 36.7% with an Output Power of 39 dBm. The
results, at 28 dBm of Output Power can be viewed in 5.4.
Another characteristic that can be withdrawn from this type of simulations is the 3(rd)
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Figure 5.5: 2-tone Simulation Results
Order Interception Point. For this circuit, Figure 5.5 presents these results.
5.4 Stability Simulations
Using the same MoM models a stability analysis was performed, to confirm the theory
explained in the design. Normally in the cases of PA design the most common points for
oscillations are the lower frequencies, as stated before in Chapter 2.
Figure 5.6 shows that either µsource and µload are greater than unity which means that
the circuit is unconditionally stable and oscillations should occur. Nevertheless, when test-
ing the designed PA precautions should be taken in order to prevent damage in components
and instrumentation devices.
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In this section the basic concepts behind Digital Pre-Distortion (DPD), such as Volterra
Series and Memory Polynomials, are explained as well as the implementation used.
6.2 Why use Digital Pre-Distortion?
DPD is a Baseband compensation technique to, as the name says, compensate the
non-linearities created by the PA, when it is operating close to peak-efficiency, that distort
the signal. These distortions affect the clarity of the signal, as well as the possibility of
keeping a certain signal in-band in terms of frequency [30]. Not being compliant with the
bandwidth given for operation may result in the risk of violating laws that inhibit the use
of such circuit. A generic DPD plus PA schematic is presented in Figure 6.1. and an
example of how transfer functions influence the final result of the output signal can be
found in Figure 6.2.
Figure 6.1: Schematic of DPD use with a PA
Backing off the PA is a solution for the distortions presented by itself. However, since
efficiency is a prerequisite for Wireless Communications in mobile systems, that is normally
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not a good way to face the problem. Adding to this, the production cost also increase sig-
nificantly when using PAs that have larger output power than the one actually needed [31].
DPD is a solution that has gained traction in the RF world to address this problem in a
more efficient way. DPD also has de advantage of allowing the ”widespread deployment
of Software Defined Radio (SDR) and also new network topologies involving tower top RF
electronics”[31].
Figure 6.2: Example of the results produced by a PA using a DPD (Image taken from [32])
DPD techniques can have memory or be memoryless. What this memoryless technique
means, is that it is considered that the non-linearities produced by PA are instantaneous
and only these instantaneous non-linearities are trying to be compensated by an instanta-
neous DPD technique, which is characterized by the AM-AM and AM-PM curves seen in 3.
In order to fully explore the capabilities of DPD techniques, memory effects of the PA
should be taken into consideration. This means that in order to characterize a PA a memory
polynomial should be used, meaning this that the output of a PA at a certain moment
in time, depends of the actual input and the previous inputs as well. Some examples of
memory models for wide band DPD are Volterra series methods, and simpler cases like
Wiener, Hammerstein, Wiener-Hammerstein and parallel Wiener structures [31].
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6.2.1 Polynomial model with memory
Polynomial models are used to characterize the transfer function of a PA. This means
that they can represent either the input-output relation of a RF signal or the input-output
ratio of a band base signal which in the case of a DPD, makes more sense since DPD is
done in base band. This input-output behavior can be seen in Eq. 6.1 [33].
x(t) =
∣∣x˜(t)∣∣ ejθ(t) → y(t) = ∣∣y˜(t)∣∣ ejθ(t) (6.1)
Volterra series provide a huge number of coefficients which makes its use unpractical.
Nevertheless it is possible to obtain simplified expressions of such series like the memory








In Eq.6.2, K represents the polynomial order and M represents the Memory of the
Polynomial, x(n) represents the input signal of the system, yMP (n) represents the output
signal of the system and akm represent the polynomial model coefficients.
This polynomial model can be used to model and describe the behavior of the PA. It is
important to understand that the model description of the PA does not have to be perfect,
but the pre-distortion linearization must be as good as possible. The memory polynomial
presents a good option as it is capable of describing and modeling non-linear systems with
good quality [34]. The expression presented in Eq.6.2 can be seen in a matrix form as










v10(0) ... vp0(0) ... v1Q(0) ... vPQ(0)
... ... ... ...
v10(n) ... vp0(n) ... v1Q(n) ... vPQ(n)
... ... ... ...













In Eq. 6.3, vpq is equal to x(n − q).
∣∣x(n− q)∣∣p−1, so the equation can be summarized
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as Y = X*B. Since both y(t) and x(t) are known, the goal is to obtain the coefficients
B. In order to do so, Normalized Mean Square Error (NMSE) is used. The expression for
obtaining vector B using NMSE is presented in Eq. 6.4.
B = (XH .X)−1.XH .Y (6.4)
, where XH, means the transposed complex conjugate of X.
6.3 Polynomial Model with memory of a Digital Pre-
distorter (PD)




where FPD is the transfer function of PD and FPA is the function of a PA. However, and
since PAs do not have a linear behavior, the transfer function of a PD cannot be obtained
this way. This means, that in practice, the function of the PD has to be obtained ex-
perimentally, either, directly or indirectly. In the scope of this thesis, the direct learning
method is the one used as it is simpler and easier to implement while having good results as
well. In this case, the PD coefficients are calculated based on y(n)/G0 and x(n), where G0 is
the gain of the system PA+PD. The implementation can be briefly described by Figure 6.3.
Figure 6.3: PD calculation using direct learning
In the next section the implementation using Matlab is explained, using a 16-QAM
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signal with a 8 MHz bandwidth.
6.4 Polynomial model with memory of the Digital PD
using Matlab
To implement a Digital PD in a real PA, measurements must be done to compute the
coefficients of the PD using a known signal. As stated in the previous section the signal
chosen is a 16-QAM signal with 8 MHz bandwidth. This signal has a bandwidth similar
to the one from the IEEE 802.11p standard and the baseband modulation is also one of
the possible modulation types of the standard, making this a good alternative for testing
of the Digital PD.
The setup used for the measurements is shown in Figure 6.4. The driver PA must be
used before the PA to increase the input power delivered to the PA designed, allowing the
test of the PA up to higher power levels. The driver is a ZVE-8G+ from Mini-Circuits and
uses a Voltage supply of 12 V, whereas the PA uses a VDS of 28 V and a VGS of -2.7 V.
Other information about the driver amplifier can be found in [35]. This voltage is different
from the one simulated since the DC current at -2.7V is closer to the 110 mA decided in
the simulation than with -2.9 V. At the output of the PA, two attenuators of 10 dB each,
are used to protect the VSA.
Figure 6.4: Setup used for measurements
After measuring the output signal for a certain input level, the PD coefficients can be
calculated using the original signal and the measured signal that has a certain ammount
of distortion.
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In order to calculate the coefficients the operational order is the following:
• Generation of a 16-QAM signal using Matlab and send it the Vector Signal Generator
(VSG)
• Collect the signal from the VSA at the output of the PA
• Use the collected signal and the original 16-QAM signal to calculate the PD coeffi-
cients and the PD signal
• Send the PD signal to the VSG
• Collect the signal from VSA at the output of the PA
• Analysis of the results
The collected signal and the original signal must be synchronized in order to the algo-
rithm to work. In order to do this, an auxiliary function is used which takes into account
the correlation factor of both signals, aligns them and cuts the collected signal to the size
of the original signal afterwards.
The coefficient calculation is first tested regarding Normalized Mean Square Error
(NMSE) in Matlab with different values of M and K (memory and order of the poly-
nomial). The graph containing that info can be found in Figure 6.5. The output power
used for this was 28.8 dBm, since that is the maximum output power that can be used in
IEEE 802.11p standard 2.1.
Having Figure 6.5 in consideration, the pair of values selected for the PD was K = 7, M
= 5. As the NMSE did not improve much when K and M were increased, and their increase
implies greater simulation time and bigger complexity this pair means a good compromise
between quality and simulation time. The results of the PD using a 16-QAM signal with
8 MHz bandwidth are presented in Figure 6.6.
6.5 DPD Results
As it can be seen from Figure 6.6, the improvement of the ACPR is about 20 dB
comparing to the signal without PD, which means an increase in the linearity of the
circuit. Apart from this, the average output power remains approximately the same, not
reducing the PAE. Another fact is that, even though the linearity increases and the power
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Figure 6.5: NMSE values for different memory and order polynomials

























Figure 6.6: Comparison of a 16-QAM signal with PD and without PD at the output of the
system.
output remains the same the PAPR of the signal increases with the DPD signal. The
original signal had a PAPR of approximately 6.86 dB and the Predistorted signal had a
PAPR of approximately 7.28 dB, resulting in an increase of approximately 0.4 dB. The
Error Vector Magnitude (EVM) also decreases from 1.68% to 0.32% as it can be seen in
Figure 6.7 and 6.8. The results can be considered satisfactory as it is proven that the PD is
implemented correctly allowing the improvement of the signal conditions for transmission.
The original signals also have a different look between each other. Although it seems the
signal is of worse quality, the distortions introduced by the PD help the circuit to become
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more linear when taking into account the non-linearities of the PA, as stated before. Figure
6.9 presents the difference between both signals.
Figure 6.7: EVM analysis of a 16-QAM signal without DPD
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Figure 6.8: EVM analysis of a 16-QAM signal with DPD

































In this chapter Results are presented and discussed regarding the use of IEEE 802.11p
signals with the PA designed and described in previous chapters.
7.1 Setup and PA built
The setup used is the same as the one used for the Digital PD, presented in the last
section in Figure 6.4. The difference is the input signal used for the measurements. The
PA designed can be found in Figure 7.1.
As it can be seen in Figure 7.1, some of the transmission lines were changed in order
to increase the gain of the PA. In the original version of the PA the gain was of about
3 dB, very far from the projected value. In order to improve this value the width of the
transmission lines was increased which would decrease the impedance of each line. Adding
to this, a small stub before the RC filter in the input was added as well.
7.2 1-Tone Measurements
First of all it is important to know how does the PA behave in terms of PAE, output
power and gain. For this, 1-tone simulations are an easy and simple way to do it. In order
to know what is the input power the PA, measurements of the driver output power were
made. This way the results of gain are more accurate than using the gain value given
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Figure 7.1: Class AB GaN HEMT PA for IEEE 802.11p applications - 5.9 GHz
in the data sheet of the driver. After that, the output power of the PA is measured and
also the drain current is written down to allow PAE calculation. Figure 7.2 present out-
put power, gain and PAE in the same graph to understand the relation between each other.
Figure 7.2: Gain, output power and PAE measurements
In Table 7.1 the characteristics in terms of output power, gain and PAE are compared
between the simulated and obtained result.
As it can be seen from Table 7.1, the PA characteristics were changed which is normal.
Nevertheless, these greater changes were produced by the alterations in the IMNs, that
were made to improve the gain of the transistor. Although the saturation output power
was not able to be calculated due to limitations in the output power of the driver (30
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dBm), it seems that it should be around 37/38 dBm.
Output Power (dBm) Gain (dB) PAE (%)
Simulation 38.887 (@ 2dB compression point) 8.037 44.985
Experimental 33.42 (@ 2dB compression point) 6.62 10.62
Table 7.1: Comparison between the simulated and the experimental results of the PA
designed
As adjustments were made, another simulations was tried. This time, the adjusted
transmission lines were measured and changed in the ADS simulation in order to try and
understand why the changes were helpful. However, the results produced in the simulation
were worse than the ones measured. This can be due to the fact that the copper lines
added are not true microstrip lines and again there can be some issues with the accuracy
of the transistor model.
7.3 IEEE 802.11p measurements
In order to use the setup assembled, a IEEE 802.11p signal must be sent by the VSG.
To do that there were two options: either produce the signal using Matlab or using a preset
signal of the same standard from the VSG. Since it was easier and safer to setup, the VSG
option was selected.
After deciding the generation of the signal, the next step is to make an actual test to
the circuit. With this being said, the first SEM to be tested was the one from power class
C, as if this one is fulfilled, both A and B are also fulfilled. To confirm the achievement
of this power class by the PA Figure 7.3 presents the SEM of the power class as well as
the power spectrum of the signal at the output of the PA. To help understand what is the
channel power Figure 7.4 shows the value for the same signal shown in Figure 7.3.
Achieving the power class C, automatically means that power classes A and B are also
satisfied, since the power output needed for operation is lower (class A is 0 dBm and class
B is 10 dBm) and SEM is less stringent than the one needed to operate in class C.
With this being said, the final test needed is the power class D. The first test is without
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Figure 7.3: Power spectrum of the signal compared to SEM of power class C
PD and the SEM can be seen in Figure 7.5.
At this point, the use of the PD tested in the previous is a possible solution for this
problem. However, there are is a problem regarding this solution that do not allow the
desired outcome. This problem is related to the quality of the signal produced. Since the
signal produced by the VSG does not fulfill the SEM for the power class D and the PD
adaptive algorithm takes into consideration the original signal and the signal at the output
of the PA, the PD cannot improve the signal to a point where it is better than the original
signal. With that being said, the PD implementation is tested for power classes C and
D, where a small improvement is made in both cases. The power spectrum of the signals
compared to the SEM of each power class can be found in Figures 7.6 and 7.7.
If Figures 7.3 and 7.6 are compared, slight improvements can be seen making the power
spectrum more easily compliant with the SEM for the power class C. Unfortunately, power
class D cannot be fulfilled as said before.
In the next section conclusions and future work is presented.
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Figure 7.4: Channel power for the signal compliant with the SEM of power class C
Figure 7.5: Power spectrum of the signal compared to SEM of power class D
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Figure 7.6: Power spectrum of the signal with PD compared to SEM of power class C
Figure 7.7: Power spectrum of the signal with PD compared to SEM of power class D
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Chapter 8
Conclusions and Future Work
The goal of this chapter is to present a summary and conclusions of this dissertation
as well as possible improvements to be made and possible options for future work.
8.1 Summary and Conclusions
During this dissertation it was possible to understand the importance of amplifiers,
and specifically Power Amplifiers (PAs) in mobile communication systems, such as the
vehicular communication systems, either for DSRC or ITS, as well as amplifiers’ character-
istics such as linearity and efficiency, and their importance to nowadays applications and
concerns regarding environment protection. Besides the learning of the PA importance,
the understanding of the use of the IEEE 802.11p standard for vehicular communications
was also very important since vehicular communications are one of the future markets for
mobile operators and other businesses.
With the goal of designing a PA that could be used in vehicular communications using
IEEE 802.11p standard, first of all, the characteristics regarding PAs were studied, espe-
cially concepts like stability, linearity, efficiency and bias points/classes of operation.
In terms of classes of operation the main classes approached were A, AB, B and C,
since those are the most common and most used in RF systems, since they represent the
classes were the behavior of the amplifier is more linear. Using this knowledge, amplifiers
were described taking into account, PAE, linearity, gain and output power.
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After understanding the concepts cited before, the next step was to design a PA using
for that purpose the software ADS from Keysight. All the steps necessary were followed,
from the choice of the transistor and substrate for the PCB, going through the selection
of the proper bias point for class AB operation, output and input Impedance Matching
Networks (IMNs) designs and stability to build a PA as good as possible. Using ADS as
Computer Aided Design (CAD) tool, it was possible to make better simulations of the
PA, since electromagnetic simulations, using MoM, are more accurate than the schematic
simulations, and also produce the sketches needed to produce the actual circuit.
Before testing the PA designed, a Digital Predistorter (PD) was designed to help achieve
all the power classes allowed by the IEEE 802.11p standard for vehicular communications.
First of all, a brief explanation of Digital Pre-Distortion (DPD) was done and then of the
algorithm chosen and why, in this case the memory polynomial. This PD was tested using
a 16-QAM signal with 8 MHz bandwidth, which is, in terms of baseband modulation and
bandwidth, a similar signal to the one used in IEEE 802.11p.
Finally, to test the PA, a setup was done using a driver amplifier and the PA designed.
With this, measurements regarding PAE, gain and output power were done to compare
to the simulated results. As it was seen in the previous chapter, since the model is not a
perfect representation of the real transistor, the simulated and experimental characteristics
were different. Adding to this, some possible imprecisions of the PCB manufacturing can
also contribute negatively for this changes. Another important point was the change of the
transmission lines to improve the gain of the PA.
The other tests performed were with a IEEE 802.11p signal to check if the power classes
were fulfilled. In the case of this design, only power classes A, B and C were fulfilled. Power
class D was not fulfilled not even when using the PD designed, since the original signal does




To continue the development of this solution several paths can be taken.
One of them should be to try and generate a better signal of the IEEE 802.11p stan-
dard in order to be able to use the PD designed without needing to change the PA already
designed and tested.
As the primary goal of this thesis was to implement a PA for vehicular communica-
tions, the PD came as an add-on to the thesis as a way to try and improve efficiency and
reduce costs of production while aiming for the power class D of the IEEE 802.11p standard.
Another path that can be used to keep developing this work is to design one or two
other highly linear amplifiers that can be introduced before the output stage amplifier
designed in this thesis. This is a good approach, since transceivers normally have a very
low output power, in the order of 0 dBm.
The Digital PD can also be improved and implemented in an FPGA and a DSP or
simply an FPGA. This way, all the processing could be done in real-time allowing the
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