Missing data is common in longitudinal studies due to drop-out, loss to follow-up, death, etc. The likelihood-based mixed effects model for longitudinal data gives valid estimates when the data are ignorably missing, that is, the parameters for the missing data process are separate from that of the main model for the outcome and the data are missing at random (MAR), i.e., the missing data process can depend on the observed data but not on the unobserved data, an assumption that is not testable without further information. There are occasions when additional information, an auxiliary variable, known to be correlated with the outcome of interest, is available when the outcome of interest is missing. Availability of such auxiliary information provides us an opportunity to test the MAR assumption. If the MAR assumption is violated, such information can be utilized to reduce or eliminate bias when the missing data process depends on the unobserved outcome through the auxiliary information and the observed outcome. We apply and compare two methods of utilizing the auxiliary information, joint modeling of the outcome of interest and the auxiliary variable, and multiple imputation. Even when the missing data process further depends on the unobserved outcome through other factors, the methods considered might reduce the bias comparing to the naive analysis. Cautions in applying these methods are also discussed.
Introduction
Longitudinal studies are widely used in epidemiological research to study the pattern of change of certain outcomes denoted by Y . The linear mixed effects model is one of the most popular statistical methods used for analyzing longitudinal data (Laird and Ware, 1982) . For simplicity we only consider continuous outcome of interest in this paper. But the methods can be easily applied to discrete outcomes using the generalized linear mixed effects model. For continuous Y using i as the index for subject, the following linear mixed effects model (Laird and Ware, 1982 W is the design matrix for the random effects, usually a subset of i X , and i ε is the random error. The parameter vector β for the fixed effects is often of primary interest.
In the presence of missing data, we denote the outcome of interest Y into two parts, According to Rubin (1976) and Little and Rubin (2002) , three missing mechanisms are defined as follows:
• Missing completely at random ( (b) hold, otherwise the missing data process is non-ignorable or informative. Throughout we assume condition (b) always holds so that ignorable means MAR and informative means MNAR.
The likelihood-based mixed effects model is often used to analyze longitudinal data. As shown above, such analysis is built on the crucial assumption that the data is ignorably missing. Without additional information, the MAR assumption is unverifiable. When a violation of MAR is suspected, usually all we can do is either assuming a generally non-identifiable model for the informative missing process and model it together with the outcome, or performing a sensitivity analysis to evaluate to what extent the missing data process affect the results of interest.
Fortunately in some studies there is available additional auxiliary information which is correlated with the outcome of interest. This auxiliary information can be used to test the MAR assumption, and it can be utilized to eliminate or reduce bias if the missing data depend on the unobserved outcome through the auxiliary information.
Denote the auxiliary information as Z , where Z and Y are correlated. For simplicity, we assume Z is fully observed. The model is easily extended to the case that Z is also subject to missingness, as will be shown in section 2. Suppose that the missing data mechanism is MNAR, i.e., ( 1| , )
(2) The missing data assumption (2) is called auxiliary variable MAR (A-MAR) by Daniels and Hogan (2007) . multiple imputation of Y based on a model that includes Z. In section 2 the two methods are described. Results from simulation studies are presented in section 3. In section 4 a data example using a dementia screening study is applied. We conclude the paper with a discussions in section 5. Y . This is the A-MAR assumption which reduces to (2) when Z is fully observed. outcome of interest and the auxiliary variable, the missing data assumption is relaxed from MAR to A-MAR, i.e., it allowed the observation process of the outcome of interest being non-randomly missing in the sense of the model of interest through the auxiliary variable. Ibrahim et al (2001) proposed a similar joint modeling approach in a generalized linear model setting. However, the advantage of this approach is not achieved without a price. By introducing the auxiliary variable as a component of the outcomes studied, assumptions regarding the joint distribution of the outcome of interest Y and the auxiliary variable Z are added to the model assumptions for Y . If the joint distribution of Y and Z is correctly specified, the joint modeling approach should yield the most efficient estimate because it is likelihood based. However, the estimates can be biased, and possibly even inconsistent, if the joint distribution of Y and Z is misspecified. In practice, the distribution of the outcome of interest and the auxiliary variable should be carefully examined and flexible specification of the joint distribution of Y and Z is recommended.
Methods

Joint modeling of the outcome of interest and the auxiliary variable
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Multiple Imputation
From the auxiliary variable MAR assumption (3) Y by regression or other techniques. The imputed complete data set will be then used to estimate the parameter of interest. This step will be repeated m times. The results from these m imputed data sets are combined into a single inferential statement using arithmetic rules to yield estimates, standard errors and p-values that formally incorporate missing-data uncertainty to the modeling process. This multiple imputation (MI) technique (Rubin 1987; Schafer 1997) has been widely applied in statistical analysis. The idea of adding auxiliary variables to the imputation procedure in multiple imputation to correct bias, even though the auxiliary variables are not included in the main model of interest, has been proposed before in the literature of multiple imputation (Meng, 1994; Rubin, 1996) and also recently by Collins et al (2001) .
Similar to the joint modeling approach, the multiple imputation method assumes A-MAR rather than MAR. The price payed for relaxing the missing data assumption using MI is the introduction of the imputation model. Because the regression approach we used for the imputation model only makes assumption regarding the mean structure of the missing outcome conditional on the observed outcome and the auxiliary variable, it is a much weaker assumption than the one made on the joint distribution in the joint modeling approach. In our simulation studies, the MI approach showed to be less prone to mis-specification than the joint modeling approach.
Other Methods
Another alternative approach to utilizing the auxiliary variables when the missing data process is A-MAR rather than MAR is to include the auxiliary variable as an additional covariate in the main model for the outcome of interest. This approach was considered by Collins et al (2001) . However, this will totally change the meaning of the model, in particular the interpretation of the parameters. The parameters in the new model including the auxiliary variable as covariate will all be interpreted as conditional on the auxiliary variable. If the association of a risk factor with the outcome is of interest and the risk factor examined is associated with the auxiliary variable, then adding the auxiliary variable as covariate would change the magnitude of this association. For this reason, we do not consider this approach in this paper.
Our focus on the main model for the outcome is a linear mixed effects model. Another popular method for longitudinal analysis is the generalized estimating equations (GEE) (Liang and Zeger , 1986) approach. This approach is valid when the data are missing completely at random (MCAR). Robins et al (1995) showed that the inverse probability weighting (IPW) method will give consistent estimates when data are missing at random (MAR). If the auxiliary variables are added to the model for the probability of observation in the IPW approach, then the assumption on missing data is reduced to A-MAR.
Simulation Studies
Section on Statistics in Epidemiology -JSM 2008 We conducted simulation studies with 1000 replications for longitudinal studies with two visits. A sample size of 500 was used. The outcome of interest Simulation bias (Bias), standard error (STD) and percentage that the 95% confidence intervals cover the true parameter for 1 β (Coverage) are presented in table 1 for the approaches considered under different scenarios. Table 2 using linear mixed effects model for Y , correct and misspecified joint modeling, and multiple imputation methods. Table 2 . Simulation results on effects of mis-specified joint modeling and mis-specified MI Table 2 shows that the bias from the mis-specified joint modeling of Y and Z approach increases as the extent of mis-specification of the joint distribution of Y and Z increases. This bias might be bigger or smaller than the bias from linear mixed effects model for the outcome of interest Y depending on how much the MAR assumption is violated.
Data Example
In a dementia screening study in a primary care geriatrics practice (Grober et al 2008) , decline in memory as measured by the Free and Cued Selective Reminding Test (FCSRT) (Grober and Buschke, 1987) between the followup visit and baseline is of interest. We used a subset of the data in which the primary care physicians' assessment of memory in the clinical demential rating system (CDR) was available at both baseline and follow-up (n=238). Baseline FCSRT ranges from 0 to 44 (mean=27.6, std=8.47). The follow-up FCSRT is missing for 59 (25%) subjects. The original CDR rating on memory impairment is graded on a scale of 0-3, with 0=no impairment; 0.5=memory impairment; 1= mild dementia; 2= moderate dementia; and 3=severe dementia. Because of the low prevalence of CDR values of 2 or 3 in this population, we combined them with 1 as a category for overall dementia. Two indicators were defined for the three-category CDR rating: CDRhalf for CDR=0.5 and CDR1P for CDR >=1. The physicians' CDR memory impairment rating is highly associated with FCSRT performance. At baseline, mean (STD) of FCSRT among the groups with CDR=0, CDR=0.5 and CDR >= 1 are 30.15 (6.54), 23.78 (8.99) and 16.80 (9.97) , respectively, with significant difference (p < 0.0001) among the CDR categories. Hence CDR memory rating can be used as an auxiliary variable for FCSRT.
We first used CDR memory impairment rating as an auxiliary variable to examine the missing data mechanism. A logistic model for missing the follow-up FCSRT in relation with baseline FCSRT and CDR memory rating at baseline and follow-up was fit and the result was shown in Table 3 . It shows that subjects with impaired baseline CDR memory rating are more likely to have missing follow-up FCSRT compared to those with no impairment CDR memory rating at baseline (p=0.016). The likelihood ratio test for testing whether the CDR memory rating can be omitted from the logistic model shows that CDR memory rating is significantly associated with the missing data process adjusting for baseline degree of freedom=4, ). This suggests that the missing data process might be A-MAR rather than MAR.
Next, we estimate the decline in FCSRT using a linear mixed effects model for FCSRT only and the two methods that utilizing the auxiliary information CDR. The first one is a linear mixed effects model for only FCSRT. The others are the joint modeling and multiple imputation approach utilizing the auxiliary variable CDR. In the joint modeling approach, the multinomially distributed CDR memory rating and the multivariate normally distributed FCSRT were jointly modeled using correlated random effects as described below. SAS 9.1 (SAS Institute Inc., Cary, N.C) procedure NLMIXED was used to fit this model. In the multiple imputation approach, a linear regression model for the observed follow-up FCSRT was fit using baseline FCSRT, baseline and follow-up CDR memory rating. New parameters were randomly drawn from the posterior distribution of the parameters using non-informative prior. The missing follow-up FCSRT was imputed using this new parameters and the baseline FCSRT and CDR memory rating at baseline and follow-up. This process was repeated 5 times. Each of the 5 imputed data sets was then used as a complete data to calculate the FCSRT decline using regular linear mixed effects model. The 5 sets of this parameter estimates were averaged to yield the point MI estimate. The standard errors of each parameter estimate and the variation among the 5 estimates were combined to calculate the variance of the MI estimate (Rubin 1987 ). SAS 9.1 procedures MI and MIANALYZE were used to obtain the MI estimate.
The results are shown in Table 4 . Because subjects with poorer CDR memory rating tend to miss their follow-up visits for FCSRT, the linear mixed effects model which did not take account of the CDR information under-estimated the magnitude of FCSRT decline compared to that from the joint modeling or multiple imputation approach. The model we adopted for the joint modeling of FCSRT and CDR, is a plausible model for joint modeling of a longitudinal continuous variable and a longitudinal categorical variable. More flexible alternative joint models might need to be considered. The multiple imputation makes assumption only on the mean structure of the FCSRT and thus we believe its estimate of FCSRT decline is closer to the true value. 
Discussion
The auxiliary information is valuable in testing the MAR assumption for the main model of interest and eliminating or reducing the bias when the missing process for the main model is not missing at random. Collecting auxiliary information that might be related to missing values has been advocated (e.g., Little 1995) . As did other statisticians, we recommend collection of auxiliary variables when designing research studies, and taking the auxiliary variables into account when analyzing the data even they are not of primary interest. However, it has to be kept in mind that new model assumptions are introduced when utilizing the auxiliary information to relax the assumption on the missing data process, and thus such information needs to be utilized with caution. Further research is indicated.
