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ABSTRACT 
The known results on almost diagonal Hermitian matrices are generalized to deal 
with pairs of almost diagonal Hermitian matrices. The pairs are assumed to be 
definite or positive definite. The obtained estimates are used to justify the failure of 
the quadratic convergence of Jacobi methods for the generalized eigenvalue problem 
Ax = ABx. 
0. INTRODUCTION 
In the last decade much attention has been paid to Jacobi-type algo- 
rithms, in the first instance due to their adaptibility for parallel processing. In 
order to study the global and especially the asymptotic convergence of such 
algorithms it is desirable to obtain some insight into the structure of the 
underlying almost diagonal matrices (cf. [15, 41). 
Here we deal with a pair of almost diagonal hermitian matrices A and B 
such that B or A or some real combination (YA + /3B is positive definite. We 
generalize the existing estimates of Wilkison [15] originally obtained for the 
pair (A, I), where Z is the identity matrix. Some applications of the obtained 
results in connection with the asymptotic convergence of Jacobi methods for 
the generalized eigenvalue problem Ax = ABx are also presented. 
In particular we show that the quadratic convergence of the considered 
Jacobi algorithms is not always guaranteed. 
This paper is organized as follows. In Section 1 we introduce notation and 
present the existing estimates for a Hermitian almost diagonal matrix. In 
Section 2 we prove some basic results, and in Section 3 we prove the main 
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results for the case of a positive definite pair (A, B). In Section 4 we extend 
these results to the case of a definite matrix pair. Finally, in Section 5 the 
obtained results are applied to Jacobi methods for the positive definite and 
definite generalized eigenvalue problem. 
1. NOTATION 
Throughout this paper A = ( aij) and B = (bij) are Hermitian matrices of 
order n such that (A, B) is a definite pair. In other words, there exist real 
scalars (Y and p such that (YA + /3B is positive definite. In most cases the 
matrix B itself is positive definite, and then the pair (A, B) is referred to as 
positive definite. The eigenvalues of a definite pair are real, but some of 
them can be infinite. Note that infinite eigenvalues of the pair (A, B) are 
exactly the zero eigenvalues of the pair (B,A), counting the multiplicities, 
and vice versa. 
Let us arrange the eigenvalues of (A, B) nonincreasingly, 
A,= . . . = As1 > A,,+i = . . . = hSZ > . *. > A,,,_,+i = *. * = ASP. (1.1) 
Then for i = 1 2 , >...> p 
ni = si - si_l (so=o, s,=n) (1.2) 
is the algebraic multiplicity of A,,. 
Since p = 1 in the relation (1.2) corresponds to the trivial case A = A,& 
we assume p > 2. 
In the sequel (except for Section 4 and part of Section 5) we assume that 
B is positive definite. Then As1 and ASP, are finite. Setting Aso =CQ and 
A = Sp+l -00, we can define 
36, = min{A,,_l - A,, 1 Asi - Asi+,) T 1<i<p, (1.3) 
and 
6 = min Si. 
lci<p 
(1.4) 
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To measure almost diagonally of A and Z3 we use the function S( * ), 
defined by 
S(A) = ]lA -d&g(A) 11, (1.5) 
where 11. I( is the Euclidean (also called Schur, Frobenius, or Hilbert-Schmidt) 
norm. In the relation (1.5) diag(A) is a shorter notation for diag(a,,, . . . , an”). 
The function S( *) is called the departure from the diagonal form, or the 
off-norm. The notation II* II is used also for the vector Euclidean norm. The 
spectral (operator) norm is denoted by II- 112. Thus, for any matrix C, 
llC112 = tr C*C and IlCll~ = spr C*C, where tr and spr denote the trace and 
the spectral radius, respectively. The complex transpose of C is denoted 
by C*. 
We shall frequently use the following partition of A and B: 
in which A,, and Bii are of order ni (1~ i < p), ni being defined by (1.2). A 
shorter notation for (1.6) is A = (Aij), B = (Bij). 
If B = I,, the identity matrix of order n, then A,, . . . , A, from the relation 
(1.1) are the eigenvalues of A. Moreover, if 
S(A) < 8, 
then, as Wilkinson has proved in [Is], there is a permutation matrix P for 
which the diagonal blocks of A = P *AP = (A,,) satisfy 
From these inequalities we see that each diagonal block Aji is approxi- 
mated by h,,Z,, with an error of order S2(A). This fact is essential in the 
proof of quadratic convergence of Jacobi methods for symmetric (Hermitian) 
matrices (see [15] and [S]). Here we generalize the above estimate to the case 
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B z I, and briefly discuss the asymptotic convergence of Jacobi methods for 
the generalized eigenvalue problem 
Ax = ABx, x # 0. (1.7) 
2. PRELIMINARIES 
In this section we derive some basic estimates for almost diagonal 
matrices A, B under the additional assumptions 
b,, = b,, = . -. = b,” = 1 (2.1) 
and 
a,, 2 u= > * * * a an”* 
For i = 1,2,. . . , p let 
Ci = A - AsiB, 
Ei=Ci- Di, Di = diag( Ci) . 
LEMMA 2.1. Zf 
(2.2) 
(2.3) 
(2.4) 
(IEi112<6,, l<i<p, (2.5) 
then 
11 Aii - AsiBii 11 =G i i$l IIAij - ‘siBij II”, l<i<p. (2.6) 
j#i 
In the inequality (2.6) the Euclidean norm can be replaced by the spectral 
rwrm. 
Proof. The proof is similar to that of Wilkinson [IS]. 
Let i E&2,..., p}, and let $’ (1 Q j Q n) be the eigenvalues of the 
Hermitian matrix Ci. Applying the perturbation theorem for the eigenvalues 
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of Hermitian matrices (see 114, Section 2.441) to Ci and Di, we conclude that 
1 Yj”’ - ( ajj - A,ibjj) 1 G 11 ci - Oi 112 = 11 Ei Ilea l<j<n, (2.7) 
holds for an ordering ry’,. . . ,y,, ci! In the relation (2.7) we have used the 
definition (2.4) of Ei. Since Ci is of rank n - n,, there are exactly ni 
eigenvalues among $’ which are zeros. Hence, from the relations (2.7) and 
(2.5) we conclude that the inequality 
Ia,-A,(+Q$ (2.8) 
holds for at least n, values of j. Let 4 be the set of all indices j 
(1~ j < n) for which the inequality (2.8) holds. Then 4 E .Y’, where 
S=(l,2,..., n]. This conclusion holds for all i; hence U ix s 9. Using 
the relations (1.4) and (2.8), we obtain 
> 3max($t,6i) - 6, 
226, if jed and i#k. (2.9) 
Hence 4 n 1, =0 provided that i f k. Since each 4 contains at 
least ni elements and nr + n2 + * * - + np = n, we conclude that 4,, . . . ,d 
make a partition of 4. Now the relations (1.1) and (2.2) imply 
.+={Si_l+l,...,Si}, l,<igp. 
Let Ci = (C$‘) be the partition (1.6) of Ci. Let [e,, . . , , e,] be the partition 
by columns of I,. The permutation matrix 
i 
1” if i=l 
pi= [e,,_l+,,...,e,i, el,...,e,,_,, esi+,,...,eJ if 26iGP-1, 
[e+,+i,...,es,. el~...~es,_,l if i-p, 
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satisfies the equality 
l<i<p, (2.10) 
where 
I 
c(l) 
12 , . . * > c&q if i=l, 
Cj= [,) )...) c;;,!_,,c,!;j+r )..., c$)] if 2<i<p-I, (2.11) 
[C$Y..,C6f’,-i] if i=p. 
Let xji), j E 9 \ 4, denote the eigenvalues of K,. Applying the 
perturbation theorem to Ki and diag(K$), we obtain 
((ajj-h,i)-X:‘)(~(IKi-diag(K.)(( I 2’ j~.Y\d. (2.12) 
Since the spectral norm of a principal submatrix is not larger than the 
spectral norm of the whole matrix, we have 
Here we have used the invariance property of the spectral norm. Combining 
this inequality with the relations (2.12), (2.9) and the assumption (2.5), we 
obtain (cf. [15]) 
I~~i)l~Iajj-A,il-IIEiII,>2Si-6,=6,, jE4\4. (2.13) 
Thus Ki is invertible and 
1 
CT9 
l<i<p. (2.14) 
Since the rank of Ci is equal to the order of Ki, which is invertible, we 
can conclude that the Schur complement Ci:) - GiK;‘Gi* is the null matrix. 
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If II* 11, denotes the Euchdean or the spectral norm, then the relations (2.10) 
and (2.14) imply 
The assertion (2.6) follows from the relations (2.15), (2.11), (2.3) and the 
obvious equalities 
The final assertion of Lemma 2.1 follows from the relation 
j=l 
j+i 
P 
Q c spr qC!i)* = 
‘J 
j=l 
jcl II aI:* 
j#i j#i 
The last inequality is implied by the Weyl monotonicity theorem. 
Let 
II 
E = [S’(A) + S2( B)]? (2.16) 
Then the Cauchy-Schwarz inequality implies 
where 
(2.18) 
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From the relations (2.16)-(2.18) we see that Lemma 2.1 holds if the 
assumption (2.5) is replaced by the simpler one 
7 1+p &<8. (2.19) 
As we shall see in Section 5, there exist problems in which the assump- 
tions (2.1) and (2.2) are met. However, if these conditions are not satisfied, 
we can proceed as follows. 
Since B is positive definite, 
(2.20) 
is well defined. The pairs (A, B) and (DAD, DBD) are equivalent (cf. 17, 
111); hence they have the same eigenvalues and simply related eigenvectors. 
In addition the latter pair satisfies the condition (2.1). If the second condition 
(2.2) is still not satisfied, then one can find a permutation matrix P such that 
both conditions hold for the pair (P * DADP, P * DBDP). The new pair is also 
equivalent to (A, B), and we can define 
s(A,B)=[s~(P*DADP)+s~(P*D~DP)]~‘~, (2.21) 
which can replace E if the conditions (2.1) and/or (2.2) fail. A similar 
measure which respects the diagonal blocks in the partition (1.6) is 
T(~, B) = [?( p*DADp) + 72( P*DBD~)]~“, (2.22) 
where 
r’(A) = i f: [/Aijll’. (2.23) 
i=r j=l 
j#i 
From the relations (2.21) and (2.22) we see that 
T(A,B) <S(A,B) 
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with equality iff the diagonal blocks of P * DADP and P * DBDP are diagonal 
matrices. In particular, if p = n then S(A, B)= T(A, B). Note also that 
S(A, B) = E provided that diag(B) = I,. The measures $A, B) and T(A, B) 
are used in the study of the asymptotic convergence of Jacobi methods for 
the positive definite generalized eigenvalue problem (see [4, Chapter 31). 
3. ESTIMATES FOR A POSITIVE DEFINITE PAIR 
Here we establish the structure of almost diagonal matrices A, B which 
define a positive definite pair. The estimates are based on Lemma 2.1; hence 
the notation from previous sections is presumed. 
THEOREM 3.1. Let (A, B) be a positive definite pair, and let S,, Ei 
(1 Q i c p) and D be defined by the relations (1.31, (2.4), and (2.201, 
respectively, Zf 
llDEiD&<Si, IdiGP, (3.1) 
then there is a permutation matrix P such that fi A’ = P * DADP, B’ = 
P * DBDP partitioned in accordance with the relatkm (1.61, the inequalities 
hold. In the relation (3.2) the Euclidean norm can be replaced by the spectral 
nurfn. 
Proof. Let P be defined so that 
holds for A’ = P * DADP = (a ij). For B’ = P * DADP = ( bij) we have bjj = 1 
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Hence Lemma 2.1 can be applied to the pair (A’, B’), thus giving the 
inequalities (3.2). W 
COROLLARY 3.2. Zf the assumption (3.1) holds, then 
2 
2i91A:i-h,,B:,~126 (‘+P2J;2(APB) ) 
( i 
(3.3) 
where A’, B’ are as in Theorem 3.1 and CL, 6, and T(A, B) are defined by the 
relations (2.181, (1.41, and (2.221, respectively. 
Proof. Using the Cauchy-Schwarz inequality and the definition of p, we 
obtain 
Since A’ and B’ are Hermitian matrices, the relations (3.2), (3.4, and (2.22) 
imply 
(I A:i - A,* B,!, 11 <q 2 (IIAijI12+IIB:,112) 
I j = 1 
j+i 
l-t/L2 
Q ~T~(A, B), l<i<p. (3.5) 
t 
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Note that Si 2 S (1 G i G p). Hence the inequalities (3.2X (3.5) and the 
definition (2.22) of r(A, B) yield 
o+ P2j2 
=G s2 T~(A,B) i k (IIA~jl12+IIB~~l~2) 
ix1 j-1 
j#l 
(l+p’)~~(A,@ 
= n 
6 
COROLLARY 3.3. lf the assumption (3.1) holds, then there is an ordering 
of the eigenvalues such that 
2;i~k~j[<( (1+P2)z(A’B) )‘_/( (1+P2);(AiB)r. (3.6) 
Proof. The diagonal elements of A’ are (up to a permutation) au/ bjj, 
while those of B’ are ones. Therefore, the relation (3.6) follows directly from 
the relation (3.3). W 
By Corollary 3.2 we see that for “almost diagonal pairs” (A, B) the 
condition r( A, B) = 0 implies 
A;i = hsiBii, l<i<p. 
Hence, the eigenspace belonging to ASi is spanned by the vectors DPej, 
j = si _ 1 + 1,. . . , si (1 < i < p). 
From Corollary 3.3 (Theorem 3.1) we see that ajj/bjj (Aii) approxi- 
mates hj (A,iB,!i) with an error of order r2(A, B). The accuracy of this 
approximation depends on ai (the local separation of hSi from other eigenval- 
ues) and on (IAij - ASiBijl12, 1 Q j < p, j # i. Theorem 3.1 reveals the struc- 
ture of an almost diagonal pair (A, B). This structure becomes apparent as 
soon as S(A, B) happens to be sufficiently small with respect to 6. As we 
shall see in Section 5, this structure plays an important role in the asymptotic 
convergence consideration of Jacobi methods for the eigenproblem (1.7) 
(cf. [41X 
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Instead of the somewhat awkward condition (3.1) one can use a simpler 
but stronger one, 
&Fs(A,B) ~6. 
We end this section by considering the case B = I,. 
COROLWRY 3.4. Let B = I,, and 
/IA -diag( A) 11, < S. 
Then there is a permutation matrix P such that for A’ = P’AP = (Aij) parti- 
tioned in accordance with (1.6), the inequalities 
and 
(3.8) 
hold. In the relations (3.7) and (3.8) the Euclidean norm can be replaced by 
the spectral norm. 
Proof. The assertion (3.7) follows directly from Lemma 2.1. The asser- 
tion (3.8) follows from (3.7). The proof for (3.8) is quite similar to the proof of 
Corollary 3.2. l 
The results (3.7) and (3.8) are refinements of the results of Wilkinson [15] 
and van Kempen 161. 
4. ESTIMATES FOR A DEFINITE PAIR 
Here we modify the results established in previous sections to handle the 
case of a definite pair (A, B). By definition the pair (A, B) is definite if A and 
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B are Hermitian matrices and there is a real linear combination aA + /3B 
which is positive definite. 
Two important properties should be mentioned (see [7, 11, 81): 
(a) There exists a nonsingular matrix F such that 
F*AF =diag(ru,,...,cu,), 
F*BF =diag(&,...,fi,); 
hence the eigenvalues of (A, B) have a full system of eigenvectors. 
(b) The Crawford constant 
c(A,B) =inf([(r*Ax)“+(r*Z3~)2]1’2; llr~~=l) 
is positive. Hence A and B share no common nullsubspace, and 
independently of the choice of F. In particular, the matrix 
where 
(4-l) 
(4.2) 
(4.3) 
(4.4) 
is positive defmite. 
Let us order the eigenvahres of (A, B) nonincreasingly so that p < & 2) 
and n, (1~ i G p) are defined by the relations (1.1) and (1.2), respectively. 
Since A, and/or ,I,, can be infinite, we make use of the chordal metric. To 
this end we identify each eigenvalue A with a point in the projective line 
defined by (cf. [lOI) 
[a,b]=((a,b)#(O,O); o/b=A}. 
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The distance between two eigenvalues is defined by 
x([a,b],[a’,b’]) = 
lab’ - a’b/ 
igq&/M’ 
In fact ~([a, bJ,[a’, b’l) is the chorda distance between the points A = a/b 
and A’ = a’/ b’ when they are projected onto the Riemann sphere. By abuse 
of notation we denote this distance by x(h, A’), so that in this context x is 
the chordal distance or real numbers. 
If we write 
sin vi si A,* = - = - 
cos ‘pi ci ’ 
then obviously 
Let 
3si = min X(hsi, $), 
I<.i<p 
l<(i=Gp, 
j#i 
S = min Sj, 
i<i<p 
(4.5) 
(4.6) 
(4.7) 
and 
Ci = ciA - siB 
= diag( Ci) + E,, 1<iGp, (4.3) 
where ci and si are given by the relation (4.5). 
THEOREM 4.1. kt (A, B) be a definite pair, and let 6, Ei, and Si be 
dejhd by the relations (4.31, (4.8), and (4.61, respectively. If 
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then there is a pe~ut~ matrix P such that fo7 a = P* ZTjAfiP and 
B = P *Z%Dp, partitioned in accordance with the relation (1.6), the fol’lowing 
inequalities hold: 
j+i 
(4.11) 
Here, cj, sif 6, and T(*) are defined by the relations (4.51, (4.71, and (2.231, 
re~ec~vely. In the ineq~l~~es (4.10) and (4.11) the E~~~~an norm can be 
replaced by the spectral norm. 
Proof. The proof of Theorem 4.1 is quite similar to the proof of 
Theorem 3.1 and Lemma 2.1 if the normal distance is replaced by the 
chordal one. Typically, the relations (2.8), (2.9), and (2.13) take the form 
and 
Finally, we note that the relations (4.1) and (4.2) ensure that Ci is of rank 
fa - n,. I 
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Obviously, the assumption (4.9) can be replaced by a simpler one, 
namely, 
e < d-,,,,S. (4.12) 
In (4.12), E is defined by (2.16) and 
l,,,i,, = min d;, 
1Cj<n 
(4.13) 
where d; are given by (4.4). 
Theorem 4.1 can be used in connection with convergence estimates for 
the Falk-Langemeyer method [2], which is well defined on definite matrix 
pairs (see Section 5). 
We note that a similar result can be proved for a pair (A, B) of 
non-Hermitian matrices provided that 
(a) there exists a full system of left and right eigenvectors, 
(b) A and B have no common nullsubpspace, and 
(cl IajjIZ+Ibjj12>o for all 1 < j < n. 
5. AN APPLICATION TO JACOBI METHODS 
In this section we use the obtained estimates in connection with the 
asymptotic convergence of Jacobi methods for the generalized eigenvalue 
problem (1.7). Since our consideration is limited by the size of this paper, we 
give only a brief discussion in the interesting case of multiple eigenvalues. 
For this purpose, instead of proper bounds for the rate of convergence, we 
use Landau’s O-symbols. Finally, for the sake of clarity we consider only the 
real algorithms. 
A more elaborated consideration without these restrictions will be pub- 
lished elsewhere (cf. [4, Chapter 31). 
5.1. Jacobi Methods fm Ax = A Br 
Jacobi methods for the generalized eigenvalue problem (1.9) are iterative 
processes of the general form 
A(k+l) = Fk*A’k’Fk, B(k+l) = F,*B’k’F,, k al, 
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where Fk (k > 1) are nonsingular elementary plane matrices and (A(‘), B(r)) 
= (D*AD, D*BD). The scaling matrix D is usually diagonal (cf. [16, 3, 41). 
Each matrix 
Fk = 
L 
1 
fii”’ * 
1 
f 
(k) 
lm 
1 
1 
is defined by a pair of pivot indices (2, ml (the so-called pivot pair) and by a 
2-by-2 submatrix 
here called the pivot submatrix of Fk. Let ff (k) tick) be the pivot submatrices 
of A@‘, BCk’, respectively. The elements of ‘@& are determined from the 
requirements 
k al. (5.1) 
Here we have assumed ACk’ = (a$‘), B (k) = Wk’). Each Jacobi method is 
defined by an algorithm for computing the elemznts of #k and by a strategy 
of selecting the pivot pairs (the so-called pivot strategy). Of special interest 
are the cyclic Jacobi methods whose pivot strategies are defined by an 
ordering of the set {(i,j); 1 d i < j Q n). On serial computers one usually 
works with the serial Jacobi methods which annihilate the off-diagonal 
elements in a sequence by rows or columns. On parallel computers one 
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works with special cyclic pivot strategies (cf. [9, 121) which enable concurrent 
annihilation of [n/2] off-diagonal elements in the upper triangle of each 
matrix. Here [n /2] is the largest integer < rr /2. 
Next we briefly describe two Jacobi algorithms. The first (second) one 
applies to a positive definite (definite) pair (A, B) of real matrices. 
ALGORITHM 1 . This algorithm presupposes the initial “normalization” 
(A”‘, B(‘)) = ( DAD, DBD) , 
where D is defined by the relation (2.20). 
The algorithm leaves invariant the diagonal of BCk) (k > 1). Therefore the 
transformation matrix F, is determined by the requirements (5.1) and 
b$ + 1) = 1 = b’k + 1). 
mm 
These requirements yield the following formulae (see [4, p. 291): 
sin (Pk = sin 8, - tk(cos 8, + 7, sin 6,)) 
cos t,bk = cos ek - tk( sin ok + nk cos ok), 
sin $k = sin 8, + &.( cos ok - nk sin ok), 
Note that the formulae above are invariant under the transformation 
* (Ack’, fi’k’) + (t,Ack) + t,6tk), E?ck)), for any real scalars t,, t,. The algorithm 
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is well defined whenever bj, > 0 (1 Q j G n> and I@,)] < 1 for all k > 1. 
These conditions are fulfilled for positive definite pairs (A, B). If B = I, the 
algorithm reduces to the standard one for the symmetric matrix A. Hence 
the choice Qk E [ - r/4, r/41 is the usual one, at least on serial computers. 
If only A is positive definite, then the algorithm can be applied to the pair 
(B,A). 
Such a method was first considered by K. Zimmermann in a part of her 
Ph.D. thesis [16]. However, the formulae above as well as the global and 
quadratic convergence proofs under serial cyclic strategies can be found in 
I51 and [43. 
ALGORITHM 2. In order to reduce the computational effort at each step, 
Falk and Langemeyer proposed, in their pioneering work [2], 
and derived the following formulae: 
Here, vCk) is a solution of the equation 
where 
The usual choice for v(~) is the larger (in modulus) solution 
212 
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and 
w(x)= ‘-rl ( , x 20, x <o. 
This choice makes the algorithm more stable because it implies lff&] < 1 
for k 3 1. 
Setting 
(A(‘),@‘)) =(A,B), 
we see that the algorithm is well defined whenever A(‘) 2 0 for all k > 1. If 
B is positive definite, this condition can be easily proved (see [4, p. 331). 
However, since A(/‘, A(:‘, and A$; are invariant under the transformation 
(J’k’ $0)__, (,..Qk’ 
c2 + s ‘2_ 
- SIP”‘, s&k) + cSCk)) for any real c and s satisfying 
- I, we can conclude that Algorithm 2 is well de&red for all definite 
pairs of real symmetric matrices. 
Note that neither of the above algorithms is defined provided that 
t,&” + t,B^(k) = 0 holds for some real t, and t, with It,]+ It,] > 0. In such a 
case there are several choices for $k. The most attractive seem to be the 
triangular ones (cf. [l, 41) i.e. 
for Algorithm I and 
A 
Fk = 
1 - b~~/b~~) 
0 1 
] or ~k=[:, -.,,/.::)I 
for Algorithm 2. 
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If the initial matrix pair (A, B) is positive definite, then the two algo- 
rithms are simply related (see [4, Theorem 2.71). In short, Algorithm 2 
(Algorithm 1) is a “fast scaled’ (“normalized’) version of Algorithm 1 
(Algorithm 2). 
5.2. Asymptotic Convergence 
Here we consider the asymptotic behavior of cyclic Jacobi processes 
based on Algorithm 1 and Algorithm 2. For the sake of simplicity we call 
them Al- and A2-processes. 
To measure the progress of Al- (AZ-) processes we can use Ed (5,) and rk 
(?k) defined by 
ek = [ S2( Ack') + S2( Bck’)] 1’2, 
rk = [ T’( Ack') + T”( Bck))] ‘j2, k > 1 
.Fk = [ s2( Zk’) -I- S2( Pk))] 1’2, 
i,=[7”(A(k))+72(B(k))]1’2, k3.l. 
Here 
$k’= @‘A’k’@’ I @kt = IjUG@‘@k 
and 6’k’ is a diagonal matrix defined by 
6”‘-‘=diag(@,...,@), 
where 
These measures are justified by the inequalities 
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and 
2 2 XZ([Sj,Cj], [a$;),b$‘]) = 2 2 X2([Sj,Cj], [q, j,(;‘]) 
j=l j=l 
(5.3) 
which follow from Corollary 3.3 and Theorem 4.1, respectively. In (5.2) and 
(5.3) 6 is defined by the relations (1.4) and (4.7) respectively. Hence, we 
assume for Al- and A2-processes 
and 
respectively. Here dmin is defined by the relation (4.13). Next, we assume 
that the permutation matrix P from Theorem 3.1 (respectively, Theorem 4.1) 
is identity. Note that these assumptions are extensions of those under which 
van Kempen [6] proved the quadratic convergence of the standard serial 
Jacobi methods. 
Let us consider what happens with the transformation parameters of Al- 
(A2-) processes when (A(‘), B(i)) continuously changes over equivalent pairs 
so that .si + 0 (Ei + 0). Then obviously pi -+ 0 (7’, + 0). We use the notation 
ufz for u(t~~]k= 1, where Ack) = (a(;)). 
PROPOSITION 5.1. If ajz lies within a diagonal block A’:‘, then as e1 4 0 
(El --+ 0) 
o(G) 
tan201 = o(Tf) ’ 
@’ O(?f) is -=- a1 (Q) O(?f) ’ 
Pg=#). 
(5.4) 
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Otherwise, as ei + 0 (El + 0) 
tan20, = 0( 7r) 
(5.5) 
Proof. We consider first the asymptotic estimates for Algorithm 1. 
From Theorem 3.1 (or rather Lemma 2.1) we see that for the pivot 
submatrices A(“) and I?(‘) 
holds, provided that u{z lies within A(:‘. Since tan28, is invariant under the 
transformation 
(A(‘), $1)) + (A(‘) - /Q”‘, q = ($0, $1)) ) 
the first equality in the relation (5.4) is proved. 
If CZ~, lies off the diagonal blocks, then for sufEciently small .si 
whence tan28 = O(T~) as er + 0. 
The proof for Algorithm 2 is similar. Let us denote by A(;), A$), A(;;, G) 
and A’:), AC!” A$rA , fi(l) the characteristic quantities related to the pairs 
(#’ fi”‘) a;d $1, i(l)) respectively Here &) and I%) 
submatrices of A”) and 6”. Then ’ ’ 
are the pivot 
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and consequently 
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If ufz lies within A(k), then by Theorem 4.1 
c.L$‘) _ &) = &j(l) 
I I IIfi(‘)II = 0( 7’f), as ei --) 0, 
where si /ci = A,,, , c? + s2 = 1. Since A(/), A;, , (‘), and i;(l) can altema- 
in 
6, 
tively be computed from the pair (c,A 
? 
- siBC1), siA(‘) + c,i(‘)), we conclude 
q’=o(f;), Lq = o(q), a;; = o(i;), 
whence 5”‘= O(if) as E, --, 0. This proves the assertion (5.4). 
If ufz lies off the diagonal blocks, then 
&i’=O(?,) and &2=0(5,) as .Fi+O. 
B(l) = (b, -Cl) >, then we have 
= a’ f$$) - &W$) I * aff) &’ , ($1) p 
II mm I (1 ' II mm* m 
=x([ul~',bI:'],[a~',,b~!,]). 
I) 
Thus, for sufficiently small E,, I&/Al > 6/2 and hence fro) > S/2. This 
proves the assertion (5.5) of Proposition 5.1. n 
If the eigenvalues of (A, B) are simple, then &k = rk (gk = ?k) for all k’s, 
and by Proposition 5.1, for k = 1 we have 
~,=.(,,)[ok,,?&=o(~i), ,k,@=o(ei)), (5.6) 
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whence 
j-p= 1+ O(Ef), f;; = 1+ 0(&f), 
f$=O(cl) as E,+0 (5.7) 
Pk = O(G) as 6i+O). 
Here we have assumed that Jj”/$’ and &!,‘/&’ are of moderate size. 
From the relation (5.7) we can conclude that 
E~+~=E~+O(E~) as ei+O 
(Ik+i=Ek+O(Ef) as 6r+0). 
(5.8) 
The relation (5.8) in turn ensures the validity of (5.6) and (5.7), and 
consequently of itself for the next k. Thus, for sufficiently small .sr (8,) the 
relation (5.8) holds for N = n(n - 1)/2 successive steps, which then together 
with usual techniques implies the quadratic convergence. 
The same conclusion can be drawn in the case of (at most) double 
eigenvalues under serial cyclic strategies, but here a more detailed analysis is 
necessary. The proofs of the quadratic convergence with proper estimates 
(and in the complex case too) can be found in [4]. 
In the presence of eigenvalues with multiplicities larger than two, the 
analysis is more complicated, since for some k’s Ok (a, or &) can be large 
[see (5.4)]. This fact can cause a delay in the reduction of ek per cycle, as the 
following example shows. 
EXAMPLE 5.2. Let 
A = F*diag(I,I,I,Z) F, B = F*F, 
F= 1: i i !I, a,b,c realscalars. 
La 0 c 11 
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Apply the column-cyclic Al- (A2-) process to (A, B), and consider the cases 
(i) a = b = c = t, and 
(ii) a = b = t, c = 2t 
as t + 0. In particular show that 
eN+,=O(el) as si+O 
(E’ N+l=Wgl) as .Fi + 0) 
holds for the both cases. 
Solution. Consider first the Al-process. Since 
A”’ = 
B(l) = 
1 
a2 2ac 
.+- 
1+a2 
0 
(1+ a2)(1+ c”) 
b 
1 
&l+ b2)(1+c2) 
C2 
1+- 
1+c2 
symm. 
L 
1 
symm. 
a ac 
0 
(1+a2)(a+c2) a-7 
2 
b 
1 
\/(l+ b2)(1+c2) ’ 
1 
& 
1 
(5.9) 
_I 
the first step is skipped, i.e. F, = I. At the second step (2, m) = (1,3) and one 
obtains 
tan28, = 
(2+aa+c2)ac 
(c”- aZ)\/l+a2+c2 . 
ALMOST DIAGONAL MATRICES 
For case (i) we have e2 = f r/4 and therefore 
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(3) _ 0.~0~ (p2 - a(&) *,z fi 
au- m =+,t+W), 
bi3,’ = 
0.~0s (pz - b$?jsin tiz fi 
= + yt + O(P), 
b$;) = 
O.sin qo, + b$ycos a+hclz fi 
&(biy)” 
=*-gt+O(t”), as t-+0. (5.10) 
For case (ii) we have 
4+ lot2 
tan20, = =4+0(P), 
3\/1+5t2 3 
whence 
#) = b(3) = _ Et + o( t2), 
12 12 
5 
b(3) = 2a 
23 5t + O( t2) as t+O. (5.11) 
After the third step we have 
(5.12) 
and similar relations hold for bi4,’ and b$. Since ul? = b$?j = 0, the relations 
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(5.12X (5.11X and (5.10) imply, for both cases, 
( ug))2 +( c$g2 = (49” 
1 - ( Z$q2 
= 0(t”), 
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(bg)2+(b$))2 = ly;;;)2 = O(P) as t-,0. 
23 
(5.13) 
For the next three steps the assertion (5.5) of Proposition 5.1 holds; hence we 
can use (5.8) and (5.13) to prove 
EN+1 = Er = Eq + o($) = O(t) + O(Ef) as t-+0. 
Since .si + 0 iff t -+ 0, the relation (5.9) holds for the Al-process in both 
cases. 
A similar analysis can be made for the column-cyclic A2-process. In case 
(i) a simple calculation yields the following pivot submatrices ek: 
&=I,, fi2=[; -;I, z$= l s , 
[ I Fl=[ _12t ;I> 0 1 
$s = I,, and & = I,. After the full cycle is completed one obtains 
A(N+ 1) = 
p+ 1) = 
2 
symm. 
2 
symm. 
-t2 
t - 
1+ t2 
0 
1+t2 0 0 
2+t2 
1+ t2 
0 
2 
- t2 
t - 
1+ t2 
0 
1+t2 0 0 
2+t2 
1+ t2 
0 
1 
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In case (ii) one obtains 
and finally 
5 
4 
/$N+l)= 
symm . 
5 
4 
B’N+ 1) = 
symm. 
Again the relation (5.7) holds. 
t 
-- 
2 
1+ t2 
t 
-- 
2 
1+ t2 
t2 
t2 
2(1+ t”) 
0 
5 t” 
--- 
4 1+t2 
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From Example 5.2 we see that independently of how tiny .sr (gi) is, .sN+i 
cbN+ 1) can fail to be as tiny as e: (gf). This failure of the quadratic 
convergence of &k (i?k) is due to the estimates (5.4) and to the fact that the 
off-diagonal elements lying within the diagonal blocks need not necessarily 
be as small as sf (g:). In each cycle there are exactly N, = C~=i,(n, - 1) 
(ni -2)/Z “critical” steps which may cause the stagnancy in the reduction of 
&k (.6k). Preliminary numerical investigation suggests that for larger ratios 
N, /N the stagnant case prevails, prolonging the computation. 
Example 5.2 says very little about the convergence properties of rk and 
?k, She we obtain f,, 1 = 0. In the general case the reduction of rk (per 
cycle) depends on Ed, since the transformations mix together the off-diagonal 
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elements lying within the diagonal blocks with those lying off them. A more 
detailed analysis can show that for sufficiently small e1 (see [4, Theorem 
3.141), 
El 
P ig+1 =G c-71, 
6 
c > 0. (5.14) 
The proof of (5.14) with an estimate for the constant c is rather long and 
will be published elsewhere. Here we use the estimate (5.14) to conclude 
that in general the quadratic convergence of rk is not guaranteed. A similar 
conclusion certainly holds for A&processes. 
We finish this paper with 
REMARK 5.3. 
(a) Although Ed can be almost stationary in a few successive cycles, the 
quotients a!!)/ b!k) 
For if eN+y 
11 can significantly approach the appropriate eigenvalues. 
= O(E~) and eZN+l = O(E~), then the relation (5.14) implies 
Q-~+~ = 0(&T) and T~,,+~ = 0(&f). Hence by Corollary 3.3, u~~~+‘)/b~~~+‘) 
= hi f O(T;N+l )= Ai + 0(&y) (1 g i < n). This sheds light on the fact that 
u$‘/b$’ are usually much better approximations of the eigenvalues than .sk 
itself can guarantee. 
(b) From Proposition 5.1 we see that the formulae for tan28, (and for (Yk 
and &) become very sensitive to roundoff errors when u$)/ bj,k’ and 
a’,“; / bc; approximate the same eigenvalue. This sensitivity is amplified 
when ek (a,) becomes stagnant. This suggests that a\k,“’ and bl:,“” should 
be computed rather than automatically be set to zero. 
(c) The failure of the quadratic convergence and the sensitivity of the 
algorithms under the roundoff errors in the presence of multiple eigenvalues 
suggest possible modifications of algorithms. One attempt in this direction is 
presented in [4]. 
(d) Recently Veseli6 [13] proposed a simple Jacobi method for the special 
definite eigenproblem AX = AJn: where J = Ze( - I). Using Theorem 4.1 
one obtains sharp asymptotic estimates for the diagonal blocks of A. Hence 
the quadratic convergence of this method can easily be proved. 
The resul& in Section 2, Section 3, and part of Section 5 are taken from the 
author’s Ph.D. thesis, which was worked mt in 1983 at the University of 
Hagen, under the supervision of Professor K VeseliC. The author is indebted 
to Professor VeseliC as well as to the a~~ referees for ~lpf~ cafe 
and suggestions. 
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