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Abstract
In the last decades, more or less complex physically-based hydrologi-
cal models, have been developed that solve the shallow water equations or
their approximations using various numerical methods. Model users may
not necessarily know the different hypothesis lying behind these develop-
ment and simplifications, and it might therefore be difficult to judge if a
code is well adapted to their objectives and test case configurations. This
paper aims at comparing the predictive abilities of different models and
evaluating potential gain by using advanced numerical scheme for mod-
elling runoff. We present four different codes, each one based on either
shallow water or kinematic waves equations, and using either finite volume
or finite difference method. We compare these four numerical codes on
different test cases allowing to emphasize their main strengths and weak-
nesses. Results show that, for relatively simple configurations, kinematic
waves equations solved with finite volume method represent an interesting
option. Nevertheless, as it appears to be limited in case of discontinuous
topography or strong spatial heterogeneities, for these cases we advise the
use of shallow water equations solved with the finite volume method.
Keywords overland flow; well-balanced finite volume scheme; finite differ-
ences scheme; kinematic wave equations; shallow water equations; comparison
of numerical models
1 Introduction
Shallow water runoff plays an essential role in natural ecosystems and is the
main source of transfer of living and mineral elements in the landscape. In
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areas modified by human activities (e.g. soil sealing), or during extreme cli-
matic events, excess water runoff can lead to serious environmental issues such
as the flooding of urban areas [7, 23], or the pollution of water bodies [6]. In
order to prevent or to mitigate such events, it is therefore necessary to be able
to predict the dynamic as well as the spatial extent of runoff production and
transfer [59]. To meet this demand and to reflect the complexity of the processes
involved as well as the spatial heterogeneity of the landscape, several modelling
approaches of various complexities have been developed. Saint-Venant equa-
tions are adapted to describe shallow water flow [4]. They derive from the
Navier-Stokes equations by averaging over depth, and assuming several hypoth-
esis due to non linear terms [28, 62]. The Shallow Water equations (SW) can
be simplified in various different forms [46] among which the simplest model
is the Kinematic Wave model (KW) [56, 57] , and an other is the Diffusion
Wave model (DW) [13]. These equations are highly nonlinear and therefore do
not have global analytical solutions, so we have to approach the solution by
numerical methods such as finite difference, finite element or finite volume.
The most commonly used is the Finite Difference method (FD) which is
simpler over simple geometry (structured grid) and more intuitive. A key step is
to replace the continuous derivatives with appropriate approximations in terms
of the dependent variables evaluated at different mesh points in the region of
interest. The basis for doing this is related to the Taylor Series expansion for
a function in the vicinity of some discrete point, xi. The Finite Element (FE)
method is based on the variational formulation of the system. Usually, this
method is not adapted to the discontinuous solutions, and not appropriated
to solve conservative system of equations. The Finite Volume (FV) method
is both adapted to any geometry (structured and unstructured meshes) and
conservative by its formulation. It consists in solving the approached solution
on each volume of the mesh (volumes in 3d, surfaces in 2d, and segments in 1d).
Flux balance can be calculated (by integration of equations on these volumes)
in each volume; the flux entering is then identical to that leaving the adjacent
volume. This method is therefore conservative.
We can find many codes which solve SW or its approximations based on
various numerical methods. For instance, to model hortonian overland flow on
small plots [50] propose a model (PSEM 2D) based on a finite differences reso-
lution with a Mac Cormack scheme coupling two-dimensional SW system with
Green–Ampt infiltration model [30, 9]. They got a good agreement between the
calculated results and the measured data on small plots in sandy soils. [38] used
a two-dimensional KW model simulating runoff generation and flow concentra-
tion, based on two-dimensional KW theory and finite element method. Their
comparisons with experimental observations, on an infiltrated hillslope receiv-
ing an artificial rainfall, were also satisfactory. [60] made comparisons on an
experimental plot between simulated and observed flow-velocity field for three
different models: PSEM 2D [50] a SW equations in 2D (presented previously),
MAHLERAN [63] a 1D KW in the slope direction coupled with a 2D flow-
routing algorithm, and Rillgrow2 [24] involving an empirical runoff algorithm
(close to the DW equation in 2D). The results conclude that PSEM 2D was the
most satisfying model, and MAHLERAN, though simple, obtained good results.
[49] presented a two dimensional SW numerical model which uses the unstruc-
tured finite-volume method. The test case results, both analytical and experi-
mental, validate the model and show that it is able to compute SW equations
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on arbitrary and complex topographies. To model the storm runoff prediction
from humid forested catchments, [36] developed a rainfall-runoff model for large
scale, using a one dimensional KW approximation solved by an implicit finite
difference scheme. Furthermore, to optimise the abilities of each model, it is
possible to use both KW and DW. For instance, [47] proposed a distributed
physiographic conceptual model using a finite difference method for, both KW
and SW in function of the watershed decomposition in subwatersheds (according
to the drainage area).
For these three methods (FD, EF, and FV), it is also necessary to chose a
numerical scheme. It might be either implicit or explicit (in theory, implicit
methods are unconditionally stable, but their use implies solving big systems).
It might also be Forward, Backward, Centred or Upwind. Moreover, concern-
ing FV, a numerical flux has to be chosen. There are several possible choices:
Rusanov [8], VFRoencv [27], HLL [32],. . . . The choice of this flux is based on
several criterions: stability, water height positivity preserving, maximum prin-
ciple preserving,. . . . For example, [16] compares different fluxes for simulations
of overland flow on agricultural surfaces, and concludes that it is preferable to
chose HLL in this case. In addition, it is well-known that, since[5], the topog-
raphy source term needs a special treatment which enables at least to preserve
steady states at rest. The schemes having this property are said to be well-
balanced [31]. In litterature, we may find a lot of such schemes (see among
others see [3, 8, 35, 37, 51]).
Once chosen the resolution method and the numerical scheme, the source
terms (other than the topography) might be treated under several ways: con-
cerning the friction term, both a law (Manning, Che´zy, linear,. . . ) and the
numerical treatment (explicit, implicit, semi-implicit) has to be chosen. Con-
cerning infiltration, a coupling with an other physical model is needed. Several
choices of equations (Philip [52], Green–Ampt [30], Richards [53]) are possi-
ble [11]. There are different types of physical model coupling, for instance SW
with Green–Ampt [22], or KW with Richards [58, 64]. This choice and the nu-
merical method are governed by the process to simulate. Therefore it exists a
vast number of possible resolutions, and an important number of hydrological
models: by the choice of the equation system governing the processes to model,
and by the used resolution method. For example, in the case of erosion process
on catchments and for land management applications, KW with finite element
method is predominantly used with erosion threshold laws [26] (EUROSEM [45],
LISEM [15]).
Until now, KW and finite differences are the most used in hydrology, be-
cause of its simplicity and low computational costs (LISEM, KINEROS [65],
WEPP [48]). However, SW is increasingly used in hydrological models such
as [22, 25, 49] TELEMAC-2D, more complete equations allow to better model
physical processes. In fact, everyone implements his own method, depending on
its knowledge and means of computation; the model validation principally es-
tablished on comparisons with observed data or analytical test cases [20, 19, 29].
Theses evaluations are generally only valid for a ponctual application and are
thus not generic. Few comparisons of models based on their patterns have been
done, therefore we can not know what advantages are obtained with the different
methods in order to choose in function of the modelling aims [60].
In this context, this study aims at comparing the predictive abilities of dif-
ferent models and evaluating the interest to complicate a numerical scheme (to
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take into account the different elements of the terrain and the geometry of the
network flow) for modelling runoff. We will present four different codes with
different governing equations and numerical resolution, and compare them on
different test cases allowing to emphasize main strengths and weak points of the
four options.
2 Methodology
2.1 Governing equations
2.1.1 Shallow Water equations
z ,
 z
+ h
 
x
R(x,y,t)
u(x,y,t)
I(x,y,t) h(x,y,t)
z(x,y)
0
Figure 1: Geometric configuration and basic notations in x direction.
In this study, overland flow is described using the Shallow Water equations or
Saint-Venant system [4] which are obtained from the 3D incompressible Navier-
Stokes equations with some simplifying assumptions. The main operation giv-
ing Shallow Water equations from Navier-Stokes is an average over the vertical,
however the existence of non linear terms requires some assumptions and ap-
proximations [34, 62].
First, we assume that the pressure is hydrostatic, i.e. the acceleration due
to the pressure balances gravity, secondly we assume the water depth is much
smaller than the characteristic horizontal size of the field of study. Next, we
suppose that the vertical velocity is negligible and thus has no equation. Once
these assumptions done, the Navier-Stokes equations (with mass constant vol-
ume and hydrostatic pressure) will be averaged on the vertical by integration
from the bottom to the surface [28, 43].
In two space dimensions, the system of Shallow Water equations can be
written as follow (see Figure 1):
∂
∂t
h+
∂
∂x
hu+
∂
∂y
hv = S, (1)
∂
∂t
hu+
∂
∂x
(
hu2 +
gh2
2
)
+
∂
∂y
huv = −gh (S0x + Sfx) , (2)
∂
∂t
hv +
∂
∂x
huv +
∂
∂y
(
hv2 +
gh2
2
)
= −gh (S0y + Sfy) . (3)
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Where (1) is the equation of mass conservation, and (2)-(3) two momentum
equations.
x and y [L] are the space coordinates, t [T] the time, h [L] the local vertical
depth of water, u [L/T] and v [L/T] the depth-average velocities, S0 [L/L] the
bed slope and g [L/T 2] the gravitational constant. The source term S [L/T]
corresponds to the volume of water that is available, namely the difference
between the rainfall rate R [L/T] and the infiltration rate I [L/T]; it can be
expressed as follows: S = R(x, y, t)− I(x, y, t)
And, Sfx ,Sfy [L/L] are energy grade line slope or friction terms. S0 the bed
slopes are calculated directly with ground surface elevation z [L]:
S0x =
∂z
∂x
and S0y =
∂z
∂y
. (4)
2.1.2 Kinematic Waves
Many watershed codes are based on the kinematic wave theory for modelling
hydrological processes in surface water. Kinematic Wave model is one of var-
ious simplifications existing of Shallow Water equation (seen previously), it is
the simplest model and it combines the momentum and mass conservation equa-
tions [13]. It consists in neglecting the local acceleration, convective accelera-
tion, and pressure terms in the momentum equation. That is to say, the main
assumption is that the gravity and friction forces balance each other. So we
have the continuity equation (1) and a motion equation that corresponds to
the equality between component along the slope and the resistance force [38],
equations (2)-(3) (S0 = Sf ). So the wave motion is principally described by the
equation of continuity.
2.1.3 Friction term
In the equations (2)-(3), Sfx and Sfy are the friction terms. As regards its
formulation, our study includes two options often used in hydrological studies:
Manning’s law (5) and Darcy-Weisbach’s law (6) [22, 25, 40, 41]. Both of them
are derived from empirical considerations [12, 62]:
Sfx = K
2u
√
u2 + v2
h4/3
, Sfy = K
2 v
√
u2 + v2
h4/3
, (5)
Sfx = f
u
√
u2 + v2
8gh
, Sfy = f
v
√
u2 + v2
8gh
. (6)
Where K and f are respectively Manning’s and Darcy-Weisbach’s roughness
coefficient which depend on physical and natural properties, estimated from
calibration or published values (see for exemple tables in [12]). These coefficients
are supposed to be constant in time during the example.
For the Kinematic Waves approximation, thanks to (2)-(3) we obtain the
following expression for the velocity which depends on the choice of the friction’s
law:
Manning: u = h8/3
√
|S0x | /K, v = h8/3
√∣∣S0y ∣∣ /K, (7)
Darcy-Weisbach: u = h5/2
√
8g |S0x | /f, v = h5/2
√
8g
∣∣S0y ∣∣ /f. (8)
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2.1.4 Infiltration process
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Figure 2: Illustration of the Green–Ampt model
To describe infiltration process, we use a Green and Ampt formulation [30]
(see Figure 2). It is an effective and accurate way to predict cumulative infil-
tration through dry or wet soils. We incorporate in our model the formulation
developed in [44] for its rainfall-runoff predictive model, as used in [22]. We
assume that the wetting front displaces at the same rate in the negative z di-
rection, which provides a well-defined wetting front separating a fully saturated
zone from a zone at the initial soil moisture.
The following parameters and variables are useful to compute the infiltration
model:
- I(x, y, t) [L] the cumulative infiltration, gives the total amount of water
infiltrated between the initial time t0 and t.
- Ic [L/T] stands for the infiltration capacity, and represents the water vol-
ume that the soil is able to infiltrate.
- Ks [L/T], is the effective saturated hydraulic conductivity. The saturated
conductivity refers to the permeability of soil, this parameter is a quantitative
measure of the soil ability to transmit water when subjected to a water gradient.
- Zf [L] is the depth reached by the wetting front.
- h and hf [L] are respectively the hydrostatic pressure caused by pounding
depth (equal to the local vertical depth of water in the KW or SW model) and
the wetting front capillary pressure head.
- θi and θs are two dimensionless coefficients corresponding to initial and
saturated water content. The soil ability to infiltrate water is a positive function
of θs. The infiltration capacity of a soil is calculated as follows:
Ic = Ks
(Zf + hf + h)
Zf
.
The wetting front Zf depends on the saturated water content and can be writ-
ten:
Zf =
I
θs − θi .
So the volume infiltrated is calculated as follow:
Water infiltrated quantity =
{
Water quantity available (Qa) if Qa < Ic.dt
Ic.dt otherwise
,
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where Qa = h.∆x, with ∆x the space step defined in Section 2.2. If the available
water volume on a cell is smaller than the infiltration capacity: all is infiltrated,
and otherwise infiltrated volume is equal to infiltration capacity and the remain-
der streams.
Values of these infiltration parameters for various soil classes can be found
in [13, p.115]. Numerous studies show that the saturated hydraulic conductivity
is the most influent one, [55] presents a study on the impact of this parameter
on the surface runoff.
2.2 Numerical resolution
In this section, we present and describe four numerical discrete methods, in order
to compare them subsequently. So we solve our system on a spatial discretization
(see Figure 3), the domain is divided in cells (indexed by (i,j)) which writes
Ci,j = [xi,j−∆x2 , xi,j+ ∆x2 ]×[yi,j−∆y2 , yi,j+ ∆y2 ] (respectively Ci,j = [xi,j , xi,j+
∆x] × [yi,j , yi,j + ∆y]) for finite volume method (respectively finite difference)
where ∆x > 0 (respectively ∆y) is the space step in the x-direction (resp. y-
direction).
x
y
Finite volume method
x
y
Finite difference method
Ci,j
Δ x Δ x
Δ y
Ci,j
(xi-1 , yj ) (xi-1 , yj )
(xi , yj-1 )(xi , yj-1 )
Δ y
Figure 3: Spatial discretization, comparison between the two numerical meth-
ods: Volume Finite and Difference Finite.
2.2.1 Shallow water with a finite volume scheme (SW/FV)
Here we use an object oriented code in C++ (free software and GPL-compatible
license CeCILL-V21. Source code available at http://www.univ-orleans.fr/mapmo/soft/FullSWOF/)
solving the shallow water system with a well balanced finite volume method, it
is called FullSWOF 2D (for Full Shallow Water equations for Overland Flow in
2D) and was developed and partially supported by the ANR project METH-
ODE2 see [16, 54, 21].
1http://www.cecill.info/index.en.html
2project ANR-07-BLAN-0232 granted by the French National Agency for Reseach
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We consider the Shallow Water system (1)-(2)-(3) and introduce four vectors
to write it in a compact form:
U =
 hhu
hv
 , F (U) =
 huhu2 + g2h2
huv
 ,
G(U) =
 hvhuv
hv2 + g2h
2
 and B(U) =
 R− I−gh(S0x + Sfx)
−gh(S0y + Sfy )
 .
U is the vector of conservative variables; F and G are the flux vectors in each
horizontal direction; B corresponds to the source term and depends on U be-
cause of bed friction. With these notations, the Shallow Water system, expressed
in the differential conservative form, has the following expression:
∂U
∂t
+
∂F (U)
∂x
+
∂G(U)
∂y
= B(U). (9)
We can write the two-dimensional semi-discrete finite volume formulation of
system (9):
d
dt
Ui,j +
1
∆x
(F ?i+1/2,j − F ?i−1/2,j)−
1
∆y
(G?i,j+1/2 −G?i,j−1/2) = Si,j .
Ui,j is an approximation of the conservative variables U in the cell Ci,j , F
?
i+1/2,j
(respectively G?i,j+1/2) the numerical flux at the interface between Ci,j and
Ci+1,j , (resp. between Ci,j and Ci,j+1) and Si,j the source term discretization.
For the sake of simplicity, we follow the explication only for the one-dimensional
case. To obtain a second order accuracy in space, we have reconstructed our
variables with a modified ENO linear reconstruction and a minmod slope limiter
which is an elementary method to extend accuracy of a finite volume scheme (for
more details see [8, 16]). Naturally, one would make it on z and h separately,
but in practice one makes it on z + h and h, and deduces z, because it allows
to treat correctly the dry/wet interfaces [2]. So, we reconstruct h + z to get
zi+1/2− and zi+1/2 + the reconstruction of z on each side of the interface i +
1/2, in case of inflow or dry soil. Furthermore, it is not so obvious to get a
steady state preserving scheme (at rest too, for example a lake at rest), but
it is necessary for the result credibility. In order to preserve them we can
use schemes which are called well balanced (since Greenberg and Leroux [31]).
It consists in choosing a finite volume scheme with the good properties (water
height positivity preserving, consistent) depending on the chosen numerical flux.
Then a correction is applied to deal properly with the source term, i.e. to
preserve steady state. The equilibrium or stationary states are given by:{
∂th = 0
∂tu = 0
⇒
{
∂xhu = 0
∂x(h+ z + u
2/g) = 0
,
which is Bernoulli’s law. To simplify we restrict to equilibria nearly at rest
(u <<
√
gh): u = cst, g(h + z) = cst. So u = 0 is included. This procedure is
called the hydrostatic reconstruction, for more details we refer to [1, 8, 42]. In
one-dimensional case, our scheme writes:
Un+1i − Uni +
∆t
∆x
(
Fni+1/2L − Fni−1/2R
)
=
∆t
∆x
Sni,j .
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Where
Fni+1/2L = F
(
Uni+1/2L, U
n
i+1/2R
)
+
(
0
g
2
(
(hni+1/2−)
2 − (hni+1/2L)2
)) ,
Fni−1/2R = F
(
Uni−1/2L, U
n
i−1/2R
)
+
(
0
g
2
(
(hni−1/2 +)
2 − (hni−1/2R)2
)) .
Here, variables indexed by i±1/2R or i±1/2L stand for the result of the second
order hydrostatic reconstruction (10). The ones indexed by i±1/2− or i±1/2 +
result from ENO modified (Essentially Non Oscillatory) type reconstruction.
The states Ui+1/2L and Ui−1/2R have the following expression:
hi+1/2L = max
(
0, hi+1/2− + zi+1/2− −max(zi+1/2−, zi+1/2 +)
)
,
hi−1/2R = max
(
0, hi−1/2 + + zi−1/2 + −max(zi−1/2−, zi−1/2 +)
)
,
Ui+1/2L =
(
hi+1/2L, hi+1/2Lui+1/2−
)t
,
Ui−1/2R =
(
hi−1/2R, hi−1/2Rui−1/2 +
)t
.
(10)
Moreover to preserve the consistency, a cell centered source term is added:
Sni =
(
Rni − Ini
g
2
(
(hni−1/2 +)
2 − (hni+1/2−)2
)
(zi+1/2− − zi−1/2 +)
)
As numerical flux, we use the HLL flux [33]:
F (Ul, Ur) =

F (Ul), if σ1 > 0,
σ2F (Ul)− σ1F (Ur)
σ2 − σ1 +
σ1σ2
σ2 − σ1 (Ur − Ul), if σ1 < 0 < σ2,
F (Ur), if σ2 < 0.
Where,
σ1 = inf
U=Ul,Ur
inf
j={1,2}
λj(U), σ2 = sup
U=Ul,Ur
sup
j={1,2}
λj(U)
and λ1 = u −
√
gh, λ2 = u +
√
gh are the eigenvalues of the jacobian of the
system.
For the friction law, we chose the semi-implicit treatment because of its stability
and preservation of steady states at rest. For more details, refer to [10]. For the
Darcy-Weisbach’s friction law, the equation (6) implies the following expression
for the discharge qx,y, where qx = hu, qy = hv and |q| =
√
q2x + q
2
y:
qi
n+1
x,y =
qˆi
n+1
x,y
1 + ∆tf
|qˆin+1x,y |
8(hn+1i )
2
.
For the Manning’s friction law, the expression is obtained thanks to the equation
(5). To finish, we use a TVD second order Runge Kutta method (Heun) in order
to obtain the second-order accuracy in time. We can write our scheme (2.2.1)
under the form :
Un+1 = Un + ∆tΦ(Un),
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and we obtain a second-order scheme in time and space as follow:
Uˆn+1 = Un + ∆tΦ(Un),
Uˆn+2 = Uˆn+1 + ∆tΦ(Uˆn+1),
Un+1 =
Un + Uˆn+2
2
.
For more details about this scheme see [8, 2, 42, 16].
2.2.2 Shallow Water with a finite difference scheme (SW/FD)
An other method to solve the two-dimensional unsteady water flow equations is
the finite difference MacCormack scheme [39]. Until now, it is the most used and
the most “famous” for hydrological applications because of its simplicity and
robustness. The finite difference methods are all based on Taylor developments
of differentiable and continuous functions. When space step and time step are
small, expansions are close to the exact values. We have to solve the matrix
formulation (9) with the variables defined above.
The MacCormack scheme with finite-difference consists in a two steps process
(predictor-corrector) which allows second-order accuracy. With the same nota-
tions, we can define the two steps as follow:
Predictor
We calculate U at time t+ ∆t using known values at time t and forward differ-
ences.[
Un+1i,j
]
p
= Uni,j + ∆t
(
B
(
Uni,j
)− F (Uni+1,j)−F (Uni,j)
∆x
− G
(
Uni,j+1
)−G(Uni,j)
∆y
)
,
Corrector(
∂Ui,j
∂t
)n+1
cor
= B
([
Un+1i,j
]
p
)−F ([Un+1i,j ]p)− F ([Un+1i−1,j]p)
∆x
−
G
([
Un+1i,j
]
p
)−G([Un+1i,j−1]p)
∆y
.
Then, we have the solution at time step n + 1 with an average between the
predictor and corrector step.
Un+1i,j =
Uni,j +
[
Un+1i,j
]
p
2
+
∆t
2
(
∂Ui,j
∂t
)n+1
cor
.
Moreover, in that model we use a dissipation term in order to reduce oscillations
near discontinuities [14].
∂U
∂t
+
∂F (U)
∂x
+
∂G(U)
∂y
−
(
∆x2
∂
∂x
(
D(x, y)
∂U
∂x
)
+∆y2
∂
∂y
(
D(x, y)
∂U
∂y
))
= B(U).
The coefficient D(x, y) (or artificial viscosity), has to be positive and takes its
values in [0, 10]. Here we have chosen to take it constant and once the above
equation rewritten, we solve by a centred scheme the following equation:
∂U
∂t
+
∂
∂x
F ∗(U) +
∂
∂y
G∗(U) = B(U),
with F ∗(U) = F (U)−D∆x2 ∂U∂x , and G∗(U) = G(U)−D∆y2 ∂U∂y .
For the friction law, in this code we choose the semi-implicit treatment for the
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same reasons as for the previous scheme (stability and preservation of steady
states at rest) and for more details refer to Bristeau and Coussin [10]. More-
over, in the case of very small water depth (between hfix = 10
−4 m and zero),
we approximate the velocity of a very thin water film using the steady state
kinematical wave equation and a linear interpolation function (see [22]).
So we compute velocities using following formulations:
Manning: u =
h4/3
h
2/3
fix
√
|S0x | /K , v =
h4/3
h
2/3
fix
√∣∣S0y ∣∣ /K,
Darcy-Weisbach u =
h
hfix
√
8g |S0x |hfix/f , v =
h
hfix
√
8g
∣∣S0y ∣∣hfix/f.
2.2.3 Kinematic Wave with a finite volume method (KW/FV)
Here, we use a finite-volume resolution with a standard upwind scheme. System
(9) reduces in the following form
U =
h0
0
 , F (U) =
hu0
0
 ,
G(U) =
hv0
0
 , B(U) =
 R− I−gh(S0x + Sfx)
−gh(S0y + Sfy )
 . (11)
We obtain a system which is easier to solve.
∂U
∂t
+
∂F (U)
∂x
+
∂G(U)
∂y
= B(U). (12)
We compute the discharge qx and qy (qx = hu and qy = hv) thanks to the
equality between friction and slope term (see (7)-(8) in 2.1.3). Then, we can
apply the upwind scheme to obtain the water height at the time step n + 1 in
the cell Ci,j :
hn+1i,j =

hni,j −∆t
(qxn+1i+1,j − qxn+1i,j
∆x
+
qy
n+1
i,j+1 − qyn+1i,j
∆y
)
+R− I if u, v < 0,
hni,j −∆t
(qxn+1i,j − qxn+1i−1,j
∆x
+
qy
n+1
i,j − qyn+1i,j−1
∆y
)
+R− I if u, v > 0,
hni,j −∆t
(qxn+1i+1,j − qxn+1i,j
∆x
+
qy
n+1
i,j − qyn+1i,j−1
∆y
)
+R− I if u < 0, v < 0,
hni,j −∆t
(qxn+1i,j − qxn+1i−1,j
∆x
+
qy
n+1
i,j+1 − qyn+1i,j
∆y
)
+R− I if u > 0, v > 0.
For the Kinematic Wave model, we can notice limitations with this physical
model. Indeed, if there is no topography variation, we obtain a null discharge,
whereas it is possible to have overland flow on flat land. This represents the
limits of the Kinematic Wave model. Moreover, it is impossible to take a con-
figuration without friction, indeed S0 = Sf does not allow it.
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2.2.4 Kinematic Wave with a finite difference scheme (KW/FD)
With the formulation (12) and vectors defined at (11), we can solve the system
by finite difference method. In that model, we use a central scheme and as
previously we calculate discharges qx and qy (qx = hu and qy = hv) thanks to
the equality between friction and slope term (see (7)-(8) in 2.1.3). So we have
the following water height at the time step n+ 1 in the cell Ci,j :
hn+1i,j = h
n
i,j −∆t
(qxn+1i+1,j − qxn+1i−1,j
2.∆x
+
qy
n+1
i,j+1 − qyn+1i,j−1
2.∆y
)
+R− I.
3 Test cases
The four models presented above are compared on different test cases. The first
test case is the preservation of a steady state at rest, it is important in the
sense that it means, for example, a ponding water conservation. The second is
a comparison on the rising hydrograph thanks to a “naive” analytical solution
(introduced in [17, 18]), here we suppose the soil impermeable and only frictions
and rainfall are considered. The third, which is decomposed into two configura-
tions, has been chosen in order to represent a realistic configuration which takes
into consideration the rainfall, the friction and the infiltration. In a last time
an analytical test case has been simulated. As we aim at modelling run-off, it
is a main point that the model is able to cope with inflow on dry soil, i.e. with
dry/wet interfaces.
3.1 Preservation of steady state at rest
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Figure 4: “Preservation of steady state at rest” test case: parabola with initial
water at rest inside.
The initial configuration takes place inside a parabola of revolution (13) on
the domain [0, 4 m]× [0, 4 m] (see Figure 4), we impose a water height such as
h+ z = 0, 2 inside the parabola. Here, we assume that the soil is impermeable
and we consider a small friction coefficient, even if it is impossible for KW model
to cope with (friction coefficient for the Manning’s law equal to 0,01). Indeed,
for KW model the motion equation represents the equality (S0 = Sf ), so a null
friction engenders a zero slope whatever the configuration, it is why simulations
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without friction cannot be modelled by KW. The topography is given by:
z(X,Y ) = −H0
(
1−X2 + Y 2
)
. (13)
3.2 Rising hydrograph
It takes place on a plane with a slope of 5% in one direction of space, represented
Figure 5, with a friction coefficient for the Darcy-Weisbach law (f = 0.25).
Here we do not consider the infiltration process, i.e.: we assume that the soil is
impermeable. We apply, uniformly on all the domain, a rainfall intensity R as
follows:
R(t) =
{
50 mm.h−1 if t ∈ [0, 125],
0 mm.h−1 otherwise.
5%
R(t) = 50 mm.h-1
L = 4 m
Figure 5: “Rising hydrograph” test
case: initial configuration.
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Figure 6: Runoff hydrograph for an im-
permeable configuration.
Observing that the hydrograph is composed of three phases (see Figure 6):
(1) at the beginning of the rainfall event a non-steady state that we will call
“rising limb”, (2) a steady-state and to finish (3) a non-steady state which
represents the drying. A “naive” analytical solution can be computed explicitly
for the two first steps. So we can obtain a “naive” solution and calculate the
water height profile and the discharge downstream and in the middle of our
plane. To have more explications on the “naive” solution refer to [16, 17, 18].
3.3 Hillslope 1 and 2
We consider a little hillslope with a quarter of paraboloid shape on the domain
[0, 20 m]× [0, 20 m], its coefficients concerning infiltration and friction process,
and a rainfall event. The rainfall intensity R(t) is considered uniform on all the
domain and takes the following values:
R(t) =

35 mm.h−1 if t ∈ [0, 720],
60 mm.h−1 if t ∈]720, 1080],
0 mm.h−1 otherwise.
With this rainfall event, we have chosen to take two sorts of configurations:
firstly, one with uniform soil parameters on the paraboloid with the soil proper-
ties of area 1 (“Hillslope 1”) and secondly, one with three groups of soil param-
eters (area 2-3-4) divided into five plots (“Hillslope 2”). Figure 7 and Table 1
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Figure 7: “Hillslope 1 and 2”: initial topography and distribution of soil pa-
rameters in case of configuration 2.
present respectively the initial configuration with the four different areas, and
the values taken by the soil parameters.
Ks(m.s
−1) hf (m) θs − θi K
area 1 3·10−7 2.3·10−2 0.5 0.035
area 2 1·10−7 3.5·10−2 0.5 0.025
area 3 3·10−7 2.3·10−2 0.5 0.015
area 4 8.4·10−6 6.1·10−2 0.5 0.035
Table 1: “Hillslope 1 and 2” test cases: values of main parameters for different
soils considered.
3.4 Analytical solution: Thacker’s axisymmetrical solu-
tion
The initial configuration takes place, as in “Steady state at rest” test case, in
the parabola of revolution (13) on the domain [0, 4 m] × [0, 4 m], water height
and velocities are given by a system (14) which represents the analytical so-
lution as functions of space and time, see [61]. For the initial conditions, we
take them at time t = 0 s, and the initial surface elevation shaped as an in-
verse parabola of revolution and velocities are null (see Figure 8). However,
frictions are not included in the model, so there is no energy dissipation and
the solution is a radially symmetrical oscillating paraboloid (with perpetual mo-
tion). But it is impossible for the kinematic wave to have a such configuration
because of the motion equation which represents equality between the friction
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Figure 8: “Thacker’s axisymmetrical solution” test case: initial configuration
and conditions.
term and the gradient slope. Indeed, a friction term equal to zero generates,
whatever the configuration, a slope gradient equal to zero what it is wrong and
so, such test cases cannot be simulated by KW model. Moreover, testing with
the MacCormack resolution it appears that the model stops after the first peri-
ode. Therefore we have added a friction term in order to test the three models,
the friction can be associated to energy dissipation and it slows the motion flow
and consequently softens oscillations. It allows MacCormack resolution model
to run smoothly until the end of simulation. The parabola and curved solution
(see [61, 42]) is given by
h(r, t) = H0
( √1−D2
1−D cos(ωt) − 1− r
2
( 1−D2
1−D cos(ωt))2 − 1
))
,
u =
1
1−D cos(ωt) (0.5wXD sin(ωt)),
v =
1
1−D cos(ωt) (0.5wY D sin(ωt)),
r = X2 + Y 2.
(14)
Where the frequency ω is : ω =
√
8gh0/a2, D = (a− r20)/(a+ r20), X = x− 2,
and Y = y − 2. In this test, we have used as values a = 1, r0 = 0.8m and
h0 = 0.1 m. Moreover, in the case with friction term considered as explained
previously (in this case, there is no analytical solution), we have taken a friction
coefficient for the Manning’s law equal to 0, 01.
4 Results and discussion
4.1 Preservation of steady state at rest
The results of the two numerical codes based on the KW model, KW/FD and
KW/FV, are not represented here. Indeed, their results present important in-
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Figure 9: “Preservation of steady state at rest” test case: evolution of the middle
water elevation.
stabilities, and from the first time steps their simulated water depths rise rapidly
(water volume gain), then oscillate, and become infinite. In this case, the reso-
lution method is not calling into question, but the equation system, KW model,
seems not to cope with complex topography, as here a bassin with a parabola
of revolution. Figure 9 represents the water height at the middle point of the
parabola, we can observe that for the SW/FV the water height is constant and
equal to the inital water height while the SW/FD water height fluctuates around
a value which is not the analytical solution. We can conclude that, because of
its oscillations, the SW/FD is not a stable scheme, and morever, as its simulated
water depth is smaller than the theoretical one, we can deduce that SW/FD is
not a conservative scheme. Furthermore, calculating the volume conservation,
one can observe that SW/FV has a perfect conservation, whereas SW/FD loses
few water. This test case is important for an hydrologic code, it allows to know
if the scheme preserves these steady states at rest to represent the formation of
ponding water for example.
4.2 Rising hydrograph
Figures 10 and 11 present, for the four numerical codes and the “naive” an-
alytical solution, the discharges at two locations: the outlet (Figure 10) and
the middle plan point (Figure 11). Indeed, during a uniform rainfall event the
rainfall hydrograph is composed of three steps (see Figure 6): (1) a first one
which is called the rising limb, (2) a second one which is an equilibrium state,
and (3) a last one the falling limb. For the two firsts steps, as we simulate a
constant and uniform rainfall on the domain, it is possible to calculate a “naive”
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Figure 10: “Rising hydrograph” test case: comparison between rainfall hydro-
gram computed with four different methods and “naive” exact solution, at the
outlet.
analytical solution of this problem [17, 18]. During the rising limb, KW/FD,
KW/FV, SW/FV give a good estimation of the analytical discharge at the mid-
dle plan point, like KW/FD and KW/FV at the outlet point whereas SW/FV
underestimates slightly the discharge (≤ 1%). While the three codes (KW/FD,
KW/FV and SW/FV) give water depths very close to the analytical solution
along the rising limb, we observe that SW/FD has an evolutive behavior at the
two points (middle one and outlet one). Indeed, Figures 10 and 11 show that
SW/FD slightly underestimates the analytical discharge at the beginning of the
event, then improves itself during few seconds, but highly underestimates after
34 seconds at the middle point, and 62 seconds at the outlet point (13%). Con-
cerning the second step of the hydrograph (equilibrium state), note that even
if the discharges estimated by KW/FD and SW/FD seem to become constant,
their values are gradually varying at the two observation locations (middle and
outlet) and therefore do not reach an equilibrium state. Besides, we can remark
that the KW/FD and SW/FD simulated discharges overestimate slightly the
analytical one at the outlet point (less than 1%), this observation is in the same
order at the middle plan point for KW/FD, but becomes more important for
SW/FD (11%). Concerning SW/FV and KW/FV, they reach an equilibrium
state for the two observation locations, but are approximately 10 seconds late
compared with the analytical. Another point is that, whereas SW/FV estimates
a stable discharge very close to the theoretical one at the two observation lo-
cations, KW/FV obtains a low overestimation (1%). Additionally, calculating
volume conservation, we can see that it is better for KW/FV simulation (0% of
loss) but remains good for KW/FD and SW/FV (1% of loss for KW/FD ans 1%
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Figure 11: “Rising hydrograph” test case: comparison between rainfall hydro-
gram computed with four different methods and “naive” exact solution, in the
middle of plane.
of excess for SW/FV), and admissible for SW/FD (2.4% of loss). Eventually,
regarding the errors made on the water depth, classifying the codes by growing
errors, first we have SW/FV (0.015), then KW/FV (0.019), KW/FD (0.022),
and SW/FD (0.1).
4.3 Hillslope 1 and 2
Contrary to the other test cases, we do not have an analytical solution for “Hills-
lope 1 and 2” test cases, so we just can make comparisons between the results of
the four numerical codes. Figure 12 shows the discharge simulated at outlets for
the configuration 1, that is to say on the hillslope with homogeneous soil surface
parameters (“Hillslope 1”). Firstly we can observe two discharge stages which
represent the two parts of the rainfall event and besides, owing to infiltration,
the discharge does not necessarily reach a steady state and becomes constant.
An important point is that the discharge shapes seem to have the same form in
function of the model. Even if they do not simulate the same values, the chosen
model allows one to determine the expected form of hydrograph. We can no-
tice that SW/FD overestimates significantly the discharge in comparison with
the three other codes, around 150% for the first hydrograph stage and around
140% for the second stage. During the first stage of the hydrograph, SW/FV
and KW/FV have their discharge curves which intersect staying very close to-
gether (less than 2%), whereas the KW/FD simulated discharge takes slightly
higher values (less than 6%). Moreover, during the secong stage of the hydro-
graph, we observe a change of curves relation: SW/FV and KW/FD intersect
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Figure 12: “Hillslope 1”: comparison between the four different methods, for
the runoff discharge (q) at the outlets.
and are closed together, whereas KW/FV gives discharge values approximately
13% smaller than SW/FV and KW/FD. Concerning the codes ability to flow,
comparing their runoff coefficient (defined as the total volume of runoff divided
by the total volume of rainfall), we remark that KW/FV and KW/FD give rel-
atively similar coefficients, respectively 73.8% and 72.5%, whereas SW/FV has
the smallest one 67.8%, and SW/FD simulates the most important runoff with
89%. Regards to volume conservation, we can note that KW/FV has a perfect
conservation (0% of loss), and SW/FV a loss of about 3%, whereas KW/FD an
excess of about 7% and SW/FD an excess of about 14%. At this stage, we can
deduce that for this uniform configuration, SW/FD generates more runoff, but
in the same time it is the less conservative. So disregarding SW/FD, we can
state that the Kinematic Wave produces more runoff more than Shallow Water.
Moreover, concerning numerical resolution property, Finite Difference is a less
conservative scheme than Finite Volume. Figure 13 represents the discharge at
the outlet for the configuration 2, that is to say for an infiltration coefficient
repartition not uniform (“Hillslope 2”). In this test case, we do not represent the
SW/FD results because it significantly and abnormally overestimates predicted
water volume, it is totally nonconservative on this configuration and its results
cannot be treated. We may note that the infiltration parameter repartition
has a major influence on the ponding prediction, in fact, we have a significant
difference between the discharge simulated by SW/FV and KW/FV.SW/FV
discharge is approximately three times greater than KW/FV one. Moreover,
comparing the runoff coefficients we observe that, contrary to “Hillslope 1”
test case with uniform soil parameters, the code generating the most of runoff
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Figure 13: “Hillslope 2”: comparison between the three different methods, for
the runoff discharge (q) at the outlets.
is SW/FV with 57.5%, then KW/FD with 47.3%, and at last KW/FV which
coefficient is only 32.7% (representing less than half of the “Hillslope 1” coeffi-
cient). We can also observe a significant difference for the discharge behaviour
between KW/FD and the two other codes, SW/FV and KW/FV, which have a
similar profile composed of two discharge stages, due to the two parts of rain-
fall event and which begin around the same time. For KW/FD, peak of runoff
seems to be numerical artefact, consequence of the non-stability of the scheme
and not a physical result. With regard to the volume conservation, in this test
case it appears that KW/FD is not conservative because of more than 37% of
water volume excess. The two others have a good conservation (0% of loss for
KW/FV and less than 2% of loss for SW/FV). Once again, we can deduce that
Finite Difference is a non-conservative scheme, but contrary to “Hillslope 1”,
we notice that the KW/FV promotes the infiltration and underevaluates the
discharge and more precisely the velocities. Indeed, the comparison between
the two configurations, “Hillslope 1” and “Hillslope 2” during the first stage of
the hydrograph, shows that the discharges decrease by 400% for KW/FV, and
only 112% for SW/FV. As for the second stage, whereas the decreasing dis-
charge predicted by KW/FV is close to 300%. The decreasing calulated for the
SW/FV discharges is only 111%. Besides, we remark a higher difference for the
velocities, we can therefore deduce the underestimation of KW/FV discharges
are due to the underestimation of the velocities and not the water depths.
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Figure 14: “Thacker’s axisymmetrical solution” test case: comparison between
middle water elevation computed with two different methods and analytical
solution.
4.4 Thacker’s axisymmetrical solution
Firstly, motivations of this test case is that it allows one to impose dry/wet
interfaces and to know if the model can cope with such phenomena, which may
often appears with rainfall overland flows. Using this test case without friction,
SW/FD stops after the first period. Moreover, for KW model it is impossi-
ble to simulate the test case without friction because of the motion equation
(S0 = Sf ) which generates, if the friction term is null, a slope gradient always
equals to zero. Consequently, we have added a friction term, which has the
same effect on the response that a numerical diffusion, i.e. it slows oscillations
down and therefore softens instabilities, a difference regarding the oscillation
depth between exact and modelling solution is expected. But here KW/FV
and KW/FD results are not represented owing to important instabilities mak-
ing the results incoherent with extremely high and low values. As for the first
test case, KW does not manage to simulate on such complex topography. Fig-
ure 14 presents the comparison of the water height evolution at middle point
of parabola, between the analytical solution and the different codes. We can
see the damping of water height amplitude increasing with time for the three
results, damping is greater for SW/FD and smaller for SW/FV without friction
(as expected). Moreover, SW/FV conserves the same period as the analytical
solution, whereas SW/FD creates a gap as soon as the second period. In fig-
ure 15, we focus on the run-up and run-down phenomena, it shows the water
height profile for different instants between the time t = 3T/2 and t = 3T , at
the same time for the codes and the analytical solution. Here we notice that
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Figure 15: “Thacker’s axisymmetrical solution” test case: comparison between
two different methods and analytical solution for the surface elevation. Zoomed
profiles of water depth are plotted for different values of time between t = 3T/2
and t = 3T .
the difference between analytical solution and simulation results is more signifi-
cant and important at dry/wet interfaces in the case of SW/FD resolution. We
can see that SW/FV loses less amplitude for maximum surface elevation than
SW/FD, and this tendency is in reverse order for the minimum surface eleva-
tion. So even if here SW/FD results are not really different to SW/FV results,
SW/FD is not able to simulate this test case without friction, this coming from
the fact that no friction generates instabilities and it does not cope with.
4.5 Discussion
Table 2 presents a result synthesis of the five simulated test cases. This table
underlines the pros and cons of each numerical code for different outputs, as
the volume conservation, the runoff coefficient. . . Firstly, we remark that the
Kinematic Waves (KW) model, with Finite Difference (FD) resolution or Finite
Volume (FV) resolution, does not allow to simulate test cases on parabola to-
pography. Indeed, for “Steady state” and “Thacker” test cases which take place
in a parabola of revolution, KW/FD and KW/FV obtain incoherent outputs,
and this even refining the mesh or decreasing the gradient slope. Looking the
KW model equations we remark that, contrary to Shallow Water (SW), KW
implies a discharge or a depth-average velocity of which components are inde-
pendent. Moreover, regarding the volume conservation in Table 2, SW/FD is
the less conservative code for the set of the five test cases (following by KW/FD),
it has the highest loss of water. The Finite Volume method gives therefore a
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KW KW SW SW
Finite difference Finite volume Finite difference Finite volume
“Steady state”
Volume conservation X X -0.15% 0%
Error on water depth (discharge) 0.022 (0.027) 0,019 (0.024) 0.099 (0.124) 0.015 (0.016)
“Rising hydrograph”
Volume conservation +1.07% 0% -2.38% -1%
Error on water depth (discharge) 0.022 (0.027) 0.019 (0.024) 0.099 (0.124) 0.015 (0.016)
“Hillslope 1”
Volume conservation +7.64% 0% +14.35 -3.18%
Runoff coefficient 73.81% 72.50% 89.00% 67.82%
“Hillslope 2”
Volume conservation +37.54% 0% X -1.48%
Runoff coefficient 47.30% 32.66% X 57.51%
“Thacker”
Volume conservation -99.98% -99.97% -0.32% 0%
Error on water depth (discharge) X X 0.074 0.058 (0.004)
Table 2: Result synthesis of the five test cases for the four numerical codes, X
is for model crash.
better conservation, that is expected, because the scheme is conservative by con-
struction. Contrary to SW/FD, the code giving the best volume conservation
is KW/FV. Indeed, for the three test cases where KW/FD gives coherent (or
physical) results, it has a perfect conservation (0% of loss). However it is not
the most accurate, as for instance in “Rising hydrograph” test case, its errors
on simulated water depth and discharges are the highest. Concerning runoff
coefficients in “Hillslope 1 and 2” test cases, first leaving SW/FD out because
its important water volume excess alters the calculatedd runoff coefficient. We
observe that, on the hillslope 1 with homogeneous soil parameters, KW/FD and
KW/FV have a runoff coefficient close together (resp. 74% et 73%), whereas
SW/FV obtains a lower one (68%). But this reverses in the case of the hillslope
2 with an infiltration repartition not uniform, the highest is the runoff coefficient
simulated by SW/FV (58%), whereas for KW/FD its coefficient is more than
halved (33%) (here we leave KW/FD out because its water volume excess is so
great that it alters the calculation too). As regards the runoff, there is a high
difference between the two configurations for the KW/FD and KW/FV. Maybe,
given the difference of the infiltration parameter values between “Hillslope 1 and
2”, the runoff coefficient should decrease not so much.
The overall aim of this study is to compare overland flow codes with differ-
ent complexities (KW/FD, KW/FV, SW/FD, SW/FV) and to underline their
efficiency. Firstly, we can say, although KW system is a good model to sim-
ulate water runoff, it is not able to cope with configurations without friction
because of its motion equation. Indeed, taking a configuration without friction,
the equality Sf = S0 (that is to say slope gradient is equal to friction term) of
the motion equation implies therefore friction coefficient is equal to 0. But the
equations (7) and (8), coming from this equality (Sf = S0), involve thus that
velocities and discharges are equal to zero whatever the configuration. More-
over the motion equation implies that, on a topography with a flat slope, the
discharges stay equal to zero whatever initial assumption. It means that it is
impossible to have a positive discharge on a flat domain which is false and gen-
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erates a water pounding on such configurations. So if we want to have runoff
on flat domain for KW system, we have to modify resolution system and make
some other assumptions. For instance, in “Hillslope 1 and 2” test cases, on the
top of the domain (which represents area 2 for “Hillslope 2”) as there is no slope,
the water does not stream and stagnate. So, whereas the rest of the domain
is dry, area 2 has a water height not insignificant (8 mm for “Hillslope 1” and
around 1 cm for “Hillslope 2”). In comparison, for SW/FV at the same time,
we obtain an insignificant water height on area 2 (less than 10−1mm).
KW has the advantage of being easy and quick to solve and compute, so
for simple test case configurations, it could be sufficient, for instance in “Rising
hydrograph” or “Hillslope1” test case, it has proved to be efficient and gives
good results with the Finite Volume resolution. However, coupled with Finite
Difference method, we obtain a non conservative model and we observe in the
synthesis (Table 2) that the less conservative results were simulated with finite
difference method. Therefore, we can deduce that KW with FV is an efficient
combination for simple test cases. Concerning SW system, it is able to sim-
ulate more complex configurations, as well initial soil condition (topography,
soil parameters) as imposed flow (steady state, fluvial or torrential flow, hy-
draulic jump), but with Finite Difference resolution, it becomes unstable and
not conservative. Solving with Finite Volume method (with hydrostatic recon-
struction) allows to obtain a stable and conservative scheme, besides with FV
resolution, we have the possibility to simulate unstructured meshing, so to cope
with complex topography or soil parameters distribution. Moreover, SW/FV
(with hydrostatic reconstruction) perfectly deals with dry/wet interfaces, as in
“Thacker” test case and maybe for rainfall events more realistic (not constant)
and which generate more dry/wet processes, SW would be more adapted.
It is not possible to rank first one of this 4 models. Only, we can say that
compared to Finite Volume, Finite Difference resolution is less conservative,
stable and adapted to cases with complex topographies (because of it requires
structured grids). So, even if it can be a more complex method to compute,
Finite Volume allows more efficiency and accuracy without adding correction
term or other technique. With regard to model choice, it depends on applica-
tions we want to simulate. In simple topography applications, KW model could
be sufficient, but if we want to model more difficult configurations, or rainfall
events generating more dry/wet interfaces, SW system is more adapted. For
example in case of erosion problem applications, SW/FV would be more effi-
cient and adapted. Indeed, such applications generate topography variations
both at spatial and temporal scale, the erosion process is changing the surface
elevation which can become therefore more or less complex. Moreover one of
advantage of SW/FV (with hydrostatic reconstruction) is that it does not need
to modify equation system, add terms or make some assumptions (for example
to preserve water height positivity, to deal with slow velocities. . . ) to cope with
some encountered problems in hydrological modelling, as dry/wet interfaces,
heterogeneous parameters.
5 Conclusion
Finally, the results of this study can be used to advise hydrological or soil erosion
model users to optimize their choice of the more adapted code in function of their
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objectives. The performance of the different configurations that were tested
indicates that for hydrological applications on continuous filled (i.e. without pit)
Digital Elevation Model (DEM), or for erosion applications where the change
of elevation is not explicitly modeled (i.e. simple computation of sediment flux
from cell to cell), the kinematic wave equations solved with the finite volume
method is the best option. However, this combination appears to be limited for
discontinuous DEM or for areas with strong spatial heterogeneities. In order
to avoid the use of numerical tricks, such as the addition of virtual thin water
layer on the simulated domain to prevent the appearance of dry/wet interfaces,
we advise the use of the shallow water equations solved with the finite volume
method. Indeed, it permits to handle a variety of natural configurations able to
meet the demand of the majority of the hydrological or soil erosion applications.
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