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Prefacio
En este documento se puede consultar el total del trabajo realizado para la obtención
del título de Máster en Control de Procesos Industriales. El presente trabajo abarca desde la
deﬁnición del problema hasta el análisis de los datos pasando por el diseño de los prototipos
empleados. Con el ﬁn de ordenar la documentación que recoge todos los procedimientos y
conocimientos empleados durante este trabajo se ha dividido el mismo en 4 partes:
Parte I: Introducción.
Parte II: Análisis de requisitos y diseño.
Parte III: Pruebas.
Parte IV: Análisis sobre los datos y conclusiones.
La primera parte se focaliza en presentar al lector el problema abordado y argumentar
la necesidad del mismo. Para ello, se describe detalladamente en qué consiste y el ámbito
sobre el cuál se enmarcará, se identiﬁcarán las necesidades que requiere el mismo, objetivos
que se plantean alcanzar, se estudian las distintas alternativas tecnológicas y los recursos
disponibles.
La parte segunda, recoge el proceso de diseño técnico de la solución. Por consiguiente,
se describen los distintos componentes que formarán parte del sistema que da solución
al problema identiﬁcado en la parte de introducción. Se deﬁnen las comunicaciones y los
programas de control que serán empleados.
En la parte III, se detalla el conjunto de pruebas a las que se ha sometido el Sistema
propuesta para veriﬁcar el grado de cumplimiento de los objetivos ﬁjados.
xiii
Finalmente, el estudio de los datos obtenidos, el descubrimiento de conocimiento a








Las redes de sensores inalámbricos (WSN - Wireless Sensor Networks) comprenden un
conjunto de pequeños dispositivos informáticos capaces de detectar y reportar varios pará-
metros de su medio ambiente. Las WSNs y sus homólogos, redes de sensores-actuadores se
utilizan para detectar de forma remota y, a veces, actuar sobre varios parámetros en casi
cualquier tipo concebible de medio ambiente. Al ser una tecnología relativamente nueva,
Las WSNs se han empleado inicialmente para detectar parámetros simples como la tempe-
ratura, humedad, etc. Poco a poco, sin embargo, se están encontrando implementaciones
de WSNs para aplicaciones de detección de parámetros más complejos.
Los últimos avances tecnológicos han hecho realidad el desarrollo de mecanismos inalám-
bricos, diminutos, baratos y de bajo consumo, que, además, son capaces tanto de procesar
información localmente como de comunicarse de forma inalámbrica. La disponibilidad de
microsensores y comunicaciones inalámbricas permite ampliar el rango de aplicación pa-
ra las WSNs. En la actualidad, la tecnología WSN se encuentra en el punto de mira de
muchos investigadores y empresas tecnológicas. El uso más común, actualmente, de las
WSNs es la adquisición y el tratamiento de datos de forma rápida, ﬂexible y autónoma
en múltiples campos: militar, energética, doméstica, medica, ambiental, etc. En este sen-
tido, inﬁnidad de ámbitos son susceptibles de ser monitorizados, controlados, analizados e
incluso mejorados empleando redes de sensores inalámbricos.
Por otro lado, teniendo en cuenta que la tarea fundamental a la que se destinan las
WSNs es el acopio de datos, surge la idea de buscar alguna información útil en ella.
De esta tarea se encarga la minería de datos (Data Mining, DM ). La DM es un área
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multidisciplinar cuya idea central es pretender extraer información útil a partir de los datos
de manera que sirva de apoyo en la toma de decisiones. Además de lo anterior, es importante
resaltar que la DM es una etapa concreta dentro de un proceso global de descubrimiento de
conocimiento o (KD, Knowledge Discovery). El proceso de KD consiste en una secuencia de
pasos, eventualmente retroalimentados, que se deben seguir para encontrar patrones en los
datos: (1) deﬁnición del problema y comprensión del dominio del problema; (2) selección de
datos; (3) preparación de los datos; (4) DM propiamente dicha; (5) evaluación y validación
del modelo y; (6) interpretación del modelo e integración.
La DM es la tarea más importante dentro del proceso de KD, al ser la encargada de
encontrar información oculta en los datos, y contempla métodos de aprendizaje super-
visado, donde los ejemplos o instancias están etiquetados, y no supervisado, donde se
desconoce la clase de las instancias. Normalmente, los métodos supervisados tienen una na-
turaleza predictiva, mientras que los no supervisados tienden a ser descriptivos. Las tareas
predictivas realizan inferencias a partir de los datos con el objetivo de hacer predicciones
sobre nuevos datos (clase, categoría o valor numérico). Por su parte, las tareas descriptivas
sirven para describir y caracterizar las propiedades generales de los datos según la obser-
vación de ciertos comportamientos (atributos). Generalmente, los datos a manejar serán
una cantidad ingente de ellos, de alta dimensionalidad, heterogeneidad y distribución, y,
por tanto, puede no ser factible la aplicación de técnicas exhaustivas para, por ejemplo,
encontrar patrones, tendencias o anomalías en los datos. En este sentido, cobra vital im-
portancia una rama de la inteligencia artiﬁcial, denominada Soft Computing, centrada en el
diseño de sistemas inteligentes capaces de manejar adecuadamente la información incierta,
imprecisa y/o incompleta. Esta cualidad permite abordar problemas reales complejos ob-




2.1. Identiﬁcación del problema real
El problema real consiste en desarrollar una red de sensores inalámbricos para la de-
tección y captura de datos referidos a hábitos de uso de instalaciones. Posteriormente, se
aplicarán técnicas de Soft Computing para la extracción de conocimiento útil a partir de
ellos.
Cada nodo de la red deberá ser capaz de capturar del ambiente la siguiente informa-
ción: (a) Temperatura, medida en grados Celsius; (b) Humedad Relativa; (c) Niveles de
intensidad de luz; (d) Niveles de sonido; (e) Movimiento y (f); Apertura y cierre de puer-
tas. Con la periodicidad de 5 segundos, cada uno de los nodos desplegados para la captura
de datos enviará inalámbricamente los datos captados a un nodo central. Además de lo
anterior, cada lectura enviada al nodo central deberá ir acompañada con un identiﬁcador
de nodo para permitir la detección de patrones de hábito especíﬁca de cada instalación.
El nodo central será el encargado de recoger y tratar todos los paquetes de información
enviados por el resto de nodos de la WSN y, posteriormente, almacenarlos en un formato
determinado para facilitar el posterior análisis. Para ello, el nodo central debe estar provisto
de una antena inalámbrica, para la recepción de los datos, y un software de control del
proceso general. Este software, a través de una interfaz gráﬁca intuitiva, debe permitir al
usuario:
La conﬁguración de los distintos parámetros requeridos por el Sistema.
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La monitorización, en runtime, de los datos capturados por cada uno de los sensores
de los nodos.
Permitir la ejecución y parada del Sistema en cualquier momento.
Una vez desarrollado el Sistema anterior, a modo de caso de uso, se dispondrá un nodo
de captura de datos en el laboratorio ATC-1 del Ediﬁcio Leonardo Da Vinci del Campus
Universitario Rabanales ubicado en Córdoba durante dos semanas para la captura de datos.
El nodo central encargado de recibir los datos y construir el dataset se ha decidido ubicar
en la sala de Servidores de ATC sita en el mismo ediﬁcio.
Finalmente, se aplicarán técnicas de Soft Computing para realizar minería descriptiva
y predictiva sobre el conjunto de datos generado por el Sistema en el escenario descrito
anteriormente.
2.2. Identiﬁcación del problema técnico
2.2.1. Representación de los datos
Los datos recibidos por cada uno de los nodos deberán ser representados de dos ma-
neras distintas: por un lado, a modo de monitorización, cada dato debe ser mostrado, y
etiquetado, adecuadamente en la interfaz del software que controla el proceso deﬁnido.
Por otro lado, cada uno de los datos deberá ser almacenado con un formato preciso para
facilitar su posterior gestión.
2.2.2. Comunicación
Para solventar el problema planteado anteriormente, en el que los nodos que se en-
cargan de capturar los datos están distribuidos en el espacio, es necesario establecer una
infraestructura de comunicación inalámbrica entre los distintos nodos y el componente que
se encarga de almacenar los datos enviados por cada uno de ellos. Esta red de comunicación
debe soportar un número de nodos elevado, no preﬁjado, y no verse afectada por el ruido
electromagnético que puede existir, por ejemplo en entornos industriales.
Existen en la actualidad varias alternativas para realizar esta comunicación inalámbrica,
algunas de ellas son bastante populares por estar presentes en la vida cotidiana. Este es el
caso de Bluetooth y Wi-Fi. Sin embargo, es importante tener en cuenta otras propuestas
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inalámbricas, no tan conocidas por la amplia audiencia, que están siendo empleadas de
manera exitosa en campos como las redes sensoriales y la eﬁciencia energética. La elección
de la tecnología inalámbrica no es un aspecto trivial y, por tanto, requerirá un estudio
profundo previo de las distintas alternativas disponibles. Este aspecto debe quedar claro
en etapas tempranas del diseño pues inﬂuirá tanto en la implementación hardware como
software del sistema.
2.3. Funcionamiento
El sistema propuesto consiste en el despliegue de una red de nodos, en cada una de los
puntos que se desee estudiar, que se encargarán de capturar toda aquella información que
se considere relevante en el dominio abordado y enviarla, con una periodicidad concreta,
a un nodo central que se responsabilizará de almacenarla adecuadamente. Posteriormente,
en base al conjunto de datos generado en el proceso anterior se aplicará minería de datos
para la extracción de conocimiento útil sobre dominio estudiado.
2.4. Características circunstanciales del sistema
2.4.1. Entorno
El aula empleada en el estudio1 está destinada a la docencia universitaria enmarcada
dentro del departamento de arquitectura y tecnología de computadores perteneciente a la
Universidad de Córdoba.
2.4.2. Esperanza de vida
En cuanto a la esperanza de vida de los componentes utilizados no se tienen datos
restrictivos en cuanto al tiempo máximo de utilización. Se han procurado localizaciones
para los distintos componentes del sistema que eviten que éstos puedan entrar en contacto
con algún agente agresivo, sean susceptibles de colisiones, sufran sobrecalentamientos, etc.
En deﬁnitiva, cualquier situación que minimice la esperanza de vida útil del sistema.
1Laboratorio ATC-1 del Ediﬁcio Leonardo Da Vinci del Campus Universitario Rabanales ubicado en
Córdoba.
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2.4.3. Ciclo de mantenimiento
El mantenimiento típico de este tipo de sistemas es la comprobación de que las baterías
dan la tensión adecuada a los componentes. Sin embargo, debido a que no existe ningún
impedimento físico para ello, los dispositivos empleados serán conectados directamente
a la tensión de red. Por consiguiente, no será necesario la comprobación de baterías. No
obstante, será necesario realizar inspecciones periódicas sobre el estado general del sistema:
realizar tests sobre los sensores para asegurarse que éstos están capturando de manera
fehaciente los datos del entorno; comprobar que no se están produciendo pérdidas de datos
por problemas de comunicaciones y asegurarse que el nodo responsable de almacenar los
datos está realizando la tarea de manera adecuada.
2.4.4. Competencia
Existen numerosas propuestas de aplicación de técnicas de minería de datos sobre
WSNs. La mayoría de ellas convergen en la idea de que las técnicas tradicionales de minería
no pueden ser empleadas directamente sobre el ámbito de las WSNs. En este sentido,
la aplicación de un algoritmo de minería de asociación como Apriori [2] no es posible
debido a la naturaleza stream de los datos arrojados por el sensor. Por ello, en [31] los
autores proponen una metodología centralizada llamada minería de reglas de asociación
de ﬂujo de datos para identiﬁcar pérdidas en las lecturas de un sensor. Otro ejemplo
de uso de esta combinación puede ser visto en [3] en el cual los autores proponen una
técnica de predicción para entornos domésticos para deducir patrones de comportamiento
de los ocupantes. Concretamente, la red de sensores inalámbricos recogen una variedad de
atributos incluídos cambios ambientales e interacciones del ocupante con el entorno. Los
datos recopilados se utilizan posteriormente por un enfoque de aprendizaje para construir
un modelo predictivo, basado en clasiﬁcación, para predecir la ocupación del entorno.
En [46] el lector interesado puede encontrar un survey sobre distintas propuestas de Minería
de Datos sobre WSNs.
2.4.5. Calidad y ﬁabilidad
El software que gobierna cada uno de los dispositivos del sistema será diseñado te-
niendo en cuenta que el sistema sea robusto en cuanto a posibles eventos que se puedan
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producir, por ejemplo, que haya algún nodo capturador de datos que deje de enviar datos
al nodo central por fallos en la comunicación o ausencia de suministro eléctrico en el nodo
capturador.
Para asegurar la ﬁabilidad del producto, se realizan tests individuales para cada uno de
los componentes que forman parte del sistema y tests del conjunto global para asegurarse
que cada una de las variables del sistema presenta el estado esperado. Además de lo anterior,
se tendrá en cuenta que el diseño facilite tanto la escalabilidad del sistema hacia nuevas
funcionalidades o la inclusión de nuevas variables a medir, como el comportamiento de éste
hacia un sistema abierto que permita la incorporación de nuevos nodos dinámicamente.
2.5. Fases de desarrollo
Estudio teórico sobre el estado del arte referente al hardware de comunicación inalám-
brica.
Estudio teórico de las posibilidades en cuanto a hardware de control, analizando
ventajas e inconvenientes de PLCs y microcontroladores.
Estudio sobre las alternativas de lenguajes de programación y control de aplicaciones.
Diseño del software que regirá los distintos nodos encargados de la captura de datos.
Diseño del software, que será desplegado en el nodo central, encargado del almace-
namiento de los datos recibidos por cada una de los nodos y construcción dinámica
del conjunto de datos.
Prototipado y pruebas de funcionamiento.
Despliegue de la solución y puesta en marcha.
Preprocesamiento del conjunto de datos generado.
Extracción de conocimiento mediante soft computing.
2.5.1. Pruebas
Se llevarán a cabo pruebas que conﬁrmen el correcto funcionamiento de cada uno de
los componentes del sistema, así como, de cada una de las variables medidas por los nodos
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de captura de datos. De esta manera se asegurará la convergencia del sistema con las




De acuerdo a la identiﬁcación real y técnica del problema que se ha realizado en el capí-
tulo anterior, a continuación se expondrán todos los objetivos funcionales que se pretenden
alcanzar con el desarrollo de este proyecto.
El objetivo general de este trabajo es la implementación de una solución basada en una
red de sensores sin hilos para la monitorización de instalaciones y extracción de conoci-
miento útil del dominio a partir de la aplicación de técnicas de minería de datos sobre los
datos recopilados en la monitorización. Este objetivo global puede, a su vez, descomponerse
en los siguientes subobjetivos:
Revisión del estado del arte de las redes de sensores sin hilos.
Revisión del estado del arte de tecnologías de control.
Estudio sobre los distintos sensores disponibles en el mercado.
Deﬁnir e implementar una arquitectura software extensible cuya funcionalidad pueda
evolucionar en un futuro sin que ello suponga costes excesivos de tiempo en el proceso
de desarrollo.
Análisis de propuestas ya existentes y aplicación de técnicas de reingeniería para
obtener los conocimientos necesarios para abordar el problema.
Revisión del estado del arte sobre preprocesamiento de datos.
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Revisión del estado del arte sobre minería de datos.
Análisis de herramientas para minería de datos existentes.
Capı´tulo4
Antecedentes
4.1. Sistemas de Sensores Inalámbricos
Una red de sensores inalámbricos (WSN) consiste en dispositivos autónomos espaciados
con el ﬁn de monitorizar condiciones físicas o ambientales. En un principio sus aplicacio-
nes fueron militares, pero actualmente su uso se está extendiendo signiﬁcativamente para
aplicaciones civiles. La clave del éxito de estos sensores autónomos radica en su bajo cos-
te y capacidad de funcionamiento en tiempo real, lo cual impone uno de sus principales
criterios de diseño: deben gastar la menor cantidad de energía para asegurar que sus bate-
rías perduren el máximo tiempo posible. Profundizaremos en este punto más adelante. Las
redes inalámbricas que trataremos son redes ad hoc en el sentido de redes creadas de for-
ma espontánea, sin una infraestructura especíﬁca (especialmente cableada) y funcionando
en un espacio y tiempo limitados. Por ello se basan en tecnologías que ofrecen una gran
ﬂexibilidad al sistema de comunicaciones. De forma más detallada, no requieren ningún
tipo de infraestructura ﬁja ni administración centralizada, donde las estaciones, además
de ofrecer funcionalidades de estación ﬁnal deben proporcionar también servicios de en-
caminamiento, retransmitiendo paquetes entre aquellas estaciones que no tienen conexión
inalámbrica directa. Las redes ad hoc pueden desplegarse de forma completamente autó-
noma o combinarse con las redes locales existentes. Deben poder adaptarse dinámicamente
ante los cambios continuos de las características de la red, tales como la posición de las
estaciones, la potencia de la señal. . . Un ámbito en el que resulta interesante la aplicación
de redes es en la gestión urbana. Los municipios requieren de gran cantidad de equipos e
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infraestructuras que deben ser monitorizados. Un ejemplo muy ilustrativo sería la medida
de tráﬁco que puede alertarnos de las congestiones o atascos, o bien algún sistema que
nos indique las plazas de aparcamiento disponibles en una determinada zona de la ciudad.
Las redes de sensores urbanísticas aparecen como una herramienta para la mejora de la
gestión municipal en la entrega de información al ciudadano. En nuestro caso se trata de
recoger información acústica en determinadas playas de Ibiza de forma automática, que se
almacene después en una base de datos para, ﬁnalmente, publicarla en un espacio web o
equivalente. Una ciudad con esta tecnología interconecta gente, información y elementos
del lugar, hace la ciudad más competitiva y la gestión y mantenimiento más eﬁcientes.
Ventajas:
Lectura sin visión directa
Integración con otras aplicaciones




Reacción de los ciudadanos (actos incívicos)
Se muestra a continuación algunos otros ejemplos en los que una red de sensores puede
ayudar a controlar diversos aspectos de una ciudad:
Gestión de ediﬁcios (colegios, bibliotecas, etc.)
Gestión del espacio público
Inventario y mantenimiento de redes públicas, mobiliario, etc.
Tráﬁco (cantidad de coches que pasan por una calle o cruce conﬂictivo)
Protección civil (control de incendios)
Gestión de residuos y limpieza viaria (control de contenedores)
Inspección de obras y actividades, control ambiental etc.
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4.2. Comunicaciones inalámbricas
Se presentan varias posibilidades para implementar la comunicación inalámbrica entre
el nodo central y los nodos desplegados para la captura de datos.
4.2.1. Tecnología Wi-Fi
Wi-Fi (Wireless Fidelity)es una marca de la Wi-Fi Alliance que es una organización
comercial que adopta, prueba y certiﬁca que los equipos cumplen los estándares 802.11
relacionados con las redes inalámbricas de área local.
Los estándares 802.11, anteriormente mencionados, están descritos en la norma IEEE
802.11, que fue diseñada para sustituir el equivalente a las capas físicas y enlace de datos de
la norma 802.3 (Ethernet. Esto quiere decir que en lo único en que se diferencia una redWi-
Fi de una red Ethernet es en el modo en el cual se trasmiten las tramas o paquetes de datos
y el soporte físico empleado para ello. Esto es, para Ethernet se emplean cables y en Wi-Fi
se utilizan dispositivos transmisores/receptores inalámbricos. El resto del funcionamiento
es idéntico. Por tanto, una red local inalámbrica 802.11 es totalmente compatible con todos
los servicios de las redes locales LAN de cable (Ethernet).
Las redes Wi-Fi poseen una serie de ventajas entre las que desatacan:
Una vez conﬁguradas permite el acceso de múltiples dispositivos a ellas fácilmente
sin crear gastos extras en infraestructura.
La Wi-Fi Alliance asegura una compatibilidad completa entre dispositivos con la
marca Wi-Fi, por lo que en cualquier parte del mundo podermos utilizar esta tecno-
logía sin ningún problema de compatibilidad.
Wi-Fi usa el espectro de radio no licenciado y no requiere aprobaciones reguladoras
para un despliegue individual, porque usa la banda 2,4 Ghz que es libre excepto en
unos pocos países.
Los productos de Wi-Fi están extensamente disponibles en el mercado.
La competencia entre vendedores ha bajado los precios considerablemente desde que
empezó la tecnología.
Las redes Wi-Fi presentan también los siguientes inconvenientes principales:
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El consumo de electricidad es bastante alto comparado con otros estándares, haciendo
la vida de la batería corta y calentándola también.
Los estándares 802.11b y 802.11g usan la bandaWi-Fi 2,4 GHz que esta atestada con
otros dispositivos inalámbricos que usan la misma banda como Bluetooth, los hor-
nos del microondas, los teléfonos inalámbricos. Por consiguiente, se pueden producir
interferencias que causan que los dispositivos no funcionen de manera adecuada.
El principal problema que presentan este tipo de redes es la seguridad de los datos
transmitidos. En este sentido, el último esfuerzo de la Wi-Fi Alliance es el desarrollo
del protocolo de cifrado de datos WPA2, estándar 802.11i, que se emplea para codiﬁ-
car la información transmitida. Aunque las redes protegidas con WPA2 se consideran
robustas es importante tener en cuenta que el empleo de este tipo de protocolos no
concede una garantía total frente a vulnerabilidades.
4.2.2. Tecnología Bluetooth
Bluetooth es una especiﬁcación industrial para redes inalámbricas de área personal
o WPAN (Wireless Personal Area Network) que permite la transmisión de datos entre
diferentes dispositivos mediante un enlace por radiofrecuencia en la banda de los 2,4 GHz.
Los principales objetivos que se plantean cubrir con este estándar son: (a) facilitar las
comunicaciones entre equipos móviles y ﬁjos;(b) eliminar cables y conectores entre éstos y
(c), ofrecer la posibilidad de crear pequeñas redes inalámbricas y facilitar la comunicación
entre los nodos de dicha red.
Este protocolo de comunicación inalámbrico se concibió, principalmente, para disposi-
tivos de bajo consumo y que presentan pequeñas distancias entre los dispositivos a comuni-
car. Al igual que con Wi-Fi las comunicaciones se realizan por radiofrecuencia de manera
que los dispositivos a comunicar no necesitan estar alineados e incluso pueden estar ubica-
dos en espacios separados tanto como el radio de acción permita. Los dispositivos Bluetooth
se clasiﬁcan como: Clase 1, Clase 2 y Clase 3 en base a su potencia de transmisión,
siendo totalmente compatibles los dispositivos entre las distintas clases. Los dispositivos
de Clase 1 disponen de un rango de acción de 100 metros, los de Clase 2 10 metros y 1
metro para los de Clase 3. Además de la clasiﬁcación anterior, existen diferentes versiones
dentro del protocolo Bluetooth: 1.0, 1.0B, 1.1, 1.2, 2.0, 2.1 y 3.0 y 4.0. Principalmente cada
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nueva versión del protocolo permite un ancho de banda superior a las versiones anteriores
llegando hasta los 24 Mbps de la versión 3.0. La versión 4.0 es una mejora de la versión
3.0 para dispositivos que deben mantener un bajo coste energético.
4.2.3. Tecnología ZigBee
ZigBee es un estándar de comunicaciones inalámbricas diseñado por la ZigBee Alliance.
Es un conjunto estandarizado de soluciones que pueden ser implementadas por cualquier
fabricante. ZigBee está basado en el estándar IEEE 802.15.4 de redes inalámbricas de área
personal y tiene como objetivo las aplicaciones que requieren comunicaciones seguras con
baja tasa de envío de datos y maximización de la vida útil de sus baterías. Es ideal para
conexiones con diversos tipos de topología, lo que a su vez lo hace más seguro, barato y
que no haya ninguna diﬁcultad a la hora de su construcción porque es muy sencilla.
Zigbee se considera como la tecnología inalámbrica del futuro que no tiene competencia
fuerte con las tecnologías existentes debidos a que sus aplicaciones son de automatización
de ediﬁcios, hogareñas e industriales, especialmente para aplicaciones con usos de sensores.
Figura 4.1: XBee RF Module ZNet 2.5 (Series 2).
Los protocolos ZigBee están deﬁnidos para su uso en aplicaciones embebidas con re-
querimientos muy bajos de transmisión de datos (velocidades hasta 250 kB/s) y consumo
energético. Se pretende su uso en aplicaciones de propósito general con características au-
to organizativas y bajo coste (redes en malla, en concreto). Puede utilizarse para realizar
control industrial, albergar sensores empotrados, recolectar datos médicos, ejercer labores
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de detección de humo o intrusos o domótica, se ha de tener en cuenta que los rangos de
alcance son de 10 m a 75 m entre los dispositivos. La red en su conjunto utilizará una can-
tidad muy pequeña de energía de forma que cada dispositivo individual pueda tener una
autonomía de hasta 5 años antes de necesitar un recambio en su sistema de alimentación.
Se espera que los módulos ZigBee sean los transmisores inalámbricos más baratos de la
historia, y además producidos de forma masiva. Tendrán un coste aproximado de alrededor
de los 6 euros, y dispondrán de una antena integrada (ver Figura 4.1), control de frecuencia
y una pequeña batería. Ofrecerán una solución tan económica porque la radio se puede
fabricar con muchos menos circuitos analógicos de los que se necesitan habitualmente.
Las principales ventajas que presenta el protocolo ZigBee son:
Opera en la banda libre de ISM 2.4 GHz para conexiones inalámbricas.
Óptimo para redes de baja tasa de transferencia de datos.
Reduce tiempos de espera en el envío y recepción de paquetes.
Proporciona larga duración de la batería.
Soporte para múltiples topologías de red: estática, dinámica, estrella y malla.
Hasta 65.000 nodos en una red.
128-bit AES de cifrado - Provee conexiones seguras entre dispositivos.
Son más baratos y de construcción más sencilla.
En cuanto a las desventajas se destacan:
La tasa de transferencia es muy baja.
Zigbee trabaja de manera que no puede ser compatible con Bluetooth en todos sus
aspectos porque no llegan a tener las mismas tasas de transferencia, ni la misma
capacidad de soporte para nodos.
Tiene menor cobertura porque pertenece a redes inalámbricas de tipo WPAN.
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4.2.4. ZigBee vs Bluetooth vs Wi-Fi
En la tabla 4.1 se recogen las principales características de los protocolos de comunica-
ción estudiados en esta sección. Es importante resaltar que aunque ZigBee y Bluetooth se
asientan sobre el mismo estándar de comunicaciones inalámbricas (IEEE 802.15.4) existen
entre ambos características importantes muy dispares a tener en cuenta antes de la elec-
ción en etapa de diseño. En primer lugar, una red ZigBee puede constar de un máximo de
65.535 nodos distribuídos en subredes de 255 nodos frente a los 8 nodos máximos de una
subred Bluetooth. Además, ZigBee consume menos energía que Bluetooth. ZigBee tiene un
consumo de 30 mA en modo transmisión y 3 µA en modo reposo. Frente a los 40 mA en
transmisión y 200 µA en reposo de Bluetooth. La gran diferencia entre el gasto en modo
de reposo radica que los dispositivos ZigBee permanecen en un estado dormido´´ cuando
no transmite mientras que los dispositivos que emplean el protocolo Bluetooth no gozan
de tal estado. Por contra, las últimas versiones de Bluetooth permiten una velocidad de
transferencia de hasta 24 Mbps frente a los 250 Kbps de ZigBee. De igual manera ocurre
si comparamos la tecnología Wi-Fi frente a ZigBee, Wi-Fi obtiene ratios de transferencia
de hasta 54 Mbps acosta de requerir un número muy alto de energía para ello.
4.3. Tipos de dispositivos en el protocolo ZigBee
A continuación se exponen los distintos tipos de dispositivos que se pueden encontrar
en una red ZigBee. En este sentido, se pueden establecer dos tipos de clasiﬁcaciones: según
el papel desempeñado en la red y según la funcionalidad que el dispositivo es capaz de
realizar.
4.3.1. Clasiﬁcación en base al Rol desempeñado
Se deﬁnen tres tipos distintos de dispositivo ZigBee según su papel en la red:
Coordinador ZigBee (ZigBee Coordinator, ZC): El tipo de dispositivo más com-
pleto. Debe existir uno por red. Sus funciones son las de encargarse de controlar la red y
los caminos que deben seguir los dispositivos para conectarse entre ellos, requiere memoria
y capacidad de computación.
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Tabla 4.1: Comparativa entre ZigBee, Bluetooth y Wi-Fi
Característica ZigBee Bluetooth Wi-Fi
Bandas de Frecuencias 2,4 GHz 2,4 GHz 2,4 GHz
868 / 915 MHz
Tasa de Transferencia 250 Kbps (2.4 GHz) 24 Mbps 54 Mbps
40 Kbps (915 MHz)
20 Kbps (868 MHz)
Tipos de Datos Digital (Texto) Digital, Audio Digital
Rango de 10m - 100m 10m - 100m 100m
Nodos Internos
Números de 255 / 65535 8 32
Dispositivos
Requisitos Muy Baja Media Media
de Alimentación Años de Batería Días de Batería Horas de Batería
Introducción al Baja Media Alta
Mercado




Aplicación idónea Control Computadoras Servir Internet
Monitoreo Teléfonos en ediﬁcios
Consumo de Potencia
transmitiendo 30 mA 40 mA 400 mA
en reposo 3 µA 200 µA 20 mA
Precio Bajo Accesible Costoso
Complejidad Simple Complejo Complejo
Router ZigBee (ZigBee Router, ZR): Interconecta dispositivos separados en la to-
pología de la red, además de ofrecer un nivel de aplicación para la ejecución de código de
usuario.
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Dispositivo ﬁnal (ZigBee End Device, ZED): Posee la funcionalidad necesaria para
comunicarse con su nodo padre (el coordinador o un router), pero no puede transmitir
información destinada a otros dispositivos. De esta forma, este tipo de nodo puede estar
dormido la mayor parte del tiempo, aumentando la vida media de sus baterías. Un ZED
tiene requerimientos mínimos de memoria y es por tanto signiﬁcativamente más barato.
4.3.2. Clasiﬁcación en base a la funcionalidad
Basándose en su funcionalidad, puede plantearse la siguiente clasiﬁcación:
Dispositivo de funcionalidad completa (FFD): También conocidos como nodo ac-
tivo. Es capaz de recibir mensajes en formato 802.15.4. Gracias a la memoria adicional y
a la capacidad de computar, puede funcionar como Coordinador o Router ZigBee, o puede
ser usado en dispositivos de red que actúen de interfaces con los usuarios.
Dispositivo de funcionalidad reducida (RFD): También conocido como nodo pasi-
vo. Tiene capacidad y funcionalidad limitadas con el objetivo de conseguir un bajo coste
y una gran simplicidad. Básicamente, son los sensores/actuadores de la red.
Un nodo ZigBee (tanto activo como pasivo) reduce su consumo gracias a que puede
permanecer dormido la mayor parte del tiempo (incluso muchos días seguidos). Cuando se
requiere su uso, el nodo ZigBee es capaz de despertar en un tiempo ínﬁmo, para volverse
a dormir cuando deje de ser requerido. Un nodo cualquiera despierta en aproximadamente
15 ms.
4.4. Topologías de red
La capa de red de ZigBee soporta múltiples conﬁguraciones de red incluyendo estrella,
árbol, punto a punto y rejilla (malla). En esta sección serán descritas las características de
cada una de ellas.
4.4.1. Topología de estrella
Es la que estamos más habituados a ver. Es la que utilizan, por ejemplo, las arquitectu-
ras cliente-servidor, las aplicaciones web, pero también algunas aplicaciones de igual a igual
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que utilizan algún tipo de servicio centralizado o arquitecturas publicación-suscripción. En
estas arquitecturas, un nodo servidor contiene la información y los nodos clientes obtienen
la información de este servidor (ya sea activamente pidiéndola al servidor o pasivamen-
te esperando a que éste se lo envíe). Las ventajas de los sistemas centralizados son la
simplicidad de administración y de consistencia en los datos. El problema principal es la
vulnerabilidad a los fallos.
Figura 4.2: Topología de estrella.
Especíﬁcamente en las redes ZigBee, en la conﬁguración en estrella, uno de los dis-
positivos tipo FFD asume el rol de coordinador de red y es responsable de inicializar y
mantener los dispositivos en la red. Todos los demás dispositivos ZigBee, conocidos con el
nombre de dispositivos ﬁnales, hablan directamente con el coordinador.
4.4.2. Topología punto a punto
Es la red más simple, formada por dos radios o nodos. Un nodo ha de ser un coordinador,
requisito para que la red pueda formarse, y el otro puede ser conﬁgurado como un router
o un dispositivo ﬁnal. En la Figura 4.3 se ha representado una red punto a punto formada
un por un coordinador y un dispositivo ﬁnal.
Generalmente, en los proyectos en los que no se necesitan más que un solo par de radios
no se obtendrá mucha ventaja del empleo de redes ZigBee.
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Figura 4.3: Topología punto a punto.
4.4.3. Topología de árbol
Las topologías en forma de jerarquía se basan en el hecho de tener los nodos conectados
de manera que un conjunto de nodos tiene un nodo superior que les ofrece la información
que éstos necesitan. Si este nodo no tiene la información pedida, la reclama a su nodo
superior. Este tipo de topología se ha usado mucho en Internet. Un ejemplo es el servicio
de nombres de dominio (DNS). Los sistemas jerárquicos tienen como ventaja principal su
escalabilidad, ya que se pueden añadir nodos a cualquier punto de la jerarquía para cubrir
las necesidades de carga que pueda haber. Con respecto a las otras propiedades, tiene mejor
comportamiento ante fallos de nodos que los sistemas centralizados, pero la raíz continúa
siendo un punto único de fallo. Acostumbra a ser más complicado hacerlos seguros que los
sistemas centralizados. Cuanto más arriba de la jerarquía se produce el problema, más se
resiente el sistema.
Figura 4.4: Topología de árbol.
La topología de árbol implementada en ZigBee es un caso especial de topología de
conexión punto a punto, en la cual muchos dispositivos son FFDs y los RFD pueden
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conectarse como un nodo único al ﬁnal de la red. Cualquiera de los FFDs restantes pueden
actuar como coordinadores y proveer servicios de sincronización hacia otros dispositivos o
coordinadores.
4.4.4. Topología de malla
En esta última topología cualquier nodo se conecta con cualquier otro nodo. Todos
los nodos son iguales entre sí. Este tipo de topologías son las que utilizan muchos de los
sistemas de igual a igual. También lo utilizan aplicaciones clásicas, como los servidores de
correo SMTP, para conectarse unos con otros. Las virtudes de los sistemas descentralizados
son su extensibilidad (es fácil añadir un nuevo nodo al sistema) y la tolerancia a fallos (la
caída de un nodo no afecta al resto del sistema). Como principales inconvenientes, destacan
la diﬁcultad para administrar el sistema y que este tipo de sistemas acostumbran a ser
inseguros.
Figura 4.5: Topología de malla.
La conﬁguración de malla implementada en ZigBee consiste en que el coordinador
ZigBee es responsable de inicializar la red y de elegir los parámetros de la red, pero la red
puede ser ampliada a través del uso de routers ZigBee. El algoritmo de encaminamiento
utiliza un protocolo de pregunta-respuesta (request-response) para eliminar las rutas que
no sean óptimas, La red ﬁnal puede tener hasta 254 nodos. Utilizando el direccionamiento
local, se puede conﬁgurar una red de más de 65000 nodos (216).
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4.5. Tecnologías software
En esta sección se hará un breve análisis sobre las distintas alternativas estudiadas para
el lenguaje de programación que será usado para construir el software que gobernará el
nodo central.
4.5.1. C++
El comité para el estándar ANSI C fue formado en 1983 con el objetivo de crear un
lenguaje uniforme a partir del C original. El lenguaje C++ se comenzó a desarrollar en
1980 por B. Stroustrup, empleado de la AT&T. Al comienzo era una extensión del lenguaje
C que fue denominada C with classes. Este nuevo lenguaje comenzó a ser utilizado fuera
de la AT&T en 1983. El nombre C++ es también de ese año, y hace referencia al carácter
del operador incremento de C (++). Ante la gran difusión y éxito que iba obteniendo en
el mundo de los programadores, la AT&T comenzó a estandarizarlo internamente en 1987.
En 1989 se formó un comité ANSI (seguido algún tiempo después por un comité ISO) para
estandarizarlo a nivel americano e internacional. En la actualidad, el C++ es un lenguaje
versátil, potente y general. Su éxito entre los programadores profesionales le ha llevado a
ocupar el primer puesto como herramienta de desarrollo de aplicaciones. El C++ mantiene
las ventajas del C en cuanto a riqueza de operadores y expresiones, ﬂexibilidad, concisión
y eﬁciencia. Además, ha eliminado algunas de las diﬁcultades y limitaciones del C original.
Son numerosas las ventajas que aporta el uso de este lenguaje de programación, entre
ellas se destacan:
Permite compilar a código intermedio.
Recolección de basura automática.
Eliminación del uso punteros, en C++ no se necesitan.
No hay que preocuparse por archivos de cabecera ".h".
No importa el orden en que hayan sido deﬁnidas las clases ni las funciones.
No hay necesidad de declarar funciones y clases antes de deﬁnirlas.
No existen las dependencias circulares.
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Soporta deﬁnición de clases dentro de otras.
No existen funciones, ni variables globales, todo pertenece a una clase.
Todos los valores son inicializados antes de ser usados (automáticamente se iniciali-
zan al valor estandarizado, o manualmente se pueden inicializar desde constructores
estáticos).
No se pueden utilizar valores no booleanos (enteros, coma ﬂotante...) para condicio-
nales. Es mucho más limpio y menos propenso a errores.
Puede ejecutarse en una sandbox restringida.
4.5.2. VisualBasic
Visual Basic es un lenguaje de programación desarrollado por Alan Cooper para Mi-
crosoft. El lenguaje de programación es un dialecto de BASIC, con importantes añadidos.
Su primera versión fue presentada en 1991 con la intención de simpliﬁcar la programación
utilizando un ambiente de desarrollo completamente gráﬁco que facilitara la creación de
interfaces gráﬁcas y en cierta medida también la programación misma.
Es un lenguaje de fácil aprendizaje pensado tanto para programadores principiantes
como expertos, guiado por eventos, y centrado en un motor de formularios que facilita
el rápido desarrollo de aplicaciones gráﬁcas. Su sintaxis, derivada del antiguo BASIC,
ha sido ampliada con las características típicas de los lenguajes estructurados modernos.
Se ha agregado una implementación de la programación orientada a objetos (los propios
formularios y controles son objetos), aunque sí admite el polimorﬁsmo mediante el uso de
las interfaces, no admite la herencia. No requiere de manejo de punteros y posee un manejo
muy sencillo de cadenas de caracteres.
Es utilizado principalmente para aplicaciones de gestión de empresas, debido a la rapi-
dez con la que puede hacerse un programa que utilice una base de datos sencilla, además
de la abundancia de programadores en este lenguaje.
Se destacan las siguientes ventajas que aporta el empleo de este lenguaje:
La facilidad del lenguaje permite crear aplicaciones para Windows en muy poco
tiempo. En otras palabras, permite un desarrollo eﬁcaz y menor inversion en tiempo
que con otros lenguajes.
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Permite la utilización de formularios tanto a partir de recursos (como en otros len-
guajes) como utilizando un IDE para diseñarlos.
Posee una curva de aprendizaje muy rápida.
Permite usar con facilidad la plataforma de los sistemas Windows, dado que tiene
acceso prácticamente total a la API de Windows.
Es uno de los lenguajes de uso más extendido, por lo que resulta fácil encontrar
información, documentación y fuentes para los proyectos.
Fácilmente extensible mediante librerías DLL y componentes ActiveX de otros len-
guajes.
Si bien permite desarrollar grandes y complejas aplicaciones, también provee un en-
torno adecuado para realizar pequeños prototipos rápidos.
De igual manera se extraen algunos inconvenientes que su uso acarrea:
Es software propietario por parte de Microsoft, por tanto nadie que no sea del equipo
de desarrollo de esta compañía decide la evolución del lenguaje.
Su sintaxis no es case sensitive.
No permite programación a bajo nivel ni incrustrar secciones de código en ASM.
Soporte pobre para programación orientada a objetos.
No incluye operadores de desplazamiento de bits como parte del lenguaje.
No permite el manejo de memoria dinámica, punteros, etc. como parte del lenguaje.
4.5.3. Java
Java es un lenguaje de programación orientado a objetos y de propósito general que
toma de otros lenguajes de programación algunas ideas fundamentales, en particular toma
de Smalltalk el hecho de que los programas Java se ejecutan sobre una máquina virtual . Y
del lenguaje de programación C++ toma su sintaxis. El uso de la máquina virtual garantiza
la independencia de la plataforma en Java. Si disponemos de una máquina virtual para
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nuestra plataforma, podremos ejecutar el mismo programa escrito en Java sin necesidad
de volverlo a compilar. En el proceso de compilación de un programa en Java, se genera un
código intermedio, llamado bytecode, que la máquina virtual interpreta y traduce a llamadas
nativas del sistema sobre el que se ejecuta la máquina virtual. Así, una máquina virtual
para una plataforma Windows 7 de 64 bits, traducirá los bytecodes a código nativo para
esta plataforma, y otra máquina virtual para una plataforma Linux de 64 bits traducirá
los mismos bytecodes a código nativo para esta otra plataforma. Los bytecodes son los
mismos en ambos casos, las máquinas virtuales sobre las que se ejecutan son nativas de
la plataforma correspondiente. Puede parecer que este paso de traducir los bytecodes a
código nativo de la plataforma suponga una pérdida de rendimiento en la ejecución de los
programas en Java, pero esto no es así gracias a la introducción de la tecnología JIT (Just
In Time compilation). La idea básica de esta tecnología es que la primera vez que se llama
a un método, este se interpreta generando código nativo de la plataforma sobre la que se
ejecuta la máquina virtual, pero una vez generado este código nativo, se almacena, de tal
modo que la siguiente vez que se llama al mismo método no es necesaria su interpretación
ya que el código nativo para ese método se almacenó previamente.
Otras características generales de Java son:
Seguridad desde el punto de vista del programador:
 Comprobación estricta de tipos.
 Gestión de excepciones.
 No existen punteros.
 Recolector de basura.
Seguridad desde el punto de vista del usuario de aplicaciones:
 Los programas se ejecutan sobre una máquina virtual.
 Espacio de nombre.
Soporta programación concurrente de modo nativo.
Los tipos de datos están estandarizados.
Sólo se admite herencia simple.
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4.6. Tecnologías de Control
4.6.1. Arduino
Arduino es una plataforma de prototipos electrónica de código abierto (open-source)
basada en hardware y software ﬂexibles y fáciles de usar. Está pensado para artistas, dise-
ñadores, como hobby y para cualquier interesado en crear objetos o entornos interactivos.
Arduino puede sentir el entorno mediante la recepción de entradas desde una variedad
de sensores y puede afectar a su alrededor mediante el control de luces, motores y otros
artefactos. El microcontrolador de la placa se programa usando el Arduino Programming
Language (basado en Wiring1 ) y el Arduino Development Environment (basado en Pro-
cessing2). Los proyectos de Arduino pueden ser autónomos o se pueden comunicar con
software en ejecución en un ordenador.
Figura 4.6: La placa USB básica. Arduino UNO.
Hay muchos otros microcontroladores y plataformas microcontroladoras disponibles pa-
ra computación física. Parallax Basic Stamp, Netmedia's BX-24, Phidgets, MIT's Handy-
board, y muchas otras ofertas de funcionalidad similar. Todas estas herramientas toman los
desordenados detalles de la programación del microcontrolador y los encierran en un paque-
te fácil de usar. Arduino también simpliﬁca el proceso de trabajo con microcontroladores,
pero ofrece algunas ventajas sobre el resto de propuestas:
1Ver http://wiring.org.co
2Ver http://www.processing.org
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Barato: Las placas Arduino son relativamente baratas comparadas con otras plata-
formas microcontroladoras.
Multiplataforma: El software de Arduino se ejecuta en sistemas operativos Windows,
Macintosh OSX y GNU/Linux. La mayoría de los sistemas microcontroladores están
limitados a Windows.
Entorno de programación simple y claro: El entorno de programación de Arduino
es fácil de usar para principiantes, pero suﬁcientemente ﬂexible para que usuarios
avanzados puedan aprovecharlo también.
Código abierto y software extensible: El software Arduino está publicado como he-
rramientas de código abierto, disponible para extensión por programadores experi-
mentados. El lenguaje puede ser expandido mediante librerias C++, y la audiencia
que quiera entender los detalles técnicos pueden hacer el salto desde Arduino a la
programación en lenguaje AVR C en el cual está basado. De forma similar, se puede
añadir código AVR C directamente en los programas Arduino si se desea.
Código abierto y hardware extensible: Los planos para los módulos están publicados
bajo licencia Creative Commons, por lo que diseñadores experimentados de circuitos
pueden hacer su propia versión del módulo.
4.6.2. BeagleBone
BeagleBone es un ordenador pequeño del tamaño de una tarjeta de crédito, donde
puedes ejecutar un sistema operativo, como puede ser Linux/Android 4.0. Integra un pro-
cesador AM335x 1GHz ARM® Cortex-A8, memoria RAM con 512MB DDR3 de bajo
consumo de energía, tarjeta gráﬁca SGX530 aceleradora 3D permitiendo a los aﬁciona-
dos, los innovadores y los ingenieros para ir más allá de su imaginación usando todas las
capacidades que tiene esta placa.
Su principal diferencia con Arduino es que puede ejecutar un pequeño sistema opera-
tivo, es prácticamente un miniordenador donde se pueden ejecutar programas sobre estos
sistemas operativos. BeagleBone, está diseñado para funcionar a un nivel mucho más alto
y tiene mucha más capacidad de proceso que Arduino.
Se destacan las siguientes ventajas del producto:
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Figura 4.7: BeagleBone Modelo Black.
Procesador potente en velocidad y capacidades Cortex-A8
Memoria interna para el sistema operativo de 2GB incluida
Muy bajo consumo
Posibilidad de programarla al estilo Arduino con scripts
Bajo precio.
4.6.3. Raspberry Pi
Raspberry Pi, como el anterior, es un miniordenador con el tamaño de una tarjeta
de crédito, bastante barato (más que BeagleBone, pero menos que Arduino), desarrollada
en Reino Unido por la Fundación Raspberry Pi, con el objetivo principal de estimular la
enseñanza de ciencias de la computación en las escuelas. Al ser un miniordenador podemos
utilizarlo para desarrollar cosas bastante más complejas que con Arduino y puede utilizar
lenguajes de programación de alto nivel como Python, C++ y Java.
El diseño incluye un System on a chip Broadcom BCM2835, que contiene un procesador
central (CPU) ARM1176JZF-S a 700 MHz, un procesador gráﬁco VideoCore IV, y 512
MB de memoria RAM. Usa una tarjeta SD para el almacenamiento permanente.
Se destacan las siguientes ventajas:
Bajo consumo, aproximadamente consume 700 mA (sin accesorios ni overclocking).
Bajo precio.
32 CAPÍTULO 4. ANTECEDENTES
Figura 4.8: Raspberry Pi Modelo B.
Gran comunidad y proyectos basados en él. Raspberry Pi cuenta con muchos usuarios
y una gran cantidad de proyectos de todo tipo, que o están pensado especíﬁcamente
para él o son adaptaciones muy logradas de otro software.
Accesorios de fácil disponibilidad. Por ejemplo, su fuente de alimentación puede ser
el cargador de un móvil o su almacenamiento una memoria SD.
Tamaño reducido. La placa completa puede ser algo más grande que una tarjeta de
crédito.
Gran potencia. Cuenta con la capacidad suﬁciente para mover vídeos en HD (tanto
720p como 1080p) debido al aprovechamiento de su GPU para renderizar el video.
Versatilidad. Cuenta con la mayoría de programas que se pueden disponer en linux,
como apache, samba, mysql, transmission, xbmc, etc.
4.7. La Minería de Datos
La Minería de Datos (Data Mining, DM ) es un área multidisciplinar donde se englo-
ban ideas procedentes de diferentes disciplinas como el aprendizaje automático (Machine
Learning, ML), la inteligencia artiﬁcial (Artiﬁcial Intelligence, AI ), la estadística y los sis-
temas de bases de datos. A simple vista puede surgir la pregunta de en qué diﬁere la DM
de la estadística, por ejemplo, que en su rama descriptiva también cubre la obtención de
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Figura 4.9: Fases del proceso de KD (adaptado de Cios et al. [13])
información a partir de los datos. Sin embargo, el objetivo de la DM diﬁere en gran medida
de la estadística, que recoge datos especíﬁcamente para dar respuesta a alguna pregunta
concreta, mientras que la DM pretende extraer información útil a partir de los datos de
manera que sirva de apoyo en la toma de decisiones.
Debido a la cantidad ingente de datos, su alta dimensionalidad, heterogeneidad y dis-
tribución, puede no ser factible la aplicación de las técnicas tradicionales para, por ejemplo,
encontrar patrones, tendencias o anomalías en los datos.
Los objetivos que se marcan en un determinado proyecto donde se aplique la DM son
los que determinan el modelo de conocimiento, así como el hecho de que un dato o una
relación entre datos sean signiﬁcativos. Un ejemplo de relación que podrá ser signiﬁcativa
o no dependiendo del objetivo podría ser el hecho de que los clientes que compran la marca
X vivan en la periferia de la ciudad y los que compran la marca Y, en el centro. Dicho
conocimiento puede ser útil si queremos distinguir los patrones de compra de los ciudadanos
dependiendo del área donde viven, pero será totalmente inservible para determinar la
ﬁdelidad de un cliente.
Mediante la DM se aporta un primer nivel de interpretación extrayendo relaciones de
los datos en bruto. A partir de este nivel se puede extraer conocimiento aún más elaborado.
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Previamente a la extracción de conocimiento útil a partir de los datos, es importante
entender el proceso global de descubrimiento de conocimiento (KD, Knowledge Dis-
covery), dentro del cual se encuadra la DM. Algunos autores utilizan ambos términos como
sinónimos, pero en realidad el KD se reﬁere al proceso completo de extracción de conoci-
miento a partir de los datos, mientras que la DM es una etapa concreta de dicho proceso
consistente en la aplicación de algoritmos especíﬁcos para extraer patrones a partir de los
datos. Más en detalle, el proceso de KD consiste en una secuencia de pasos, eventualmente
retroalimentados, que se deben seguir para encontrar patrones en los datos. Existen varios
modelos en la literatura que describen el proceso de KD, normalmente focalizados en la
perspectiva empresarial, académica o bien en una hibridación de ambas. En esta trabajo
consideramos el modelo de KD híbrido propuesto por Cios et al. [13], el cual contempla seis
pasos, recogidos en la ﬁgura 4.9. Estas fases son: deﬁnición del problema y comprensión
del dominio del problema, selección de datos, preparación de los datos, DM propiamente
dicha, evaluación y validación del modelo, interpretación del modelo e integración. Como
se ha comentado anteriormente, no se trata de un proceso lineal, sino que se retroalimenta
y continúa, y en el que nuevos cambios en la situación pueden provocar que el conocimiento
deje de ser correcto, siendo preciso volver a extraer nuevo conocimiento.
La DM es la tarea más importante dentro del proceso de KD, al ser la encargada de
encontrar información oculta en los datos, y contempla métodos de aprendizaje super-
visado, donde los ejemplos o instancias están etiquetados, y no supervisado, donde se
desconoce la clase de las instancias. Normalmente, los métodos supervisados tienen una na-
turaleza predictiva, mientras que los no supervisados tienden a ser descriptivos. Las tareas
predictivas realizan inferencias a partir de los datos con el objetivo de hacer predicciones
sobre nuevos datos (clase, categoría o valor numérico). Por su parte, las tareas descrip-
tivas sirven para describir y caracterizar las propiedades generales de los datos según la
observación de ciertos comportamientos (atributos).
Entre las tareas de DM predictivas podemos encontrar:
Clasiﬁcación [17, 54]. Su ﬁnalidad es predecir la clase a la que pertenece una de-
terminada instancia a partir de los valores de sus otros atributos, conocidos como
atributos predictivos. Para ello, a partir de un conjunto de datos de entrenamiento
se inﬁere un modelo o clasiﬁcador, que se utilizará para clasiﬁcar nuevas instancias
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o patrones no etiquetados en una de las categorías existentes.
Regresión [56]. La tarea de regresión es similar a la de clasiﬁcación, pero en lugar
de predecir la clase de una nueva instancia, se predice un valor numérico o resultado.
En esencia, cada instancia contiene una serie de variables independientes o atributos
que producen un resultado o variable dependiente. El objetivo es inducir un modelo
para predecir el valor de una variable dependiente desconocida, dado el valor de
los atributos. Un tipo especíﬁco de regresión, consistente en analizar secuencias de
valores observados a lo largo del tiempo (ordenados cronológicamente), es el análisis
de series temporales [12]. En este caso, el objetivo es realizar una estimación de
valores futuros en función del comportamiento pasado de la serie.
En cuanto a las tareas de índole descriptiva, podemos distinguir:
Minería de reglas de asociación (ARM, Association Rule Mining) [2, 26]. Trata
de descubrir relaciones de dependencia interesantes entre un conjunto de elementos.
Suelen expresarse en forma de reglas IF-THEN mostrando parejas atributo-valor que
ocurren frecuentemente juntas en un conjunto de datos dado. Un caso particular es la
minería de patrones secuenciales [21], que consiste en la extracción de patrones
frecuentes relacionados con el tiempo u otro tipo de secuencia. Estos patrones son
similares a asociaciones donde las relaciones entre los datos se basan en el tiempo.
Agrupamiento (clustering) [30]. Consiste en la agrupación de instancias en clases
de objetos similares. Un cluster es una colección de ejemplos que comparten caracte-
rísticas comunes, pero que diﬁeren de los ejemplos de otros clusters. Los algoritmos
de clustering buscan dividir un conjunto de datos en subgrupos o clusters relativa-
mente homogéneos, de manera que se maximiza la similitud de las instancias dentro
del cluster y se minimiza la similitud con respecto a las instancias de fuera del mis-
mo. Cuando el objetivo del agrupamiento es tratar de localizar instancias que no son
similares a ninguna de las demás, éste se conoce con el nombre de detección de
desviaciones, casos extremos e instancias anómalas [19, 49]. Estas instancias
discordantes pueden representar casos potenciales de fraude, intrusos, fallos, etc.
Actualmente existen técnicas que se encuadran a medio camino entre DM descriptiva
y predictiva, conocidas como inducción supervisada de reglas descriptivas [50], que
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comentamos a continuación:
Descubrimiento de subgrupos (SD, Subgroup Discovery) [15, 27]. Dado un con-
junto de datos y una propiedad de interés en ellos, el descubrimiento de subgrupos
lleva a cabo la búsqueda de conjuntos de datos tan grandes como sea posible y que
son estadísticamente más interesantes con respecto a la propiedad de interés.
Minería de contraste de conjuntos [8]. Estrechamente relacionada con la ARM,
trata de descubrir condiciones particulares que se producen entre los atributos y sus
valores, de manera que sirvan para diferenciar los grupos de modo signiﬁcativo. Se
trata de pares atributo-valor que han de cumplir la restricción de que un atributo
dado no puede aparecer más de una vez.
Minería de patrones emergentes [4]. Se centra en la búsqueda de patrones cuyas
frecuencias en dos clases diﬁeren en una alta proporción.
Los algoritmos evolutivos (EAs, Evolutionary Algorithms) [34], por ejemplo, se ins-
piran en los principios Darwinianos de la evolución natural. Estos algoritmos imitan los
mecanismos de selección natural y supervivencia del más apto para resolver problemas de
la vida real, y se ha demostrado su aplicabilidad al desarrollo de algoritmos de DM [22].
Un modelo computacional encuadrado dentro del grupo de EAs son los algoritmos
genéticos (GAs, Genetic Algorithms), propuestos por Holland [29]. A grandes rasgos, un
GA consiste en una población de individuos (denominados cromosomas) que codiﬁcan una
posible solución al problema. Cada cromosoma tiene asociada una función de aptitud que
evalúa su validez para resolver el problema y que determina las posibilidades de repro-
ducción del cromosoma. Así pues, la población de individuos evoluciona en el tiempo por
medio de un proceso de selección y cruce de individuos, pudiéndose producir también con
cierta probabilidad mutaciones en los cromosomas.
La programación genética (GP, Genetic Programming) [37] es otro tipo EA que
se considera, en esencia, una variante de los GAs. De hecho, se puede deﬁnir como un
GA que usa un lenguaje de representación más complejo (normalmente un árbol) para la
codiﬁcación de los individuos y cuyo objetivo es la evolución de programas de ordenador
para resolver un problema concreto. Advirtamos que ni siquiera es necesario conocer de
antemano la estructura o forma de la solución, sino que simplemente hay que especiﬁcar
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los bloques básicos de los que se compone cualquier programa o individuo y la forma de
cuantiﬁcar su adecuación como solución al problema. Además de evolucionar programas de
ordenador, la GP se usa para evolucionar otras abstracciones de conocimiento, tales como
expresiones matemáticas o sistemas basados en reglas.
Otro paradigma de computación bioinspirado que sirve para abordar problemas de op-
timización y que se ha aplicado con éxito a DM es la inteligencia colectiva (SI, Swarm
Intelligence) [10]. Dicha disciplina se ocupa del diseño de sistemas multiagente, es decir,
compuestos de muchos individuos, y se inspira en las conductas descentralizadas y co-
lectivas que algunas sociedades de insectos y otros animales presentan en la naturaleza.
Concretamente, la SI se centra en el comportamiento colectivo que emerge de las inter-
acciones simples que se producen entre los propios individuos y entre estos y el entorno.
Ejemplos de sistemas que imita la SI pueden ser las colonias de hormigas [48], termitas [61],
abejas [33], avispas [59], bancos de peces y bandadas de pájaros [28, 63].
Dentro de la SI se emplaza una metaheurística bioinspirada denominada optimización
mediante colonias de hormigas (ACO, Ant Colony Optimization) [16], que se inspira
en el comportamiento y capacidades autoorganizativas de las colonias de hormigas en la
naturaleza. Diversos algoritmos de ACO han demostrado su habilidad y capacidad para la
extracción de reglas de clasiﬁcación [48, 54], y también se ha adaptado esta metaheurística a
la tarea de asociación bajo restricciones multidimensionales [38]. Sin embargo, su aplicación
a la tarea de asociación y a otras tareas de DM no ha sido suﬁcientemente explorada, como
reﬂeja el estudio abordado recientemente por Martens et al. [47].
4.8. Preprocesamiento de los datos
La fase de preparación de datos supone una parte muy importante del tiempo y el
esfuerzo que se dedica a un proceso de KD. Se trata de una cuestión esencial a tener en
cuenta en el aprendizaje, dado que en ella se puede generar un conjunto de datos reducido
del original, lo que puede repercutir en una mejora de la eﬁciencia del proceso; los datos
originales pueden ser impuros, lo que puede desembocar en la extracción de conocimiento
erróneo o poco útil; y permite generar datos de mayor calidad, conducentes a la obtención
de conocimiento de mayor calidad o más útil.
Así, la preparación y preprocesado de datos incluye todas aquellas técnicas de análisis
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y transformación de datos que permiten mejorar la calidad de los mismos, de tal manera
que los algoritmos de DM sean capaces de inducir conocimiento de mayor precisión e
interpretabilidad.
El tamaño, la dimensionalidad del conjunto de datos y las características de los atri-
butos son algunos de los factores que más inﬂuyen en el esfuerzo computacional.
La dimensionalidad se reﬁere al número de atributos y la complejidad de los mismos
(nominales, numéricos, presencia de valores perdidos, etc.). La maldición de la dimen-
sionalidad (the curse of dimensionality), expresión acuñada por Bellman [9], plantea que
el espacio de búsqueda crece de manera exponencial con respecto al número de caracterís-
ticas, presentando un obstáculo a la hora de resolver los problemas. Por tanto, a veces se
hace necesario simpliﬁcar los datos que el algoritmo va a procesar, reduciendo el número
de atributos iniciales o su número de valores.
Cada instancia de un determinado conjunto de datos se representa utilizando un mismo
conjunto de características o atributos, que pueden ser binarios, nominales/categóricos,
o continuos [57]: los atributos nominales o categóricos pueden tomar una serie de valores
discretos que no siguen necesariamente un orden lineal; los binarios son un tipo de atributo
categórico que pueden tomar solo dos valores discretos, 0 o 1; y los continuos, un conjunto
de valores inﬁnito no numerable. Existen multitud de algoritmos de DM que requieren que
los datos sean de un determinado tipo para poder tratar con ellos. Por este motivo, existen
acciones de preprocesado que van encaminadas a transformar los datos originales al tipo
con que pueden trabajar dichos algoritmos.
En este capítulo se introducen tres de las cuestiones que más frecuentemente se pre-
sentan en la fase de preparación de datos de un proceso de KD : la ausencia de datos, la
existencia de multitud de atributos o características, y la necesidad de transformar datos
cuantitativos en datos cualitativos.
4.8.1. Ausencia de datos
Uno de los problemas más habituales que se presentan durante la fase de preparación
de datos es la falta de valores para un atributo determinado, lo cual puede deberse a un
error en la toma de los datos o a que no se ha podido observar esta característica en ellos
o en una serie de casos [7].
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La solución más fácil supone ignorar la instancia que presenta el valor perdido, pero
obviamente esto implica la pérdida de la información que contiene. Así pues, la forma
habitual de proceder en estas situaciones consiste en remplazar el valor que falta por otro,
que dependerá del tipo de atributo de que se trate. Se presentan diversas alternativas [35]:
En caso de que estemos ante un atributo numérico, el valor perdido podría sustituirse
por la media del resto de valores del mismo; mientras que si se trata de un atributo
nominal, se sustituiría por el valor que más se repite (moda).
Un método más elaborado consiste en inducir un modelo de clasiﬁcación o regresión,
dependiendo de si el valor perdido pertenece a un atributo categórico o a uno numé-
rico, respectivamente. Este modelo tratará el atributo del valor perdido como salida,
y el resto de características como atributos predictivos. Una vez extraído el modelo a
partir del conjunto de datos completo, se determina el valor perdido de la instancia
en cuestión.
Identiﬁcar la instancia del conjunto de datos más semejante a la que tiene el valor
perdido, sustituyéndolo por el valor que presenta en ella.
Modiﬁcar el rango de valores posibles para la característica que contiene valores
perdidos, incluyendo un nuevo valor que englobe los casos perdidos.
No obstante, hay situaciones en las que un atributo concreto presenta un número ele-
vado de valores perdidos, en cuyo caso no es aconsejable sustituirlos como se acaba de
indicar, ya que no existe un número suﬁcientemente representativo de ejemplos sobre los
que calcular un valor ﬁable con que remplazarlo. Lo normal en estas circunstancias es no
tratar este atributo, descartándolo.
4.8.2. Reducción de dimensionalidad
Una forma de limitar los efectos de la alta dimensionalidad consiste en reducir la di-
mensión del espacio de trabajo. Con las operaciones de reducción de dimensionalidad se
pretende mantener las características de los datos iniciales, eliminando aquellos que no son
relevantes para la tarea de DM a realizar. De esta forma se reduce la dimensionalidad,
permitiendo que la ejecución de algoritmos de DM sea más rápida y más efectiva.
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En este contexto de reducción de dimensionalidad se pueden considerar, generalmente,
tres tipos de características [66]:
Relevantes, que son aquellas que inﬂuyen en la salida y cuyo rol no es asumible por
las demás.
Irrelevantes, si no tienen ningún tipo de inﬂuencia en la salida.
Redundantes, si existe otro atributo que ya describe el mismo comportamiento en
los datos.
Las acciones de reducción de dimensionalidad o de transformación de datos tienen sen-
tido tanto en tareas de aprendizaje supervisado como no supervisado. Los motivos que
llevan a efectuarlas son la eliminación de redundancia; la obtención de conjuntos de datos
con información más condensada; o la proyección de datos con una alta dimensionalidad
en un espacio de dimensionalidad reducida, de modo que sea posible descubrir visualmente
clusters y otras relaciones en los datos, imposibles de observar en el espacio de dimensiones
original. Podemos encontrar otro motivo adicional para el caso de tareas de aprendizaje
supervisado, que sería la obtención de conjuntos de datos transformados conteniendo ex-
clusivamente características relevantes para el diseño de clasiﬁcadores.
La reducción de dimensionalidad se puede llevar a cabo seleccionando un subconjunto
de atributos o bien mediante transformaciones, remplazando los atributos iniciales por
proyecciones de los mismos.
La selección de un subconjunto de atributos para reducir la dimensionalidad del con-
junto de datos, eliminar el ruido y mejorar el desempeño recibe el nombre de selección
de características [24]. Este proceso consiste en detectar el subconjunto óptimo de atri-
butos o características fuertemente relevantes y las débilmente relevantes pero que no sean
redundantes.
Existen diversas técnicas para realizar proyecciones, como el análisis de componentes
principales [1], que usa proyecciones lineales, o el uso de mapas autorganizativos de
Kohonen [36], entre otras, que proyecta los patrones de una forma no lineal.
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4.8.3. Discretización de atributos numéricos
La discretización es una técnica de preprocesamiento de datos consistente en establecer
un criterio por el cual el rango de valores de un atributo continuo se transforma en dos o
más valores discretos que representan intervalos, siempre formando conjuntos disjuntos.
Entre los motivos por los cuales puede ser interesante discretizar un conjunto de datos
podemos citar que determinados algoritmos de DM solo pueden operar en espacios de
búsqueda discretos; que se busque una reducción del coste computacional y un aumento en
la velocidad del proceso de aprendizaje; o que el modelo resultante sea de menor tamaño y
más comprensible. De hecho, la discretización también puede considerarse como una forma
de reducir la dimensionalidad del problema.
En cualquier caso, hay que tener en cuenta que no se puede producir una pérdida de
información relevante durante el proceso de discretización. Por ejemplo, si clasiﬁcando un
determinado conjunto de datos sin discretizar obtenemos una tasa de error inferior a la
conseguida con los datos discretizados, de poco sirve efectuar la discretización.
Desde el punto de vista de los clasiﬁcadores basados en reglas, que son en los que nos
centramos en esta trabajo, su mayor ventaja radica en la comprensibilidad que ofrecen.
Además, pese a que algunos de ellos pueden tratar directamente con atributos numéricos,
algunos expertos aconsejan discretizar dichas características antes de inducir un modelo, de
manera que se reduzca el tiempo de la fase de entrenamiento y se incremente la exactitud [5].
Existen métodos de discretización no supervisados y supervisados, aunque se pueden
distinguir otros criterios bajo los que agruparlos, tal como se recoge en el trabajo de Liu et
al. [42]. Los métodos supervisados solo son aplicables cuando los datos tienen una etiqueta
de clase, y los intervalos que producen están de alguna forma correlacionados con el atributo
clase. En cambio, en los métodos no supervisados no se dispone de información acerca de la
tarea que tiene que cumplir el modelo que se construirá a partir de los datos discretizados.
Dos técnicas de este tipo son la partición en intervalos de la misma amplitud y en intervalos
de igual frecuencia [65].
En la discretización en intervalos de la misma amplitud, por cada atributo continuo se
localizan los valores mínimo y máximo, y entonces se divide este rango en un número de
intervalos n de igual amplitud especiﬁcados por el usuario. El problema de este método es
que se pueden producir desequilibrios, de manera que la mayoría de las instancias se con-
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centren en un único intervalo y, a su vez, que existan intervalos que no estén representados
por ninguna.
Del mismo modo, en la discretización en intervalos de igual frecuencia se buscan en
primer lugar los valores mínimo y máximo para una determinada característica. Sin em-
bargo, a continuación se ordenan todos los valores que presentan las instancias en orden
ascendente. Una vez hecho esto, se divide el rango en un número de intervalos deﬁnido por
el usuario, de manera que cada intervalo contenga aproximadamente el mismo número de
valores ordenados. Generalmente, este método es preferible ya que evita desequilibrios en
el balanceo entre valores.
Los métodos de discretización supervisados están enfocados hacia la tarea de clasiﬁ-
cación, ya que se dispone de información relativa a la clase. En este caso, los algoritmos
utilizan medidas estadísticas de separabilidad o de teoría de la información para encontrar
los puntos de corte óptimos para un determinado atributo continuo, dividiendo así su rango
de valores en los intervalos más adecuados para llevar a cabo dicha tarea [32]. Un ejemplo
es el algoritmo CAIM (Class-Attribute Interdependency Maximization Algorithm) [39], el
cual divide cada uno de los intervalos existentes en dos nuevos intervalos, de tal forma
que se consigue una interdependencia óptima entre la clase y el atributo tras la división.
Empieza con el intervalo completo de un atributo continuo y lo va dividiendo iterativa-
mente hasta que cada atributo discretizado tenga la menor cantidad de intervalos posible
que minimice la pérdida entre clase y atributo, número que al menos será igual al número
de clases que haya en el conjunto de datos. A pesar de que CAIM obtiene muy buenos
resultados frente al resto de técnicas, presenta dos inconvenientes. Por un lado, genera es-
quemas de discretización donde el número de intervalos es menor o igual que el número de
clases. Y por otro, para cada intervalo discretizado, el algoritmo considera únicamente la
clase mayoritaria e ignora todas las demás, lo cual tiene efectos negativos cuando se trata
de discretizar conjuntos de datos no balanceados.
Entre los algoritmos de discretización supervisados, destaca la propuesta de Fayyad
e Irani [20], conocida como discretización basada en la entropía [60]. También sigue un
enfoque descendente, empezando por el intervalo completo de un atributo numérico. Para
determinar el punto de corte, selecciona el valor del atributo que tiene mínima entropía,
y recursivamente particiona los intervalos resultantes hasta llegar a un criterio de parada.
Se consideran dos criterios de parada: alcanzar el número máximo de intervalos permitido,
4.9 Soft Computing 43
o que la entropía caiga por debajo de un umbral establecido. Además, se demuestra que
cualquier punto de corte candidato que minimice la entropía de la partición ha de ser
seleccionado como punto de corte, y no solo eso, sino que los puntos de corte así escogidos
siempre se van a encontrar entre valores que pertenecen a clases diferentes.
Una mejora de este algoritmo es la discretización basada en la entropía con el criterio
de parada MDLP [20]. El principio de minimización de la longitud de descripción
(MDLP, Minimum Description Length Principle) [58, 6] puede resumirse diciendo que,
dado un conjunto de datos, el mejor modelo es aquel más compacto y que requiere la mínima
cantidad de información para ser construido. Teniendo en cuenta que tanto modelo como
datos pueden codiﬁcarse mediante bits, ante un modelo y unos datos, se trata de minimizar
la longitud de la codiﬁcación. Por tanto, en el caso del algoritmo de discretización que nos
ocupa, dependiendo de la homogeneidad de los intervalos resultantes valdrá la pena o no
introducir un punto de corte. Si la codiﬁcación obtenida introduciendo el punto de corte es
más corta que si no se hace, lo introduciremos; en caso contrario, no lo haremos. Podemos
minimizar la longitud de descripción total si en cada paso de discretización elegimos aquel
punto que maximice la ganancia de información.
4.9. Soft Computing
Hasta que en 1994 L.A. Zadeh [67] dio la primera deﬁnición de Soft Computing, la
referencia a los conceptos que actualmente ésta maneja solía hacerse de forma atómica,
es decir, se hablaba de manera aislada de cada uno de ellos con indicación del empleo de
metodologías fuzzy.
Aunque la idea de establecer el área de Soft Computing se remonta a 1990 [68], fue
en [67] donde L.A. Zadeh propuso la deﬁnición de Soft Computing, estableciéndola en los
siguientes términos:
Básicamente, Soft Computing no es un cuerpo homogéneo de conceptos y técnicas.
Más bien es una mezcla de distintos métodos que de una forma u otra cooperan desde sus
fundamentos. En este sentido, el principal objetivo de la Soft Computing es aprovechar la
tolerancia que conllevan la imprecisión y la incertidumbre, para conseguir manejabilidad,
robustez y soluciones de bajo costo. Los principales ingredientes de la Soft Computing son
la Lógica Fuzzy, la Neuro-computación y el Razonamiento Probabilístico, incluyendo este
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Figura 4.10: Esquema inicial de las principales metodologías que integran la Soft Computing
último a los Algoritmos Genéticos, las Redes de Creencia, los Sistemas Caóticos y algunas
partes de la Teoría de Aprendizaje. En esa asociación de Lógica Fuzzy, Neurocomputación
y Razonamiento Probabilístico, la Lógica Fuzzy se ocupa principalmente de la imprecisión
y el Razonamiento Aproximado; la Neurocomputación del aprendizaje, y el Razonamiento
Probabilístico de la incertidumbre y la propagación de las creencias.
Queda claro así como la Soft Computing no está deﬁnida precisamente, sino que en una
primera aproximación se deﬁne por extensión, por medio de distintos conceptos y técnicas
que intentan superar las diﬁcultades que surgen en los problemas reales que se dan en un
mundo que es impreciso, incierto y difícil de categorizar.
Aunque ha habido varios intentos de ajustar más esta deﬁnición, no han sido muy
fructíferos. Así, por ejemplo en [41], a la vista de la diﬁcultad de dar una nueva deﬁnición
del campo de una manera exacta y consensuada, y de la mayor sencillez de hacerlo por
medio de sus características, los autores proponen la siguiente deﬁnición de trabajo, que
vuelve a ser de tipo descriptivo: Cualquier proceso de computación que expresamente
incluya imprecisión en los cálculos en uno o más niveles, y que permita cambiar (disminuir)
la granularidad del problema o suavizar los objetivos de optimización en cualquier etapa,
se deﬁne como perteneciente al campo de la Soft Computing.
El punto de vista que aquí consideramos, y que adoptamos en lo que sigue, implica otra
forma de deﬁnir Soft Computing. Se trata de considerarla como antítesis de lo que podría-
mos denominar Hard Computing, de manera que podría verse la Soft Computing como
un conjunto de técnicas y métodos que permitan tratar las situaciones prácticas reales de la
misma forma que suelen hacerlo los seres humanos, es decir, en base a inteligencia, sentido
común, consideración de analogías, aproximaciones, etc. En este sentido Soft Computing
es una familia de métodos de resolución de problemas cuyos primeros miembros serían el
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Figura 4.11: Esquema deﬁnitivo de las principales metodologías que integran la Soft Com-
puting
Razonamiento Aproximado y los Métodos de Aproximación Funcional y de Optimización,
incluyendo los de búsqueda. En este sentido, la Soft Computing queda situada como la base
teórica del área de los Sistemas Inteligentes, y se hace patente que la diferencia entre el
área de la Inteligencia Artiﬁcial clásica, y la de los Sistemas Inteligentes, es que la primera
se apoya en la denominada Hard Computing, mientras que la segunda lo hace en la Soft
Computing".
Desde este otro punto de vista, en un segundo nivel, la Soft Computing se puede des-
granar entonces en otros componentes que ayudan a una deﬁnición por extensión, como
la que se dio en primer lugar. Desde el principio se han considerado que en ese segundo
nivel los componentes mas importantes son el Razonamiento Probabilístico, la Lógica y los
Conjuntos Fuzzy, las Redes Neuronales y los Algoritmos Genéticos [53], que debido a su
alta interdisciplinariedad, la importancia y relevancia de sus aplicaciones, y el volumen
de resultados logrados, inmediatamente se destacaron de otras metodologías como, las ya
citadas Teoría del Caos, Teoría de la Evidencia, etc.
Pero la mencionada popularidad de los Algoritmos Genéticos, junto con la eﬁcacia de-
mostrada en una gran variedad de áreas y aplicaciones, el intento de conseguir imitar a
las criaturas naturales: plantas, animales, seres humanos, que evidentemente tienen una
naturaleza soft (ﬂexible, adaptable, creativa, inteligente,...), y sobre todo sus extensiones
y diferentes versiones, hicieron que ese cuarto ingrediente del segundo nivel pasara a ser
el de los bien conocidos Algoritmos Evolutivos, que de esta forma se constituyeron en el
cuarto integrante fundamental de la Soft Computing, como se reﬂeja en la Figura 4.10.
Los Algoritmos Evolutivos, sin embargo, no son más que una clase mas de Heurísticas, o
de Metaheurísticas, como también lo son la Búsqueda Tabú, el Enfriamiento Simulado, los
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métodos de Escalada, la Búsqueda por Entornos Variables, los Algoritmos de Estimación
de Distribuciones (EDA), la Búsqueda Dispersa, los GRASP, la Búsqueda Reactiva, entre
otros. Generalmente, todos estos algoritmos heurísticos (metaheurísticas) suelen propor-
cionar soluciones que no son las óptimas, pero que satisfacen en buena medida al decisor o
usuario. Cuando éstos actúan desde el principio de que es mejor satisfacer que optimizar,
le dan perfecto sentido en este contexto a la famosa frase de Zadeh: ...en contraste con
la computación tradicional (hard), la Soft Computing se beneﬁcia de la tolerancia asocia-
da a la imprecisión, la incertidumbre, y las verdades parciales para conseguir tratabilidad,
robustez, soluciones de bajo costo y mejores representaciones de la realidad. Consiguiente-
mente, entre las componentes de la Soft Computing, en lugar de los Algoritmos Evolutivos,
que pueden representar sólo una parte de los métodos de búsqueda y optimización que se




En este capítulo se expondrán todas las restricciones, o factores limitativos, existentes
en el ámbito del diseño y que condicionan la elección de una u otra alternativa. Los factores
limitativos pueden estructurarse en dos grupos:
Factores dato: son aquéllos que no pueden ser modiﬁcados durante el transcurso del
proyecto, como puede ser el presupuesto económico asignado al proyecto o la duración
estimada del mismo.
Factores estratégicos: representan variables de diseño que permiten la elección entre
diferentes alternativas por parte del ingeniero. En función de la opción escogida,
podrá alterarse el proceso de desarrollo y el propio producto ﬁnal obtenido, con lo
que resultará necesario analizar las posibilidades existentes en las primeras etapas
del proceso.
5.1. Factores dato
Las comunicaciones entre los nodos encargados de la captura de datos y el nodo
central serán realizadas de forma inalámbrica.
La comunicación entre todos los dispositivos debe ser lo más eﬁciente posible para
minimizar las pérdidas de paquetes de datos en la transmisión.
Si hubiera algún problema con un nodo capturador de datos el resto de los mismos
deben seguir desempeñando su función.
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Las herramientas utilizadas en el desarrollo deberán permitir, como una de las prin-
cipales bases respecto al diseño, la reutilización, una fácil ampliación y cómoda adap-
tación a otros proyectos.
En el diseño se pretenderá que los módulos desarrollados sean lo más generales po-
sibles e independientes entre sí como sea posible.
La instalación de los nodos capturadores de datos no debe ser inﬂuir en el normal
uso del espacio a estudiar.
5.2. Factores estratégicos
Se ha decidido emplear Arduino, frente al resto de propuestas, por ser una plataforma
que permite desarrollar aplicaciones completas en muy poco tiempo y a bajo coste.
Además de lo anterior, esta tecnología se adapta perfectamente a las necesidades
del problema que se pretende abordar. El resto de propuestas revisadas eran sensi-
blemente más costosas económicamente y aportaban mayor capacidad de cómputo
que Arduino. En este sentido, la capacidades que ofrece la plataforma Arduino son
suﬁcientes para la solución planteada.
Se empleará ZigBee como tecnología de comunicación inalámbrica, por su perfecta
integración en la plataforma Arduino, la robustez y sencillez del protocolo XBee y su
bajo consumo. Además de lo anterior, esta propuesta ofrecía mayores alternativas de
conﬁguración de la red al permitir la implementación de varias topologías.
Se implementará una topología de malla al conﬁgurar la red. Esta conﬁguración
minimiza la pérdida de paquetes transimitidos.
Se empleará el lenguaje de programación Java (versión 6) para el desarrollo de la
aplicación por su característica de independiente de la plataforma. Además de lo
anterior, este lenguaje dispone de librerías internas para el manejo de la gestión de
puertos de comunicación así como la existencia de APIs externas para gestionar las
comunicaciones XBee.
Como consecuencia de la codiﬁcación en lenguaje Java, resultará necesario abordar
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el proceso de especiﬁcación de requisitos y el proceso de diseño de la aplicación desde
una perspectiva orientada a objetos.
La aplicación que se desea desarrollar deberá modular, de manera que permita de
manera fácil y con la mayor agilidad posible, la realización de futuras modiﬁcaciones
y ampliaciones que puedan considerarse necesarias. De esta forma, se permitirá la
escalabilidad, característica que se considera interesante a ﬁn de permitir la incorpo-
ración de nuevos componentes que incrementen la funcionalidad de la aplicación.
Como entorno de desarrollo integrado Java para la aplicación del nodo central se
empleará Eclipse 3.7.2 (Indigo).
Se empleará Arduino IDE 1.0 como entorno de desarrollo integrado Arduino para la
programación de los dispositivos Arduino.





Después de la exposición de las distintas alternativas y los argumentos en los que se
ha basado la toma de decisiones para elegir cada una de ellas; en este apartado se deﬁnen
detalladamente cuáles son exactamente las tecnologías seleccionadas, es decir, los recursos
tecnológicos empleados y los humanos.
6.1. Humanos
Las personas que intervienen en el desarrollo del trabajo son:
José María Castillo Secilla, Ingeniero en Informática por la Universidad de Córdo-
ba, con grado de Doctor en Ingeniería y Tecnología por la Universidad de Córdoba
y profesor de la Escuela Politécnica de la Universidad de Córdoba. Profesor de la
asignatura Informática Industrial del máster en Control de Procesos Industriales.
Asesor Colaborador del proyecto.
José Manuel Palomares Muñoz, Doctor por la Universidad de Córdoba y profesor
de la Escuela Politécnica de la Universidad de Córdoba. Director del proyecto y
profesor de la asignatura Informática Industrial del máster en Control de Procesos
Industriales. Director del proyecto.
Sebastián Ventura Soto, Doctor por la Universidad de Córdoba y profesor de la
Escuela Politécnica de la Universidad de Córdoba. Director del proyecto.
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Juan Ignacio Jaén Mariñas, Ingeniero Informático y alumno del máster en Control
de Procesos Industriales. Desarrollador del proyecto.
6.2. Hardware
6.2.1. Arduino UNO
Arduino UNO es una placa electrónica basada en el microprocesador Atmega328. Tiene
14 pines digitales de entrada / salida (de las cuales 6 se puede utilizar como salidas PWM),
6 entradas analógicas, un oscilador cerámico de 16 MHz, una conexión USB, un conector de
alimentación jack, una cabecera ICSP y un botón de reinicio. Esta placa será la empleada
por cada nodo encargado del envío de datos a la aplicaci´on central.
Figura 6.1: Arduino UNO pinout.
Alimentación. La placa Arduino UNO puede ser alimentada a través de la conexión
USB o con una fuente de alimentación externa. La fuente de alimentación se selecciona
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Tabla 6.1: Características de la placa Arduino UNO
Característica Arduino UNO
Microcontrololador ATmega328
Voltaje de Funcionamiento 5V
Voltaje de entrada (recomendado) 7-12V
Voltaje de entrada (límites) 6-20V
Pines I/O Digitales 14 (de los cuales 6
proveen salidas PWM)
Pines de entrada Analógicos 6
Corriente DC por I/O Pin 40 mA
Corriente DC para Pin 3.3V 50 mA
Flash Memory 32 KB (ATmega328) de los cuales
0,5 KB son utilizados por
cargador de arranque
SRAM 2 KB (ATmega328)
EEPROM 1 KB (ATmega328)
Velocidad de reloj 16 MHz
automáticamente.
La fuente de alimentación externa (No USB) puede ser con un adaptador de AC-
DC o una batería. El adaptador se puede emplear conectando un enchufe de 2,1 mm, de
centro positivo, en el conector de alimentación de la placa. Los cables de la batería pueden
conectarse a los pines GND y Vin del conector de alimentación.
La tarjeta puede funcionar con un suministro externo de 6 a 20 voltios. Sin embargo,
si se proporcionan menos de 7V el pin de 5V puede suministrar menos de cinco voltios
y la placa puede ser inestable. Si se utiliza más de 12V, el regulador de voltaje se puede
sobrecalentar y dañar la placa. El rango recomendado es de 7 a 12 voltios.
Los pines de alimentación de los que dispone esta placa, ver Figura 6.1, son:
VIN. El voltaje de entrada a la placa Arduino cuando se trata de utilizar una fuente
de alimentación externa (en contraposición a 5 voltios de la conexión USB u otra
fuente de alimentación regulada). Se puede suministrar tensión a través de este pin
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o si se está alimentando a través de la conexión de 2,1mm, acceder a ella a través de
este pin.
5V. Este pin proporciona una salida de 5V regulada desde el regulador de la placa.
La placa puede ser alimentada de tres maneras distintas: (a) desde el conector jack
de alimentación de corriente continua (7-12 voltios), (b) empleando el conector USB
(5V) y, (c) mediante el pin VIN de la placa (7-12V). Suministrar tensión a través
del pin 5V o del pin 3.3V no es aconsejanble pues éstos no pasan por el regulador,
y podría dañar la placa.
3V3. Proporciona un suministro de 3,3 voltios generados por el regulador de la placa.
La corriente máxima es de 50 mA.
GND. Pines de toma de tierra (Ground).
IOREF. Este pin de la placa Arduino proporciona la referencia de tensión con la que
opera el microcontrolador. Una protección conﬁgurada adecuadamente puede leer el
voltaje del pin IOREF y seleccionar la fuente de alimentación adecuada o habilitar
transformadores de voltaje en las salidas para trabajar con los 5V o 3.3V.
Memoria. El ATmega328 tiene 32 KB (0,5 KB son utilizados por el gestor de arranque).
También dispone de 2 KB de SRAM y 1 KB de EEPROM (que puede ser leído y escrito
con la librería EEPROM).
Entradas y Salidas. Cada uno de los 14 pines digitales en el UNO se pueden utilizar co-
mo entradas o salidas utilizando las funciones digitalRead(), pinMode() y digitalWrite().
Las E/S funcionan a 5 voltios. Cada pin puede proporcionar o recibir un máximo de 40
mA y tienen una resistencia interna (desconectada por defecto) de 20 a 50 kOhm. Además
de lo anterior, algunos pines tienen funciones especializadas :
Serie: 0 (RX) y 1 (TX). Se utilizan para recibir (RX) y transmitir (TX) datos en
serie por el puerto TTL. Estos pines están conectados a los pines correspondientes
del chip de serie USB a TTL del ATmega8U2.
Interrupciones externas: 2 y 3. Estos pines pueden ser conﬁgurados para activar una
interrupción en un valor bajo, un ﬂanco ascendente o descendente, o un cambio en
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el valor.
PWM : pines 3 , 5 , 6 , 9 , 10 , y 11 . La función analogWrite() proporciona un
salidas PWM de 8 bits.
SPI : 10 (SS) , 11 (MOSI) , 12 (MISO) , 13 (SCK). Estos pines soportan la comuni-
cación SPI usando la librería SPI.
LED : Hay un LED integrado conectado al pin digital 13. Cuando el pin tiene un
valor alto el LED se enciende, cuando el pin está a bajo voltaje se apaga.
El UNO tiene 6 entradas analógicas, etiquetadas A0 a A5, cada una de las cuales
proporcionan 10 bits de resolución (es decir, 1.024 valores diferentes). Por defecto se miden
desde tierra hasta 5 voltios, aunque es posible cambiar la cota superior del rango empleando
el pin AREF y la función analogReference(). Además, algunos pines tienen funciones
especializadas :
TWI : los pines A4 (o SDA) y A5 (o SCL). Ofrecen soporte para la comunicación
TWI usando la librería Wire.
AREF : Voltaje de referencia para las entradas analógicas. Se utiliza con analogReference().
Reset. Al establecer un voltaje bajo en este pin se resetea el microcontrolador. Nor-
malmente se utiliza para agregar un botón de reinicio para las shields que impiden
el acceso físico a la placa.
Comunicación. El Arduino UNO tiene diversos puntos de comunicación con otros dis-
positivos, tales como: la comunicación con un ordenador, otro Arduino u otros microcon-
troladores. El ATmega328 ofrece una comunicación serie UART TTL (5V) mediante los
pines digitales 0 (RX) y 1 (TX). El software de Arduino incluye un monitor del puerto
serie que permite a los datos de texto simples ser enviados hacia y desde la placa Arduino.
Los LEDs RX y TX de la placa parpadearán cuando los datos se transmiten a través del
chip USB-to-serial y la conexión USB al ordenador (pero no para la comunicación en serie
en los pines 0 y 1 ) .
La librerá SoftwareSerial permite la comunicación serial en cualquiera de los pines
digitales del Arduino UNO.
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El ATmega328 también soporta la comunicación I2C(TWI) y SPI. El software de Ar-
duino incluye una librería Wire para simpliﬁcar el uso del bus I2C. Por otro lado, para la
comunicación SPI se provee la librería SPI.
Programación. El Arduino UNO se puede programar con el software propio de Arduino.
El ATmega328 dispone de un cargador de arranque que le permite cargar nuevo código a
la misma sin necesidad de emplear un programador de hardware externo. La comunicación
se realiza empleando el protocolo STK500. Además de lo anterior, también es posible
puentear el gestor de arranque y programar el microcontrolador a través de la cabecera
ICSP (In-Circuit Serial Programming).
6.2.2. Módulos de comunicación XBee
Los módulos XBee Series 2 OEM RF fueron diseñados para operar dentro del protocolo
ZigBee y dar soporte a las necesidades de redes de sensores inalámbricas de bajo costo y
bajo consumo de energía. Estos dispositivos requieren un consumo mínimo de energía para
proporcionar una entrega ﬁable de datos entre los dispositivos.
Señales de los pines En la Figura 6.2 se puede observar el patillaje y el conexionado
de los módulos XBee Series 2. A continuación en la Tabla 6.2 se detallan las salidas de
cada uno de ellos.
Comunicaciones en serie El módulo XBee Serie 2 OEM RF provee una interfaz hacia
un dispositivo host a través de un puerto de serie asíncrono a nivel lógico. A través de su
puerto serie, el módulo puede comunicarse con cualquier lógica y voltaje compatible con
UART, o bien a través de un nivel traductor con cualquier dispositivo serie (por ejemplo:
a través de un MaxStream RS-232 o la interfaz USB de la placa).
Los dispositivos que tienen una interfaz UART se pueden conectar directamente a los
pines del módulo XBee como se muestra en la Figura 6.3. El procedimiento de conexión
es el siguiente: Los datos entran en el módulo UART a través de DIN (pin 3) como una
señal serie asíncrona. La señal debe estar estable a alta cuando no se están transmitiendo
datos. Cada byte de datos consiste en un bit de inicio (bajo), 8 bits de datos (bit menos
signiﬁcativo en primer lugar) y un bit de parada (alto). La Figura 6.4 ilustra el patrón de
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Tabla 6.2: Asignaciones de los pines del móduloXBee Series 2. (Las señales activas a baja
se distinguen con una línea horizontal sobre el nombre de la señal.)
Pin# Nombre Dirección Descripción
1 VCC - Power supply
2 DOUT Output UART Data Out
3 DIN / Input UART Data In
CONFIG
4 DIO8 Either Digital I/O 8
5 RESET Input Module Reset
6 PWM0 / Output PWM Output 0 /
RSSI / RX Signal Strength Indicator /
DIO10 Digital IO
7 PWM / Either Digital I/O 11
DIO11
8 [reserved] - Do not connect
9 DTR / Input Pin Sleep Control Line
SLEEP_RQ / or
DI8 Digital Input 8
10 GND - Ground
11 DIO4 Either Digital I/O 4
12 CTS / Either Clear-to-Send Flow Control
DIO7 or Digital I/O 7
13 ON / SLEEP Output Module Status Indicator
14 [reserved] - Do not connect
15 Associate / DIO5 Either Associated Indicator, Digital I/O 5
16 RTS / Either Request-to-Send Flow Control
DIO6 Digital I/O 6
17 AD3 / DIO3 Either Analog Input 3 or Digital I/O 3
18 AD2 / DIO2 Either Analog Input 2 or Digital I/O 2
19 AD1 / DIO1 Either Analog Input 1 or Digital I/O 1
20 AD0 / DIO0 Either Analog Input 0 or Digital I/O 0
bits de datos que pasan a través del módulo.
El módulo UART realiza tareas como la sincronización y la comprobación de paridad,
que son necesarios para la comunicación de los datos. La comunicación serie depende de
que los dos UART tengan conﬁguraciones compatibles (velocidad de transmisión, paridad,
bits de inicio, bits de parada, bits de datos).
Una de las principales ventajas de usar las antenas ZigBee MaxSream S2 es que dispone
de un microcontrolador interno que gestiona la comunicación entre el transceiver ZigBee
y cualquier otro dispositivo. La ventaja de tener este microcontrolador integrado es que
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Figura 6.2: Antena XBee serie 2 pinout.
Figura 6.3: Diagrama de ﬂujo de datos del sistema en un entorno de interfaz UART. (Las
señales activas a baja se distinguen con una línea horizontal sobre el nombre de la señal.)
dispone de un ﬁrmware parametrizable que permite que la antena pueda funcionar en
cualquiera de los siguientes modos de funcionamiento:
Modo de funcionamiento transparente. Cuando funciona en modo transparente, los
módulos se conﬁguran mediante comandos AT y, por tanto, la operación en modo
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Figura 6.4: Flujo de datos en el módulo UART.
API no es compatible. Los módulos actúan como un reemplazo de la línea serial
(todos los datos UART recibidos a través del pin DIN se ponen en cola para la
transmisión RF). Los datos se envían al módulo que es deﬁnido por los parámetros
DH (Destination Address High) y DL (Destination Address Low). Cuando los datos
son recibidos por dicho módulo, los datos se envían hacia fuera por el pin DOUT.
Modo de operación API (Application Programming Interface). Es una alternativa al
modo de funcionamiento transparente. El marco de trabajo basado en API extiende
el nivel al que una aplicación host puede interactuar con las capacidades de red del
módulo. Cuando se está en modo API, todos los datos que entran y salen del módulo
están contenidos en frames que deﬁnen operaciones o eventos dentro del módulo.
Transmitir tramas de datos (recibidos a través del pin DIN (pin 3)) incluyen:
 Transmitir RF Frame Data.
 Trama de comando (equivalente a los comandos AT)
Recibir secuencias de datos (enviado el pin DOUT (pin 2)) son:
 Los frames de datos recibidos.
 Respuesta de comando.
 Las notiﬁcaciones de eventos, tales como reposición, asociar, disociar, etc.
La API proporciona medios alternativos para la conﬁguración de los módulos y el
enrutamiento de los datos en la capa de aplicación del host. Una aplicación host
puede enviar tramas de datos al módulo que contiene la dirección y la información
del payload en vez de usar el modo de comando para modiﬁcar las direcciones. El
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módulo enviará tramas de datos a la aplicación que contiene los paquetes de estado,
así como de origen, y la información del payload de los paquetes de datos recibidos.
6.2.3. XBee Shield para Arduino UNO
El shield de XBee permite a una placa Arduino comunicarse de forma inalámbrica
con Zigbee. Los shields disponen de un socket sobre el cual el módulo XBee se conecta.
Proporciona conectores hembra para el uso de los pines digitales 2 a 7 y las entradas
analógicas, que están cubiertas por el blindaje (terminales digitales de 8 a 13 no están
obstruidas por el escudo).
Figura 6.5: XBee shield para Arduino UNO.
Los XBee Shield tienen un par de jumpers para deﬁnir si la comunicación serial se
realiza hacia el puerto USB o hacia el módulo XBee.
Figura 6.6: Conexión XBee mediante breadboard para Arduino UNO.
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Otra opción de conexión sin emplear la shield para Arduino consiste en realizar las
conexiones adecuadas haciendo uso de una breadboard, ver Figura 6.6.
6.2.4. XBee USB explorer
Esta placa permite tanto la conﬁguración de las antenas XBee, ver Sección 8.2, como
el enlace entre el nodo coordinador y el ordenador destinado al tratamiento de los datos
recibidos por cada uno de los nodos encargados de la captura de datos.
Figura 6.7: Conexión XBee USB explorer.
6.2.5. Sensor de Temperatura y Humedad (DHT22 )
El sensor de humedad DHT22, ver Figura 6.8, se presenta en un cuerpo de plástico
ideal para montar sobre un panel o similar. Utiliza un sensor capacitivo que devuelve una
señal digital con la medición (no se necesitan pines analógicos). Es muy sencillo de utilizar
aunque sólo permite una lectura cada 2 segundos.
Figura 6.8: Sensor DHT22 de temperatura y humedad.
En la Figura 6.9 se puede apreciar el conexionado. Como se puede apreciar, se conecta
el cable rojo a una tensión de 5V, el cable amarillo a un pin de entrada digital y los
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cables negro y gris a GND. Usa un protocolo de un solo cable pero no es directamente
compatible con Dallas One-Wire. Si necesitas utilizar varios sensores al mismo tiempo,
cada uno necesita su propio pin de datos.
Figura 6.9: Conexionado del DHT22 a la placa Arduino UNO.
Es bastante sensible y preciso y funciona en un amplio rango de humedades. Tiene
internamente una resistencia pullup de 5.1K que conecta VCC con DATA por lo que no es
necesario emplear resistencias en su montaje.
La Tabla 6.3 recoge las principales características técnicas del sensor DHT22.
6.2.6. Sensor de Luminosidad
Es un sensor muy pequeño, ver Figura 6.10, y sencillo de utilizar. Una fotoresistencia
LDR es sensible a la luz que recibe y ofrece una resistencia mayor o menor en función de la
cantidad de luz que recibe. Son sensores ideales para proyectos de iluminación o cualquier
proyecto que necesite controlar la luz ambiente. La conexión es bastante simple, como
se puede apreciar en la Figura 6.11. El LDR se conecta a un pin analógico, como otros
sensores que miden cantidades físicas de tipo analógico. El montaje es un Puente Resistivo
(o Divisor de Voltaje) que consta de dos resistencias, una a GND y otra a 5 V. En este
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Tabla 6.3: Características Técnicas del sensor DHT22.
Model DHT22
Alimentación 3.3 - 6V DC
Señal de salida señal digital
Elemento de detección Condensador de polímero
Rango de Humedad: [0-100]% HR
operación Temperatura: [-40;80] Celsius
Precisión Humedad: ±2% HR (Max ±5% HR)
Temperatura: < ±0,5% HR Celsius
Resolución o Humedad: 0,1% HR
sensitividad Temperatura: 0,1 Celsius
Repetibilidad Humedad: ±1% HR
Temperatura: ±0,2 Celsius
Histéresis de humedad ±0,3% HR
Estabilidad a largo plazo ±0,5% HR/año
Periodo de muestreo 2 segundos
Intercambiabilidad completa
Dimensiones tamaño pequeño: 14 * 18 * 5,5mm
tamaño grande: 22 * 28 * 5mm
circuito se mide el cambio en la intensidad de corriente al variar la resistencia del sensor,
en este caso el LDR que varía según la luz. Ésta va conectada a 5V y la otra resistencia
conectada a Tierra será de 1 K Ohms. El pin analógico leerá el cambio de voltaje.
Figura 6.10: Sensor LDR de luminosidad.
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Figura 6.11: Conexionado del LDR a la placa Arduino UNO.
La Tabla 6.4 recoge las principales características técnicas del sensor LDR.
Tabla 6.4: Características Técnicas del sensor LDR.
Sensor LDR
Resistencia (con luz) ∼1k Ohm
Resistencia (oscuridad) ∼10k Ohm
Voltaje máximo 150V
Disipación 100mW
Dimensiones 2 x 4 x 5mm
4mm entre pines
31mm
6.2.7. Sensor de Sonido (DFR0034 )
Este sensor de sonido analógico, ver Figura 13.8, contiene un micrófono electronico
pequeño con un ampliﬁcador operacional 100x , para ampliﬁcar los sonidos, suﬁcientemente
alto para permitir que éste pueda ser recogido por un convertidor analógico-digital del
microcontrolador.
La Figura 6.13 recoge la conexión al Arduino UNO de este componente.
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Figura 6.12: Sensor DFR0034 de sonido.
Figura 6.13: Conexionado del DFR0034 a la placa Arduino UNO.
pir
Figura 6.14: Sensor PIR de movimiento.
6.2.8. Sensor de Movimiento
Consiste en un sensor de movimiento pasivo infrarrojo (PIR) (Passive Infrared), ver
Figura 6.14, basado en un dispositivo piroeléctrico que detecta movimiento al medir cambio
en los niveles infrarrojos emitidos por los objetos circundantes. El movimiento puede ser
detectado chequeando el estado en alto de la señal en el pin I/O. La Figura 6.15 recoge la
conexión al Arduino UNO del sensor de movimiento PIR empleado.
La Tabla 6.5 recoge las principales características técnicas del sensor PIR.
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Figura 6.15: Conexionado del sensor PIR a la placa Arduino UNO.
Tabla 6.5: Características Técnicas del sensor PIR.
Sensor PIR
Voltaje de alimentación [4.5;20]V DC
Corriente de alimentación 100µA
Rango detección 7m
Ángulo Detección 120°
Nivel de salida 3.3V(2.7V-5V)
Temporizador 0.3-18 segundos ajustable
Método de disparo L no redisparo; H redisparo
Consumo 50µA
Temperatura de trabajo [-20;50]°C
Tamaño 32.2 mm x 24.3 mm x 25.4 mm
Separación de taladros 28mm, diametro de 2mm
Figura 6.16: Sensor magnético para apertura y cierre de puerta.
6.2.9. Sensor de Apertura y Cierre de puertas
Este es un pequeño dispositivo, ver Figura 6.16, llamado interruptor de láminas mag-
néticas. Cuando el dispositivo se expone a un campo magnético, los dos materiales ferrosos
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en el interior del interruptor son atraídos entre sí y el interruptor se cierra. Cuando se eli-
mina el campo magnético, las láminas se separan y el interruptor se abre. Esto lo convierte
en un gran interruptor sin contacto. Este interruptor puede transportar hasta 1,2A. La
Figura 6.17 recoge la conexión al Arduino UNO de este sensor. Como se puede apreciar,
al igual que se empleaba para el sensor LDR es necesario emplear un divisor de corriente
empleando una resistencia externa de 10K Ω.
Figura 6.17: Conexionado del sensor interruptor de láminas magnéticas a la placa Arduino
UNO.
La Tabla 8.1 muestra las principales características técnicas del sensor de apertura y
cierre de puerta.
Figura 6.18: Dispositivo LED.
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Tabla 6.6: Características Técnicas del sensor para apertura y cierre de puerta.
Sensor Magnetic Door Contacts
Voltaje de alimentación 100V DC
Corriente de alimentación 0,5A
Potencia nominal 10W
Distancia de actuación [15;25]mm
Longitud del cable 25.4cm
Material de la carcasa Plástico
Tamaño 2.8mm x 1.5mm x 1.3mm
6.2.10. Led
LED(Light-Emitting Diode) se reﬁere a un componente optoelectrónico pasivo, más
concretamente, un diodo que emite luz, ver Figura 6.18.
Los LEDs se usan como indicadores en muchos dispositivos y en iluminación. Los
primeros ledes emitían luz roja de baja intensidad, pero los dispositivos actuales emiten
luz de alto brillo en el espectro infrarrojo, visible y ultravioleta.
Figura 6.19: Conexionado de un LED a la placa Arduino UNO.
Debido a sus altas frecuencias de operación son también útiles en tecnologías avanzadas
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de comunicaciones. Los ledes infrarrojos también se usan en unidades de control remoto de
muchos productos comerciales incluyendo televisores e inﬁnidad de aplicaciones de hogar
y consumo doméstico. El conexionado es muy simple, como puede apreciarse en la Figu-
ra 6.19, la patilla positiva se conecta a tensión a través de una resistencia de 220Ω y la
negativa a GND. En este sentido, existen tres formas principales de conocer la polaridad
de un led: (a) La pata más larga siempre va a ser el ánodo; (b) en el lado del cátodo, la
base del led tiene un borde plano; y (c) dentro del led, la plaqueta indica el ánodo. Se
puede reconocer porque es más pequeña que el yunque, que indica el cátodo.
6.3. Software
6.3.1. Entorno Arduino
Para la escritura del código del programa y la grabación de la placa, Arduino distribuye
su propio entorno de desarrollo integrado de código abierto. Funciona en Windows, Mac
OS X y Linux. El entorno está escrito en Java y basado en Processing, avr-gcc y otros
programas también de código abierto.
El proceso de instalación, recomendado por Arduino, consta de los siguientes pasos:
1. Descarga el IDE de Arduino. Descarga la última versión de la página de descargas1.
Cuando la descarga ﬁnalice, descomprime el ﬁchero.
2. Conecta la placa. Conecta la placa Arduino a tu ordenador usando el cable USB. el
LED verde indicador de la alimentación (nombrado como PWR en la placa) debería
quedar encendido a partir de ese momento.
3. Instala los drivers. Cuando se conecta la placa, Windows debería inicializar la insta-
lación de los drivers (siempre y cuando no se haya utilizado ese ordenador con una
placa Arduino anteriormente).
4. Ejecuta la Aplicación Arduino.
5. Abre el ejemplo Blink. Abre el programa de ejemplo para hacer parpadear un LED
("LED blink"): File >Examples >Digital >Blink. Ver Figura 6.20.
1http://arduino.cc/es/Main/Software
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Figura 6.20: Ejemplo LED blink.
6. Selecciona tu placa.
7. Selecciona tu puerto serie. Necesitarás seleccionar el tipo de placa de tu Arduino en
el menú Tools >Board.
8. Sube el sketch a la placa.
6.3.2. Eclipse IDE
El entorno de desarrollo Eclipse es el software utilizado para codiﬁcar la aplicación
Java que será instalada en el nodo central y se encargará de las tareas de almacenamiento
de los datos enviados por cada uno de los otros nodos de la red. En la web oﬁcial de
Eclipse2 se deﬁne como An IDE for everything and nothing in particular . Eclipse es, en
el fondo, únicamente un armazón (workbench) sobre el que se pueden montar herramientas
de desarrollo para cualquier lenguaje, mediante la implementación de los plugins adecuados.
La arquitectura de plugins de Eclipse permite, demás de integrar diversos lenguajes sobre
un mismo IDE, introducir otras aplicaciones accesorias que pueden resultar útiles durante
2http://www.eclipse.org
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el proceso de desarrollo como: herramientas UML, editores visuales de interfaces, ayuda en
línea para librerías, etc.
Es importante resaltar que el IDE Eclipse es, únicamente, una de las herramientas que
se engloban bajo el denominado Proyecto Eclipse, ver Figura 6.21. El Proyecto Eclipse
aúna tanto el desarrollo del IDE Eclipse como de algunos de los plugins más importantes
(como el JDT, plugin para el lenguaje Java, o el CDT, plugin para el lenguaje C/C++).
Figura 6.21: Eclipse IDE.
Este proyecto también alcanza a las librerías que sirven como base para la construcción
del IDE Eclipse (pero pueden ser utilizadas de forma completamente independiente), como
por ejemplo, la librería de widgets SWT.
6.3.3. X-CTU
El programa X-CTU es el programa de conﬁguración oﬁcial para radios XBee. Sólo
está disponible para el sistema operativo Microsoft Windows, aunque puede ser ejecutado
en Macintosh empleando el software Boot Camp o Parallels, o en un ordenador Linux
mediante el emulador de Windows WINE. Afortunadamente, X-CTU sólo se requiere para
la actualización de ﬁrmware, que es una tarea relativamente poco frecuente.
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Figura 6.22: Ventana principal de X-CTU.
Para utilizar X-CTU, se necesita conectar el módulo XBee, explicado en la Sección 6.2.2,
en un adaptador USB, mencionado en la Sección 6.2.4, y enchufar el adaptador a un puerto
USB del ordenador que tiene instalado la aplicación X-CTU. Posteriormente, al iniciar el
programa X-CTU. Debe mostrarse la conexión USB como uno de los puertos disponibles,
de forma similar a lo que se ve en la Figura 6.22. Una vez seleccionado el puerto apropiado,
se accede a la pestaña Conﬁguración del módem para mostrar la pantalla de conﬁguración
básica Figura 6.23. En esta ventana podemos acceder y editar la conﬁguración de los
módulos de RF de XBee.
6.3.4. WEKA
WEKA [25], acrónimo de Waikato Environment for Knowledge Analysis, es un entorno
para experimentación de análisis de datos que permite aplicar, analizar y evaluar las téc-
nicas más relevantes de análisis de datos, principalmente las provenientes del aprendizaje
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Figura 6.23: Ventana Conﬁguración de X-CTU.
automático, sobre cualquier conjunto de datos del usuario. Para ello únicamente se re-
quiere que los datos a analizar se almacenen con un cierto formato, conocido como ARFF
(Attribute-Relation File Format), que será descrito más adelante.
WEKA se distribuye como software de libre distribución desarrollado en Java. Está
constituido por una serie de paquetes de código abierto con diferentes técnicas de prepro-
cesado, clasiﬁcación, agrupamiento, asociación, y visualización, así como facilidades para
su aplicación y análisis de prestaciones cuando son aplicadas a los datos de entrada selec-
cionados. Estos paquetes pueden ser integrados en cualquier proyecto de análisis de datos,
e incluso pueden extenderse con contribuciones de los usuarios que desarrollen nuevos al-
goritmos. Con objeto de facilitar su uso por un mayor número de usuarios, WEKA además
incluye una interfaz gráﬁca de usuario para acceder y conﬁgurar las diferentes herramientas
integradas.
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Ficheros ARFF. NativamenteWEKA trabaja con un formato denominado ARFF. Este
formato está compuesto por una estructura claramente diferenciada en tres partes:
1. Cabecera. Se deﬁne el nombre de la relación. Su formato es el siguiente:
@relation <nombre-de-la-relación>
Donde <nombre-de-la-relación> es de tipo String3. Si dicho nombre contiene al-
gún espacio será necesario expresarlo entrecomillado.
2. Declaraciones de atributos. En esta sección se declaran los atributos que compondrán
nuestro archivo junto a su tipo. La sintaxis es la siguiente:
@attribute <nombre-del-atributo><tipo>
Donde <nombre-del-atributo> es de tipo String teniendo las mismas restricciones
que el caso anterior. WEKA acepta diversos tipos, estos son:
NUMERIC Expresa números reales4.
INTEGER Expresa números enteros.
DATE Expresa fechas, para ello este tipo debe ir precedido de una etiqueta de
formato entrecomillada. La etiqueta de formato está compuesta por caracteres







STRING Expresa cadenas de texto, con las restricciones del tipo String comen-
tadas anteriormente.
3Entendiendo como tipo String el ofrecido por Java.
4Debido a que WEKA es un programa anglosajón la separación de la parte decimal y entera de los
números reales se realiza mediante un punto en vez de una coma.
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ENUMERADO El identiﬁcador de este tipo consiste en expresar entre llaves y se-
parados por comas los posibles valores (caracteres o cadenas de caracteres) que
puede tomar el atributo. Por ejemplo, si tenemos un atributo que indica el
tiempo podría deﬁnirse:
@attribute tiempo {soleado,lluvioso,nublado}
3. Sección de datos. Declaramos los datos que componen la relación separando entre
comas los atributos y con saltos de línea las relaciones.
@data 4,3.2
Aunque éste es el modo completo es posible deﬁnir los datos de una forma abre-
viada (sparse data). Si tenemos una muestra en la que hay muchos datos que sean
0 podemos expresar los datos prescindiendo de los elementos que son nulos, rodean-
do cada una de las ﬁlas entre llaves y situando delante de cada uno de los datos el
número de atributo5.
Un ejemplo de esto es el siguiente:
@data {1 4, 3 3}
En este caso hemos prescindido de los atributos 0 y 2 (como mínimo) y asignamos
al atributo 1 el valor 4 y al atributo 3 el valor 3.
En el caso de que algún dato sea desconocido se expresará con un símbolo de cerrar
interrogación (?). Es posible añadir comentarios con el símbolo  %, que indicará
que desde ese símbolo hasta el ﬁnal de la línea es todo un comentario. Los comentarios
pueden situarse en cualquier lugar del ﬁchero.
6.3.5. JCLEC
JCLEC [64] es una herramienta diseñada para la investigación de computación evolu-
tiva (CE), que fue desarrollada utilizando el lenguaje de programación Java.
5La numeración de atributos comienza desde el 0, por lo que primero es el 0 y no el 1
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JCLEC fue construida con el ﬁn de proporcionar un entorno de software de alto nivel
para hacer cualquier tipo de algoritmo evolutivo (EA). La herramienta ofrece apoyo para
los algoritmos genéticos (codiﬁcación real, binaria, entera), la programación genética y la
programación evolutiva. A continuación se recogen las principales características de este
marco de trabajo para computación evolutiva.









Ejecución de algoritmo por lotes.
GUI con gráﬁcas de ejecución.
Características propias de la computación evolutiva:
Admite varios esquemas de codiﬁcación:
 Genotipo lineal: codiﬁcación real, binaria y entera.
 Genotipo de árbol: árbol de expresiones y árbol de análisis.
Biblioteca de algoritmos evolutivos:
 Algoritmos evolutivos clásicos: algoritmo CHC, de estado estacionario y gene-
racional simple.
 Algoritmos multiobjetivo: algoritmos NSGA-II, SPEA2 y MOGLS.
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 Algoritmos de memética: esquemas de estado estacionario y generacional.
 Algoritmos de nicho: algoritmos de compensación, de uso compartido y secuen-
ciales.
Características de los algoritmos genéticos:
Codiﬁcación binaria lineal:
 Operadores de cruce: un punto, dos puntos, cruce uniforme y cruce HUX.
 Operadores de mutación: un locus, varios loci y mutador uniforme.
Codiﬁcación lineal entera:
 Operadores de cruce: un punto, dos puntos y cruce uniforme.
 Operadores de mutación: un locus, varios loci y mutador uniforme.
Codiﬁcación lineal real:
 Operadores de cruce: BLX alfa, aritmético, uniforme de 2 x 1, uniforme de 2 x
2, wright, etc..
 Operadores de mutación: aleatorio, no uniforme, modal discreto, modal conti-
nuo, etc..
Características de programación genética:
Codiﬁcación de árbol de expresión (programación Koza y fuertemente tipada):
 Operadores de cruce: cruce de subárbol y árbol.
 Operadores de mutación: subárbol, un nodo, todos los nodos, mutación de modo
de promover y modo de degradar.
Codiﬁcación de árbol de sintaxis (programación genética guiada por gramática):
 Operadores de cruce: cruce selectivo y de árbol.









Análisis de requisitos y diseño
7.1. Descripción de la comunicación
Para poder abarcar la programación de la red, hay que describir previamente cuál va
a ser el funcionamiento de la red, y cómo va a gestionar la información de los distintos
nodos que va a tener conectados. Es necesario especiﬁcar detalladamente cuál va a ser la
información transmitida por cada uno de los nodos y cómo se va a acceder a los dispositivos
de la red.
7.1.1. Deﬁnición de la red
La red, empleada como caso de uso, que se implementa en este proyecto está compuesta,
inicialmente, por un ordenador, que actuará como coordinador tanto de la red y como del
proceso general, y un nodo remoto, compuesto por un microccontrolador y una antena
ZigBee, encargado de la captura de datos de la sala elegida para el estudio.
Como se puede apreciar en la Figura 7.1, que esquematiza la red deﬁnida, entre el nodo
(o nuevos nodos que se incluyan en la red1) y el coordinador existe una red ZigBee con
topología de malla, que se denominará TFM. Dicho nombre será uno de los parámetros
que deberán ser introducidos a la hora de programar las antenas, ver Sección 8.2. Debido
a las características de los nodos ZigBee, cuando éstos reciben la tensión de alimentación
adecuada, forman la red y se conectan a ella sin requerir ninguna acción adicional. Las
1Es importante recordar que aunque inicialmente se ha desplegado un único nodo para la fase de
implementación y pruebas el Sistema está totalmente abierto para la inclusión de nuevos nodos en la red.
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Figura 7.1: Esquema general de la red.
radios ZigBee que comunicarán los nodos con el controlador se conﬁgurarán como Router,
para garantizar que siempre se dispondrá de un camino desde cualquier nodo al Coordina-
tor. No se emplea broadcast en la comunicación, siendo la dirección de destino la dirección
del Coordinator.
Una vez levantada la red, se ha programado que los nodos comiencen a enviar los datos
capturados con una periodicidad de 5 segundos al Coordinator. El ordenador, que está
conectado al Coordinator y ejecuta la aplicación de control, será el encargado de gestionar
toda la información que le es enviada.
7.1.2. Deﬁnición de la comunicación en la red
Para que la comunicación ﬂuya desde los distintos nodos desplegados hasta el coordi-
nador de una manera concreta, correcta e inequívoca se ha de deﬁnir detalladamente cómo
esta debe ser enviada. Es en este punto donde se deﬁne el payload o conjunto de bytes que
son enviados desde cada nodo al coordinador. En este sentido, se hace necesario establecer
un orden en el cual será enviado cada dato para que la aplicación central pueda proceder
a su almacenamiento de manera correcta. Para tal ﬁn ha sido necesario deﬁnir un payload
de 18 bytes. La Tabla 7.1 detalla cada byte contenido en el payload.
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Tabla 7.1: Descripción del payload empleado en la comunicación.
Posición Puerto del Arduino Descripción
0  Primer byte del identiﬁcador del nodo
1  Segundo byte del identiﬁcador del nodo
2 Digital 4 Primer byte del sensor de humedad
3 Digital 4 Segundo byte del sensor de humedad
4 Digital 4 Tercer byte del sensor de humedad
5 Digital 4 Cuarto byte del sensor de humedad
6 Digital 4 Primer byte del sensor de temperatura
7 Digital 4 Segundo byte del sensor de temperatura
8 Digital 4 Tercer byte del sensor de temperatura
9 Digital 4 Cuarto byte del sensor de temperatura
10 Analógico 0 Primer byte del sensor de luz
11 Analógico 0 Segundo byte del sensor de luz
12 Analógico 1 Primer byte del sensor de sonido
13 Analógico 1 Segundo byte del sensor de sonido
14 Digital 2 Primer byte del sensor de movimiento
15 Digital 2 Segundo byte del sensor de movimiento
16 Digital 3 Primer byte del estado de la puerta
17 Digital 3 Segundo byte del estado de la puerta
Aspectos relevantes Es importante tener en cuenta que la información es enviada en
forma de array de bytes. Por lo tanto, se hace necesario fragmentar todo dato a enviar
en bytes. En este sentido cabe recordar que mientras un tip entero requiere de 2 bytes de
información, un tipo ﬂoat necesita 4 bytes. Es por ello, que en la Tabla 7.1 se aprecian
varios bytes asignados para un mismo dato. Por ejemplo, el dato de la temperatura, al ser
de tipo ﬂoat, requiere 4 bytes, concretamente aquéllos desde la posición séptima a la décima
contenidos en el payload. Una vez recibido un paquete en la aplicación del ordenador central,
éste podrá desempaquetarla en los distintos datos en base al payload deﬁnido. Además de lo
anterior, se hace necesario conocer la manera en la cual cada dato contenido en el payload,
por ejemplo el valor de la luz, ha sido almacenado en el mismo, esto es, el orden en el
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cual los bytes de un dato han sido almacenados. Existen dos maneras de hacerlo:1.0 Big-
Endian y Little-Endian. Big-Endian consiste en representar los bytes en el orden natural:
así el valor hexadecimal 0xAABBCCDD se codiﬁcaría en memoria en la secuencia AA, BB,
CC, DD. En el sistema Little-Endian el mismo valor se codiﬁcaría como DD, CC, BB, AA,
de manera que de este modo se hace más intuitivo el acceso a datos, porque se efectúa
fácilmente de manera incremental de menos relevante a más relevante. Para concluir, es
importante indicar que se ha optado por el formato Little-Endian para el empaquetado de
los datos.
Capı´tulo8
Diseño y desarrollo del nodo
8.1. Diseño del programa del microcontrolador
Como se comentó en la Sección 5.2, los nodos que se encargarán de capturar datos del
entorno y enviarlos a la aplicación central están compuesto por una placa Arduino UNO,
vista en la Sección 6.2.1, y una antena XBee de MaxStream, explicada en la Sección 6.2.2,
montada sobre la shield correspondiente, descrita en la Sección 6.2.3.
Figura 8.1: Diagrama de ﬂujo del programa principal.
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Para que cada nodo pueda realizar la tarea de envío de datos capturados del entorno
inalámbricamente hacia el ordenador central, necesita que el microcontrolador ATmega328,
que gobierna la placa Arduino UNO, sea programado con las instrucciones adecuadas para
lograr dicho objetivo. En la Figura 8.1 se recoge el diseño del diagrama de ﬂujo, más
abstracto, del programa principal. Como se puede apreciar, el proceso comienza con la
carga de librerías, constantes y objetos que serán empleadas de manera global durante
cada ciclo del proceso. Es en este punto en el que se hace: (a) el mapeo físico-lógico entre
los pines del Arduino UNO y las variables manejadas por el programa que ejecuta el
microcontrolador; (b) la deﬁnición de estructuras que serán empleadas posteriormente y
(c), se deﬁnen los objetos que permitirán la comunicación ZigBee.
Posteriormente se ejecutará el método setup(), desarrollado en la Figura 8.2. Como
se puede apreciar, el método comienza con deﬁnición de los pines para los LEDs que será
empleados para indicar el estado de cada nodo. Dicho esto, se emplearán tres LEDs:
(Rojo). Encendido indicará el correcto suministro de corriente a la placa.
(Naranja). Este LED permanecerá encendido durante el periodo que dure el setup()
del nodo; una vez concluída la conﬁguración, se apagará. Durante la ejecución del
método loop() este LED se encenderá indicando que se está realizando un envío de
datos o estado delivering.
(Azul). LED para indicar estado listo o ready. Se encenderá una vez superada satis-
factoriamente la fase de conﬁguración, es decir, al concluir el método setup().
El proceso continúa con el encendido del LED naranja para indicar que se está reali-
zando la conﬁguración del nodo. A continuación se inicializa tanto la comunicación ZigBee
como la consola de serie1 a una velocidad de 9600 bits por segundo. El proceso concluye
con la deﬁnición e inicialización del sensor de la puerta, el apagado del LED de estado
setup() y con la declaración de las interrupciones que se desea que el microcontrolador
disponga. En este sentido, se considera adecuado que el sistema de control disponga de las
siguientes interrupciones:
Interrupción para gestionar movimiento. Una interrupción, en ﬂanco de subida, cuan-
do se detecte que se ha producido movimiento. Recordemos que el sensor de movi-
1Empleada para etapas de depuración.
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Figura 8.2: Diagrama de ﬂujo del método setup().
miento PIR, ver Sección 6.2.8, se pondrá a un valor alto (HIGH ) cuando detecte
movimientos en la escena.
Interrupción para manejar la apertura de puerta. Una interrupción, en ﬂanco de
bajada, cuando se detecte que se ha producido la apertura de la puerta. Recordemos
que el sensor de magnético de estado de la puerta, ver Sección 6.2.9, se pondrá a un
valor bajo (LOW ) cuando detecte la apertura de la puerta.
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Figura 8.3: Diagrama de ﬂujo del método loop().
Finalmente se ejecuta de manera indeﬁnida el método loop(). En la Figura 8.3 se
recoge el ﬂujo de control de dicho bucle inﬁnito, como se puede apreciar en ella, el método
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comienza con la iluminación del LED de estado ready para, posteriormente, hacer la lectura
de cada uno de los sensores. Como se detalló en la Sección 7.1.2, es necesario dividir cada
uno de los valores obtenidos en la lectura en bytes e incluirlos en el payload con el formato
establecido. Seguidamente, se enciende el LED naranja, que indica que se está realizando
un envío de datos, y se realiza el envío de los datos contenidos en el payload. El método
concluye con tareas de control de la comunicación realizada y apagando el LED de estado
delivering.
8.2. Conﬁguración de las antenas
En la red ZigBee intervienen, inicialmente para este caso de estudio, 2 antenas XBee
S2 : un Coordinator y un Router. Ambas antenas se programan empleando el software X-
CTU, visto en la Sección 6.3.3. Se codiﬁcan con API habilitada y empleando caracteres de
escape (ATAP=2 ). A continuación se detalla la conﬁguración de cada una de las antenas:
Tabla 8.1: Conﬁguración de las antenas.
Funcion Set PAN ID SH SL MY DH DL AP BR
COORDINATOR API 1AAA 0013A200 400A00D6 0 0 0 9600 2




En este capítulo se detallará la aplicación que será ejecutada sobre el ordenador que
actúa como controlador del Sistema deﬁnido, ver Figura 7.1. Para ello, se deﬁnirán los
detalles de su interfaz gráﬁca, el comportamiento esperado y el modelo de clases requeridas
para la implementación de la aplicación.
9.1. Interfaz gráﬁca
En la Figura 9.1, se presenta la ventana principal de la herramienta diseñada para el
monitoreo y control del Sistema abordado en este trabajo. Como se puede apreciar, la inter-
faz consta de un panel titulado Laboratorio que es contenedor de todos los componentes
gráﬁcos que permiten la visualización, en runtime, de las distintas lecturas obtenidas por
el nodo de prueba implementado.
Figura 9.1: Interfaz de VisualSensor.
En la parte inferior de esta ventana se pueden apreciar los tres botones que permiten
gestionar la funcionalidad desplegada por la aplicación VisualSensor. Por un lado, el botón
Conﬁgure da acceso a la ventana de conﬁguración del Sistema, ver Figura 9.2, que será
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descrita a continuación. Por otro lado, el botón Start permite comenzar las tareas de
escucha de datos y construcción del dataset. Finalmente, Stop permite parar las tareas
anteriores.
Figura 9.2: Ventana de conﬁguración.
Para concluir, en la Ventana de conﬁguración, ver Figura 9.2, es el mecanismo mediante
el cual el usuario de la aplicación debe especiﬁcar el puerto serie en el cual está conectado el
módulo Coordinator ZigBee y, la ruta de directorios donde desea que se localice el conjunto
de datos que será generado al ejecutar la herramienta.
9.2. Esquema dinámico
En esta sección se deﬁnirá el comportamiento que tendrá la aplicación VisualSensor.
Para tal ﬁn, se diseñan los diagramas de ﬂujo de control que guiarán a la aplicación.
9.2.1. Diagrama de ﬂujo de la aplicación principal VisualSensor
El método principal o main, que sirve de entrada a VisualSensor, deﬁne el ﬂujo de
control a alto nivel. Como se puede apreciar en la Figura 9.3, el método comienza con
la conﬁguración del LookAndFeel de la herramienta, continúa con la llamada al método
initGUI encargado de crear y conﬁgurar todos los elementos que conforman la interfaz.
Finalmente, se concluye con la inicialización del objeto de la clase WorkReceiver encargado
de realizar las tareas de escucha de datos y construcción del conjunto de datos.
9.2.2. Diagrama de ﬂujo del método doInBackGround
Es en este método en el que se desarrolla la lógica principal de la herramienta. Esto
es, la escucha y manejo de los datos y la inclusión de éstos en el conjunto de datos. El
método comienza la con la inicialización del objeto de tipo Data mediante la llamada al
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Figura 9.3: Diagrama de ﬂujo general de VisualSensor.
método initData, como puede apreciarse en la Figura 9.4. Posteriormente, se entra en un
bucle cuya condición de salida es que el usuario decida acabar con la ejecución. El bucle
comienza con la invocación del método startListener para la obtención de un paquete
de datos. A continuación se espera un tiempo t de muestreo, en este caso se ha optado por
muestrear cada 5 segundos. En este punto, es importante recordar que se ha establecido que
cada instancia del dataset reﬂeje los datos medios arrojados por los sensores en el espacio
temporal de un minuto. Dicho esto, el ﬂujo continúa comprobando si se ha transcurrido
un minuto muestreando; en caso aﬁrmativo se crea la instancia, se incluye en el conjunto
de datos y se inicializa el objeto Data para comenzar a almacenar nuevos datos y el bucle
continúa. Por otro lado, si el minuto de muestreo aún no ha sido alcanzado se incluye el
paquete recibido dentro del objeto de datos y se vuelve al inicio del bucle.
9.2.3. Diagrama de ﬂujo del método startListener
La Figura 9.5 ilustra el diagrama de ﬂujo deﬁnido para el método startListener
encargado de gestionar la comunicación XBee. El método comienza con la inicialización de
la conexión XBee y dejando el hilo a la espera de recibir paquetes en el puerto de serie
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Figura 9.4: Diagrama de ﬂujo del método doInBackGround.
deﬁnido. Una vez recibido se comprueba la integridad del paquete recibido; si es correcto,
se desempaquetan los datos del payload en el objeto de tipo Data y se refrescan los valores
mostrados por los campos de texto, de cada uno de los sensores, de la interfaz. El método
concluye con el cierre de la conexión XBee creada.
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Figura 9.5: Diagrama de ﬂujo del método startListener.
9.3. Esquema estático
En este punto se deﬁnirá el modelo de clases diseñado para la construcción del software
VisualSensor. Para cada clase deﬁnida se especiﬁcará se detallará la siguiente información:
Nombre de la clase: nombre que se asignará a la clase para su identiﬁcación. Es-
te nombre deberá ser descriptivo, de manera que proporcione una idea acerca del
funcionamiento general del elemento al cual pertenece.
Descripción general de la clase: indicará cuál es el objetivo principal de la clase. Se
explicará de forma breve el objetivo fundamental de la misma, así como toda aquella
información que pudiera resultar de interés en esta etapa.
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Variables miembro de la clase: en este apartado se analizarán todos aquellos atributos
que deberá deﬁnir la clase para almacenar la información que ésta necesita para
desarrollar la funcionalidad que se le ha asignado de manera correcta. Para cada
una de estas variables se indicará su tipo y las principales características a destacar.
parada
Métodos de la clase: se analizarán todos aquellos métodos deﬁnidos por la clase, es









Figura 9.6: Diagrama de Clases.
En la Figura 9.6 se puede apreciar el modelo de clases general deﬁnido para Visual-
Sensor. Como se puede observar, consta de 5 clases: Configure, Data, Dparadaialog,
VisualSensor, WorkerReceiver. El núcleo de la aplicación es la clase VisualSensor, que
es la que contiene los principales componentes de la interfaz gráﬁca y es la encargada de
capturar las peticiones realizadas por el usuario para, posteriormente, realizar las invoca-
ciones a las distintas clases del modelo.
9.3.1. La Clase Configure
Esta clase recoge todas las variables estáticas del Sistema que serán empleadas por el
resto de clases. Concretamente, en ella se deﬁnen: (a) características de la interfaz; (b)
conﬁguración de la comunicación serie y (c); aspectos útiles para la lógica de negocio. Esta
clase auxiliar carece de atributos y métodos.
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+WINDOWS_TITLE : String = "Sensors Viewer"
+WINDOWS_VERSION : String = "1.0"
+WINDOWS_SENSOR_1 : String = "Laboratorio"
+WINDOWS_SENSOR_2 : String = "Aula 2"
+WINDOWS_SENSOR_3 : String = "Aula 3"
+WINDOWS_SENSOR_4 : String = "Aula 4"
+WINDOWS_ICON_STOPPED : String = "/images/icon_stopped.gif"
+WINDOWS_ICON_RUNNING : String = "/images/icon_running.gif"
+WINDOWS_DEFAULT_VALUE : String = "--.-"
+WINDOWS_TEXTFIELD_FONT : String = "Courier New"
+WINDOWS_TEXTFIELD_STYLE : int = Font.BOLD
+WINDOWS_TEXTFIELD_SIZE : int = 14
+WINDOWS_TEXTFIELD_TEMPERATURE : String = "T"
+WINDOWS_TEXTFIELD_HUMIDITY : String = "   H"
+WINDOWS_TEXTFIELD_LIGHT : String = "L"
+WINDOWS_TEXTFIELD_SOUND : String = "S"
+WINDOWS_TEXTFIELD_PIR : String = "PIR"
+WINDOWS_TEXTFIELD_DOOR : String = "D"
+LOOK_AND_FEEL_NIMBUS : String = "Nimbus"{readOnly}
+LOOK_AND_FEEL_METAL : String = "Metal"{readOnly}
+LOOK_AND_FEEL_SYSTEM : String = "System"{readOnly}
+LOOK_AND_FEEL_MOTIF : String = "Motif"{readOnly}
+LOOK_AND_FEEL_GTK : String = "GTK"{readOnly}
+SERIAL_PORT : String = "/dev/ttyUSB0"
+SERIAL_RATE : int = 9600
+DATA_REFRESH_TIME_IN_MILLISECONDS : int = 5000
+DEFAULT_PATH : String = "/home/i72jamaj/Escritorio/"
+DATASET_FILENAME : String = "tfm.arff"
...
Configure
Figura 9.7: Clase Configure.
9.3.2. La Clase Data
Se encarga de deﬁnir el objeto que se encargará de gestionar los datos recibidos por
los nodos. En este sentido, se deﬁnen como atributos todas las variables capturadas y se
establecen los métodos que permitirán su manejo.
Atributos:
day, variable de tipo Integer para almacenar el dato día de la semana.
hour, variable de tipo Integer para almacenar el dato hora del día.
minute, variable de tipo Integer para almacenar el dato minuto de la hora.
temperature, lista de tipo Double para almacenar las distintas lecturas del dato
temperatura recibidas durante un minuto.
humidity, lista de tipo Double para almacenar las distintas lecturas del dato humedad
recibidas durante un minuto.
light, lista de tipo Integer para almacenar las distintas lecturas del dato luz reci-
bidas durante un minuto.
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«constructor»+Data( day : Integer, hour : Integer, minute : Integer )
+addTemperature( temperature : Double ) : void
+addHumidity( humidity : Double ) : void
+addLight( light : Integer ) : void
+addSound( sound : Integer ) : void
«getter»+getSound() : List<Integer>
«setter»+setSound( sound : List<Integer> ) : void
«getter»+getDoor() : List<Integer>
«setter»+setDoor( door : List<Integer> ) : void
+addMotion( motion : Integer ) : void









«setter»+setTemperature( temperature : List<Double> ) : void
«getter»+getHumidity() : List<Double>
«setter»+setHumidity( humidity : List<Double> ) : void
«getter»+getLight() : List<Integer>
«setter»+setLight( light : List<Integer> ) : void
«getter»+getMotion() : List<Integer>
«setter»+setMotion( motion : List<Integer> ) : void
«getter»+getDay() : Integer
«setter»+setDay( day : Integer ) : void
«getter»+getHour() : Integer
«setter»+setHour( hour : Integer ) : void
«getter»+getMinute() : Integer




-temperature : Double [0..*]
-humidity : Double [0..*]
-light : Integer [0..*]
-sound : Integer [0..*]
-motion : Integer [0..*]




Figura 9.8: Clase Data.
sound, lista de tipo Integer para almacenar las distintas lecturas del dato sonido
recibidas durante un minuto.
motion, lista de tipo Integer para almacenar las distintas lecturas del dato movi-
miento recibidas durante un minuto.
door, lista de tipo Integer para almacenar las distintas lecturas del dato estado-
puerta recibidas durante un minuto.
formatter, atributo de tipo DecimalFormat empleado para formatear los datos ﬂo-
tantes con dos decimales.
symbols, atributo de tipo DecimalFormatSymbols empleado para deﬁnir el símbolo
de separador de parte entera y parte decimal.
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A parte del constructor de la clase y los getters y setters de cada uno de los atributos
de la clase, cabe destacar los siguientes métodos:
getAVGTemperature. Devuelve un tipo String con la media de los valores contenidos
en el atributo temperature. Esto es, el valor medio de la temperatura observada
durante un minuto (formateada a dos decimales).
getAVGHumidity. Devuelve un tipo String con la media de los valores contenidos en
el atributo humidity. Esto es, el valor medio de la humedad observada durante un
minuto (formateada a dos decimales).
getAVGLight. Devuelve un tipo String con la media de los valores contenidos en
el atributo light. Esto es, el valor medio de la luz observada durante un minuto
(formateada a dos decimales).
getAVGSound. Devuelve un tipo String con la media de los valores contenidos en
el atributo sound. Esto es, el valor medio del sonido observado durante un minuto
(formateada a dos decimales).
getNumMotions. Devuelve un tipo String con la cantidad de movimientos detectados
durante un minuto, dato que está almacenado en el atributo motions.
getDoorNumChanges. Devuelve un tipo String con la cantidad de cambios en el
estado de la puerta1 detectados durante un minuto, dato que está almacenado en el
atributo door.
getAVGClosedDoorTime. Devuelve un tipo String que reﬂeja el porcentaje en el que
ha estado la puerta cerrada durante un minuto.
9.3.3. La Clase ConfigureDialog
Consiste en una ventana de conﬁguración en la cual al usuario se le requerirán dos
datos: (a) el puerto COM al que está conectado el Coordinator y; (b) la ruta de directorios
en la que desea ubicar el dataset.
Atributos:
1Abierto → Cerrado, Cerrado → Abierto.
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-port_textField : JTextField
-path_textField : JTextField
+main( args : String"[]" ) : void
«constructor»+ConfigureDialog( port : String, path : String )
ConfigureDialog
Figura 9.9: Clase ConfigureDialog.
port_textField, variable de tipo JTextField para proveer un componente campo
de texto en el cual, el usuario puede especiﬁcar el puerto COM en el que el módulo
ZigBee está conectado y, por consiguiente, será en dicho puerto donde se reciban los
datos enviados por cada uno de los nodos encargados de la captura de datos.
path_textField, variable de tipo JTextField que provee un componente campo de
texto para que el usuario especiﬁque la localización en la desea que el conjunto de
datos que se generará sea ubicado.
Métodos:
main. Método empleado en fase de codiﬁcación y pruebas, sin ninguna funcionalidad
en etapa de explotación del Sistema.
ConfigureDialog. Constructor de la clase que ﬁja los parámetros por defecto (reci-
bidos como parámetros en la invocación).










~port : String = Configure.SERIAL_PORT
~path : String = Configure.DEFAULT_PATH
~LOOKANDFEEL : String = Configure.LOOK_AND_FEEL_NIMBUS{readOnly}
~THEME : String = "DefaultMetal"{readOnly}
+main( args : String"[]" ) : void
«constructor»+VisualSensor()
-initGUI() : void
-createSensorsPanel( title : String, t_textfield : JTextField, h_textfield : JTextField, l_textfield : JTextField, s_textfield : JTextField, pir_textfield : JTextField, door_textfield : JTextField, x : int, y : int, width : int, height : int ) : JPanel
-createBottomPanel() : void
«setter»-setProperties( aux_frame : JFrame ) : void
«setter»-setProperties( aux_textfield : JTextField ) : void
-doInitLookAndFeel( selected_theme : String ) : void
VisualSensor
Figura 9.10: Clase VisualSensor.
Encargada de proveer una interfaz gráﬁca al usuario para la interacción Sistema-
Usuario, monitoreo y control de la lógica de la aplicación.
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Atributos:
frame, variable de tipo JFrame, consiste en la ventana principal de la aplicación, es
contenedora del resto de componentes gráﬁcos: paneles, botones, campos de texto,
etiquetas, etc.
worker, variable de tipo WorkerReceiver, es el objeto que se encarga de realizar la
escucha de datos y construcción del dataset en background.
icon_label, variable de tipo JLabel, contiene una imagen animada en fase de eje-
cución.
temp_textField_1, variable de tipo JTextField, permite visualizar la lectura actual
del sensor de temperatura.
hum_textField_1, variable de tipo JTextField, permite visualizar la lectura actual
del sensor de humedad.
light_textField_1, variable de tipo JTextField, permite visualizar la lectura ac-
tual del sensor de luz.
sound_textField_1, variable de tipo JTextField, permite visualizar la lectura ac-
tual del sensor de sonido.
pir_textField_1, variable de tipo JTextField, permite visualizar la lectura actual
del sensor de movimiento.
door_textField_1, variable de tipo JTextField, permite visualizar la lectura actual
del sensor del estado de la puerta.
port, variable estática de tipo String que contiene el puerto serie de escucha de
datos.
path, variable estática de tipo String que contiene la ruta de directorios hacia el
conjunto de datos.
LOOKANDFEEL, variable estática de tipo String que deﬁne el LookAndFeel de la inter-
faz.
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THEME, variable estática de tipo String que deﬁne el tema del LookAndFeel.
A parte del constructor de la clase y los getters y setters de cada uno de los atributos
de la clase, cabe destacar los siguientes métodos:
main. Método que sirve de punto de entrada al Sistema.
initGUI. Método responsabilizado de inicializar todo los aspectos relacionados con
el entorno gráﬁco de la aplicación.
createSensorsPanel. Método que se encarga de construir tanto el panel de monito-
rización como los distintos componentes gráﬁcos contenidos en él.
createBottomPanel. Método encargado de generar el panel, parte inferior de la in-
terfaz general (ver Figura 9.1), en el que se ubican los botones que dan acceso a las
acciones de: conﬁguración, ejecución y parada del sistema.
setProperties. Establece algunas propiedades de visualización sobre el componente
de interfaz pasado en la invocación.
doInitLookAndFeel. Establece el LookAndFeel con el que será visualizada la herra-
mienta.








«constructor»+WorkerReceiver( temp_field : JTextField, hum_field : JTextField, lig_field : JTextField, sound_field : JTextField, pir_field : JTextField, door_field : JTextField )
-initData() : Data
«getter»-getCurrentMinute() : int
«JavaElement»#doInBackground() : Double{JavaAnnotations = "@Override"}
-createInstance( data : Data ) : String
«getter»-getDayOfWeek( day : int ) : String
-writeInFile( instance : String ) : void
-startListener() : void
«getter»-getData( rx : ZNetRxResponse ) : void
-refreshData( source_id : int, hum : float, temp : float, light : int, sound : int, pir : int, door : int ) : void
+toInt( bytes : byte"[]", offset : int ) : int
«setter»-setDefaultValues() : void
«JavaElement»#done() : void{JavaAnnotations = "@Override"}
#stop() : void
WorkerReceiver
Figura 9.11: Clase WorkerReceiver.
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Esta clase, que extiende a la clase SwingWorker, permite la recepción de datos, el forma-
teo de éstos, su almacenamiento en forma de dataset y la actualización de los componentes
visuales con los valores actuales capturados por los sensores.
Atributos:
temp_textField, variable de tipo JTextField, permite actualizar la lectura del sen-
sor de temperatura.
hum_textField, variable de tipo JTextField, permite actualizar la lectura del sensor
de humedad.
light_textField, variable de tipo JTextField, permite actualizar la lectura del
sensor de luz.
sound_textField, variable de tipo JTextField, permite actualizar la lectura del
sensor de sonido.
pir_textField, variable de tipo JTextField, permite actualizar la lectura del sensor
de movimiento.
door_textField, variable de tipo JTextField, permite actualizar la lectura del sen-
sor del estado de la puerta.
A parte del constructor de la clase y los getters y setters de cada uno de los atributos
de la clase, cabe destacar los siguientes métodos:
initData. Método que inicializa el objeto de la clase Data que contendrá los valores
recibidos durante un minuto.
getCurrentMinute. Método que devuelve un entero cuyo valor es el minuto actual
dentro de la hora del Sistema.
doInBackground. Método que soporta toda la lógica realizada por esta clase. Todas
las operaciones abordadas desde esta clase son realizadas en segundo plano. Se en-
carga de inicializar el objeto Data, lanzar el Listener de escucha, crear la instancia
del conjunto de datos a partir de los datos recibidos y almacenarla en un archivo de
texto.
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createInstance. Método que devuelve un String que representa la instancia creada
a partir del objeto Data pasado en la invocación.
getDayOfWeek. Método que devuelve una cadena con el día de la semana.
writeInFile. Método responsable de almacenar una instancia en un ﬁchero de texto.
startListener. Método que crea la conexión XBee, escucha paquetes en el puerto
serie deﬁnido, redirige el ﬂujo de control para gestionar los datos recibidos y cierra
la conexión XBee al ﬁnalizar.
getData. Método que se encarga de desempaquetar los datos, de tipo ZNetRxResponse,
enviados por los sensores. Para ello, debe tener en cuenta el payload deﬁnido en la
Sección 7.1.2.
refreshData. Método que refresca los valores mostrados por cada campo de texto
de la interfaz con los valores pasados en su llamada.
toInt. Método que recibe dos bytes, pasados en la invocación, y los devuelve como
tipo entero.
setDefaultValues. Método que ﬁja los valores de los campos de texto a un valor
por defecto.
done. Método que es invocado al acabar ﬁnalizar la tarea realizada por el objeto
de la clase que extiende a SwingWorker, en este caso, WorkerReceiver. Únicamente
muestra la cadena END por consola.
stop. Método que es invocado al parar el hilo del método doInBackground realizado
por el objeto de la clase que extiende a SwingWorker, en este caso, WorkerReceiver.
Se realiza un control del ﬂujo de la ejecución y se establecen los valores de los campos
de texto de la interfaz a un valor por defecto.
Capı´tulo10
Diseño del prototipo
Uno de los objetivos del proyecto es que la instalación quede lista para su funciona-
miento, para esto se necesita construir los nodos que se van a instalar. Hasta ahora se ha
hablado y analizado el funcionamiento del nodo en base a sus microcontroladores Arduino,
pero hay que dotar a estas placas de la alimentación necesaria y los componentes necesarios
para que la instalación funcione.
10.1. Nodo
A pesar que las placas arduino pueden recibir la tensión de funcionamiento desde su
conector USB, para la instalación real se ha optado porque la alimentación sea realizada a
través de la corriente eléctrica. En este sentido, ha sido necesario el uso de un transformador
de 220V∼ a una tensión dentro del rango recomendado, indicado en la Sección 6.2.1, [7-12]V
continua, ver Figura 10.1.
En mayor detalle, el transformador empleado para la alimentación presenta las siguien-
tes características.
Tabla 10.1: Características de la fuente de alimentación.
Característica Fuente de Alimentación
Voltaje de entrada 220V∼
Voltaje de salida 12V continua
Amperaje de salida 1000mA
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Figura 10.1: Transformador para Arduino.
Figura 10.2: Prototipo Teórico del Nodo.
En la Figura 10.2, se ilustra el esquema teórico de la implementación del prototipo
de un nodo de captura de datos. En ella se pueden apreciar tanto las conexiones de cada
uno de los sensores empleados como los divisores de tensión necesarios para el correcto
funcionamiento de algunos sensores, como por ejemplo el sensor de luz. Para más detalles
sobre las conexiones de los sensores el lector puede acudir a la Sección 6.2.
Para ﬁnes ilustrativos se adjunta la Figura 10.3, en la que se puede apreciar una imagen
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Figura 10.3: Prototipo Real del Nodo.
real del nodo diseñado, y la Figura 10.4, que permite visualizar la instalación del nodo,
enmarcado con un recuadro rojo, en el aula de estudio.
Figura 10.4: Ubicación del nodo en el aula.
10.2. PC-Control
Para el elemento PC-Control del Sistema descrito, ver Sección 7, se ha empleado un
portátil, ejecutando la aplicación VisualSensor sobre Ubuntu, al que se le ha conectado
al puerto USB un XBee explorer, ver Sección 6.2.4, con una antena XBee en su interior
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conﬁgurada como Coordinator, ver Figura 10.5.






Pruebas software de la aplicación
En esta sección se exponen las distintas pruebas realizadas sobre la implementación
software del Sistema, es decir, la aplicación VisualSensor, para veriﬁcar su integridad y
consistencia.
11.1. La Prueba unidad
La prueba unidad será utilizada para comprobar que el Sistema desarrollado cumple de
manera correcta todas las especiﬁcaciones previas. Estas especiﬁcaciones se comprobarán
mediante dos técnicas diferentes, una externa, que veriﬁcará que toda la funcionalidad
de la aplicación proporciona la salida esperada, y otra que veriﬁcará que existen distintos
escenarios iniciales que hacen que se ejecuten todos los caminos posibles. La primera técnica
se denomina Prueba de Casos de Uso, y en ella se realizarán pruebas para cada uno de los
objetivos funcionales deﬁnidos en la Sección 3, y la segunda recibe el nombre de Pruebas
de Escenarios de la Aplicación que veriﬁca la consistencia e integridad del Sistema.
11.1.1. Prueba de Casos de Uso
Para llevar a cabo este tipo de pruebas, es necesario desarrollar una serie de casos de
prueba que especiﬁcarán cómo probar cada requisito funcional. Un caso de prueba de este
tipo incluye la veriﬁcación del resultado de la interacción entre el usuario y la aplicación.
Se puede observar que un caso de prueba basado sobre un requisito funcional consiste
en una prueba de la aplicación como caja negra, es decir, una prueba del comportamiento
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de la misma observable desde el exterior. A continuación, se describirán los distintos casos
de prueba que han sido diseñados para cada uno de los casos de uso de la aplicación.
Caso de Prueba. Monitorización.
Entrada. La aplicación cargará los datos necesarios para establecer la conexión y el
almacenamiento de datos: (a) el puerto de conexión y; (b) la ubicación futura del
conjunto de datos.
Salida. Los valores obtenidos por cada uno de los sensores son actualizados, en tiempo
de ejecución, en su correspondiente campo de texto.
Condiciones. El usuario accederá a esta funcionalidad a través del botón Start
provisto en la interfaz.
Caso de Prueba. Almacenamiento de los datos en formato ARFF.
Entrada. La aplicación cargará los datos necesarios para establecer la conexión y el
almacenamiento de datos: (a) el puerto de conexión y; (b) la ubicación futura del
conjunto de datos.
Salida. Los datos obtenidos por cada uno de los sensores son almacenados, en tiempo
de ejecución, en instancias que reﬂejan los valores medios de estos datos en un espacio
temporal de un minuto.
Condiciones. El usuario previamente ha debido lanzar la ejecución de la aplicación a
través del botón Start presente en la interfaz de VisualSensor.
11.1.2. Pruebas de Escenarios de la Aplicación
Para la realización de este tipo de pruebas, es necesario llevar a cabo la deﬁnición
de una serie de casos de prueba que permitan veriﬁcar la interacción entre los distintos
componentes que permiten desarrollar un objetivo funcional. Los casos de prueba basados
en la realización de un requisito funcional, generalmente especiﬁcan una prueba de la
aplicación de caja blanca.
Estos casos de prueba tratan tanto sobre posibles errores en operaciones internas rea-
lizadas por la aplicación como sobre fallos producidos por datos de entrada incorrectos
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proporcionados por el usuario. A continuación se describirán los distintos casos de prueba
que han sido realizados para cada uno de los casos de uso de la aplicación.
Caso de Prueba. Monitorización.
Tabla 11.1: Caso de prueba para la funcionalidad de monitorización.
Caso Descripción Acción
1 El usuario no especiﬁca correctamente El Sistema muestra una excepción
el puerto de conexión serie con el error cometido
2 El usuario no especiﬁca correctamente El Sistema muestra una excepción
una ubicación para el dataset con el error cometido
3 Se pierde la conexión con El Sistema muestra una excepción
el puerto serie con el error ocurrido
4 Si no se reciben datos La interfaz mostrará los valores
a través del puerto de comunicación por defecto establecidos
Caso de Prueba. Almacenamiento.
Tabla 11.2: Caso de prueba para la funcionalidad de almacenamiento.
Caso Descripción Acción
1 No existe un dataset El Sistema creará un nuevo ﬁchero
en la ubicación indicada con la cabecera del formato ARFF
2 Existe previamente un dataset El Sistema incluirá los nuevos
en la ubicación indicada datos a continuación de los existentes
3 Si no se reciben datos El Sistema no almacenará ningún
a través del puerto de comunicación valor dentro del conjunto de datos
11.1.3. Ejecución de los casos de prueba de la aplicación
En este punto se describen los resultados obtenidos de la realización de los casos y
procedimientos de prueba diseñados en los puntos anteriores con el objetivo de probar los
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casos de uso más importantes. Para la ejecución de estos casos de prueba, la aplicación ha
sido puesta en explotación durante un período de tiempo, en un ambiente real de trabajo.
En las tablas siguientes, se podrá examinar el comportamiento observado en la apli-
cación durante las situaciones de posible error que se produjeron en el transcurso de la
utilización de la misma. Las tablas están compuestas por tres columnas de datos que indi-
can la situación de error que se produjo en el sistema software desarrollado, el resultado de
la operación llevada a cabo por la aplicación como consecuencia de dicho error y el estado
de la misma.
Ejecución del Caso de Prueba de caja negra Monitorización.
Tabla 11.3: Resultado del caso de prueba, de caja negra, para la funcionalidad de monito-
rización.
Caso Situación del error Resultado Estado
1 El usuario lanza la ejecución Se obtienen valores incoherentes para 7
de la tarea de monitorización la lectura del sensor de luz
Ejecución del Caso de Prueba de caja blanca Monitorización.
Tabla 11.4: Resultado del caso de prueba, de caja blanca, para la funcionalidad de moni-
torización.
Caso Situación del error Resultado Estado
1 El usuario no especiﬁca correctamente El Sistema muestra una excepción X
el puerto serie con el error ocurrido
2 El usuario no especiﬁca correctamente El Sistema muestra una excepción X
una ubicación para el dataset con el error cometido
3 Se pierde la conexión con El Sistema muestra una excepción X
el puerto serie con el error ocurrido
4 Si no se reciben datos La interfaz mostrará los valores X
a través del puerto de comunicación por defecto establecidos
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Ejecución del Caso de Prueba de caja negra Almacenamiento.
Tabla 11.5: Resultado del caso de prueba, de caja negra, para la funcionalidad de almace-
namiento.
Caso Situación del error Resultado Estado
1 El usuario ha lanzado previamente la tarea Se genera el dataset con las X
de monitorización distintas lectura obtenidas
Ejecución del Caso de Prueba de caja blanca Almacenamiento.
Tabla 11.6: Resultado del caso de prueba, de caja blanca, para la funcionalidad de alma-
cenamiento.
Caso Situación del error Resultado Estado
1 No existe un dataset El Sistema creará un nuevo ﬁchero X
en la ubicación indicada con la cabecera del formato ARFF
2 Existe previamente un dataset El Sistema incluirá los nuevos X
en la ubicación indicada datos a continuación de los existentes
3 Si no se reciben datos El Sistema no almacenará ningún X
a través del puerto de comunicación valor dentro del conjunto de datos
11.1.4. Resultado de las pruebas
Una vez aplicadas las pruebas que se han diseñado en los capítulos anteriores y ha-
biendo observado los resultados obtenidos tras su ejecución, se han llevado a cabo las mo-
diﬁcaciones pertinentes sobre el software implementado, para subsanar los focos de error
detectados.
Tal y como se puede apreciar en el apartado anterior, el sistema, puntualmente, no
actuaba de forma correcta con las lecturas de algunos sensores, lo que provocaba que
el conjunto de datos fuera erróneo. Tras ejecutar diversos escenarios de prueba sobre la
lectura de la sonda de la luz, se detectó que para valores altos de intensidad de luz los
datos reﬂejados en la interfaz no se correspondían con la realidad: al comparar éstos con los
valores devueltos por el sensor desde la consola de Arduino. En otras palabras, se enviaba
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un dato desde el nodo y se mostraba otro dato distinto en la interfaz de VisualSensor.
Finalmente, se detectó que el error estaba en el formato del conjunto de bytes dentro de
cada lectura contenida en el payload : se enviaban con formato Big-Endian y se trataban
posteriormente en la aplicación central con formato Little-Endian. Dicho esto, se subsanó
el error y se repitieron las pruebas exitosamente, ver Tabla 11.7.
Tabla 11.7: Resultado del caso de prueba, de caja negra, para la funcionalidad de monito-
rización tras subsanación de errores.
Caso Situación del error Resultado Estado
1 El usuario lanza la ejecución Se obtienen valores correctos para X
de la tarea de monitorización todos los sensores
Capı´tulo12
Pruebas hardware de la aplicación
En esta sección se exponen las distintas pruebas realizadas sobre la implementación
hardware del Sistema para veriﬁcar el correcto funcionamiento del mismo.
12.1. Pruebas sobre la sensores
En esta sección se exponen los códigos diseñados para comprobar el correcto funciona-
miento de cada uno de los sensores.
12.1.1. Test para el sensor de luz
El siguiente código Arduino permite mostrar por consola la lectura arrojada por el
fotoresistor, ver Sección 6.2.6.
int light ;
void setup ( ) {
Serial . begin (9600) ;
}
void loop ( ) {
light = analogRead (0 ) ;
Serial . println ( light ) ;
}
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12.1.2. Test para el sensor de sonido
El siguiente código Arduino permite mostrar por consola la lectura arrojada por el
sensor de sonido, ver Sección 6.2.7.
int sound ;
void setup ( ) {
Serial . begin (9600) ;
}
void loop ( ) {
sound = analogRead (1 ) ;
Serial . println ( sound ) ;
}
12.1.3. Test para el sensor de movimiento
El siguiente código Arduino permite mostrar por consola la lectura arrojada por el
sensor de movimiento, ver Sección 6.2.8.
int motion ;
void setup ( ) {
Serial . begin (9600) ;
}
void loop ( ) {
motion = digitalRead (2 ) ;
Serial . println ( motion ) ;
}
12.1.4. Test para el sensor de estado de la puerta
El siguiente código Arduino permite mostrar por consola la lectura arrojada por el
sensor del estado de la puerta, ver Sección 6.2.9.
int door ;
void setup ( ) {
Serial . begin (9600) ;
}
void loop ( ) {
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door = digitalRead (3 ) ;
Serial . println ( door ) ;
}
12.1.5. Test para el sensor de temperatura
El siguiente código Arduino permite mostrar por consola la lectura arrojada por el
sensor de temperatura, ver Sección 6.2.5.
#include "DHT . h"
DHT dht (4 , DHT22 ) ;
void setup ( ) {
dht . begin ( ) ;
Serial . begin (9600) ;
}
void loop ( ) {
float temperature = dht . readTemperature ( ) ;
Serial . println ( temperature ) ;
}
12.1.6. Test para el sensor de humedad
El siguiente código Arduino permite mostrar por consola la lectura arrojada por el
sensor de humedad, ver Sección 6.2.5.
#include "DHT . h"
DHT dht (4 , DHT22 ) ;
void setup ( ) {
dht . begin ( ) ;
Serial . begin (9600) ;
}
void loop ( ) {
float humidity = dht . readHumidity ( ) ;









KD sobre los datos obtenidos
En este capítulo se pretende extraer conocimiento útil a partir de los datos obtenidos
tras la ejecución del Sistema, deﬁnido anteriormente, en un entorno real durante dos se-
manas. Para ello, se emplearán técnicas de Soft Computing, ver Sección 4.9, para abordar
la tarea de minería de datos, deﬁnida en la Sección 4.7, que todo proceso de descubri-
miento de conocimiento (KD) debe realizar. Siguiendo este hilo argumentativo, tras la fase
de compresión del dominio del problema, realizado entre los Capítulos [1-3], la siguiente
fase, según el modelo de descubrimiento de datos visto en la Figura 4.9, consistiría en la
selección y preprocesado de datos, etapa previa a la tarea de minería de datos.
13.1. Preparación del dataset tfm.arﬀ
En el Anexo F se recoge un extracto del conjunto de datos generado durante dos
semanas de ejecución. El dataset completo tiene las siguientes características:






A la vista de los datos, la primera tarea de preprocesado que resulta interesante realizar
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consiste en reducir la dimensionalidad, explicada en la Sección 4.8.2, del conjunto de datos
mediante la combinación de los atributos hour y minute. En este sentido, resulta poco útil
disponer de la hora del día repartida en dos atributos distintos que, generalmente, impiden
establecer reglas con rangos de horarios. Por consiguiente, ambos atributos se transforman
en un único atributo numérico denominado minute-of-day que indica el minuto del día
de la instancia dentro del rango [0, 1439]. Para ello, se emplea al fórmula:
minute-of-day = hour x 60 + minute
Con la ﬁnalidad de entender mejor cómo están distribuidos los datos de cada uno de
los atributos para su posterior preprocesamiento, a continuación se realiza un estudio,
empleando la herramienta WEKA presentada en la Sección 6.3.4, de los datos contenidos
en tfm.arﬀ.
13.1.1. Estudio del atributo day-of-week
En la Figura 13.1 se puede observar la distribución de este atributo en referencia al
número de instancias de cada valor posible.
Figura 13.1: Distribución de los datos del atributo day-of-week.
Como se esperaba, los datos están homogéneamente repartidos y no se ha considerado
oportuno realizar ningún tratamiento sobre los datos contenidos por esta categoría. A pesar
de que se podría reducir el número de categorías de dicho atributo en dos: laborales y
no-laborales, esta reducción implica una pérdida importante de información relevante en
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los modelos de clasiﬁcación y en las reglas de asociación que se generen. En este sentido,
se perdería la posibilidad de estudiar los hábitos diarios del laboratorio. Dicho esto, sobre
el atributo day-of-week no se realiza ningún tipo de preprocesamiento.
13.1.2. Estudio del atributo minute-of-day
En la Figura 13.2 se puede observar cómo están distribuidos los datos del atributo
minute-of-day.
Figura 13.2: Distribución de los datos del atributo minute-of-day.
La Tabla 13.2 recoge los datos estadísticos generales de la distribución de este atributo.
Al igual que ocurría con el atributo anterior, los valores de éste son muy homogéneos.
Este aspecto era esperado debido a que ambos atributos presentan valores ﬁjos y con una
periodicidad concreta dentro del dominio del problema.







Se ha considerado oportuno discretizar, explicado en la Sección 4.8.3, los valores de este
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atributo según tramos horarios de cuatro horas cada uno. Por consiguiente, se establecen
las siguientes categorías:
1. Para el primer tramo del día: desde las 0 hasta las 4 horas del día.
2. Para el segundo tramo del día: desde las 4 hasta las 8 horas del día.
3. Para el tercer tramo del día: desde las 8 hasta las 12 horas del día.
4. Para el cuarto tramo del día: desde las 12 hasta las 16 horas del día.
5. Para el quinto tramo del día: desde las 16 hasta las 20 horas del día.
6. Para el sexto tramo del día: desde las 20 hasta las 0 horas del día.
Es decir, se divide el rango de valores numéricos [0;1439] del atributo minute-of-day
en 6 tramos de igual amplitud: 240 minutos. Finalmente, se renombra el nuevo atributo no-
minal obtenido como time-slot. La distribución del mismo puede verse en la Figura 13.3.
Figura 13.3: Distribución de los datos del atributo time-slot.
13.1.3. Estudio del atributo temperature
Mientras que en la Figura 13.4 se puede observar cómo están distribuidos los datos del
atributo temperature. En La Tabla 13.3 se recogen los datos estadísticos generales de la
distribución de dicho atributo.
Como se puede apreciar en la Figura 13.4, los datos se encuentran muy repartidos en
el dominio de valores obtenidos. No se ha considerado adecuado realizar ninguna tarea de
preprocesamiento sobre él.
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Figura 13.4: Distribución de los datos del atributo temperature.







13.1.4. Estudio del atributo humidity
La Figura 13.5 ilustra la distribución de los datos del atributo humidity. Los datos
estadísticos más generales de la distribución del atributo que reﬂeja los datos de la humedad
relativa son recogidos en La Tabla 13.4.
Al igual que antes con el atributo temperature, no se ha estimado realizar ningún
tratamiento sobre este atributo.
13.1.5. Estudio del atributo light
En la Figura 13.6 se puede observar cómo están distribuidos los datos del atributo
light.
La Tabla 13.5 recoge los datos estadísticos generales de la distribución de este atributo.
Observando los datos y teniendo en cuenta que el valor medido puede depender tanto
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Figura 13.5: Distribución de los datos del atributo humidity.







Figura 13.6: Distribución de los datos del atributo light.
por la luz natural como por la luz artiﬁcial de la sala, se realiza la siguiente discretización
de este atributo:
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very low. Para valores en el rango [0;30], esta categoría corresponde a niveles
muy bajos de luz.
low. Para valores en el rango (30;120], esta categoría corresponde a niveles bajos
de luz.
medium. Para valores en el rango (120;250], esta categoría corresponde a niveles
medios de luz.
high. Para valores en el rango (250;350], esta categoría corresponde a niveles
altos de luz.
very high. Para valores en el rango (350;628], esta categoría corresponde a ni-
veles muy altos de luz.
Es decir, se divide el rango de valores numéricos [0;627.9] del atributo light en 5
tramos de distinta amplitud. Finalmente, la distribución de los datos del atributo light
discretizado puede verse en la Figura 13.7. Como se puede apreciar, la categoría para
niveles altos de luz está descompensada con el resto. Sin embargo, se ha decido mantener
esta categoría para ser ﬁel a lo estudiado sobre el comportamiento de esta variable: mientras
que valores en el rango [0;250] se corresponden con valores correspondientes a luz natural,
valores superiores a 350 pertenecen a niveles de intensidad de luz que son explicados por
luz artiﬁcial de la sala. Dicho esto, el rango (250,350] corresponde a lecturas medias que
contienen tanto capturas de luz natural como artiﬁcial1 y es por ello que se ha mantenido
una categoría para recoger tal situación.
1Corresponden al minuto en el cual se ha producido el encendido o el apagado de la luz de la sala.
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Figura 13.7: Distribución de los datos del atributo light tras discretización.
13.1.6. Estudio del atributo sound
En la Figura 13.8 se puede observar cómo están distribuidos los datos del atributo
sound.
Figura 13.8: Distribución de los datos del atributo sound.
La Tabla 13.6 recoge los datos estadísticos generales de la distribución de este atributo.
Tras el estudio de los datos, se ha estimado que hasta niveles de 16.22 pueden ser
explicado por ruido base. Dicho esto, se realiza la siguiente discretización de este atributo:
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no. Para valores en el rango [0;16.22], esta categoría corresponde a silencio o
ruido que se considera de background.
yes. Para valores superiores a 16.22, esta categoría corresponde a niveles altos de
sonido o ruido que no puede ser explicado por el background e identiﬁcan una fuente
externa (presencia de personas en la sala).
Figura 13.9: Distribución de los datos del atributo sound tras discretización.
13.1.7. Estudio del atributo num-motions
Mientras que en la Figura 13.10 se puede observar cómo están distribuidos los datos
del atributo num-motions, en la Tabla 13.7 recoge los datos estadísticos generales de la
distribución de este atributo.
Llegados a este punto, se decide que lo realmente interesante es determinar si existe o
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Figura 13.10: Distribución de los datos del atributo num-motions.







no movimiento en la sala. En este sentido, la cantidad de movimientos detectados responde
a algo azaroso que no añade información útil al conjunto de datos. Dicho esto, se discretiza
el atributo num-motions para convertirlo en un atributo binario denominado motion:
no. Para el valor 0 en el atributo num-motions, esta categoría corresponde a no
movimientos detectados en el nuevo atributo.
yes. Para valores superiores a 0 en el atributo num-motions, esta categoría corres-
ponde a si movimientos detectados en el atributo motion.
La distribución del nuevo atributo motion generado puede verse en la Figura 13.11.
13.1.8. Estudio del atributo num-door-changes
Similarmente a lo comentado para el atributo anterior, tras el estudio de la distribu-
ción de num-door-changes, ver Figura 13.12, se concluye que la información útil para el
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Figura 13.11: Distribución de los datos del atributo motion.
conjunto de datos es determinar si se han producido cambios en el estado de la puerta,
siendo el número de cambios detectados un dato irrelevante. La Tabla 13.8 recoge los datos
estadísticos generales de la distribución de este atributo.
Figura 13.12: Distribución de los datos del atributo num-door-changes.
Por consiguiente, se discretiza el atributo num-door-changes para convertirlo en un
atributo nominal de dos categorías denominado changes:
no. Para el valor 0 en el atributo num-door-changes, esta categoría corresponde a
no cambios detectados en el estado de la puerta.
yes. Para valores superiores a 0 en el atributo num-door-changes, esta categoría
corresponde a si cambios producidos en el atributo changes.
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Figura 13.13: Distribución de los datos del atributo changes.
La distribución del nuevo atributo changes generado puede verse en la Figura 13.13.
13.1.9. Estudio del atributo closed-door-time
La Figura 13.14 ilustra la distribución de los datos del atributo closed-door-time. Los
datos estadísticos más generales de la distribución de dicho atributo, que reﬂeja el porcen-
taje de tiempo que la puerta está cerrada en un minuto, son recogidos en La Tabla 13.9.
No se ha considerado oportuno realizar ninguna tarea de preprocesamiento sobre este
atributo.
13.2. Características del dataset tfm.arﬀ preprocesado
En el Anexo G se recoge un extracto del conjunto de datos resultante tras las distintas
tares de preprocesado deﬁnidas antes. El dataset resultante completo tiene las siguientes
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Figura 13.14: Distribución de los datos del atributo closed-door-time.














13.3. Minería de Datos descriptiva
En este punto se aplicarán algoritmos de soft computing para minería de reglas de
asociación, deﬁnido en la Sección 4.7.
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13.3.1. Medidas de Asociación
Antes de comenzar con los resultados obtenidos al ejecutar algoritmos para asociación
se van a deﬁnir las principales medidas de calidad empleadas en el ámbito de la ARM.
C ¬C
A n(AC) n(A¬C) n(A)
¬A n(¬AC n(¬A¬C) n(¬A)
n(C) n(¬C) N
Tabla 13.11: Tabla de contingencia para una regla de asociación A→ C
donde:
n(AC) se reﬁere al número de instancias que satisfacen tanto A como C, y
N es el número total de instancias
Partiendo de la tabla de contingencia, ver Tabla 13.11, también se pueden deﬁnir el
soporte y la conﬁanza, además de otras medidas [23, 40] que se emplean en distintas áreas
como la estadística, teoría de la información y recuperación de información. A continuación
deﬁniremos algunas de ellas, utilizando también medidas de probabilidad, teniendo en
cuenta que P (A) =
n(A)
N
denota la probabilidad de que ocurra A, y que P (C|A) =
P (A ∩ C)
P (A)
representa la probabilidad de C dada A (probabilidad condicionada de que
ocurra C sabiendo que ocurre A):
Soporte (support): el soporte de un conjunto de items A se deﬁne como el porcentaje
de instancias que contienen A o, lo que es lo mismo, la probabilidad de A.
support(A) = P (A) (13.1)
El soporte de una regla A → C es el porcentaje de instancias que contienen A y C
simultáneamente.
support(A→ C) = P (A ∩ C) (13.2)
Conﬁanza (conﬁdence): es la probabilidad de que las transacciones que contienen
A también contengan C.
confidence(A→ C) = P (C|A) (13.3)
13.3 Minería de Datos descriptiva 137
Cobertura (coverage): mide con qué frecuencia se puede aplicar la regla en el con-
junto de datos. Es equivalente al soporte del antecedente de la regla.
coverage(A→ C) = support(A) = P (A) (13.4)
Interés (lift) [11]: mide cuál es el grado de independencia de A y C. Su rango de
valores está comprendido en el intervalo [0,∞). Los valores cercanos a 1 indicarán
que tanto A como C son independientes y que, por tanto, la regla no es interesante,
mientras que los valores alejados del 1 querrán decir que la evidencia de A proporciona
información sobre C. La unión de itemsets poco frecuentes puede producir valores
muy altos de esta medida. Además, se trata de una medida simétrica, ya que lift(A→
C) = lift(C → A).






P (A ∩ C)
P (A) · P (C) (13.5)
Convicción (conviction) [11]: trata de determinar el grado de implicación de una
regla y, a diferencia del lift, sí es sensible a la dirección de la regla. Se calcula
como la probabilidad de que A aparezca sin C en caso de que sean estadísticamente
independientes con respecto a la probabilidad condicionada de A sin C. El valor
de la convicción será inﬁnito si existe una implicación absoluta, en cuyo caso la
conﬁanza será 1. Asimismo, adoptará el valor 1 cuando A y C sean estadísticamente
independientes.
conviction(A→ C) = 1− support(C)
1− confidence(A→ C) =
P (A) · P (¬C)
P (A ∩ ¬C) (13.6)
Novedad (leverage) [55]: mide la proporción de casos adicionales cubiertos por A y
C sobre aquellos esperados si A y C fueran estadísticamente independientes.
leverage(A→ C) = support(A ∩ C)− support(A) · support(C) (13.7)
= P (C|A)− P (A) · P (C)
13.3.2. Algoritmo G3PARM
El algoritmo G3PARM [43], desarrollado bajo el framework JCLEC [64], es una pro-
puesta para obtener reglas de asociación para cualquier dominio o problema. Este algoritmo
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hace uso de programación genética guiada por gramática (G3P) para deﬁnir individuos de
forma comprensible. Estos individuos se deﬁnen mediante el uso de una gramática libre
de contexto (CFG), que establece las restricciones de sintaxis para cada uno. Este algorit-
mo permite la obtención de reglas numéricas mediante la eliminación del problema de la
selección del número de bins en el paso de discretización.
Cada solución del problema se compone de dos componentes distintos: (a) un genoti-
po, representado por un árbol sintáctico de derivación, y (b) un fenotipo, que representa
la regla. El fenotipo representa la regla completa que consiste en un antecedente y un con-
secuente. Tanto el antecedente y el consecuente de cada regla están formados por una serie
de condiciones que contiene los valores de ciertos atributos que deben cumplirse todos.
Tras aplicarle este algoritmo al dataset tfm.arﬀ  se destacan las siguientes reglas
obtenidas:
Tabla 13.12: Extracto de reglas obtenidas al ejecutar G3PARM [43].
# Regla support conﬁdence lift leverage conviction
1 motion != yes −→ door-changes= no 0.913 0.999 1.093 0.078 68.888
2 sound = no −→ motion = no 0.905 0.937 1.036 0.031 1.520
3 sound = no −→ door-changes!= yes 0.961 0.995 1.036 0.033 8.143
4 door-changes!= yes −→ light!= very-high 0.899 0.905 1.007 0.006 1.069
5 motion!= yes −→ light!= very-high 0.899 0.983 1.094 0.077 5.854
6 sound!= yes −→ light!= very-high 0.893 0.926 1.036 0.031 1.430
7 humidity IN [ 29.883 44.091] −→ 0.505 1.000 1.982 0.250 3.284
day-of-week!= thursday
8 day-of-week!= sunday −→ 0.845 0.979 1.157 0.115 7.208
temperature IN [ 17.568 23.241]
Como se puede apreciar en la Tabla 13.12, se identiﬁcan reglas esperadas: (Regla 1) SI
no se producen movimientos en la sala ENTONCES no se detectan cambios en la puerta de
entrada, (Regla 2) SI no se detecta sonido en la sala ENTONCES no se detectan movimientos,
entre otras. Además de este tipo de reglas, se detectan otras, como las reglas 7 y 8 que
están referidas a aspectos climatológicos de los días en los que se ha estado capturando
datos.
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13.3.3. Algoritmo GBAP-ARM
GBAP-ARM [51] es un algoritmo pionero de AP para la extracción de reglas de aso-
ciación mediante el empleo. Al igual que el anterior algoritmo, esta propuesta está guiada
por una gramática libre de contexto, adaptada especíﬁcamente a la minería de reglas de
asociación, que deﬁne el espacio de búsqueda. Este algoritmo evalúa la calidad de los indi-
viduos mediante una única función de ﬁtness, que se muestra en la Ecuación 13.8, la cual
mide la media armónica entre el soporte y la conﬁanza.
fitness =
2 · support · confidence
support+ confidence
(13.8)
Durante la ejecución del algoritmo, lo que se pretende es que los individuos maximicen
esta función de ﬁtness, y su valor quedará comprendido en el intervalo [0, 1].
Tras aplicarle este algoritmo al dataset tfm.arﬀ  se destacan las siguientes reglas
obtenidas:
La Tabla 13.13 contiene un extracto con las reglas más interesantes devueltas por este
algoritmo. Como se puede apreciar, se extraen reglas de diversa índole: (a) con las reglas
[1-4] queda patente que la sala no es empleada durante los días: sábado y domingo; (b) las
reglas [5-11] indican que el los tramos diarios 1 (0.00-4.00h) y 2 (4.00-8.00h) tampoco es
empleada la sala nunca; (c) las reglas 12 y 13 indican que si en el tramo 3 (8.00-12.00h)
la luz está apagada (nivel muy bajo detectado) no se está usando la sala (no se capturan
movimientos) y para concluir (d), las reglas [18-20] expresan que para niveles muy bajos de
luz no se detecta presencia en la sala. Es importante resaltar que la mayoría de las reglas
obtenidas son las determinadas infrecuentes o raras [45], que son aquéllas cuyo soporte
es bajo pero su conﬁanza alta. Son especialmente interesantes cuando existen situaciones
en las que el objetivo es descubrir comportamientos anómalos o inusuales, buscando por
tanto encontrar aquellos patrones que no siguen la tendencia de la mayoría. Dicho esto, se
decide aplicar un algoritmo especíﬁco para Rare ARM.
13.3.4. Algoritmo RareG3PARM
El algoritmo RareG3PARM [44] es una adaptación de [43] para la obtención de reglas de
asociación tipiﬁcadas como rare. Esta propuesta permite obtener soluciones dentro de unos
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Tabla 13.13: Extracto de reglas obtenidas al ejecutar GBAP-ARM [51].
# Regla ﬁtness support conﬁdence lift
1 day-of-week = saturday −→ motion = no 1.0 0.147 1.0 1.093
2 day-of-week = saturday −→ door-changes = no 1.0 0.147 1.0 1.007
3 day-of-week = sunday −→ door-changes = no 1.0 0.136 1.0 1.007
4 day-of-week = sunday −→ motion = no 1.0 0.136 1.0 1.093
5 time-slot = 1 −→ light = very-low 1.0 0.163 1.0 1.708
6 time-slot = 1 −→ door-changes = no 1.0 0.163 1.0 1.007
7 time-slot = 1 −→ motion = no 1.0 0.163 1.0 1.093
8 time-slot = 1 −→ sound = no 0.999 0.162 0.999 1.092
9 time-slot = 2 −→ light = very-low 1.0 0.157 1.0 1.708
10 time-slot = 2 −→ motion = no 0.999 0.157 0.999 1.092
11 time-slot = 2 −→ door-changes = no 0.998 0.157 0.998 1.0
12 (time-slot = 3) AND (light = very-low) 1.0 0.008 1.0 9.313
−→ door-changes = no
13 (time-slot = 3) AND (light = very-low) 1.0 0.008 1.0 1.093
−→ motion = no
14 (time-slot = 4) AND (day-of-week = sunday) 1.0 0.026 1.0 1.007
−→ light = medium
15 time-slot = 6 −→ door-changes = no 0.997 0.169 0.997 1.004
16 time-slot = 6 −→ sound = no 0.997 0.169 0.997 1.032
17 time-slot = 6 −→ motion = no 0.996 0.169 0.996 1.089
18 light = very-low −→ motion = no 0.999 0.584 0.999 1.092
19 light = very-low −→ door-changes = no 0.998 0.584 0.998 1.006
20 light = very-low −→ sound = no 0.994 0.582 0.994 1.030
plazos determinados y no requiere grandes cantidades de memoria. Además de lo anterior,
proporciona mecanismos para descartar el ruido de la regla de asociación mediante la
aplicación de cuatro funciones de ﬁtness diferentes y especíﬁcas.
Tras aplicarle este algoritmo al dataset tfm.arﬀ  se destacan las siguientes reglas
obtenidas:
Tabla 13.14: Extracto de reglas obtenidas al ejecutar Rare-G3PARM [43].
# Regla support conﬁdence lift
1 light = low −→ closed-door-time >= 0.4 0.207 0.997 1.067
2 light = low −→ sound = no 0.204 0.981 1.016
3 light = low −→ day-of-week != wednesday 0.191 0.916 1.038
4 day-of-week = friday −→ motion != yes 0.125 0.940 1.028
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En la Tabla 13.14 se ha recogido algunas de las reglas inusuales descubiertas por Ra-
re3GPARM. En algunos casos puede resultar complejo dar sentido a ciertas reglas reveladas,
como puede ser el caso de la regla 1. La regla 3 puede ser interpretada como que nunca es
alcanzado un nivel low de luz ese día, es decir, se pasa de una cantidad de luz muy baja a
una cantidad de luz muy alta y viceversa. Esto podría responder a que el aula de estudio
sea usada a una hora temprana sobre las 8.00 y se realice el correspondiente encendido
de luces, pasando a detectarse altos niveles de luz. Si el miércoles el aula es usada hasta
avanzada la tarde, al ﬁnalizar el día y apagar las luces se pasaría de niveles muy altos de
luz a muy bajos de luz sin pasar por un nivel bajo.
13.4. Minería de Datos predictiva
En este punto se aplicarán algoritmos de soft computing para minería de reglas de
clasiﬁcación, deﬁnido en la Sección 4.7.
13.4.1. Medidas de rendimiento
Antes de comenzar con los resultados obtenidos al ejecutar algoritmos para clasiﬁcación
resulta aconsejable deﬁnir las principales medidas de calidad empleadas en este dominio.
El rendimiento de un clasiﬁcador se mide normalmente en función de la exactitud, la
interpretabilidad y la eﬁciencia. La primera de ellas es la que más importancia tiene
a la hora de determinar la calidad de un clasiﬁcador, y se suele estimar tras ejecutar el
clasiﬁcador sobre diferentes conjuntos de datos. La interpretabilidad de un clasiﬁcador, se
trata, en cierto modo, de una cuestión subjetiva, ya que lo que puede ser un modelo com-
prensible para un usuario puede no serlo para otro. En cualquier caso, si el clasiﬁcador está
compuesto por una serie de reglas, sí que se puede aﬁrmar que cuanto menor sea su número
y más cortas sean (menos condiciones tengan), más comprensible será el modelo [62]. Por
último, la eﬁciencia hace referencia al tiempo que se necesita para inducir el clasiﬁcador y
usarlo sobre nuevos datos.













Positivo Positivos (TP ) Negativos (FN )
Falsos Verdaderos
Negativo Positivos (FP ) Negativos (TN )
Tabla 13.15: Matriz de confusión para un problema de clasiﬁcación binaria
donde:
TP (True Positive) son los verdaderos positivos, es decir, las instancias
positivas que son correctamente clasiﬁcadas como positivas,
FP (False Positive) son los ejemplos negativos clasiﬁcados erróneamente como
positivos,
TN (True Negative) es el conjunto de instancias negativas clasiﬁcadas como
negativas, y
FN (False Negative) son ejemplos positivos clasiﬁcados incorrectamente como
negativos.
La matriz de confusión recoge los ejemplos correcta e incorrectamente reconocidos para
cada clase. Para un problema multiclase de N clases, la matriz de confusión tendrá una
dimensión N ×N , como se observa en la Tabla 13.16.
Sin embargo, este tipo de problemas se puede reducir a problemas de clasiﬁcación bi-
naria si cada clase se considera de forma separada frente a la unión del resto de clases,
obteniendo por tanto N matrices de confusión. Se puede observar un ejemplo en la Figu-
ra 13.21, donde para un problema de cinco clases se muestra cómo se obtendrían los TP ,
FN , FP y TN para la clase C.
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Clase Predicha










C1 h11 h12 . . . h1N Tr1




CN hN1 hN2 . . . hNN TrN
Total Tc1 Tc2 . . . TcN T
Tabla 13.16: Matriz de confusión para un problema de clasiﬁcación con N clases
donde:
N es el número de clases,
hij representa el número de ejemplos de la clase Ci predichos como Cj ,
Tri es el número ejemplos en la ﬁla i,
Tci es el número ejemplos en la columna i, y
T es el número total de instancias
Figura 13.15: Reducción de una matriz de confusión 5x5
A partir de los valores recogidos en la matriz de confusión se pueden calcular diferentes
medidas para evaluar la calidad de las reglas. Estas mismas medidas son las que se emplean
posteriormente para evaluar la calidad de un clasiﬁcador. A continuación se enumeran
dichas medidas de rendimiento:
Exactitud predictiva (accuracy): es la proporción del número de predicciones co-
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rrectas sobre el total de predicciones.
accuracy =
TP + TN










Sensibilidad (recall o sensitivity) o tasa de verdaderos positivos (TPR, True





Especiﬁcidad (speciﬁcity) o tasa de verdaderos negativos (TNR, True Negative
Rate): proporción de casos negativos correctamente identiﬁcados. Tanto la sensibi-
lidad como la especiﬁcidad son medidas ampliamente utilizadas en aplicaciones a
medicina y biomedicina. Ambas medidas estiman el rendimiento del clasiﬁcador cen-






Tasa de falsos positivos (FPR, False Positive Rate): proporción de casos negativos




= 1− specificity (13.13)
Tasa de falsos negativos (FNR, False Negative Rate): proporción de casos positivos




= 1− sensitivity (13.14)
F -medida (F-measure): combina precisión y recall como medida de la efectividad en
el proceso de clasiﬁcación, en función de la importancia relativa de dichas medidas,
controladas mediante un parámetro β. De esta manera, favorece la precisión cuando
β > 1, y el recall en otro caso. Generalmente se establece β = 1, con lo que la F -
medida será igual a la media armónica entre precisión y recall, recibiendo el nombre
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Figura 13.16: Reducción de una matriz de confusión 5x5
de F1-medida.
F −measure = (1 + β)
2 · (precision · recall)
β2 · precision+ recall (13.15)




2 · TP + FP + FN (13.16)
Coeﬁciente Kappa [14]: tiene en consideración las distribuciones marginales para
la matriz de confusión, compensando los aciertos aleatorios. Su propósito original era
Figura 13.17: Reducción de una matriz de confusión 5x5
medir el grado de acuerdo o desacuerdo entre dos personas observando un mismo
fenómeno. El coeﬁciente Kappa de Cohen se puede adaptar a tareas de clasiﬁcación,
y su valor proporciona una idea acerca del porcentaje de clasiﬁcación correcta, una
vez que se elimina el componente de aleatoriedad. Un valor de Kappa superior a 0
es indicativo de que el clasiﬁcador se está comportando mejor que un clasiﬁcador
aleatorio. Para una matriz de confusión de N × N como la de la Tabla 13.16, el
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coeﬁciente Kappa se deﬁne como la concordancia observada, calculada como la suma







i=1 Tri · Tci
T 2 −∑Ni=1 Tri · Tci (13.17)
Figura 13.18: Reducción de una matriz de confusión 5x5
donde:
hii son el número de ejemplos en la diagonal principal, es decir,
el número de TP para cada clase.
Área bajo la curva ROC : la curva ROC es una gráﬁca cuyo eje X representa la
Figura 13.19: Reducción de una matriz de confusión 5x5
FPR y el eje Y indica la TPR. El punto (0,1) representará el clasiﬁcador perfecto,
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ya que identiﬁca todos los casos positivos y negativos correctamente. El punto (0,0)
representa un clasiﬁcador que predice todos los casos como negativos, mientras que
el (1,1) corresponde a un clasiﬁcador que predice todos los casos como positivos.























Figura 13.20: Curva ROC para un clasiﬁcador discreto
La curva ROC permite visualizar en dos dimensiones el rendimiento de un clasiﬁ-
cador, mostrando la relación existente entre la sensibilidad y la especiﬁcidad. Sin
embargo, para comparar algoritmos se necesita una medida escalar del rendimiento
del clasiﬁcador. Por este motivo se propuso el área bajo la curva (AUC, Area Under
the ROC Curve) [18], cuyo valor en la práctica estará siempre comprendido entre
0,5 y 1. Un clasiﬁcador aleatorio tendrá un valor de AUC de 0,5, y su curva ROC
asociada coincidirá con la diagonal. En la Figura 13.20 se muestra la curva ROC
para un clasiﬁcador discreto que obtiene una sensibilidad y una especiﬁdad del 87 %,
y donde el área de color representa el AUC. Para una única ejecución de un algo-
ritmo, mediante transformaciones trigonométricas simples, se demuestra que el AUC
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Figura 13.21: Reducción de una matriz de confusión 5x5
es igual a la media aritmética entre sensibilidad y especiﬁcidad:
AUC =







GBAP [52](Grammar-Based Ant Programming), un algoritmo de AP basado en gra-
mática que ha sido el primero de este paradigma en abordar la tarea de clasiﬁcación de
DM. GBAP extrae reglas de clasiﬁcación fácilmente comprensibles y que pueden ayudar a
expertos en la toma de decisiones. Está guiado por una CFG que garantiza la creación de
individuos válidos. Para calcular la probabilidad de transición a cada estado disponible, el
algoritmo aplica dos funciones heurísticas complementarias, a diferencia de los algoritmos
clásicos de ACO que emplean una sola. La selección del consecuente de la regla y la se-
lección de las reglas que conforman el clasiﬁcador ﬁnal se realiza siguiendo un enfoque de
nichos.
Clasiﬁcador para el atributo door-changes
La Figura 13.22 recoge el clasiﬁcador para el atributo door-changes obtenido mediante
GBAP empleando el dataset tfm.arﬀ . Como se puede apreciar, el clasiﬁcador consta de 4
reglas encadenadas que guían el proceso de clasiﬁcación de una instancia para este atributo.
Para la ejecución de este experimento se han generado 10 particiones estratiﬁcadas del
conjunto de datos total y se ha validado el modelo realizando una validación cruzada con
dichas particiones. Finalmente, mientras que en la Tabla 13.17 se recoge un resumen de
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Figura 13.22: Clasiﬁcador para el atributo door-changes
los resultados de la validación realizada sobre el clasiﬁcador en la Tabla 13.18 se muestra
la matriz de confusión, explicada al comienzo de esta Sección.
Tabla 13.17: Resultado de la validación del clasiﬁcador para door-changes.
Class door-changes
Predictive accuracy train 99.43% ± 0.02%






Correctly classiﬁed instances 18139
Incorrectly classiﬁed instances 107
Tabla 13.18: Matriz de confusión del clasiﬁcador para door-changes.
a b Test outcome
18104 11 a = no
96 35 b = yes
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Clasiﬁcador para el atributo motion
Similarmente al anterior, la Figura 13.23 recoge el clasiﬁcador para el atributo motion
generado por el algoritmo GBAP. Como se puede apreciar, en este caso se obtiene un
clasiﬁcador más complejo que el anterior al necesitar de 8 reglas para realizar la clasiﬁcación
de una instancia mediante el atributo motion.
Figura 13.23: Clasiﬁcador para el atributo motion-changes
Al igual que en el clasiﬁcador anterior, se han generado 10 particiones estratiﬁcadas del
conjunto de datos total y se ha validado el modelo realizando una validación cruzada con
dichas particiones. El resumen de los resultados obtenidos en la validación son recogidos
en la Tabla 13.19. Para concluir, la matriz de confusión obtenida puede ser vista en la
Tabla 13.20.
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Tabla 13.19: Resultado de la validación del clasiﬁcador para motion.
Class motion
Predictive accuracy train 97.07% ± 0.05%






Correctly classiﬁed instances 17711
Incorrectly classiﬁed instances 535
Tabla 13.20: Matriz de confusión del clasiﬁcador para motion.
a b Test outcome
16534 151 a = no




14.1. Conclusiones sobre los objetivos planteados
Todos los objetivos que fueron deﬁnidos en el Capítulo 3 del presente trabajo han sido
cumplidos:
Se puede aﬁrmar que el objetivo general de este trabajo ha sido alcanzado, pues éste
consistía en la implementación de una solución basada en una red de sensores sin
hilos para la monitorización de instalaciones.
Se ha extraído conocimiento útil del dominio a partir de la aplicación de técnicas de
minería de datos sobre los datos recopilados en la monitorización.
Se ha deﬁnido e implementado una arquitectura software extensible por lo que la
aplicación es susceptible de poder ser mejorada en un futuro, debido a la modularidad
de la que dispone.
14.2. Posibles mejoras
La mejora más inmediata consiste en el despliegue de un mayor número de nodos entre
distintas salas de control. Además, se podría estudiar la posibilidad de incluir más sensores
al Sistema.
En referencia a la aplicación software VisualSensor se podría mejorar la monitorización
con la inclusión de gráﬁcas para la visualización de los datos de los sensores. Por otro
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lado, una vez que ha quedado identiﬁcada la disposición ﬁnal del conjunto de datos (tras
preprocesamiento, ver Sección 4.8) se podría realizar de manera automática las tareas de
transformación sobre los datos en tiempo de ejecución para almacenar los datos de manera
deﬁnitiva automáticamente. En este sentido, se descargaría al analista de los datos de esta
tediosa tarea. Por otro lado, podría resultar interesante desarrollar una aplicación web o
móvil que permitiera la monitorización remota.
14.3. Trabajo futuro
Como trabajo futuro se desea aplicar este Sistema implementado sobre un dominio
de mayor entidad. Además, se plantea la posibilidad de que el Sistema realizara automá-
ticamente tanto la tarea de preprocesamiento como las tareas de minería en tiempo de
ejecución. En ese sentido, se podría dotar al mismo de un rol de apoyo a la decisión sobre
un dominio de aplicación adecuado. Incluso, se va estudiar la posibilidad de añadir actua-
dores a la tecnología de control para abordar un sistema totalmente autónomo capaz de
inferir la mejor decisión para un cierto caso y además, sea capaz de llevarla a cabo.
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Manual de Usuario de VisualSensor
La herramienta VisualSensor responsable de la monitorización y construcción del con-
junto de datos es servida en forma de ﬁchero jar ejecutable. Por consiguiente, la aplicación
puede ser ejecutada desde cualquier JVM (Java Virtual Machine), versión 6 o superior, de
un Sistema Operativo.
Antes de ejecutar la aplicación, es necesario tener conectado la antena XBee que hará
de coordinador de la red al puerto del ordenador que ejecutará VisualSensor y obtener el
puerto sobre el cual éste se ha conectado. Para tal ﬁn, en una distribución de Linux se
puede obtener el conjunto de puertos COM conectados mediante el siguiente comando:
ls /dev/ttyUSB*
Los usuarios de Windows pueden encontrar una lista de los puertos COM activos
seleccionando el Administrador de dispositivos en el Panel de control. Similarmente a Linux,
en un sistema Macintosh los usuarios pueden acceder a esta información a través del
comando:
ls /dev/tty.*
Tras averiguar el puerto de serie empleado por el coordinador se ejecuta la aplicación
mediante el comando:
java -jar VisualSensor.jar
Una vez lanzada, aparecerá la interfaz principal de la herramienta, ver Figura A.1.
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Figura A.1: Interfaz principal de VisualSensor.
Antes de comenzar a capturar los datos obtenidos desde los distintos nodos, se debe
conﬁgurar el puerto de conexión serie del coordinador, obtenido en el paso anterior, y la
ubicación en la que deseamos que sea generado el dataset. Para ello, se debe acceder a
la ventana de conﬁguración, ver Figura A.2, haciendo click sobre el botón Conﬁgure, y
rellenar dicha información.
Figura A.2: Ventana de conﬁguración.
Tras la conﬁguración, se inicia la ejecución del Sistema a través del botón Start.
Finalmente, el usuario de la aplicación puede decidir en cualquier momento detener la
captura de datos desde los nodos pulsando sobre el botón Stop.
APE´NDICEB
Memoria económica
En este anexo se recoge el coste económico de todos los elementos que son requeridos
para la implementación de la propuesta presentada. Para dicho estudio no se ha tenido en
cuenta el portátil empleado para ejecutar VisualSensor.
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Tabla B.1: Coste económico del proyecto.
Unidad Descripción Precio unit. Total
1 Arduino UNO Rev.3 22,00 ¿ 22,00 ¿
1 XBee USB explorer 15,00 ¿ 15,00 ¿
2 XBee ZB On-Chip Module 21,00 ¿ 42,00 ¿
1 Shield XBee for Arduino UNO 17,00 ¿ 17,00 ¿
2 40 Pin Break Away Male Header 2,50 ¿ 5,00 ¿
1 Fuente de Alimentación 12V/1A 7,50 ¿ 7,50 ¿
3 LED 3mm 2v4 10mA 0,10 ¿ 0,30 ¿
3 Resistencia 220Ω 0,02 ¿ 0,06 ¿
1 Resistencia 10KΩ 1/4W 5% 0,02 ¿ 0,02 ¿
1 Resistencia 1KΩ 1/4W 5% 0,02 ¿ 0,02 ¿
1 Breadboard 7,40 ¿ 7,40 ¿
1 PIR sensor 7,14 ¿ 7,14 ¿
1 Analog Sound sensor 8,47 ¿ 8,47 ¿
1 Magnetic Door Switch sensor 3,63 ¿ 3,63 ¿
1 Mini Photocell (LDR) sensor 1,45 ¿ 1,45 ¿
1 DHT22 sensor 11,35 ¿ 11,35 ¿
1 Caja 7,00 ¿ 7,00 ¿
COSTE TOTAL 155,34
APE´NDICEC
Datasheets de los componentes empleados
A continuación se adjunta el datasheet de cada uno de los componentes empleados para
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Digital-output relative humidity & temperature sensor/module
AM2303
Capacitive-type humidity and temperature module/sensor
1. Feature &Application:
* Full range temperature compensated * Relative humidity and temperature measurement
* Calibrated digital signal *Outstanding long-term stability *Extra components not needed
* Long transmission distance * Low power consumption *4 pins packaged and fully interchangeable
2. Description:
AM2303 output calibrated digital signal. It utilizes exclusive digital-signal-collecting-technique and humidity
sensing technology, assuring its reliability and stability.Its sensing elements is connected with 8-bit single-chip
computer.
Every sensor of this model is temperature compensated and calibrated in accurate calibration chamber and the
calibration-coefficient is saved in type of programme in OTP memory, when the sensor is detecting, it will cite
coefficient from memory.
Small size & low consumption & long transmission distance(20m) enable AM2303 to be suited in all kinds of
harsh application occasions.
Single-row packaged with four pins, making the connection very convenient.
3.Technical Specification:
Model AM2303
Power supply 3.3-6V DC
Output signal digital signal via single-bus
Sensing element Polymer humidity capacitor & DS18B20 for detecting temperature
Measuring range humidity 0-100%RH; temperature -40~125Celsius
Aosong(Guangzhou) Electronics Co.,Ltd
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4. Dimensions: (unit----mm)
Pin sequence number: 1 2 3 4 (from left to right direction).
5.Operating specifications:
(1) Power and Pins
Power's voltage should be 3.3-6V DC. When power is supplied to sensor, don't send any instruction to the sensor
within one second to pass unstable status. One capacitor valued 100nF can be added between VDD and GND for
wave filtering.
(2) Communication and signal
Single-bus data is used for communication between MCU and AM2303, it costs 5mS for single time
communication.
Accuracy humidity +-2%RH(Max +-5%RH); temperature +-0.2Celsius
Resolution or sensitivity humidity 0.1%RH; temperature 0.1Celsius
Repeatability humidity +-1%RH; temperature +-0.2Celsius
Humidity hysteresis +-0.3%RH
Long-term Stability +-0.5%RH/year
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Data is comprised of integral and decimal part, the following is the formula for data.
AM2303 send out higher data bit firstly!
DATA=8 bit integral RH data+8 bit decimal RH data+8 bit integral T data+8 bit decimal T data+8 bit check-
sum
If the data transmission is right, check-sum should be the last 8 bit of "8 bit integral RH data+8 bit decimal RH
data+8 bit integral T data+8 bit decimal T data".
When MCU send start signal, AM2303 change from low-power-consumption-mode to running-mode. When
MCU finishs sending the start signal, AM2303 will send response signal of 40-bit data that reflect the relative
humidity and temperature information to MCU. Without start signal from MCU,AM2303 will not give response
signal to MCU. One start signal for one time's response data that reflect the relative humidity and temperature
information from AM2303. AM2303 will change to low-power-consumption-mode when data collecting finish if
it don't receive start signal from MCU again.
1) Check bellow picture for overall communication process:
------------------------------------------------------------------------------------------------------------------------------------
Host computer send out
start signal. Data transmission finished,
Sensor send out and RL pull up bus's voltage
response signal. Output data: 1bit"0" for next transmission
Pull up and wait Host's signal Sensor's signal Output data: 1bit "1"
response from sensor Sensor pull down
Pull up voltage and get bus's voltage
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2) Step 1: MCU send out start signal to AM2303
Data-bus's free status is high voltage level. When communication between MCU and AM2303 begin, program
of MCU will transform data-bus's voltage level from high to low level and this process must beyond at least 18ms
to ensure AM2303 could detect MCU's signal, then MCU will wait 20-40us for AM2303's response.
Check bellow picture for step 1:
------------------------------------------------------------------------------------------------------------------------------------
Host computer send start signal Sensor send out response signal
- and keep this signal at least 500us - and keep this signal 80us
Host pull up voltage
-and wait sensor's response Sesnor pull up bus's voltage




Step 2: AM2303 send response signal to MCU
When AM2303 detect the start signal, AM2303 will send out low-voltage-level signal and this signal last 80us
as response signal, then program of AM2303 transform data-bus's voltage level from low to high level and last
80us for AM2303's preparation to send data.
Check bellow picture for step 2:
Aosong(Guangzhou) Electronics Co.,Ltd
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------------------------------------------------------------------------------------------------------------------------------------
Start transmit 1bit data Start transmit next bit data
26-28us voltage-length means data "0"
Host signal Sesnor's signal
Single-bus signal
------------------------------------------------------------------------------------------------------------------------------------
Step 3: AM2303 send data to MCU
When AM2303 is sending data to MCU, every bit's transmission begin with low-voltage-level that last 50us,
the following high-voltage-level signal's length decide the bit is "1" or "0".
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70us voltage-length means 1bit data "1"
Start transmit 1bit data Start transmit next bit data
Host signal Sensor's signal
Single-bus signal
------------------------------------------------------------------------------------------------------------------------------------
If signal from AM2303 is always high-voltage-level, it means AM2303 is not working properly, please check
the electrical connection status.
6. Electrical Characteristics:
*Collecting period should be : >1.7 second.
7.Attentions of application:
(1) Operating and storage conditions
We don't recommend the applying RH-range beyond the range stated in this specification. The DHT11 sensor
Item Condition Min Typical Max Unit
Power supply DC 3.3 5 5.5 V
Current supply Measuring 1.3 1.5 2.1 mA
Average 0.5 0.8 1.1 mA
Collecting
period
Second 1.7 2 Second
Aosong(Guangzhou) Electronics Co.,Ltd
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- 7 -
can recover after working in non-normal operating condition to calibrated status, but will accelerate sensors'
aging.
(2) Attentions to chemical materials
Vapor from chemical materials may interfere AM2303's sensitive-elements and debase AM2303's sensitivity.
(3) Disposal when (1) & (2) happens
Step one: Keep the AM2303 sensor at condition of Temperature 50~60Celsius, humidity <10%RH for 2 hours;
Step two: After step one, keep the AM2303 sensor at condition of Temperature 20~30Celsius, humidity
>70%RH for 5 hours.
(4) Attention to temperature's affection
Relative humidity strongly depend on temperature, that is why we use temperature compensation technology
to ensure accurate measurement of RH. But it's still be much better to keep the sensor at same temperature when
sensing.
AM2303 should be mounted at the place as far as possible from parts that may cause change to temperature.
(5) Attentions to light
Long time exposure to strong light and ultraviolet may debase AM2303's performance.
(6) Attentions to connection wires
The connection wires' quality will effect communication's quality and distance, high quality shielding-wire is
recommended.
(7) Other attentions
* Welding temperature should be bellow 260Celsius.
* Avoid using the sensor under dew condition.
* Don't use this product in safety or emergency stop devices or any other occasion that failure of AM2303
may cause personal injury.
Special Proximity Sensors




















• Magnetically actuated reed switch
• Matching permanent magnet
• Hermetically sealed contacts
• AC/DC compatibility
• High-impact thermoplastic housings
• Compact size
• Compatible with solid state
logic requirements






41FR2 (for 40FR switches)
52FR1 (for 50FR switches)
Magnet Actuators
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Special Proximity Sensors


















































































































































11mm to 20mm Sensing Range
 Dimensions (mm)
2- and 3-wire Contact




























































































































































































































































































































































































































































































































































































































































































































































































































PIR Sensor Module MemoSE-10
Specifications
ITEM Specification Unit Condition
Sensor Type Dual Element
Housing TO 5
Element Size 2 1 mm
Spacing 1 mm
Responsivity Min 3.2 xv/w 7...14mm, 1Hz,100
Typ 4.0 (One element cover)
Match Max <10 % 7...14mm, 1Hz,100
(Both  element expose)
Noise Typ 20 p-p 25 , 0.4...10Hz
Max 50 V
Effect Voltage Min 0.2 Re=47XO
Max 1.5
Window Material Silicon, coated
Spectral Range Transmission T>30 average % 7...14mm
Blocking T<0.1 <5mm
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Analog Sound Sensor (SKU:
DFR0034)
Introduction
This small breakout board couples a small electret
microphone with a 100x opamp to amplify the sounds
of voice, door knocks, etc loud enough to be picked up
by a microcontroller's Analog to Digital converter.
Pin Definition




Analog Sensor Pin Definition
Connection Diagram
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      int val;
      val=analogRead(0);   //connect mic sensor to Analog 0
      Serial.println(val,DEC);//print the sound value to serial       
      delay(100);
}
Projects
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1. XBee Series 2 OEM RF Modules
The XBee Series 2 OEM RF Modules were engineered to 
operate within the ZigBee protocol and support the unique 
needs of low-cost, low-power wireless sensor networks. 
The modules require minimal power and provide reliable 
delivery of data between remote devices.




FCC Approval (USA) Refer to Appendix A [p50] for FCC Requirements. 
Systems that contain XBee Series 2 RF Modules inherit MaxStream Certifications.
ISM (Industrial, Scientific & Medical) 2.4 GHz frequency band
Manufactured under ISO 9001:2000 registered standards
XBee Series 2 RF Modules are optimized for use in US, Canada, Australia, Israel 
and Europe (contact MaxStream for complete list of agency approvals).
High Performance, Low Cost
• Indoor/Urban: up to 133’ (40 m)
• Outdoor line-of-sight: up to 400’ (120 m)
• Transmit Power: 2 mW (+3 dBm)
• Receiver Sensitivity: -95 dBm
RF Data Rate: 250,000 bps
Advanced Networking & Security
Retries and Acknowledgements
DSSS (Direct Sequence Spread Spectrum)
Each direct sequence channel has over 
65,000 unique network addresses available
Point-to-point, point-to-multipoint  
and peer-to-peer topologies supported




• TX Current: 40 mA (@3.3 V)
• RX Current: 40 mA (@3.3 V)
• Power-down Current: < 1 µA @ 25oC
 Easy-to-Use
No configuration necessary for out-of box 
RF communications




Free X-CTU Software 
(Testing and configuration software)






Antenna Options: The ranges specified are typical when using the integrated Whip (1.5 dBi) and Dipole (2.1 dBi) 
antennas. The Chip antenna option provides advantages in its form factor; however, it typically yields shorter range than 
the Whip and Dipole antenna options when transmitting outdoors. For more information, refer to the “XBee Series 2 
Antenna” application note located on MaxStream’s web site  
http://www.maxstream.net/support/knowledgebase/article.php?kb=153
Table 1‐01. Specifications of the XBee Series 2 OEM RF Module (PRELIMINARY)   
Specification XBee Series 2
Performance
Indoor/Urban Range up to 133 ft. (40 m)
Outdoor RF line-of-sight Range up to 400 ft. (120 m)
Transmit Power Output 
(software selectable) 2mW (+3dBm)
RF Data Rate 250,000 bps
Serial Interface Data Rate
(software selectable)
1200 - 230400 bps
(non-standard baud rates also supported)
Receiver Sensitivity  -95 dBm (1% packet error rate)
Power Requirements
Supply Voltage 2.8 – 3.4 V
Operating Current (Transmit) 40mA (@ 3.3 V)
Operating Current (Receive) 40mA (@ 3.3 V)
Power-down Current < 1 uA @ 25oC
General
Operating Frequency Band ISM 2.4 GHz
Dimensions 0.960” x 1.087” (2.438cm x 2.761cm)
Operating Temperature -40 to 85º C (industrial)
Antenna Options Integrated Whip, Chip, RPSMA, or U.FL Connector
Networking & Security
Supported Network Topologies Point-to-point, Point-to-multipoint, Peer-to-peer & Mesh
Number of Channels
(software selectable) 16 Direct Sequence Channels
Addressing Options PAN ID and Addresses, Cluster IDs and Endpoints (optional)
Agency Approvals
United States (FCC Part 15.247) Pending









The XBee Series 2 RF Module (through-hole) was designed to mount into a receptacle (socket) and 
therefore does not require any soldering when mounting it to a board. The XBee Series 2 
Development Kits contain RS-232 and USB interface boards which use two 20-pin receptacles to 
receive modules.
Figure 1‐02. XBee Series 2 Module Mounting to an RS‐232 Interface Board. 
The receptacles used on MaxStream development boards are manufactured by Century 
Interconnect. Several other manufacturers provide comparable mounting solutions; however, 
MaxStream currently uses the following receptacles:
• Through-hole single-row receptacles -  
Samtec P/N: MMS-110-01-L-SV (or equivalent)
• Surface-mount double-row receptacles -  
Century Interconnect P/N: CPRMSL20-D-0-1 (or equivalent)
• Surface-mount single-row receptacles -  
Samtec P/N: SMM-110-02-SM-S
MaxStream also recommends printing an outline of the module on the board to indicate the 









• Minimum connections: VCC, GND, DOUT & DIN
• Minimum connections to support firmware upgrades: VCC, GND, DIN, DOUT, RTS & DTR
• Signal Direction is specified with respect to the module
• Module includes a 30k Ohm resistor attached to RESET
• Several of the input pull-ups can be configured using the PR command
• Unused pins should be left disconnected
Table 1‐02. Pin Assignments for the XBee Series 2 Modules 
(Low‐asserted signals are distinguished with a horizontal line above signal name.)
Pin # Name Direction Description
1 VCC - Power supply
2 DOUT Output UART Data Out
3 DIN / CONFIG  Input UART Data In
4 DIO8 Either Digital I/O 8
5 RESET  Input Module Reset (reset pulse must be at least 200 ns)
6 PWM0 / RSSI / DIO10 Output PWM Output 0 / RX Signal Strength Indicator / Digital IO
7 PWM / DIO11 Either Digital I/O 11
8 [reserved] - Do not connect
9 DTR / SLEEP_RQ/ DI8 Input Pin Sleep Control Line or Digital Input 8
10 GND - Ground
11 DIO4 Either Digital I/O 4
12 CTS  / DIO7 Either Clear-to-Send Flow Control or Digital I/O 7
13 ON / SLEEP Output Module Status Indicator
14 [reserved] - Do not connect
15 Associate / DIO5 Either Associated Indicator, Digital I/O 5
16 RTS / DIO6 Either Request-to-Send Flow Control, Digital I/O 6
17 AD3 / DIO3 Either Analog Input 3 or Digital I/O 3
18 AD2 / DIO2 Either Analog Input 2 or Digital I/O 2
19 AD1 / DIO1 Either Analog Input 1 or Digital I/O 1






Symbol Parameter Condition Min Typical Max Units
VIL Input Low Voltage All Digital Inputs - - 0.2 * VCC V
VIH Input High Voltage All Digital Inputs 0.8 * VCC -  0.18* VCC V
VOL Output Low Voltage IOL = 2 mA, VCC >= 2.7 V - - 0.18*VCC V
VOH Output High Voltage IOH  = -2 mA, VCC >= 2.7 V 0.82*VCC - - V
IIIN Input Leakage Current VIN = VCC or GND, all inputs, per pin - - 0.5uA uA
TX Transmit Current VCC = 3.3 V - 45 - mA
RX Receive Current VCC = 3.3 V - 50 - mA




A continuación se adjunta el código para el microcontrolador del Arduino que realizará
las lecturas de cada uno de los sensores y enviará los datos inalámbricamente al nodo
central.
195







#define PHOTOPIN 0        // data pin of the photoresistence
#define SOUNDPIN 1        // data pin of the sound sensor
//DIGITAL
#define PIRPIN 2          // data pin of PIR sensor
#define REEDPIN 3         // data pin of the magnetic door switch
#define DHTPIN 4          // data pin of the DHT22 sensor
#define SETUPPIN 12       // setup-led pin





#define DHTTYPE DHT22     // DHT 22  (AM2302)
// create the DHT object
DHT dht(DHTPIN, DHTTYPE);
// create the XBee object
XBee xbee = XBee();
// payload configuration
// payload[0-1] Sensor ID (int)
// payload[2-5] Humidity (float)




// payload[16-17] Magnetic Door Switch
uint8_t payload[18] = { 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
// union to convery float to byte int
union v_tag {
    uint8_t b[2];
    int ival;
} v;
// union to convery float to byte string
union u_tag {
    uint8_t b[4];
    float fval;
} u;
// SH + SL Address of receiving XBee
XBeeAddress64 addr64 = XBeeAddress64(0x0013a200, 0x400a00d6);
ZBTxRequest zbTx = ZBTxRequest(addr64, payload, sizeof(payload));
ZBTxStatusResponse txStatus = ZBTxStatusResponse();
int id = 1;
int light_val=0;
int sound_val=0;
volatile int door_state = HIGH;
volatile int motion_state = LOW;
 
void setup() {
  pinMode(SETUPPIN, OUTPUT);  
  pinMode(READYPIN, OUTPUT);
  









  pinMode(REEDPIN, INPUT);
  digitalWrite(REEDPIN, HIGH); // turn on pull up
  
  digitalWrite(SETUPPIN, LOW);
  
  //Add interruptions
  attachInterrupt(0, changeMotionEvent, RISING);    // interruption for motion changes 




  // set door flag to current door sensor state
  // door_val=door_state;
  
  // init motion flag to current motion sensor state
  // pir_val=motion_state;
  
  digitalWrite(READYPIN, HIGH);
  
  motion_state = digitalRead(PIRPIN); //read state of the PIR
  door_state = digitalRead(REEDPIN);
  light_val = analogRead(PHOTOPIN);
  
  // Reading temperature or humidity takes about 250 milliseconds!
  // Sensor readings may also be up to 2 seconds 'old' (its a very slow sensor)
  float h = dht.readHumidity();
  float t = dht.readTemperature();
 sound_val = analogRead(SOUNDPIN);
int aux_sound_val = 0;
int i = 0;
for(i=0; i<50; i++){
 aux_sound_val = analogRead(SOUNDPIN);
if(aux_sound_val > sound_val){





// FOR DEBUGGING ...
  Serial.print(F("Light: ")); 
  Serial.println(light_val);
  
  Serial.print(F("Sound: ")); 
  Serial.println(sound_val);
  
  // check if returns are valid, if they are NaN (not a number) then something went wrong!
  if (!isnan(t) && !isnan(h)) {
     
    Serial.print(F("Humidity: ")); 
    Serial.println(h);
    Serial.print(F(" %\t"));
    Serial.println(F("Temperature: ")); 
    Serial.print(t);
    Serial.println(F(" C"));
      if(door_state == LOW) {
       Serial.println("The door is open");
    } else {
             Serial.println("The door is closed");
    }
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  if (motion_state == LOW) {
    Serial.println("--No motion"); //if the value read is low, there was no motion
  }
  else {






    //Add Sensor ID data to payload
    v.ival = id;
    for (int i=0;i<2;i++){
      payload[i]=v.b[i];
    }
        
    //Add Humidity data to payload
    // convert humidity into a byte array and copy it into the payload array
    u.fval = h;
    for (int i=0;i<4;i++){
      payload[i+2]=u.b[i];
    }
    
    //Add Temperature data to payload 
    // same for the temperature
    u.fval = t;
    for (int i=0;i<4;i++){
      payload[i+6]=u.b[i];
    }
     
    //Add Light data to payload
    v.ival = light_val;
    for (int i=0;i<2;i++){
      payload[i+10]=v.b[i];
    }
    
    //Add Sound data to payload
    v.ival = sound_val;
    for (int i=0;i<2;i++){
      payload[i+12]=v.b[i];
    }
    
    //Add PIR data to payload
    v.ival = motion_state;
    for (int i=0;i<2;i++){
      payload[i+14]=v.b[i];
    }
    
    //Add Magnetic door switch data to payload
    v.ival = door_state;
    for (int i=0;i<2;i++){
      payload[i+16]=v.b[i];
    }
   
    digitalWrite(SETUPPIN, HIGH);
    xbee.send(zbTx);
  
  Serial.println(""); 
  
  
    // after sending a tx request, we expect a status response
    // wait up to half second for the status response
    if (xbee.readPacket(500)) {
      // got a response!
      // should be a znet tx status             
      if (xbee.getResponse().getApiId() == ZB_TX_STATUS_RESPONSE) {
        xbee.getResponse().getZBTxStatusResponse(txStatus);
        // get the delivery status, the fifth byte
        if (txStatus.getDeliveryStatus() == SUCCESS) {
          // success.  time to celebrate
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        } else {
          // the remote XBee did not receive our packet. is it powered on?
         
        }
      }
    } else if (xbee.getResponse().isError()) {
      Serial.print("Error reading packet.  Error code: ");  
      Serial.println(xbee.getResponse().getErrorCode());
    } else {
      // local XBee did not provide a timely TX Status Response -- should not happen
     
    }
    
  }













A continuación se adjunta el código íntegro que permite construir la aplicación Java






public class Configure {
// ////////////////////////////////////////////////////////
// APPLICATION WINDOWS DATA
// ////////////////////////////////////////////////////////
public static String WINDOWS_TITLE = "Sensors Viewer";
public static String WINDOWS_VERSION = "1.0";
public static String WINDOWS_SENSOR_1 = "Laboratorio";
public static String WINDOWS_SENSOR_2 = "Aula 2";
public static String WINDOWS_SENSOR_3 = "Aula 3";
public static String WINDOWS_SENSOR_4 = "Aula 4";
public static String WINDOWS_ICON_STOPPED = "/images/icon_stopped.gif";
public static String WINDOWS_ICON_RUNNING = "/images/icon_running.gif";
public static String WINDOWS_DEFAULT_VALUE = "--.-";
public static String WINDOWS_TEXTFIELD_FONT = "Courier New";
public static int WINDOWS_TEXTFIELD_STYLE = Font.BOLD;
public static int WINDOWS_TEXTFIELD_SIZE = 14;
public static String WINDOWS_TEXTFIELD_TEMPERATURE = "T";
public static String WINDOWS_TEXTFIELD_HUMIDITY = "   H";
public static String WINDOWS_TEXTFIELD_LIGHT = "L";
public static String WINDOWS_TEXTFIELD_SOUND = "S";
public static String WINDOWS_TEXTFIELD_PIR = "PIR";
public static String WINDOWS_TEXTFIELD_DOOR = "D";
public static final String LOOK_AND_FEEL_NIMBUS = "Nimbus";
public static final String LOOK_AND_FEEL_METAL = "Metal";
public static final String LOOK_AND_FEEL_SYSTEM = "System";
public static final String LOOK_AND_FEEL_MOTIF = "Motif";
public static final String LOOK_AND_FEEL_GTK = "GTK";
// ////////////////////////////////////////////////////////
// SERIAL PORT DATA
// ////////////////////////////////////////////////////////
public static String SERIAL_PORT = "/dev/ttyUSB0";




public static int DATA_REFRESH_TIME_IN_MILLISECONDS = 5000;
public static String DEFAULT_PATH = "/home/i72jamaj/Escritorio/";
public static String DATASET_FILENAME = "tfm.arff";
public static String ARFF_HEADER = "@RELATION tfm" + "\n" +
"@ATTRIBUTE day-of-week {monday, tuesday, 
wednesday, thursday, friday, saturday, sunday}" + "\n" +
"@ATTRIBUTE hour REAL" + "\n" +
"@ATTRIBUTE minute REAL" + "\n" +
"@ATTRIBUTE temperature REAL" + "\n" +
"@ATTRIBUTE humidity REAL" + "\n" +
"@ATTRIBUTE light REAL" + "\n" +
"@ATTRIBUTE sound REAL" + "\n" +
"@ATTRIBUTE num-motions REAL" + "\n" +
"@ATTRIBUTE num-door-changes REAL" + "\n" +























private static final long serialVersionUID = -338436449288007797L;
private static JTextField port_textField;
private static JTextField path_textField;
/**
 * Launch the application.
 */
public static void main(String[] args) {
try {
ConfigureDialog dialog = new ConfigureDialog(null, null);
dialog.setDefaultCloseOperation(JDialog.DISPOSE_ON_CLOSE);
dialog.setVisible(true);





 * Create the dialog.
 */
public ConfigureDialog(String port, String path) {
setTitle("Configure Dialog");








JButton okButton = new JButton("OK");
okButton.addActionListener(new ActionListener() {













JButton cancelButton = new JButton("Cancel");
cancelButton.addActionListener(new ActionListener() {









JPanel panel = new JPanel();















JPanel panel = new JPanel();
getContentPane().add(panel, BorderLayout.WEST);
{










JButton button = new JButton("...");
button.addActionListener(new ActionListener() {
public void actionPerformed(ActionEvent arg0) {
JFileChooser jfc = new JFileChooser();
jfc.setFileSelectionMode(JFileChooser.DIRECTORIES_ONLY);
jfc.setDialogTitle("Select a directory");
 int choice = jfc.showOpenDialog(((JButton) arg0.getSource()));
      jfc.setSize(400, 300);
      
       if (choice == JFileChooser.APPROVE_OPTION)
         {
           
       
path_textField.setText(jfc.getSelectedFile().getAbsolutePath());
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this.temperature = new ArrayList<Double>();
this.humidity =  new ArrayList<Double>();
this.light =  new ArrayList<Integer>();
this.sound =  new ArrayList<Integer>();
this.motion =  new ArrayList<Integer>();
this.door =  new ArrayList<Integer>();
symbols = new DecimalFormatSymbols();
symbols.setDecimalSeparator('.');
formatter = new DecimalFormat("####.##",symbols);
}
public void addTemperature(Double temperature){
this.temperature.add(temperature);
}
public void addHumidity(Double humidity){
this.humidity.add(humidity);
}
public void addLight(Integer light){
this.light.add(light);
}
public void addSound(Integer sound){
this.sound.add(sound);
}





public void setSound(List<Integer> sound) {
this.sound = sound;
}
public List<Integer> getDoor() {
return door;
}
public void setDoor(List<Integer> door) {
this.door = door;
}
public void addMotion(Integer motion){
this.motion.add(motion);
}






for(Double aux_temp : getTemperature())
total+= aux_temp;






for(Double aux_hum : getHumidity())
total+= aux_hum;






for(Integer aux_light : getLight())
total+= aux_light;








for(Integer aux_sound : getSound())
total+= aux_sound;













int aux_door = door.get(0);












for(Integer aux_door : getDoor())
if(aux_door==1)
total++;
avg = (double) (total/(getDoor().size()*1.0));
return formatter.format(avg);
}





public void setTemperature(List<Double> temperature) {
this.temperature = temperature;
}
public List<Double> getHumidity() {
return humidity;
}
public void setHumidity(List<Double> humidity) {
this.humidity = humidity;
}
public List<Integer> getLight() {
return light;
}
public void setLight(List<Integer> light) {
this.light = light;
}
public List<Integer> getMotion() {
return motion;
}
public void setMotion(List<Integer> motion) {
this.motion = motion;
}
public Integer getDay() {
return day;
}
public void setDay(Integer day) {
this.day = day;
}
public Integer getHour() {
return hour;
}
public void setHour(Integer hour) {
this.hour = hour;
}
public Integer getMinute() {
return minute;
}







































 // Specify the look and feel to use by defining the LOOKANDFEEL constant
    final static String LOOKANDFEEL = Configure.LOOK_AND_FEEL_NIMBUS;
    // If you choose the Metal L&F, you can also choose a theme.
    // Specify the theme to use by defining the THEME constant
    // Valid values are: "DefaultMetal", "Ocean",  and "Test"
    final static String THEME = "DefaultMetal";
    
/**
 * Launch the application.
 */
public static void main(String[] args) {
EventQueue.invokeLater(new Runnable() {
public void run() {
try {
VisualSensor window = new VisualSensor();
window.frame.setVisible(true);




















        
}
/**
 * Initialize the contents of the frame.
 */
private void initGUI() {
frame = new JFrame();
setProperties(frame);
temp_textField_1 = new JTextField();
hum_textField_1 = new JTextField();
light_textField_1 = new JTextField();
sound_textField_1 = new JTextField();
pir_textField_1 = new JTextField();
door_textField_1 = new JTextField();
// PANEL 1























private JPanel createSensorsPanel(String title, JTextField t_textfield, JTextField 
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h_textfield, JTextField l_textfield, JTextField s_textfield, JTextField pir_textfield, 
JTextField door_textfield, int x, int y, int width, int height) {
JPanel panel = new JPanel();
FlowLayout flowLayout = (FlowLayout) panel.getLayout();
flowLayout.setAlignment(FlowLayout.CENTER);
panel.setBorder(new TitledBorder(new LineBorder(new Color(184, 207, 229)), title, 
TitledBorder.LEADING, TitledBorder.TOP, null, new Color(51, 51, 51)));
panel.setBounds(x, y, width, height);



























JPanel bottom_panel = new JPanel();
        FlowLayout bottom_flowLayout = (FlowLayout) bottom_panel.getLayout();
        bottom_flowLayout.setAlignment(FlowLayout.RIGHT);
        bottom_panel.setBounds(12, 100, 388, 34);
        frame.getContentPane().add(bottom_panel);
        
        JButton  btnConfigure = new JButton("Configure");
        bottom_panel.add(btnConfigure);
        
        JButton btnStart = new JButton("Start");
        bottom_panel.add(btnStart);
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        JButton btnStop = new JButton("Stop");
        bottom_panel.add(btnStop);
        
        icon_label = new JLabel("");
        bottom_panel.add(icon_label);
        icon_label.setIcon(new 
ImageIcon(getClass().getResource(Configure.WINDOWS_ICON_STOPPED)));
        
        btnStop.addActionListener(new ActionListener() {
        public void actionPerformed(ActionEvent e) {
        
        worker.stop();
        
                worker = new WorkerReceiver( temp_textField_1,
        hum_textField_1,
        light_textField_1,
        sound_textField_1,
        pir_textField_1,
        door_textField_1);
                
                icon_label.setIcon(new 
ImageIcon(getClass().getResource(Configure.WINDOWS_ICON_STOPPED)));
        }
        });
        btnStart.addActionListener(new ActionListener() {
        public void actionPerformed(ActionEvent arg0) {
        
        icon_label.setIcon(new 
ImageIcon(getClass().getResource(Configure.WINDOWS_ICON_RUNNING)));
        
                worker.execute();
        
        }
        });
        
        btnConfigure.addActionListener(new ActionListener() {
        public void actionPerformed(ActionEvent arg0) {
        
        ConfigureDialog dialog = new ConfigureDialog( VisualSensor.port,
        VisualSensor.path);
        dialog.setModal(true);
        dialog.setLocationRelativeTo(null);
        dialog.setVisible(true);
        
        }
        });
}
private void setProperties(JFrame aux_frame) {
aux_frame.setResizable(false);
aux_frame.setBounds(100, 100, 470, 170);
aux_frame.setDefaultCloseOperation(JFrame.EXIT_ON_CLOSE);
aux_frame.getContentPane().setLayout(null);




private void setProperties(JTextField aux_textfield) {











private static void doInitLookAndFeel(String selected_theme) {
String lookAndFeel = null;
       if (selected_theme != null) {
            if (selected_theme.equals("Metal")) {
                lookAndFeel = UIManager.getCrossPlatformLookAndFeelClassName();
              //  an alternative way to set the Metal L&F is to replace the 
              // previous line with:
              // lookAndFeel = "javax.swing.plaf.metal.MetalLookAndFeel";
                
            }
            
            else if (selected_theme.equals("Nimbus")) {
                lookAndFeel = "com.sun.java.swing.plaf.nimbus.NimbusLookAndFeel";
            } 
            
            else if (selected_theme.equals("System")) {
                lookAndFeel = UIManager.getSystemLookAndFeelClassName();
            } 
            
            else if (selected_theme.equals("Motif")) {
                lookAndFeel = "com.sun.java.swing.plaf.motif.MotifLookAndFeel";
            } 
            
            else if (selected_theme.equals("GTK")) { 
                lookAndFeel = "com.sun.java.swing.plaf.gtk.GTKLookAndFeel";
            } 
            
            else {
                System.err.println("Unexpected value of LOOKANDFEEL specified: "
                                   + selected_theme);
                lookAndFeel = UIManager.getCrossPlatformLookAndFeelClassName();
            }
   
        }
        try {
        
        
           UIManager.setLookAndFeel(lookAndFeel);
                        
            if (selected_theme.equals("Metal")) {
              if (THEME.equals("DefaultMetal"))
                 MetalLookAndFeel.setCurrentTheme(new DefaultMetalTheme());
              else if (THEME.equals("Ocean"))
                 MetalLookAndFeel.setCurrentTheme(new OceanTheme());
                 
              UIManager.setLookAndFeel(new MetalLookAndFeel()); 
            }
      } 
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        catch (ClassNotFoundException e) {
            System.err.println("Couldn't find class for specified look and feel:"
                               + lookAndFeel);
            System.err.println("Did you include the L&F library in the class path?");
            System.err.println("Using the default look and feel.");
        } 
        
        catch (UnsupportedLookAndFeelException e) {
            System.err.println("Can't use the specified look and feel ("
                               + lookAndFeel
                               + ") on this platform.");
            System.err.println("Using the default look and feel.");
        } 
        
        catch (Exception e) {
            System.err.println("Couldn't get specified look and feel ("
                               + lookAndFeel
                               + "), for some reason.");
            System.err.println("Using the default look and feel.");
            e.printStackTrace();




























    public WorkerReceiver(JTextField temp_field, JTextField hum_field, JTextField lig_field, 
JTextField sound_field, JTextField pir_field, JTextField door_field) {
    temp_textField = temp_field;
    hum_textField = hum_field;
    lig_textField = lig_field;
    sound_textField = sound_field;
    pir_textField = pir_field;
    door_textField = door_field;
    }
    
    private Data initData(){
Calendar c = Calendar.getInstance();
c.setFirstDayOfWeek(Calendar.MONDAY);
c.setTime(new Date());








    }
    
    private int getCurrentMinute(){





    }
    
    @Override
    protected Double doInBackground() throws Exception {
    Data data = initData();
    
    control = true;




// refresh each X times 
Thread.sleep(Configure.DATA_REFRESH_TIME_IN_MILLISECONDS);
// check whether to create a new instance in the data set
if(getCurrentMinute() != data.getMinute()){
String instance = createInstance(data);
// write instance
writeInFile(instance);
// reset instance data object
data = initData();
}




















    }
    private String createInstance(Data data){
    
String instance = getDayOfWeek(data.getDay()) + "," +
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data.getHour() + "," +
data.getMinute() + "," + 
data.getAVGTemperature() + "," +
data.getAVGHumidity() + "," +
data.getAVGLight() + "," +
data.getAVGSound() + "," +
data.getNumMotions() + "," +
data.getDoorNumChanges() + "," +
data.getAVGClosedDoorTime();
return instance;
    }
    
    private String getDayOfWeek(int day){
    
    switch(day){
    
    case 1:
    return "monday";
    case 2:
    return "tuesday";
    case 3:
    return "wednesday";
    case 4:
    return "thursday";
    case 5:
    return "friday";
    case 6:
    return "saturday";
    case 7:
    return "sunday";
    
    default:
    return null;
    }
    
    }
    
    private void writeInFile(String instance){
    // dataset filename
    String filename = Configure.DATASET_FILENAME;
    String path = VisualSensor.path;
    // dataset file
    File dataset_file = new File(path, filename);
    // dataset file writer
    FileWriter dataset_writer = null;
    try {
    Boolean isNew = false;
    if(!dataset_file.exists())
    isNew = true;
    
    dataset_writer = new FileWriter (dataset_file,true);
    if(isNew)
    dataset_writer.write(Configure.ARFF_HEADER);
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    // instance data
    dataset_writer.write(instance + "\n");
    // Close the files
    dataset_writer.close();
    } 
    catch (IOException e) 
    {
    e.printStackTrace();
    }
    }
    
    
    
private void startListener() throws Exception {
XBee xbee = new XBee();        




// wait for response
XBeeResponse response = xbee.getResponse();
if (response.getApiId() == ApiId.ZNET_RX_RESPONSE) {
// a RX RESPONSE packet was received
ZNetRxResponse rx = (ZNetRxResponse) response;
getData(rx);
} else {
System.out.println("received unexpected packet " + 
response.toString());
}










private void getData(ZNetRxResponse rx) {
int[] data = rx.getData();
byte[] hum_bytes = new byte[4];
byte[] temp_bytes = new byte[4];
byte[] source_bytes = new byte[2];    
byte[] light_bytes = new byte[2];    
byte[] sound_bytes = new byte[2];
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byte[] pir_bytes = new byte[2];
byte[] door_bytes = new byte[2];
// Arduino sends in Big Endian format
source_bytes[0] = (byte) data[1];
source_bytes[1] = (byte) data[0];
//TODO: Cambiar orden (de atrÃ¡s a adelante)
for(int i=0; i<4; i++){
hum_bytes[i] = (byte) data[i+2];
temp_bytes[i] = (byte) data[i+6];
}
light_bytes[0] = (byte) data[11];
light_bytes[1] = (byte) data[10];
sound_bytes[0] = (byte) data[13];
sound_bytes[1] = (byte) data[12];
pir_bytes[0] = (byte) data[15];
pir_bytes[1] = (byte) data[14];
door_bytes[0] = (byte) data[17];
door_bytes[1] = (byte) data[16];
float hum = ByteBuffer.wrap(hum_bytes).order(ByteOrder.LITTLE_ENDIAN).getFloat();
float temp = ByteBuffer.wrap(temp_bytes).order(ByteOrder.LITTLE_ENDIAN).getFloat();
int source_id = toInt(source_bytes, 1);
int light = toInt(light_bytes, 1);
int sound = toInt(sound_bytes, 1);
int pir = toInt(pir_bytes, 1);









private void refreshData(int source_id, float hum, float temp, int light, int sound, int 
pir, int door) {
 switch(source_id) {
 case 1: 
     hum_textField.setText(Float.toString(hum));
     temp_textField.setText(Float.toString(temp));
     lig_textField.setText(Integer.toString(light));
     sound_textField.setText(Integer.toString(sound));
     pir_textField.setText(Integer.toString(pir));
     door_textField.setText(Integer.toString(door));
     break;
 case 2: 
     
     break;
 case 3: 
    
     break;
 case 4: 
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     break;
 default: 
     
     break;
 }
}
public static int toInt(byte[] bytes, int offset) {
int ret = 0;
for (int i=0; i<4 && i+offset<=bytes.length; i++) {
ret <<= 8;





     hum_textField.setText(Configure.WINDOWS_DEFAULT_VALUE);
     temp_textField.setText(Configure.WINDOWS_DEFAULT_VALUE);
     lig_textField.setText(Configure.WINDOWS_DEFAULT_VALUE);
     sound_textField.setText(Configure.WINDOWS_DEFAULT_VALUE);
     pir_textField.setText(Configure.WINDOWS_DEFAULT_VALUE);
     door_textField.setText(Configure.WINDOWS_DEFAULT_VALUE);
}
    @Override
    protected void done() {
      System.out.println("END");
    }
    
    protected void stop(){
    control = false;
    setDefaultValues();




Extracto del Dataset generado (sin
preprocesar)
Con ﬁnes ilustrativos se adjunta un breve extracto del conjunto de datos generado en
la fase de explotación del Sistema.
223
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Extracto del Dataset generado (tras
preprocesamiento
Con ﬁnes ilustrativos se adjunta un breve extracto del conjunto de datos generado en
la fase de explotación del Sistema tras la aplicación de técnicas de preprocesamiento.
227
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wednesday,4,23.4,52.9,very-high,no,no,no,0
wednesday,4,23.4,52.97,very-high,no,no,no,0
wednesday,4,23.4,52.86,very-high,no,no,no,0
wednesday,4,23.4,52.79,very-high,no,no,no,0
wednesday,4,23.4,52.76,very-high,no,yes,no,0
wednesday,4,23.4,52.5,very-high,no,yes,no,0
wednesday,4,23.4,52.37,very-high,no,yes,no,0
wednesday,4,23.4,52.13,medium,no,yes,yes,0.78
wednesday,4,23.4,52.31,low,no,no,no,1
wednesday,4,23.4,52.04,low,no,no,no,1
wednesday,4,23.38,51.99,low,no,no,no,1
wednesday,4,23.33,52.13,low,no,no,no,1
wednesday,4,23.3,52.22,low,no,no,no,1
wednesday,4,23.3,52.14,low,no,no,no,1
wednesday,4,23.3,52.11,low,no,no,no,1
wednesday,4,23.29,52.23,low,no,no,no,1
wednesday,4,23.22,52.37,low,no,no,no,1
wednesday,4,23.2,52.28,low,no,no,no,1
wednesday,4,23.2,52.41,low,no,no,no,1
wednesday,4,23.2,52.22,low,no,no,no,1
wednesday,4,23.2,52.34,low,no,no,no,1
wednesday,4,23.2,52.34,low,no,no,no,1
wednesday,4,23.2,52.27,low,no,no,no,1
wednesday,4,23.12,52.23,low,no,no,no,1
wednesday,4,23.1,52.38,low,no,no,no,1
wednesday,4,23.1,52.42,low,no,no,no,1
wednesday,4,23.1,52.37,low,no,no,no,1
wednesday,4,23.1,52.5,low,no,no,no,1
wednesday,4,23.07,52.31,low,no,no,no,1
wednesday,4,23.01,52.31,low,no,no,no,1
wednesday,4,23,52.44,low,no,no,no,1
wednesday,4,23,52.44,low,no,no,no,1
wednesday,4,23,52.53,low,no,no,no,1
wednesday,4,23,52.71,low,no,no,no,1
wednesday,4,23,52.69,low,no,no,no,1
wednesday,4,22.99,52.69,low,no,no,no,1
wednesday,4,22.99,52.69,low,no,no,no,1
wednesday,4,22.97,52.78,low,no,no,no,1
wednesday,4,22.91,52.63,low,no,no,no,1
wednesday,4,22.9,52.76,low,no,no,no,1
wednesday,4,22.9,52.79,low,no,no,no,1
wednesday,4,22.9,52.88,low,no,no,no,1
wednesday,4,22.9,52.97,low,no,no,no,1
wednesday,4,22.9,52.99,low,no,no,no,1
wednesday,4,22.91,52.94,low,no,no,no,1
wednesday,4,22.9,52.95,low,no,no,no,1
wednesday,4,22.9,52.94,low,no,no,no,1
wednesday,4,22.9,53,low,no,no,no,1
wednesday,4,22.9,52.88,low,no,no,no,1
wednesday,4,22.86,52.78,low,no,no,no,1
wednesday,4,22.8,52.87,low,no,no,no,1
wednesday,4,22.81,53.01,low,no,no,no,1
wednesday,4,22.82,52.96,low,no,no,no,1
wednesday,4,22.8,52.89,low,no,no,no,1
wednesday,4,22.8,53.09,low,no,no,no,1
wednesday,4,22.8,53.06,low,no,no,no,1
wednesday,4,22.8,52.94,low,no,no,no,1
wednesday,4,22.8,52.94,low,no,no,no,1
wednesday,4,22.8,52.92,low,no,no,no,1
wednesday,4,22.81,53.07,low,no,no,no,1
wednesday,4,22.8,53.05,low,no,no,no,1
wednesday,4,22.8,53.02,low,no,no,no,1
wednesday,4,22.8,53.06,low,no,no,no,1
wednesday,4,22.8,53.1,low,no,no,no,1
wednesday,4,22.8,53.06,low,no,no,no,1
wednesday,4,22.8,53.1,low,no,no,no,1
wednesday,4,22.8,53.08,low,no,no,no,1
wednesday,4,22.8,53.08,low,no,no,no,1
wednesday,4,22.79,53.09,low,no,no,no,1
wednesday,4,22.8,53.11,low,no,no,no,1
wednesday,4,22.79,53.16,low,no,no,no,1
wednesday,4,22.77,53.24,low,no,no,no,1
