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Zusammenfassung
Ein wesentliches Problemfeld der heutigen algebraischen Zahlentheorie ist der Beweis und die
Beschreibung der ”Langlandskorrespondenz“. Diese postuliert einen allgemeinen Zusammenhang
zwischen der Galoistheorie arithmetisch relevanter Ko¨rper (d. h. globale oder lokale Zahl- oder
Funktionenko¨rper) und der Darstellungstheorie reduktiver algebraischer Gruppen u¨ber solchen
Ko¨rpern (die ”automorphe Seite“ der Korrespondenz).
Soweit diese Korrespondenz die Gruppen GLn betrifft, sind die entsprechenden Vermutungen
bewiesen fu¨r
• n = 1, wobei die Korrespondenz hier in expliziter Weise durch die Hauptsa¨tze der abel-
schen Klassenko¨rpertheorie gegeben ist, die in den dreißiger bis fu¨nfziger Jahren des letzten
Jahrhunderts bewiesen wurden;
• n ≥ 2 im lokalen Fall und im globalen Fall positiver Charakteristik (Laurent Lafforgue,
Fields Medal 2002);
sowie in einigen weiteren Spezialfa¨llen.
Leider ist diese Korrespondenz (soweit u¨berhaupt) nur als Existenzaussage etabliert; ihre Aus-
wirkung auf konkrete ”Motive“ kann i. a. nicht explizit beschrieben werden. Dies gilt schon fu¨r
die ”einfache“ Situation eines lokalen Funktionenko¨rpers K mit n = 2, falls K die Charakteristik
2 hat. Hier liegen bisher weder u¨ber die ”Galoisseite“ noch u¨ber die automorphe Seite hinreichend
genaue Aussagen vor, um den Zusammenhang zu verstehen.
Das Anliegen dieser Arbeit ist das Studium solcher Darstellungen auf der Galoisseite, die sich
von elliptischen Kurven E u¨berK herleiten. In diesem Fall istK ein Laurentreihenko¨rper u¨ber dem
endlichen Ko¨rper mit 2f Elementen. Diejenigen elliptischen Kurven u¨ber K, deren j-Invariante
ungleich null ist, sind alle durch eine Weierstraßgleichung der Form
Y 2 +XY = X3 + αX2 + β
mit α ∈ K und β ∈ K∗ gegeben. Zu jeder dieser elliptischen Kurven liefert der Tate-Modul
eine zweidimensionale Darstellung (piKα,β)
′ der Weil-Deligne-Gruppe W ′(Ksep/K). Wenn β im
Ganzheitsring von K liegt, la¨ßt sich die Darstellung pi′α,β mit Hilfe der Tate-Theorie vollsta¨ndig
und zufriedenstellend beschreiben.
In der vorliegenden Arbeit betrachten wir den Fall, daß β nicht im Ganzheitsring von K liegt.
In diesem Fall ko¨nnen wir (piKα,β)
′ als Darstellung piKα,β der Weilgruppe W (K
sep/K), einer dichten
Untergruppe der absoluten Galoisgruppe vonK, auffassen. Wir bestimmen alle Fa¨lle, in denen piKα,β
irreduzibel ist, und geben jeweils eine Brauerzerlegung (Zerlegung in eine Z-Linearkombination von
Darstellungen, die von eindimensionalen Darstellungen induziert werden) an. Diese Charakterisie-
rung von piKα,β ermo¨glicht es uns, die -Faktoren von allen Twists (Tensorierung mit eindimensiona-
len Darstellungen) von piKα,β zu bestimmen. Hierzu bemerken wir, daß die Kenntnis der -Faktoren
aller Twists einer zweidimensionalen Darstellung von W (Ksep/K) diese zumindest in abstrakter
Weise vollsta¨ndig charakterisiert. Außerdem beschreiben wir vollsta¨ndig das Verzweigungsverhal-
ten von piKα,β . Als Nebenprodukt erhalten wir ein Verfahren, mit dem wir den Fu¨hrer von pi
K
α,β
explizit in Abha¨ngigkeit von α und β berechnen ko¨nnen, ohne auf den Tate-Algorithmus zuru¨ckzu-
greifen. Der Tate-Algorithmus entspringt einer geometrischen Betrachtungsweise, wa¨hrend unser
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Vorgehen rein darstellungstheoretischer Natur ist. Daru¨ber hinaus bestimmen wir auch den mini-
malen Fu¨hrer aller Twists von piKα,β , (eine wichtige Invariante von pi
K
α,β) explizit in Abha¨ngigkeit
von β.
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Abstract
One of the most important problems in recent algebraic number theory is to prove and describe the
Langlands correspondence. This correspondence predicts a connection between the Galois theory
of fields of arithmetic interest (global or local number or function fields) and the representation
theory of reductive groups over such fields (the so-called automorphic side).
Concerning GLn, the Langlands correspondence is proven in the cases
• n = 1, in this case the correspondence is given by local and global class field theory, esta-
blished mainly between 1930 and 1950;
• n ≥ 2, if the field is local or global of positive characteristic (Laurent Lafforgue, Fields Medal
2002)
and in some further special cases.
Unfortunately only the existence of these correspondences is well established. Their effect on
concrete “motives” is unknown. Even in the situation where n = 2 andK is a local field, no explicit
characterization is known, if K happens to have characteristic 2. Neither on the Galois nor on the
automorphic side there are results which allow a satisfactory description of the correspondence.
The aim of the present thesis is to analyze those representations on the Galois side which occur
in connection with elliptic curves. In this case the field K is the field of formal Laurent series over
a finite field of 2f elements. The elliptic curves with non-vanishing j-invariant are all given by a
Weierstraß equation of the form
Y 2 +XY = X3 + αX2 + β,
where α ∈ K and β ∈ K∗. To every elliptic curve of this form there is associated a two di-
mensional representation (piKα,β)
′ of the Weil-Deligne group W ′(Ksep/K). For β integral, Tate’s
uniformization theory yields a complete and satisfactory characterization of (piKα,β)
′.
In this thesis we deal with the case where β ist not integral. Then we can consider (piKα,β)
′ as
a representation piKα,β of the Weil group, which is a dense subgroup of the absolute Galois group
of K. We give necessary and sufficient conditions for the irreducibility of piKα,β . In all cases where
piKα,β is irreducible, we determine a Brauer decomposition, which means that pi
K
α,β can be expressed
as a Z-linear combination of representations induced from one dimensional representations. That
description of piKα,β enables us to calculate the -factors of all twists of pi
K
α,β by one dimensional
representations. We point out that knowledge of these -factors abstractly (but not explicitly)
characterizes piKα,β . We further determine the ramification properties of pi
K
α,β , including an explicit
calculation of its conductor. Our calculation does not make use of the Tate algorithm; while Tate’s
algorithm is developed from a geometric point of view, we are working with purely representation
theoretic methods. As a further important result we calculate explicitly and directly from β the
minimal conductor of all twists of piKα,β .
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Einleitung
Ein wichtiges Problem der algebraischen Zahlentheorie ist die Beschreibung der absoluten Galois-
gruppe von lokalen Ko¨rpern. Ein lokaler Ko¨rperK ist entweder isomorph zum Laurentreihenko¨rper
Fq((T )) u¨ber einem endlichen Ko¨rper mit q Elementen in einer Unbestimmten oder zu einer end-
lichen Erweiterung von Qp, der Vervollsta¨ndigung von Q bzgl. des p-adischen Absolutbetrages.
Diese Ko¨rper sind deshalb von Bedeutung, weil man ihre Galoistheorie als Anna¨herung an die
Galoistheorie der globalen Ko¨rper auffassen kann. Unter einem globalen Ko¨rper verstehen wir
entweder einen Funktionenko¨rper Fq(T ) oder eine endliche Erweiterung von Q.
Ein lokaler Ko¨rper K ist stets mit einer diskreten Bewertung νK : K∗ −→ Z versehen. Hierun-
ter verstehen wir eine surjektive multiplikative Abbildung, die der strengen Dreiecksungleichung
νK(x + y) ≥ min{νK(x), νK(y)} genu¨gt. Die Elemente x von K mit νK(x) ≥ 0 bilden den so-
genannten Ganzheitsring OK . Dieser Ganzheitsring besitzt ein eindeutig bestimmtes maximales
Ideal pK , das aus allen Elementen von K besteht, deren Bewertung echt gro¨ßer als 0 ist. Alle
weiteren Ideale sind von der Form pnK . Der Restklassenko¨rper OK/pK ist isomorph zu einem end-
lichen Ko¨rper Fq. Der separable Abschluß Ksep weist eine a¨hnliche Struktur auf wie K selbst.
Die Bewertung νK la¨ßt sich zu einer multiplikativen Abbildung (Ksep)∗ −→ Q fortsetzen, die
ebenfalls der strengen Dreiecksungleichung genu¨gt. Auch Ksep besitzt einen Ganzheitsring OKsep ,
der wiederum genau ein maximales Ideal pKsep besitzt. Hierbei ist der Restklassenko¨rper von Ksep
isomorph zum algebraischen Abschluß des Restklassenko¨rpers von K.
Eine erste Aussage u¨ber die Struktur der Galoisgruppe G(Ksep/K) erha¨lt man aus dem Stu-
dium ihrer Operation auf Ksep. Weil sowohl OKsep als auch pKsep invariant bleiben, operiert
G(Ksep/K) auf dem Restklassenko¨rper Falgq . Man erha¨lt somit einen surjektiven Homomorphis-
mus G(Ksep/K) −→ G(Fsepq /Fq). Seinen Kern bezeichnen wir mit G0(Ksep/K) und nennen ihn
die Tra¨gheitsgruppe von K. Wir erinnern daran, daß die Frobeniusabbildung x 7−→ xq eine Unter-
gruppe in G(Fsepq /Fq) erzeugt, die isomorph zur additiven Gruppe Z ist. Das Urbild dieser Unter-
gruppe nennen wir die Weilgruppe W (Ksep/K) von K. Wenn wir G(Ksep/K) mit der Krulltopo-
logie versehen, liegt W (Ksep/K) dicht in G(Ksep/K). Das bedeutet, daß W (Ksep/K) anna¨hernd
die gleiche Information entha¨lt wie G(Ksep/K).
Die Struktur der Galoisgruppe G(Ksep/K) ko¨nnen wir beschreiben, indem wir ihre Darstellun-
gen klassifizieren. Genauer gesagt betrachtet man die endlichdimensionalen stetigen Darstellungen
u¨ber C. Diese stehen in enger Beziehung zu den Darstellungen von W (Ksep/K). Alle Darstellun-
gen von G(Ksep/K) lassen sich auch als Darstellungen von W (Ksep/K) auffassen. Umgekehrt
ko¨nnen alle Darstellungen von W (Ksep/K) nach leichter Aba¨nderung auch als Darstellungen von
G(Ksep/K) angesehen werden. Somit gehen also keine wesentlichen Informationen verloren. Die lo-
kale Klassenko¨rpertheorie liefert nun einen Isomorphismus W (Ksep/K)ab −→ K∗, die sogenannte
Artinabbildung. Hierbei bezeichnen wir mit W (Ksep/K)ab den maximalen abelschen Quotien-
ten von W (Ksep/K). Auf diese Weise entsprechen sich die eindimensionalen Darstellungen von
W (Ksep/K) und K∗ eineindeutig.
Diese Korrespondenz wird durch die Langlandskorrespondenz verallgemeinert, nach der die n-
dimensionalen Darstellungen vonW (Ksep/K) in Bijektion zu den irreduziblen zula¨ssigen supercu-
spidalen Darstellungen von Gln(K) stehen. Auf die Definition von zula¨ssigen und supercuspidalen
Darstellungen von Gln(K) ko¨nnen wir an dieser Stelle nicht na¨her eingehen. Wir verraten nur
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soviel, daß es sich hierbei um komplexe Darstellungen von Gln(K) handelt, die i. a. unendlich-
dimensional sind und einer bestimmten topologischen Bedingung genu¨gen. Fu¨r die Einzelheiten
verweisen wir auf [8]. Um eine Korrespondenz mit allen zula¨ssigen Darstellungen von GLn(K) zu
bekommen, mu¨ssen wir W (Ksep/K) durch die Weil-Deligne-Gruppe W ′(Ksep/K) ersetzen.
Die Weil-Deligne-Gruppe W ′(Ksep/K) ko¨nnen wir als ein semidirektes Produkt der Form
W (Ksep/K) n C auffassen. Die n-dimensionalen Darstellungen von W ′(Ksep/K) fassen wir als
Paare pi′ = (pi,N), bestehend aus einer nilpotenten n-reihigen quadratischen Matrix N u¨ber C und
einer n-dimensionalen Darstellung pi von W (Ksep/K), auf. Fu¨r die technischen Details verweisen
wir auf den Abschnitt 1.7. Wenn N = 0 ist, ko¨nnen wir (pi,N) als Darstellung vonW (Ksep/K) an-
sehen. Auf diese Weise bilden die Darstellungen der Weilgruppe eine Teilmenge aller Darstellungen
der Weil-Deligne-Gruppe. Die Langlandskorrespondenz setzt nun die n-dimensionalen Darstellun-
gen von W ′(Ksep/K) ( ”Galoisseite“) mit den irreduziblen zula¨ssigen Darstellungen von GLn(K)
(”automorphe Seite“) auf natu¨rliche Weise in Bijektion, wobei die n-dimensionalen Darstellungen
auf die irreduziblen supercuspidalen Darstellungen von GLn(K) abgebildet werden. Hierzu ist zu
bemerken, daß diese Langlandskorrespondenz im allgemeinen nicht in expliziter Weise vorliegt.
Man weiß aber, daß gewisse Strukturmerkmale erhalten bleiben. Sowohl auf der Galoisseite als
auch auf der automorphen Seite sind L- und -Faktoren von Darstellungen definiert. Auf die L-
und -Faktoren von Darstellungen von W ′(Ksep/K) werden wir in Kapitel 1 eingehen. Fu¨r die
Definition von L- und -Faktoren auf der automorphen Seite verweisen wir auf [8]. Diese L- und
-Faktoren bleiben unter Langlandskorrespondenz erhalten. Wenn man also von einer gegebenen
Darstellung von W ′(Ksep/K) die L- und -Faktoren kennt, liefert einem dies eine gewisse Infor-
mation u¨ber die zugeho¨rige Darstellung auf der automorphen Seite.
Fu¨r n = 2 ist die Langlandskorrespondenz noch weitgehend unverstanden, wenn K die Rest-
charakteristik 2 hat. Hierbei ist es interessant zu untersuchen, wie sich ”natu¨rlich vorkommende“
irreduzible zweidimensionale Darstellungen von W ′(Ksep/K) unter Langlandskorrespondenz ver-
halten. Solche Darstellungen treten z. B. im Zusammenhang mit elliptischen Kurven auf. Dazu
fixieren wir eine elliptische Kurve E u¨ber K. Auf der Menge E(Ksep) der Ksep-rationalen Punkte
von E ist eine Operation erkla¨rt, die mit der Operation von G(Ksep/K) vertauscht und E(Ksep)
zu einer additiven Gruppe macht. Wir wa¨hlen eine Primzahl l, die verschieden ist von der Cha-
rakteristik des Restklassenko¨rpers, und betrachten die ln-Torsionspunkte von E . Diese bilden ein
projektives System, dessen Limes einen Zl-Modul, den sogenannten Tate-Modul liefert. Durch
Tensorieren mit Ql erhalten wir einen Ql-Vektorraum und durch die Operation von G(Ksep/K)
eine zweidimensionale Darstellung von G(Ksep/K) u¨ber Ql. Es gibt nun einen Mechanismus, der
jeder Darstellung von G(Ksep/K) u¨ber Ql eine komplexe Darstellung von W ′(Ksep/K) zuord-
net. Diesen werden wir im Abschnitt 1.9 noch genauer beschreiben. Somit ko¨nnen wir also jeder
elliptischen Kurve E eine Darstellung (piE)′ von W ′(Ksep/K) zuordnen.
Fu¨r elliptische Kurven existiert eine Einteilung in sogenannte Reduktionstypen. Jede elliptische
Kurve E u¨ber K besitzt eine Weierstraßgleichung der Form
Y 2 + a1XY + a3Y = X3 + a2X2 + a4X + a6
mit Koeffizienten a1, a2, a3, a4, a6 aus dem Ganzheitsring OK . Indem wir nun die Koeffizienten als
Elemente des Restklassenko¨rpers auffassen, erhalten wir eine reduzierte Kurve E¯ . Um die Eindeu-
tigkeit von E¯ zu gewa¨hrleisten, muß man noch fordern, daß die Bewertung der Diskriminante von E
minimal ist. Die Diskriminante von E ist ein Element vonK, das durch Einsetzen der Koeffizienten
a1, a2, a3, a4, a6 in ein bestimmtes Polynom ermittelt wird. Je nach Singularita¨tsverhalten von E¯
unterscheidet man zwischen guter, multiplikativer und additiver Reduktion, wobei wir hier nicht
weiter auf die Einzelheiten eingehen wollen. Wichtig ist, daß gute und multiplikative Reduktion
stabil unter endlicher Erweiterung des Grundko¨rpers K bleiben. Umgekehrt gibt es bei additiver
Reduktion eine endliche ErweiterungM von K, so daß E als Kurve u¨berM entweder multiplikati-
ve oder gute Reduktion hat. Man spricht dann von potentiell multiplikativer oder potentiell guter
Reduktion. Diese beiden Reduktionstypen haben weitreichende Konsequenzen fu¨r die zugeho¨rige
Darstellung (piE)′ von W ′(Ksep/K).
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Wenn E potentiell multiplikative Reduktion hat, steht uns die sogenannte Tate-Theorie zur
Verfu¨gung, mit deren Hilfe wir den Tate-Modul und damit die Darstellung (piE)′ vollsta¨ndig be-
schreiben ko¨nnen. Um das Ergebnis zu formulieren, bezeichnen wir mit ωK den Charakter von
W (K/Ksep), der unter der Artinabbildung dem Betragscharakter |x| := q−νK(x) entspricht. Weiter
sei die Darstellung ρ :W (Ksep/K) −→ GL(2,C) durch die Vorschrift
σ 7−→
(
ωK(σ) 0
0 1
)
gegeben. Das Ergebnis sieht so aus, daß es eine Erweiterung M von K gibt, die ho¨chstens den
Grad 2 hat, so daß (piE)′ isomorph zur Darstellung (χM ⊗ ρ,N) ist. Hierbei ist
N =
(
0 1
0 0
)
und χM der eindeutig bestimmte Charakter von W (Ksep/K), dessen Kern W (Ksep/M) ist. Es
ist bekannt, daß (piE)′ unter der Langlandskorrespondenz auf die Darstellung (χM ◦ det) ⊗ sp(2)
abgebildet wird. Das Symbol sp(2) steht fu¨r die spezielle Darstellung von GL2(K), die in zufrieden-
stellender Weise charakterisiert ist und die wir hier nicht na¨her beschreiben wollen. Mit (χM ◦det)
bezeichnen wir die Verkettung des Charakters χM , den wir mittels Artinabbildung als Charakter
von K∗ auffassen, mit der Determinantenabbildung GL2(K) −→ K∗. Zusammenfassend ko¨nnen
wir also sagen, daß vollsta¨ndig bekannt ist, wie sich (piE)′ im Fall potentiell multiplikativer Re-
duktion unter der Langlandskorrespondenz verha¨lt.
Wenn E potentiell gute Reduktion hat, ist sehr viel weniger bekannt. Man weiß, daß (piE)′ von
der Form (piE , 0) ist und somit als Darstellung von W (Ksep/K) angesehen werden kann. Es kann
sowohl der Fall auftreten, daß piE in zwei Charaktere zerfa¨llt, als auch der Fall, daß piE irreduzi-
bel ist. Hier interessieren wir uns hauptsa¨chlich fu¨r den Fall, daß piE irreduzibel ist. Wenn man
piE charakterisieren will, geht es zuna¨chst darum, die ”Komplexita¨t“ zu kontrollieren. Diese la¨ßt
sich mittels einer natu¨rlichen Zahl, dem sogenannten Fu¨hrer cond(piE) von piE messen. Hierzu muß
man wissen, daß die Tra¨gheitsgruppe G0(Ksep/K) durch eine absteigende Folge von Normalteilern
Gi(Ksep/K) fu¨r alle natu¨rlichen Zahlen i filtriert ist. Diese Normalteiler nennen wir die ho¨heren
Verzweigungsgruppen. Aus der Stetigkeitsbedingung fu¨r piE folgt, daß es ein i ∈ N gibt, so daß piE
auf Gi(Ksep/K) trivial wird. Außerdem muß das Bild der Einschra¨nkung von piE auf G0(Ksep/K)
endlich sein. Der Fu¨hrer sammelt nun Informationen daru¨ber, wie groß das kleinste solche i ist
und wie komplex die Operation der Verzweigungsgruppen Gk(Ksep/K) fu¨r k < i auf dem Darstel-
lungsraum ist. Je kleiner der Fu¨hrer einer Darstellung von W (Ksep/K) ist, desto leichter ist ihre
Struktur zu beschreiben. Im Fall, daß die Charakteristik des Restklassenko¨rpers gro¨ßer als 3 ist,
kann nur der Fall cond(piE) ≤ 2 auftreten, was bedeutet, daß piE von einfacher Struktur ist. Wenn
die Restcharakteristik dagegen 2 oder 3 ist, kann der Fu¨hrer von piE beliebig groß werden. Am
interessantesten ist hierbei der Fall, daß der Restklassenko¨rper die Charakteristik 2 hat, weil hier
die Theorie der zweidimensionalen Darstellungen von W (Ksep/K) erheblich komplizierter ist.
In dieser Arbeit betrachten wir den Fall, daß K = F2f ((T )) ein Laurentreihenko¨rper u¨ber dem
endlichen Ko¨rper mit 2f Elementen ist. Die elliptischen Kurven, die wir betrachten, sollen nicht
supersingula¨r sein, d. h. von der Form
Eα,β : Y 2 +XY = X3 + αX2 + β
mit α, β ∈ K und β 6= 0. Die zugeho¨rige Darstellung der Weil-Deligne-Gruppe bezeichnen wir
mit (piKα,β)
′. Wenn die Bewertung von β echt gro¨ßer als 0 ist, hat Eα,β potentiell multiplikative
Reduktion. In diesem Fall ist (piKα,β)
′ durch das vorher Gesagte schon bestimmt. Interessant ist
der Fall, daß die Bewertung von β kleiner oder gleich 0 ist. In diesem Fall besitzt E potentiell gute
Reduktion und es gilt (piKα,β)
′ ∼= (piKα,β , 0), wobei die Darstellung piKα,β von W (Ksep/K) noch zu
bestimmen ist.
Wu¨nschenswert wa¨re es, in allen Fa¨llen, in denen piKα,β irreduzibel ist, explizit in Abha¨ngigkeit
von α und β die zu piKα,β korrespondierende Darstellung Πα,β auf der automorphen Seite anzugeben.
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In abstrakter Weise kann man Πα,β charakterisieren, indem man fu¨r alle Twists von piKα,β die
-Faktoren berechnet. Unter einem Twist von piKα,β verstehen wir die Tensorierung mit einem
Charakter von W (Ksep/K). Beim Versuch einer expliziten Charakterisierung von Πα,β ist es
sinnvoll, zuerst einen Charakter χ von W (Ksep/K) zu suchen, so daß der Fu¨hrer von χ ⊗ piKα,β
minimal wird, und dann die Darstellung, die zu χ⊗piKα,β korrespondiert. Aus dieser kann man dann
Πα,β durch Twist auf der automorphen Seite konstruieren. Wa¨hrend es ein schwieriges Problem
ist, einen solchen Charakter χ zu finden, stehen fu¨r die Berechnung von cond(χ⊗ piKα,β) explizite
Formeln zur Verfu¨gung, wenn man die Darstellung piKα,β gut genug kennt.
Das erste Kapitel ist als Einleitung gedacht. In ihm stellen wir die wichtigsten Aussagen der
Darstellungstheorie der Weilgruppe bzw. der Weil-Deligne-Gruppe von K zusammen. Ein be-
sonderes Augenmerk legen wir dabei auf die irreduziblen zweidimensionalen Darstellungen von
W (Ksep/K). Außerdem geben wir eine kurze Einfu¨hrung in die Theorie der elliptischen Kurven
u¨ber K. Insbesondere beschreiben wir die Konstruktion von (piKα,β)
′.
Im zweiten Kapitel bestimmen wir den Ko¨rper L, der aus K durch Adjunktion der Koordina-
ten der 3-Torsionspunkte Eα,β [3] entsteht, und liefern eine exakte Beschreibung der zugeho¨rigen
Operation von G(L/K) auf Eα,β [3]. Weiter betrachten wir ausgewa¨hlte Zwischenko¨rper von L/K
und nehmen anhand der Ko¨rpergrade dieser Zwischenerweiterungen eine Einteilung aller Fa¨lle
vor, in denen G(L/K) nichtabelsch ist.
Im dritten Kapitel befassen wir uns zuna¨chst mit der Darstellung piLα,β , die zu dem Tate-Modul
von E als elliptische Kurve u¨ber L geho¨rt. A priori ist bekannt, daß E u¨ber L gute Reduktion hat.
Wir geben explizit eine Transformation an, die zu einer minimalen Weierstraßgleichung fu¨hrt
(Beweis von 3.1.1). Hieraus ergibt sich die reduzierte Kurve, die stets die selbe ist und nicht von
β abha¨ngt. Mit Hilfe der Theorie der elliptischen Kurven u¨ber endlichen Ko¨rpern bestimmen wir
piLα,β vollsta¨ndig. Weiter definieren wir K˜ := F2((β
−1)), d.h. den kleinsten lokalen Teilko¨rper von
K, der β entha¨lt. Im Fall α = 0 ko¨nnen wir E auch als Kurve u¨ber K˜ auffassen. Wenn wir die
jeweiligen Tate-Moduln identifizieren, erhalten wir das kommutative Diagramm
W (Ksep/K) W (K˜sep/K˜)
GL2(C).
σ 7−→ σ|K˜sep
piK0,β pi
K˜
0,β
-
@
@
@
@
@R
 
 
 
 
 	
Im weiteren Verlauf des vierten Kapitels bestimmen wir piK0,β im Fall K = F2((T )) und β =
T−1, womit wir eine vollsta¨ndige Charakterisierung von piK0,β erhalten (3.3.3). Im allgemeinen
Fall α 6= 0 unterscheiden sich piKα,β und piK0,β nur um einen quadratischen Charakter, so daß wir
auch eine vollsta¨ndige Charakterisierung von piKα,β bekommen. Diese Beschreibung von pi
K
α,β ist
a¨hnlich zufriedenstellend wie im Fall potentiell multiplikativer Reduktion und stellt eines der
Hauptergebnisse dieser Arbeit dar. Hieraus ergibt sich unter anderem die Aussage, daß piKα,β genau
dann irreduzibel ist, wenn G(L/K) nichtabelsch ist.
Im vierten Kapitel benutzen wir die Ergebnisse aus Kapitel 3, um das Verzweigungsverhalten
von piKα,β durch die Differenten von bestimmten Zwischenerweiterungen von L/K zu beschreiben.
Auf diese Weise erhalten wir auch eine Formel fu¨r den Fu¨hrer von piKα,β (4.2.5). Im weiteren Verlauf
entwickeln wir dann Methoden, mit denen wir diese Differenten explizit in Abha¨ngigkeit von α
und β durch Rechnungen im Grundko¨rper K bestimmen. Als Nebenprodukt erhalten wir ein
Verfahren, mit dem wir den Fu¨hrer von piKα,β berechnen ko¨nnen, ohne den Tate-Algorithmus zu
verwenden.
In den Kapiteln 5 bis 10 behandeln wir die sechs Fa¨lle, in denen G(L/K) nichtabelsch ist,
getrennt. In den Fa¨llen, die in den Kapiteln 5-8 behandelt werden, gelingt es uns, eine quadratische
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Erweiterung M/K und einen Charakter χM von W (Ksep/K) zu bestimmen, der die Darstellung
piα,β induziert (vgl. 5.2.4, 6.2.3, 7.2.3 und 8.2.4). In diesen Fa¨llen la¨ßt sich die zu piKα,β geho¨rige
Darstellung von GL2(K) explizit konstruieren. Dazu verweisen wir auf [9, Ch. 4].
Bei den Fa¨llen, die wir in den Kapiteln 9 und 10 behandeln, gibt es keinen Charakter einer
Untergruppe von W (Ksep/K) vom Index 2, der piKα,β induziert. Hier gelingt es uns, eine Brauer-
zerlegung anzugeben (vgl. 9.2.5 und 10.1.5). Das bedeutet, daß wir piKα,β als Z-Linearkombination
von Darstellungen auffassen, die von eindimensionalen Darstellungen geeigneter Untergruppen von
W (Ksep/K) induziert werden.
In jedem der sechs Fa¨lle, die wir in den Kapiteln 5 bis 10 behandeln, gelingt es uns, von allen
Twists zumindest prinzipiell die -Faktoren zu berechnen (vgl. 5.4.2, 6.4.1, 7.4.5, 8.4.1, 9.4.2 und
10.3.2). Hierdurch erzielen wir eine abstrakte vollsta¨ndige Charakterisierung sowohl von piKα,β als
auch von Πα,β . In den Abschnitten 5.3, 6.3, 7.3, 8.3, 9.3 und 10.2 bestimmen wir jeweils den
minimalen Fu¨hrer unter allen Twists. Leider sind wir aber nicht in der Lage, allgemein einen
Twist zu bestimmen, der den minimalen Fu¨hrer realisiert. Wir verweisen aber darauf, daß die
Bestimmung eines minimalen Twists ein endliches Problem ist, dessen Komplexita¨t von der Gro¨ße
des Fu¨hrers abha¨ngt. Deshalb erscheint uns zur weiteren Behandlung des Problems der folgende
Ansatz vielversprechend: Man betrachte die Fa¨lle, in denen piKα,β einen kleinen Fu¨hrer hat. (Dies ist
dann der Fall, wenn die Bewertung von β nicht zu klein ist.) Weiter bestimme man einen minimalen
Twist von piKα,β und versuche so, die korrespondierende Darstellung Πα,β von GL2(C) anhand ihrer
-Faktoren zu identifizieren. Die explizite Berechnung von -Faktoren ist ebenfalls leicht, wenn
der Fu¨hrer klein ist. Außerdem stellt sich die Frage, was das oben abgebildete Diagramm (ein
entscheidendes Strukturmerkmal der Darstellungen von W (Ksep/K), die von elliptischen Kurven
kommen) fu¨r die zu piKα,β korrespondierende Darstellung Πα,β auf der automorphen Seite bedeutet.
Auf diese Weise ko¨nnte man durch maschinelle Berechnung von konkreten Fa¨llen zumindest zu
einer Vermutung gelangen, wie sich Πα,β in expliziter Weise charakterisieren la¨ßt.
An dieser Stelle mo¨chte ich mich bei allen Leuten bedanken, die mich beim Anfertigen dieser
Arbeit unterstu¨tzt haben. An erster Stelle ist mein Doktorvater Herr Prof. Dr. E.-U. Gekeler zu
nennen, dem ich das Thema zu verdanken habe und der mir in allen Phasen mit viel Geduld und
Engagement zur Seite gestanden hat. Dies gilt ganz besonders fu¨r die langwierige und aufreibende
Einarbeitungsphase. Allen Mitgliedern der Arbeitsgruppe danke ich fu¨r die hervorragende Zusam-
menarbeit und diverse Hilfen. Außerdem bedanke ich mich bei meinen Eltern und meiner lieben
Frau Beatriz fu¨r den notwendigen Ru¨ckhalt.
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Kapitel 1
Elliptische Kurven und
Weildarstellungen
1.1 Die Weilgruppe und ihre Darstellungen
Sei Fq der endliche Ko¨rper der Charakteristik p mit q = pf Elementen und Falgq der algebraische
Abschluß von Fq. Unter der Weilgruppe W (Falgq /Fq) von Fq verstehen wir die vom Frobeniusau-
tomorphismus x 7−→ xq erzeugte Untergruppe der absoluten Galoisgruppe G(Falgq /Fq).
Wir betrachten nun einen nichtarchimedischen lokalen Ko¨rper K mit Restklassenko¨rper Fq
und separablem Abschluß Ksep. Wir wa¨hlen eine Uniformisierende T und bezeichnen mit OK
den Bewertungsring sowie mit pK das maximale Ideal des Bewertungsrings von K. Weiter schrei-
ben wir UnK fu¨r die Einseinheitengruppen 1 + p
n
K . Ein Element von G(K
sep/K), das unter dem
Restklassenhomomorphismus G(Ksep/K) −→ G(Falgq /Fq) auf den Frobeniusautomorphismus von
G(Falgq /Fq) abgebildet wird, nennen wir Frobeniuselement. Wir wa¨hlen ein festes Frobeniusele-
ment ΦK und definieren die WeilgruppeW (Ksep/K) als die von der Tra¨gheitsgruppe G0(Ksep/K)
und von ΦK erzeugte Untergruppe von G(Ksep/K). Diese Definition ist unabha¨ngig von der Wahl
von ΦK . Die Krulltopologie auf G(Ksep/K) induziert eine Topologie auf G0(Ksep/K). Indem
wir die Menge aller offenen Untergruppen von G0(Ksep/K) zu einem Fundamentalsystem offener
Umgebungen des neutralen Elements erkla¨ren, machen wir W (Ksep/K) zu einer topologischen
Gruppe.
Unter einer Darstellung von W (Ksep/K) verstehen wir einen stetigen Gruppenhomomorphis-
mus pi :W (Ksep/K) −→ GL(V ), wobei V ein endlichdimensionaler C-Vektorraum ist. Eindimen-
sionale Darstellungen bezeichnen wir auch als Charaktere. Manchmal ist es bequemer, statt der
Darstellung pi lediglich den Darstellungsraum V mit der zugeho¨rigen Operation von W (Ksep/K)
zu betrachten. Diesen bezeichnen wir dann als W (Ksep/K)-Modul. Eine Darstellung, die trivi-
al auf der Tra¨gheitsgruppe ist, heißt unverzweigt. Bei einer unverzweigten Darstellung pi von
W (Ksep/K) ko¨nnen wir nach dem Homomorphiesatz die Tra¨gheitsgruppe herausteilen und erhal-
ten so eine Darstellung
p¯i :W (Falgq /Fq) −→ GL(V ),
die wir die Restdarstellung von pi nennen. Im folgenden wollen wir auf den Zusammenhang der
Darstellungen von G(Ksep/K) und den Darstellungen von W (Ksep/K) eingehen.
Dazu befassen wir uns zuna¨chst mit der Frage, welche Bedeutung der Stetigkeitsforderung zu-
kommt. Wir betrachten eine Darstellung pi :W (Ksep/K) −→ GL(V ). Sei U eine offene Umgebung
des neutralen Elements von GL(V ), die keine echte Untergruppe entha¨lt. Dann muß pi−1(U) eben-
falls eine offene Umgebung des neutralen Elements sein. Also gibt es eine offene Untergruppe U
vonW (Ksep/K) mit U ⊂ pi−1(U). Dabei muß pi(U) als Teilmenge von U trivial sein. Daraus folgt,
daß Kern(pi) als Vereinigung von Nebenklassen von U offen ist. Umgekehrt ist jeder Gruppenho-
momorphismus pi : W (Ksep/K) −→ GL(V ) mit offenem Kern auch stetig. Nun sind die offenen
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Untergruppen von G(Ksep/K) genau die Untergruppen, die zu endlichen Galoiserweiterungen
korrespondieren. Dies motiviert die folgende Definition.
Definition 1.1.1 Eine Darstellung pi :W (Ksep/K) −→ GL(V ) ist vom Galois-Typ, wenn es eine
endliche Galoiserweiterung M/K gibt mit Kern(pi) =W (Ksep/M).
Unter den obigen Voraussetzungen kann man pi als Darstellung der endlichen Galoisgruppe
G(M/K) =W (Ksep/M)/W (Ksep/K)
auffassen. Ein Beispiel einer Darstellung, die nicht vom Galois-Typ ist, liefert der Charakter
ωK :W (Ksep/K) −→ C∗,
der durch die Bedingungen ωK(G0(Ksep/K)) = {1} und ωK(ΦK) = q bestimmt ist. Eine Darstel-
lung, die auf G0(Ksep/K) trivial wird, nennen wir unverzweigt. Jeder unverzweigte Charakter ist
von der Form ωsK mit s ∈ C.
Satz 1.1.2 Sei pi eine irreduzible Darstellung von W (Ksep/K). Dann gibt es eine Darstellung pi′
von W (Ksep/K) vom Galois-Typ und ein s ∈ C mit pi = ωsK ⊗ pi′.
Beweis: Sei I := Kern(pi) ∩ G0(Ksep/K). Wegen der Stetigkeit von pi muß I als Untergrup-
pe G0(Ksep/K) endlichen Index haben. Unser fixiertes Frobeniuselement ΦK operiert nun durch
Konjugation auf der Faktorgruppe G0(Ksep/K)/I. Weil diese Faktorgruppe endlich ist, gibt es
ein n ∈ N, so daß ΦnK trivial operiert. Man u¨berzeugt sich leicht davon, daß pi(ΦnK) ein Verket-
tungsoperator von pi mit sich selbst ist. Nach dem Lemma von Schur ist pi(ΦnK) ein Skalar. Man
wa¨hlt nun s ∈ C mit (q−n)s = pi(ΦnK) und setzt pi′ := ω−sK ⊗ pi. 
Dieser Satz gestattet es nun, den Satz von Brauer fu¨r Darstellungen von W (Ksep/K) zu
formulieren. Fu¨r eine Darstellung pi vonW (Ksep/K) bezeichnen wir mit Tr(pi) ihre Spurabbildung.
Ist M/K eine endliche separable Erweiterung, so schreiben wir IndKM fu¨r die Induktion einer
Darstellung vonW (Ksep/M) nachW (Ksep/K) und ResMK fu¨r die Einschra¨nkung vonW (K
sep/K)
nach W (Ksep/M).
Korollar 1.1.3 Sei pi eine irreduzible Darstellung von W (Ksep/K). Dann besitzt die Spurabbil-
dung von pi eine Zerlegung der Form
Tr(pi) =
n∑
i=1
ciTr(IndKMi(χi))
mit endlichen separablen Erweiterungen Mi/K, Charakteren χi von W (Ksep/Mi) und ganzen
Zahlen ci.
Beweis: Wir schreiben pi in der Form ωsK ⊗ pi′ mit pi′ vom Galois-Typ. Dabei ko¨nnen wir pi′ als
Darstellung der Galoisgruppe G(M/K) einer endlichen Galoiserweiterung M von K auffassen.
Der Satz von Brauer liefert eine Zerlegung der Form
Tr(pi′) =
n∑
i=1
IndKMi(χ
′
i)
mit Zwischenerweiterungen Mi von M/K, Charakteren χ′i von W (K
sep/Mi) und ganzen Koeffi-
zienten ci. Beachten wir nun noch, daß die Induktion mit dem Tensorprodukt vertauscht (siehe
[14, Lemma 2.3]), so erhalten wir
Tr(pi) =
n∑
i=1
ciIndKMi(Res
Mi
K (ω
s
K)χ
′
i).
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Wir weisen an dieser Stelle darauf hin, daß wir jeden Charakter von W (Ksep/K) sowohl mit
Hilfe der klassischen als auch mit Hilfe der modifizierten Artinabbildung
K∗ −→W (Ksep/K)ab
als Charakter der multiplikativen Gruppe K∗ auffassen ko¨nnen. Unter der modifizierten Artinab-
bindung verstehen wir die klassische Artinabbildung verkettet mit der Inversenbildung x 7−→ x−1
auf K∗. Die klassische Artinabbildung wird z. B. in [15] explizit beschrieben und hat die Ei-
genschaft, daß sie Uniformisierende modulo der Kommutatorgruppe [W (Ksep/K),W (Ksep/K)]
auf Frobeniuselemente abbildet. Bei der modifizierten Artinabbildung werden Uniformisieren-
de modulo [W (Ksep/K),W (Ksep/K)] auf inverse Frobeniuselemente abbgebildet. Wir werden
fu¨r die gesamte Arbeit die Gruppen K∗ und W (Ksep/K)ab sowie auch die Charaktere von K∗
und W (Ksep/K) stets mit der modifizierten Artinabbildung identifizieren. Insbesondere ist dann
ωK : K∗ −→ C der Betragscharakter, der durch die Vorschrift x 7−→ q−νK(x) gegeben ist.
1.2 Zur Klassifizierung von Weildarstellungen
Die Ergebnisse des vorigen Abschnitts legen es nahe, eine Darstellung pi vonW (Ksep/K) aufgrund
ihrer Brauerzerlegung zu charakterisieren.
Definition 1.2.1 Die Darstellung pi heißt induziert, wenn es eine endliche separable Erweite-
rung M von K und eine eindimensionale Darstellung χ von W (Ksep/M) gibt mit pi ∼= IndKM (χ).
Ansonsten nennen wir pi primitiv. Ist pi induziert und ko¨nnen wir M so wa¨hlen, daß M/K un-
verzweigt ist, so nennen wir pi unverzweigt induziert. Ist pi induziert und ko¨nnen wir M nicht so
wa¨hlen, daß M/K unverzweigt ist, so nennen wir pi verzweigt induziert.
Eine andere Mo¨glichkeit, Informationen u¨ber pi zu gewinnen, bietet die Untersuchung der
zugeho¨rigen projektiven Darstellung
p˜i :W (Ksep/K) −→ PGL(V ),
die sich aus pi durch Verkettung mit der kanonischen Projektion GL(V ) −→ PGL(V ) ergibt. Aus
1.1.2 folgt, daß Bild(p˜i) endlich sein muß. Folglich gibt es eine endliche Galoiserweiterung P/K
mit W (Ksep/P ) = Kern(p˜i). Diesen Ko¨rper P nennen wir den projektiven Kernko¨rper von pi. Die
Galoisgruppe G(P/K) ist isomorph zu Bild(p˜i).
Definition 1.2.2 Unter dem projektiven Typ von pi verstehen wir den Isomorphietyp der Galois-
gruppe G(P/K).
Lemma 1.2.3 Fu¨r zwei Darstellungen pi1, pi2 :W (Ksep/K) −→ GL(V ) gilt genau dann pi1 = pi2,
wenn es eine eindimensionale Darstellung χ von W (Ksep/K) gibt mit pi1 = χ⊗ pi2.
Beweis: Fu¨r alle g ∈ W (Ksep/K) definieren wir χ(g) := pi1(g)(pi2(g))−1. Dann la¨ßt sich χ(g)
als Skalar auffassen. Auf diese Weise erhalten wir eine Abbildung χ : W (Ksep/K) −→ C∗ mit
pi1(g) = χ(g)pi2(g) fu¨r alle g ∈W (Ksep/K). Wir mu¨ssen nun nur noch zeigen, daß χ multiplikativ
ist. Dazu seien g, h ∈W (Ksep/K). Dann gilt
χ(gh) = pi1(g)pi1(h)(pi2(h))
−1(pi2(g))
−1 = pi1(g)χ(h)(pi2(g))
−1 = χ(g)χ(h).

Eine Darstellung der Form χ ⊗ pi mit einer eindimensionalen Darstellung χ von W (Ksep/K)
nennen wir Twist von pi.
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1.3 Der Fu¨hrer
In diesem Abschnitt greifen wir auf die Ergebnisse von [21, Chap. VI] zuru¨ck. Wir betrachten eine
Darstellung
pi :W (Ksep/K) −→ GL(V ).
Wegen der Stetigkeit von pi gibt es eine endliche Galoiserweiterung R von K, so daß pi auf
G0(Ksep/R) trivial wird. Die Darstellung pi definiert eine Operation der Tra¨gheitsgruppe
G0(R/K) = G0(Ksep/K)/G0(Ksep/R)
auf V . Diese Operation untersuchen wir nun genauer. Wie in [21, Chap. IV] definieren wir fu¨r alle
natu¨rlichen Zahlen i die ho¨heren Verzweigungsgruppen
Gi(R/K) := {σ ∈ G(R/K) | νR(σ(TR)− TR) ≥ i+ 1}.
Hierbei soll νR die Bewertung und TR eine Uniformisierende von R sein. Schließlich bezeichnen
wir noch mit V Gi(R/K) den Raum der Fixpunkte von V unter der Operation von Gi(R/K).
Definition 1.3.1 Unter den obigen Voraussetzungen heißt
cond(pi) :=
∞∑
i=0
#Gi(R/K)
#G0(R/K)
dim(V/V Gi(R/K))
der Fu¨hrer von pi.
In [21, Chap. VI, §2] wird gezeigt, daß sich cond(pi) als die Verkettungszahl von pi mit ei-
ner Darstellung, der sogenannten Artin-Darstellung von G(R/K), auffassen la¨ßt. Außerdem wird
gezeigt, daß cond(pi) unabha¨ngig von der Wahl von R ist ([21, Chap. VI, Prop. 3, Cor.]). Weil
sich die Verkettungszahl mit einer festen Darstellung additiv unter kurzen exakten Sequenzen
verha¨lt, liefert die Vorschrift pi 7−→ cond(pi) einen Homomorphismus von der Grothendieckgruppe
der virtuellen Darstellungen von W (Ksep/K) nach Z.
Satz 1.3.2 Sei M/K eine endliche separable Ko¨rpererweiterung und ρ eine Darstellung von
W (Ksep/M). Weiter sei d(M/K) der Diskriminatenexponent und f(M/K) der Tra¨gheitsgrad von
M/K. Dann gilt
cond(IndKM (ρ)) = dim(ρ)d(M/K) + f(M/K)cond(ρ).
Beweis: Diese Aussage folgt aus [21, Chap. VI, Prop. 4, Cor.]. 
Bei eindimensionalen Darstellungen kommt dem Fu¨hrer eine weitere Bedeutung zu, wie der
folgende Satz zeigt.
Satz 1.3.3 Sei χ eine eindimensionale Darstellung von W (Ksep/K). Vermo¨ge der modifizierten
Artinabbildung fassen wir χ als Darstellung von K∗ auf. Dann gilt
cond(χ) =
{
0, falls χ unverzweigt ist
min{m ∈ N | Kern(χ) ⊂ UnK}, sonst.
Beweis: Ohne Einschra¨nkung ko¨nnen wir annehmen, daß χ vom Galois-Typ ist. Dann reicht es
aus, in [21, Chap. V, Prop. 5, Cor] anzuwenden und auf die Bemerkung auf S. 228, loc. cit. zu
verweisen. 
Definition 1.3.4 Fu¨r eine Darstellung pi von W (Ksep/K) heißt
condmin(pi) := min{cond(ρ) | ρ ist Twist von pi}
der minimale Fu¨hrer von pi.
Im allgemeinen ist es ein schwieriges Problem, einen Twist zu finden, dessen Fu¨hrer minimal ist.
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1.4 Der L-Faktor
In diesem Abschnitt betrachten wir wiederum eine Darstellung
pi :W (Ksep/K) −→ GL(V ).
Zuna¨chst interessieren wir uns fu¨r die Operation eines inversen Frobeniuselements Φ−1K der Weil-
gruppe W (Ksep/K) auf der Menge
V0 := {v ∈ V | pi(σ)v = v fu¨r alle σ ∈ G0(Ksep/K)}.
Offensichtlich ha¨ngt die Einschra¨nkung pi(Φ−1K ) |V0 von pi(Φ
−1
K ) auf V0 nicht von der Wahl von ΦK
ab.
Definition 1.4.1 Unter den obigen Voraussetzungen heißt die meromorphe Funktion
L(pi, s) :=
1
det(1− ωsK(Φ−1K )⊗ pi(Φ−1K ) |V0)
der zu pi geho¨rige L-Faktor. Fu¨r den Fall, daß V0 = 0 ist, soll L(pi, s) = 1 sein.
Sei pi′ :W (Ksep/K) −→ GL(V ′) eine weitere Darstellung, so daß V ′ ein W (Ksep/K)-Untermodul
von V ist. Bezeichnen wir die zum Faktormodul V/V ′ geho¨rige Darstellung mit pi′′, so erhalten
wir
L(pi, s) = L(pi′, s)L(pi′′, s).
Also wird durch die Vorschrift pi 7−→ L(pi, s) ein Homomorphismus von der Grothendieckgruppe
der virtuellen Darstellungen in die multiplikative Gruppe der meromorphen Funktionen u¨ber C
definiert.
Satz 1.4.2 Sei M/K eine endliche separable Ko¨rpererweiterung und ρ eine Darstellung von
W (Ksep/K). Dann gilt
L(IndKM (ρ), s) = L(ρ, s).
Beweis: Fu¨r s = 0 siehe [5, Prop. 3.8 (ii)]. Fu¨r beliebige s ∈ C folgt
L(IndKM (ρ), s) = L(ω
s
K ⊗ IndKM (ρ), 0)
= L(IndKM (Res
M
K (ω
s
K)⊗ ρ), 0)
= L(ResMK (ω
s
K)⊗ ρ, 0)
= L(ωsM ⊗ ρ, 0)
= L(ρ, s).

Lemma 1.4.3 Wenn pi irreduzibel und dim(pi) > 1 ist, gilt L(pi, s) = 1.
Beweis: Sei σ ∈ W (Ksep/K) und v ∈ V0. Weil G0(Ksep/K) ein Normalteiler von W (Ksep/K)
ist, gibt es fu¨r alle g ∈ G0(Ksep/K) ein g′ ∈ G0(Ksep/K) mit gσ = σg′. Daraus folgt
g(σ(v)) = σ(g(v)) = σ(v).
und damit σ(v) ∈ V0. Also ist V0 ein W (Ksep/K)-invarianter Unterraum von V . Somit gilt V0 = 0
oder V0 = V .
Wa¨re V0 = V so wu¨rde die Darstellung pi u¨ber G0(Ksep/K) faktorisieren. Wegen
W (Ksep/K)/G0(Ksep/K) ∼= Z
erga¨be sich ein Widerspruch zur Irreduzibilita¨t von pi. Also gilt V0 = 0 und somit L(pi, s) = 1. 
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1.5 Der -Faktor
Unter einem additiven Charakter von K verstehen wir einen stetigen nichttrivialen Homomorphis-
mus ψ : K+ −→ C∗, der unita¨r ist, d.h. der nur Werte vom Betrag 1 annimmt. Aus der Stetigkeit
folgt, daß es ein n ∈ Z gibt mit ψ(pn) = {1}. Das kleinste n mit dieser Eigenschaft nennen wir den
Fu¨hrer von ψ und bezeichnen es mit cond(ψ). Falls ψ nichttrivial ist, sind alle anderen additiven
Charaktere von der Form
ψa : K+ −→ C, x 7−→ ψ(ax)
mit einem geeigneten a ∈ K (s. [10, Satz 7.7.1]).
Fu¨r die Ausfu¨hrung spa¨terer Rechnungen ist es sinnvoll, einen additiven Charakter zu fixieren.
Wir tun dies nur fu¨r den Fall, daßK ein Laurentreihenko¨rper ist. Fu¨r den Fall, daßK eine endliche
Erweiterung von Qp ist, verweisen wir auf [18, §11].
Bezeichnung 1.5.1 Im Fall K = Fq((T )) ist ψK der additive Charakter von K, der durch die
Vorschrift
∞∑
i=n
aiT
i 7−→ e 2piip Tr
Fp
Fq (a−1)
definiert ist. Hierbei fassen wir TrFpFq (a−1) als natu¨rliche Zahl zwischen 0 und p− 1 auf. Fu¨r jede
endliche separable Erweiterung M von K setzen wir
ψM := ψK ◦ TrKM .
Weil K+ lokalkompakt ist, gibt es ein bis auf eine positive multiplikative Konstante eindeutig
bestimmtes positives Integral von K+ (s. [10, Satz C.3.1]). Dieses bezeichnen wir als additives
Haarsches Maß von K. Der folgende Satz geht auf Langlands [14] und Deligne [5] zuru¨ck.
Satz 1.5.2 Fu¨r jede endliche separable Erweiterung M/K und jedes Tripel (pi, ψ, dx), das aus
einer Darstellung pi von W (Ksep/M), einem additiven Charakter ψ von M und einem Haarschen
Maß dx von M besteht, gibt es eine eindeutig bestimmte Zahl (pi, ψ, dx), so daß die folgenden
Bedingungen erfu¨llt sind:
(i) Sei 0 −→ V −→ V ′ −→ V ′′ −→ 0 eine kurze exakte Sequenz von W (Ksep/K)-Moduln mit
den zugeho¨rigen Darstellungen pi, pi′ und pi′′. Dann gilt
(pi, ψ, dx) = (pi′, ψ, dx)(pi′′, ψ, dx)
fu¨r alle additiven Charaktere ψ und Haarschen Maße dx von K.
(ii) Sei M/K eine endliche separable Erweiterung und ρ eine Darstellung von W (Ksep/M). Fu¨r
alle Haarschen Maße dx von K und dMx von M sowie alle additiven Charaktere ψ von K
gilt
(IndKM (ρ), ψ, dx) = (ρ, ψ ◦ TrKM , dMx)λ(M/K,ψ, dx, dMx)dim(ρ).
Dabei ist
λ(M/K,ψ, dx, dMx) :=
(IndKM (1M ), ψ, dx)
(1M , ψ ◦ TrKM , dMx)
und 1M die triviale Darstellung von W (Ksep/M).
(iii) Sei r ∈ R>0 eine positive Konstante. Fu¨r jede Darstellung pi : W (Ksep/K) −→ GL(V ),
jeden additiven Charakter ψ und jedes Haarsche Maß dx von K gilt die Gleichung
(pi, ψ, rdx) = rdim(V )(pi, ψ, dx).
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(iv) SeiM/K eine endliche separable Erweiterung von K, ψ ein additiver Charakter und dMx ein
Haarsches Maß vonM sowie χ eine eindimensionale Darstellung vonW (Ksep/M). Vermo¨ge
der modifizierten Artinabbildung fassen wir χ als Darstellung von M∗ auf und wa¨hlen ein
c ∈M mit Bewertung cond(χ)− cond(ψ). Dann gilt
(χ, ψ, dx) =

∫
c−1O∗M
χ−1(x)ψ(x) dx, falls χ verzweigt
χω−1M (c)
∫
OM
1 dx, falls χ unverzweigt.
Mit dem additiven Charakter ψ vonK kann man fu¨r jede lokalkonstante Funktion f : K∗ −→ C
mit kompaktem Tra¨ger eine Fourier-Transformierte
fˆ(y) =
∫
K
f(x)ψ(−xy) dx
definieren. Gilt nun fu¨r alle lokalkonstanten Funktionen mit kompaktem Tra¨ger die Bedingung
f(−x) = ˆˆf(x),
so nennen wir das Haarsche Maß dx selbstdual und bezeichnen es mit dψx. Nach [10, S. 207] ist
dx genau dann selbstdual, wenn ∫
OK
1 dx = q
1
2 condψ
ist. Insbesondere ist dψx in Abha¨ngigkeit von ψ eindeutig bestimmt. Die Bedingung (iv) besagt
nun nichts anderes, als daß
(χ, ψ, dψx) = ρ(χ, ψ)
L(χ−1, 1)
L(χ, 0)
gilt, wobei ρ(χ, ψ) den ρ-Faktor in der Funktionalgleichung von Tate bezeichnet. Dabei fassen wir
wieder χ als Charakter von K∗ auf. Entsprechende Rechnungen hierzu finden sich in [26] und [10].
Wir beschreiben nun, wie man fu¨r eine gegebene Weildarstellung pi den -Faktor (pi, ψ, dx)
zumindest prinzipiell berechnen kann. Zuna¨chst bestimmen wir eine Zerlegung der Form
Tr(pi) =
n∑
i=1
ci(IndKMi(χi))
mit endlichen separablen ErweiterungenMi/K, Charakteren χi vonW (Ksep/Mi) und ganzen Zah-
len ci. Kennen wir nun fu¨r vorgegebene Haarsche Maße dMix die λ-Faktoren λ(Mi/K,ψ, dx, dMix),
so erhalten wir
(pi, ψ, dx) =
n∏
i=1
(
λ(Mi/K,ψ, dx, dMix)(χi, ψ ◦ TrKMi , dMi)
)ci
.
Hierbei lassen sich die -Faktoren (χi, ψ ◦TrKMi , dMi) durch Integrale ausdru¨cken. Bei der Berech-
nung der λ-Faktoren ist das folgende Lemma nu¨tzlich.
Lemma 1.5.3 Sei ψ ein additiver Charakter von K und M/K eine endliche separable Erweite-
rung. Dann gilt
cond(ψ ◦ TrKM ) = cond(ψ)− d(M/K).
Beweis: Zuna¨chst ist klar, daß TrKM (p
cond(ψ)−d(M/K)
M ) ein gebrochenes Ideal von K ist. Nach [21,
Chap. III, Prop. 7] gilt
TrKM (p
cond(ψ)−d(M/K)
M ) ⊂ pcond(ψ)K
und
TrKM (p
cond(ψ)−d(M/K)−1
M ) 6⊂ pcond(ψ)K .
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Daraus folgt cond(ψ ◦ TrKM ) = cond(ψ)− d(M/K). 
Der folgende Satz beschreibt den Einfluß, den die Wahl des additiven Charakters ψ und das
Tensorieren von pi mit einem unverzweigten Charakter auf den -Faktor (pi, ψ, dx) hat.
Satz 1.5.4 Sei pi eine Darstellung von W (Ksep/K) sowie ψ ein additiver Charakter und dx ein
Haarsches Maß auf K.
(i) Faßt man die Abbildung det ◦pi vermo¨ge der modifizierten Artinabbildung als Charakter von
K∗ auf, so gilt fu¨r alle a ∈ K∗ die Gleichung
(pi, ψa, dx) = det ◦pi(a)ωK(a)− dim(pi)(pi, ψ, dx).
(ii) Fu¨r alle s ∈ C gilt
(ωsK ⊗ pi, ψ, dx) = (pi, ψ, dx)q−s(cond(ψ) dim(pi)+cond(pi)).
Beweis: Siehe [18, §11, Prop.]. 
Der na¨chste Satz beschreibt den Zusammenhang zwischen dem -Faktor und dem Fu¨hrer einer
Darstellung.
Satz 1.5.5 Sei pi eine Darstellung von W (Ksep/K) vom Galois-Typ. Dann gilt
| (pi, ψ, dψx) |= q 12 (−cond(ψ) dim(pi)+cond(pi)).
Beweis: Weil pi als Darstellung vom Galois-Typ endlich faktorisiert, muß pi unita¨r sein. Damit
la¨ßt sich [18, §12, Prop. (i)] anwenden, wodurch wir das gewu¨nschte Resultat erhalten. 
Die Tatsache, daß der Betrag des -Faktors im wesentlichen durch den Fu¨hrer festgelegt ist,
motiviert die folgende Definition.
Definition 1.5.6 Sei pi eine Darstellung, ψ ein additiver Charakter und dx ein Haarsches Maß
von K. Dann heißt
W (pi, ψ) =
(pi, ψ, dx)
| (pi, ψ, dx) |
die Wurzelzahl von pi und ψ.
Wir weisen darauf hin, daß die Wurzelzahl W (pi, ψ) wegen 1.5.2 (iii) nicht von der Wahl des
Haarschen Maßes dx abha¨ngt.
1.6 Zweidimensionale Weildarstellungen
In diesem Abschnitt sei pi :W (Ksep/K) −→ GL(V ) eine irreduzible zweidimensionale Darstellung
von W (Ksep/K). Wir betrachten die zugeho¨rige projektive Darstellung
p˜i :W (Ksep/K) −→ PGL(V ).
Das Bild von p˜i la¨ßt sich als endliche Untergruppe von PGL2(C) auffassen.
Satz 1.6.1 Fu¨r Bild(p˜i) kommen nur die folgenden Isomorphietypen in Frage:
• eine Diedergruppe Dn der Ordnung 2n,
• A4 oder
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• S4.
Beweis: Wie allgemein bekannt ist, sind alle endlichen Untergruppen von PGL2(C) isomorph
zu A4, S4, A5, zu einer zyklischen Gruppe oder zu einer Diedergruppe. Aus der Irreduzibilita¨t
von pi folgt, daß Bild(pi) nichtabelsch ist und deshalb auch nicht zyklisch sein kann. Außerdem
scheidet der Fall Bild(p˜i) ∼= A5 aus, weil sonst die Galoisgruppe des projektiven Kernko¨rpers nicht
auflo¨sbar wa¨re, was im Widerspruch zu [21, Chap. IV, Cor. 5] steht. 
Anhand des projektiven Typs ko¨nnen wir entscheiden, ob pi primitiv oder induziert ist.
Satz 1.6.2 Die Darstellung pi ist genau dann induziert, wenn ihr projektiver Typ einer Dieder-
gruppe entspricht.
Beweis:Weil Twist und Induktion vertauschen, ko¨nnen wir annehmen, daß pi vom Galois-Typ ist,
und pi als injektive Darstellung einer endlichen Galoisgruppe G(M/K) auffassen. Weiter ko¨nnen
wir p˜i als injektiven Homomorphismus von der Galoisgruppe G(P/K) des projektiven Kernko¨rpers
P von pi nach PGL2(C) auffassen.
Zuna¨chst nehmen wir an, daß pi vom Diedertyp ist. Dann gibt es eine quadratische Ga-
loiserweiterung N/K, so daß G(P/N) zyklisch ist. Folglich gibt es ein σ ∈ G(M/N), so daß
G(M/N) von G(M/P ) und σ erzeugt wird. Weil G(M/P ) zum Zentrum von G(M/K) geho¨rt, muß
G(M/N) abelsch sein. Somit ist ResNK(pi) reduzibel, und es gibt Charaktere χ1, χ2 von G(M/N)
mit ResNK(pi) ∼= χ1 ⊕ χ2. Aufgrund der Irreduzibilita¨t von pi und der Frobeniusreziprozita¨t folgt
pi = IndKN (χ1).
Nun nehmen wir an, daß pi induziert ist, d.h. es gibt eine quadratische Galoiserweiterung N/K
und einen Charakter χ von G(M/N) mit pi = IndKN (χ). Fu¨r ein σ ∈ G(M/K) \ G(M/N) sei
χσ der Charakter von G(M/N), der durch die Vorschrift g 7−→ χ(σ−1gσ) gegeben ist. Nach [22,
Chap. 7, Prop. 22] gilt fu¨r alle σ ∈ G(M/K) \ G(M/N) die Isomorphie ResNK(pi) ∼= χ ⊕ χσ.
Hierbei gilt stets σ /∈ G(M/P ), weil sonst χ = χσ und damit Bild(p˜i) abelsch wa¨re. Daraus
folgt G(M/P ) ⊂ G(M/N). Wir betrachten nun den Charakter θ := χ−1χσ von G(M/N). Wegen
Kern(p˜i) = G(M/P ) folgt Kern(θ) = G(M/P ). Somit la¨ßt sich θ als injektiver Charakter von
G(P/N) auffassen. Folglich ist G(P/N) eine zyklische Untergruppe von G(P/K) vom Index 2.
Daraus folgt G(P/K) 6∼= S4, A4. (Die einzige Untergruppe von S4 vom Index 2 ist A4, wa¨hrend
A4 selbst keine Untergruppe vom Index 2 besitzt.) 
Es stellt sich nun heraus, daß primitive irreduzible zweidimensionale Darstellungen der Weil-
gruppe W (Ksep/K) nur unter ganz besonderen Bedingungen auftreten ko¨nnen.
Satz 1.6.3 Die Darstellung pi kann nur dann primitiv sein, wenn die Restcharakteristik von K
gerade ist.
Beweis: Siehe [2, Prop. 4.9.3]. 
Eine systematische Untersuchung der primitiven zweidimensionalen Darstellungen der Weil-
gruppe W (Ksep/K) findet sich unter anderem in [11]. Wir stellen nun einige Aussagen u¨ber den
minimalen Fu¨hrer von pi zusammen.
Um den minimalen Fu¨hrer im Fall, daß pi induziert ist, berechnen zu ko¨nnen, betrachten
wir eine beliebige separable Erweiterung M von K vom Grad 2. Weiter wa¨hlen wir ein σ ∈
W (Ksep/K) \W (Ksep/M). Fu¨r einen beliebigen Charakter ρ : W (Ksep/M) −→ C∗ sei ρσ der
Charakter von W (Ksep/M), der durch die Vorschrift
ρσ(g) = ρ(σ−1gσ)
gegeben ist. Wir bemerken, daß ρσ(g) nicht von der Wahl von σ abha¨ngt.
Definition 1.6.4 Die Zahl condM/K(ρ) := cond(ρ(ρσ)
−1) heißt der relative Fu¨hrer von ρ.
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Satz 1.6.5 Wir nehmen an, daß pi = IndKM (ρ) ist. Wenn pi unverzweigt induziert ist, soll die
quadratische Erweiterung M/K unverzweigt sein. Dann gilt
condmin(pi) =
{
2condM/K(ρ), falls M/K unverzweigt ist
2d(M/K) + condM/K(ρ)− 1, falls M/K verzweigt ist.
Beweis: Sei χ eine beliebige eindimensionale Darstellung von W (Ksep/K). Nach 1.3.2 gilt
cond(χ⊗ pi) = d(M/K) + f(M/K)cond(ResMK (χ)ρ).
Also wird der Fu¨hrer von χ ⊗ pi genau dann minimal, wenn der Fu¨hrer von ResMK (χ)ρ minimal
ist. Um die Ergebnisse von [7] anwenden zu ko¨nnen, fassen wir mit Hilfe der modifizierten Ar-
tinabbildung ρ und ResMK (χ)ρ als Charaktere von M
∗ und χ als Charakter von K∗ auf. Aufgrund
der Funktorialita¨tseigenschaften gilt dann ResMK (χ)ρ = χ ◦ NKMρ und ρσ = ρ ◦ σ. Im Fall M/K
unverzweigt erha¨lt man die gesuchte Gleichung unter Anwendung der Ergebnisse von [7, §3.2].
Wir betrachten nun den Fall, daß M/K verzweigt ist. Nach [12, Th. 1.3] muß condmin(pi)
ungerade sein. Wenn wir nun χ so wa¨hlen, daß der Fu¨hrer von χ ⊗ pi minimal ist, muß also
cond(ResMK (χ)ρ)− d(M/K) ungerade sein. Die Anwendung von [7, §5.2, Lemme (c)] liefert
cond(ResMK (χ)ρ) = condM/K(Res
M
K (χ)ρ) + d(M/K)− 1 = condM/K(ρ) + d(M/K)− 1.
Hieraus erha¨lt man die gesuchte Gleichung. 
Leider scheint keine explizite Formel zur Berechnung eines Charakters χ, der den Fu¨hrer von
χ ⊗ pi minimiert, bekannt zu sein. Wir wenden uns nun dem Fall zu, daß pi primitiv ist. Sei P
der projektive Kernko¨rper von pi und P0 die maximale unverzweigte Erweiterung sowie P1 die
maximale zahm verzweigte Zwischenerweiterung von P/K. Außerdem sei t die gro¨ßte natu¨rliche
Zahl mit Gt(P/K) 6= {idP }.
Satz 1.6.6 Wenn pi primitiv ist, gilt
condmin(pi) = 2 +
3
[P1 : P0]
t.
Beweis: Siehe [1, Th. 2]. 
Leider scheint auch hier nicht bekannt zu sein, wie man einen Twist findet, dessen Fu¨hrer
minimal ist.
Wir beenden diesen Abschnitt, indem wir die besondere Bedeutung hervorheben, die den -
Faktoren bei zweidimensionalen Darstellungen zukommt.
Satz 1.6.7 Zwei irreduzible zweidimensionale Darstellungen pi und pi′ vonW (Ksep/K) sind genau
dann isomorph, wenn
det ◦pi = det ◦pi′
ist und fu¨r jeden Charakter χ von W (Ksep/K) die Identita¨t
(χ⊗ pi, ψ, dx) = (χ⊗ pi′, ψ, dx)
gilt.
Beweis: Diese Aussage ergibt sich aus [9, Cor. 2.19] zusammen mit dem Beweis der Langlands-
korrespondenz fu¨r GL2 in [11]. 
Das bedeutet, daß die -Faktoren aller Twists zusammen mit dem Determinantencharakter eine
irreduzible zweidimensionale Darstellung von W (Ksep/K) vollsta¨ndig charakterisieren.
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1.7 Die Weil-Deligne-Gruppe und ihre Darstellungen
Wir definieren das semidirekte Produkt
W ′(Ksep/K) :=W (Ksep/K)n C,
indem wir auf C fu¨r alle g ∈W (Ksep/K) und z ∈ C die Operation
gzg−1 := ωK(g)z
erkla¨ren. Ferner versehen wir W ′(Ksep/K) mit der Produktopologie des unterliegenden kartesi-
schen Produktes W (Ksep/K)×C. Hierdurch erhalten wir eine topologische Gruppe W ′(Ksep/K),
die wir die Weil-Deligne-Gruppe von K nennen.
Unter einer Darstellung von W ′(Ksep/K) verstehen wir einen stetigen Homomorphismus
pi′ :W (Ksep/K) −→ GL(V ),
wobei V ein endlichdimensionaler C-Vektorraum und die Einschra¨nkung von pi auf C komplex
analytisch ist.
Sei (pi,N) ein Paar, das aus einer Darstellung
pi :W (Ksep/K) −→ GL(V )
und einem nilpotenten Endomorphismus N auf V besteht, so daß fu¨r alle g ∈ W (Ksep/K) die
Vertra¨glichkeitsbedingung
pi(g)Npi(g)−1 = ωK(g)N
erfu¨llt ist. Durch dieses Paar erhalten wir eine Abbildung pi′ : W ′(Ksep/K) −→ GL(V ), indem
wir
pi′(gz) := pi(g) exp(zN)
fu¨r alle g ∈W (Ksep/K) und z ∈ C setzen. Man u¨berzeugt sich leicht davon, daß pi′ eine Darstellung
von W ′(Ksep/K) ist. In [18, §3] wird gezeigt, daß die Vorschrift (pi,N) 7−→ pi′ eine bijektive
Abbildung der Menge aller Paare mit den oben beschriebenen Eigenschaften in die Menge aller
Darstellungen von W ′(Ksep/K) definiert. Deshalb erlauben wir uns, Darstellungen mit solchen
Paaren zu identifizieren, und schreiben pi′ = (pi,N). Fu¨r die Frage, wie man aus einer gegebenen
Darstellung pi′ von W ′(Ksep/K) das zugeho¨rige Paar erha¨lt, verweisen wir auf [18, §3]. Dort
wird auch gesagt, wie man einige Standardoperationen von Darstellungen wie z. B. Induktion,
Tensorierung oder die Bildung von direkten Summen mit Hilfe dieser Paare beschreiben kann.
1.8 Invarianten von Darstellungen der Weil-Deligne-Grup-
pe
In diesem Abschnitt geht es darum, den Fu¨hrer sowie L- und -Faktoren fu¨r Darstellungen
pi′ = (pi,N) :W ′(Ksep/K) −→ GL(V )
der Weil-Deligne-Gruppe zu definieren. Fu¨r die folgenden Betrachtungen sei
V0 := {v ∈ V | pi(σ)(v) = v fu¨r alle σ ∈ G0(Ksep/K)}
und
V N0 := {v ∈ V0 | Nv = 0}.
Definition 1.8.1 Die Zahl
cond(pi′) := dimV0/V N0 + cond(pi)
heißt Fu¨hrer von pi′.
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Den L-Faktor von pi′ ko¨nnen wir definieren, indem wir einfach V0 durch V N0 ersetzen.
Definition 1.8.2 Die meromorphe Funktion
L(pi′, s) :=
1
det(1− ωsK(Φ−1K )⊗ pi(Φ−1K )|V N0 )
heißt der zu pi′ geho¨rige L-Faktor. Im Fall V N0 = 0 soll L(pi
′, s) = 1 sein.
Um nun den -Faktor von pi′ zu definieren, betrachten wir die Operation eines inversen Frobe-
niuselements pi(Φ−1K )|V0 auf V0. Fu¨r alle v ∈ V N0 gilt
Npi(Φ−1K )(v) = pi(Φ
−1
K )pi(ΦK)Npi(Φ
−1
K )(v) = pi(ΦK)ωK(Φ
−1
K )Nv = 0.
Also operiert das Bild pi(Φ−1K ) auf dem Faktorraum V0/V
N
0 . Diese Operation bezeichnen wir mit
pi(Φ−1K )|V0/V N0 .
Definition 1.8.3 Fu¨r einen additiven Charakter ψ : K+ −→ C und ein Haarsches Maß dx von
K heißt die Funktion
(pi′, ψ, dx) := (pi, ψ, dx)
{
det(−pi(Φ−1K )|V0/V N0 ), falls V0 6= V N0
1, falls V0 = V N0
der -Faktor von (pi′, ψ, dx).
Diese Definitionen sind mit den Definitionen aus den Abschnitten 3-5 vertra¨glich, d. h. im
Fall N = 0 gilt cond(pi′) = cond(pi), L(pi′, s) = L(pi′, s) und (pi′, ψ, dx) = (pi, ψ, dx). Außerdem
verhalten sich cond(pi′), L(pi′, s) und (pi′, ψ, dx) unter Induktion und kurzen exakten Sequenzen
a¨hnlich wie cond(pi), L(pi, s) und (pi, ψ, dx). Fu¨r die Einzelheiten verweisen wir auf [18, §8-11].
1.9 l-adische Galoisdarstellungen
Fu¨r die folgenden Betrachtungen sei l eine von der Restcharakteristik p von K verschiedene
Primzahl. Unter einer l-adischen Galoisdarstellung verstehen wir einen stetigen Homomorphismus
pi′l : G(K
sep/K) −→ GL(Vl), wobei Vl ein endlichdimensionaler Ql-Vektorraum ist. Wir beschrei-
ben nun, wie man mit Hilfe einer Konstruktion, die auf Deligne und Grothendieck zuru¨ckgeht,
aus einer solchen l-adischen Darstellung eine Darstellung der Weil-Deligne-Gruppe erha¨lt. Dazu
wa¨hlen wir einen nichttrivialen stetigen Homomorphismus
tl : G0(Ksep/K) −→ Ql
und fixieren ein Frobeniuselement ΦK ∈ W (Ksep/K). In [18, §4] wird das folgende Resultat
gezeigt.
Satz 1.9.1 Sei pi′l : G(K
sep/K) −→ GL(Vl) eine l-adische Darstellung. Dann gilt:
(i) Es gibt eine offene Untergruppe H von G0(Ksep/K) und einen eindeutig bestimmten nilpo-
tenten Endomorphismus Nl von Vl, so daß
pi′(h) = exp(tl(h)Nl)
fu¨r alle h ∈ H gilt.
(ii) Fu¨r alle g = ΦmKg0 ∈W (Ksep/K) mit m ∈ Z und g0 ∈ G0(Ksep/K) setze man
pil(g) := pi′l(g) exp(−tl(g0)Nl).
Dann ist
pil :W (Ksep/K) −→ GL(V ),
g 7−→ pil(g)
ein Homomorphismus, der auf einer offenen Untergruppe von G0(Ksep/K) trivial wird.
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(iii) Fu¨r alle g ∈W (Ksep/K) gilt pil(g)Nlpil(g)−1 = ωK(g)Nl.
Wir ko¨nnen also einer l-adischen Galoisdarstellung ein Paar (Nl, pil) zuordnen, das der Vertra¨glich-
keitsbedingung
pil(g)Nlpil(g)−1 = ωK(g)Nl
genu¨gt. Aus diesem Paar wollen wir nun eine Darstellung der Weil-Deligne-Gruppe konstruieren.
Dazu fixieren wir eine Einbettung ι : Ql ↪→ C. Wir definieren pi′l,ι := (pil,ι, Nl,ι), wobei Nl,ι das
Bild von Nl unter der Einbettung End(Vl) ↪→ End(Vl ⊗ι C) und pil,ι die Verkettung von pil mit
der Einbettung GL(Vl) ↪→ GL(Vl ⊗ι C) sein soll. In [18, §4, Prop. (iv)] wird gezeigt, daß die
Isomorphieklasse von pi′l,ι unabha¨ngig von der Wahl von tl und der Wahl des Frobeniuselements
ΦK ist.
1.10 Elliptische Kurven und l-adische Darstellungen
Unter einer elliptischen Kurve (E , O) u¨berK verstehen wir eine nichtsingula¨re projektive eindimen-
sionale Varieta¨t E u¨ber K vom Geschlecht 1 zusammen mit einem ausgezeichneten K-rationalen
Punkt O. Zwei elliptische Kurven (E1, O1) und (E2, O2) bezeichnen wir als isomorph, wenn es einen
Isomorphismus φ : E1 −→ E2 gibt mit φ(O1) = O2. Bekanntlich ist jede elliptische Kurve isomorph
zu einer elliptischen Kurve (E , O), wobei E in der projektiven Ebene durch eine Gleichung der Form
Y 2Z + a1XY Z + a3Y Z2 = X3 + a2X2Z + a4XZ2 + a6Z3
mit Koeffizienten a1, a2, a3, a4, a6 ∈ K gegeben und O = [(0, 1, 0)] der ausgezeichnete Punkt ist
(Siehe dazu [24, Prop. III.3.1]). Es ist leicht einzusehen, daß O der einzige Punkt ”im Unendlichen“
ist, d. h. alle anderen Punkte von E von der Form [(x, y, 1)] sind. Deshalb verwenden wir die
dehomogenisierte Gleichung
Y 2 + a1XY + a3Y = X3 + a2X2 + a4X + a6
und geben die von O verschiedenen Punkte P in der affinen Schreibweise P = (x, y) an. Eine
Gleichung dieser Form nennen wir Weierstraßgleichung. Wenn immer wir eine elliptische Kurve
durch eine solche Gleichung angeben, meinen wir die zu der homogenen Gleichung geho¨rige Kurve
mit dem ausgezeichneten Punkt O = [(0, 1, 0)].
Wir befassen uns nun mit der Frage, inwiefern Weierstraßgleichungen elliptische Kurven de-
finieren und inwiefern eine Weierstraßgleichung einer elliptischen Kurve eindeutig bestimmt ist.
Dazu fu¨hren folgende weitere Konstanten ein:
b2 := a1 + 4a2,
b4 := 2a4 + a1a3,
b6 := a23 + 4a6,
b8 := a21a6 + 4a2a6 − a1a3a4 + a2a23 − a24,
c4 := b22 − 24b4,
c6 := −b23 + 36b2b4 − 216b6,
∆ := −b22b8 − 8b34 − 27b26 + 9b2b4b6,
j :=
c34
∆
.
Gewo¨hnlich nennt man ∆ die Diskriminante von E . Eine Weierstraßgleichung obiger Form definiert
genau dann eine elliptische Kurve mit ausgezeichnetem Punkt O = [(0, 1, 0)], wenn ∆ 6= 0 ist ([24,
Prop. III.1.4 (a)]). Die Konstante j nennt man die j-Invariante von E . Sie gibt den Isomorphietyp
der Kurve u¨ber dem algebraischen Abschluß von K an ([24, Prop. III.1.4 (b)]).
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Die einzigen Koordinatenwechsel, die die Weierstraß-Form erhalten und den ausgezeichneten
Punkt O invariant lassen, lauten
X = u2X ′ + r,
Y = u3Y ′ + u2sX ′ + t,
wobei u, r, s, t ∈ Ksep sind mit u 6= 0. Die Konstanten a1, a2, a3, a4, a6 gehen dabei in Konstanten
a′1, a
′
2, a
′
3, a
′
4, a
′
6 u¨ber. Diese berechnen sich wie folgt:
a′1 = u
−1(a1 + s),
a′2 = u
−2(a2 − sa1 + 3r − s2),
a′3 = u
−3(a3 + ra1 + 2t),
a′4 = u
−4(a4 − sa3 + 2ra2 − (t+ rs)a1 + 3r2 − 2st),
a′6 = u
−6(a6 + ra4 + r2a2 + r3 − ta3 − t2 − rta1).
Fu¨r die Diskriminante ∆′ und die j-Invariante j′ der transformierten Kurve erha¨lt man
∆′ = ∆u12 und j
′ = j.
Wir gehen nun auf den Fall ein, daß die durch die obige Weierstraßgleichung gegebene Kurve
einen singula¨ren Punkt besitzt. Es stellt sich heraus, daß dieser Punkt P eindeutig bestimmt und
von O verschieden ist. Also ist P von der Form P = [(x0, y0, 1)], wobei (x0, y0) eine Nullstelle des
Polynoms
f(x, y) := y2 + a1xy + a3y − x3 − a2x2 − a4x− a6
ist. Weil P singula¨r ist, mu¨ssen die partiellen Ableitungen ∂f∂x und
∂f
∂y an der Stelle (x0, y0) ver-
schwinden. Durch Taylorentwicklung erha¨lt man eindeutig bestimmte α, β ∈ Ksep mit
f(x, y)− f(x0, y0) = ((y − y0)− α(x− x0)) ((y − y0)− β(x− x0))− (x− x0)3.
Falls α 6= β ist, so nennen wir P einen Knoten und α, β die Tangentensteigungen im Punkt P .
Falls α = β ist, nennen wir P eine Spitze.
Man sieht leicht, daß jede Weierstraßgleichung durch eine Transformation der Form
X = u2X ′,
Y = u3Y ′
mit geeignetem u ∈ K in eine Weierstraßgleichung mit ganzen Koeffizienten a′1, a′2, a′3, a′4, a′6 ∈
OK u¨bergeht. Hierbei ko¨nnen wir die Koeffizienten modulo dem maximalen Ideal pK von OK
reduzieren und erhalten so eine Kurve u¨ber dem Restko¨rper Fq. Damit der Isomorphietyp dieser
Kurve eindeutig bestimmt ist, muß man eine Minimalita¨ts-Forderung an die Koeffizienten der
Weierstraßgleichung stellen. Eine Weierstraßgleichung mit ganzen Koeffizienten heißt minimal,
wenn die Bewertung der Diskriminante νK(∆) minimal ist. Eine minimale Weierstraßgleichung
geht durch eine Koordinatentransformation der Form
X = u2X ′ + r,
Y = u3Y ′ + u2sX ′ + t
genau dann in eine andere minimale Weierstraßgleichung u¨ber, wenn u ∈ O∗K und r, s, t ∈ OK gilt
([24, Prop. VII.1.3]). Hieraus ergibt sich, daß der Isomorphietyp der reduzierten Kurve E eindeutig
bestimmt ist.
Wenn E keine Singularita¨t besitzt, spricht man von guter Reduktion. Besitzt E einen Knoten,
spricht man von multiplikativer Reduktion. Wenn E eine Spitze besitzt, spricht man von additiver
Reduktion. Im Fall von multiplikativer Reduktion unterscheidet man zwischen zerfallend und
nicht zerfallend multiplikativer Reduktion, je nachdem, ob die Steigungen der Tangenten an den
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singula¨ren Punkt in K liegen oder nicht. Wir bemerken, daß gute und multiplikative Reduktion
stabil unter endlichen Erweiterungen des Grundko¨rpers K sind. Dies bedeutet, daß gute und
multiplikative Reduktion einer elliptischen Kurve E erhalten bleiben, wenn man E als elliptische
Kurve u¨ber einer endlichen Erweiterung M von K auffaßt ([24, Prop. VII.5.4 (b)]). Umgekehrt
gibt es bei elliptischen Kurven mit additiver Reduktion eine endliche Erweiterung M von K,
so daß E als Kurve u¨ber M betrachtet entweder gute oder multiplikative Reduktion hat. ([24,
Prop. VII.5.4 (c)]). In diesem Fall spricht man von potentiell guter bzw. potentiell multiplikativer
Reduktion. Ob potentiell gute oder potentiell multiplikative Reduktion vorliegt, la¨ßt sich leicht
mit dem folgenden Kriterium entscheiden:
Satz 1.10.1 Eine elliptische Kurve u¨ber einem lokalen Ko¨rper hat genau dann potentiell gute
Reduktion, wenn die j-Invariante ganz ist.
Beweis: Siehe [24, Prop. VII.5.5.]. 
Auf den Punkten einer elliptischen Kurve E ist nun eine Operation + : E × E −→ E definiert,
die (E ,+) zu einer abelschen Gruppe macht. Sei nun l eine von p verschiedene Primzahl. Dann bil-
den die ln-Torsionspunkte von (E ,+) in natu¨rlicher Weise ein projektives System. Der zugeho¨rige
projektive Limes heißt Tate-Modul und wird mit Tl(K) bezeichnet. Dabei hat Tl(K) die Struk-
tur eines Zl-Moduls der Dimension 2. Durch Tensorieren erhalten wir einen zweidimensionalen
Ql-Vektorraum Vl(E) := Tl ⊗Z l Ql. Das koordinatenweise Auswerten definiert eine Operation der
Galoisgruppe G(Ksep/K) auf den Punkten von E . Diese Operation vertauscht mit der Gruppen-
struktur von (E ,+) und liefert eine zweidimensionale l-adische Darstellung
pil : G(Ksep/K) −→ GL(Vl(E)).
Wir bemerken, daß isomorphe elliptische Kurven isomorphe Darstellungen liefern.
Dieser l-adischen Galoisdarstellung pil la¨ßt sich nun wie im letzten Abschnitt beschrieben ein
Paar (pil, Nl) zu ordnen. Fu¨r eine fixierte Einbettung ι : Ql ↪→ C erha¨lt man eine Darstellung
pi′E = (piE , NE) der Weil-Deligne-Gruppe W
′(Ksep/K). Hierbei soll NE das Bild von Nl unter der
Einbettung End(Vl(E)) ↪→ End(Vl(E) ⊗ι C) und piE die Verkettung von pil mit der Einbettung
GL(Vl(E)) ↪→ GL(Vl(E) ⊗ι C) sein. In [18, §14-15] wird gezeigt, daß der Isomorphietyp dieser
Darstellung weder von der Wahl von l noch von der Wahl von ι abha¨ngt. Außerdem werden die
folgenden Ergebnisse gezeigt, die eine na¨here Beschreibung von pi′E in Abha¨ngigkeit vom Redukti-
onstyp von E liefern.
Wir betrachten zuerst den Fall, daß E potentiell multiplikative Reduktion hat. Falls E nicht
schon zerfallend multiplikative Reduktion hat, gibt es eine separable quadratische ErweiterungM ,
so daß E u¨ber M zerfallend multiplikative Reduktion hat. Falls E schon zerfallend multiplikative
Reduktion u¨ber K hat, setzen wir M = K. Wir definieren χ : W (Ksep/K) −→ C∗ als den
eindeutig bestimmten Charakter mit Kern(χ) = W (Ksep/M). In [18, §15] wird das folgende
Ergebnis gezeigt:
Satz 1.10.2 Falls E potentiell multiplikative Reduktion hat, ist pi′E isomorph zu (χ⊗ ρ,N), wobei
die Darstellung ρ :W (Ksep/K) −→ GL(2,C) durch die Vorschrift
g 7−→
(
ω(g) 0
0 1
)
gegeben ist und
N =
(
0 1
0 0
)
gilt.
Damit ist pi′E vollsta¨ndig beschrieben.
Nun betrachten wir den Fall, daß E potentiell gute Reduktion hat.
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Satz 1.10.3 Falls E potentiell gute Reduktion hat, gilt NE = 0, und piE ist halbeinfach.
Beweis: Siehe [18, §14, Prop.]. 
Sei nunM eine endliche separable Erweiterung, so daß E u¨berM gute Reduktion besitzt. Dann
besagt das bekannte Kriterium von Neron-Ogg-Shafarevich, daß die Einschra¨nkung ResMK (piE) un-
verzweigt ist und die Restdarstellung ResMK (piE) durch den Tate-Modul der reduzierten Kurve
E u¨ber dem Restklassenko¨rper von M gegeben ist. Diese Aussage, verallgemeinert auf beliebige
abelsche Varieta¨ten, wird in [23, §1] gezeigt. Die Theorie der elliptischen Kurven u¨ber endlichen
Ko¨rpern liefert eine Methode, die die vollsta¨ndige Charakterisierung von ResMK (piE) durch das
Za¨hlen rationaler Punkte erlaubt (vgl. [24, Chap. V]). Dadurch la¨ßt sich ResMK (piE) zufriedenstel-
lend beschreiben. Die gesuchte Erweiterung M erha¨lt man, indem man fu¨r eine von 2 und der
Restcharakteristik p verschiedene Primzahl l an K die affinen Koordinaten aller l-Torsionspunkte
adjungiert (siehe dazu [23, §2, Cor. 2(b)]). Wir tragen nun noch einige Ergebnisse u¨ber die Inva-
rianten der Darstellung piE zusammen.
Satz 1.10.4 Fu¨r der Fu¨hrer von piE gilt die Abscha¨tzung
cond(piE) ≤ 2 + 3νK(3) + 6νK(2).
Beweis: Fu¨r den Fall char(K) = 0 und p < 5 siehe [3, Th. 6.2]. Der Fall p ≥ 5 ist durch [18, §18,
Prop. (iii)] abgedeckt. 
Im Fall char(K) ≥ 5 erha¨lt man cond(piE) ≤ 2. Fu¨r den Fall, daß K die Charakteristik 2 oder
3 hat, wird die Aussage dieses Satzes trivial. In der Tat kann man zeigen, daß in diesem Fall der
Fu¨hrer von piE beliebig groß werden kann.
Satz 1.10.5 Die Wurzelzahl W (piE , ψ) ha¨ngt nicht von der Wahl des additiven Charakters ψ ab
und ist entweder 1 oder −1.
Beweis: Siehe [18, §19]. 
Satz 1.10.6 Fu¨r den Determinantencharakter von piE gilt
det ◦piE = ωK .
Beweis: Siehe [18, §16, Prop.]. 
1.11 Besonderheiten in Charakteristik 2
Ab nun soll K die Charakteristik 2 haben. Dann la¨ßt sich K als der Laurentreihenko¨rper F2f ((T ))
u¨ber dem Ko¨rper F2f mit 2f Elementen auffassen. Wir gehen von einer elliptischen Kurve E aus,
die durch die Weierstraßgleichung
Y 2 + a1XY + a3Y = X3 + a2x2 + a4X + a6
gegeben ist. Dann erha¨lt man fu¨r die j-Invariante
j =
a121
∆
.
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Nehmen wir nun an, daß j 6= 0 ist, so ist auch a1 6= 0, und wir ko¨nnen die Transformation
X = a21X
′ +
a3
a1
,
Y = a31Y
′ +
a21a4 + a
2
3
a31
ausfu¨hren. Indem wir X,Y fu¨r X ′, Y ′ schreiben, erhalten eine Weierstraßgleichung der Form
Y 2 +XY = X3 + αX2 + β
mit α ∈ K und β ∈ K. Wir bemerken, daß eine Gleichung der obigen Form genau dann eine
elliptische Kurve ohne Singularita¨t beschreibt, wenn β 6= 0 ist. In diesem Fall berechnen sich
j-Invariante und Diskriminante wie folgt:
j = β−1,
∆ = β.
Fu¨r alle α ∈ K und β ∈ K∗ definiert die obige Gleichung also eine elliptische Kurve Eα,β . Die
zugeho¨rige Darstellung der Weil-Deligne-Gruppe bezeichnen wir mit (piKα,β)
′. Es stellt sich nun das
interessante Problem, diese Darstellung na¨her zu beschreiben.
Die Charakterisierung von (piKα,β)
′ ist einfach im Fall νK(β) > 0. Wir definieren dazu die
separable Erweiterung M := K(s) mit s ∈ Ksep, so daß s2 + s = α ist. Indem wir von der obigen
Gleichung ausgehend die Transformation
X = X ′,
Y = Y ′ + sX ′
ausfu¨hren, erhalten wir die Gleichung
Y ′2 +X ′Y ′ = X ′3 + β.
Also sind Eα,β und E0,β u¨berM isomorph. Man u¨berzeugt sich nun leicht davon, daß E0,β zerfallend
multiplikative Reduktion hat. Wir definieren χα als den eindeutig bestimmten Charakter von
W (Ksep/K) mit Kern(χα) =W (Ksep/M). Nach 1.10.2 erha¨lt man das folgende Ergebnis.
Satz 1.11.1 Die Darstellung (piKα,β)
′ ist isomorph zu (χα ⊗ ρ,N), wobei die Darstellung ρ :
W (Ksep/K) −→ GL(2,C) durch die Vorschrift
g 7−→
(
ω(g) 0
0 1
)
gegeben ist und
N =
(
0 1
0 0
)
gilt.
Nun betrachten wir den Fall νK(β) ≤ 0. Dann hat Eα,β potentiell gute Reduktion und die
zugeho¨rige Darstellung ist von der Form (piKα,β)
′ = (piKα,β , 0). Zuerst wollen wir beschreiben, wie
piKα,β von α abha¨ngt. Fu¨r alle α
′ ∈ K wa¨hlen wir ein r ∈ Ksep mit r+ r2 = α+α′. Wir betrachten
die Transformation
ψ : Eα,β −→ Eα′,β
(X,Y ) 7−→ (X,Y + rX),
mittels der wir die Punkte von Eα,β mit den Punkten von Eα′,β identifizieren ko¨nnen. Wir be-
merken, daß diese Transformation u¨ber K(r) ein Isomorphismus ist. Folglich sind piα,β und piα′,β
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auf W (Ksep/K(r)) isomorph. Um zu beschreiben, wie piα,β und piα′,β auf W (Ksep/K) zusam-
menha¨ngen, definieren wir χα+α′ : W (Ksep/K) −→ C∗ als den eindeutig bestimmten Charakter
mit Kern(χ) = W (Ksep/K(r)). Sei P = (x, y) ein Punkt von E0,β . Fu¨r alle σ ∈ W (Ksep/K) mit
σ(r) = r gilt
σ(ψ(P )) = (σ(x), σ(y) + rσ(x)) = ψ(σ(P )).
Ist dagegen σ ∈W (Ksep/K) mit σ(r) = r + 1, so erha¨lt man
σ(ψ(P )) = (σ(x), σ(y) + (r + 1)σ(x)) = −ψ(σ(P ))
nach [24, III.2.3]. Insgesamt erha¨lt man also
σ(ψ(P )) = χα+α′(σ)(σ(P )).
Hieraus ergibt sich der folgende Satz.
Satz 1.11.2 Fu¨r alle α′ ∈ K gilt
piKα,β
∼= χα+α′ ⊗ piKα′,β .
Im Fall νK(β) = 0 gilt piKα,β ∼= χα ⊗ piK0,β , wobei piK0,β zur elliptischen Kurve E0,β mit der
Gleichung
Y 2 +XY = X3 + β
geho¨rt. Diese Kurve besitzt gute Reduktion. Nach dem Kriterium von Neron-Ogg-Shafarevich ist
piK0,β unverzweigt, wobei die Darstellung p¯i
K
0,β : W (F
alg
2 /F2f ) −→ GL2(C) durch die reduzierte
Kurve gegeben ist. Wegen W (Falg2 /F2f ) ∼= Z ist p¯iK0,β eindeutig bestimmt durch das Bild des Fro-
beniuselements in W (Falg2 /F2f ). Wie man dieses Bild berechnet, ist in [24, Chap. V] beschrieben.
Wegen der Kommutativita¨t von W (Falg2 /F2f ) und der Halbeinfachheit von pi
K
0,β folgt, daß pi
K
0,β
und damit auch piKα,β in zwei eindimensionale Darstellungen zerfa¨llt. Der Fall, daß pi
K
α,β irreduzibel
ist, kann also nur auftreten, wenn νK(β) < 0 ist.
29
Kapitel 2
Berechnung der 3-Torsionspunkte
2.1 Einleitung
Fu¨r den gesamten Rest dieser Arbeit sei K = F2f ((T )) ein lokaler Ko¨rper der Charakteristik 2
und α, β ∈ K mit β 6= 0. Weiter sei Eα,β die elliptische Kurve, die durch die Weierstraßgleichung
Y 2 +XY = X3 + αX2 + β
gegeben ist. In diesem Kapitel werden wir den Ko¨rper L, der aus K durch Adjunktion der af-
finen Koordinaten der 3-Torsionspunkte von Eα,β entsteht, beschreiben. Außerdem werden wir
die Operation der Galoisgruppe G(Ksep/K) auf der Gruppe der 3-Torsionspunkte Eα,β [3] explizit
beschreiben.
Fu¨r die folgenden Betrachtungen wa¨hlen wir ein fu¨r allemal:
• eine primitive dritte Einheitswurzel ϕ ∈ Ksep,
• ein Element γ ∈ Ksep mit γ3 = β,
• ein Element D ∈ Ksep mit D +D2 = γ,
• ein Element E ∈ Ksep mit E + E2 = D und
• ein Element Fα ∈ Ksep mit Fα + F 2α = (D + 1)E + α.
Diese Bezeichnungen bleiben fu¨r den gesamten Rest dieser Arbeit in Kraft.
Bemerkung 2.1.1 Die Menge {0, 1, ϕ, ϕ + 1} ist ein Ko¨rper mit 4 Elementen. Bezu¨glich der
Multiplikation gilt die folgende Verknu¨pfungstabelle:
• 0 1 ϕ ϕ+ 1
0 0 0 0 0
1 0 1 ϕ ϕ+ 1
ϕ 0 ϕ ϕ+ 1 1
ϕ+ 1 0 ϕ+ 1 1 ϕ
2.2 Der Ko¨rper der 3-Torsionspunkte
Satz 2.2.1 Ein Punkt P := (x, y) ist genau dann ein 3-Torsionspunkt von Eα,β, wenn die Koor-
dinaten x, y dem folgenden Gleichungssystem genu¨gen:
0 = x4 + x3 + β
0 = y2 + xy + x3 + αx2 + β.
30
Beweis: Sei P ein 3-Torsionspunkt von Eα,β . Dann mu¨ssen x, y der Gleichung
y2 + xy + x3 + αx2 + β = 0
genu¨gen. Nach [24, III.2.3] gilt −P = (x, y+x), und die x-Koordinate von 2P berechnet sich nach
der Verdopplungsformel
x4 + b4x2 + b8
b2x2 + b6
,
wobei b2 = 1, b4 = 0, b6 = 0 und b8 = β ist. Damit 3P = O bzw. 2P = −P ist, muß also die
Gleichung
x4 + β
x2
= x
gelten. Daraus folgt x4 + x3 + β = 0. Also gilt fu¨r jeden 3-Torsionspunkt das obige Gleichungs-
system. Weil nun Eα,β genau acht von O verschiedene 3-Torsionspunkte besitzt (vgl. [24, III.6.4])
und das obige Gleichungssystem ho¨chstens acht Lo¨sungen haben kann, folgt die Aussage des Sat-
zes. 
Wir benennen nun spezielle Elemente von Ksep, die im weiteren Verlauf dieser Arbeit eine
wichtige Rolle spielen werden.
Bezeichnung 2.2.2 Wir setzen
x1 := (D + 1)E, x2 := (D + 1)(E + 1),
x3 := (E + ϕ)D, x4 := (E + ϕ+ 1)D.
Satz 2.2.3 Die Menge aller Nullstellen des Polynoms
f := X4 +X3 + β
lautet
{x1, x2, x3, x4}.
Beweis: Es gilt
f = X4 +X3 + γ3
= X4 +X3 +D3(D + 1)3
= (X2 + (D + 1)X + (D + 1)2D)(X2 +DX + (D + 1)D2)
= (X2 + (D + 1)X + (D + 1)2(E2 + E))(X2 +DX + (E2 + E + ϕ2 + ϕ)D2)
= (X + (D + 1)E)(X + (D + 1)(E + 1))(X + (E + ϕ)D)(X + (E + ϕ+ 1)D)
= (X + x1)(X + x2)(X + x3)(X + x4).

Korollar 2.2.4 Der Ko¨rper K(E,ϕ) ist der Zerfa¨llungsko¨rper des Polynoms
f := X4 +X3 + β
u¨ber K. Insbesondere ha¨ngt K(ϕ,E) nicht von der Wahl der Erzeuger ϕ, γ,D und E ab.
Beweis: Nach 2.2.3 ist K(x1, x2, x3, x4) der Zerfa¨llungsko¨rper von f u¨ber K. Offensichtlich gilt
K(x1, x2, x3, x4) ⊂ K(E,ϕ). Wegen
E =
x1
x1 + x2
∈ K(x1, x2, x3, x4)
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und
ϕ =
x3
E + E2
+ E ∈ K(x1, x2, x3, x4)
erha¨lt man die Gleichheit K(x1, x2, x3, x4) = K(E,ϕ). 
Im folgenden beno¨tigen wir weitere Abku¨rzungen.
Bezeichnung 2.2.5 Wir setzen
y11 := x1(x1 + Fα), y12 := x1(x1 + Fα + 1),
y21 := x2(x2 + Fα + E + ϕ), y22 := x2(x2 + Fα + E + ϕ+ 1),
y31 := x3(x3 + Fα + (ϕ+ 1)E), y32 := x3(x3 + Fα + (ϕ+ 1)E + 1),
y41 := x4(x4 + Fα + ϕE), y42 := x4(x4 + Fα + ϕE + 1)
und
P11 := (x1, y11), P12 := (x1, y12), P21 := (x2, y21), P22 := (x2, y22),
P31 := (x3, y31), P32 := (x3, y32), P41 := (x4, y41), P42 := (x4, y42).
Satz 2.2.6 Es gilt Eα,β [3] \ {O} = {P11, P12, P21, P22, P31, P32, P41, P42}.
Beweis: Nach 2.2.1 und 2.2.3 ist lediglich
y2ij + xiyij = x
3
i + αx
2
i + β
fu¨r alle i = 1, . . . , 4 und j = 1, 2 zu zeigen. Dies geschieht im folgenden durch einfache Rechnungen.
(i) Fu¨r i = 1 und j = 1 gilt
y211 + x1y11 = (x1(x1 + Fα))
2 + x1(x1(x1 + Fα))
= x21(F
2
α + Fα) + x
4
1 + x
3
1
= x21((D + 1)E + α) + β
= x21(x1 + α) + β
= x31 + αx
2
1 + β.
(ii) Fu¨r i = 1 und j = 2 gilt
y212 + x1y12 = (x1(x1 + Fα + 1))
2 + x1(x1(x1 + Fα + 1))
= x21(F
2
α + Fα) + x
4
1 + x
3
1
= x31 + αx
2
1 + β.
(iii) Fu¨r i = 2 und j = 1 gilt
y221 + x2y21 = (x2(x2 + Fα + E + ϕ))
2 + x2(x2(x2 + Fα + E + ϕ))
= x22(F
2
α + Fα + E
2 + E + ϕ2 + ϕ) + x42 + x
3
2
= x22((D + 1)E + α+D + 1) + β
= x22((D + 1)(E + 1) + α) + β
= x22(x2 + α) + β
= x32 + αx
2
2 + β.
(iv) Fu¨r i = 2 und j = 2 gilt
y222 + x2y22 = (x2(x2 + Fα + E + ϕ+ 1))
2 + x2(x2(x2 + Fα + E + ϕ+ 1))
= x22(F
2
α + Fα + E
2 + E + ϕ2 + ϕ) + x42 + x
3
2
= x32 + αx
2
2 + β.
32
(v) Fu¨r i = 3 und j = 1 gilt
y231 + x3y31 = (x3(x3 + Fα + (ϕ+ 1)E))
2 + x3(x3(x3 + Fα + (ϕ+ 1)E))
= x23(F
2
α + Fα + (ϕ
2 + 1)E2 + (ϕ+ 1)E) + x43 + x
3
3
= x23((D + 1)E + α+ ϕE
2 + (ϕ+ 1)E) + β
= x23(DE + α+ ϕ(E
2 + E)) + β
= x23(DE + α+ ϕD) + β
= x23((E + ϕ)D + α) + β
= x23(x3 + α) + β
= x33 + αx
2
3 + β.
(vi) Fu¨r i = 3 und j = 2 gilt
y232 + x3y32 = (x3(x3 + Fα + (ϕ+ 1)E + 1))
2 + x3(x3(x3 + Fα + (ϕ+ 1)E + 1))
= x23(F
2
α + Fα + (ϕ
2 + 1)E2 + (ϕ+ 1)E) + x43 + x
3
3
= x33 + αx
2
3 + β.
(vii) Fu¨r i = 4 und j = 1 gilt
y241 + x4y41 = (x4(x4 + Fα + ϕE))
2 + x4(x4(x4 + Fα + ϕE))
= x24(F
2
α + Fα + ϕ
2E2 + ϕE) + x44 + x
3
4
= x24((D + 1)E + α+ (ϕ+ 1)E
2 + ϕE) + β
= x24(DE + (ϕ+ 1)(E
2 + E) + α) + β
= x24(DE + (ϕ+ 1)D + α) + β
= x24((E + ϕ+ 1)D + α) + β
= x24(x4 + α) + β
= x34 + αx
2
4 + β.
(viii) Fu¨r i = 4 und j = 2 gilt
y242 + x4y42 = (x4(x4 + Fα + ϕE + 1))
2 + x4(x4(x4 + Fα + ϕE + 1))
= x24(x4 + F
2
α + Fα + ϕ
2E2 + ϕE) + x44 + x
3
4
= x34 + αx
2
4 + β.

Korollar 2.2.7 Es gilt L = K(ϕ,E, Fα).
Beweis: Nach 2.2.6 gilt
L = K(x1, x2, x3, x4, y11, y12, y21, y22, y31, y32, y41, y42).
Daraus folgt L ⊂ K(ϕ,E, Fα). Wegen
E =
x1
x1 + x2
und
Fα =
y11
x1
+ x1
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mu¨ssen E und Fα in L liegen. Außerdem gilt
ϕ =
x3
E2 + E
+ E
Somit ist auch ϕ ∈ L. Insgesamt erha¨lt man L = K(ϕ,E, Fα). 
Damit ist die Ko¨rpererweiterung L/K zufriedenstellend beschrieben. Als na¨chstes nehmen wir
die Galoisgruppe G(L/K) unter die Lupe und beschreiben deren Operation auf den Erzeugern
ϕ,E, Fα.
Satz 2.2.8 Sei σ ∈ G(L/K). Dann kann das Tripel (σ(ϕ), σ(E), σ(Fα)) nur die Werte der 1-3.
Spalte bzw. der 4-6. Spalte der folgenden Tabelle annehmen:
σ(ϕ) σ(E) σ(Fα) σ(ϕ) σ(E) σ(Fα)
ϕ E Fα ϕ E Fα + 1
ϕ E + 1 Fα + E + ϕ ϕ E + 1 Fα + E + ϕ+ 1
ϕ E + ϕ Fα + (ϕ+ 1)E ϕ E + ϕ Fα + (ϕ+ 1)E + 1
ϕ E + ϕ+ 1 Fα + ϕE ϕ E + ϕ+ 1 Fα + ϕE + 1
ϕ ϕE Fα + (ϕ+ 1)E ϕ ϕE Fα + (ϕ+ 1)E + 1
ϕ ϕE + 1 Fα + E + ϕ ϕ ϕE + 1 Fα + E + ϕ+ 1
ϕ ϕE + ϕ Fα + ϕE ϕ ϕE + ϕ Fα + ϕE + 1
ϕ ϕE + ϕ+ 1 Fα ϕ ϕE + ϕ+ 1 Fα + 1
ϕ (ϕ+ 1)E Fα + ϕE ϕ (ϕ+ 1)E Fα + ϕE + 1
ϕ (ϕ+ 1)E + 1 Fα + E + ϕ ϕ (ϕ+ 1)E + 1 Fα + E + ϕ+ 1
ϕ (ϕ+ 1)E + ϕ Fα ϕ (ϕ+ 1)E + ϕ Fα + 1
ϕ (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E ϕ (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E + 1
ϕ+ 1 E Fα ϕ+ 1 E Fα + 1
ϕ+ 1 E + 1 Fα + E + ϕ ϕ+ 1 E + 1 Fα + E + ϕ+ 1
ϕ+ 1 E + ϕ Fα + (ϕ+ 1)E ϕ+ 1 E + ϕ Fα + (ϕ+ 1)E + 1
ϕ+ 1 E + ϕ+ 1 Fα + ϕE ϕ+ 1 E + ϕ+ 1 Fα + ϕE + 1
ϕ+ 1 ϕE Fα + (ϕ+ 1)E ϕ+ 1 ϕE Fα + (ϕ+ 1)E + 1
ϕ+ 1 ϕE + 1 Fα + E + ϕ ϕ+ 1 ϕE + 1 Fα + E + ϕ+ 1
ϕ+ 1 ϕE + ϕ Fα + ϕE ϕ+ 1 ϕE + ϕ Fα + ϕE + 1
ϕ+ 1 ϕE + ϕ+ 1 Fα ϕ+ 1 ϕE + ϕ+ 1 Fα + 1
ϕ+ 1 (ϕ+ 1)E Fα + ϕE ϕ+ 1 (ϕ+ 1)E Fα + ϕE + 1
ϕ+ 1 (ϕ+ 1)E + 1 Fα + E + ϕ ϕ+ 1 (ϕ+ 1)E + 1 Fα + E + ϕ+ 1
ϕ+ 1 (ϕ+ 1)E + ϕ Fα ϕ+ 1 (ϕ+ 1)E + ϕ Fα + 1
ϕ+ 1 (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E ϕ+ 1 (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E + 1
Beweis: Wir zeigen, daß σ(ϕ), σ(E) und σ(Fα) nur ganz bestimmte Werte annehmen ko¨nnen, so
daß sich das Tripel (σ(ϕ), σ(E), σ(Fα)) leicht in der Tabelle auffinden la¨ßt. Wegen
(X + ϕ)(X + ϕ+ 1) = X2 +X + 1 ∈ K[X]
gilt σ(ϕ) = ϕ oder σ(ϕ) = ϕ+ 1. Man betrachte das Polynom
f := ((X2 +X)2 + (X2 +X))3 + β = (X4 +X)3 + β ∈ K[X].
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Fu¨r alle a, b ∈ {0, 1, ϕ, ϕ+ 1} mit b 6= 0 gilt
f(aE + b) = ((aE + b)4 + aE + b)3 + β
= (aE4 + b+ aE + b)3 + β
= a3(E4 + E)3 + β
= (E4 + E)3 + β
= 0.
Wegen
deg(f) = 12 = #{aE + b | a, b ∈ {0, 1, ϕ, ϕ+ 1}, b 6= 0}
muß σ(E) von der Form aE + b sein mit a, b ∈ {0, 1, ϕ, ϕ+ 1} und b 6= 0.
Damit wir nun entscheiden ko¨nnen, ob (σ(ϕ), σ(E), σ(Fα)) in der Tabelle steht, mu¨ssen wir
nur noch die mo¨glichen Werte von σ(Fα) in Abha¨ngigkeit von σ(E) bestimmen. Dazu wa¨hlen wir
a, b ∈ {0, 1, ϕ, ϕ + 1} mit a 6= 0, so daß σ(E) = aE + b gilt. Zuna¨chst betrachten wir den Fall
b = 1. Es gilt
(σ(Fα) + Fα + E + ϕ)(σ(Fα) + Fα + E + ϕ+ 1)
= σ(Fα)2 + σ(Fα) + F 2α + Fα + E
2 + E + ϕ2 + ϕ
= σ(F 2α + Fα) + (D + 1)E + α+ E
2 + E + 1
= σ((D + 1)E + α) + (E2 + E + 1)E + α+ E2 + E + 1
= σ((E2 + E + 1)E + α) + E3 + α+ 1
= σ(E3 + E2 + E) + E3 + 1
= (aE + 1)3 + (aE + 1)2 + aE + 1 + E3 + 1
= a3E3 + E3
= 0.
Daraus folgt σ(Fα) = Fα+E+ϕ oder σ(Fα) = Fα+E+ϕ+1. Nun ko¨nnen wir es verantworten,
den Leser das Tripel (σ(ϕ), ϕ(E), σ(Fα)) in der Tabelle auffinden zu lassen. Wir wenden uns nun
dem Fall b 6= 1 zu. Es gilt
(σ(Fα) + Fα + (ab2 + a+ 1)E)(σ(Fα) + Fα + (ab2 + a+ 1)E + 1)
= σ(Fα)2 + σ(Fα) + F 2α + Fα + (ab
2 + a+ 1)2E2 + (ab2 + a+ 1)E
= σ(F 2α + Fα) + (D + 1)E + α+ (a
2b+ a2 + 1)E2 + (ab2 + a+ 1)E
= σ((D + 1)E + α) +DE + α+ (a2b+ a2 + 1)E2 + (ab2 + a)E
= σ((D + 1)E) +DE + (a2b+ a2 + 1)E2 + (ab2 + a)E
= σ((E2 + E + 1)E) + (E2 + E)E + (a2b+ a2 + 1)E2 + (ab2 + a)E
= σ(E3 + E2 + E) + E3 + (a2b+ a2)E2 + (ab2 + a)E
= (aE + b)3 + (aE + b)2 + aE + b+ E3 + (a2b+ a2)E2 + (ab2 + a)E
= (a3 + 1)E3 + b+ b2 + b3
= 0.
Daraus folgt σ(Fα) = Fα + (ab2 + a+ 1)E oder σ(Fα) = Fα + (ab2 + a+ 1)E + 1. Auch an dieser
Stelle muten wir es dem Leser wieder zu, zu verifizieren, daß das Tripel (σ(ϕ), σ(E), σ(Fα)) in der
Tabelle enthalten ist. 
2.3 Die Operation von G(L/K) auf den 3-Torsionspunkten
Satz 2.3.1 Die Gruppenoperation + auf Eα,β [3] hat die folgende Verknu¨pfungstabelle:
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+ O P11 P12 P21 P22 P31 P32 P41 P42
O O P11 P12 P21 P22 P31 P32 P41 P42
P11 P11 P12 O P31 P41 P42 P22 P32 P21
P12 P12 O P11 P42 P32 P21 P41 P22 P31
P21 P21 P31 P42 P22 O P41 P12 P11 P32
P22 P22 P41 P32 O P21 P11 P42 P31 P12
P31 P31 P42 P21 P41 P11 P32 O P12 P22
P32 P32 P22 P41 P12 P42 O P31 P21 P11
P41 P41 P32 P22 P11 P31 P12 P21 P42 O
P42 P42 P21 P31 P32 P12 P22 P11 O P41
Beweis: Wegen 2P11 = −P11 muß 2P11 die selbe x-Koordinate haben wie P11. Weil nun x1,x2,x3
und x4 nach 2.2.3 als Nullstellen eines separablen Polynoms paarweise verschieden sind, kann
nur noch 2P11 = P12 gelten. Mit der selben U¨berlegung zeigt man 2P21 = P22, 2P31 = P32 und
2P41 = P42.
Nach [24, III.2.3] ist P11 + P21 = (x, y) mit
x = λ2 + λ+ α+ x1 + x2,
y = (λ+ 1)x+ ν
und
λ =
y21 + y11
x2 + x1
,
ν =
y11x2 + y21x1
x2 + x1
.
Durch Einsetzen erha¨lt man
λ =
x2(x2 + Fα + E + ϕ) + x1(x1 + Fα)
x2 + x1
=
(x2 + x1)(x2 + x1 + Fα) + x2(E + ϕ)
x2 + x1
= x2 + x1 + Fα +
x2(E + ϕ)
x2 + x1
= (D + 1)(E + 1) + (D + 1)E + Fα +
(D + 1)(E + 1)(E + ϕ)
(D + 1)(E + 1) + (D + 1)E
= D + 1 + Fα + (E + 1)(E + ϕ)
= Fα + ϕE + ϕ+ 1
und
ν =
x1(x1 + Fα)x2 + x2(x2 + Fα + E + ϕ)x1
x2 + x1
=
x1x2(x1 + x2 + E + ϕ)
x2 + x1
=
(D + 1)E(D + 1)(E + 1)((D + 1)E + (D + 1)(E + 1) + E + ϕ)
(D + 1)(E + 1) + (D + 1)E
=
(D + 1)2(E2 + E)(D + 1 + E + ϕ)
D + 1
= (D + 1)D(E + E2 + 1 + E + ϕ)
= (D + 1)(E + ϕ)D(E + ϕ)
= (D + 1)(E + ϕ)x3.
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Daraus folgt
x = (Fα + ϕE + ϕ+ 1)
2 + Fα + ϕE + ϕ+ 1 + α+ x1 + x2
= F 2α + Fα + ϕ
2E2 + ϕE + ϕ2 + ϕ+ α+ x1 + x2
= x1 + α+ (ϕ+ 1)E2 + ϕE + 1 + α+ x1 + x2
= (ϕ+ 1)E2 + ϕE + x2 + 1
= ϕ(E2 + E) + E2 + (D + 1)(E + 1) + 1
= ϕD + E2 +DE +D + E
= (E + ϕ)D
= x3
und
y = (Fα + ϕE + ϕ+ 1 + 1)x3 + (D + 1)(E + ϕ)x3
= x3(Fα + ϕE + ϕ+D(E + ϕ) + E + ϕ)
= x3(Fα + (ϕ+ 1)E + x3)
= y31.
Damit erha¨lt man P11 + P21 = P31.
Nun berechnen wir auf a¨hnliche Weise P11 + P22. Es gilt P11 + P22 = (x, y) mit
x = λ2 + λ+ α+ x1 + x2,
y = (λ+ 1)x+ ν
und
λ =
y22 + y11
x2 + x1
,
ν =
y11x2 + y22x1
x2 + x1
.
Durch Einsetzen erha¨lt man
λ =
x2(x2 + Fα + E + ϕ+ 1) + x1(x1 + Fα)
x2 + x1
=
(x2 + x1)(x2 + x1 + Fα) + x2(E + ϕ+ 1)
x2 + x1
= x2 + x1 + Fα +
x2(E + ϕ+ 1)
x2 + x1
= (D + 1)(E + 1) + (D + 1)E + Fα +
(D + 1)(E + 1)(E + ϕ+ 1)
(D + 1)(E + 1) + (D + 1)E
= D + 1 + Fα + (E + 1)(E + ϕ+ 1)
= Fα + (ϕ+ 1)E + ϕ
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und
ν =
x1(x1 + Fα)x2 + x2(x2 + Fα + E + ϕ+ 1)x1
x2 + x1
=
x1x2(x1 + x2 + E + ϕ+ 1)
x2 + x1
=
(D + 1)E(D + 1)(E + 1)((D + 1)E + (D + 1)(E + 1) + E + ϕ+ 1)
(D + 1)(E + 1) + (D + 1)E
=
(D + 1)2(E2 + E)(D + 1 + E + ϕ+ 1)
D + 1
= (D + 1)D(E + E2 + 1 + E + ϕ+ 1)
= (D + 1)(E + ϕ+ 1)D(E + ϕ+ 1)
= (D + 1)(E + ϕ+ 1)x4.
Daraus folgt
x = (Fα + (ϕ+ 1)E + ϕ)
2 + Fα + (ϕ+ 1)E + ϕ+ α+ x1 + x2
= F 2α + Fα + (ϕ+ 1)
2E2 + (ϕ+ 1)E + ϕ2 + ϕ+ α+ x1 + x2
= x1 + α+ ϕE2 + (ϕ+ 1)E + 1 + α+ x1 + x2
= ϕ(E2 + E) + E + x2 + 1
= ϕD + E + (D + 1)(E + 1) + 1
= (E + ϕ+ 1)D
= x4
und
y = (Fα + (ϕ+ 1)E + ϕ+ 1)x4 + (D + 1)(E + ϕ+ 1)x4
= x4(Fα + (ϕ+ 1)E + ϕ+ 1 +D(E + ϕ+ 1) + E + ϕ+ 1)
= x4(Fα + ϕE + x4)
= y41.
Damit erha¨lt man P11 + P22 = P41.
Aus dem, was wir bis jetzt gezeigt haben, erhalten wir
P21 = 2P11
P22 = 2P21
P31 = P11 + P21
P32 = 2P31
= 2P11 + 2P21
P41 = P11 + 2P21
P42 = 2P41
= 2P11 + P21.
Damit haben wir es geschafft, alle Elemente von Eα,β [3] als Linearkombination von P11 und P21
darzustellen. Hiermit la¨ßt sich nun leicht die angegebene Verknu¨pfungstabelle verifizieren. 
Das na¨chste Korollar ist eine unmittelbare Folgerung.
Korollar 2.3.2 Das Paar (P11, P21) ist eine Basis von Eα,β [3] als F3-Vektorraum.
Mit Hilfe dieser Basis ko¨nnen wir nun vollsta¨ndig die Operation von G(L/K) auf Eα,β [3]
beschreiben.
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Satz 2.3.3 Fu¨r alle σ ∈ G(L/K) sei pi(σ) ∈ GL2(F3) die Matrix, die die Operation von σ
auf dem F3- Vektorraum Eα,β [3] bzgl. der Basis (P11, P21) beschreibt. Dann erha¨lt man pi(σ) in
Abha¨ngigkeit von σ(ϕ), σ(E) und σ(Fα) gema¨ß der folgenden Tabelle:
σ(ϕ) σ(E) σ(Fα) pi(σ)
ϕ E Fα
(
1 0
0 1
)
ϕ E Fα + 1
( −1 0
0 −1
)
ϕ E + 1 Fα + E + ϕ
(
0 −1
1 0
)
ϕ E + 1 Fα + E + ϕ+ 1
(
0 1
−1 0
)
ϕ E + ϕ Fα + (ϕ+ 1)E
(
1 1
1 −1
)
ϕ E + ϕ Fα + (ϕ+ 1)E + 1
( −1 −1
−1 1
)
ϕ E + ϕ+ 1 Fα + ϕE
(
1 −1
−1 −1
)
ϕ E + ϕ+ 1 Fα + ϕE + 1
( −1 1
1 1
)
ϕ ϕE Fα + (ϕ+ 1)E
(
1 0
1 1
)
ϕ ϕE Fα + (ϕ+ 1)E + 1
( −1 0
−1 −1
)
ϕ ϕE + 1 Fα + E + ϕ
(
0 −1
1 −1
)
ϕ ϕE + 1 Fα + E + ϕ+ 1
(
0 1
−1 1
)
ϕ ϕE + ϕ Fα + ϕE
(
1 1
−1 0
)
ϕ ϕE + ϕ Fα + ϕE + 1
( −1 −1
1 0
)
ϕ ϕE + ϕ+ 1 Fα
(
1 −1
0 1
)
ϕ ϕE + ϕ+ 1 Fα + 1
( −1 1
0 −1
)
ϕ (ϕ+ 1)E Fα + ϕE
(
1 0
−1 1
)
ϕ (ϕ+ 1)E Fα + ϕE + 1
( −1 0
1 −1
)
ϕ (ϕ+ 1)E + 1 Fα + E + ϕ
(
0 −1
1 1
)
ϕ (ϕ+ 1)E + 1 Fα + E + ϕ+ 1
(
0 1
−1 −1
)
ϕ (ϕ+ 1)E + ϕ Fα
(
1 1
0 1
)
ϕ (ϕ+ 1)E + ϕ Fα + 1
( −1 −1
0 −1
)
ϕ (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E
(
1 −1
1 0
)
ϕ (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E + 1
( −1 1
−1 0
)
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ϕ+ 1 E Fα
(
1 0
0 −1
)
ϕ+ 1 E Fα + 1
( −1 0
0 1
)
ϕ+ 1 E + 1 Fα + E + ϕ
(
0 1
1 0
)
ϕ+ 1 E + 1 Fα + E + ϕ+ 1
(
0 −1
−1 0
)
ϕ+ 1 E + ϕ Fα + (ϕ+ 1)E
(
1 −1
1 1
)
ϕ+ 1 E + ϕ Fα + (ϕ+ 1)E + 1
( −1 1
−1 −1
)
ϕ+ 1 E + ϕ+ 1 Fα + ϕE
(
1 1
−1 1
)
ϕ+ 1 E + ϕ+ 1 Fα + ϕE + 1
( −1 −1
1 −1
)
ϕ+ 1 ϕE Fα + (ϕ+ 1)E
(
1 0
1 −1
)
ϕ+ 1 ϕE Fα + (ϕ+ 1)E + 1
( −1 0
−1 1
)
ϕ+ 1 ϕE + 1 Fα + E + ϕ
(
0 1
1 1
)
ϕ+ 1 ϕE + 1 Fα + E + ϕ+ 1
(
0 −1
−1 −1
)
ϕ+ 1 ϕE + ϕ Fα + ϕE
(
1 −1
−1 0
)
ϕ+ 1 ϕE + ϕ Fα + ϕE + 1
( −1 1
1 0
)
ϕ+ 1 ϕE + ϕ+ 1 Fα
(
1 1
0 −1
)
ϕ+ 1 ϕE + ϕ+ 1 Fα + 1
( −1 −1
0 1
)
ϕ+ 1 (ϕ+ 1)E Fα + ϕE
(
1 0
−1 −1
)
ϕ+ 1 (ϕ+ 1)E Fα + ϕE + 1
( −1 0
1 1
)
ϕ+ 1 (ϕ+ 1)E + 1 Fα + E + ϕ
(
0 1
1 −1
)
ϕ+ 1 (ϕ+ 1)E + 1 Fα + E + ϕ+ 1
(
0 −1
−1 1
)
ϕ+ 1 (ϕ+ 1)E + ϕ Fα
(
1 −1
0 −1
)
ϕ+ 1 (ϕ+ 1)E + ϕ Fα + 1
( −1 1
0 1
)
ϕ+ 1 (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E
(
1 1
1 0
)
ϕ+ 1 (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E + 1
( −1 −1
−1 0
)
Beweis: Um die nachfolgenden Rechnungen etwas u¨bersichtlicher zu machen, leiten wir als erstes
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alternative Formeln fu¨r x1, x2, x3, x4 her. Es gilt
x1 = (D + 1)E = (E2 + E + 1)E = (E + 1)3 + 1,
x2 = (D + 1)(E + 1) = (E2 + E + 1)(E + 1) = E3 + 1,
x3 = (E + ϕ)D = (E + ϕ)(E2 + E) = (E + ϕ+ 1)3 + 1,
x4 = (E + ϕ+ 1)D = (E + ϕ+ 1)(E2 + E) = (E + ϕ)3 + 1.
Zuna¨chst mu¨ssen wir σ(x1) und σ(x2) in Abha¨ngigkeit von σ(E) berechnen. Hierzu sind zwo¨lf
Fa¨lle zu unterscheiden. Fu¨r jeden dieser zwo¨lf Fa¨lle ko¨nnen noch einmal vier mo¨gliche Werte fu¨r
(σ(ϕ), σ(Fα)) auftreten, in deren Abha¨ngigkeit dann σ(y11) und σ(y21) zu bestimmen sind. Hieraus
erhalten wir jeweils σ(P11) und σ(P21) und damit auch die gesuchte Matrix. Aus Platzgru¨nden
behandeln wir nur die Fa¨lle, in denen σ(E) = E und σ(E) = E + 1 ist. Die u¨brigen Rechnungen
u¨berlassen wir dem Leser.
(i) Im Fall σ(E) = E gilt
σ(x1) = (E + 1)3 + 1 = x1
und
σ(x2) = E3 + 1 = x2.
(a) Gilt zusa¨tzlich σ(ϕ) = ϕ und σ(Fα) = Fα, so erha¨lt man
σ(y11) = x1(x1 + Fα) = y11
und
σ(y21) = x2(x2 + Fα + E + ϕ) = y21.
Daraus folgt σ(P11) = P11 und σ(P21) = P21. Also gilt pi(σ) =
(
1 0
0 1
)
.
(b) Gilt zusa¨tzlich σ(ϕ) = ϕ und σ(Fα) = Fα + 1, so erha¨lt man
σ(y11) = x1(x1 + Fα + 1) = y12
und
σ(y21) = x2(x2 + Fα + 1 + E + ϕ) = y22.
Daraus folgt σ(P11) = −P11 und σ(P12) = −P21. Also gilt pi(σ) =
( −1 0
0 −1
)
.
(c) Gilt zusa¨tzlich σ(ϕ) = ϕ+ 1 und σ(Fα) = Fα, so erha¨lt man
σ(y11) = x1(x1 + Fα) = y11
und
σ(y21) = x2(x2 + Fα + E + φ+ 1) = y22.
Daraus folgt σ(P11) = P11 und σ(P21) = −P21. Also gilt pi(σ) =
(
1 0
0 −1
)
.
(d) Gilt zusa¨tzlich σ(ϕ) = ϕ+ 1 und σ(Fα) = Fα + 1, so erha¨lt man
σ(y11) = x1(x1 + Fα + 1) = y12
und
σ(y21) = x2(x2 + Fα + 1 + E + ϕ+ 1) = y21.
Daraus folgt σ(P11) = −P11 und σ(P21) = P21. Also gilt pi(σ) =
( −1 0
0 1
)
.
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(ii) Im Fall σ(E) = E + 1 gilt
σ(x1) = (E + 1 + 1)3 + 1 = x2
und
σ(x2) = (E + 1)3 + 1 = x1.
(a) Gilt zusa¨tzlich σ(ϕ) = ϕ und σ(Fα) = Fα + E + ϕ, so erha¨lt man
σ(y11) = x2(x2 + Fα + E + ϕ) = y21
und
σ(y21) = x1(x1 + Fα + E + ϕ+ E + 1 + ϕ) = y12.
Daraus folgt σ(P11) = P21 und σ(P21) = −P11. Also gilt pi(σ) =
(
0 −1
1 0
)
.
(b) Gilt zusa¨tzlich σ(ϕ) = ϕ und σ(Fα) = Fα + E + ϕ+ 1, so erha¨lt man
σ(y11) = x2(x2 + Fα + E + ϕ+ 1) = y22
und
σ(y21) = x2(x2 + Fα + E + ϕ+ 1 + E + 1 + ϕ) = y12.
Daraus folgt σ(P11) = −P21 und σ(P21) = −P11. Also gilt pi(σ) =
(
0 1
−1 0
)
.
(c) Gilt zusa¨tzlich σ(ϕ) = ϕ+ 1 und σ(Fα) = Fα + E + ϕ, so erha¨lt man
σ(y11) = x2(x2 + Fα + E + ϕ) = y21
und
σ(y21) = x1(x1 + Fα + E + ϕ+ E + 1 + ϕ+ 1) = y11.
Daraus folgt σ(P11) = P21 und σ(P21) = −P11. Also gilt pi(σ) =
(
0 1
1 0
)
.
(d) Gilt zusa¨tzlich σ(ϕ) = ϕ+ 1 und σ(Fα) = Fα + E + ϕ+ 1, so erha¨lt man
σ(y11) = x2(x2 + Fα + E + ϕ+ 1) = y22
und
σ(y21) = x1(x1 + Fα + E + ϕ+ 1 + E + 1 + ϕ+ 1) = y11.
Daraus folgt σ(P11) = −P21 und σ(P21) = −P11. Also gilt pi(σ) =
(
0 −1
−1 0
)
.

Korollar 2.3.4 Sei σ ∈ G(L/K). Dann ist die Matrix, die σ nach der Tabelle von 2.3.3 zugeord-
net wird, genau dann eine obere Dreiecksmatrix, wenn σ ∈ G(L/K(x1)) ist.
Beweis: Die besagte Matrix ist genau dann eine obere Dreiecksmatrix, wenn σ(P11) = P11, oder
−P11 gilt. Dies ist genau dann der Fall, wenn σ(x1) = x1 ist. 
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2.4 Eine erste Beschreibung des Verhaltens der Erweite-
rung L/K
Die Ko¨rpererweiterung L/K untergliedert sich in die Zwischenerweiterungen
K ⊂ K(ϕ) ⊂ K(ϕ, γ) ⊂ K(ϕ,D) ⊂ K(ϕ,E) ⊂ L.
Im folgenden befassen wir uns mit der Frage, welche Grade die einzelnen Zwischenerweiterun-
gen haben ko¨nnen. Zuna¨chst ist klar, daß die Ko¨rpererweiterungen K(ϕ)/K, K(ϕ,D)/K(ϕ, γ),
K(ϕ,E)/K(ϕ,D) und L/K(ϕ,E) nur den Grad 1 oder 2 haben ko¨nnen. Außerdem kann die Er-
weiterung K(ϕ, γ)/K(ϕ) als Kummererweiterung eines Ko¨rpers, der die dritten Einheitswurzeln
entha¨lt, nur den Grad 1 oder 3 haben. Fu¨r die Ko¨rpergrade der fu¨nf Zwischenerweiterungen
K(ϕ)/K,K(ϕ, γ)/K(ϕ),K(ϕ,D)/K(ϕ, γ),K(ϕ,E)/K(ϕ,D), L/K(ϕ,E)
ko¨nnen also a priori 25 = 32 Fa¨lle auftreten. Wir werden nun zeigen, daß einige dieser Fa¨lle
unmo¨glich sind.
Lemma 2.4.1 Falls E /∈ K(ϕ,D) ist, so gilt Fα /∈ K(ϕ,E).
Beweis: Wa¨re Fα ∈ K(ϕ,E), so ga¨be es A,B ∈ K(ϕ,D) mit Fα = AE +B. Damit erhielte man
(D + 1)E + α = AE +B + (AE +B)2
= AE +B +A2(D + E) +B2
= (A+A2)E +A2D +B +B2.
Daraus folgte A+A2 = D+1 bzw. (A+ϕ)+(A+ϕ)2 = D. Also wa¨re A+ϕ = E oder A+ϕ+1 = E,
was beides im Widerspruch zu E /∈ K(ϕ,D) steht. 
Lemma 2.4.2 Falls [K(ϕ, γ) : K(ϕ)] = 3 und E /∈ K(ϕ,D) ist, so muß auch D /∈ K(ϕ, γ) sein.
Beweis: Wa¨re D ∈ K(ϕ, γ), so ga¨be es A,B,C ∈ K(ϕ) mit D = A + Bγ + Cγ2. Damit erha¨lt
man
γ = A+Bγ + Cγ2 + (A+Bγ + Cγ2)2
= A+Bγ + Cγ2 +A2 +B2γ2 + C2βγ
= A+A2 + (B + C2β)γ + (C +B2)γ2.
Der Koeffizientenvergleich liefert 1 = B + C2β und C + B2 = 0 bzw. C = B2. Daraus folgt
1 = B +B4β. Durch Multiplikation mit γ erha¨lt man
γ = Bγ +B4βγ = Bγ + (Bγ)4.
Hieraus ergibt sich Bγ = E,E + 1, E + ϕ oder E + ϕ + 1. Daraus folgt E ∈ K(ϕ, γ), was im
Widerspruch zu Voraussetzung steht. 
Mit dem folgenden Satz ist es mo¨glich, bestimmte Einschra¨nkungen fu¨r die Wahl der Erzeuger
ϕ, γ,D,E, Fα von L vorzunehmen, die es gestatten, noch mehr Fa¨lle auszuschließen.
Satz 2.4.3 Die Wahl der Erzeuger ϕ, γ,D,E, Fα von L kann so vorgenommen werden, daß nicht
gleichzeitig D /∈ K(ϕ, γ) und E ∈ K(ϕ,D) gilt.
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Beweis: Wir nehmen an, daß D /∈ K(ϕ, γ) und E ∈ K(ϕ,D) ist. Dann gibt es A,B ∈ K(ϕ, γ)
mit E = AD +B. Damit erha¨lt man
D = AD +B + (AD +B)2
= AD +B +A2(γ +D) +B2
= (A2 +A)D +A2γ +B +B2.
Der Koeffizientenvergleich liefert A2 + A = 1 und A2γ + B + B2 = 0. Daraus folgt A = ϕ oder
A = ϕ + 1. Wir setzen nun γ′ := γA2, E′ := EA2, D′ := E′ + E′2 und wa¨hlen F ′α ∈ Ksep mit
F ′α + F
′2
α = (D
′ + 1)E′ + 1. Dann gilt
γ′3 = (γA2)
3
= β
und
D +D′2 = E′ + E′2 + (E′ + E′2)
2
= EA2 + (EA2)
4
= A2(E + E4)
= A2γ
= γ′.
Wegen B + B2 + A2γ = 0 bzw. B + B2 = γ′ muß B = D′ oder B = D′ + 1 sein. Daraus folgt
D′ ∈ K(ϕ, γ′). Indem man nun (ϕ, γ,D,E, Fα) durch (ϕ, γ′, D′, E′, F ′α) ersetzt, erha¨lt man die
Aussage des Satzes. 
Vereinbarung 2.4.4 Ab jetzt sollen die Erzeuger ϕ, γ,D,E, Fα so gewa¨hlt sein, daß nicht gleich-
zeitig D /∈ K(ϕ, γ) und E ∈ K(ϕ,D) gilt.
Durch diese Vereinbarung erreichen wir, daß der Grad der Erweiterung K(ϕ,E)/K(ϕ, γ) die
Ko¨rpergrade von K(ϕ,E)/K(ϕ,D) und K(ϕ,D)/K(ϕ, γ) vollsta¨ndig bestimmt.
Satz 2.4.5 Fu¨r die Grade der Ko¨rpererweiterungen K(ϕ)/K, K(ϕ, γ)/K(ϕ), K(ϕ,E)/K(ϕ, γ)
und L/K(ϕ,E) ko¨nnen ho¨chstens die folgenden Fa¨lle auftreten.
K(ϕ)/K K(ϕ, γ)/K(ϕ) K(ϕ,E)/K(ϕ, γ) L/K(ϕ,E)
1 1 1 1
1 1 1 2
1 1 2 2
1 1 4 2
1 3 1 1
1 3 1 2
1 3 4 2
2 1 1 1
2 1 1 2
2 1 2 2
2 1 4 2
2 3 1 1
2 3 1 2
2 3 4 2
Beweis: Alle anderen Fa¨lle scheiden wegen 2.4.1 und 2.4.2 aus. 
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Korollar 2.4.6 Wenn G(L/K) nichtabelsch ist, ko¨nnen fu¨r die Ko¨rpergrade der Erweiterungen
K(ϕ)/K, K(ϕ, γ)/K(ϕ), K(ϕ,E)/K(ϕ, γ) und L/K(ϕ,E) nur die folgenden Fa¨lle auftreten:
K(ϕ)/K K(ϕ, γ)/K(ϕ) K(ϕ,E)/K(ϕ, γ) L/K(ϕ,E)
1 1 4 2
1 3 4 2
2 1 2 2
2 1 4 2
2 3 1 1
2 3 1 2
2 3 4 2
Beweis: Zuna¨chst nehmen wir an, daß die Bedingungen [K(ϕ) : K] = 1, [K(ϕ, γ) : K(ϕ)] = 3,
[K(ϕ,E) : K(ϕ, γ)] = 1 und [L : K(ϕ,E)] = 2 gelten. Dann muß es einen Automorphismus
σ ∈ G(L/K) geben, der trivial auf K(ϕ,E), aber nicht trivial auf L ist. Daraus folgt σ(ϕ) = ϕ,
σ(E) = E und σ(Fα) = Fα + 1. Nach 2.3.3 entspricht die Operation von σ auf Eα,β [3] bzgl. der
Basis (P11, P21) der Matrix ( −1 0
0 −1
)
.
Weil diese Matrix im Zentrum von GL2(F3) liegt, muß σ mit allen anderen Elementen von G(L/K)
vertauschen. Wir wa¨hlen nun ein ρ ∈ G(L/K)\ < σ >. Wegen #G(L/K) = 6 gilt die Identita¨t
G(L/K) =< ρ, σ >. Daraus folgt, daß G(L/K) abelsch ist. In allen anderen Fa¨llen, die unter 2.4.5
aufgelistet sind und unter 2.4.6 fehlen, gilt [L : K] < 6, woraus die Kommutativita¨t von G(L/K)
folgt. 
Zum Schluß dieses Kapitels verweisen wir darauf, daß wir bis jetzt keinen Gebrauch davon
gemacht haben, daß K ein lokaler Ko¨rper ist. Wir haben nur verwendet, daß K die Charakteristik
2 hat. Insofern stellt dieses Kapitel einen ganz allgemeinen Beitrag zur Theorie der elliptischen
Kurven u¨ber einem Ko¨rper der Charakteristik 2 dar.
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Kapitel 3
Beschreibung des Tate-Moduls
3.1 Bestimmung der Deligne-Zerlegung
Fu¨r den Rest der gesamten Arbeit nehmen wir an, daß νK(β) < 0 ist, wenn nicht ausdru¨cklich
etwas anders vereinbart ist. Dies wird nur in 4.2 der Fall sein. Insbesondere soll νK(β) < 0 fu¨r
den gesamten Rest dieses Kapitels gelten. Zuna¨chst befassen wir uns mit dem Isomorphietyp,
den unsere elliptische Kurve Eα,β : Y 2 + XY = X3 + αX2 + β als Kurve u¨ber dem Ko¨rper
L = K(ϕ,E, Fα) hat.
Satz 3.1.1 Die Kurve Eα,β ist u¨ber dem Ko¨rper L isomorph zur elliptischen Kurve E, die durch
die Gleichung
Y 2 + E−1XY + Y = X3 + E−3 + 1
gegeben ist. Diese Gleichung ist minimal. Daru¨ber hinaus hat E gute Reduktion, wobei die reduzierte
Kurve E¯ durch die Gleichung
Y 2 + Y = X3 + 1
gegeben ist.
Beweis: Indem wir die Transformation (X,Y ) 7−→ (X,Y +(E+Fα)) ausfu¨hren, erhalten wir die
Gleichung
Y 2 +XY = X3 + (Fα + F 2α + E + E
2)X2 + α+ β.
Unter Verwendung der Identita¨ten
Fα + F 2α = (D + 1)E + α = E
3 + E2 + E + α
und
β = γ3 = (E + E4)3 = E3 + E6 + E9 + E12
lautet diese Gleichung
Y 2 +XY = X3 + E3X2 + E3 + E6 + E9 + E12.
Wir bemerken, daß die auftretenden Koeffizienten nicht mehr von α abha¨ngen. Nun fu¨hren wir
die Transformation (X,Y ) 7−→ (X + E3, Y + E6) durch, mit der wir die deutlich vereinfachte
Gleichung
Y 2 +XY + E3Y = X3 + E3 + E6
bekommen. Zuletzt erhalten wir durch die Transformation (X,Y ) 7−→ (E2X,E3Y ) die Gleichung
Y 2 + E−1XY + Y = X3 + E−3 + 1.
Weil sich alle Transformationen u¨ber L ausfu¨hren lassen, folgt die Isomorphie von Eα,β und E u¨ber
L. Die Diskriminante dieser Gleichung lautet
∆ = (E−2)2(E−2(E−3 + 1)) + 1 + E−2E−1 = 1 + E−3 + E−6 + E−9
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Wegen νK(β) < 0 muß auch νL(E) < 0 sein. Daraus folgt νL(∆) = 0. Hieraus ergeben sich die
u¨brigen Aussagen. 
Das Bemerkenswerte an diesem Ergebnis ist, daß der Isomorphietyp von E¯ nicht von β abha¨ngt.
Dieser Umstand gestattet es uns, im folgenden die Einschra¨nkung der zu Eα,β geho¨rigen Weildar-
stellung piKα,β auf die Untergruppe W (K
sep/L) einheitlich zu beschreiben. Nach dem Kriterium
von Neron-Ogg-Shafarevich ist diese Darstellung unverzweigt. Wir betrachten die Darstellung
p¯i :W (Ksep/L)/G0(Ksep/L) −→ GL2(C),
die wir aus ResLKpi
K
α,β durch Herausteilen von G0(K
sep/L) erhalten. Wenn wir den Restklas-
senko¨rper von L mit F2g bezeichnen, ko¨nnen wirW (Ksep/L)/G0(Ksep/L) mitW (F
alg
2 /F2g ) iden-
tifizieren. Dann ist die Darstellung p¯i durch den Tate-Modul der Kurve E¯ bestimmt, die durch die
Gleichung
Y 2 + Y = X3 + 1
gegeben ist. Weil nun W (Falg2 /F2g ) zyklisch ist, reicht es aus, p¯i(ΦF2g ) zu bestimmen, wobei ΦF2g
der Frobeniusautomorphismus x 7−→ x2g sein soll. Da wir außerdem wissen, daß piKα,β halbeinfach
ist, genu¨gt es, die Eigenwerte von p¯i(ΦF2g ) zu ermitteln.
Lemma 3.1.2 Die Matrix p¯i(ΦF2g ) ∈ GL2(C) hat die Eigenwerte (
√
2i)
g
und (−√2i)g.
Beweis: Zuna¨chst fassen wir E¯ als elliptische Kurve u¨ber F2 auf. Die elliptische Kurve E¯ hat u¨ber
F2 genau 3 Punkte, na¨mlich O, (1, 0) und (1, 1). Nach [24, p. 136] gilt fu¨r die gesuchten Eigenwerte
λ1 und λ2 die Gleichung
3 = 1− λ1 − λ2 + 2.
Außerdem mu¨ssen λ1 und λ2 zueinander komplex konjugiert sein und den Absolutbetrag
√
2
haben. Hierfu¨r kommen nur noch die Werte
√
2i und −√2i in Frage. Wegen ΦF2g = ΦgF2 folgt die
Aussage des Lemmas. 
Nun ko¨nnen wir eine Zerlegung von piKα,β im Sinne von 1.1.2 angeben. Dazu benennen wir einen
ganz speziellen unverzweigten Charakter von W (Ksep/K).
Bezeichnung 3.1.3 Wir setzen ΩK = ω
− 12+i pi2 ln(2)
K .
Satz 3.1.4 Die Darstellung
ΩK ⊗ piKα,β :W (Ksep/K) −→ GL2(C)
ist trivial auf W (Ksep/L).
Beweis: Wegen der Unverzweigtheit des Charakters ΩK ko¨nnen wir die Eischra¨nkung des Twists
ΩK ⊗ piKα,β auf W (Ksep/K) auch als Darstellung von W (Falg2 /F2g ) auffassen und mu¨ssen dann
nur noch zeigen, daß ΩK ⊗ piKα,β(ΦF2g ) trivial ist. Wegen ϕ ∈ L muß der Restklassenko¨rper F2g
von L den Ko¨rper F4 = {0, 1, ϕ, ϕ + 1} enthalten. Also ist g gerade. Nach 3.1.2 hat piα,β(ΦF2g )
zweimal den Eigenwert (
√
2i)
g
. Weil piKα,β halbeinfach ist, ko¨nnen wir pi
K
α,β(ΦF2g ) als den Skalar
(
√
2i)
g
auffassen. Hieraus folgt
ΩK ⊗ piKα,β(ΦF2g ) = ΩK(ΦF2g )piKα,β(ΦF2g )
= (2g)−
1
2+i
pi
2 ln(2) (
√
2i)
g
= (2g)i
pi
2 ln(2) ig
= ei
pi
2 gig
= (−1)g
= 1.
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Korollar 3.1.5 Es gilt
Kern(ΩK ⊗ piKα,β) =W (Ksep/L).
Beweis: Sei σ ∈ Kern(ΩK⊗piKα,β). Dann ist piKα,β(σ) ein Skalar. Folglich muß σ auch als Skalar auf
den 3-Torsionspunkten von Eα,β operieren. Nach der Tabelle von Satz 2.3.3 erha¨lt man σ(ϕ) = ϕ,
σ(E) = E und σ(Fα) ∈ {Fα, Fα + 1}. Also ist σ ∈W (Ksep/K(ϕ,E)). Hieraus folgt
Kern(ΩK ⊗ piα,β) ⊂W (Ksep/K(ϕ,E)).
Weil nach 3.1.4 Kern(ΩK ⊗ piα,β) ⊃ W (Ksep/L) gilt, mu¨ssen wir nur noch den Fall L 6= K(ϕ,E)
betrachten und zeigen, daß die Einschra¨nkung
ResK(ϕ,E)K
(
ΩK ⊗ piKα,β
) ∼= ΩK(ϕ,E) ⊗ piK(ϕ,E)α,β
nicht trivial ist. Dazu sei χ : W (Ksep/K(ϕ,E)) −→ C∗ der eindeutig bestimmte Charakter mit
Kern(χ) =W (Ksep/L). Nach 1.11.2 gilt die Isomorphie
pi
K(ϕ,E)
α,β
∼= χ⊗ piK(ϕ,E)E3,β .
Wegen
FE3 + (FE3)2 = (D + 1)E + E3 = D
gilt K(FE3 , E, ϕ) = K(E,ϕ). Nach 3.1.4 folgt, daß ΩK(ϕ,E) ⊗ piK(ϕ,E)E3,β trivial ist. Damit erhalten
wir die Nichttrivialita¨t von
ΩK(ϕ,E) ⊗ piK(ϕ,E)α,β ∼= χ⊕ χ.

Damit haben wir das Problem der Beschreibung von piKα,β auf das Problem der Beschreibung ei-
ner Darstellung vom Galois-Typ zuru¨ckgefu¨hrt. Dieser Darstellung, die wir nun weiter untersuchen
werden, geben wir einen speziellen Namen.
Vereinbarung 3.1.6 Die Darstellung ΩK ⊗ piKα,β bezeichnen wir mit ρKα,β und fassen sie als in-
jektive Darstellung von
W (Ksep/K)/W (Ksep/L) ∼= G(L/K)
auf.
Korollar 3.1.7 Die Darstellung piKα,β ist genau dann reduzibel, wenn G(L/K) abelsch ist.
Beweis: Offensichtlich ist piKα,β genau dann reduzibel, wenn ρ
K
α,β es ist. Damit folgt die Aussage
aus der Injektivita¨t von ρKα,β . 
3.2 Reduktion auf den Fall K = F2((T )) und β = T−1
Im letzten Abschnitt haben wir Informationen u¨ber piKα,β gewonnen, indem wir die Einschra¨nkung
auf W (Ksep/L) studiert haben. In diesem Abschnitt wollen wir den umgekehrten Weg gehen:
Wir verkleinern den Grundko¨rper K. Dazu mu¨ssen wir uns auf den Fall α = 0 beschra¨nken. Wir
verweisen darauf, daß die Beschra¨nkung auf den Fall α = 0 unproblematisch ist, da wir mittels
1.11.2 zufriedenstellend beschreiben ko¨nnen, wie piKα,β von α abha¨ngt. Wir definieren
K˜ := F2((β−1)).
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Dies ist der kleinste lokale Teilko¨rper von K, u¨ber dem sich die Kurve E0,β definieren la¨ßt. Außer-
dem betrachten wir die injektive Einbettung
W (Ksep/K) −→W (K˜sep/K˜), σ 7−→ σ|K˜sep .
Lemma 3.2.1 Das folgende Diagramm ist kommutativ:
W (Ksep/K) W (K˜sep/K˜)
C∗
ΩK ΩK˜
-
@
@
@
@
@R
 
 
 
 
 	
Beweis: Zuna¨chst bemerken wir, daß die Vorschrift σ 7−→ σ|K˜sep die Tra¨gheitsgruppeG0(Ksep/K)
auf Tra¨gheitsgruppe G0(Ksep/K˜) abbildet. Des weiteren sind ΩK und ΩK˜ unverzweigt. Schließlich
gilt fu¨r ein Frobeniuselement ΦK von W (Ksep/K) die Identita¨t
ΩK˜(ΦK |K˜sep) = ΩK˜(ΦfK˜) = (2
f )
− 12+i pi2 ln(2) = ΩK(ΦK).

Wir ko¨nnen nun alle Punkte von E0,β u¨ber K˜ auch als Punkte von E0,β u¨ber K auffassen.
Entsprechend lassen sich auch die Tate-Moduln identifizieren. Damit erhalten wir das kommutative
Diagramm
W (Ksep/K) W (K˜sep/K˜)
GL2(C).
piK0,β pi
K˜
0,β
-
@
@
@
@
@R
 
 
 
 
 	
Dieses Diagramm ko¨nnen wir mit dem Diagramm aus 3.2.1 ”tensorieren“. Weiter definieren wir
L˜ := K˜(ϕ,E, F0). Dann bildet die Vorschrift σ 7−→ σ|K˜sep die Weilgruppe W (Ksep/L) auf die
Weilgruppe W (K˜sep/L˜) ab. Damit erhalten wir das kommutative Diagramm
W (Ksep/K) W (K˜sep/K˜)
GL2(C).
ρK0,β ρ
K˜
0,β
-
? ?
@
@
@
@
@
@
@@R
σ 7−→ σ|L˜
 
 
 
 
 
 
  	
-W (Ksep/K)
W (Ksep/L )
∼= G(L/K) G(L˜/K˜) ∼= W (K˜sep/K˜)
W (K˜sep/L˜)
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Somit ko¨nnen wir das Ergebnis diese Abschnittes folgendermaßen formulieren:
Satz 3.2.2 Fu¨r alle σ ∈ G(L/K) gilt
Tr(ρK0,β(σ)) = Tr(ρ
K˜
0,β(σ|L˜)).
Dies bedeutet, daß wir nur noch die Darstellung ρK0,T−1 im Fall K = F2((T )) zu beschreiben
brauchen, um die Darstellung ρKα,β im allgemeinen Fall zu charakterisieren.
3.3 Der Spezialfall K = F2((T )) und β = T−1
In diesem Abschnitt nehmen wir an, daß K = F2((T )) und β = T−1 ist. Zuna¨chst bestimmen wir
den Verzweigungsgrad und den Tra¨gheitsgrad von L/K.
Lemma 3.3.1 Es gilt f(L/K) = 2 und e(L/K) = 24.
Beweis: Zuna¨chst erinnern wir daran, daß L/K ho¨chstens den Grad 48 haben kann. Also brauchen
wir lediglich f(L/K) ≥ 2 und e(L/K) ≥ 24 zu zeigen. Wegen ϕ /∈ K = F2((T )) und ϕ + ϕ2 = 1
erha¨lt man f(L/K) ≥ 2. Weiter gilt
T−1 = β = (E + E4)3 = E3 + E6 + E9 + E12.
Hieraus folgt νK(E) = − 112 . Ferner ist
F0 + F 20 = (D + 1)E = E
3 + E2 + E,
Woraus sich νK(F0) = − 124 ergibt. Damit erha¨lt man e(L/K) ≥ 24. 
Wegen #GL2(F3) = 48 erhalten wir das nachfolgende Korollar.
Korollar 3.3.2 Es gilt G(L/K) ∼= GL2(F3).
Fu¨r die folgenden Betrachtungen identifizieren wir G(L/K) mit GL2(F3) gema¨ß der Tabel-
le von 2.3.3. Somit fassen wir ρK0,T−1 als irreduzible zweidimensionale Darstellung von GL2(F3)
auf, deren Isomorphieklasse wir nun bestimmen werden. Dabei greifen auf die Ergebnisse von
[17] zuru¨ck, wo die Isomorphieklassen irreduzibler Darstellungen von GL2(F ) fu¨r alle endlichen
Ko¨rper F klassifiziert sind. Nach der Tabelle auf Seite 70, loc. cit. sind alle zweidimensionalen
irreduziblen Darstellungen von GL2(F3) cuspidal. Die cuspidalen Darstellungen ρµ von GL2(F3)
sind parametrisiert durch die regula¨ren Charaktere µ von F∗9. Einen Charakter µ : F
∗
9 −→ C∗
nennen wir regula¨r, wenn er von seinem konjugierten Charakter µ¯ verschieden ist. Hierbei soll
µ¯ : F∗9 −→ C∗ durch die Vorschrift x 7−→ µ(x¯) definiert sein. Mit x¯ ∈ F∗9 ist das zu x u¨ber F∗3
konjugierte Element gemeint. Fu¨r zwei regula¨re Charaktere µ, µ′ von F∗9 gilt genau dann ρµ = ρµ′ ,
wenn µ¯ = µ′ oder µ = µ′ ist. Fu¨r die genaue Konstruktion von ρµ verweisen wir auf [17, Chap. 2,
§10-14].
Zuna¨chst wollen wir uns einen U¨berblick u¨ber die regula¨ren Charaktere von F∗9 verschaffen.
Dazu wa¨hlen wir einen Erzeuger ζ := 1 +
√−1 von F∗9 und die primitive 8-te Einheitswurzel
ξ := e
2pi
8 i. Fu¨r alle k = 0, 1, . . . , 7 gibt es nun einen eindeutig bestimmten Charakter µk : F∗9 −→ C∗
mit µk(ζ) = ξk. Wegen ζ3 = ζ¯ gilt µ¯k = µ3k fu¨r alle k = 0, 1, . . . 7. Daraus folgt µ¯1 = µ3, µ¯2 = µ6
und µ¯5 = µ7, wa¨hrend µ0 und µ4 nicht regula¨r sind. Damit kommt als Isomorphieklasse von ρK0,T−1
nur noch ρµ1 , ρµ2 oder ρµ5 in Frage.
Satz 3.3.3 Es gilt Tr(ρK0,T−1) = Tr(ρµ5).
Beweis: Wa¨re Tr(ρK0,T−1) = Tr(ρµ2), so mu¨ßte nach [17, S. 70]
Tr(ρK0,T−1)
( −1 0
0 −1
)
= 2µ2(−1) = 2
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sein. Dies steht aber im Widerspruch zur Injektivita¨t von ρK0,T−1 . Also gilt
Tr(ρK0,T−1) 6= Tr(ρµ2).
Wir nehmen nun Tr(ρK0,T−1) = Tr(ρµ1) an und zeigen, daß diese Annahme im Widerspruch zu
unseren bisherigen Ergebnissen steht. Sei dazu σ ∈ G(L/K) mit σ(ϕ) = ϕ+1, σ(E) = (ϕ+1)E+1
und σ(F0) = F0 + E + ϕ. Dann entspricht σ der Matrix(
0 1
1 −1
)
=
(
0 −ζζ¯
1 ζ + ζ¯
)
.
Weiter betrachten wir eine Fortsetzung σ˜ ∈ W (Ksep/K) von σ. Wir wa¨hlen nun ein j ∈ Z
und ein σ0 ∈ G0(L/K), so daß σ˜ = ΦjKσ0 bezu¨glich eines fest gewa¨hlten Frobeniuselements
ΦK ∈W (Ksep/K) gilt. Damit erha¨lt man
ϕ2 = σ(ϕ) = ΦjK(σ0(ϕ)) = Φ
j
K(ϕ) = ϕ
2j .
Daraus folgt, daß j ungerade ist. Weiter setzen wir σ∗ := Φ
1−j
2
L σ˜ fu¨r ein fest gewa¨hltes Frobenius-
element ΦL ∈W (Ksep/K). Dann gilt σ∗|L = σ. Wegen f(L/K) = 2 erha¨lt man
ωK(σ∗) = ωK(Φ
1−j
2
L Φ
j
K) = ωK(ΦK) = 2.
Nach [17, S. 70] folgt
Tr(piK0,T−1(σ
∗)) = Tr(
(
Ω−1K (σ
∗)
)
ρK0,T−1(σ))
= Tr(2
1
2−i pi2 ln(2) ρµ1
(
0 −ζζ¯
1 ζ + ζ¯
)
).
= −i
√
2(−µ1(ζ)− µ1(ζ¯))
= −i
√
2(−ξ − ξ3)
= −i
√
2(−(cos(pi
4
) + i sin(
pi
4
))− (cos(3pi
4
) + i sin(
3pi
4
)))
= −2.
Wir zeigen nun, daß dieses Ergebnis imWiderspruch zur Operation von σ∗ auf den 3-Torsionspunk-
ten steht. Dazu fassen wir Tr(piK0,T−1(σ
∗)) als Element von Z3 auf. Die Reduktion modulo 3Z3
liefert
Tr(piK0,T−1(σ
∗)) ≡ Tr(
(
0 1
1 −1
)
) mod 3Z3
≡ 2 mod 3Z3.
Folglich muß die Annahme Tr(piK0,T−1) = Tr(ρµ1) falsch gewesen sein. Damit folgt die Aussage des
Satzes. 
Zum Ende dieses Abschnittes wollen wir noch darauf hinweisen, daß die Spurabbildungen
Tr(ρµ1) und Tr(ρµ5) bis auf komplexe Konjugation identisch sind. Wenn wir ein ρ ∈ {ρµ1 , ρµ5}
haben, mu¨ssen wir, um festzustellen, ob ρ = ρµ1 oder ρ = ρµ5 gilt, erst verbindlich den Erzeuger i
von C festlegen. Fu¨r die Wahl von i gibt es ja bekanntlich zwei Mo¨glichkeiten. Im zuru¨ckliegenden
Beweis konnten wir die Identita¨t ρK0,T−1 = ρµ5 nur deshalb zeigen, weil ΩK und damit auch ρ
K
0,T−1
ebenfalls von der Wahl des Erzeugers i abha¨ngt.
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3.4 Folgerungen
In diesem Abschnitt wollen wir ρKα,β im allgemeinen Fall K = F2f ((T )) sowie α ∈ K beliebig
und νK(β) < 0 betrachten. Dazu setzen wir L0 := K(ϕ,E, F0). Gema¨ß der Tabelle von 2.3.3
identifizieren wir sowohl G(L/K) als auch G(L0/K) mit einer Untergruppe von GL2(F3). Weiter
sei Kα der Zerfa¨llungsko¨rper des Polynoms X2+X +α u¨ber K und χα :W (Ksep/K) −→ C∗ der
eindeutig bestimmte Charakter mit Kern(χα) = W (Ksep/Kα). Weil χα nur die Werte 1 und −1
annehmen kann und sich F∗3 mit der Untergruppe {1,−1} von C∗ identifizieren la¨ßt, ko¨nnen wir
χα auch als Homomorphismus von W (Ksep/K) nach F∗3 auffassen.
Lemma 3.4.1 Fu¨r alle σ ∈W (Ksep/K) gilt
σ|L = χα(σ)σ|L0 .
Beweis: Wir setzen r := Fα + F0. Dann ist r + r2 = α. Fu¨r alle σ ∈ W (Ksep/K) gelten die
Bedingungen σ|L(ϕ) = σ|L0(ϕ) und σ|L(E) = σ|L0(E). Außerdem gilt
σ|L(Fα) = σ|L0(F0) +
{
0, falls χα(σ) = 1
1, falls χα(σ) = −1.
Dies reicht aus, um die gewu¨nschte Aussage anhand der Tabelle von 2.3.3 zu verifizieren. 
Satz 3.4.2 Es gilt
ρKα,β
∼= ρµ5 |G(L/K).
Beweis: Unmittelbar aus 3.3.3 und 3.2.2 folgt ρK0,β ∼= ρµ5 |G(L0/K). Sei nun σ ∈ G(L/K) und
σ˜ ∈W (Ksep/K) eine Fortsetzung von σ. Dann gilt
Tr(ρKα,β(σ)) = Tr(Ω
−1
K (σ˜)pi
K
α,β(σ˜))
= Tr(Ω−1K (σ˜)χα(σ˜)pi
K
0,β(σ˜))
= Tr(χα(σ˜)ρK0,β(σ˜|L0))
= Tr(χα(σ˜)ρµ5(σ˜|L0))
= Tr(ρµ5(χα(σ˜)(σ˜|L0)))
= Tr(ρµ5(σ)).
Daraus folgt ρKα,β ∼= ρµ5 |G(L/K). 
Damit sind wir nun in der Lage, die Spurabbildung Tr(ρKα,β) explizit zu beschreiben.
Korollar 3.4.3 Sei σ ∈ G(L/K). Dann erha¨lt man Tr(ρKα,β(σ)) in Abha¨ngigkeit von σ(ϕ), σ(E)
und σ(Fα) gema¨ß der folgenden Tabelle:
σ(ϕ) σ(E) σ(Fα) Tr(ρKα,β(σ))
ϕ E Fα 2
ϕ E Fα + 1 −2
ϕ E + 1 Fα + E + ϕ 0
ϕ E + 1 Fα + E + ϕ+ 1 0
ϕ E + ϕ Fα + (ϕ+ 1)E 0
ϕ E + ϕ Fα + (ϕ+ 1)E + 1 0
ϕ E + ϕ+ 1 Fα + ϕE 0
ϕ E + ϕ+ 1 Fα + ϕE + 1 0
ϕ ϕE Fα + (ϕ+ 1)E −1
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ϕ ϕE Fα + (ϕ+ 1)E + 1 1
ϕ ϕE + 1 Fα + E + ϕ −1
ϕ ϕE + 1 Fα + E + ϕ+ 1 1
ϕ ϕE + ϕ Fα + ϕE 1
ϕ ϕE + ϕ Fα + ϕE + 1 −1
ϕ ϕE + ϕ+ 1 Fα −1
ϕ ϕE + ϕ+ 1 Fα + 1 1
ϕ (ϕ+ 1)E Fα + ϕE −1
ϕ (ϕ+ 1)E Fα + ϕE + 1 1
ϕ (ϕ+ 1)E + 1 Fα + E + ϕ 1
ϕ (ϕ+ 1)E + 1 Fα + E + ϕ+ 1 −1
ϕ (ϕ+ 1)E + ϕ Fα −1
ϕ (ϕ+ 1)E + ϕ Fα + 1 1
ϕ (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E 1
ϕ (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E + 1 −1
ϕ+ 1 E Fα 0
ϕ+ 1 E Fα + 1 0
ϕ+ 1 E + 1 Fα + E + ϕ 0
ϕ+ 1 E + 1 Fα + E + ϕ+ 1 0
ϕ+ 1 E + ϕ Fα + (ϕ+ 1)E
√
2i
ϕ+ 1 E + ϕ Fα + (ϕ+ 1)E + 1 −
√
2i
ϕ+ 1 E + ϕ+ 1 Fα + ϕE
√
2i
ϕ+ 1 E + ϕ+ 1 Fα + ϕE + 1 −
√
2i
ϕ+ 1 ϕE Fα + (ϕ+ 1)E 0
ϕ+ 1 ϕE Fα + (ϕ+ 1)E + 1 0
ϕ+ 1 ϕE + 1 Fα + E + ϕ −
√
2i
ϕ+ 1 ϕE + 1 Fα + E + ϕ+ 1
√
2i
ϕ+ 1 ϕE + ϕ Fα + ϕE −
√
2i
ϕ+ 1 ϕE + ϕ Fα + ϕE + 1
√
2i
ϕ+ 1 ϕE + ϕ+ 1 Fα 0
ϕ+ 1 ϕE + ϕ+ 1 Fα + 1 0
ϕ+ 1 (ϕ+ 1)E Fα + ϕE 0
ϕ+ 1 (ϕ+ 1)E Fα + ϕE + 1 0
ϕ+ 1 (ϕ+ 1)E + 1 Fα + E + ϕ
√
2i
ϕ+ 1 (ϕ+ 1)E + 1 Fα + E + ϕ+ 1 −
√
2i
ϕ+ 1 (ϕ+ 1)E + ϕ Fα 0
ϕ+ 1 (ϕ+ 1)E + ϕ Fα + 1 0
ϕ+ 1 (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E −
√
2i
ϕ+ 1 (ϕ+ 1)E + ϕ+ 1 Fα + (ϕ+ 1)E + 1
√
2i
Beweis: Diese Aussage folgt aus 3.4.2 in Verbindung mit der Beschreibung von Tr(ρµ5) im An-
hang. 
Korollar 3.4.4 Der Ko¨rper K(ϕ,E) ist der projektive Kernko¨rper von piKα,β.
Beweis: Sei P der projektive Kernko¨rper von piKα,β . Zuna¨chst ist klar, daß P ⊂ L gilt. Fu¨r alle
σ ∈ G(L/K) ist ρKα,β(σ) genau dann ein Skalar, wenn Tr(ρKα,β(σ)) den Betrag 2 hat. Dies wiederum
ist genau dann der Fall, wenn σ(ϕ) = ϕ und σ(E) = E, d.h. σ trivial auf K(ϕ,E) ist. Also gilt
P = K(ϕ,E). 
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Kapitel 4
Berechnung des
Verzweigungsverhaltens
Wir erinnern zuna¨chst an unsere Voraussetzungen, daß K = F2f ((T )) und νK(β) < 0 ist. In
diesem Kapitel werden wir uns fu¨r alle i ∈ N0 der Bestimmung der i-ten Verzweigungsgruppen
Gi(L/K) zuwenden. Fu¨r eine genaue Definition von Gi(L/K) verweisen wir auf [21, Chap. IV,
§1]. Die Bestimmung aller Gi(L/K) ist a¨quivalent zur Berechnung der Zahlen
iL/K(σ) = min{i /∈ N0 | Gi(L/K)}
fu¨r alle σ ∈ G(L/K) \ {idL}. Im ersten Abschnitt dieses Kapitels werden wir Formeln herleiten,
die die Berechnung von iL/K(σ) aus den Differentenexponenten gewisser Zwischenerweiterungen
von L/K gestatten. Im zweiten Abschnitt geben wir eine Formel fu¨r den Fu¨hrer von piKα,β an. Im
dritten Abschnitt werden wir uns dann allgemein mit der Berechnung von Differentenexponenten
quadratischer Erweiterungen befassen, um dann in den letzten drei Abschnitten mit diesemWissen
die Differentenexponenten, die im ersten Abschnitt auftreten, explizit zu berechnen.
4.1 Charakterisierung der ho¨heren Verzweigungsgruppen
Zuna¨chst mu¨ssen wir ein paar Vereinbarungen treffen, die fu¨r den gesamten Rest dieser Arbeit
gu¨ltig sein sollen. Fu¨r eine beliebige endliche Erweiterung K ′/K bezeichnen wir mit νK′ die
eindeutig bestimmte Bewertung auf K ′, die jeder Uniformisierenden von K ′ die Zahl 1 zuordnet.
Diese Bewertung besitzt eine eindeutig bestimmte Fortsetzung nach Ksep, die wir ebenfalls mit
νK′ bezeichnen. Mit d(K ′/K) bezeichnen wir den Differentenexponenten von K ′/K.
Lemma 4.1.1 Sei σ ∈ G(L/K) mit σ(ϕ) = ϕ+ 1. Dann gilt iL/K(σ) = 0.
Beweis:Wegen ϕ2+ϕ+1 = 0 ist K(ϕ)/K unverzweigt und folglich in der maximalen unverzweig-
ten Zwischenerweiterung K0 von L/K enthalten. Wegen σ(ϕ) 6= ϕ folgt σ /∈ G0(L/K) = G(L/K0)
und damit iL/K(σ) = 0. 
Lemma 4.1.2 Sei σ ∈ G(L/K) mit σ(ϕ) = ϕ und σ(E) /∈ {E,E + 1, E + ϕ,E + ϕ + 1}. Dann
gilt iL/K(σ) ≤ 1.
Beweis: Zuna¨chst zeigen wir σ(γ) 6= γ. Anderenfalls wa¨re
γ = σ(γ) = σ(E)4 + σ(E).
Damit mu¨ßte σ(E) eine Nullstelle des Polynoms f := X4+X+γ sein. Weil aber f die Nullstellen
E,E + 1, E + ϕ und E + ϕ+ 1 hat, kann dies nicht sein. Also gilt σ(γ) 6= γ.
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Weil K(ϕ, γ)/K(ϕ) den Grad 1 oder 3 hat, muß diese Erweiterung zahm sein. Wegen der
Unverzweigtheit von K(ϕ)/K folgt, daß auch K(ϕ, γ)/K zahm ist und somit in der maximalen
zahmen Zwischenerweiterung von L/K liegt. Wegen σ(γ) 6= γ erha¨lt man σ /∈ G1(L/K) und damit
iL/K(σ) ≤ 1. 
Damit haben wir herausgefunden, welche Elemente von G(L/K) auf keinen Fall der wilden
Verzweigungsgruppe G1(L/K) angeho¨ren. Mit diesem Wissen ko¨nnen wir eine Aussage u¨ber ihren
Isomorphietyp machen.
Satz 4.1.3 (i) Es gilt #G1(L/K) = 1, 2, 4 oder 8.
(ii) Im Fall #G1(L/K) = 8 ist G1(L/K) isomorph zu [SL2(F3), SL2(F3)].
(iii) Im Fall #G1(L/K) = 4 gilt G1(L/K) ∼= Z/4Z.
Beweis: Zuna¨chst verweisen wir auf die explizite Berechnung von [SL2(F3), SL2(F3)] im Anhang.
Wenn wirG1(L/K) gema¨ß der Tabelle von 2.3.3 mit einer Untergruppe vonGL2(F3) identifizieren,
so ko¨nnen wir mit 4.1.2 leicht u¨berpru¨fen, daßG1(L/K) einer Untergruppe von [SL2(F3), SL2(F3)]
entspricht. Hieraus ergibt sich (i) und (ii). Die Aussage (iii) folgt aus der Tatsache, daß jede echte
Untergruppe von [SL2(F3), SL2(F3)] zyklisch ist, was ebenfalls im Anhang gezeigt wird. 
Wir werden nun iL/K(σ) fu¨r alle σ ∈ G1(L/K) bestimmen.
Satz 4.1.4 (i) Falls es ein σ ∈ G(L/K) gibt mit σ(ϕ) = ϕ, σ(E) = E und σ(Fα) = Fα + 1, so
gilt iL/K(σ) = d(L/K(ϕ,E)).
(ii) Falls d(L/K(ϕ,E)) > 0 ist, gibt es ein σ ∈ G1(L/K) mit σ(ϕ) = ϕ, σ(E) = E und
σ(Fα) = Fα + 1.
Beweis: Zu (i): Wegen [L : K(ϕ,E)] ≤ 2 ist σ das eindeutig bestimmte nichttriviale Element von
G(L/K(ϕ,E)). Nach [21, Chap. IV, Prop. 2 und 4] gilt
iL/K(σ) = iL/K(ϕ,E)(σ) = d(L/K(ϕ,E)).
Zu (ii): Wegen d(L/K(ϕ,E)) > 0 muß L/K(ϕ,E) wild verzweigt vom Grad 2 sein. Folglich
entha¨lt G1(L/K(ϕ,E)) ⊂ G1(L/K) einen nichttrivialen Automorphismus σ. Fu¨r diesen Automor-
phismus muß σ(ϕ) = ϕ, σ(E) = E und σ(Fα) = Fα + 1 gelten. 
Das folgende Lemma werden wir ohne explizite Nennung benutzen.
Lemma 4.1.5 Sei M/K eine separable Erweiterung und K ′/K eine unverzweigte Erweiterung.
Dann gilt d(MK ′/K ′) = d(M/K).
Beweis: Wegen der Transitivita¨t der Differente gilt
d(MK ′/K) = d(MK ′/K ′) + e(MK ′/K ′)d(K ′/K) = d(MK ′/K ′)
und
d(MK ′/K) = d(MK ′/M) + e(MK ′/M)d(M/K) = d(M/K).
Daraus folgt d(MK ′/K ′) = d(M/K). 
Satz 4.1.6 (i) Falls es ein σ ∈ G(L/K) gibt mit σ(ϕ) = ϕ und σ(E) = E + 1, so gilt
iL/K(σ) = d(K(E)/K(D)).
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(ii) Falls d(K(E)/K(D)) > 0 ist, so gibt es ein σ ∈ G1(L/K) mit σ(ϕ) = ϕ und σ(E) = E +1.
Beweis: Zu (i): Wegen σ(D) = (E + 1)2 + E + 1 = E2 + E = D muß σ ∈ G(L/K(ϕ,D)) sein.
Nach der Tabelle von 2.3.3 entspricht die Operation von σ auf Eα,β [3] bzgl. der Basis (P11, P21)
entweder der Matrix (
0 1
−1 0
)
oder
(
0 −1
1 0
)
.
Weil beide Matrizen die Ordnung 4 haben, folgt ord(σ) = 4. Wegen [L : K(ϕ,D)] ≤ 4 erha¨lt
man G(L/K(ϕ,D)) = {σ, σ2, σ3, idL}. Hierbei muß σ2 ∈ G(L/K(ϕ,E)) sein und die Identita¨t
iL/K(ϕ,D)(σ) = iL/K(ϕ,D)(σ3) gelten. Die Anwendung von [21, Chap. IV, Prop. 2 und 4] liefert das
Ergebnis
d(L/K(ϕ,D)) = iL/K(ϕ,D)(σ) + iL/K(ϕ,D)(σ2) + iL/K(ϕ,D)(σ3)
= 2iL/K(ϕ,D)(σ) + iL/K(ϕ,D)(σ2)
= 2iL/K(σ) + iL/K(σ2).
Durch Auflo¨sen nach iL/K(σ) und Anwendung von 4.1.4 erhalten wir
iL/K(σ) =
1
2
(
d(L/K(ϕ,D))− iL/K(σ2)
)
=
1
2
(d(L/K(ϕ,D))− d(L/K(ϕ,E))) .
Wegen der Transitivita¨t der Differente gilt
d(L/K(ϕ,D)) = d(L/K(ϕ,E)) + e(L/K(ϕ,E))d(K(ϕ,E)/K(ϕ,D)).
Damit ergibt sich
iL/K(σ) =
1
2
e(L/K(ϕ,E))d(K(ϕ,E)/K(ϕ,D)).
=
1
2
e(L/K(ϕ,E))d(K(E)/K(D)).
Wenn L/K(ϕ,E) verzweigt ist, erha¨lt man die gewu¨nschte Aussage. Im Fall, daß L/K(ϕ,E)
unverzweigt ist, muß die maximale unverzweigte Zwischenerweiterung von L/K(ϕ,D) mindestens
den Grad 2 haben. Damit muß diese den Ko¨rper K(ϕ,E) enthalten. Daraus folgt
d(K(E)/K(D)) = d(K(ϕ,E)/K(ϕ,D)) = 0,
woraus sich ebenfalls die gewu¨nschte Aussage ergibt.
Zu (ii): Wenn d(K(E)/K(D)) = d(K(ϕ,E)/K(ϕ,D)) > 0 ist, muß K(ϕ,E)/K(ϕ,D) den
Grad 2 haben. Sei σ˜ das eindeutig bestimmte nichttriviale Element von G(K(ϕ,E)/K(ϕ,D)).
Dann gilt σ˜(ϕ) = ϕ und σ˜(E) = E + 1. Sei nun σ ∈ G(L/K(ϕ,D)) eine Fortsetzung von σ˜.
Wir zeigen, daß L/K(ϕ,D) vollsta¨ndig wild verzweigt ist. Dazu bezeichnen wir die maximale
zahm verzweigte Zwischenerweiterung von L/K(ϕ,D) mit K ′. Wegen der Wildverzweigtheit von
K(ϕ,E)/K(ϕ,D) folgt [K ′(ϕ,E) : K ′(ϕ,D)] = 2. Nach 2.4.1 muß auch L/K ′(ϕ,E) den Grad 2
haben. Daraus folgt [L : K ′] = 4. Hieraus erhalten wir σ ∈ G1(L/K(ϕ,D)) ⊂ G1(L/K). 
Bemerkung 4.1.7 Wir verweisen darauf, daß beim Beweis von 4.1.6 kein Gebrauch von der
Vereinbarung 2.4.4 gemacht wurde. Also gilt 4.1.6 auch dann, wenn man auf die Vereinbarung
2.4.4 verzichtet.
Die folgenden Bezeichnungen brauchen wir, um geschlossene Formeln fu¨r iL/K(σ) im Fall
σ(E) = E + ϕ bzw. σ(E) = E + ϕ + 1 angeben zu ko¨nnen. Sie sollen fu¨r den gesamten Rest
dieser Arbeit in Kraft bleiben.
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Bezeichnung 4.1.8 Wir setzen Dϕ := ϕE + (ϕE)
2 und Dϕ2 := ϕ2E +
(
ϕ2E
)2.
Lemma 4.1.9 Es gilt Dϕ +D2ϕ = ϕγ und Dϕ2 +D
2
ϕ2 = ϕ
2γ.
Beweis: Durch eine elementare Rechnung erhalten wir
Dϕ +D2ϕ = ϕE + (ϕE)
2 + (ϕE + (ϕE)2)2 = ϕE + (ϕE)4 = ϕ(E + E4) = ϕγ.
Indem wir ϕ durch ϕ2 ersetzen, verifizieren wir auch die Identita¨t Dϕ2 +D2ϕ2 = ϕ
2γ.
Satz 4.1.10 (i) Falls es ein σ ∈ G(L/K) gibt mit σ(ϕ) = ϕ und σ(E) = E + ϕ, so gilt
iL/K(σ) = d(K(E)/K(Dϕ2)).
(ii) Falls d(K(E)/K(Dϕ2)) > 0 ist, so gibt es ein σ ∈ G1(L/K) mit σ(ϕ) = ϕ und σ(E) = E+ϕ.
Beweis: Wir setzen F˜α := Fα + ϕE, E˜ := ϕ2E und γ˜ := ϕ2γ. Damit erhalten wir γ˜3 = β sowie
Dϕ2 +D2ϕ2 = γ˜ und E˜ + E˜
2 = Dϕ2 . Außerdem gilt
F˜α + F˜α
2
= Fa+ F 2α + ϕE + ϕ
2E2
= (D + 1)E + α+ ϕE + ϕ2E2
= E3 + E2 + E + ϕE + ϕ2E2 + α
= (ϕ2E)3 + (ϕ2E)2 + ϕ2E + α
= (Dϕ2 + 1)E˜ + α.
Fu¨r alle σ ∈ G(L/K) mit σ(ϕ) = ϕ ist die Bedingung σ(E) = E + ϕ a¨quivalent zu
σ(E˜) = ϕ2(E + ϕ) = E˜ + 1.
Wir ersetzen nun (ϕ, γ,D,E, Fα) durch (ϕ, γ˜,Dϕ2 , E˜, F˜α) und wenden 4.1.6 an. Nach 4.1.7 ko¨nnen
hierbei keine Probleme auftreten. 
Satz 4.1.11 (i) Falls es ein σ ∈ G(L/K) gibt mit σ(ϕ) = ϕ und σ(E) = E + ϕ+ 1, so gilt
iL/K(σ) = d(K(E)/K(Dϕ)).
(ii) Falls d(K(E)/K(Dϕ)) > 0 ist, gibt ein σ ∈ G1(L/K) mit σ(ϕ) = ϕ und σ(E) = E + ϕ+ 1.
Beweis: Wir ersetzen ϕ durch ϕ2 = ϕ+ 1 und wenden 4.1.10 an. 
Nun ko¨nnen wir den Isomorphietyp aller ho¨heren Verzweigungsgruppen Gi(L/K) bestimmen.
Satz 4.1.12 Wir setzen
r := min{d(K(E)/K(D)),d(K(E)/K(Dϕ)),d(K(E)/K(Dϕ2))},
s := max{d(K(E)/K(D)),d(K(E)/K(Dϕ)),d(K(E)/K(Dϕ2))}
und
t := d(L/K(ϕ,E)).
Fu¨r alle i ∈ N gilt dann
Gi(L/K) ∼=

[SL2(F3), SL2(F3)], falls i < r
Z/4Z, falls r ≤ i < s
Z/2Z, falls s ≤ i < t
{1}, falls t ≤ i.
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Beweis: Aus 4.1.3 folgt, daß Gi(L/K) als Untergruppe von G1(L/K) nur die Isomorphietypen
[SL2(F3), SL2(F3)], Z/4Z, Z/2Z oder {1} haben kann.
Als erstes betrachten wir den Fall i < r. Nach 4.1.6 entha¨lt Gi(L/K) einen Automorphismus
σ mit σ(ϕ) = ϕ und σ(E) = E + 1. Indem wir G(L/K) gema¨ß 2.3.3 mit einer Untergruppe
von GL2(F3) identifizieren, u¨berzeugen wir uns leicht davon, daß σ die Ordnung 4 hat. Hiebei ist
σ2(E) = E und σ3(E) = E+1. Außerdem gibt es nach 4.1.10 ein σ′ ∈ Gi(L/K) mit σ′(E) = E+ϕ.
Damit hat Gi(L/K) mehr als 4 Elemente und ist isomorph zu [SL2(F3), SL2(F3)].
Im Fall r ≤ i < s erha¨lt man durch Anwendung von 4.1.6 oder 4.1.10 oder 4.1.11, daß es
ein σ ∈ Gi(L/K) gibt mit σ(E) = E + 1 oder σ(E) = E + ϕ oder σ(E) = E + ϕ + 1. Unter
Zuhilfenahme von 2.3.3 verifizieren wir leicht, daß dieses σ die Ordnung 4 hat. Also hat Gi(L/K)
mindestens vier Elemente. Weiter erha¨lt man ebenfalls durch 4.1.6 oder 4.1.10 oder 4.1.11, daß es
entweder kein σ ∈ Gi(L/K) mit σ(E) = E + 1 oder kein σ ∈ Gi(L/K) mit σ(E) = E + ϕ oder
kein σ ∈ Gi(L/K) mit σ(E) = E + ϕ + 1 gibt. Hieraus ergibt sich #Gi(L/K) < 8 und damit
Gi(L/K) ∼= Z/4Z.
Wir betrachten nun den Fall s ≤ i < t. Nach 4.1.4 gibt es ein σ ∈ Gi(L/K) mit σ(ϕ) = ϕ,
σ(E) = E und Fα + 1. Damit hat Gi(L/K) mindestens zwei Elemente. Ga¨be es noch mehr
Elemente, so mu¨ßte es ein σ ∈ Gi(L/K) geben, so daß σ(E) = E + 1, σ(E) = E + ϕ oder
σ(E) = E + ϕ+ 1 gilt, was aber die Sa¨tze 4.1.6, 4.1.10 und 4.1.11 nicht zulassen.
Im Fall t ≤ i erha¨lt man nach 4.1.4, daß es kein σ ∈ Gi(L/K) gibt mit σ(ϕ) = ϕ, σ(E) = E
und σ(Fα) = Fα + 1. Daraus folgt Gi(L/K) = {1}. 
4.2 Der Fu¨hrer von piKα,β
In diesem Abschnitt soll die Voraussetzung νK(β) < 0 nicht gelten. Fu¨r die folgenden Betrach-
tungen bezeichnen wir mit V den Darstellungsraum von ρKα,β bzw. pi
K
α,β und mit V
Gi(L/K) den
Fixpunkteraum der zugeho¨rigen Operation der i-ten Verzweigungsgruppe. Zuna¨chst behandeln
wir die trivialen Fa¨lle. Dabei setzen wir die Ergebnisse von 1.11 als bekannt voraus. Mit Kα be-
zeichnen wir den Zerfa¨llungsko¨rper des quadratischen Polynoms X2 +X + α u¨ber K und mit χα
den eindeutig bestimmten Charakter von W (Ksep/K) mit Kern(χα) =W (Ksep/Kα).
Lemma 4.2.1 Es gilt cond(χα) = d(Kα/K).
Beweis: Sei σ das eindeutig bestimmte nichttriviale Element von G(Kα/K). Der Ru¨ckgriff auf
die Definition des Fu¨hrers und die Anwendung von [21, Chap. IV, Prop. 4] liefert
cond(χα) =
∞∑
i=0
#Gi(Kα/K)
#G0(Kα/K)
dimC/CGi(Kα/K)
=
iKα/K(σ)−1∑
i=0
1
= d(Kα/K).

Satz 4.2.2 Im Fall νK(β) > 0 gilt cond(piKα,β) = 2d(Kα/K) und
cond((piKα,β)
′
) =
{
1, falls Kα/K unverzweigt
2d(Kα/K), falls Kα/K verzweigt.
Beweis: Es gilt die Isomorphie (piKα,β)
′ ∼= (χα ⊗ pi,N), mit pi = ωK ⊕ 1 und
N =
(
0 1
0 0
)
.
58
Daraus folgt
cond(piKα,β) = cond(χαω
−1) + cond(χα) = 2cond(χα) = 2d(Kα/K).
Falls Kα/K unverzweigt ist, erha¨lt man cond(piKα,β) = 0. Außerdem operiert die Tra¨gheitsgruppe
G0(Ksep/K) trivial auf V , und es gilt dim(Kern(N)) = 1. Daraus folgt (cond(piKα,β)
′) = 1.
Fu¨r den Fall, daß Kα/K verzweigt ist, sei σ das nichttriviale Element von G0(Kα/K). Die
Formel fu¨r cond((piKα,β)
′) erha¨lt man, wenn man beachtet, daß jede Fortsetzung von σ nach Ksep
in G0(Ksep/K) liegt und als Skalar −1 auf V operiert und deshalb V G0(Ksep/K) = 0 gilt. 
Satz 4.2.3 Im Fall νK(β) = 0 gilt
cond((piKα,β)
′
) = cond(piKα,β) = 2d(Kα/K).
Beweis: Weil Eα,β potentiell gute Reduktion hat, gilt (piKα,β)
′ = (piKα,β , 0). Daraus folgt
cond((piKα,β)
′
) = cond(piKα,β).
Außerdem gilt piKα,β ∼= χα ⊗ piK0,β . Weil E0,β gute Reduktion hat, ist piK0,β nach dem Kriterium von
Neron-Ogg-Shafarevich unverzweigt. Dies hat zur Folge, daß piK0,β Summe von zwei unverzweigten
eindimensionalen Darstellungen ρ1 und ρ2 ist. Daraus folgt
cond(piKα,β) = cond(χα ⊗ (ρ1 ⊕ ρ2)) = cond(χαρ1 ⊕ χαρ2) = 2cond(χα).
Wegen cond(χα) = d(Kα/K) erha¨lt man die gewu¨nschte Aussage. 
Satz 4.2.4 Im Fall νK(β) < 0 und e(L/K(ϕ, γ)) = 1 gilt
cond(piKα,β) =
{
0, falls K(ϕ, γ)/K(ϕ) unverzweigt
2, falls K(ϕ, γ)/K(ϕ) verzweigt.
Beweis: Im Fall K(ϕ, γ)/K(ϕ) unverzweigt ist L/K unverzweigt. Daraus folgt cond(piKα,β) = 0.
Wir nehmen nun an, daß K(ϕ, γ)/K(ϕ) verzweigt ist. Dann ist L/K zahm verzweigt vom Grad
3. Daraus folgt
cond(piKα,β) = cond(ρ
K
α,β) =
G0(L/K)
G0(L/K)
dimV/V G0(L/K) = 2− dimV G0(L/K).
Sei nun K0 die maximale unverzweigte Zwischenerweiterung von L/K. Dann ist die Galoisgrup-
pe G0(L/K) = G(L/K0) zyklisch der Ordnung 3. Wir fixieren einen Erzeuger σ. Wa¨re nun
dimV G(L/K0) 6= 0, so mu¨ßte es einen Charakter χ0 von G(L/K0) geben mit ρK0α,β ∼= 1⊕χ0. Wegen
der Injektivita¨t von ρK0α,β mu¨ßte χ0(σ) eine primitive dritte Einheitswurzel sein. Dies ist aber nicht
mo¨glich, da
Tr(ρK0α,β(σ)) = 1 + χ0(σ)
nach 3.4.3 nur die Werte 0,1,−1,√2i oder −√2i annehmen kann. Also folgt dimV G(L/K0) = 0 und
damit cond(piKα,β) = 2. 
Nun behandeln wir den wichtigsten Fall, daß L/K(ϕ, γ) verzweigt ist.
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Satz 4.2.5 Wir nehmen νK(β) < 0 und e(L/K(ϕ, γ)) > 1 an. Außerdem setzen wir
r′ := min{d(K(E)/K(D)),d(K(E)/K(Dϕ)),d(K(E)/K(Dϕ2))},
s′ := max{d(K(E)/K(D)),d(K(E)/K(Dϕ)),d(K(E)/K(Dϕ2))}
sowie
t := d(L/K(ϕ,E))
und definieren r := max{r′, 1}, s := max{s′, 1}. Dann gilt
cond(piKα,β) = 2 +
8r + 4(s+ t)− 16
e(L/K)
.
Beweis: Es gilt
cond(piKα,β) = cond(ρ
K
α,β) =
∞∑
i=0
Gi(L/K)
G0(L/K)
dim(V/V Gi(L/K)).
Fu¨r alle i ∈ N0 mit i ≥ t wird Gi(L/K) nach 4.1.12 trivial. Daraus folgt V Gi(L/K) = V . Sei nun
i < t. Nach 4.1.4 gibt es ein σ ∈ Gi(L/K) mit σ(ϕ) = ϕ, σ(E) = E und σ(Fα) = Fα + 1. Nach
3.4.3 gilt Tr(ρKα,β(σ)) = −2. Dies la¨ßt nur den Schluß zu, daß σ auf V als Skalar −1 operiert. Also
gilt V Gi(L/K) = 0. Unter Anwendung von 4.1.12 erha¨lt man
cond(piKα,β) =
2
e(L/K)
t−1∑
i=0
Gi(L/K)
= 2 +
2
e(L/K)
(
r−1∑
i=1
Gi(L/K) +
s−1∑
i=r
Gi(L/K) +
t−1∑
i=s
Gi(L/K)
)
= 2 +
2
e(L/K)
((r − 1)8 + (s− r)4 + (t− s)2)
= 2 +
8r + 4(s+ t)− 16
e(L/K)
.

4.3 Differenten quadratischer Erweiterungen
Ab jetzt soll wieder die Voraussetzung νK(β) < 0 gelten. Wir erinnern daran, daß alle separablen
quadratischen Erweiterungen unseres Ko¨rpers K Artin-Schreier-Erweiterungen sind. Das bedeu-
tet, daß sich diese Erweiterungen als Zerfa¨llungsko¨rper Ka eines Polynoms der Form X2 +X + a
mit geeignetem a ∈ K realisieren lassen. Hierbei gilt genau dann Ka = K, wenn a von der Form
a = x2 + x mit x ∈ K ist. Zwei Elemente a, a′ von K liefern genau dann die selbe quadratische
Erweiterung, wenn sie sich um ein Element der Form x2+ x mit x ∈ K unterscheiden. Die Menge
aller Elemente dieser Form bilden eine additive Untergruppe Q(K) von K. Die Elemente der Fak-
torgruppe K/Q(K) entsprechen dann eineindeutig den separablen quadratischen Erweiterungen
von K. Es stellt sich nun die Frage, wie man fu¨r ein beliebiges a ∈ K einen geeigneten Repra¨sen-
tanten von a + Q(K) wa¨hlt, so daß man den Differentenexponenten d(Ka/K) leicht berechnen
kann.
Weil wir uns nur fu¨r die verzweigten Erweiterungen interessieren, wollen wir im folgenden die
Faktorgruppe Kunv/Q(Kunv) der maximalen unverzweigten Erweiterung Kunv betrachten. Wir
erinnern daran, daß jede Uniformisierende T von K auch eine Uniformisierende von Kunv ist
und man Kunv aus K durch algebraischen Abschluß des Restklassenko¨rpers erha¨lt, d. h. Kunv =
F
alg
2 ((T )). Fu¨r die folgenden Betrachtungen verwenden wir das Zeichen
∑′, wenn eine Summation
nur u¨ber ungerade Indices erfolgen soll.
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Definition 4.3.1 In Abha¨ngigkeit von einer Uniformisierenden T von Kunv definieren wir die
Menge
RT (Kunv) := {
−1∑
i=−k
′aiT i | k ∈ N ungerade und a−1, a−3, . . . , a−k ∈ Falg2 }.
Satz 4.3.2 Die Menge RT (Kunv) ist ein additiv abgeschlossenes Repra¨sentantensystem der Fak-
torgruppe Kunv/Q(Kunv).
Beweis: Daß RT (Kalg) additiv abgeschlossen ist, folgt aus der additiven Abgeschlossenheit des
Restklassenko¨rpers Falg2 von K
unv. Sei b =
∑∞
i=m biT
i ∈ Kunv beliebig. Mit b− :=
∑−1
i=m biT
i und
b+ :=
∑i=∞
i=0 biT
i erhalten wir
b = b− + b+.
Nach dem Lemma von Hensel gibt es ein x ∈ Kunv, das die Gleichung x2 + x = b+ erfu¨llt. Damit
erha¨lt man
b ≡ b− mod Q(Kunv).
Fu¨r alle i = −m,−m+2, . . . ,−1 wa¨hlen wir i′, s ∈ Nmit i = −i′2s und i′ ungerade sowie ai ∈ Falg2
mit bi = a2
s
i . Dann gilt
biT
i ≡ biT i +
s−1∑
j=0
a2
j
i T
−i′2j +
s−1∑
j=0
a2
j
i T
−i′2j
2 mod Q(Kunv)
= biT i + aiT−i
′
+ a2
s
i T
−i′2s
= aiT−i
′
.
Damit erha¨lt man
b ≡
−1∑
i=m
aiT
−i′ mod Q(Kunv)
mit
∑−1
i=m aiT
−i′ ∈ RT (Kunv).
Seien nun a, b ∈ RT (Kunv) mit a ≡ b mod Q(Kunv). Dann gilt a + b ∈ RT (Kunv), und es
gibt ein x ∈ K mit a + b = x + x2. Wa¨re nun νKunv(x) < 0, so wa¨re νKunv(a + b) = 2νKunv(x)
gerade und echt kleiner als 0. Weil RT (Kunv) aber kein Element mit dieser Eigenschaft besitzt,
muß νKunv(x) ≥ 0 sein. Folglich gilt νKunv(a+ b) ≥ 0, woraus wir a+ b = 0 bzw. a = b erhalten. 
Wir nehmen an, daß wir eine Uniformisierende T von K ausgezeichnet haben.
Definition 4.3.3 Fu¨r ein beliebiges a ∈ Kunv bezeichnen wir mit a′ das eindeutig bestimmte
Element a′ ∈ RT (Kunv), fu¨r das
a ≡ a′ mod Q(Kunv)
gilt. Wir nennen a′ den Rest von a bzgl. T .
Korollar 4.3.4 Sei a ∈ K und b ∈ Kunv mit a = a′ + b+ b2. Dann ist a′ ∈ K, und b liegt in der
eindeutig bestimmten unverzweigten quadratischen Erweiterung Fq2((T )) von K. Hierbei ist b von
der Form b = b0 + b1 mit b0 ∈ Fq2 und b1 ∈ K.
Beweis: Die Aussage a′ ∈ K ergibt sich aus dem Beweis von Satz 4.3.2. Wegen a+a′ = b+b2 und
b ∈ Kunv folgt b ∈ Fq2((T )). Weil Fq2/Fq eine Artin-Schreier-Erweiterung ist, gibt es ein ψ ∈ Fq2
mit ψ + ψ2 ∈ Fq. Wir wa¨hlen nun c0, c1 ∈ K mit b = c0 + c1ψ. Dann gilt
a+ a′ = c0 + c1ψ + (c0 + c1ψ)2 = c0 + c20 + c
2
1(ψ + ψ
2) + (c1 + c21)ψ.
Wegen a+ a′ ∈ K muß c1 + c21 = 0 bzw. c1 = 0 oder 1 sein. Mit b0 := c1ψ und b1 := c0 erhalten
wir die Aussage des Korollars. 
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Satz 4.3.5 Sei a ∈ K beliebig. Dann gilt
d(Ka/K) =
{
0, falls a′ = 0
1− vK(a′), falls a 6= 0.
Beweis: Im Fall a′ = 0 ist Ka/K unverzweigt nach 4.3.4, und man erha¨lt die gewu¨nschte Aussage.
Im Fall a′ 6= 0 sei K ′ die eindeutig bestimmte unverzweigte quadratische Erweiterung von K.
Weiter sei z ∈ K ′a mit z2 + z = a′. Dann gilt
νK′a(z) =
1
2
νK′a(a
′) = ν′K(a
′).
Weiter wa¨hlen wir ein m ∈ N mit ν′K(a′) = −2m + 1 und setzen τ := zTm. Dann ist τ eine
Uniformisierende von K ′a. Wir setzen f = X
2 + TmX + T 2ma′. Wegen
f(τ) = z2T 2m + TmzTm + T 2ma′ = 0
ist f das Minimalpolynom von τ . Nach [21, Chap. III, Prop. 11, Cor.] wird die Differente von
K ′a/K
′ von f ′(τ) = Tm erzeugt. Daraus folgt
d(K ′a/K
′) = νK′a(T
m) = 2m = 1− νK′(a).
Wegen d(Ka/K) = d(K ′a/K
′) erha¨lt man die gewu¨nschte Aussage. 
Im Fall νK(a′) < 0 haben wir lediglich davon Gebrauch gemacht, daß νK(a′) ungerade und
kleiner als 0 ist. Deshalb erhalten wir das folgende Korollar.
Korollar 4.3.6 Sei a ∈ K mit νK(a) ungerade und kleiner als 0. Dann gilt
d(Ka/K) = 1− νK(a).
Insgesamt haben wir nun das Problem der Berechnung der Differentenexponenten zufrieden-
stellend gelo¨st, wenn wir eine Uniformisierende T ausgezeichnet haben. Wenn wir aber in
den Zwischenerweiterungen von L/K rechnen, haben wir das Problem, daß a priori keine Unifor-
misierende ausgezeichnet ist. Das folgende Lemma hilft uns bei der Lo¨sung von Problemen, die in
diesem Zusammenhang auftreten.
Lemma 4.3.7 Sei a ∈ K. Dann gilt νK(a′) = max{νK(a+ x+ x2) | x ∈ Kunv}.
Beweis: Wa¨re ν(a′) < max{νK(a+ x+ x2) | x ∈ K}, so ga¨be es ein x ∈ K mit
νK(a′) < νK(a′ + x+ x2).
Dies ist nur im Fall a′ 6= 0 bzw. νK(a′) < 0 mo¨glich. Ist aber νK(a′) < 0, so muß auch νK(x) < 0
sein. Hieraus folgt νK(a′) = νK(x2), was aber nicht geht, da a′ als Element von RT (a) ungerade
Bewertung haben muß. 
Zum Schluß schauen wir uns noch an, was passiert, wenn wir die Uniformisierende ”geringfu¨gig“
aba¨ndern.
Lemma 4.3.8 Sei c ∈ F2f und T ∗ := cT . Fu¨r alle a ∈ K bezeichnen wir mit a∗ den Rest von a
bezu¨glich der Uniformisierden T ∗. Dann gilt a′ = a∗.
Beweis: Es gilt a∗ ∈ RT (K). 
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4.4 Der Rest in der zahmen Erweiterung K(ϕ, γ)
Zuerst wollen wir eine Uniformisierende in K(ϕ, γ) auszeichnen. Dazu ist es notwendig, das Ele-
ment β ∈ K∗ zu zerlegen.
Lemma 4.4.1 Es gibt ein i ∈ {0, 1, 2}, ein β0 ∈ F2f und ein γ˜ ∈ K mit
β = β0T iγ˜3.
Beweis: Zuerst setzen wir n := νK(β). Sei i ∈ {0, 1, 2} das eindeutig bestimmte Element mit
n ≡ i mod 3. Weiter sei β0 ∈ F∗2f das eindeutig bestimmte Element mit νK(T−nβ + β−10 ) ≥ 1.
Nach dem Lemma von Hensel gibt es ein γ∗ ∈ K mit β0T−nβ = γ∗3. Indem wir γ˜ = T n−i3 γ∗
setzen, erhalten wir die gewu¨nschte Zerlegung. 
Damit ko¨nnen wir nun eine Uniformisierende von K(ϕ, γ) auszeichnen. Dazu seien i ∈ {0, 1, 2}
und β0 ∈ F∗2f sowie γ˜ ∈ K mit β = β0T iγ˜3. Wir wa¨hlen
τ :=
 T, falls i = 0eine dritte Wurzel von β0T , falls i = 1eine dritte Wurzel von √β0T , falls i = 2.
Lemma 4.4.2 Das Element τ ist eine Uniformisierende von K(ϕ, γ).
Beweis: Im Fall i = 0 liegt γ in der unverzweigten Erweiterung von K, die durch Adjungieren
einer dritten Wurzel von β0 entsteht. Also ist K(ϕ, γ)/K unverzweigt. Folglich ist τ = T eine
Uniformisierende von K(ϕ, γ). Im Fall i = 1 oder i = 2 sind die Erweiterungen K(ϕ, γ)/K(ϕ)
und K(ϕ, τ)/K(ϕ) beide voll verzweigt vom Grad 3, wobei τ eine Uniformisierende von K(ϕ, τ)
ist. Wegen (τ iγ˜)3 = β0T iγ˜3 = β gilt γ ∈ {τ iγ˜, ϕτ iγ˜, ϕ2τ iγ˜} ⊂ K(ϕ, τ). Daraus folgt K(ϕ, τ) =
K(ϕ, γ). Somit ist τ auch eine Uniformisierende von K(ϕ, γ). 
Definition 4.4.3 Fu¨r alle a ∈ K(ϕ, γ) definieren wir a′ als den Rest von a bzgl. τ .
Anmerkung zur Wohldefiniertheit: Eine andere Wahl von β0 und der dritten Wurzel von β0T
bewirkt lediglich eine A¨nderung von τ um einen Faktor aus dem Restklassenko¨rper von K(ϕ, γ).
Wegen 4.3.8 folgt die Eindeutigkeit von a′. 
Jetzt haben wir einen Konflikt von Notationen herbeigefu¨hrt, den wir unverzu¨glich ausra¨umen
mu¨ssen.
Bemerkung 4.4.4 Sei a ∈ K. Dann ist das a′ von 4.3.3 mit dem von 4.4.3 identisch.
Beweis: Man u¨berzeugt sich leicht davon, daß a′ im Sinne von 4.3.3 in Rτ (K(ϕ, γ)) liegt. 
4.5 Die Differenten von K(E) u¨ber K(D), K(Dϕ) und K(Dϕ2)
Wir erinnern daran, daß K(ϕ,E) als Erweiterung von K(ϕ,D), K(ϕ,Dϕ) und K(ϕ,Dϕ2) jeweils
ho¨chstens vom Grad 2 ist. Die Grade vonK(ϕ,D),K(ϕ,Dϕ) undK(ϕ,Dϕ2) als Erweiterungen von
K(ϕ, γ) sind ebenfalls kleiner oder gleich 2. Im vorhergehenden Abschnitt haben wir die Unifor-
misierdende τ von K(ϕ, γ) ausgezeichnet und damit den Rest in K(ϕ, γ) definiert. Nun verwenden
wir die Ergebnisse des vorletzten Abschnitts, um die Differentenexponenten d(K(ϕ,E)/K(ϕ,D)),
d(K(ϕ,E)/K(ϕ,Dϕ)) und d(K(ϕ,E)/K(ϕ,Dϕ2)) zu berechnen, welche mit den Differentenexpo-
nenten von K(E)/K(D), K(E)/K(Dϕ) und K(E)/K(Dϕ2) identisch sind.
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Fu¨r die folgenden Betrachtungen seien δ,  Elemente der maximalen unverzweigten Erweiterung
von K(ϕ, γ) mit
γ = γ′ + δ + δ2
und
δ = δ′ + + 2.
Nach 4.3.4 liegt δ in der unverzweigten quadratischen Erweiterung von K(ϕ, γ) und  in der
unverzweigten Erweiterung vom Grad 4 von K(ϕ, γ). Diese Bezeichnungen sollen fu¨r den gesamten
Rest dieser Arbeit in Kraft bleiben.
Satz 4.5.1 Im Fall γ′ = 0 gilt
d(K(E)/K(D)) =
{
0, falls δ′ = 0
1− νK(ϕ,γ)(δ′), falls δ′ 6= 0.
Beweis: Aus γ′ = 0 folgt D = δ oder δ + 1 und K(ϕ,E) = K(ϕ,D)δ. Die Anwendung von 4.3.5
liefert die Formel
d(K(E,ϕ)/K(D,ϕ)) =
{
0, falls δ′ = 0
1− νK(ϕ,D)(δ′), falls δ′ 6= 0.
Weiter gilt d(K(E,ϕ)/K(D,ϕ)) = d(K(E)/K(D)). Außerdem folgt aus γ′ = 0 die Unverzweigt-
heit vonK(ϕ,D)/K(ϕ, γ) und damit νK(ϕ,D)(δ′) = νK(ϕ,γ)(δ′). Hieraus ergibt sich die gewu¨nschte
Aussage. 
Satz 4.5.2 Im Fall γ′ 6= 0 gilt
d(K(E)/K(D)) =
{
0, falls γ′2 + δ′γ′ + δ′2 = 0
1− νK(ϕ,γ)
(
γ′2+δ′γ′+δ′2
γ′
)
, falls γ′2 + δ′γ′ + δ′2 6= 0.
Beweis: Fu¨r D˜ := D + δ gilt
D˜ + D˜2 = D +D2 + δ + δ2 = γ + δ + δ2 = γ′.
Daraus folgt, daß νK(ϕ,D)(D˜) = νK(ϕ,γ)(γ′) ungerade und kleiner als 0 ist. Damit wir 4.3.6 an-
wenden ko¨nnen, mu¨ssen wir a, b ∈ K(ϕ, γ) so wa¨hlen, daß
D + aD˜ + b+ (aD˜ + b)2 = D + aD˜ + b+ a2D˜2 + b2
= D˜ + δ + aD˜ + b+ a2(D˜ + γ′) + b2
= (1 + a+ a2)D˜ + a2γ′ + b+ b2 + δ
eine mo¨glichst große Bewertung hat. Dazu setzen wir b := . Weiter verweisen wir darauf, daß sich
γ′ und δ′ als ungerade Polynome in der inversen Uniformisierenden τ−1 auffassen lassen. Folglich
entha¨lt die Laurentreihenentwicklung von δ
′
γ′ nur Koeffizienten gerader Ordnung, weshalb
δ′
γ′ ein
Quadrat ist. Wir setzen nun
a :=
√
δ′
γ′
.
Damit erhalten wir
D + aD˜ + b+ (aD˜ + b)2 = (1 +
√
δ′
γ′
+
δ′
γ′
)D˜ +
δ′
γ′
γ′ + + 2 + δ
=
√
1 +
δ′
γ′
+
δ′2
γ′2
D˜ + δ′ + + 2 + δ
=
√
γ′2 + δ′γ′ + δ′2
γ′
D˜.
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Im Fall γ′2+δ′γ′+δ′2 = 0 muß E = aD˜+b oder E = aD˜+b+1 sein und somit in einer unverzweigten
Erweiterung von K(ϕ,D) liegen. Daraus folgt d(K(ϕ,E)/K(ϕ,D)) = 0. Wir betrachten nun den
Fall γ′2 + δ′γ′ + δ′2 6= 0. Dann gilt
νK(ϕ,D)
(√
γ′2 + δ′γ′ + δ′2
γ′
D˜
)
= νK(ϕ,D)
(√
γ′2 + δ′γ′ + δ′2
γ′
)
+ νK(ϕ,D)(D˜)
= 2νK(ϕ,γ)
(√
γ′2 + δ′γ′ + δ′2
γ′
)
+ νK(ϕ,γ)(γ′)
= νK(ϕ,γ)
(
γ′2 + δ′γ′ + δ′2
γ′
)
.
Wenn wir jetzt nur noch zeigen ko¨nnen, daß diese Zahl ungerade und kleiner als 0 ist, erhalten
wir die gewu¨nschte Formel fu¨r d(K(ϕ,E)/K(ϕ,D)) = d(K(E)/K(D)) aus 4.3.6.
Daß
νK(ϕ,γ)
(
γ′2 + δ′γ′ + δ′2
γ′
)
= νK(ϕ,γ)
(
(ϕγ′ + δ′)(ϕ2γ′ + δ′)
γ′
)
= νK(ϕ,γ)(ϕγ′ + δ′) + νK(ϕ,γ)(ϕ2γ′ + δ′)− νK(ϕ,γ)(γ′)
ungerade ist, folgt daraus, daß sowohl νK(ϕ,γ)(ϕγ′ + δ′) als auch νK(ϕ,γ)(ϕ2γ′ + δ′) als auch
νK(ϕ,γ)(γ′) ungerade sind.
Falls nun νK(ϕ,γ)(γ′) > νK(ϕ,γ)(δ′) ist, erhalten wir νK(ϕ,γ)(ϕγ′ + δ′) = νK(ϕ,γ)(γ′) und
νK(ϕ,γ)(ϕ2γ′ + δ′) = νK(ϕ,γ)(γ′). Daraus folgt
νK(ϕ,γ)
(
γ′2 + δ′γ′ + δ′2
γ′
)
= νK(ϕ,γ)(γ′) < 0.
Im Fall νK(ϕ,γ)(γ′) < νK(ϕ,γ)(δ′) erhalten wir die Bedingungen νK(ϕ,γ)(ϕγ′ + δ′) = νK(ϕ,γ)(δ′)
und νK(ϕ,γ)(ϕ2γ′ + δ′) = νK(ϕ,γ)(δ′). Hieraus ergibt sich
νK(ϕ,γ)
(
γ′2 + δ′γ′ + δ′2
γ′
)
= 2νK(ϕ,γ)(δ′)− νK(ϕ,γ)(γ′) < 0.
Wir betrachten nun den Fall νK(ϕ,γ)(γ′) = νK(ϕ,γ)(δ′). Dann gilt νK(ϕ,γ)(ϕγ′ + δ′) = νK(ϕ,γ)(γ′)
oder νK(ϕ,γ)(ϕ2γ′ + δ′) = νK(ϕ,γ)(γ′). Weil νK(ϕ,γ)(ϕγ′ + δ′) und νK(ϕ,γ)(ϕ2γ′ + δ′) echt kleiner
als 0 sein mu¨ssen, erha¨lt man wiederum
νK(ϕ,γ)
(
γ′2 + δ′γ′ + δ′2
γ′
)
< 0.

Wir versuchen nun, die letzten beiden Sa¨tze u¨bersichtlich in einer Aussage zusammenzufassen.
Dazu beno¨tigen wir eine Hilfsaussage.
Lemma 4.5.3 Es gilt
(ϕγ)′ = ϕγ′ + δ′
und
(ϕ2γ)′ = ϕ2γ′ + δ′.
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Beweis: Es gilt
ϕγ = ϕ(γ′ + δ + δ2)
= ϕ(γ′ + (δ′ + + 2) + (δ′ + + 2)
2
)
= ϕγ′ + ϕδ′ + ϕδ′2 + ϕ+ ϕ4
= ϕγ′ + δ′ + (ϕ2δ′ + ϕ+ (ϕ)2) + (ϕ2δ′ + ϕ+ (ϕ)2)
2
.
Daraus folgt (ϕγ)′ = ϕγ′ + δ′. Hieraus erhalten wir
(ϕ2γ)′ = (ϕγ)′ + γ′ = ϕ2γ′ + δ′.

Satz 4.5.4 Es gilt
d(K(E)/K(D)) =

0, falls (ϕγ)′ = 0 oder (ϕ2γ)′ = 0
1− νK(ϕ,γ)((ϕγ)′), falls (ϕγ)′ = (ϕ2γ)′ 6= 0
1− νK(ϕ,γ)
(
(ϕγ)′(ϕ2γ)′
γ′
)
, sonst.
Beweis: Wir betrachten zuna¨chst den Fall (ϕγ)′ = 0 oder (ϕ2γ)′ = 0. Gilt zusa¨tzlich γ′ = 0, so
erha¨lt man δ′ = 0 nach 4.5.3. Daraus folgt d(K(E)/K(D)) = 0 nach 4.5.1. Ist dagegen γ′ 6= 0, so
gilt
γ′2 + δ′γ′ + δ′2 = (ϕγ′ + δ′)(ϕ2γ′ + δ′) = (ϕγ)′(ϕ2γ)′ = 0.
Hieraus erhalten wir d(K(E)/K(D)) = 0 nach 4.5.2.
Sei nun (ϕγ)′ = (ϕ2γ)′ 6= 0. Dann erhalten wir γ′ = 0 und δ′ = (ϕγ)′ aus 4.5.3. Die Anwendung
von 4.5.1 liefert uns
d(K(E)/K(D)) = 1− νK(ϕ,γ)((ϕγ)′).
In allen anderen Fa¨llen folgt schließlich
γ′2 + δ′γ′ + δ′2 = (ϕγ)′(ϕ2γ)′ 6= 0
und
γ′ = (ϕγ)′ + (ϕ2γ)′ 6= 0.
Die Anwendung von 4.5.2 liefert die gewu¨nschte Aussage. 
Damit haben wir eine einigermaßen geschlossene Formel zur Berechnung des Differentenexpo-
nenten von K(E)/K(D) gefunden. Indem wir nun bei allen Rechnungen die Elemente (γ,D,E)
durch (ϕγ,Dϕ, ϕE) bzw. (ϕ2γ,Dϕ2 , ϕ2E) ersetzen, erhalten wir die folgenden beiden Sa¨tze:
Satz 4.5.5 Es gilt
d(K(E)/K(Dϕ)) =

0, falls γ′ = 0 oder (ϕ2γ)′ = 0
1− νK(ϕ,γ)(γ′), falls γ′ = (ϕ2γ)′ 6= 0
1− νK(ϕ,γ)
(
γ′(ϕ2γ)′
(ϕγ)′
)
, sonst.
Satz 4.5.6 Es gilt
d(K(E)/K(Dϕ2)) =

0, falls γ′ = 0 oder (ϕγ)′ = 0
1− νK(ϕ,γ)(γ′), falls γ′ = (ϕγ)′ 6= 0
1− νK(ϕ,γ)
(
γ′(ϕγ)′
(ϕ2γ)′
)
, sonst.
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Um eine Aussage u¨ber den gro¨ßten und den kleinsten Differentenexponenten der drei Ko¨rperer-
weiterungen K(E)/K(D), K(E)/K(Dϕ) und K(E)/K(Dϕ2) machen zu ko¨nnen, verscha¨rfen wir
2.4.4, indem wir gegebenenfalls γ durch ϕγ oder ϕ2γ ersetzen und D,E sowie Fα entsprechend
aba¨ndern.
Vereinbarung 4.5.7 Wir nehmen an, daß
νK(ϕ,γ)(γ′) ≥ νK(ϕ,γ)((ϕγ)′), νK(ϕ,γ)((ϕγ2)′)
ist.
Korollar 4.5.8 Es gilt νK(ϕ,γ)((ϕγ)′) = νK(ϕ,γ)((ϕγ2)′).
Beweis:Wegen (ϕγ)′ = (ϕ2γ)′+γ′ folgt νK(ϕ,γ)((ϕγ)′) ≥ νK(ϕ,γ)((ϕγ2)′). Aus (ϕ2γ)′ = (ϕγ)′+γ′
erhalten wir νK(ϕ,γ)((ϕγ)′) ≤ νK(ϕ,γ)((ϕγ2)′). 
Satz 4.5.9 Es gilt
d(K(E)/K(D)) ≥ d(K(E)/K(Dϕ)) = d(K(E)/K(Dϕ2))
sowie
d(K(E)/K(D)) =
 0, falls γ
′ = 0 und (ϕγ)′ = 0
1− νK(ϕ,γ)′((ϕγ)′), falls γ′ = 0 und (ϕγ)′ 6= 0
1− 2νK(ϕ,γ)((ϕγ)′) + νK(ϕ,γ)(γ′), falls γ′ 6= 0
und
d(K(E)/K(Dϕ)) =
{
0, falls γ′ = 0
1− νK(ϕ,γ)(γ′), falls γ′ 6= 0.
Beweis: Wir wenden die letzten drei Sa¨tze an und nu¨tzen 4.5.8 aus. Im Fall γ′ = 0 und (ϕγ)′ = 0
erhalten wir
0 = d(K(E)/K(D)) = d(K(E)/K(Dϕ)) = d(K(E)/K(Dϕ2)).
Im Fall γ′ = 0 und (ϕγ)′ 6= 0 erhalten wir
d(K(E)/K(D)) = 1− νK(ϕ,γ)((ϕγ)′) > 0 = d(K(E)/K(Dϕ)) = d(K(E)/K(Dϕ2)).
Falls γ′ 6= 0 ist, muß auch (ϕγ)′ 6= 0 und (ϕ2γ)′ 6= 0 sein. Wegen (ϕ2γ)′ = γ′ + (ϕγ)′ folgt
γ′ 6= (ϕγ)′ und γ′ 6= (ϕ2γ)′. Insgesamt ergibt sich die Ungleichung
d(K(E)/K(D)) = 1− 2νK(ϕ,γ)((ϕγ)′) + νK(ϕ,γ)(γ′)
≥ 1− νK(ϕ,γ)((ϕγ)′)
= d(K(E)/K(Dϕ))
= d(K(E)/K(Dϕ2)).

Wir ko¨nnen jetzt die Formel fu¨r den Fu¨hrer in 4.2.5 vereinfachen.
Korollar 4.5.10 Wir nehmen νK(β) < 0 und e(L/K(ϕ, γ)) > 1 an.
(i) Im Fall γ′ = 0 und (ϕγ)′ = 0 gilt
cond(piα,β) = 2 +
4(d(L/K(ϕ,E))− 1)
e(L/K)
.
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(ii) Im Fall γ′ = 0 und (ϕγ)′ 6= 0 gilt
cond(piα,β) = 2 +
4(d(L/K(ϕ,E))− νK(ϕγ)(γ′)− 1)
e(L/K)
.
(iii) Im Fall γ′ 6= 0 gilt
cond(piα,β) = 2 +
4(d(L/K(ϕ,E))− νK(ϕ,γ)(γ′)− 2νK(ϕ,γ)((ϕγ)′)− 1)
e(L/K)
.
Beweis: Wir benutzen die Ergebnisse des letzten Satzes und wenden 4.2.5 an. Im Fall γ′ = 0 und
(ϕγ)′ = 0 erhalten wir
cond(piα,β) = 2 +
8 + 4(1 + d(L/K(ϕ,E)))− 16
e(L/K)
= 2 +
4(d(L/K(ϕ,E))− 1)
e(L/K)
.
Im Fall γ′ = 0 und (ϕγ)′ 6= 0 erhalten wir
cond(piα,β) = 2 +
8 + 4(1− νK(ϕγ)(γ′) + d(L/K(ϕ,E)))− 16
e(L/K)
= 2 +
4(d(L/K(ϕ,E))− νK(ϕγ)(γ′)− 1)
e(L/K)
Fu¨r den Fall γ′ 6= 0 erhalten wir
cond(piα,β)
= 2 +
8(1− νK(ϕ,γ)(γ′)) + 4(1− 2νK(ϕ,γ)((ϕγ)′) + νK(ϕ,γ)(γ′) + d(L/K(ϕ,E)))− 16
e(L/K)
= 2 +
4(d(L/K(ϕ,E))− νK(ϕ,γ)(γ′)− 2νK(ϕ,γ)((ϕγ)′)− 1)
e(L/K)
.

4.6 Berechnung der Differente von L/K(ϕ,E)
Fu¨r die folgenden Betrachtungen wa¨hlen wir
• ein η in Ksep mit
γ′δ′ = (γ′δ′)′ + η + η2
• ein ϑ in Ksep mit
η + α+ (δ + 1) = (η + α+ (δ + 1))′ + ϑ+ ϑ2
• ein µ in Ksep mit
γ′+ δη + γ′ (η + α+ (δ + 1))′ =
(
γ′+ δη + γ′ (η + α+ (δ + 1))′
)
+ µ+ µ2.
Satz 4.6.1 Im Fall γ′ = 0 und δ′ = 0 gilt
d(L/K(ϕ,E)) =
{
0, falls ((δ + 1)+ α)′ = 0
1− νK(ϕ,γ)(((δ + 1)+ α)′), sonst.
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Beweis: Aus den Bedingungen γ′ = 0 und δ′ = 0 folgt, daß K(ϕ,E)/K(ϕ, γ) unverzweigt ist.
Hieraus ergibt sich νK(ϕ,E) = νK(ϕ,γ). Weiter erha¨lt man γ =  + 4. Also ko¨nnen wir ohne
Einschra¨nkung annehmen, daß E =  ist. Damit erha¨lt man die gewu¨nschte Aussage nach 4.3.5.

Satz 4.6.2 Im Fall γ′ = 0 und δ′ 6= 0 gilt
d(L/K(ϕ,E)) = 1− 2νK(ϕ,γ)
(
(δ2 + 1)δ′ + a+ a2
)− νK(ϕ,γ)(δ′)
mit
a :=
√
((δ + 1)+ α)′
δ′
.
Beweis: Aus γ′ = 0 folgt D = δ oder D = δ+1. Ohne Einschra¨nkung nehmen wir D = δ an. Mit
E˜ := E +  erhalten wir
E˜ + E˜2 = E + E2 + + 2 = δ + + 2 = δ′.
Hieraus folgt νK(ϕ,E)(E˜) = νK(ϕ,γ)(δ′). Weiter wa¨hlen wir b ∈ Ksep mit
(δ + 1)+ α = ((δ + 1)+ α)′ + b+ b2.
Dann gilt
(D + 1)E + α+ (aE˜ + b) + (aE˜ + b)2 = (δ + 1)E˜ + (δ + 1)+ α+ aE˜ + b+ a2E˜2 + b2
= (δ + 1 + a+ a2)E˜ + a2δ′ + (δ + 1)+ α+ b+ b2
= (δ + 1 + a+ a2)E˜
= (δ + (ϕ+ a) + (ϕ+ a)2)E˜.
Daraus folgt, daß
νK(ϕ,E)((D + 1)E + α+ (aE˜ + b) + (aE˜ + b)2) = 2νK(ϕ,γ)(δ + 1 + a+ a2) + νK(ϕ,γ)(δ′)
ungerade und echt kleiner als 0 ist. Die Anwendung von 4.3.6 liefert die Gleichung
d(L/K(ϕ,E)) = 1− 2νK(ϕ,γ)(δ + 1 + a+ a2)− νK(ϕ,γ)(δ′).

Lemma 4.6.3 Wir nehmen an, daß γ′ 6= 0 ist, und setzen D˜ := D+δ, e := ηγ′ D˜+, f := ϑγ′ D˜+µ
sowie
g :=
(D + 1)e+ α+ f + f2
D + e+ e2
.
Dann gilt:
(i) Die Bewertung νK(ϕ,D)(D + e+ e2) ist ungerade.
(ii) Das Element g ist ein Quadrat in K(ϕ,D).
Beweis: Wegen
D˜ + D˜2 = D +D2 + δ + δ2 = γ + δ + δ2 = γ′
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erhalten wir
D + e+ e2 = D +
η
γ′
D˜ + +
(
η
γ′
D˜ + 
)2
= D + + 2 +
η
γ′
D˜ +
η2
γ′2
D˜2
= D˜ + δ + + 2 +
η
γ′
D˜ +
η2
γ′2
D˜2
=
(
1 +
δ′
γ′
)
D˜ + δ′ +
η
γ′
D˜ +
η2
γ′2
D˜2 +
δ′
γ′
D˜
=
(
1 +
δ′ + (γ′δ′)′ + γ′δ′ + η + η2
γ′
)
D˜ +
η
γ′
D˜ +
η2
γ′2
D˜2 +
δ′
γ′
(γ′ + D˜)
=
(
1 +
δ′ + (γ′δ′)′ + γ′δ′ + η2
γ′
)
D˜ +
(
η2
γ′2
+
δ′
γ′
)
D˜2
=
(
1 +
δ′ + (γ′δ′)′
γ′
)
D˜ +
(
η2
γ′2
+
δ′
γ′
)(
γ′ + D˜
)
D˜
=
(
1 +
(δ′ + γ′δ′)′
γ′
)
D˜ +
(
η2
γ′2
+
δ′
γ′
)
D˜3.
Folglich ist
D + e+ e2
D˜
= 1 +
(δ′ + γ′δ′)′
γ′
+
(
η2
γ′2
+
δ′
γ′
)
D˜2
ein Quadrat. Außerdem muß
νK(ϕ,D)(D˜) =
1
2
νK(ϕ,D)(γ′) = νK(ϕ,γ)(γ′)
ungerade sein. Daraus folgt, daß
νK(ϕ,D)(D + e+ e2) = νK(ϕ,D)(
D + e+ e2
D˜
) + νK(ϕ,D)(D˜)
ebenfalls ungerade ist, wenn wir zeigen ko¨nnen, daß D + e+ e2 6= 0 ist.
Wa¨re 0 = D + e+ e2, so ko¨nnten wir a, b ∈ K(ϕ, γ)unv wa¨hlen mit e = aD + b und erhielten
0 = D + (aD + b) + (aD + b)2
= (1 + a+ a2)D + a2γ + b+ b2.
Daraus folgte (1+ a+ a2) = 0, woraus wir a = ϕ oder a = ϕ2 und 0 = a2γ + b+ b2 erhielten. Aus
der letzten Gleichung erga¨be sich dann (ϕγ)′ = 0 oder (ϕ2γ)′ = 0, was aber wegen γ′ 6= 0 und
νK(ϕ,γ)(γ′) ≤ νK(ϕ,γ)((ϕγ)′), νK(ϕ,γ)((ϕ2γ)′)
nicht sein kann. Also gilt D + e+ e2 6= 0, und wir erhalten die Aussage (i).
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Weiter gilt
(D + 1)e+ α+ f + f2
= (D˜ + δ + 1)e+ α+ f + f2
= (D˜ + δ + 1)
(
η
γ′
D˜ + 
)
+ α+
ϑ
γ′
D˜ + µ+
(
ϑ
γ′
D˜ + µ
)2
=
(
η
γ′
+
ϑ2
γ′2
)
D˜2 +
(
+
(δ + 1)η + ϑ
γ′
)
D˜ + α+ (δ + 1)+ µ+ µ2
=
(
η
γ′
+
ϑ2
γ′2
)
(D˜ + γ′) +
(
+
(δ + 1)η + ϑ
γ′
)
D˜ + α+ (δ + 1)+ µ+ µ2
=
(
+
δη + ϑ
γ′
+
ϑ2
γ′2
)
D˜ +
ϑ2
γ′
+ η + α+ (δ + 1)+ µ+ µ2
=
(
+
δη + ϑ
γ′
+
ϑ2
γ′2
)
D˜ +
ϑ2
γ′
+ (η + α+ (δ + 1))′
=
(
+
δη + ϑ
γ′
+
ϑ2
γ′2
)
D˜ +
(
ϑ2
γ′
+ (η + α+ (δ + 1))′
)
D˜2 + D˜
γ′
=
(
+
δη + ϑ
γ′
+
ϑ2
γ′2
)
D˜ +
(
ϑ2
γ′
+ (η + α+ (δ + 1))′
)
D˜(γ′ + D˜2) + D˜
γ′
=
(
(η + α+ (δ + 1))′
γ′
+
γ′+ δη + γ′(α+ η + (δ + 1))′ + ϑ+ ϑ2
γ′
)
D˜
+
(
ϑ2
γ′2
+
(η + α+ (δ + 1))′
γ′
)
D˜3
=
(
(η + α+ (δ + 1))′
γ′
+
(γ′+ δη + γ′(α+ η + (δ + 1))′)
′
γ′
)
D˜
+
(
ϑ2
γ′2
+
(η + α+ (δ + 1))′
γ′
)
D˜3.
Hieraus folgt, daß
(D + 1)e+ α+ f + f2
D˜
=
(η + α+ (δ + 1))′
γ′
+
(γ′+ δη + γ′(α+ η + (δ + 1))′)
′
γ′
+
(
ϑ2
γ′2
+
(η + α+ (δ + 1))′
γ′
)
D˜2
ein Quadrat ist. Insgesamt erhalten wir die Aussage, daß auch
g =
(
(D + 1)e+ α+ f + f2
D˜
)(
D + e+ e2
D˜
)−1
ein Quadrat ist. Damit ist (ii) gezeigt. 
Korollar 4.6.4 Wir nehmen an, daß γ 6= 0 ist, und setzen D˜ := D+ δ sowie e := ηγ′ D˜+ . Dann
gilt
νK(ϕ,D)(D + e+ e2) = νK(ϕ,γ)(
(ϕγ)′(ϕ2γ)′
γ′
).
Beweis: Nach 4.3.6 und 4.5.4 gilt
1− νK(ϕ,D)(D + e+ e2) = d(K(ϕ,E)/K(ϕ,D)) = 1− νK(ϕ,γ)( (ϕγ)
′(ϕ2γ)′
γ′
).
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Hieraus ergibt sich die behauptete Gleichung. 
Jetzt ko¨nnen wir das Hauptergebnis dieses Abschnittes formulieren.
Satz 4.6.5 Wir nehmen an, daß γ′ 6= 0 ist, und setzen D˜ := D + δ, e := ηγ′ D˜ + , f := ϑγ′ D˜ + µ
und
g :=
(D + 1)e+ α+ f + f2
D + e+ e2
.
Dann gilt
d(L/K(ϕ,E)) = 1− 2νK(ϕ,D)(D + 1 +√g + g)− νK(ϕ,D)(D + e+ e2).
Beweis: Wir setzen h :=
√
g(E + e) + f . Dann gilt
(D + 1)E + α+ h+ h2 = (D + 1)E + α+
√
g(E + e) + f + g(E2 + e2) + f2
= (D + 1 +
√
g + g)(E + e) + (D + 1)e+ α+ f + f2 + g(D + e+ e2)
= (D + 1 +
√
g + g)(E + e).
Wegen
(E + e) + (E + e)2 = E + E2 + e+ e2 = D + e+ e2
erha¨lt man, daß
νK(ϕ,E)(E + e) =
1
2
νK(ϕ,E)(D + e+ e2) = νK(ϕ,D)(D + e+ e2)
ungerade und kleiner als 0 ist. Folglich muß auch
νK(ϕ,E)((D + 1 +
√
g + g)(E + e))
ungerade und kleiner als 0 sein. Nach 4.3.6 folgt
d(L/K(ϕ,E)) = 1− νK(ϕ,E)((D + 1 +√g + g)(E + e))
= 1− 2νK(ϕ,D)(D + 1 +√g + g)− νK(ϕ,D)(D + e+ e2).

Korollar 4.6.6 Im Fall γ′ 6= 0 gilt
d(L/K(ϕ,E)) ≥ 1− 6νK(ϕ,γ)((ϕγ)′) + 3νK(ϕ,γ)(γ′).
Beweis: Mit den Bezeichnungen von 4.6.5 erha¨lt man unter Anwendung von 4.6.4 die Ungleichung
d(L/K(ϕ,E)) ≥ 1− 3νK(ϕ,D)(D + e+ e2)
= 1− 3νK(ϕ,γ)( (ϕγ)
′(ϕ2γ)′
γ′
)
= 1− 6νK(ϕ,γ)((ϕγ)′) + 3νK(ϕ,γ)(γ′).

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Kapitel 5
Zahm verzweigte elliptische
Kurven vom D3-Typ
In diesem Kapitel betrachten wir ausschließlich den Fall, daß [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 3
und [K(ϕ,E) : K(ϕ, γ)] = 1 ist.
5.1 Charakterisierung von β
Wir beginnen mit zwei einfachen Beobachtungen.
Beobachtung 5.1.1 Die Bedingung [K(ϕ) : K] = 1 gilt genau dann, wenn f gerade ist.
Beobachtung 5.1.2 Im Fall f ungerade ist jedes Element von F2f eine dritte Potenz.
Satz 5.1.3 Die Bedingung [K(ϕ) : K] = 2 und [K(ϕ, γ) : K(ϕ)] = 3 gilt genau dann, wenn f
ungerade und νK(β) nicht durch 3 teilbar ist. In diesem Fall gilt K(ϕ, γ) = F22f ((τ)), wobei τ
eine beliebige dritte Wurzel von T ist.
Beweis: Sei f ungerade und νK(β) nicht durch 3 teilbar. Dann gilt [K(ϕ) : K] = 2. Außerdem
kann β keine dritte Potenz eines Elements von K(ϕ) sein. Daraus folgt [K(ϕ, γ) : K(ϕ)] = 3.
Wir nehmen nun an, daß [K(ϕ) : K] = 2 und [K(ϕ, γ) : K(ϕ)] = 3 ist. Dann ist f ungerade.
Wa¨re νK(β) durch 3 teilbar, ga¨be es ein l ∈ Z mit νK(βT 3l) = 0. Sei β0 ∈ F∗2f mit
βT 3l ≡ β0 mod (T ).
Wir wa¨hlen γ0 ∈ F∗2f mit β0 = γ30 . Nach dem Lemma von Hensel folgt, daß βT 3l und damit auch
β selbst eine dritte Potenz in K ist. Dies ist ein Widerspruch zur Annahme [K(ϕ, γ) : K(ϕ)] = 3.
Also kann νK(β) nicht durch 3 teilbar sein. Damit ist die erste Aussage bewiesen.
Fu¨r den Fall [K(ϕ) : K] = 2 und [K(ϕ, γ) : K(ϕ)] = 3 wa¨hlen wir eine beliebige dritte
Wurzel τ von T . Dann gilt zuna¨chst ϕ ∈ F4 ⊂ F22f ((τ)). Um zu zeigen, daß γ ebenfalls in
F22f ((τ)) liegt, wa¨hlen wir m ∈ Z so, daß βTm als Element von K die Bewertung 0 hat. Nach
dem Lemma von Hensel ist βTm = (γτm)3 eine dritte Potenz in K. Also liegt γτm oder ϕγτm
oder ϕ2γτm in F22f ((τ)). Wegen τ, ϕ ∈ F22f ((τ)) erha¨lt man in allen drei Fa¨llen γ ∈ F22f ((τ)).
Wegen [F22f ((τ)) : K] = 6 folgt K(ϕ, γ) = F22f ((τ)). 
Satz 5.1.4 Wir nehmen den Fall [K(ϕ) : K] = 2 und [K(ϕ, γ) : K(ϕ)] = 3 an. Dann gilt
[K(ϕ,E) : K(ϕ, γ)] = 1 genau dann, wenn es ein ein α˜ ∈ K gibt mit
β = α˜+ α˜2 + α˜3 + α˜4.
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Beweis: Sei [K(ϕ,E) : K(ϕ, γ)] = 1. Dann gibt es a, b, c ∈ K(ϕ) mit E = a + bγ + cγ2. Weiter
gilt
γ = E + E4
= a+ bγ + cγ2 + a4 + b4γ4 + c4γ8
= a+ a4 + (b+ b4β)γ + (c+ c4β2)γ2.
Der Koeffizientenvergleich liefert 0 = a + a4, 1 = b + b4β und 0 = c + c4β2. Aus der letzten
Gleichung folgt c = 0. Sonst wa¨re na¨mlich c3 = β−2, woraus sich (cβ)3 = β erga¨be, was im
Widerspruch zu [K(ϕ, γ) : K(ϕ)] = 3 steht. Wir setzen nun E˜ := a+ E und α˜ := E˜3. Dann gilt
α˜+ α˜2 + α˜3 + α˜4 = E˜3 + E˜6 + E˜9 + E˜12
= (E˜ + E˜4)
3
= (a+ E + a4 + E4)
3
= (E + E4)
3
= γ3
= β.
Wir wa¨hlen weiter b0, b1 ∈ K mit b = b0 + b1ϕ. Damit erhalten wir
1 = b+ b4β
= b0 + b1ϕ+ (b0 + b1ϕ)4β
= b0 + b40β + (b1 + b
4
1β)ϕ.
Daraus folgt b1 = b41β. Wa¨re nun b1 6= 0, so folgte b31 = β−1 und damit b1 ∈ {γ−1, ϕγ−1, ϕ2γ−1}.
Dies ist ein Widerspruch zu b1 ∈ K. Also gilt b1 = 0. Daraus ergibt sich die Aussage, daß
α˜ = (bγ)3 = b30β in K liegt.
Wir nehmen nun an, daß es ein α˜ ∈ K gibt mit β = α˜+ α˜2+ α˜3+ α˜4. Sei E˜ eine dritte Wurzel
von α˜. Dann gilt
(E˜ + E˜4)
3
= E˜3 + E˜6 + E˜9 + E˜12
= α˜+ α˜2 + α˜3 + α˜4
= β.
Nach 2.2.4 folgt K(ϕ,E) = K(ϕ, E˜). Damit erhalten wir [K(ϕ,E) : K] ≤ 6. Hieraus folgt
[K(ϕ,E) : K(ϕ, γ)] = 1. 
Insgesamt haben wir nun eine einigermaßen zufriedenstellende Parametrisierung aller Fa¨lle, in
denen die Bedingungen [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 3 und [K(ϕ,E) : K(ϕ, γ)] = 1 erfu¨llt
sind.
5.2 Die Brauerzerlegung von piKα,β
Fu¨r den gesamten Rest dieses Kapitels nehmen wir [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 3 und
[K(ϕ,E) : K(ϕ, γ)] = 1 an. Wir fixieren daru¨ber hinaus ein α˜ ∈ K mit β = α˜+ α˜2 + α˜3 + α˜4.
Lemma 5.2.1 Die Darstellung piKα,β ist irreduzibel und besitzt den projektiven Typ D3.
Beweis: Weil K(ϕ, γ) der Zerfa¨llungsko¨rper des Polynoms X3 + β u¨ber K ist, muß K(ϕ, γ)/K
eine Galoiserweiterung sein, deren Galoisgruppe isomorph zu einer Untergruppe von S3 ist. Wegen
[K(ϕ, γ) : K] = 6 folgt, daß G(K(ϕ, γ)/K) ∼= S3 ∼= D3 nichtabelsch ist. Somit kann auch G(L/K)
nicht abelsch sein. Nach 3.1.7 folgt die Irreduzibilita¨t von piKα,β . 
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Satz 5.2.2 Falls α˜ = α ist, so gilt L = K(ϕ, γ).
Beweis: Wir wa¨hlen E˜ ∈ Ksep mit E˜3 = α. Dann gilt
β = (E˜ + E˜4)
3
.
Also gibt es ein i ∈ {0, 1, 2} mit γ = ϕi(E˜+ E˜4). Wir setzen nun E∗ := ϕiE˜. Dann gilt (E∗)3 = α
und
E∗ + (E∗)4 = ϕiE˜ + ϕiE˜4 = ϕi(E˜ + E˜4) = γ.
Daraus folgt E = E∗ + a mit a ∈ {0, 1, ϕ, ϕ+ 1}. Im Fall a 6= 1 setzen wir b := ϕ. Ansonsten soll
b := 0 sein. Damit erhalten wir
Fα + F 2α = (D + 1)E + α
= E3 + E2 + E + α
= (E∗ + a)3 + (E∗ + a)2 + E∗ + a+ (E∗)3
= (a+ 1)(E∗)2 + (a2 + 1)E∗ + a3 + a2 + a
= (a2 + 1)E∗ + a+ b+ ((a2 + 1)(E∗) + a+ b)2.
Daraus folgt Fα ∈ K(ϕ, γ). Somit ist L = K(ϕ,E) = K(ϕ, γ). 
Wir wa¨hlen nun einen nichttrivialen Charakter χK(ϕ) von G(K(ϕ, γ)/K(ϕ)), den wir auch als
Charakter von W (Ksep/K(ϕ)) auffassen.
Satz 5.2.3 Im Fall α˜ = α gilt ρKα,β ∼= IndKK(ϕ)(χK(ϕ)).
Beweis: Weil L = K(ϕ, γ) der Zerfa¨llungsko¨rper des Polynoms X3 + β u¨ber K und [L : K] = 6
ist, gilt G(L/K) ∼= S3 ∼= D3. Die Diedergruppe D3 besitzt genau eine irreduzible zweidimensionale
Darstellung, die von einem beliebigen nichttrivialen Charakter der eindeutig bestimmten Unter-
gruppe der Ordnung 3 induziert wird (siehe [22, Chap. 5.3]). 
Im allgemeinen Fall, daß α und α˜ nicht notwendigerweise identisch sind, liefert 1.11.2 die
Brauerzerlegung von piKα,β .
Korollar 5.2.4 Es gilt piKα,β ∼= IndKK(ϕ)
(
ResK(ϕ)K (χα+α˜)Ω
−1
K(ϕ)χK(ϕ)
)
.
Beweis: Wegen der Vertauschbarkeit von Twist und Induktion erhalten wir
piKα,β
∼= χα+α˜Ω−1K ⊗ IndKK(ϕ)(χK(ϕ)) ∼= IndKK(ϕ)
(
ResK(ϕ)K (χα+α˜)Ω
−1
K(ϕ)χK(ϕ)
)
.

5.3 Fu¨hrer und minimale Twists
Satz 5.3.1 Es gilt
cond(piKα,β) =
{
2, falls α˜′ = α′
2− 2νK((α˜+ α)′), sonst.
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Beweis: Wir wa¨hlen ein ˜ ∈ Ksep mit α˜ = ˜3. Dann gilt β = (˜+ ˜4)3. Wir setzen γ˜ := ˜+ ˜4 und
δ˜ := ˜+ ˜2. Dann gilt γ˜3 = β und γ˜ = δ˜ + δ˜2. Außerdem ist γ˜′ = 0 und δ˜′ = 0. Beachten wir nun
noch die Gleichheit
((δ˜ + 1)˜+ α)′ = (˜3 + ˜2 + ˜+ α)′ = (α˜+ α)′,
so erhalten wir unter Anwendung von 4.6.1 die Aussage
d(L/K(ϕ, γ)) =
{
0, falls (α˜+ α)′ = 0
1− νK(ϕ,γ)((α˜+ α)′), sonst.
Im Fall α˜′ = α′ erhalten wir cond(piKα,β) = 2 nach 4.2.4. Im Fall α˜
′ 6= α′ gilt nach 4.5.10 die
Gleichung
cond(piKα,β) = 2 +
4(d(L/K(ϕ, γ))− 1)
e(L/K)
= 2 +
4d(L/K(ϕ, γ))− 4
6
= 2 +
4(1− νK(ϕ,γ)((α˜+ α)′))− 4
6
= 2− 2νK((α˜+ α)′).

Korollar 5.3.2 Es gilt condmin(piKα,β) = 2.
Beweis: Wegen
cond(χα˜+α ⊗ piKα,β) = cond(piKα˜,β) = 2
gilt condmin(piKα,β) ≤ 2. Weil piKα,β unverzweigt induziert ist, muß der minimale Fu¨hrer gerade
sein. Wa¨re condmin(piKα,β) = 0, so mu¨ßte es einen Charakter χ von W (K
sep/K) geben, so daß
χ ⊗ piKα,β unverzweigt ist. Hierbei ko¨nnen wir annehmen, daß χ ⊗ piKα,β vom Galois-Typ ist und
damit u¨ber die Galoisgruppe einer endlichen unverzweigten Erweiterung faktorisiert. Dies steht im
Widerspruch zur Irreduzibilita¨t von piKα,β , weil jede unverzweigte Erweiterung zyklisch und damit
abelsch ist. Also folgt condmin(piKα,β) = 2. 
Bemerkung 5.3.3 (i) Wie wir gesehen haben, wird hier der minimale Fu¨hrer durch Tensorie-
ren mit dem quadratischen Charakter χα+α˜ realisiert. Daß bedeutet, daß der Fu¨hrer von piKα,β
in Abha¨ngigkeit von α fu¨r α = α˜ minimal ist und nicht mehr durch Twist verringert werden
kann. Wir werden spa¨ter sehen, daß es Fa¨lle gibt, in denen zwar cond(piα,β) in Abha¨ngigkeit
von α minimal ist, aber trotzdem cond(piα,β) > condmin(piα,β) gilt.
(ii) In [6, Remark 4.5(b)] wird die Frage angeschnitten, ob fu¨r ein gegebenes β der Fu¨hrer von
piKα,β stets bei α = 0 minimal ist. Dies wu¨rde bedeuten, daß die elliptische Kurve E0,β unter
den Eα,β ausgezeichnet wa¨re. Hierzu ist zu bemerken, daß sich β ziemlich stark variieren la¨ßt,
ohne die Bedingungen [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 3 und [K(ϕ,E) : K(ϕ, γ)] = 1
zu verletzen. Somit erhalten wir aus unseren Ergebnissen viele Beispiele von elliptischen
Kurven Eα,β, deren Fu¨hrer nicht bei α = 0 minimal wird. Man kann sich sogar u¨berlegen,
daß fu¨r ein vorgegebenes α mit νK(α) < 0 die Kurve Eα,α4+α3+α2+α stets den Fu¨hrer 0 hat.
Somit findet man also fu¨r jedes α ∈ K ein β, so daß die Kurve Eα,β in Abha¨ngigkeit von α
minimalen Fu¨hrer hat.
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5.4 Berechnung von -Faktoren
Im folgenden verwenden wir die Bezeichnungen von Kapitel 1.5. Aus Bequemlichkeitsgru¨nden
identifizieren wir die Charaktere von W (Ksep/K) mit Charakteren von K∗.
Satz 5.4.1 Sei N/M eine unverzweigte quadratische Erweiterung lokaler Ko¨rper der Charakteri-
stik 2. Dann gilt
λ(N/M,ψM , dψMx, dψNx) = 1.
Beweis: Zuna¨chst haben wir die Gleichung
λ(N/M,ψM , dψMx, dψNx) =
(IndMN (1N ), ψM , dψMx)
(1N , ψN , dψNx)
.
Weil N/M unverzweigt ist, gilt cond(ψN ) = cond(ψM ) = 0. Damit erhalten wir
(1N , ψN , dψNx) = ω
−1
N (1)
∫
ON
1 dψNx = (q
2)
1
2 cond(ψN ) = 1.
Weiter gilt IndMN (1N ) ∼= 1M ⊕ χ, wobei χ der eindeutig bestimmte Charakter von W (M sep/M)
ist mit Kern(χ) =W (M sep/N). Somit ergibt sich
λ(N/M,ψM , dψMx, dψNx) = (1M , ψM , dψMx)(χ, ψM , dψMx).
Hierbei ist
(1M , ψM , dψMx) = ω
−1
M (1)
∫
OM
1 dψMx = q
1
2 cond(ψM ) = 1
und
(χ, ψM , dψMx) = χω
−1
M (1)
∫
OM
1 dψMx = q
1
2 cond(ψM ) = 1.

Die Anwendung von 5.2.4 und 1.5.2 liefert das folgende Korollar.
Korollar 5.4.2 Fu¨r jeden Charakter χ von W (Ksep/K) gilt
(χ⊗ piKα,β , ψK , dψKx) = (ResK(ϕ)K (χχα˜+α)Ω−1K(ϕ)χK(ϕ), ψK(ϕ), dψK(ϕ)x).
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Kapitel 6
Unverzweigt induzierte elliptische
Kurven vom D2-Typ
In diesem Kapitel betrachten wir ausschließlich den Fall [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 1
und [K(ϕ,E) : K(ϕ, γ)] = 2.
6.1 Charakterisierung von β
Satz 6.1.1 Die Bedingung [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 1, [K(ϕ,E) : K(ϕ, γ)] = 2 und
G(L/K) nichtabelsch gilt genau dann, wenn f ungerade ist und D ∈ K sowie D′ 6= 0 gilt.
Beweis: Zuna¨chst nehmen wir an, daß f ungerade ist und D ∈ K sowie D′ 6= 0 gilt. Dann gilt
[K(ϕ) : K] = 2 und [K(ϕ, γ) : K(ϕ)] = 1 sowie [K(ϕ,E) : K(ϕ, γ)] ≤ 2. Wegen K(ϕ,E) = K(ϕ)D
erhalten wir [K(ϕ,E) : K(ϕ, γ)] = 2. Nach 2.4.1 gilt nun [L : K(ϕ,E)] = 2, womit man [L : K] = 8
erha¨lt. Fu¨r alle σ ∈ G(L/K) muß nun σ(E) = E oder σ(E) = E+1 gelten. Nach 2.2.8 gibt es genau
acht Automorphismen mit dieser Eigenschaft. Wir identifizieren nun gema¨ß der Tabelle von 2.3.3
die Galoisgruppe G(L/K) mit einer Untergruppe von GL2(F3). Dann entha¨lt diese Untergruppe
die Matrizen (
0 −1
1 0
)
und
(
0 1
1 0
)
.
Weil diese beiden Matrizen offensichtlich nicht kommutieren, kann G(L/K) nicht abelsch sein.
Wir nehmen nun an, daß [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 1, [K(ϕ,E) : K(ϕ, γ)] = 2
und G(L/K) nichtabelsch ist. Dann muß f ungerade sein. Wegen 2.4.4 folgt D ∈ K(ϕ). Weil
G(L/K) nichtabelsch ist, muß piKα,β nach 3.1.7 irreduzibel sein. Dies wiederum hat zur Folge,
daß die Galoisgruppe des projektiven Kernko¨rpers G(K(ϕ,E)/K) nach 1.6.1 nicht zyklisch sein
kann und folglich isomorph zur Kleinschen Vierergruppe ist. Wir wa¨hlen nun ein beliebiges σ ∈
G(K(ϕ,E)/K). Aus der Tabelle von 2.2.8 entnimmt man, daß es a, b ∈ F4 gibt mit a 6= 0 und
σ(E) = aE + b. Damit
σ(D) = σ(E) + σ(E)2 = aE + b+ a2E2 + b2 = a2D + (a+ 1)E + b+ b2
in K(ϕ) liegt, muß a = 1 sein. Also gilt σ(E) = E, E + 1, E + ϕ oder E + ϕ + 1. Wa¨re nun
σ(E) = E + ϕ, so ha¨tte man σ(D) = E + ϕ+ (E + ϕ)2 = D + 1 und folglich auch σ(ϕ) = ϕ+ 1.
Andererseits muß auch
E = σ2(E) = σ(E + ϕ) = E + ϕ+ ϕ+ 1
gelten, was ein Widerspruch ist. Also gilt σ(E) 6= E + ϕ. Ebenso zeigt man σ(E) 6= E + ϕ + 1.
Somit muß also σ(E) = E oder E + 1 gelten. Daraus folgt σ(D) = D. Insgesamt erhalten wir die
Aussage D ∈ K. Wa¨re nun D′ = 0, so mu¨ßte K(ϕ,E)/K unverzweigt sein, was im Widerspruch
dazu steht, daß G(K(ϕ,E)/K) isomorph zur Kleinschen Vierergruppe ist. 
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6.2 Die Brauerzerlegung von piKα,β
Fu¨r den gesamten Rest dieses Kapitels nehmen wir an, daß G(L/K) nichtabelsch ist und die
Gleichungen [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 1 sowie [K(ϕ,E) : K(ϕ, γ)] = 2 gelten, was
gleichbedeutend ist mit der Bedingung f ungerade, D ∈ K und D′ 6= 0. Weiter wa¨hlen wir einen
injektiven Charakter χK(ϕ) von G(L/K(ϕ)).
Lemma 6.2.1 Die Darstellung piKα,β ist irreduzibel und besitzt den projektiven Typ D2.
Beweis:WeilG(L/K) nichtabelsch ist, muß piKα,β irreduzibel sein. Außerdem darf die Galoisgruppe
G(K(ϕ,E)/K) nach 1.6.1 nicht zyklisch sein, womit als Isomorphietyp nur noch die Kleinsche
Vierergruppe D2 in Betracht kommt. 
Satz 6.2.2 Es gilt G(L/K) ∼= D4 und G(L/K(ϕ)) ∼= Z/4Z. Außerdem gilt
ρKα,β
∼= IndKK(ϕ)(χK(ϕ)).
Beweis: Wir wissen, daß G(L/K) die Ordnung 8 besitzt. Wegen D ∈ K gilt σ(E) = E oder E+1
fu¨r alle σ ∈ G(L/K). Nach 2.2.8 gibt es σ1, σ2 ∈ G(L/K) mit σ1(ϕ) = ϕ + 1, σ1(E) = E und
σ1(Fα) = Fα sowie σ2(ϕ) = ϕ, σ2(E) = E+1 und σ2(Fα) = Fα+E+ϕ. Wenn wir G(L/K) gema¨ß
2.3.3 mit einer Untergruppe von GL2(F3) identifizieren, so entsprechen σ1 und σ2 den Matrizen(
1 0
0 −1
)
und
(
0 1
−1 0
)
.
Damit lassen sich leicht die Relationen ord(σ1) = 2, ord(σ2) = 4 und σ1σ2σ1 = σ−12 verifizieren.
Daraus folgt G(L/K) ∼= D4 und G(L/K(ϕ)) ∼= Z/4Z. Nach [22, S. 37] gibt es (bis auf Isomor-
phie) nur eine irreduzible zweidimensionale Darstellung von G(L/K), wobei diese von den beiden
injektiven Charakteren von G(L/K(ϕ)) induziert wird. 
Wenn wir nun χK(ϕ) als Charakter von W (Ksep/K(ϕ)) auffassen und beachten, daß Twist
und Induktion vertauschen, erhalten wir das folgende Korollar.
Korollar 6.2.3 Es gilt piKα,β ∼= IndKK(ϕ)(Ω−1K(ϕ)χK(ϕ)).
6.3 Fu¨hrer und minimale Twists
Fu¨r die folgenden Betrachtungen verwenden wir die in 4.5 definierten Elemente  und δ der un-
verzweigten Erweiterung von K(ϕ, γ) vom Grad 4. Wegen D ∈ K gilt γ′ = 0, und wir ko¨nnen
δ = D annehmen.
Satz 6.3.1 Wir setzen
a :=
√
((δ + 1)+ α)′
δ′
.
Dann gilt
cond(piKα,β) = 2− 2νK((δ + 1) + a+ a2)− 2νK(δ′).
Beweis: Nach 4.5.10 gilt
cond(piKα,β) = 2 +
4(d(L/K(ϕ,E))− νK(ϕ)((ϕγ)′)− 1)
e(L/K)
= 1 + d(L/K(ϕ,E))− νK(ϕ)((ϕγ)′).
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Die Anwendung von 4.5.3 und 4.6.2 liefert
νK(ϕ)((ϕγ)′) = νK(δ′)
und
d(L/K(ϕ)) = 1− 2νK(δ + 1 + a+ a2)− νK(δ′).
Daraus folgt
cond(piKα,β) = 2− 2νK(δ + 1 + a+ a2)− 2νK(δ′).

Korollar 6.3.2 Es gilt cond(piKα,β) ≥ 2− 4νK((ϕγ)′).
Beweis: Wegen
νK(δ + 1 + a+ a2) = νK(δ + (a+ ϕ) + (a+ ϕ)2) ≤ νK(δ′)
folgt
cond(piKα,β) ≥ 2− 4νK(δ′).
Beachtet man nun noch, daß nach 4.5.3 die Identita¨t (ϕγ)′ = δ′ gilt, so erha¨lt man die gewu¨nschte
Ungleichung. 
Satz 6.3.3 Fu¨r den minimalen Fu¨hrer gilt
condmin(piKα,β) = 2− 2νK((ϕγ)′).
Beweis: Nach 1.6.5 gilt condmin(piKα,β) = 2condK(ϕ)/K(χK(ϕ)). Um den relativen Fu¨hrer zu be-
rechnen, betrachten wir den konjugierten Charakter χσK(ϕ) : G(L/K(ϕ)) −→ C∗. Weil χK(ϕ) injek-
tiv ist, muß auch χσK(ϕ) injektiv sein. Weil G(L/K) nicht abelsch ist, muß außerdem χK(ϕ) 6= χσK(ϕ)
gelten. Bei einer zyklischen Gruppe der Ordnung 4 unterscheiden sich die beiden injektiven Charak-
tere gerade um den Charakter, dessen Kern die eindeutig bestimmten Untergruppe der Ordnung
2 ist. Daraus folgt Kern(χK(ϕ)(χσK(ϕ))
−1) = G(L/K(ϕ,E)). Wir ko¨nnen also χK(ϕ)(χσK(ϕ))
−1 als
Charakter von G(K(ϕ,E)/K(ϕ)) auffassen. Nach 4.2.1 und 4.3.5 folgt
condK(ϕ)/K(χK(ϕ)) = d(K(ϕ,E)/K(ϕ)) = 1− νK(δ′).
Hieraus erha¨lt man wegen (ϕγ′) = δ′ die gewu¨nschte Formel. 
Das folgende Korollar ist eine unmittelbare Folgerung.
Korollar 6.3.4 Es gilt cond(piKα,β) > condmin(pi
K
α,β).
Der minimale Fu¨hrer kann also nicht durch quadratischen Twist realisiert werden.
6.4 Berechnung von -Faktoren
Satz 6.4.1 Fu¨r jeden Charakter χ von W (Ksep/K) gilt
(χ⊗ piKα,β , ψK , dψK ) = (ResK(ϕ)K (χ)Ω−1K(ϕ)χK(ϕ), ψK(ϕ), dψK(ϕ)x).
Beweis: Nach 5.4.1 gilt
λ(K(ϕ)/K,ψK , dψKx, dψK(ϕ)x) = 1.
Durch Anwendung von 1.5.2 und 6.2.3 erhalten wir
(χ⊗ piKα,β , ψK , dψKx) = (χ⊗ IndKK(ϕ)(Ω−1K(ϕ)χK(ϕ)), ψK , dψKx)
= (ResK(ϕ)K (χ)Ω
−1
K(ϕ)χK(ϕ), ψK(ϕ), dψK(ϕ)x).

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Kapitel 7
Verzweigt induzierte elliptische
Kurven vom D2-Typ
In diesem gesamten Kapitel nehmen wir an, daß [K(ϕ) : K] = 1 und [K(ϕ, γ) : K(ϕ)] = 1 ist.
Dies ist gleichbedeutend damit, daß f gerade ist und γ in K liegt.
7.1 Charakterisierung von β
Satz 7.1.1 Wir nehmen D /∈ K an. Dann gibt es σ1, σ2 ∈ G(L/K) mit σ1(ϕ) = ϕ, σ1(E) = E+1
und σ1(Fα) = Fα + E + ϕ sowie σ2(ϕ) = ϕ, σ2(E) = E + ϕ und σ2(Fα) = Fα + (ϕ + 1)E. Es
gelten die Relationen ord(σ1) = 4, ord(σ2) = 4 und σ2σ1σ−12 = σ
3
1.
Beweis: Es gilt E /∈ K(D) nach 2.4.4. Gema¨ß 2.4.1 folgt Fα /∈ K(E). Also ist [L : K] = 8. Fu¨r
alle σ ∈ G(L/K) gilt σ(ϕ) = ϕ und σ(γ) = γ. Aus letzterem folgt σ(E) = E, E + 1, E + ϕ oder
E+ϕ+1. Mit der Tabelle von 2.2.8 lassen sich leicht die acht Automorphismen auffinden, die diesen
Bedingungen genu¨gen. Hierunter befinden sich offensichtlich auch die gesuchten Automorphismen
σ1 und σ2. Wenn wir G(L/K) gema¨ß 2.3.3 mit einer Untergruppe von GL2(F3) identifizieren, so
entsprechen die Automorphismen σ1 und σ2 den Matrizen(
0 −1
1 0
)
und
(
1 1
1 −1
)
.
Hiermit lassen sich die angegebenen Relationen leicht nachpru¨fen. 
Korollar 7.1.2 Die Galoisgruppe G(L/K) ist genau dann nichtabelsch, wenn D /∈ K gilt. In
diesem Fall gelten die Isomorphien G(K(E)/K) ∼= D2 und G(L/K(D)) ∼= Z/4Z
Beweis: DamitG(L/K) nichtabelsch sein kann, muß L/K den maximalen Grad 8 haben. Dies geht
nur, wenn D /∈ K ist. Damit erha¨lt man die A¨quivalenz der Bedingungen G(L/K) nichtabelsch
und D /∈ K. Wir nehmen nun D /∈ K an und wa¨hlen σ1, σ2 wie im obigen Satz. Dann gilt
σ1(D) = E + 1 + (E + 1)2 = D.
Daraus folgt G(L/K(D)) =< σ1 >∼= Z/4Z. Weil K(E)/K neben K(D)/K auch noch die Zwi-
schenerweiterungenK(Dϕ)/K undK(Dϕ2)/K besitzt, kann G(K(E)/K) nicht zyklisch sein. Dar-
aus folgt G(K(E)/K) ∼= D2. 
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7.2 Die Brauerzerlegung von piKα,β
Wir nehmen nun den Fall D /∈ K fu¨r den Rest dieses Kapitels an, so daß G(L/K) nichtabelsch der
Ordnung 8 ist. Weiter wa¨hlen wir einen injektiven Charakter χK(D) von G(L/K(D)). Schließlich
sei σ ∈ G(L/K) ein Automorphismus, dessen Einschra¨nkung auf K(D) nicht trivial ist. Fu¨r die
folgenden Betrachtungen beno¨tigen wir den konjugierten Charakter
χσK(D) : G(L/K(D)) −→ C∗
g 7−→ χK(D)(σ−1gσ).
Lemma 7.2.1 Es gilt Kern(χK(D)(χσK(D))
−1) = G(L/K(E)).
Beweis: Wir bemerken zuna¨chst, daß G(L/K(E)) die eindeutig bestimmte Untergruppe von
G(L/K(D)) der Ordnung 2 ist. Weil χK(D) injektiv ist, muß auch χσK(D) injektiv sein. Wa¨re nun
χσK(D) = χK(D), so mu¨ßte σ wegen der Injektivita¨t von χK(D) mit allen g ∈ G(L/K(D)) kommu-
tieren. Dies steht im Widerspruch dazu, daß G(L/K) nichtabelsch ist. Also gilt χσK(D) 6= χK(D).
Weil nun die beiden injektiven Charaktere von Z/4Z auf der eindeutig bestimmten Untergruppe
der Ordnung 2 u¨bereinstimmen, folgt die Aussage des Lemmas. 
Korollar 7.2.2 Es gilt ρKα,β ∼= IndKK(D)(χK(D)).
Beweis: Nach dem Kriterium von Mackey folgt die Irreduzibilita¨t von IndKK(D)(χK(D)). Weil eine
Gruppe der Ordnung 8 bis auf Isomorphie ho¨chstens eine irreduzible zweidimensionale Darstellung
haben kann, folgt die gewu¨nschte Isomorphie. 
Wenn wir χK(D) als Charakter von W (Ksep/K(D)) auffassen und beachten, daß Twist und
Induktion vertauschen, erhalten wir das folgende Korollar.
Korollar 7.2.3 Es gilt piKα,β ∼= IndKK(D)(Ω−1K(D)χK(D)).
Korollar 7.2.4 Die Darstellung piKα,β ist genau dann unverzweigt induziert, wenn γ
′ = 0 ist.
Beweis: Wenn γ′ = 0 ist, so ist K(D)/K unverzweigt und piKα,β unverzweigt induziert. Im Fall
γ′ 6= 0 ist K(D)/K verzweigt. Nach 4.5.9 muß K(E)/K(D) verzweigt sein. Die Anwendung von
4.6.5 liefert die Verzweigtheit von L/K(E). Somit ist L/K voll verzweigt, was zur Folge hat, daß
piKα,β nicht unverzweigt induziert sein kann. 
7.3 Fu¨hrer und minimale Twists
Fu¨r die folgenden Betrachtungen verwenden wir die in 4.5 definierten Elemente  und δ der un-
verzweigten Erweiterung von K(ϕ, γ) vom Grad 4.
Lemma 7.3.1 Im Fall γ′ = 0 gilt δ′ 6= 0.
Beweis: Wa¨re δ′ = 0, so mu¨ßte K(E)/K unverzweigt vom Grad 4 sein. Damit wa¨re G(K(E)/K)
isomorph zu Z/4Z, was im Widerspruch zu 7.1.2 steht. 
Im Spezialfall γ′ = 0 ko¨nnen wir bei der Berechnung des Fu¨hrers genauso vorgehen wie unter
6.3. Wir beschra¨nken uns darauf, die Ergebnisse anzugeben.
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Satz 7.3.2 Wir nehmen γ′ = 0 an und setzen
a :=
√
((δ + 1)+ α)′
δ′
.
Dann gilt
cond(piKα,β) = 2− 2νK((δ + 1) + a+ a2)− 2νK(δ′).
Korollar 7.3.3 Im Fall γ′ = 0 gilt cond(piKα,β) ≥ 2− 4νK((ϕγ)′).
Satz 7.3.4 Im Fall γ′ 6= 0 gilt
cond(piKα,β) = 1− νK((ϕγ)′) +
d(L/K(E))− νK(γ′) + 1
2
.
Beweis: Nach 4.5.10 gilt
cond(piKα,β) = 2 +
4(d(L/K(E))− νK(γ′)− 2νK((ϕγ)′)− 1)
e(L/K)
= 2 +
4(d(L/K(E))− νK(γ′)− 2νK((ϕγ)′)− 1)
8
= 1− νK((ϕγ)′) + d(L/K(E))− νK(γ
′) + 1
2
.
Korollar 7.3.5 Im Fall γ′ 6= 0 gilt
cond(piKα,β) ≥ 2− 4νK((ϕγ)′) + νK(γ′).
Beweis: Durch Anwendung von 4.6.6 erha¨lt man
cond(piKα,β) ≥ 1− νK((ϕγ)′) +
1− 3νK( (ϕγ)
′(ϕ2γ)′
γ′ )− νK(γ′) + 1
2
= 2− νK((ϕγ)′) + −6νK((ϕγ)
′) + 2νK(γ′)
2
= 2− 4νK((ϕγ)′) + νK(γ′).
Satz 7.3.6 Fu¨r den minimalen Fu¨hrer gilt
condmin(piKα,β) =
{
2− 2νK((ϕγ)′), falls γ′ = 0
2− νK(γ′)− 2νK((ϕγ)′), falls γ′ 6= 0.
Beweis: Wir bestimmen zuna¨chst den relativen Fu¨hrer von χK(D). Nach 7.2.1 hat der Charakter
χK(D)(χσK(D))
−1 den Kern G(L/K(E)). Damit ko¨nnen wir χK(D)(χσK(D))
−1 auch als Charakter
von G(K(E)/K(D)) auffassen. Nach 4.2.1 und gilt
condK(D)/K(χK(D)) = d(K(E)/K(D)).
Unter Anwendung von 7.2.4 und 1.6.5 erhalten wir
condmin(piKα,β) =
{
2d(K(E)/K(D)), falls γ′ = 0
2d(K(D)/K) + d(K(E)/K(D))− 1, falls γ′ 6= 0.
Im Fall γ′ = 0 liefern 4.5.1 und 4.5.3 das Ergebnis
condmin(piKα,β) = 2− 2νK(δ′) = 2− νK((ϕγ)′).
Im Fall γ′ 6= 0 erhalten wir
condmin(piKα,β) = 2(1− νK(γ′)) + 1− νK(
(ϕγ)′(ϕ2γ)′
γ′
)− 1
= 2− νK(γ′)− 2νK((ϕγ)′).
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Hier sehen wir, daß im Fall γ′ = 0 der minimale Fu¨hrer nicht durch quadratischen Twist
realisiert werden kann. Im Fall γ′ 6= 0 und νK(γ′) > νK((ϕγ)′) erhalten wir
cond(piKα,β)− condmin(piKα,β) = 2− 4νK((ϕγ)′) + νK(γ′)− (2− νK(γ′)− 2νK((ϕγ)′))
= 2νK(γ′)− 2νK((ϕγ)′)
> 0.
Also kann der minimale Fu¨hrer in diesem Fall ebenfalls nicht durch quadratischen Twist realisiert
werden.
7.4 Berechnung von -Faktoren
Im Spezialfall γ′ = 0 ko¨nnen wir bei der Berechnung von (piKα,β , ψK , dψK ) genauso vergehen wie
unter 6.4, wenn wir nur K(ϕ) durch K(D) ersetzen. Wir geben nur das Ergebnis an.
Satz 7.4.1 Im Fall γ′ = 0 gilt fu¨r jeden Charakter χ von W (Ksep/K) die Gleichung
(χ⊗ piKα,β , ψK , dψK ) = (ResK(D)K (χ)Ω−1K(D)χK(D), ψK(D), dψK(D)x).
Um nun den allgemeinen Fall γ′ 6= 0 zu behandeln, mu¨ssen wir uns mit der Berechnung von
λ-Faktoren beliebiger quadratischer Erweiterungen befassen.
Satz 7.4.2 Sei M := Fr((T )) ein lokaler Ko¨rper der Charakteristik 2, dessen Restko¨rper r
Elemente hat. Weiter sei a ∈ M mit a′ 6= 0 und χa der eindeutig bestimmte Charakter von
W (M sep/M) mit Kern(χa) =W (Ksep/Ma). Wir setzen n := 12 (1−νM (a′)). Wenn wir χa vermo¨ge
der modifizierten Artinabbildung als Charakter von M∗ auffassen, so gilt
χa(1 + x) = ψM (
a′
T
x)
fu¨r alle x ∈ pnM .
Beweis: Fu¨r alle x ∈M∗ ist
χa(x) =
{
1, falls x ∈ NMMa(M∗a )−1, Falls x /∈ NMMa(M∗a ).
Damit erhalten wir χa(x) = (−1){a,x}, wobei {·, ·} das spezielle Normenrestsymbol im Sinne von
[20, §3] ist, dessen Wert wir als die Zahl 0 oder 1 auffassen. Nach 4.3.4 gibt es b0 ∈ Fr2 und b1 ∈M
mit a = a′ + b0 + b1 + (b0 + b1)2.Wir setzen nun a∗ := a′ + b0 + b20. Dann gilt a = a
∗ + b1 + b21 und
damit Ma =Ma∗ . Hieraus ergibt sich
χa(x) = (−1){a∗,x}
fu¨r alle x ∈M∗. Nach [20] gilt die Formel
{a∗, x} = TrF2Fr
(
res(a∗
dx
x
)
)
,
wobei res(a∗ dxx ) das Residuum des Differntials a
∗ dx
x bezeichnet. Sei nun x =
∑∞
i=n xiT
i ∈ pM mit
xn, xn+1, · · · ∈ Fr. Wir setzen
xu :=
∞∑
i=n
′xiT i,
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wobei das Zeichen
∑′ bedeutet, daß nur u¨ber ungerade Indizes summiert werden soll. Dann gilt
d(1 + x) =
∞∑
i=n
xiiT
i−1dT =
∞∑
i=n
′xiT i−1dT =
xu
T
dT.
Daraus folgt
χa(1 + x) = (−1)Tr
F2
Fr (res(a
∗ xu
T (1+x)dT ))
= ψM (a∗
xu
T (1 + x)
)
= ψM (a′
xu
T (1 + x)
+ (b0 + b20)
xu
T (1 + x)
)
= ψM (a′
xu
T (1 + x)
).
Wegen
νM (a′
xu
T
) = νM (a′) + νM (xu)− 1 = −2n+ νM (xu) ≥ −n
gilt
a′
xu
T (1 + x)
≡ a′xu
T
mod p0M .
Hieraus ergibt sich
χa(1 + x) = ψM (a′
xu
T
).
Bei der Laurententwicklung von a′ xu+xT in T verschwinden alle ungeraden Koeffizienten. Damit
erhalten wir
χa(1 + x) = ψM (a′
xu
T
+ a′
xu + x
T
) = ψM (a′
x
T
).

Korollar 7.4.3 Sei M := Fr((T )) ein lokaler Ko¨rper der Charakteristik 2, dessen Restko¨rper
r Elemente hat. Weiter sei a ∈ M mit a′ 6= 0 und χa der eindeutig bestimmte Charakter von
W (M sep/M) mit Kern(χa) =W (M sep/Ma). Wir setzen n := 12 (1− νM (a′)). Dann gilt
(χa, ψM , dψMx) = r
n.
Beweis: Zuna¨chst bemerken wir, daß cond(χa) = 2n und cond(ψM ) = 0 gilt. Nach 1.5.5 erhalten
wir
| (χa, ψM , dψMx) |= rn.
Wir bestimmen nun die Wurzelzahl. Nach 1.5.2 gilt
(χa, ψM , dψMx) =
∫
T−2nO∗M
χ−1a (x)ψM (x) dψMx.
Nach [10, Kap 7.7] gilt∫
T−2nO∗M
χ−1a (x)ψM (x) dψMx = ωM (T
−2n)
∫
O∗M
χ−1a (
x
T 2n
)ψM (
x
T 2n
) dψMx
= r2n
∫
O∗M
χ−1a (x)ψM (
x
T 2n
) dψMx.
Damit erhalten wir fu¨r die Wurzelzahl die Gleichung
W (χa, ψM ) =
∫
O∗M χ
−1
a (x)ψM (
x
T 2n ) dψMx∣∣∣∫O∗M χ−1a (x)ψM ( xT 2n ) dψMx∣∣∣ .
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Die Anwendung von 7.4.2 und [14, Lemma 8.1] liefert
W (χa, ψM ) = ψM (
a′T 2n−1
T 2n
)χ−1a (a
′T 2n−1)
= ψM (
a′
T
)χ−1a (
a′
T
).
Man beachte nun, daß bei der Laurententwicklung von a
′
T alle ungeraden Koeffizienten verschwin-
den. Daraus folgt ψM (a
′
T ) = 1. Weil
a′
T ein Quadrat ist, muß auch χa(
a′
T ) = 1 sein. Insgesamt
erhalten wir so die Aussage des Korollars. 
Korollar 7.4.4 Sei M := Fr((T )) ein lokaler Ko¨rper der Charakteristik 2, dessen Restko¨rper r
Elemente hat. Weiter sei a ∈M mit a′ 6= 0. Dann gilt
λ(Ma/M,ψM , dψM , dψMa ) = r
1−νM (a′).
Beweis: Wir setzen n := 12 (1 − νM (a′)). Weiter sei χa der eindeutig bestimmte Charakter von
W (M sep/M) mit Kern(χa) =W (M sep/Ma). Dann gilt
λ(Ma/M,ψM , dψM , dψMa ) =
(IndMMa(1Ma), ψM , dψMx)
(1Ma , ψMa , dψMax)
=
(1M ⊕ χa, ψM , dψMx)
(1Ma , ψMa , dψMax)
=
(1M , ψM , dψMx)(χa, ψM , dψMx)
(1Ma , ψMa , dψMax)
.
Hierbei ist
(1M , ψM , dψMx) = ω
−1
M (1)
∫
OM
1dψMx = 1
und
(χa, ψM , dψMx) = r
n.
Wir bestimmen jetzt den Fu¨hrer von ψMa = ψM ◦TrMMa . Indem wir 1.5.3 und 4.3.5 anwenden
erhalten wir
cond(ψMa) = cond(ψM )− d(Ma/M) = −2n.
Nach 1.5.2 folgt
(1Ma , ψMa , dψMax) = ω
−1
Ma
(T 2n)
∫
OM
1 dψMax
= r2nrn
= r3n.
Insgesamt erhalten wir
λ(Ma/M,ψM , dψM , dψMa ) = r
2n = r1−νM (a
′).

Korollar 7.4.5 Wir setzen n := 1 − νK(γ′). Dann gilt fu¨r jeden Charakter χ von W (Ksep/K)
die Gleichung
(χ⊗ piKα,β , ψK , dψK ) = 2fn(ResK(D)K (χ)Ω−1K(D)χK(D), ψK(D), dψK(D)x).
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Beweis: Unter Anwendung von 1.5.2 und 7.2.3 erhalten wir
(χ⊗ piKα,β , ψK , dψKx) = (2f )
n
(χ⊗ IndKK(D)(Ω−1K(D)χK(D)), ψK , dψKx)
= 2fn(ResK(D)K (χ)Ω
−1
K(D)χK(D), ψK(D), dψK(D)x).

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Kapitel 8
Verzweigt induzierte elliptische
Kurven vom D4-Typ
In diesem Kapitel befassen wir uns mit dem Fall, daß [K(ϕ),K] = 2, [K(ϕ, γ),K(ϕ)] = 1 und
[K(ϕ,E),K(ϕ, γ)] = 4 ist.
8.1 Charakterisierung von β
Lemma 8.1.1 Sei f ungerade. Dann gilt die Bedingung [K(ϕ, γ),K(ϕ)] = 1 genau dann, wenn
es ein γ˜ ∈ K gibt mit β = γ˜3.
Beweis: Wenn es ein γ˜ ∈ K gibt mit β = γ˜3, so gilt γ ∈ {γ˜, ϕγ˜, ϕ2γ˜} und [K(ϕ, γ) : K(ϕ)] = 1.
Wir nehmen nun an, daß [K(ϕ, γ),K(ϕ)] = 1 ist. Dann ist νK(β) durch 3 teilbar. Also gibt es ein
l ∈ Z mit νK(βT 3l) = 0. Sei nun β0 ∈ F2f mit
βT 3l ≡ β0 mod (T ).
Nach 5.1.2 gibt es ein γ0 ∈ F2f mit β0 = γ30 . Aus dem Lemma von Hensel folgt, daß βT 3l und
damit auch β selbst eine dritte Potenz in K ist. 
Wir erinnern an die Bezeichnung Q(K) := {x+ x2 | x ∈ K}.
Satz 8.1.2 Die Bedingung [K(ϕ),K] = 2, [K(ϕ, γ),K(ϕ)] = 1 und [K(ϕ,E),K(ϕ, γ)] = 4 gilt
genau dann, wenn f ungerade ist und es ein γ˜ ∈ K gibt mit β = γ˜3 und γ˜, γ˜ + 1 /∈ Q(K).
Beweis: Sei [K(ϕ),K] = 2, [K(ϕ, γ),K(ϕ)] = 1 und [K(ϕ,E),K(ϕ, γ)] = 4. Dann ist f ungerade.
Außerdem gibt es ein γ˜ ∈ K gibt mit β = γ˜3. Daraus folgt γ˜ = γ, ϕγ oder ϕ2γ. La¨ge nun γ˜ oder
γ˜ + 1 in Q(K), so ha¨tte man γ˜ ∈ Q(K(ϕ)). Damit la¨ge eines der Elemente D,Dϕ, Dϕ2 in K(ϕ).
Dies steht im Widerspruch zur Bedingung [K(ϕ,E),K(ϕ, γ)] = 4. Also gilt γ˜, γ˜ + 1 /∈ Q(K).
Wir nehmen nun an, daß f ungerade ist und es ein γ˜ ∈ K gibt mit β = γ˜3 und γ˜, γ˜+1 /∈ Q(K).
Dann gilt [K(ϕ),K] = 2. Wa¨re nun γ˜ ∈ Q(K(ϕ)), so ga¨be es a, b ∈ K mit
γ˜ = a+ bϕ+ (a+ bϕ)2
= (b+ b2)ϕ+ a+ a2 + b2.
Hieraus erga¨be sich b+ b2 = 0 und γ˜ = a+ a2 + b2. Die erste Gleichung liefert b = 0 oder b = 1.
Damit kann dann allerdings die zweite Gleichung wegen γ˜, γ˜ + 1 /∈ Q(K) nicht erfu¨llt sein. Also
gilt γ˜ /∈ K(ϕ). Wa¨re nun ϕγ˜ ∈ Q(K(ϕ)), so ga¨be es a, b ∈ K mit
ϕγ˜ = a+ bϕ+ (a+ bϕ)2
= (b+ b2)ϕ+ a+ a2 + b2.
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Daraus folgte γ˜ = b + b2, was wegen γ˜ /∈ Q(K) nicht sein kann. Also gilt ϕγ˜ /∈ K(ϕ). Analog
dazu zeigt man ϕ2γ˜ /∈ K(ϕ). Wegen γ ∈ {γ˜, ϕγ˜, ϕ2γ˜} erha¨lt man γ /∈ Q(K(ϕ)). Daraus folgt
D /∈ K(ϕ) = K(ϕ, γ) und somit [K(ϕ,E) : K(ϕ, γ)] = 4. 
8.2 Die Brauerzerlegung von piKα,β
Fu¨r den gesamten Rest dieses Kapitels nehmen wir [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 1 und
[K(ϕ,E) : K(ϕ, γ)] = 4 an. Außerdem wa¨hlen wir gema¨ß 8.1.2 ein γ˜ in K mit β = γ˜3 und
γ˜, γ˜ + 1 /∈ Q(K). Weiter sei k ∈ {0, 1, 2} mit γ˜ = ϕkγ. Wir setzen E˜ := ϕkE, D˜ := E˜ + E˜2 und
F˜α := Fα + (ϕ+ 1)E. Dann gilt
D˜ + D˜2 = ϕkE + (ϕkE)4 = ϕk(E + E4) = γ˜.
und
F˜α + F˜α
2
= Fα + F 2α + (ϕ
k + 1)E + ((ϕk + 1)E)2
= (D + 1)E + α+ ϕkE + (ϕkE)2 + E + E2
= (E2 + E + 1)E + α+ E˜ + E˜2 + E + E2
= E3 + E˜ + E˜2 + α
= (ϕkE)3 + E˜ + E˜2 + α
= E˜3 + E˜2 + E˜ + α
= (D˜ + 1)E˜ + α.
Nach 2.2.4 und 2.2.7 gilt K(ϕ,E) = K(ϕ, E˜) und L = K(ϕ, E˜, F˜α).
Satz 8.2.1 Es gibt σ1, σ2 ∈ G(L/K) mit σ1(ϕ) = ϕ+1, σ1(E˜) = E˜+ϕ und σ1(F˜α) = F˜α+(ϕ+1)E˜
sowie σ2(ϕ) = ϕ + 1, σ2(E˜) = E˜ und σ2(F˜α) = F˜α. Weiter gelten die Relationen ord(σ1) = 8,
ord(σ2) = 2 und σ2σ1σ2 = σ31
Beweis: Nach 2.4.1 gilt [L : K(ϕ,E)] = 2. Damit erha¨lt man insgesamt [L : K] = 16. Fu¨r alle
σ ∈ G(L/K) gilt σ(γ˜) = γ˜. Daraus folgt σ(E˜) = E˜, E˜ +1, E˜ +ϕ oder E˜ +ϕ+1. Mit der Tabelle
von 2.2.8 lassen sich die 16 Automorphismen finden, die diesen Bedingungen genu¨gen. Hierunter
befinden sich auch die Automorphismen σ1 und σ2. Wir ersetzen nun E durch E˜ sowie Fα durch
F˜α und identifizieren G(L/K) gema¨ß 2.3.3 mit einer Untergruppe von GL2(F3). Dann entsprechen
die Automorphismen σ1 und σ2 den Matrizen(
1 −1
1 1
)
und
(
1 0
0 −1
)
.
Hiermit lassen sich leicht die angegeben Relationen nachpru¨fen. 
Korollar 8.2.2 Die Darstellung piKα,β ist irreduzibel und besitzt den projektiven Typ D4.
Beweis: Weil G(L/K) offensichtlich nichtabelsch ist, folgt die Irreduzibilita¨t von piKα,β nach 3.1.7.
Die Galoisgruppe G(K(ϕ,E)/K) des projektiven Kernko¨rpers hat die Ordnung 8. Nach 1.6.1
kommt nur D4 als Isomorphietyp von G(K(ϕ,E)/K) in Betracht. 
Wir fixieren die Automorphismen σ1 und σ2 aus 8.2.1. Wegen ϕ+D˜+(ϕ+ D˜)
2
= γ˜+1 /∈ Q(K)
hat K(D˜ + ϕ)/K den Grad 2 und G(L/K(D˜ + ϕ)) die Ordnung 8. Weiter gilt
σ1(D˜ + ϕ) = σ1(E˜ + E˜2 + ϕ) = E˜ + ϕ+ (E˜ + ϕ)
2
+ ϕ+ 1 = D˜ + ϕ,
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woraus σ1 ∈ G(L/K(D˜ + ϕ)) folgt. Mit χK(D˜+ϕ) bezeichnen wir den eindeutig bestimmten Cha-
rakter von G(L/K(D˜ + ϕ)), fu¨r den χK(D˜+ϕ)(σ1) = e
1
4pii gilt.
Satz 8.2.3 Es gilt ρKα,β ∼= IndKK(D˜+ϕ)(χK(D˜+ϕ)).
Beweis: Weil piKα,β irreduzibel ist, muß auch ρ
K
α,β irreduzibel sein. Fu¨r jede ganze Zahl h definieren
wir den Charakter χh von G(L/K(D˜ + ϕ)) durch χh(σ1) = e
h
4 pii. Mit dieser Bezeichnung gilt
χK(D˜+ϕ) = χ1. Wir definieren weiter den zu χh konjugierten Charakter χ
σ2
h von G(L/K(D˜+ ϕ))
durch die Bedingung χσ2h (σ) = χh(σ
−1
2 σσ2) fu¨r alle σ ∈ G(L/K(D˜ + ϕ)). Durch Anwendung von
8.2.1 erhalten wir χσ2h = χ3h. Nach dem Kriterium von Mackey ist Ind
K
K(D˜+ϕ)
(χh) genau dann
irreduzibel, wenn χh 6= χσ2h ist. Diese Bedingung gilt z. B. fu¨r h = 1, 2 oder 5. Nach [22, Chap. 7,
Prop. 22] gilt die Formel
Tr(IndK
K(D˜+ϕ)
(χh)(σ1)) = χh(σ1) + χσ2h (σ1) = e
h
4 pii + e
3h
4 pii.
Daraus folgt
Tr(IndK
K(D˜+ϕ)
(χ1)(σ1)) =
√
2i
sowie
Tr(IndK
K(D˜+ϕ)
(χ2)(σ1)) = 0
und
Tr(IndK
K(D˜+ϕ)
(χ5)(σ1)) = −
√
2.
Also sind die induzierten Darstellungen von χ1, χ2 und χ5 paarweise nichtisomorph. Weil eine
Gruppe der Ordnung 16 ho¨chstens drei nichtisomorphe zweidimensionale Darstellungen besitzen
kann, muß sich ρKα,β unter diesen induzierten Darstellungen befinden. Ein Blick auf die Tabelle
von 3.4.3 liefert Tr(ρKα,β(σ1)) =
√
2i. Damit ist der Satz bewiesen. 
Wenn wir χK(D˜+ϕ) als Charakter von W (K
sep/K(D˜+ϕ)) auffassen und beachten, daß Twist
und Induktion vertauschen, erhalten wir das folgende Korollar.
Korollar 8.2.4 Es gilt piKα,β ∼= IndKK(D˜+ϕ)(Ω−1K(D˜+ϕ)χK(D˜+ϕ)).
Satz 8.2.5 Die Darstellung piKα,β ist verzweigt induziert.
Beweis: Wir mu¨ssen lediglich zeigen, daß es keinen Charakter von G(L/K(ϕ)) gibt, der ρKα,β
induziert. Wenn wirK durchK(ϕ) ersetzen, ko¨nnen wir 7.1.2 anwenden und erhalten das Ergebnis,
daß G(L/K(ϕ)) nichtabelsch ist. Folglich ko¨nnen die Elemente von G(L/K(ϕ)) nur die Ordnung 1,
2 oder 4 haben. Angenommen, es ga¨be einen Charakter χ von G(L/K(ϕ)) mit ρKα,β ∼= IndKK(ϕ)(χ).
Dann kann χ nur die Werte 1, −1, i und −i annehmen. Die Anwendung von [22, Chap. 7, Prop.
20] liefert die Aussage, daß Tr(ρKα,β(σ1)) eine Q-Linearkombination von {1, i} sein muß. Dies steht
im Widerspruch zu 3.4.3, wonach Tr(ρKα,β(σ1)) =
√
2i gilt. 
8.3 Fu¨hrer und minimale Twists
Lemma 8.3.1 Es gilt γ′ 6= 0.
Beweis: Wa¨re γ′ = 0, so mu¨ßte K(ϕ,D)/K unverzweigt vom Grad 4 sein. Folglich wa¨re die
Erweiterung K(ϕ,D)/K eine Galoiserweiterung mit zyklischer Galoisgruppe der Ordnung 4 und
G(K(ϕ,E)/K(ϕ,D)) ein Normalteiler von G(K(ϕ,E)/K) der Ordnung 2. Wegen der Isomorphie
G(K(ϕ,D)/K) ∼= G(K(ϕ,E)/K)/G(K(ϕ,E)/K(ϕ,D))
90
mu¨ßte G(K(ϕ,E)/K) ein Element der Ordnung 4 besitzen, das mit dem Erzeuger der Untergruppe
G(K(ϕ,E)/K(ϕ,D)) kommutiert und dessen erste 3 Potenzen alle nicht in G(K(ϕ,E)/K(ϕ,D))
liegen. Folglich wu¨rde G(K(ϕ,E)/K) von zwei miteinander kommutierenden Elementen erzeugt.
Dies ist ein Widerspruch zur Nichtkommutativita¨t von G(K(ϕ,E)/K). 
Lemma 8.3.2 Die Gruppe < σ21 > ist der einzige Normalteiler von G(L/K) der Ordnung 4.
Beweis: Wegen ord(σ1) = 8 gilt # < σ21 >= 4. Außerdem ist
σ2 < σ
2
1 > σ
−1
2 =< σ
6
1 >=< σ
2
1 > .
Hieraus folgt, daß < σ21 > ein Normalteiler ist.
Sei nun H ein Normalteiler von G(L/K) der Ordnung 4. Dann ist die Faktorgruppe aus
Kardinalita¨tsgru¨nden abelsch. Folglich entha¨lt H den Kommutator. Insbesondere gilt
σ21 = σ2σ1σ
−1
2 σ
−1
1 ∈ H.
Daraus folgt H =< σ21 >. 
Korollar 8.3.3 Es gilt νK(ϕ)(γ′) = νK(ϕ)(γ˜′).
Beweis: Im Fall γ˜ = γ gilt die Aussage trivialerweise. Deshalb nehmen wir γ˜ = ϕγ oder γ˜ = ϕ2γ
an. Nach 4.5.8 erhalten wir
νK(ϕ)(γ˜) = νK(ϕ)((ϕγ)′) = νK(ϕ)((ϕ2γ)′).
Weiter gilt σ21(ϕ) = ϕ und σ
2
1(E˜) = σ1(E˜ + ϕ) = E˜ + 1. Nach 4.1.6 und 4.5.4 folgt
iL/K(σ21) = d(K(E˜)/K(D˜))
= 1− νK(ϕ)
(
(ϕγ˜)′(ϕ2γ˜)′
γ˜′
)
= 1− νK(ϕ)(γ′).
Wir benutzen die Abku¨rzungen r := 1− νK(ϕ)(γ′) und s := 1− 2νK(ϕ)((ϕγ)′) + νK(ϕ)(γ′). Dann
gilt iL/K(σ21) = r.
Wa¨re nun νK(ϕ)(γ′) > νK(ϕ)(γ˜′), so ha¨tte man r < s. Die Anwendung von 4.1.12 und 4.5.9
lieferte die Isomorphie Gr(L/K) ∼= Z/4Z. Weil Gr(L/K) nach [21, Chap. IV, Prop. 1] ein Nor-
malteiler von G(L/K) ist, mu¨ßte Gr(L/K) =< σ21 > und somit iL/K(σ
2
1) > r gelten, was ein
Widerspruch ist. Also ist νK(ϕ)(γ′) ≤ νK(ϕ)(γ˜′). Wegen 4.5.7 folgt νK(ϕ)(γ′) = νK(ϕ)(γ˜′). 
Falls νK(ϕ)(γ′) > νK(ϕ)((ϕγ)′) ist, folgt γ˜ = γ. Im Fall νK(ϕ)(γ′) = νK(ϕ)((ϕγ)′) ko¨nnen wir γ
durch γ˜ ersetzen, ohne gegen 4.5.7 zu verstoßen. Wir ko¨nnen also ohne Einschra¨nkung annehmen,
daß γ˜ = γ ist.
Satz 8.3.4 Fu¨r den Fu¨hrer gilt
cond(piKα,β) = 1− νK(ϕ)((ϕγ)′) +
d(L/K(ϕ,E))− νK(ϕ)(γ′) + 1
2
.
Beweis: Nach 4.5.10 gilt
cond(piKα,β) = 2 +
4(d(L/K(E,ϕ))− νK(ϕ)(γ′)− 2νK(ϕ)((ϕγ)′)− 1)
e(L/K)
= 2 +
4(d(L/K(E,ϕ))− νK(ϕ)(γ′)− 2νK(ϕ)((ϕγ)′)− 1)
8
= 1− νK(ϕ)((ϕγ)′) +
d(L/K(E))− νK(ϕ)(γ′) + 1
2
.
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Korollar 8.3.5 Es gilt
cond(piKα,β) ≥ 2− 4νK(ϕ)((ϕγ)′) + νK(ϕ)(γ′).
Beweis: Durch Anwendung von 4.6.6 erha¨lt man
cond(piKα,β) ≥ 1− νK(ϕ)((ϕγ)′) +
1− 3νK(ϕ)( (ϕγ)
′(ϕ2γ)′
γ′ )− νK(ϕ)(γ′) + 1
2
= 2− νK(ϕ)((ϕγ)′) +
−6νK(ϕ)((ϕγ)′) + 2νK(ϕ)(γ′)
2
= 2− 4νK(ϕ)((ϕγ)′) + νK(ϕ)(γ′).

Fu¨r die weiteren Betrachtungen beno¨tigen wir den konjugierten Charakter
χσ2
K(D˜+ϕ)
: G(L/K(D˜ + ϕ)) −→ C∗
σ 7−→ χK(D˜+ϕ)(σ−12 σσ2).
Lemma 8.3.6 Es gilt
Kern
(
χK(D˜+ϕ)(χ
σ2
K(D˜+ϕ)
)−1
)
= G(L/K(ϕ,E)).
Beweis: Die Anwendung von 8.2.1 liefert
χσ2
K(D˜+ϕ)
(σ1) = χK(D˜+ϕ)(σ
−1
2 σ1σ2) = χK(D˜+ϕ)(σ
3
1).
Daraus folgt (
χK(D˜+ϕ)(χ
σ2
K(D˜+ϕ)
)−1
)
(σ1) = χK(D˜+ϕ)(σ
−2
1 ) = e
3pi
2 i.
Hieraus ergibt sich
Kern
(
χK(D˜+ϕ)(χ
σ2
K(D˜+ϕ)
)−1
)
= {σ41 , idL}.
Weil K(ϕ,E)/K(D˜+ϕ) die eindeutig bestimmte Zwischenerweiterung vom Grad 4 der zyklischen
Erweiterung L/K(D˜ + ϕ) ist, folgt die Aussage des Lemmas. 
Satz 8.3.7 Fu¨r den relativen Fu¨hrer gilt
condK(D˜+ϕ)/K(χK(D˜+ϕ)) = d(K(E˜)/K(D˜)).
Beweis: Wir ko¨nnen
χK(D˜+ϕ)
(
χσ
K(D˜+ϕ)
)−1
als injektiven Charakter der Galoisgruppe G(K(ϕ,E)/K(D˜ + ϕ)) auffassen. Diese Galoisgruppe
ist zyklisch der Ordnung 4 und wird erzeugt von σ˜1 := σ1|K(ϕ,E). Die eindeutig bestimmte qua-
dratische Zwischenerweiterung lautet K(ϕ, D˜) und ist unverzweigt, wa¨hrend K(ϕ,E)/K(ϕ, D˜)
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verzweigt ist. Die Anwendung von [21, Chap. IV, Prop. 2 und 4] liefert
condK(D˜+ϕ)/K(χK(D˜+ϕ)) = cond
(
χK((˜D)+ϕ)
(
χσ
K(D˜+ϕ)
)−1)
=
∞∑
i=0
#Gi(K(ϕ,E)/K(D˜ + ϕ))
#G0(K(ϕ,E)/K(D˜ + ϕ))
dimCGi(K(ϕ,E)/K(D˜+ϕ))
=
∞∑
i=0
#Gi(K(ϕ,E)/K(ϕ, D˜))
2
dimCGi(K(ϕ,E)/K(ϕ,D˜))
=
iK(ϕ,E)/K(ϕ,D˜)(σ˜1)−1∑
i=0
#Gi(K(ϕ,E)/K(ϕ, D˜))
2
=
iK(ϕ,E)/K(ϕ,D˜)(σ˜1)−1∑
i=0
1
= iK(ϕ,E)/K(ϕ,D˜)(σ˜1)
= d(K(ϕ,E)/K(ϕ, D˜))
= d(K(E˜)/K(D˜)).

Korollar 8.3.8 Fu¨r den minimalen Fu¨hrer gilt
condmin(piKα,β) = 2− νK(ϕ)(γ′)− 2νK(ϕ)((ϕγ)′).
Beweis: Nach 1.6.5 gilt
condmin(piKα,β) = 2d(K(D˜ + ϕ)/K) + d(K(E˜)/K(D˜))− 1.
Die Anwendung von 4.3.5 und 4.5.4 liefert die Ergebnisse
d(K(D˜ + ϕ)/K) = d(K(D˜)/K) = 1− νK(ϕ)((γ˜)′)
und
d(K(E˜)/K(D˜)) = 1− νK(ϕ)
(
(ϕγ˜)′(ϕ2γ˜)′
γ˜′
)
.
Insgesamt erha¨lt man
condmin(piKα,β) = 2(1− νK(ϕ)(γ˜)) + 1− νK(ϕ)
(
(ϕγ˜)′(ϕ2γ˜)′
γ˜′
)
− 1
= 2− νK(ϕ)(γ˜)− νK(ϕ)((ϕγ˜)′)− νK(ϕ)((ϕ2γ˜)′)
= 2− νK(ϕ)(γ′)− νK(ϕ)((ϕγ)′)− νK(ϕ)((ϕ2γ)′)
= 2− νK(ϕ)(γ′)− 2νK(ϕ)((ϕγ)′).

8.4 Berechnung von -Faktoren
Satz 8.4.1 Wir setzen n := 1− νK(γ˜′). Fu¨r jeden Charakter χ von W (Ksep/K) gilt
(χ⊗ piKα,β , ψK , dψKx) = 2fn(ResK(D˜+ϕ)K (χ)Ω−1K(D˜+ϕ)χK(D˜+ϕ), ψK(D˜+ϕ), dψK(D˜+ϕ)x).
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Beweis: Nach 7.4.4 gilt
λ(K(D˜ + ϕ)/K,ψK , dψK , dψK(D˜+ϕ)) = 2
fn.
Damit erhalten wir
(χ⊗ piKα,β , ψK , dψKx) = 2fn(χ⊗ IndKK(D˜+ϕ)(Ω−1K(D˜+ϕ)χK(D˜+ϕ)), ψK , dψKx)
= 2fn(ResK(D˜+ϕ)K (χ)Ω
−1
K(D˜+ϕ)
χK(D˜+ϕ), ψK(D˜+ϕ), dψK(D˜+ϕ)x).

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Kapitel 9
Primitive elliptische Kurven vom
A4-Typ
In diesem Kapitel befassen wir uns mit dem Fall [K(ϕ) : K] = 1, [K(ϕ, γ) : K(ϕ)] = 3 und
[K(ϕ,E) : K(ϕ, γ)] = 4.
9.1 Charakterisierung von β
Wir erinnern an die Bezeichnung Q(K) := {x+ x2 | x ∈ K}.
Satz 9.1.1 Es gilt genau dann [K(ϕ) : K] = 1, [K(ϕ, γ) : K(ϕ)] = 3 und [K(ϕ,E) : K(ϕ, γ)] = 4,
wenn f gerade ist und fu¨r jede dritte Wurzel γ˜ von β die Bedingungen γ˜ /∈ K und γ˜ /∈ Q(K(γ˜))
erfu¨llt sind.
Beweis: Zuna¨chst nehmen wir an, daß f gerade ist und fu¨r jede dritte Wurzel γ˜ die Bedingungen
γ˜ /∈ K und γ˜ /∈ Q(K(γ˜)) erfu¨llt sind. Dann gilt [K(ϕ) : K] = 1. Außerdem ist γ /∈ K und
γ /∈ Q(K(γ)). Daraus folgt [K(ϕ, γ) : K(ϕ)] = 3 und D /∈ K(ϕ). Wegen 2.4.4 erha¨lt man
[K(ϕ,E) : K(ϕ, γ)] = 4.
Wir nehmen nun [K(ϕ) : K] = 1, [K(ϕ, γ) : K(ϕ)] = 3 und [K(ϕ,E) : K(ϕ, γ)] = 4 an. Dann
ist f ungerade, und die dritten Wurzeln γ, ϕγ, ϕ2γ liegen alle außerhalb von K. Fu¨r i = 1, 2, 3 gilt
ϕiγ = ϕi(E + E4) = ϕiE + (ϕiE)4 = ϕiE + (ϕiE)
2
+ (ϕiE + (ϕiE)
2
)
2
.
Wa¨re nun ϕiγ ∈ Q(K(γ)), so la¨ge ϕiE + (ϕiE)2 in K(γ). Dies ist mit [K(ϕ,E) : K(ϕ, γ)] = 4
unvereinbar. Also liegt keine dritte Wurzel von β in Q(K(γ)). 
9.2 Die Brauerzerlegung von piKα,β
Fu¨r den Rest des Kapitels nehmen wir an, daß [K(ϕ) : K] = 1, [K(ϕ, γ) : K(ϕ)] = 3 und
[K(ϕ,E) : K(ϕ, γ)] = 4 gilt. Nach 2.4.1 ist [L : K(ϕ,E)] = 2, so daß L/K den Grad 24 hat.
Weil SL2(F3) die einzige Untergruppe von GL2(F3) der Ordnung 24 ist, ko¨nnen wir G(L/K) mit
SL2(F3) identifizieren.
Satz 9.2.1 Die Darstellung piα,β ist primitiv mit projektivem Typ A4.
Beweis: Nach 2.2.4 ist der projektive Kernko¨rper K(ϕ,E) = K(E) der Zerfa¨llungsko¨rper des
Polynoms X4+X3+ β u¨ber K. Folglich la¨ßt sich G(K(E)/K) als Untergruppe von S4 auffassen.
Wegen [K(E) : K] = 12 muß es sich dabei um eine Untergruppe vom Index 2 handeln. Weil A4
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die einzige Untergruppe von S4 vom Index 2 ist, hat piα,β den Typ A4. Daß piα,β primitiv ist, folgt
aus 1.6.2. 
Wir erinnern daran, daß x1 := (D + 1)E ist.
Lemma 9.2.2 Es gilt [K(x1) : K] = 4.
Beweis: Nach 2.2.3 ist x1 Nullstelle des Polynoms f := X4+X3+β. Daraus folgt [K(x1) : K] ≤ 4.
Wa¨re nun [K(x1) : K] < 4, so mu¨ßte f reduzibel sein. Damit ko¨nnte der Zerfa¨llungsko¨rper von
f u¨ber K ho¨chstens den Grad 6 haben. Nach 2.2.4 lautet dieser Zerfa¨llungsko¨rper K(E). Wegen
[K(E) : K] = 12 erhalten wir einen Widerspruch. Also gilt [K(x1) : K] = 4. 
Lemma 9.2.3 Es gilt G(L/K(x1)) ∼= Z/6Z. Dabei wird G(L/K(x1)) erzeugt von einem Auto-
morphismus σ1 mit σ1(ϕ) = ϕ, σ1(E) = ϕE + ϕ+ 1 und σ1(Fα) = Fα + 1.
Beweis: Wegen K(ϕ) = K gilt σ(ϕ) = ϕ fu¨r alle σ ∈ G(L/K). Mit Hilfe der Tabelle von 2.2.8
lassen sich leicht die 24 Elemente von G(L/K) beschreiben. Hierunter befindet sich auch ein
Automorphismus σ1 mit σ1(E) = ϕE + ϕ + 1 und σ1(Fα) = Fα + 1. Nach der Tabelle von 2.3.3
entspricht σ1 der Matrix ( −1 1
0 −1
)
.
Weil es sich hierbei um eine obere Dreiecksmatrix handelt, folgt σ1 ∈ G(L/K(x1)) nach 2.3.4.
Außerdem la¨ßt sich leicht verifizieren, daß σ1 die Ordnung 6 hat. Wegen [K(x1) : K] = 4 gilt
[L : K(x1)] = 6. Daraus folgt G(L/K(D)) =< σ1 >. 
Fu¨r die weiteren Betrachtungen sei χK(D) ein injektiver Charakter von G(L/K(D)) und χK(x1)
der eindeutig bestimmte Charakter von G(L/K(x1)) mit χK(x1)(σ1) = −1.
Satz 9.2.4 Es gilt
ρKα,β ⊕ IndKK(x1)(χK(x1)) ∼= IndKK(D)(χK(D)).
Beweis: (Vgl. [11, Lemma 5.1.1.]) Nach 7.2.2 gilt
IndK(γ)K(D)(χK(D)) ∼= ρK(γ)α,β ,
wobei ρK(γ)α,β irreduzibel nach 7.1.2 und 3.1.7 ist. Im folgenden bezeichnen wir fu¨r jede Unter-
gruppe G von G(L/K) mit (·, ·)G die Verkettungszahlen zweier Darstellungen von G. Sei θ ein
Charakter von G(L/K) mit Kern(θ) = G(L/K(γ)). WeilK(γ) als Zerfa¨llungsko¨rper des Polynoms
X3 + β eine Galoiserweiterung ist, muß es einen solchen Charakter geben. Unter Anwendung der
Frobeniusreziprozita¨t erhalten wir die Aussage(
θi ⊗ ρKα,β , IndKK(D)(χK(D))
)
G(L/K)
=
(
ρ
K(γ)
α,β , Ind
K(γ)
K(D)(χK(D))
)
G(L/K(γ))
= 1
fu¨r i = 0, 1 und 2. Daraus folgt
IndKK(D)(χK(D)) = ρ
K
α,β ⊕ (θ ⊗ ρKα,β)⊕ (θ2 ⊗ ρKα,β).
Wegen [K(x1) : K] = 4 und [K(γ) : K] = 3 mu¨ssen die Identita¨ten K(x1) ∩K(γ) = K und
[K(x1)K(γ) : K] = 12 gelten. Andererseits gilt K(x1),K(γ) ⊂ K(E) und [K(E) : K] = 12.
Daraus folgt K(x1)K(γ) = K(E). Insgesamt erhalten wir die Identita¨ten
G(L/K(x1))G(L/K(γ)) = G(L/K)
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und
G(L/K(x1)) ∩G(L/K(γ)) = G(L/K(E)).
Nach [22, Chap. 7, Prop. 22] gilt
ResK(γ)K (Ind
K
K(x1)(χK(x1)))
∼= IndK(γ)K(E)(ResK(E)K(x1)(χK(x1))).
Daraus folgt (
IndKK(D)(χK(D)), Ind
K
K(x1)(χK(x1))
)
G(L/K)
=
(
ρ
K(γ)
α,β , Ind
K(γ)
K(E)(Res
K(E)
K(x1)
(χK(x1)))
)
G(L/K(γ))
=
(
ρ
K(E)
α,β ,Res
K(E)
K(x1)
(χK(x1))
)
G(L/K(E))
.
Weiter gilt G(L/K(E)) =< σ2 >, wobei σ2(ϕ) = ϕ, σ2(E) = E und σ2(Fα) = Fα + 1 ist. Unter
Anwendung von 3.4.3 erhalten wir
(
IndKK(D)(χK(D)), Ind
K
K(x1)(χK(x1))
)
G(L/K)
=
1
2
1∑
i=0
Tr(ρK(E)α,β (σ
i
2))χK(x1)(σ
i
2)
=
1
2
(2− 2(−1))
= 2.
Also besitzen IndKK(D)(χK(D)) und Ind
K
K(x1)(χK(x1)) zwei gemeinsame irreduzible Summanden.
Wa¨re ρKα,β ein Summand von Ind
K
K(x1)(χK(x1)), so mu¨ßte(
ρKα,β , Ind
K
K(x1)(χK(x1))
)
G(L/K)
=
(
ρ
K(x1)
α,β , χK(x1)
)
G(L/K(x1))
6= 0
sein. Folglich ga¨be es einen Charakter χ von G(L/K(x1)) mit ρ
K(x1)
α,β = χK(x1)⊕χ. Unter Anwen-
dung von 3.4.3 erga¨be sich daraus
χ(σ1) = Tr(ρK(x1)(σ1))− χK(x1)(σ1)
= 1− (−1)
= 2.
Weil dies ein Widerspruch ist, kann ρKα,β kein Summand von Ind
K
K(x1)(χK(x1)) sein. Daraus folgt
IndKK(x1)(χK(x1))
∼= (θ ⊗ ρKα,β)⊕ (θ2 ⊗ ρKα,β).
Hieraus ergibt sich die Aussage des Satzes. 
Wenn wir χK(D) als Charakter der Weilgruppe W (Ksep/K(D)) und χK(x1) als Charakter von
W (Ksep/K(x1)) auffassen, erhalten wir das folgende Korollar.
Korollar 9.2.5 Es gilt
piKα,β ⊕ IndKK(x1)(Ω−1K(x1)χK(x1)) ∼= Ind
K
K(D)(Ω
−1
K(D)χK(D)).
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9.3 Fu¨hrer und minimale Twists
Lemma 9.3.1 Es gilt γ′ 6= 0.
Beweis: Weil G(K(E)/K) ∼= A4 keine Elemente der Ordnung 4 hat, kann G(K(E)/K(γ)) nicht
isomorph zu Z/4Z sein. Folglich ist die Erweiterung K(E)/K(γ) verzweigt. Wa¨re nun γ′ = 0,
so mu¨ßte K(D)/K(γ) unverzweigt sein. Somit wa¨re K(D)/K die maximale zahm verzweigte
Zwischenerweiterung von K(E)/K und mu¨ßte insbesondere eine Galoiserweiterung sein.
Wegen (D +D2)3 = β und [K(D) : K] = 6 ist
f := (X2 +X)3 + β = X6 +X5 +X4 +X3 + β
das Minimalpolynom von D u¨ber K. Außerdem gilt f(Dϕ) = 0 und f(Dϕ2) = 0. Folglich liegen
Dϕ und Dϕ2 in der galoisschen Hu¨lle von K(D)/K. Man beachte nun, daß
ϕDϕ + ϕ2Dϕ2 = ϕ(ϕE + (ϕE)2) + ϕ2(ϕ2E + (ϕ2E)2) = ϕ2E + ϕE = E
gilt. Wa¨re nun K(D)/K eine Galoiserweiterung, so mu¨ßte auch E in K(D) liegen, was wegen
[K(E) : K(γ)] = 4 ein Widerspruch ist. Also gilt γ′ 6= 0. 
Satz 9.3.2 Es gilt νK(γ)(γ′) = νK(γ)((ϕγ)′).
Beweis: Wa¨re νK(γ)(γ′) > νK(γ)((ϕγ)′), so erga¨be sich unter Anwendung von 4.5.9 die Unglei-
chung
d(K(E)/K(D)) = 1− 2νK(γ)((ϕγ)′) + νK(γ)(γ′)
> 1− νK(γ)(γ′)
= d(K(E)/K(Dϕ)).
Nach 4.1.12 folgte Gr(L/K) ∼= Z/4Z fu¨r r := d(K(E)/K(D)). Andererseits ist Gr(L/K) nach [21,
Chap. IV, Prop. 1] ein Normalteiler von G(L/K), und es gilt die Isomorphie G(L/K) ∼= SL2(F3).
Nach A.9 besitzt SL2(F3) aber keinen Normalteiler der Ordnung 4. Somit erhalten wir einen
Widerspruch und damit die Aussage des Satzes.
Lemma 9.3.3 Fu¨r die Ko¨rpererweiterung K(γ)/K gilt
e(K(γ)/K) =
{
1, falls 3 | νK(β)
3, falls 3 6 | νK(β).
Beweis: Dieser Sachverhalt folgt direkt aus 4.4.2. 
Korollar 9.3.4 Fu¨r den Fu¨hrer gilt
cond(piKα,β) =
{
1
2 (3 + d(L/K(E))− 3νK(γ)(γ′)), falls 3 | νK(β)
1
6 (11 + d(L/K(E))− 3νK(γ)(γ′)), falls 3 6 | νK(β).
Beweis: Wir wenden 4.5.10 an. Im Fall 3 | νK(β) erhalten wir
cond(piKα,β) = 2 +
4(d(L/K(E))− νK(γ)(γ′)− 2νK(γ)((ϕγ)′)− 1)
e(L/K)
= 2 +
4(d(L/K(E))− 3νK(γ)(γ′)− 1)
8
=
3 + d(L/K(E))− 3νK(γ)(γ′)
2
.
98
Im Fall 3 6 | νK(β) gilt
cond(piKα,β) = 2 +
4(d(L/K(E))− νK(γ)(γ′)− 2νK(γ)((ϕγ)′)− 1)
e(L/K)
= 2 +
4(d(L/K(E))− 3νK(γ)(γ′)− 1)
24
=
11 + d(L/K(E))− 3νK(γ)(γ′)
6
.

Nun berechnen wir den minimalen Fu¨hrer.
Satz 9.3.5 Es gilt
condmin(piKα,β) = 2−
3
e(K(γ)/K)
νK(γ)(γ′).
Beweis: Wir befassen uns zuna¨chst mit den ho¨heren Verzweigungsgruppen des projektiven Kern-
ko¨rpers. Wegen γ′ 6= 0 gilt #G1(L/K) = 8 nach 4.1.12 und 4.5.9. Aus Gradgru¨nden muß K(γ)/K
die maximale zahm verzweigte Zwischenerweiterung von L/K und damit auch von K(E)/K sein.
Somit gilt G1(K(E)/K) = G(K(E)/K(γ)). Fu¨r alle σ ∈ G1(K(E)/K) \ {idK(E)} muß
γ = σ(γ) = σ(E + E4) = σ(E) + σ(E)4
gelten. Daraus folgt σ(E) ∈ {E + 1, E + ϕ,E + ϕ + 1}. Damit lassen sich nun die 4 Elemente
von G1(K(E)/K) vollsta¨ndig beschreiben. Es gibt eindeutig bestimmte Elemente σ1, σ2, σ3 von
G1(K(E)/K) \ {idK(E)} mit σ1(E) = E + 1, σ2(E) = E + ϕ und σ3(E) = E + ϕ+ 1. Nach 1.6.6
gilt
condmin(piKα,β) = 2 +
3
e(K(γ)/K)
max
{
r ∈ N | Gr(K(E))/K 6= {idK(E)}
}
= 2 +
3
e(K(γ)/K)
(
min
{
r ∈ N | Gr(K(E))/K = {idK(E)}
}− 1)
= 2 +
3
e(K(γ)/K)
(
max
{
iK(E)/K(σ1), iK(E)/K(σ2), iK(E)/K(σ3)
}− 1) .
Nach [21, Chap IV, Prop. 3] gilt
iK(E)/K(σi) =
1
2
∑
g∈G(L/K)
g|K(E)=σi
iL/K(g).
Die Anwendung von 4.1.6, 4.1.10 und 4.1.11 liefert
iK(E)/K(σ1) = d(K(E)/K(D)),
iK(E)/K(σ2) = d(K(E)/K(Dϕ)),
iK(E)/K(σ3) = d(K(E)/K(Dϕ2)).
Mit 4.5.9 erhalten wir
condmin(piKα,β) = 2 +
3
e(K(γ)/K)
(−2νK(γ)((ϕγ)′) + νK(γ)(γ′))
= 2− 3
e(K(γ)/K)
νK(γ)(γ′).

Die Kombination von mit 9.3.5 und 9.3.3 liefert das folgende Korollar.
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Korollar 9.3.6 Es gilt
condmin(piKα,β) =
{
2− 3νK(γ)(γ′), falls 3 | νK(β)
2− νK(γ)(γ′), falls 3 6 | νK(β).
9.4 Berechnung von -Faktoren
Satz 9.4.1 Es gilt
λ(K(D)/K,ψK , dψKx, dψK(D)x) = λ(K(x1)/K,ψK , dψKx, dψK(x1)x).
Beweis: (Vgl. [11, Lemma 5.1.3.].) Weil K(γ) der Zerfa¨llungsko¨rper des Polynoms X3 + β u¨ber
K ist, ist K(γ)/K galoissch. Die Erweiterung K(D)/K(γ) ist galoissch, weil sie den Grad 2 hat.
Sei θK ein Charakter von W (Ksep/K) mit Kern(θK) =W (Ksep/K(γ)) und θK(γ) der Charakter
von W (Ksep/K(D)) mit Kern(θK(γ)) =W (Ksep/K(D)). Dann gilt
IndKK(D)(1K(D)) ∼= IndKK(γ)(IndK(γ)K(D)(1K(D)))
∼= IndKK(γ)(1K(γ) ⊕ θK(γ))
∼= IndKK(γ)(1K(γ))⊕ IndKK(γ)(θK(γ))
∼= 1K ⊕ θK ⊕ θ2K ⊕ IndKK(γ)(θK(γ)).
Wir fassen nun θK und IndKK(γ)(θK(γ)) als Darstellungen von G(K(E)/K) ∼= A4 auf. Aufgrund
der Frobeniusreziprozita¨t gilt(
θiK , Ind
K
K(γ)(θK(γ))
)
G(K(E)/K)
=
(
1K(γ), θK(γ)
)
G(K(E)/K(γ))
= 0
fu¨r i = 0, 1 und 2. Weil A4 nur drei eindimensionale Darstellungen besitzt (siehe z. B. [22, Chap.
5.7]), folgt die Irreduzibilita¨t von IndKK(γ)(θK(γ)).
Wegen
G(K(E)/K(γ))G(K(E)/K(x1)) = G(K(E)/K)
und
G(K(E)/K(γ)) ∩G(K(E)/K(x1)) = {idK(E)}
gilt
ResK(x1)K (Ind
K
K(γ)(θK(γ))) ∼= IndK(x1)K(E) (ResK(E)K(γ) (θK(γ))) ∼= IndK(x1)K(E) (1K(E))
nach [22, Chap. 7, Prop. 22]. Daraus folgt(
IndKK(x1)(1K(x1)), Ind
K
K(γ)(θK(γ))
)
G(K(E)/K)
=
(
1K(x1), Ind
K(x1)
K(E) (1K(E))
)
G(K(E)/K(x1))
=
(
1K(E), 1K(E)
)
{idK(E)}
= 1.
Wegen (
IndKK(x1)(1K(x1)), 1K
)
G(K(E)/K)
=
(
1K(x1), 1K(x1)
)
G(K(E)/K(x1))
= 1
ergibt sich die Aussage
IndKK(x1)(1K(x1))
∼= 1K ⊕ IndKK(γ)(θK(γ)).
Insgesamt erhalten wir
IndKK(D)(1K(D)) = θK ⊕ θ2K ⊕ IndKK(x1)(1K(x1)).
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Daraus folgt
λ(K(D)/K,ψK , dψKx, dψK(D)x)
λ(K(x1)/K,ψK , dψKx, dψK(x1)x)
=
(IndKK(D)(1K(D)), ψK , dψKx)
(1K(D), ψK(D), dψK(D)x)
(1K(x1), ψK(x1), dψK(x1)x)
(IndKK(x1)(1K(x1)), ψK , dψKx)
= (θK , ψK , dψKx)(θ
2
K , ψK , dψKx)
(1K(x1), ψK(x1), dψK(x1)x)
(1K(D), ψK(D), dψK(D)x)
.
Wegen
(θK , ψK , dψKx) = (θK , ψK , dψKx)
= (θ2K , ψK , dψKx)
liefert die Anwendung von 1.5.5 die Gleichung
(θK , ψK , dψKx)(θ
2
K , ψK , dψKx) = | (θK , ψK , dψKx) |2
= q−cond(ψK)+cond(θK)
=
{
1, falls K(γ)/K unverzweigt ist
q, falls K(γ)/K verzweigt ist.
Wir erinnern daran, daß q die Elementanzahl des Restklassenko¨rpers von K ist. Wir wa¨hlen nun
c1 ∈ K(x1) mit νK(x1) = −cond(ψK(x1)) und c2 in K(D) mit νK(D)(c2) = −cond(ψK(D)). Wegen
[K(E) : K] = 12, e(K(E)/K(γ)) = 4, [K(x1) : K] = 4 und K(x1) ⊂ K(E) muß die Erweiterung
K(x1)/K voll verzweigt sein. Die Erweiterung K(D)/K dagegen hat den Tra¨gheitsgrad 3 oder 1,
je nachdem ob K(γ)/K unverzweigt ist oder nicht. Unter Anwendung von 1.5.3 erhalten wir
(1K(x1), ψK(x1), dψK(x1)x) = ω
−1
K(x1)
(c1)
∫
OK(x1)
1 dψK(x1)x
= qνK(x1)(c1)q
1
2 cond(ψK(x1))
= q−
1
2 cond(ψK(x1))
= q
1
2d(K(x1)/K)
und
(1K(D), ψK(D), dψK(D)x) = ω
−1
K(D)(c2)
∫
OK(D)
1 dψK(D)x
=
{
q
3
2d(K(D)/K), falls K(γ)/K unverzweigt ist
q
1
2d(K(D)/K), falls K(γ)/K verzweigt ist.
Aufgrund der Transitivita¨t der Differente gilt
d(K(E)/K) = d(K(E)/K(x1)) + e(K(E)/K(x1))d(K(x1)/K)
= d(K(E)/K(x1)) + e(K(γ)/K)d(K(x1)/K).
Hieraus ergibt sich
d(K(x1)/K) =
d(K(E)/K)− d(K(E)/K(x1))
e(K(γ)/K)
=
d(K(E)/K(D)) + 2d(K(D)/K)− d(K(E)/K(x1))
e(K(γ)/K)
=
d(K(E)/K(D)) + 2d(K(D)/K(γ)) + 4d(K(γ)/K)− d(K(E)/K(x1))
e(K(γ)/K)
.
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Nach 4.5.4 und 9.3.2 gilt
d(K(E)/K(D)) = 1− νK(γ)
(
(ϕγ)′(ϕ2γ)′
γ′
)
= 1− νK(γ)(γ′)
= d(K(D)/K(γ)).
Falls K(γ)/K unverzweigt ist, so ist auch K(E)/K(x1) unverzweigt. Daraus folgt
d(K(E)/K(D)) = 3d(K(D)/K(γ)) = 3d(K(D)/K).
Insgesamt erha¨lt man
λ(K(D)/K,ψK , dψKx, dψK(D)x)
λ(K(x1)/K,ψK , dψKx, dψK(x1)x)
=
q
1
2d(K(x1)/K)
q
3
2d(K(D)/K)
= 1.
Wir betrachten nun den Fall, daß K(γ)/K verzweigt ist. Dann ist auch K(E)/K(x1) verzweigt
von Grad 3. Nach [21, Chap. III, Prop. 13] gilt
d(K(γ)/K) = d(K(E)/K(x1)) = 2.
Daraus folgt
d(K(x1)/K) = d(K(D)/K(γ)) + 2.
Insgesamt erha¨lt man
λ(K(D)/K,ψK , dψKx, dψK(D)x)
λ(K(x1)/K,ψK , dψKx, dψK(x1)x)
= q
q
1
2d(K(x1)/K)
q
1
2d(K(D)/K)
= q
q
1
2 (d(K(D)/K(γ))+2)
q
1
2 (d(K(D)/K(γ))+2·2)
= 1.

Korollar 9.4.2 Fu¨r jeden Charakter χ von W (Ksep/K) gilt
(χ⊗ piKα,β , ψK , dψKx) =
(ResK(D)K (χ)Ω
−1
K(D)χK(D), ψK(D), dψK(D)x)
(ResK(x1)K (χ)Ω
−1
K(x1)
χK(x1), ψK(x1), dψK(x1)x)
.
Beweis: Aus 9.2.5 folgt
(χ⊗ piKα,β)⊕ IndKK(x1)
(
ResK(x1)K (χ)Ω
−1
K(x1)
χK(x1)
) ∼= IndKK(D) (ResK(D)K (χ)Ω−1K(D)χK(D)) .
Die Anwendung von 1.5.2 und 9.4.1 liefert das gewu¨nschte Resultat. 
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Kapitel 10
Primitive elliptische Kurven vom
S4-Typ
Fu¨r dieses gesamte Kapitel nehmen wir den Fall [K(ϕ) : K] = 2, [K(ϕ, γ) : K(ϕ)] = 3 und
[K(ϕ,E) : K(ϕ, γ)] = 4 an. Nach 5.1.3 und 5.1.4 ist dies genau dann der Fall, wenn f ungerade,
νK(β) nicht durch 3 teilbar ist und es kein α˜ ∈ K gibt mit β = α˜+ α˜2 + α˜3 + α˜3. Nach 2.4.1 gilt
[L : K(ϕ,E)] = 2, so daß L/K den gro¨ßtmo¨glichen Grad 48 hat. Gema¨ß der Tabelle von 2.3.3
identifizieren wir G(L/K) mit GL2(F3).
10.1 Die Brauerzerlegung von piKα,β
Satz 10.1.1 Die Darstellung piKα,β ist primitiv mit projektivem Typ S4.
Beweis: Nach 2.2.4 ist der projektive Kernko¨rper K(ϕ,E) von piKα,β der Zerfa¨llungsko¨rper des
Polynoms X4+X3+β u¨berK. Folglich la¨ßt sich G(K(ϕ,E)/K) als Untergruppe von S4 auffassen.
Wegen [K(ϕ,E) : K] = 24 folgt G(K(ϕ,E)/K) ∼= S4. Nach 1.6.2 muß piKα,β primitiv sein. 
Wir erinnern daran, daß x1 = (D + 1)E ist.
Lemma 10.1.2 Es gilt [K(x1, Fα) : K(x1)] = 2.
Beweis:Wegen Fα+F 2α = x1+α gilt [K(x1, Fα) : K(x1)] ≤ 2. Wa¨re nun [K(x1, Fα) : K(x1)] = 1,
so mu¨ßte Fα ∈ K(x1) ⊂ K(ϕ,E) sein und L/K ko¨nnte nicht den maximalen Grad 48 haben. Also
gilt [K(x1, Fα) : K(x1)] = 2. 
Wir bezeichnen nun mit χK(x1) den eindeutig bestimmten Charakter von G(L/K(x1)), der
G(L/K(x1, Fα)) als Kern besitzt.
Lemma 10.1.3 Es gilt G(L/K(D + ϕ)) ∼= Z/8Z. Dabei wird G(L/K(D + ϕ)) von einem Auto-
morphismus σ erzeugt mit σ(ϕ) = ϕ+ 1, σ(E) = E + ϕ+ 1 und σ(Fα) = Fα + ϕE.
Beweis: Wegen
σ(D + ϕ) = σ(E + E2 + ϕ) = E + ϕ+ 1 + (E + ϕ+ 1)2 + ϕ+ 1 = E + E2 + ϕ = D + ϕ
folgt σ ∈ G(L/K(D + ϕ)). Weil σ der Matrix(
1 1
−1 1
)
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entspricht, la¨ßt sich leicht verifizieren, daß σ die Ordnung 8 hat. Andererseits gilt
[L : K(D + ϕ)] = [L : K(ϕ,D)][K(ϕ,D) : K(D + ϕ)] ≤ 8.
Daraus folgt G(L/K(D + ϕ)) =< σ >. 
Fu¨r die weiteren Betrachtungen sei χK(D+ϕ) der eindeutig bestimmte injektive Charakter von
G(L/K(D + ϕ)) mit χK(D+ϕ)(σ) = e
pi
4 i.
Satz 10.1.4 Es gilt
ρKα,β ⊕ IndKK(x1)(χK(x1)) ∼= IndKK(D+ϕ)(χK(D+ϕ)).
Beweis: Sei B diejenige Untergruppe von GL2(F3), die der Galoisgruppe G(L/K(x1)) entspricht,
und H diejenige Untergruppe von GL2(F3), die der Galoisgruppe G(L/K(D+ϕ)) entspricht. Wir
fassen χK(x1) als Charakter von B und χK(D+ϕ) als Charakter von H auf. Nach 2.3.4 ist B die
Gruppe der oberen Dreiecksmatrizen. Aus 10.1.3 und 2.3.3 folgt
H =<
(
1 1
−1 1
)
> .
Zuna¨chst zeigen wir, daß IndKK(x1)(χK(x1)) irreduzibel ist. Nach [17, Th. 7.1] gibt es zwei
Charaktere µ, µ′ von F∗3 mit
χK(x1)(
(
a c
0 b
)
) = µ(a)µ′(b)
fu¨r alle a, b ∈ F∗3 und c ∈ F3. Sei σ ∈ G(L/K(x1)) der Automorphismus, der der Matrix( −1 0
0 −1
)
entspricht. Dann gilt σ(Fα) = Fα + 1 Daraus ergibt sich
χK(x1)(
( −1 0
0 −1
)
) = −1.
Insbesondere ist µ(−1)µ′(−1) = −1 und somit µ 6= µ′. Nach [17, Th. 8.12] folgt, daß die vierdi-
mensionale Darstellung IndKK(x1)(χK(x1)) irreduzibel ist.
Indem wir die Potenzen des Erzeugers von H ausrechnen und nachpru¨fen, welche dieser Ma-
trizen obere Dreiecksmatrizen sind, erhalten wir
H ∩B =
{(
1 0
0 1
)
,
( −1 0
0 −1
)}
.
Außerdem verifizieren wir leicht, daß χK(x1) und χK(D+ϕ) auf H ∩B u¨bereinstimmen. Nach [16,
Th. 3] muß die Verkettungszahl von IndKK(x1)(χK(x1)) und Ind
K
K(D+ϕ)χK(D+ϕ) mindestens 1 sein.
Folglich ist IndKK(x1)(χK(x1)) ein Summand von Ind
K
K(D+ϕ)(χK(D+ϕ)).
Nach 8.2.3 gilt ρK(γ)α,β ∼= IndK(γ)K(D+ϕ)(χK(D+ϕ)). Hierbei ist ρK(γ)α,β irreduzibel nach 8.2.2. Auf-
grund der Frobeniusreziprozita¨t erhalten wir fu¨r die Verkettungszahl der Darstellungen ρK(γ)α,β und
IndKK(D+ϕ)(χK(D+ϕ)) die Identita¨t(
ρKα,β , Ind
K
K(D+ϕ)(χK(D+ϕ))
)
G(L/K)
=
(
ρ
K(γ)
α,β , Ind
K(γ)
K(D+ϕ)(χK(D+ϕ))
)
G(L/K(γ))
= 1.
Also ist auch ρKα,β ein Summand von Ind
K
K(D+ϕ)(χK(D+ϕ)).
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Aus Dimensionsgru¨nden erha¨lt man
ρKα,β ⊕ IndKK(x1)(χK(x1)) ∼= IndKK(D+ϕ)(χK(D+ϕ)).

Wenn wir χK(D+ϕ) als Charakter von W (Ksep/K(D + ϕ)) und χK(x1) als Charakter von
W (Ksep/K(x1)) auffassen, erhalten wir das folgende Korollar.
Korollar 10.1.5 Es gilt
piKα,β ⊕ IndKK(x1)(Ω−1K(x1)χK(x1)) ∼= Ind
K
K(D+ϕ)(Ω
−1
K(D+ϕ)χK(D+ϕ)).
10.2 Fu¨hrer und minimale Twists
Zuna¨chst verweisen wir darauf, daß nach 9.3.1 die Ungleichung γ′ 6= 0 gilt. Hieraus erhalten wir
e(L/K(ϕ, γ)) = 8.
Lemma 10.2.1 Es gilt νK(ϕ,γ)(γ′) = νK(ϕ,γ)((ϕγ)′).
Beweis: Wenn wir K durch K(ϕ) ersetzen, befinden wie uns in der Situation von Kapitel 9.
Folglich ko¨nnen wir 9.3.2 anwenden und erhalten so die Aussage des Lemmas. 
Lemma 10.2.2 Es gilt e(K(ϕ, γ)/K) = 3.
Beweis: Weil K(ϕ)/K unverzweigt ist, kann K(ϕ, γ)/K nur den Verzweigungsgrad 1 oder 3
haben. Andererseits ist K(ϕ, γ) der Zerfa¨llungsko¨rper des Polynoms X3 + β u¨ber K und folglich
eine Galoiserweiterung, deren Galoisgruppe sich als eine Untergruppe von S3 auffassen la¨ßt. Wegen
[K(ϕ, γ) : K] = 6 folgt G(K(ϕ, γ)/K) ∼= S3. Weil diese Gruppe nicht zyklisch ist, kann K(ϕ, γ)/K
nicht unverzweigt sein. 
Satz 10.2.3 Fu¨r den Fu¨hrer gilt
cond(piKα,β) =
11 + d(L/K(ϕ,E))− 3νK(ϕ,γ)(γ′)
6
.
Beweis: Weil der Fu¨hrer nur durch die Operation der Verzweigungsgruppen bestimmt wird, gilt
cond(piKα,β) = cond(pi
K(ϕ)
α,β ). Also ko¨nnen wir 9.3.4 anwenden und erhalten die gewu¨nschte Formel
fu¨r cond(piKα,β). 
Satz 10.2.4 Fu¨r den minimalen Fu¨hrer gilt
condmin(piKα,β) = 2− νK(ϕ,γ)(γ′).
Beweis: Wir wa¨hlen einen Charakter χ von W (Ksep/K), so daß cond(χ⊗piKα,β) = condmin(piKα,β)
gilt. Weil K(ϕ)/K unverzweigt ist, gilt
cond(χ⊗ piKα,β) = cond
(
ResK(ϕ)K (χ⊗ piKα,β)
)
= cond
(
ResK(ϕ)K (χ)⊗ piK(ϕ)α,β
)
.
Nach [27] ist der Fu¨hrer eines Twists einer primitiven irreduziblen zweidimensionalen Darstellung
genau dann minimal, wenn er ungerade ist. Weil piK(ϕ)α,β nach 9.2.1 primitiv ist, folgt
condmin(piKα,β) = condmin(pi
K(ϕ)
α,β ).
Hieraus ergibt sich die gewu¨nschte Aussage durch Anwendung von 9.3.6. 
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10.3 Berechnung von -Faktoren
Satz 10.3.1 Es gilt
λ(K(D)/K,ψK , dψKx, dψK(D)x) = λ(K(x1)/K,ψK , dψKx, dψK(x1)x).
Beweis: Sei θK(γ) der eindeutig bestimmte Charakter von W (Ksep/K(γ)), der W (Ksep/K(D))
als Kern besitzt. Dann gilt
IndKK(D)(1K(D)) ∼= IndKK(γ)(IndK(γ)K(D)(1K(D)))
∼= IndKK(γ)(1K(γ) ⊕ θK(γ))
∼= IndKK(γ)(1K(γ))⊕ IndKK(γ)(θK(γ)).
Sei nun θK der eindeutig bestimmte Charakter von W (Ksep/K), der W (Ksep/K(ϕ)) als Kern
besitzt, und θK(ϕ) ein Charakter von W (Ksep/K(ϕ)) mit Kern(θK(ϕ)) = W (Ksep/K(ϕ, γ)). Fu¨r
die folgenden Betrachtungen verweisen wir darauf, daß K(ϕ, γ)/K eine Galoiserweiterung ist, und
fassen θK als Charakter von G(K(ϕ, γ)/K(ϕ)) auf. Dann gilt(
IndKK(ϕ)(θK(ϕ)), Ind
K
K(γ)(1K(γ))
)
G(K(ϕ,γ)/K)
=
(
ResK(γ)K (Ind
K
K(ϕ)(θK(ϕ))), 1K(γ)
)
G(K(ϕ,γ)/K(γ))
=
(
IndK(γ)K(ϕ,γ)(1K(ϕ,γ))), 1K(γ)
)
G(K(ϕ,γ)/K(γ))
= 1.
Wegen (
1K , IndKK(γ)(1K(γ))
)
G(K(ϕ,γ)/K)
= 1
erhalten wir
IndKK(D)(1K(D)) ∼= 1K ⊕ IndKK(ϕ)(θK(ϕ))⊕ IndKK(γ)(θK(γ)).
Wir fassen nun θK und IndKK(γ)(θK(γ)) als Darstellungen von G(K(ϕ,E)/K) ∼= S4 auf. Nach
[22, Chap. 5.8] hat S4 nur zwei eindimensionale Darstellungen. Wegen(
θK , IndKK(γ)(θK(γ))
)
G(K(ϕ,E)/K)
=
(
ResK(γ)K (θK), θK(γ)
)
G(K(ϕ,E)/K(γ))
= 0
und (
1K , IndKK(γ)(θK(γ))
)
G(K(ϕ,E)/K)
=
(
1K(γ), θK(γ)
)
G(K(ϕ,E)/K(γ))
= 0
folgt die Irreduzibilita¨t von IndKK(γ)(θK(γ)).
Aufgrund der Identita¨ten
G(K(ϕ,E)/K(x1))G(K(ϕ,E)/K(γ)) = G(K(ϕ,E)/K(E))
und
G(K(ϕ,E)/K(x1)) ∩G(K(ϕ,E)/K(γ)) = G(K(ϕ,E)/K)
erhalten wir
ResK(x1)K (Ind
K
K(γ)(θK(γ))) ∼= IndK(x1)K(E) (ResK(E)K(γ) (θK(γ))) ∼= IndK(x1)K(E) (1K(E))
nach [22, Chap. 7, Prop. 22]. Daraus folgt(
IndKK(x1)(1K(x1)), Ind
K
K(γ)(θK(γ))
)
G(K(ϕ,E)/K)
=
(
1K(x1), Ind
K(x1)
K(E) (1K(E))
)
G(K(ϕ,E)/K(x1))
=
(
1K(E), 1K(E)
)
G(K(ϕ,E)/K(E))
= 1.
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Wegen (
1K , IndKK(x1)(1K(x1))
)
G(K(ϕ,E)/K)
= 1
erhalten wir
IndKK(x1)(1K(x1))
∼= 1K ⊕ IndKK(γ)(θK(γ)).
Insgesamt haben wir damit
IndKK(D)(1K(D)) ∼= IndKK(ϕ)(θK(ϕ))⊕ IndKK(x1)(1K(x1))
gezeigt. Daraus folgt
λ(K(D)/K,ψK , dψKx, dψK(D)x)
λ(K(x1)/K,ψK , dψKx, dψK(x1)x)
=
(IndKK(D)(1K(D)), ψK , dψKx)
(1K(D), ψK(D), dψK(D)x)
(1K(x1), ψK(x1), dψK(x1)x)
(IndKK(x1)(1K(x1)), ψK , dψKx)
= (IndKK(ϕ)(θK(ϕ)), ψK , dψK )
(1K(x1), ψK(x1), dψK(x1)x)
(1K(D), ψK(D), dψK(D)x)
.
Fu¨r die folgenden Betrachtungen wa¨hlen wir c1 ∈ K(x1) mit νK(x1)(c1) = −cond(ψK(x1)) und
c2 ∈ K(D) mit νK(D)(c2) = −cond(ψK(D)). Weil e(L/K) = 24 und K(ϕ)/K unverzweigt ist, muß
K(E)/K voll verzweigt sein. Insbesondere sind die beiden Erweiterungen K(x1)/K und K(D)/K
voll verzweigt. Unter Anwendung von 1.5.3 erhalten wir
(1K(x1), ψK(x1), dψK(x1)x) = ω
−1
K(x1)
(c1)
∫
OK(x1)
1 dψK(x1)x
= qνK(x1)(c1)q
1
2 cond(ψK(x1))
= q−
1
2 cond(ψK(x1))
= q
1
2d(K(x1)/K)
und
(1K(D), ψK(D), dψK(D)x) = ω
−1
K(D)(c2)
∫
OK(D)
1 dψK(D)x
= q
1
2d(K(D)/K).
Wir erinnern daran, daß q die Elementanzahl des Restklassenko¨rpers von K ist. Weil K(E)/K(x1)
den Verzweigungsgrad 3 hat, erhalten wir aufgrund der Transitivita¨t der Differente die Identita¨t
d(K(E)/K) = d(K(E)/K(x1)) + 3d(K(x1)/K).
Hieraus folgt
d(K(x1)/K) =
d(K(E)/K)− d(K(E)/K(x1))
3
=
d(K(E)/K(D)) + 2d(K(D)/K)− d(K(E)/K(x1))
3
=
d(K(E)/K(D)) + 2d(K(D)/K(γ)) + 4d(K(γ)/K)− d(K(E)/K(x1))
3
.
Nach [21, Chap. III, Prop. 13] gilt d(K(γ)/K) = 2 und d(K(E)/K(x1)) = 2. Die Anwendung von
4.5.4 und 9.3.2 liefert
d(K(E)/K(D)) = 1− νK(γ)
(
(ϕγ)′(ϕ2γ)′
γ′
)
= 1− νK(γ)(γ′)
= d(K(D)/K(γ)).
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Damit erhalten wir
d(K(x1)/K) = d(K(D)/K(γ)) + 2.
Dies liefert uns das Zwischenergebnis
(1K(x1), ψK(x1), dψK(x1)x)
(1K(D), ψK(D), dψK(D)x)
=
q
1
2d(K(x1)/K)
q
1
2d(K(D)/K)
=
q
1
2 (d(K(D)/K(γ))+2)
q
1
2 (d(K(D)/K(γ))+2·2)
= q−1.
Unter Anwendung von 5.4.1 erhalten wir
(IndKK(ϕ)(θK(ϕ)), ψK , dψKx) = λ(K(ϕ)/K,ψK , dψKx, dψK(ϕ)x)(θK(ϕ), ψK(ϕ), dψK(ϕ)x)
= (θK(ϕ), ψK(ϕ), dψK(ϕ)x).
Wir fassen nun θK(ϕ) als Charakter von K(ϕ)∗ auf. Weil K(ϕ, γ)/K(ϕ) voll verzweigt vom Grad
3 ist, gilt θK(ϕ)(T ) = 1 und θK(ϕ)(1 + pK(ϕ)) = 1. Daraus folgt
(IndKK(ϕ)(θK(ϕ)), ψK , dψKx) =
∫
T−1O∗
K(ϕ)
θK(ϕ)(x)ψK(ϕ)(x) dψK(ϕ)x
=
∫
T−1
⊎
a∈F∗
q2
a(1+pK(ϕ))
θK(ϕ)(x)ψK(ϕ)(x) dψK(ϕ)x
=
∑
a∈F∗
q2
∫
aT−1(1+pK(ϕ))
θK(ϕ)(x)ψK(ϕ)(x) dψK(ϕ)x
=
∑
a∈F∗
q2
∫
aT−1(1+pK(ϕ))
θK(ϕ)(a)ψK(ϕ)(aT−1) dψK(ϕ)x
=
∑
a∈F∗
q2
θK(ϕ)(a)ψK(ϕ)(aT−1)
∫
aT−1+OK(ϕ)
1 dψK(ϕ)x
=
∑
a∈F∗
q2
θK(ϕ)(a)ψK(ϕ)(aT−1).
Wir definieren nun den Charakter ψ∗ von F4 durch die Vorschrift b 7−→ (−1)Tr
F2
F4
(b). Dann gilt
ψK(ϕ)(aT−1) = ψ∗(Tr
F4
Fq2
(a))
fu¨r alle a ∈ Fq2 . Weiter sei e ein zyklischer Erzeuger von F∗q2 und ϕ˜ := NF4Fq2 (e). Wegen der
Surjektivita¨t von NF4N q2 muß ϕ˜ eine primitive dritte Einheitswurzel sein. Sei nun θ
∗ der eindeutig
bestimmte Charakter von F4 mit θ∗(ϕ˜) = θK(ϕ)(e). Dann gilt
θK(ϕ)(a) = θ∗(N
F4
Fq2
(a))
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fu¨r alle a ∈ Fq2 . Unter Anwendung von [14, Lemma 7.7] erhalten wir
(IndKK(ϕ)(θK(ϕ)), ψK , dψKx) =
∑
a∈F∗
q2
θ∗(a)ψ∗(a)
=
∑
a∈F∗4
θ∗(a)ψ∗(a)
[Fq2 :F4]
=
(
θ∗(ϕ)ψ∗(ϕ) + θ∗(ϕ2)ψ∗(ϕ2) + θ∗(1)ψ∗(1)
)[Fq2 :F4]
=
(−θ∗(ϕ)− (θ∗(ϕ))2 + 1)[Fq2 :F4]
= 2[Fq2 :F4]
= q.
Insgesamt erhalten wir damit
λ(K(D)/K,ψK , dψKx, dψK(D)x)
λ(K(x1)/K,ψK , dψKx, dψK(x1)x)
= q−1q = 1.

Korollar 10.3.2 Fu¨r jeden Charakter χ von W (Ksep/K) gilt
(χ⊗ piKα,β , ψK , dψKx) =
(ResK(D)K (χ)Ω
−1
K(D)χK(D), ψK(D), dψK(D)x)
(ResK(x1)K (χ)Ω
−1
K(x1)
χK(x1), ψK(x1), dψK(x1)x)
.
Beweis: Aus 10.1.5 folgt
(χ⊗ piKα,β)⊕ IndKK(x1)
(
ResK(x1)K (χ)Ω
−1
K(x1)
χK(x1)
) ∼= IndKK(D) (ResK(D)K (χ)Ω−1K(D)χK(D)) .
Die Anwendung von 1.5.2 und 10.3.1 liefert das gewu¨nschte Resultat. 
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Kapitel 11
Schlußbemerkung
Wir erinnern daran, daß die Darstellung piKα,β im Fall νK(β) < 0 genau dann irreduzibel ist, wenn
G(L/K) nichtabelsch ist (s. 3.1.7). In 2.4.6 sind in Tabellenform alle Fa¨lle aufgelistet, in denen
G(L/K) nichtabelsch ist. Diese Tabelle haben wir in den Kapiteln 5-10 abgearbeitet. Somit haben
wir alle Fa¨lle abgehandelt, in denen piKα,β irreduzibel ist. In allen diesen Fa¨llen ist es uns gelungen,
den projektiven Typ von piKα,β zu bestimmen. Wenn der projektive Typ von pi
K
α,β eine Diedergrup-
pe ist (Kap. 5-8) haben wir eine quadratische Erweiterung M/K und einen Charakter χM von
W (Ksep/M) bestimmt, der die Darstellung piKα,β induziert. In den Fa¨llen, in denen pi
K
α,β vom Typ
A4 oder S4 ist, konnten wir eine Brauerzerlegung im Sinne von 1.1.3 angeben. Daru¨ber hinaus
haben wir in allen Fa¨llen die zugeho¨rigen λ-Faktoren ausgerechnet, so daß wir insgesamt (zumin-
dest prinzipiell) die -Faktoren aller Twists bestimmen ko¨nnen. Weil der Determinantencharakter
von piKα,β schon a priori bekannt ist (s. 1.10.6), haben wir es geschafft, den Isomorphietyp von pi
K
α,β
vollsta¨ndig zu bestimmen.
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Anhang A
Die abgeleitete Reihe von GL2(F3)
Weil wir keine geeignete Referenz gefunden haben, wollen wir kurz auf die abgeleitete Reihe
von GL2(F3) eingehen. Dabei verwenden wir fu¨r die auftretenden Kommutatorgruppen eckige
Klammern [, ] und erlauben uns, das Element( −1 0
0 −1
)
mit −1 zu bezeichnen.
Bezeichnung A.1 In GL2(F3) zeichnen wir folgende Elemente aus:
A :=
(
1 −1
0 1
)
, B :=
(
1 1
1 −1
)
, C :=
(
0 −1
1 0
)
.
Lemma A.2 Es gilt
(i) B2 = C2 = −1,
(ii) ord(A) = 3, ord(B) = ord(C) = 4,
(iii) CB = −CB,
(iv) ABA−1 = C, ACA−1 = CB,
(v) A ∈ [GL2(F3), GL2(F3)] und B,C ∈ [SL2(F3), SL2(F3)].
Beweis: Die Aussagen (i) bis (iv) lassen sich durch einfache Rechnungen verifizieren. Damit bleibt
nur noch (v) zu zeigen. Wegen
A =
(
1 1
0 1
)(
1 0
0 −1
)(
1 1
0 1
)−1( 1 0
0 −1
)−1
folgt A ∈ [GL2(F3), GL2(F3)]. Außerdem gilt
B :=
(
1 1
0 1
)( −1 0
1 −1
)(
1 1
0 1
)−1( −1 0
1 −1
)−1
und
C :=
(
1 1
0 1
)(
1 1
1 −1
)(
1 1
0 1
)−1( 1 1
1 −1
)−1
,
womit man wegen (
1 1
0 1
)
,
( −1 0
1 −1
)
,
(
1 1
1 −1
)
∈ SL2(F3)
die Aussage B,C ∈ [SL2(F3), SL2(F3)] erha¨lt. 
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Satz A.3 Es gilt < B,C >= {BiCj | i = 0, 1, und j = 0, 1, . . . , 3}.
Beweis: Wegen der Vertauschungsrelation BC = −CB haben alle Elemente von < B,C > die
Form BiCj . Weil ord(B) = ord(C) = 4 ist, ko¨nnen i und j in {0, 1, 2, 3} gewa¨hlt werden. Aufgrund
der Relation B2 = C2 kann man zusa¨tzlich i ∈ {0, 1} annehmen. 
Das folgende Korollar erha¨lt man, indem man nun die Elemente der Form explizit BiCj be-
rechnet.
Korollar A.4 Es gilt
< B,C >= {
(
1 0
0 1
)
,
( −1 0
0 −1
)
,
(
0 1
−1 0
)
,
(
0 −1
1 0
)
,
(
1 1
1 −1
)
,( −1 −1
−1 1
)
,
( −1 1
1 1
)
,
(
1 −1
−1 −1
)
}.
Korollar A.5 Jede echte Untergruppe von < B,C > ist zyklisch.
Beweis: Fu¨r alle j = 0, 1, 2, 3 gilt
BCjBCj = BB(−1)jCjCj = −1(−1)j(−1)j = −1.
Außerdem gilt C2 = −1. Also hat < B,C > mindestens fu¨nf Elemente, deren Ordnung gro¨ßer als
2 ist. Sei nun H eine echte Untergruppe von < B,C >. Dann kann H nur dann nicht zyklisch
sein, wenn #H = 4 ist. In diesem Fall besa¨ße < B,C > mindestens vier verschiedene Elemente,
deren Ordnung kleiner oder gleich 2 ist. 
Satz A.6 Es gilt < A,B,C >= SL2(F3).
Beweis: Wegen A,B,C ∈ SL2(F3) gilt < A,B,C >⊂ SL2(F3). Wegen ord(A) = 3 muß
A /∈< A,B,C > sein. Daraus folgt # < A,B,C >≥ 8. Weil #SL2(F3) = 24 ist, erha¨lt man
< A,B,C >= SL2(F3). 
Korollar A.7 Es gilt [GL2(F3), GL2(F3)] = SL2(F3).
Beweis: Die Relation ⊂ gilt wegen der Multiplikativita¨t der Determinantenabbildung. Mit A.6
und A.2(v) erha¨lt man die Gleichheit. 
Satz A.8 Es gilt < B,C >= [SL2(F3), SL2(F3)].
Beweis:Wegen < A,B,C >= SL2(F3) und den Relationen ABA−1 = C und ACA−1 = CB muß
< B,C > ein Normalteiler von SL2(F3) sein. Die zugeho¨rige Faktorgruppe hat den Grad 3 und
ist somit abelsch. Also gilt < B,C >⊃ [SL2(F3), SL2(F3)]. Wegen B,C ∈ [SL2(F3), SL2(F3)]
erha¨lt man die Gleichheit. 
Korollar A.9 Die Gruppe SL2(F3) hat keinen Normalteiler der Ordnung 4.
Beweis: Wir nehmen an, SL2(F3) ha¨tte einen Normalteiler H der Ordnung 4. Dann mu¨ßte
insbesondere AHA−1 = H sein. Wegen ord(A) = 3 erhielte man die Aussage, daß < A,H > als
Untergruppe von SL2(F3) die Ordnung 12 und damit den Index 2 ha¨tte. Also wa¨re < A,H >
ein Normalteiler mit abelscher Faktorgruppe und enthielte die Kommutatorgruppe < B,C > von
SL2(F3), was nicht sein kann, weil diese Untergruppe von der Ordnung 8 ist. 
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Satz A.10 Es gilt {1,−1} = [< B,C >,< B,C >].
Beweis: Wegen CBC−1B−1 = −BCC−1B−1 = −1 gilt {1,−1} ⊂ [< B,C >,< B,C >].
Andererseits gilt fu¨r alle x = BiCj , y = BkCl ∈< B,C > die Identita¨t
xyx−1y−1 = BiCjBkClC−jB−iC−lB−k
= BiBkCj(−1)jkClC−jC−lB−i(−1)ilB−k
= (−1)jk+il.
Daraus folgt {1,−1} = [< B,C >,< B,C >]. 
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Anhang B
Die Darstellung ρµ5 von GL2(F3)
Fu¨r jede Matrix A ∈ GL2(F3) bezeichnen wir mit [A] ihre Konjugationsklasse. Nach [17, §5] hat
A ∈ GL2(F3) folgende Konjugationsklassen:[(
1 0
0 1
)]
,
[( −1 0
0 −1
)]
,
[(
1 1
0 1
)]
,
[( −1 1
0 −1
)]
,[(
1 0
0 −1
)]
,
[(
0 1
1 −1
)]
,
[(
0 1
1 1
)]
,
[(
0 −1
1 0
)]
.
Hierbei werden die ersten fu¨nf Konjugationsklassen durch Jordanmatrizen repra¨sentiert, wa¨hrend
die Vertreter der letzten drei Konjugationsklassen von der Form(
0 −aa¯
1 a+ a¯
)
mit a ∈ F9 sind. Diese haben jeweils die Eigenwerte a und a¯, wobei a¯ ∈ F9 das zu a u¨ber F3
konjugierte Element sein soll. Indem man nun explizit das charakteristische Polynom und ggf.
noch das Minimalpolynom berechnet, la¨ßt sich jede Matrix von GL2(F3) einer der angegebenen
Konjugationsklassen zuordnen. Wir geben nur das Ergebnis an.
Satz B.1 Es gilt
•
[(
1 0
0 1
)]
=
{(
1 0
0 1
)}
,
•
[( −1 0
0 −1
)]
=
{( −1 0
0 −1
)}
,
•
[(
1 1
0 1
)]
=
{(
1 1
0 1
)
,
(
1 −1
0 1
)
,
(
1 0
1 1
)
,
(
1 0
−1 1
)
,
( −1 −1
1 0
)
,( −1 1
−1 0
)
,
(
0 −1
1 −1
)
,
(
0 1
−1 −1
)}
,
•
[( −1 1
0 −1
)]
=
{( −1 −1
0 −1
)
,
( −1 1
0 −1
)
,
( −1 0
−1 −1
)
,
( −1 0
1 −1
)
,(
1 1
−1 0
)
,
(
1 −1
1 0
)
,
(
0 1
−1 1
)
,
(
0 −1
1 1
)}
,
•
[(
1 0
0 −1
)]
=
{(
1 0
0 −1
)
,
(
1 0
1 −1
)
,
(
1 1
0 −1
)
,
(
1 0
−1 −1
)
,
(
1 −1
0 −1
)
,( −1 0
0 1
)
,
( −1 0
−1 1
)
,
( −1 −1
0 1
)
,
( −1 0
1 1
)
,
( −1 1
0 1
)}
,
114
•
[(
0 1
1 −1
)]
=
{(
0 1
1 −1
)
,
(
0 −1
−1 −1
)
,
(
1 1
−1 1
)
,
(
1 −1
1 1
)
,
( −1 1
1 0
)
,( −1 −1
−1 0
)}
,
•
[(
0 1
1 1
)]
=
{(
0 1
1 1
)
,
(
0 −1
−1 1
)
,
(
1 1
1 0
)
,
(
1 −1
−1 0
)
,
( −1 1
−1 −1
)
,( −1 −1
1 −1
)}
,
•
[(
0 −1
1 0
)]
=
{(
0 −1
1 0
)
,
(
0 1
−1 0
)
,
(
1 1
1 −1
)
,
(
1 −1
−1 −1
)
,
( −1 −1
−1 1
)
,( −1 1
1 1
)}
.
Wenn nun µ5 : GL2(F3) −→ C∗ der eindeutig bestimmte Charakter ist mit µ5(1 +
√−1) = ei 4pi8
und ρµ5 die zugeho¨rige cuspidale Darstellung, so erhalten wir die folgende Aussage nach [17, S.
70].
Satz B.2 Die Spurabbildung Tr(ρµ5) von ρµ5 ist durch folgende Tabelle gegeben:
Konjugationsklasse Wert von Tr(ρµ5)[(
1 0
0 1
)]
2[( −1 0
0 −1
)]
−2[(
1 1
0 1
)]
−1[( −1 1
0 −1
)]
1[(
1 0
0 −1
)]
0[(
0 1
1 −1
)] √
2i[(
0 1
1 1
)]
−√2i[(
0 −1
1 0
)]
0
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