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Abstract
We prove a refinement of the flat wall theorem of Robertson and Seymour to undirected
group-labelled graphs (G, γ) where γ assigns to each edge of an undirected graph G an element
of an abelian group Γ. As a consequence, we prove that Γ-nonzero cycles (cycles whose edges
sum to a non-identity element of Γ) satisfy the half-integral Erdo˝s-Po´sa property, and we also
recover a result of Wollan that, if Γ has no element of order two, then Γ-nonzero cycles satisfy
the Erdo˝s-Po´sa property. As another application, we prove that if m is an odd prime power,
then cycles of length ℓ mod m satisfy the Erdo˝s-Po´sa property for all integers ℓ. This partially
answers a question of Dejter and Neumann-Lara from 1987 on characterizing all such integer
pairs (ℓ,m).
1 Introduction
Erdo˝s and Po´sa showed in [6] that cycles satisfy an approximate packing-covering duality; that is,
there exists a function f(k) = O(k log k) such that, in every graph, if the maximum size of a set
of disjoint cycles (a packing) is less than k, then the minimum size of a vertex set intersecting all
cycles (a cover or hitting set) is at most f(k).
This result has generated extensive activity in the literature on whether various families of
graphs satisfy a similar approximate duality. We now say more generally that a family F of graphs
satisfies the (resp. half-integral) Erdo˝s-Po´sa property if there exists a function fF : N → N such
that, for every graph G, if the maximum size of a (resp. half-integral) packing of subgraphs in F is
less than k, then G contains a hitting set for F of size at most fF(k). We refer to [8] for a recent
survey on the Erdo˝s-Po´sa property and also to [1] for a collection of results on families of cycles
and paths.
Group-labelled graphs provide a general framework in which many Erdo˝s-Po´sa problems can be
studied simultaneously. In particular, Huynh, Joos, and Wollan [7] proved a structure theorem for
directed group-labelled graphs and obtained as special cases that the Erdo˝s-Po´sa property holds
for the families of cycles, S-cycles (cycles intersecting some fixed vertex set S), S1-S2-cyles (cycles
intersecting two fixed vertex sets S1 and S2), and cycles not homologous to zero in graphs embedded
on an orientable surface. Furthermore, their structure theorem describes the canonical obstructions
to such cycles satisfying the Erdo˝s-Po´sa property, which in turn proves the half-integral Erdo˝s-Po´sa
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property of more general families including odd cycles, odd S-cycles, and cycles not homologous to
zero in graphs embedded on a nonorientable surface.
The framework of directed group-labelled graphs, however, does not seem to address an impor-
tant class of graph families, namely of cycles and paths with modularity constraints with modulus
greater than 2. To this end, we consider undirected group-labelled graphs which will be the focus
of this paper.
Let Γ be an abelian group with additive operation and identity 0. A Γ-labelled graph is an
ordered pair (G, γ) where G is an undirected graph and γ : E(G) → Γ is a Γ-labelling of G. The
weight of a cycle C in G is defined as γ(C) :=
∑
e∈E(C) γ(e) and we say that a C is Γ-nonzero
if γ(C) 6= 0. The restriction to abelian groups is necessary here since whether or not a cycle is
Γ-nonzero may not be well-defined with nonabelian groups.
In the context of Erdo˝s-Po´sa problems, studying cycles with constraints modulo m is equivalent
to studying cycles in Z/mZ-labelled graphs: Given a graph G, there is a natural Z/mZ-labelling γ
of G where we set γ(e) = 1 for all e ∈ E(G). Conversely, given a Z/mZ-labelled graph (G, γ) we
can define an unlabelled graph G′ obtained from G by replacing each edge e ∈ E(G) with a path
of length γ(e) mod m. Both operations preserve the weights or lengths of cycles modulo m.
Our main contribution is a structure theorem for undirected group-labelled graphs (Theorem
2.10) analogous to that of Huynh, Joos, and Wollan (Theorem 22 in [7]) in the directed setting. As
one consequence, we recover a result of Wollan [16] that, if Γ is an abelian group with no element of
order two, then the family of Γ-nonzero cycles in undirected Γ-labelled graphs satisfies the Erdo˝s-
Po´sa property. In particular, if m > 0 is an odd integer, then the family of cycles of length 6≡ 0
mod m satisfy the Erdo˝s-Po´sa property. This also implies that S-cycles satisfy the Erdo˝s-Po´sa
property (set Γ = Z and label an edge 1 if it is incident to S and 0 otherwise).
If Γ has an element g of order two, then such a conclusion is not possible. Consider the n×n-grid
with vertex set [n]× [n] (defined in section 2.5) and label all edges 0. Add the edge (1, i)(n, n−i+1)
with label g for each i ∈ [k]. The resulting graph can be embedded on the projective plane such
that a cycle is Γ-nonzero if and only if it is a one-sided closed curve, hence there does not exist two
disjoint Γ-nonzero cycles. On the other hand, it is not difficult to see that there also does not exist
a hitting set (for Γ-nonzero cycles) with less than n vertices. Since the minimum size of a hitting
set can be arbitrarily large in relation to the maximum size of a packing, this shows that the family
of Γ-nonzero cycles does not satisfy the Erdo˝s-Po´sa property if Γ has an element of order two.
Another consequence of Theorem 2.10 is that this is essentially the only obstruction. In partic-
ular, if Γ = Z/2Z, then this (essentially) recovers a theorem of Reed (Theorem 1 in [9]) that every
graph contains either k disjoint odd cycles, a bounded hitting set for odd cycles, or a large Escher
wall which is a projective planar grid-like graph similar to this construction. Also note that this
projective planar graph contains a large half-integral packing of Γ-nonzero cycles. This gives the
following theorem.
Theorem 1.1. Let Γ be an abelian group. Then the family of Γ-nonzero cycles satisfies the half-
integral Erdo˝s-Po´sa property. Moreover, if Γ has no element of order two, then the family of
Γ-nonzero cycles satisfies the Erdo˝s-Po´sa property.
In particular, if m is an even positive integer, then the family of cycles of length 6≡ 0 mod m
satisfies the half-integral Erdo˝s-Po´sa property.
As another application, we consider the following question of Dejter and Neumann-Lara from
1987:
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Question 1.2 (Question 4 in [5]). For which pairs of positive integers (ℓ,m) does the family of
cycles of length ℓ mod m satisfy the Erdo˝s-Po´sa property?
Thomassen [14] proved that, for all positive integers m, the family of cycles of length 0 mod m
satisfies the Erdo˝s-Po´sa property. On the other hand, Dejter and Neumann-Lara gave infinitely pairs
(ℓ,m) where the Erdo˝s-Po´sa property fails (Theorem 3 in [5]). Their argument can be rephrased
as follows. Consider the projective planar n× n-grid construction with Γ = Z/mZ. Give the label
ℓ to all edges of the form (1, i)(n, n− i+ 1), and label all other edges 0. Then there does not exist
a hitting set (for cycles of weight ℓ) with less than n vertices. Now if the order of ℓ in Γ is even,
then all cycles of weight ℓ are one-sided closed curves on the projective plane, so no two such cycles
are disjoint. Therefore, for all pairs (ℓ,m) where ℓ 6≡ 0 mod m and ℓ has even order in Z/mZ, the
family of cycles of length ℓ mod m does not satisfy the Erdo˝s-Po´sa property.
Notice that, in all such pairs, the modulus m is even. For odd m, Question 1.2 has remained
open for all ℓ 6≡ 0 mod m, even for m = 3. Using Theorem 2.10, we prove the following:
Theorem 1.3. Let m be an odd prime power. Then for all integers ℓ, the family of cycles of length
ℓ mod m satisfies the Erdo˝s-Po´sa property.
We remark on a further application of Theorem 2.10. Given a vertex set A, an A-path is a
nontrivial path that intersects A at exactly its endpoints. It is known that A-paths of even length
satisfy the Erdo˝s-Po´sa property [1]. Bruhn and Ulmer [2] showed that the same is true for A-paths
of length 0 mod 4, which is particularly interesting because, for all other composite moduli m,
A-paths of length 0 mod m do not satisfy the Erdo˝s-Po´sa property as shown in [1]. They then
asked the question of whether A-paths of length 0 mod p for a fixed odd prime p satisfy the Erdo˝s-
Po´sa property (Problem 22 in [2]). We show in [13] using Theorem 2.10 that, indeed, the family
of A-paths of length 0 mod p for prime p satisfies the Erdo˝s-Po´sa property, thereby characterizing
all abelian groups Γ and elements ℓ ∈ Γ for which the family of A-paths of weight ℓ satisfies the
Erdo˝s-Po´sa property.
Theorem 2.10 is a refinement the flat wall theorem of Robertson and Seymour [11] to undirected
group-labelled graphs, and is analogous to the aforementioned structure theorem of Huynh, Joos,
and Wollan for directed group-labelled graphs. While the outline of our proof of Theorem 2.10
closely resembles their proof, there are (in some places significant) technical complications in dealing
with undirected group-labelled graphs that are absent in the directed setting. Upon giving the
necessary definitions to state Theorem 2.10, we sketch the outline of its proof (see section 2.7) and
point out where the complications occur.
The remainder of the paper is organized as follows. Section 2 gives the preliminaries and the
statement of Theorem 2.10. We then prove Theorems 1.1 and 1.3 in section 3. Sections 4 and 5
deal with the two outcomes of the flat wall theorem and provide the main technical lemmas, which
are then combined to deduce Theorem 2.10 in section 6.
2 Preliminaries
All graphs and group-labelled graphs are assumed to be undirected unless explicitly stated other-
wise. Graphs may have loops and parallel edges. Let G be a graph and A,B ⊆ V (G). An A-path
is a nontrivial path in G such that both endpoints are in A and no internal vertex is in A. An
A-B-path is a (possibly trivial) path in G such that one endpoint is in A, the other endpoint is in
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B, and the path is internally disjoint from A∪B. If A or B are singletons, say A = {a} or B = {b}
or both, then we also refer to such a path as an a-B-path, an A-b-path, or an a-b-path respectively.
Let F be a family of graphs. An F-packing of size k is a set of k (vertex-)disjoint graphs in
F , and a half-integral F-packing of size k is a set of 2k graphs in F such that every vertex occurs
in at most two graphs. Clearly, an F -packing of size k is also a half-integral one. In a graph G, a
vertex set Z ⊆ V (G) is an F-hitting set if G−Z does not contain a subgraph in F . We simply say
packing or hitting set if the family F is clear from context.
We say that F satisfies the (half-integral) Erdo˝s-Po´sa property if for every positive integer k,
there exists a constant f(k) such that every graph G contains either an (half-integral) F -packing
of size k or an F -hitting set Z with |Z| ≤ f(k). In this case we say that f is an (half-integral)
Erdo˝s-Po´sa function for F . These definitions extend in the obvious way to families of group-labelled
graphs.
The family of Γ-nonzero A-paths satisfy the Erdo˝s-Po´sa property as shown by Wollan:
Theorem 2.1 (Theorem 1.1 in [17]). Let Γ be an abelian group. Then for all k ∈ N and Γ-labelled
graph (G, γ) with A ⊆ V (G), either there exist k disjoint nonzero A-paths or there exists X ⊆ V (G)
with |X | ≤ 50k4 − 4 such that (G−X, γ) does not contain a nonzero A-path.
We remark that the theorem stated in [17] gives the bound |X | ≤ 50k4, but such a small
difference is clearly negligible in its proof in [17], and it will be convenient in some of our calculations.
2.1 Group-labelled graphs
Let (G, γ) be a Γ-labelled graph. The weight of a subgraph H ⊆ G is γ(H) =
∑
e∈E(H) γ(e). We
say that H is Γ-zero or Γ-nonzero (or simply zero or nonzero respectively if Γ is clear from context)
if γ(H) = 0 or γ(H) 6= 0 respectively. A Γ-labelled graph is Γ-bipartite if it does not contain a
Γ-nonzero cycle.
Let (G, γ) be a Γ-labelled graph and let g ∈ Γ be such that 2g = 0. Given a vertex v ∈ V (G),
define a new Γ-labelling γ′ of G where
γ′(e) =
{
γ(e) + g if e is incident with v
γ(e) if e is not incident with v
We call this operation shifting at v by g. Since 2g = 0, this preserves the weights of cycles and also
of paths which do not contain v as an endpoint. We say that (G, γ1) and (G, γ2) are shift-equivalent
if one can be obtained from the other by a sequence of shifting operations.
Let 0 denote the Γ-labelling that labels all edges 0. Clearly, if (G, γ) is shift-equivalent to (G,0),
then (G, γ) is Γ-bipartite. The converse also holds if G is 3-connected. First, we need the following
lemma.
Lemma 2.2. Let Γ be an abelian group and let (G, γ) be a Γ-labelled graph such that 2γ(e) = 0 for
all e ∈ E(G). If (G, γ) is Γ-bipartite, then (G, γ) is shift-equivalent to (G,0).
Proof. We proceed by induction on |E(G)|. If |E(G)| = 0 then there is nothing to prove. Otherwise
let e = uv ∈ E(G). Then (G− e, γ) is also Γ-bipartite so there is a sequence of shift operations in
(G, γ) resulting in a Γ-labelling γ′ such that γ′(f) = 0 for all f ∈ E(G) − e. If e is a bridge in G,
then we obtain (G,0) by possibly shifting by γ′(e) at each vertex in one side of the bridge e (here
we use the assumption that 2γ(e) = 0). Otherwise, e belongs to a cycle. But since shift operations
preserve weights of cycles and (G, γ) is Γ-bipartite, it follows that γ′ = 0.
4
Lemma 2.3. Let Γ be an abelian group and let (G, γ) be a Γ-labelled graph such that G is 3-
connected and (G, γ) is Γ-bipartite. Then (G, γ) is shift-equivalent to (G,0).
Proof. Let e = uv be an edge of G. Since G is 3-connected, G − e contains two internally disjoint
u-v-paths P1 and P2. Then the three cycles in P1∪P2∪{e} each have weight 0, so γ(e) = −γ(P1) =
−γ(P2) and 2γ(e) = 0. The conclusion now follows from Lemma 2.2.
The following basic lemma will be used several times throughout this paper:
Lemma 2.4. Let Γ be an abelian group, (G, γ) a Γ-labelled graph, and let C be a cycle in G. Let
w1, w2, w3 be three distinct vertices on C and let Qi denote the wj-wk-path in C that is disjoint
from wi, where {j, k} = [3]− i.
(a) If 2γ(Q1) 6= 0, then for some j ∈ {2, 3} the two w1-wj-paths in C have different weights.
(b) If C is nonzero, then for some distinct pair i, j ∈ [3], the two wi-wj-paths in C have different
weights.
Proof. If the two w1-w2-paths in C have the same weight, then γ(Q3) = γ(Q1) + γ(Q2). If the
two w1-w3-paths in C also have the same weight, then γ(Q2) = γ(Q1) + γ(Q3). Adding the two
equalities gives 2γ(Q1) = 0, proving (a). If, in addition, the two w2-w3-paths in C have the same
weight, then γ(Q1) = γ(Q2)+γ(Q3). Adding the three equalities gives γ(Q1)+γ(Q2)+γ(Q3) = 0,
proving (b).
In particular, if C is a nonzero cycle, A ⊆ V (G), and there are three disjoint A-V (C)-paths
P1, P2, P3, then C ∪ P1 ∪ P2 ∪ P3 contains a nonzero A-path.
2.2 3-blocks
Due to the 3-connectivity condition that arises naturally in undirected group-labelled graphs, we
will need to work with 3-blocks of graphs. The decomposition of 2-connected graphs into a tree
structure of 3-connected components was first given by Tutte [15]. Here we use the terminology of
[3] which is easier to describe and for our purposes equivalent.
A 3-block B of a graph G is a maximal set of at least 3 vertices such that there does not exist a
set of at most two vertices disconnecting two vertices in B. Note that G[B] may not be 3-connected
and may not even have an edge.
Let B be a 3-block of G. Let H be a connected component of G−B and let X be the set of (at
most two) vertices of B adjacent to a vertex in H . A B-bridge B ⊆ G is either such a component
H together with X and the edges of G with one endpoint in X and the other in H , or an edge in
G with both endpoints in B. The attachments of a B-bridge B are the vertices in B ∩B.
We extend the notion of 3-blocks to Γ-labelled graphs. Let (G, γ) be a Γ-labelled graph. A
3-block (B, γ) of a Γ-labelled graph (G, γ) is obtained from a 3-block B′ ⊆ V (G) of G as follows:
For each u, v ∈ B′ and α ∈ Γ, if there is a B′-path in (G, γ) with endpoints u, v and weight α, then
add a new (possibly parallel) edge uv with label α. Notice that for each path or simple cycle in
(B, γ) there is a corresponding path or cycle respectively in (G, γ) with the same weights and same
sequence of vertices in B.
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2.3 Tangles
A separation in a graph G is an ordered pair of subgraphs (C,D) such that C ∪D = G. The order
of a separation (C,D) is |V (C)∩V (D)|. A separation of order at most k is a k-separation. A tangle
T of order k is a set of (k − 1)-separations of G such that
• for every (k − 1)-separation (C,D), either (C,D) ∈ T or (D,C) ∈ T ,
• V (C) 6= V (G) for all (C,D) ∈ T , and
• C1 ∪C2 ∪ C3 6= G for all (C1, D1), (C2, D2), (C3, D3) ∈ T .
Given (C,D) ∈ T , we say that C is the T -small side and D is the T -big side of (C,D).
Let T be a tangle of order k in a graph G. If X ⊆ V (G) with |X | ≤ k − 2, then there is a
unique block B′ of G −X such that B′ ∪ X is not contained in any T -small side, and we call B′
the T -large block of G −X . Similarly, if |X | ≤ k − 3, then there is a unique 3-block B of G −X
such that B ∪X is not contained in any T -small side (and B is contained in the T -large block of
G−X). We call B the T -large 3-block of G−X .
If T is a tangle of order k in G and k′ ≤ k, then the set T ′ of (k′ − 1)-separations (C,D) in G
such that (C,D) ∈ T is a tangle of order k′, called the truncation of T to order k′.
A standard argument appearing in various forms [2, 9, 14, 16] shows that, if F is a family of
connected group-labelled graphs that does not satisfy the Erdo˝s-Po´sa property, then a minimal
counterexample admits a tangle T of large order such that no T -small side of a separation in T
contains a subgraph in F .
Suppose f : N→ N is not an (half-integral) Erdo˝s-Po´sa function for a family F . Let us say that
((G, γ), k) is a minimal counterexample to f being an (half-integral) Erdo˝s-Po´sa function for F if
(G, γ) does not contain an (half-integral) F -packing of size k nor an F -hitting set of size at most
f(k), and k is chosen to be minimal among all such (G, γ).
Lemma 2.5. Let F be a family of connected group-labelled graphs, let f : N → N be a function,
and suppose t is a positive integer such that t ≤ f(k)− 2f(k − 1) and t ≤ f(k)/3. If ((G, γ), k) is
a minimal counterexample to f being an (half-integral) Erdo˝s-Po´sa function for F , then G admits
a tangle T of order t+ 1 such that, for each (C,D) ∈ T , C does not contain a subgraph in F and
D − C contains a subgraph in F .
Proof. Let (C,D) be a t-separation in G. We first show that exactly one of (C, γ) and (D, γ)
contains a subgraph in F . If neither side contains a subgraph in F , then V (C ∩D) is an F -hitting
set of size at most t ≤ f(k), a contradiction. Next suppose that both sides contains a subgraph in
F . Then neither (C −D, γ) nor (D − C, γ) contains an (half-integral) F -packing of size k − 1. By
minimality of k, both (C −D, γ) and (D−C, γ) contain F -hitting sets X and Y respectively, each
of size at most f(k−1). Since every graph in F is connected, every subgraph of (G−X−Y, γ) in F
intersects C ∩D. Thus Z := X ∪Y ∪V (C ∩D) is an F -hitting set with |Z| ≤ 2f(k− 1)+ t ≤ f(k),
a contradiction.
Let T be the set of t-separations (C,D) such that (C, γ) does not contain a subgraph in F .
Note that (D − C, γ) contains a subgraph in F since otherwise V (C ∩ D) would again be a small
hitting set.
It remains to show that T is a tangle. Clearly, T satisfies the first two properties of a tangle. For
the third, suppose there exist (C1, D1), (C2, D2), (C3, D3) ∈ T such that C1∪C2∪C3 = G. Since no
(Ci, γ) contains a subgraph in F and graphs in F are connected, every subgraph of G in F intersects
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V (Cj ∩Dj) for some j ∈ [3]. But this implies that Z := V (C1 ∩Di) ∪ V (C2 ∩D2) ∪ V (C3 ∩D3) is
a hitting set with |Z| ≤ 3t ≤ f(k), a contradiction.
2.4 K
m
-models
Let v1, . . . , vm denote the vertices of the complete graphKm. A Km-model µ consists of a collection
of disjoint trees µ(vi), i ∈ [m], and disjoint edges µ(vivj) for each distinct pair i, j ∈ [m] such that
µ(vivj) has one endpoint in µ(vi) and the other in µ(vj). If U ⊆ {v1, . . . , vm}, then µ[U ] denotes
the subgraph of G defined by
µ[U ] =
⋃
vi∈U
µ(vi) ∪
⋃
vi,vj∈U
µ(vivj)
If we are given U explicitly, say U = {vi1 , . . . , vik}, then we simply write µ[vi1 , . . . , vik ]. When there
is no room for ambiguity, we also write µ to refer to the subgraph µ[V (Km)] = µ[{v1, . . . , vm}].
The K|U|-submodel π of µ restricted to U is given by π(vi) = µ(vi) and π(vivj) = µ(vivj) for all
i, j ∈ U . If n ≤ m and η is a Kn-model such that each tree of η contains some tree of µ, then we
say that η is an enlargement of µ.
Let µ be an Km-model in G and let k = ⌈
2m
3 ⌉. If (C,D) is a (k − 1)-separation in G, then
exactly one side of (C,D), say D, intersects µ(vi) for all i ∈ [m]. The set of all such separations
(C,D) forms a tangle Tµ of order k [10], called the tangle induced by µ. If η is a submodel or an
enlargement of µ, then Tη is a truncation of Tµ.
Let (G, γ) be a Γ-labelled graph. We say that a Km-model µ of G is Γ-bipartite if for every
choice of four distinct indices i, j, k, l ∈ [m], we have that (µ[vi, vj , vk, vl], γ) is a Γ-bipartite Γ-
labelled graph. Oppositely, if, for every choice of four distinct indices i, j, k, l ∈ [m], µ[vi, vj , vk, vl]
contains a Γ-nonzero cycle, then we say that µ is Γ-odd.
Remark 2.6. For directed group-labelled graphs, the definition of Γ-bipartite (resp. Γ-odd) Km-
models only require that for every three distinct indices i, j, k ∈ [m], (µ[vi, vj , vk], γ) is Γ-bipartite
(resp. not Γ-bipartite) [7]. However, the property we actually want of a Γ-bipartite Km-model
µ is for (µ[V (Km)], γ), as a Γ-labelled graph, to be Γ-bipartite. And in contrast to the directed
setting, the above condition does not suffice for undirected group-labelled graphs. For example, let
Γ = Z/3Z, G = Km, γ(e) = 1 for all e ∈ E(G), and let µ be a Km-model in G. Then every triangle
in G has weight 0 so µ[vi, vj , vk] is Γ-bipartite for all distinct i, j, k ∈ [m], but (µ(V (Km)), γ) is
clearly not Γ-bipartite for m ≥ 4. We will show in Lemma 4.2 that our definition of Γ-bipartite
Km-models does give this desired property.
2.5 Walls
Let r, s ≥ 2 be integers. An r × s-grid is a graph with vertex set [r]× [s] and edge set
{(i, j)(i′, j′) : |i− i′|+ |j − j′| = 1} .
An elementary r×s-wall is the subgraph of an (r+1)× (2s+2)-grid obtained by deleting the edges
{
(2i− 1, 2j)(2i, 2j) : i ∈
[
⌈ r2⌉
]
, j ∈ [s+ 1]
}
∪
{
(2i, 2j − 1)(2i+ 1, 2j − 1) : i ∈
[
⌈ r−12 ⌉
]
, j ∈ [s+ 1]
}
,
then deleting the two vertices of degree 1. An elementary r-wall is an elementary r×r-wall. Figure
1 shows an elementary 6-wall.
7
Figure 1: An elementary 6-wall. The four corners are marked by square
vertices and its top nails are the vertices filled black. The third vertical
path is marked bold and the fourth horizontal path is highlighted in grey.
Let W be an elementary r × s-wall. There is a unique set of r + 1 disjoint paths, called the
horizontal paths of W where each path has vertex set {(i′, j′) ∈ V (W ) : i′ = i} for some i ∈ [r+1].
Fix a planar embedding of W and let P
(h)
i , i ∈ [r + 1] denote the i-th horizontal path from top to
bottom. Then there is a unique set of s+ 1 disjoint P
(h)
1 -P
(h)
r+1-paths in W called the vertical paths
of W . The i-th vertical path from left to right is denoted P
(v)
i . The (i, j)-th brick is the facial
cycle of length 6 contained in the union P
(h)
i ∪ P
(h)
i+1 ∪ P
(v)
j ∪ P
(v)
j+1. Note that the order of the i-th
vertical/horizontal paths may be reversed depending on the orientation of the embedding.
The perimeter of W is the cycle in the union P
(h)
1 ∪ P
(h)
r+1 ∪ P
(v)
1 ∪ P
(v)
s+1. The corners of W are
the four vertices that are endpoints of P
(h)
1 or P
(h)
r+1 (equivalently, the endpoints of P
(v)
1 or P
(v)
s+1).
The nails of W are the vertices of degree 2 that are not corners. The top nails of W are the nails
in the first horizontal path of W .
An r × s-wall or r-wall is a subdivision of an elementary r × s-wall or r-wall respectively. The
corners and nails of an r-wall are the vertices corresponding to the corners and nails respectively
of the elementary r-wall before subdivision. The branch vertices b(W ) of a wall W are the vertices
of the elementary wall before subdivision, consisting of its corners, nails, and the vertices of degree
3 in W . All other terminology on elementary walls in the preceding paragraphs extend to walls in
the obvious way.
Let r′ ≤ r and s′ ≤ s. An r′ × s′-subwall of an r × s-wall W is an r′ × s′-wall W ′ that is a
subgraph of W such that each horizontal and vertical path of W ′ is a subpath of some horizontal
and vertical path of W respectively. If, in addition, the set of indices i such that P
(h)
i contains a
horizontal path of W ′ and the set of indices j such that P
(v)
j contains a vertical path of W
′ both
form contiguous subsets of [r+1] and [s+1] respectively, then we say that W ′ is a compact subwall
of W . A subwall W ′ is k-contained in W if P
(h)
i and P
(v)
j is disjoint from W
′ for all i, j ≤ k and
for all i > r− k+1 and j > s− k+1. If W ′ is 1-contained in W , then there is a natural choice for
the corners and nails of W ′ with respect to W , consisting of the vertices that have degree 2 in W ′
but degree 3 in W .
Let W be a wall contained in a graph G and let P be a b(W )-path in W with endpoints
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x, y ∈ b(W ) that is not contained in the perimeter of W . Suppose there is a x-y-path R in G such
that R is disjoint from W − P , and let W ′ be the wall obtained from W by replacing P with R.
Then we say that W ′ is a local rerouting of W .
LetW be an r-wall in a graph G. If (C,D) is a separation of order at most r in W , then exactly
one side of (C,D) contains a horizontal path of W , and the set of r-separations (C,D) such that
D contains a horizontal path forms a tangle TW of order r+1 [10], called the tangle induced by W .
If W ′ is a local rerouting of W , then TW ′ = TW . If W ′ is a subwall of W , then TW ′ is a truncation
of TW .
The following fundamental result of Robertson and Seymour is also known as the grid theorem:
Theorem 2.7 ((2.3) in [12]). For all r ∈ N, there exists ω(r) ∈ N such that for all graphs G, if G
admits a tangle T of order ω(r), then G contains an r-wall W such that TW is a truncation of T .
A wall (W,γ) is facially Γ-odd if every brick is a nonzero cycle. We say that (W,γ) with a
fixed choice of corners and nails is a Γ-bipartite wall if, after possibly shifting, every b(W )-path in
(W,γ) has weight 0. Note that this is a slightly (but only superficially) stronger condition than just
requiring (W,γ) as a Γ-labelled graph to be Γ-bipartite.
2.5.1 Flat walls
Let X ⊆ V (G). Let (C,D) be a separation of order k ≤ 3 such that X ⊆ V (C) and such that
there is a vertex v ∈ D − C and k paths from v to C ∩D pairwise disjoint except at v. Let H be
the graph obtained from C by adding an edge between each nonadjacent pair of vertices in C ∩D.
Then we say that H is an elementary X-reduction of G with respect to (C,D). If a graph H can be
obtained from G by a sequence of elementary X-reductions, then we say that H is an X-reduction
of G
LetW be a wall in a graph G and let O denote the perimeter ofW . Suppose there is a separation
(C,D) of G such that V (C ∩D) ⊆ V (O), V (W ) ⊆ V (D), and there is a choice of corners and nails
of W such that all corners and nails are in C. If there is a V (C ∩D)-reduction of D that can be
embedded on a closed disk ∆ so that V (C∩D) lies on the boundary of ∆ and the order of V (C∩D)
along the boundary of ∆ agrees with the order along O, then we say that the wall W is flat in G
and that the separation (C,D) certifies that W is flat. Note that a subwall of a flat wall is flat,
and a local rerouting of a flat wall is also flat.
We can now state the flat wall theorem, also known as the weak structure theorem, of Robertson
and Seymour [11] with improved bounds by Chuzhoy [4].
Theorem 2.8 (Theorem 2.2 in [4]). Let r, t ≥ 1 be integers. Then there exists a function F (r, t) =
Θ(t(r + t)) such that if a graph G contains an F (r, t)-wall W , then either:
1. G contains a Kt-model µ such that Tµ is a truncation of TW .
2. There exists Z ⊆ V (G) with |Z| ≤ t − 5 and an r-subwall W ′ of W that is disjoint from Z
and flat in G− Z.
2.6 Linkages
Let G be a graph and let X,Y ⊆ V (G). A linkage is a set of disjoint paths. An X-linkage is a set
of disjoint X-paths and an X-Y -linkage is a set of disjoint X-Y -paths.
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Let < be a linear order on X and let P and Q be disjoint X-paths with endpoints (p1, p2) and
(q1, q2) respectively such that p1 < p2 and q1 < q2. We say that P and Q are in series if p2 < q1
or q2 < p1, nested if p1 < q1 < q2 < p2 or q1 < p1 < p2 < q2, and crossing if they are neither in
series or nested. An X-linkage P is in series, nested, or crossing if every pair of paths in P is in
series, nested, or crossing, respectively. An X-linkage is pure if it is in series, nested, or crossing.
Lemma 2.9 (Lemma 25 in [7]). Let X be a linearly ordered set and let t ∈ N. If P is an X-linkage
with |P| ≥ t3, then P contains a pure linkage P ′ with |P ′| ≥ t.
Let (W,γ) be a wall in (G, γ) with top nails N . A linkage of (W,γ) is an N -linkage in (G −
(W − N), γ). A linkage of (W,γ) is pure if it is pure with respect to a linear ordering of N given
by the top horizontal path of (W,γ). If in addition (W,γ) is a Γ-bipartite wall, then we say that a
linkage P of (W,γ) is Γ-odd if (W ∪ P, γ) contains a nonzero cycle for all P ∈ P .
2.7 Main theorem
We are now ready to state our main structure theorem. Roughly, it says that given a large order
tangle in a Γ-labelled graph (G, γ), we can either find many Γ-nonzero cycles distributed in one of
few specified configurations or delete a bounded size vertex set Z to destroy all Γ-nonzero cycles in
the “large” part of the tangle. This is particularly useful for proving Theorem 1.1 since a minimal
counterexample to the family of Γ-nonzero cycles satisfying the Erdo˝s-Po´sa property admits a large
tangle T such that no Γ-nonzero cycle is contained in the small side of a separation in T , as we
saw in Lemma 2.5.
Theorem 2.10. Let Γ be an abelian group and let r, t ≥ 1 be integers. Then there exist integers
g(r, t) and h(r, t) such that if a Γ-labelled graph (G, γ) contains a wall (W,γ) of size at least g(r, t),
then one of the following outcomes hold:
(1) There is a Γ-odd Kt-model µ in G such that Tµ is a truncation of TW .
(2) There exists Z ⊆ V (G) with |Z| ≤ h(r, t) and a flat 50r12-wall (W0, γ) in (G−Z, γ) such that
TW0 is a truncation of TW and either
(a) (W0, γ) is facially Γ-odd, or
(b) (W0, γ) is a Γ-bipartite wall with a pure Γ-odd linkage of size r.
(3) There exists Z ⊆ V (G) with |Z| ≤ h(r, t) such that the TW -large 3-block of (G − Z, γ) is
Γ-bipartite.
The proof of Theorem 2.10 proceeds first by applying the flat wall theorem (Theorem 2.8) to
obtain one of its two outcomes. If there is a large Km-model π in G such that Tπ is a truncation
of TW , then by Ramsey’s theorem for 4-uniform hypergraphs, we obtain a large submodel η of π
that is either Γ-odd or Γ-bipartite. The first case satisfies outcome (1) of Theorem 2.10. In the
second case, we show that the subgraph (η, γ) is Γ-bipartite (see also Remark 2.6). We then look to
enlarge η to a Γ-odd Kt-model by choosing a vertex si in each tree η(vi) and finding many disjoint
nonzero S-paths, where S = {si}. With an appropriate choice of such paths, we obtain a Γ-odd
enlargement of η whose trees contain the union of a pair of trees η(vi) and the nonzero S-path
connecting them.
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Finding the appropriate S-paths, however, seems to be considerably more difficult in undirected
group-labelled graphs compared to the directed setting. The main obstacle is that Lemma 2.3
requires 3-connectivity for a Γ-bipartite graph to be shift-equivalent to the label 0, whereas the
directed analog of Lemma 2.3 (which is essentially equivalent to Lemma 2.2) does not require any
connectivity assumptions. This means that, in the Γ-bipartite graph (η, γ), we can only guarantee
that paths between branching vertices of η have weight 0. This requires us to choose the vertices si
more carefully and keep track of how each si branches to the other trees of η throughout the proof.
In the second outcome of the flat wall theorem, we also employ a Ramsey-type argument to
the given wall (W,γ) to obtain a smaller wall (W0, γ) that is either facially Γ-odd or Γ-bipartite.
The first case satisfies outcome (2)-(a) of Theorem 2.10. In the second case, we find many disjoint
nonzero N0-paths outside of the wall W0, where N0 is the set of top nails of W0, and apply Lemma
2.9 to obtain a pure Γ-odd linkage of (W0, γ). In this part, the 3-connectivity condition adds only
minor obstacles.
In both outcomes, if the desired nonzero S-paths or N0-paths do not exist, then we show that
outcome (3) of Theorem 2.10 is satisfied using Theorem 2.1.
3 Erdo˝s-Po´sa results for cycles
In this section we prove Theorem 1.1 and Theorem 1.3.
Theorem 1.1 follows readily from Theorem 2.10 and the tools presented in section 2. The
proofs of the two statements in Theorem 1.1 are almost identical; they diverge only in the outcome
(2)-(b) of Theorem 2.10 with a crossing Γ-odd linkage of (W0, γ), in which case the existence of
disjoint nonzero cycles is only guaranteed if Γ has no element of order two. The two proofs will be
distinguished only in this case and will otherwise proceed simultaneously.
Theorem 1.1. Let Γ be an abelian group. Then the family of Γ-nonzero cycles satisfies the half-
integral Erdo˝s-Po´sa property. Moreover, if Γ has no element of order two, then the family of
Γ-nonzero cycles satisfies the Erdo˝s-Po´sa property.
Proof. For each positive integer k define r = r(k) = 3k and t = t(k) = 4k. Let ω be the function
given by Theorem 2.7 and let g and h be the functions given by Theorem 2.10. Let f : N→ N be a
function such that f(k) ≥ ω(g(r, t))+ 2f(k− 1), f(k) ≥ 3ω(g(r, t)), and f(k) ≥ h(r, t) for all k ≥ 2.
We claim that f(k) is an (half-integral) Erdo˝s-Po´sa function for the family of Γ-nonzero cycles in
Γ-labelled graphs.
For the sake of contradiction, suppose ((G, γ), k) be a minimal counterexample to f being an
(half-integral) Erdo˝s-Po´sa function for the family of Γ-nonzero cycles. Then by Lemma 2.5, (G, γ)
admits a tangle T of order ω(g(r, t)) such that no nonzero cycle is contained in the small side of a
separation in T . By Theorem 2.7, (G, γ) contains a g(r, t)-wall (W,γ) such that TW is a truncation
of T . We then apply Theorem 2.10 to r, t, and (W,γ) to obtain one of its outcomes (1)-(3).
First suppose outcome (1) holds, that there exists a Γ-odd K4k-model µ in (G, γ). Take k
disjoint K4-submodels µ1, . . . , µk of µ. Since µ is Γ-odd, we obtain a nonzero cycle in each µi,
hence a packing of k nonzero cycles, a contradiction. Similarly, in outcome (2)-(a), a facially Γ-odd
50r12-wall contains k disjoint bricks, each being a nonzero cycle.
Next suppose outcome (2)-(b) holds, that there exists a Γ-bipartite wall (W0, γ) with a pure
Γ-odd linkage L = {L1, . . . , L3k}. Let R denote the top row of W0. If L is in series, then clearly
R ∪ (∪L) contains k disjoint nonzero cycles. If L is nested, then we can connect the endpoints of
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each path Li in L by using the two vertical paths of W0 that contain the two endpoints of Li and
the i-th horizontal path, where Li is the i-th path in L from the center of the nest. This again gives
k disjoint nonzero cycles.
Now suppose L is crossing. Let xi and yi denote the left and right endpoint of Li respectively.
We may assume that xi is to the left of xj for all i < j.
First consider the case that Γ has no element of order two. By the definition of a Γ-bipartite
wall, every b(W0)-path in (W0, γ) has weight 0, and γ(Li) 6= 0 for all Li ∈ L. Then we can find k
disjoint nonzero cycles in R ∪ (∪L) as follows. For i ∈ [k], define the pairwise disjoint subgraphs
Hi := x3i−2Rx3i ∪ L3i−2 ∪ L3i−1 ∪ L3i ∪ y3i−2Ry3i.
Then each Hi contains a nonzero cycle; otherwise, we have γ(L3i−2) = −γ(L3i−1), γ(L3i−1) =
−γ(L3i), and γ(L3i−2) = −γ(L3i) which implies 2γ(L3i) = 0, a contradiction.
For a general abelian group Γ, we settle for a half-integral packing of nonzero cycles. There
exist 2k paths Q1, . . . , Q2k where Qi is the unique xi-yi-path in the union of the two vertical paths
of W0 containing xi or yi and the (i + 1)-th horizontal path of W0. Together with {L1, . . . , L2k}
this gives a set of 2k nonzero cycles such that each vertex is in at most two cycles.
So we may assume that outcome (3) of Theorem 2.10 holds; that is, there exists Z ⊆ V (G)
with |Z| ≤ h(r, t) such that the TW -large 3-block (B, γ) of (G−Z, γ) is Γ-bipartite. Here we claim
that Z is a hitting set for nonzero cycles. Indeed, suppose to the contrary that C is a nonzero
cycle in (G − Z, γ). Since every V (B)-path in (G − Z, γ) has weight 0, C has at most one vertex
in V (B) and is therefore contained in a B-bridge of G − Z. Let A ⊆ V (B) denote the set of
(at most two) attachments of this bridge. This gives a (h(r, t) + 2)-separation (X,Y ) of G where
V (X ∩ Y ) = Z ∪ A, C ⊆ X , and V (B) ⊆ V (Y ). Moreover, we have (X,Y ) ∈ TW since (B, γ) is
the TW -large 3-block of (G − Z, γ). But this contradicts the assumption that no nonzero cycle is
contained in the small side of a separation in TW . Therefore Z is indeed a hitting set for nonzero
cycles in (G, γ), again a contradiction as |Z| ≤ h(r, t) < f(k).
The proof of Theorem 1.3 follows the same approach, except that we need to find more than
just nonzero cycles in outcomes (1) and (2) of Theorem 2.10.
A cycle-chain of length ℓ is a tuple (P,Q1, . . . , Qℓ) consisting of a core path P and ℓ disjoint
V (P )-paths Q1, . . . , Qℓ such that the subpaths Pi of P having the same endpoints as Qi are pairwise
disjoint. A cycle-chain (P,Q1, . . . , Qℓ) in a Γ-labelled graph (G, γ) is Γ-nonzero if γ(Qi) 6= γ(Pi) for
all i ∈ [ℓ]. A closed cycle-chain (C,Q1, . . . , Qℓ) of length ℓ consists of a cycle C and ℓ disjoint V (C)-
paths Q1, . . . , Qℓ such that there is a choice of dsjoint subpaths Ci of C with the same endpoints
as Qi. It is Γ-nonzero if γ(Qi) 6= γ(Ci) for all i ∈ [ℓ].
If Γ = Z/pZ for prime p, it is easy to see that given a long enough nonzero closed cycle-chain
(C,Q1, . . . , Ql), we can reroute C through some of the paths Qi to obtain a cycle of every possible
weight in Γ (since every nonzero element of Γ is a generator). More generally, if Γ = Z/paZ,
a ≥ 1, C = (C,Q1, . . . , Ql) is a long enough nonzero closed cycle-chain, and in addition if αi :=
γ(Qi) − γ(Ci) 6∈ 〈p〉 for all i ∈ [l] (where 〈p〉 is the subgroup of Γ generated by p), then each αi
generates Γ and it follows that C contains cycles of all possible weights in Γ.
The next few lemmas show that, if Γ has no element of order two, then we can find many disjoint
long closed Γ-nonzero cycle-chains in outcomes (1) and (2) of Theorem 2.10.
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Lemma 3.1. Let Γ be an abelian group with no element of order two. Let l ∈ N and let µ be a
Γ-odd K5l+1-model. Then there is a nonzero cycle-chain of length l contained in µ whose core path
is a µ(v1)-µ(v5l+1)-path. Moreover, the cycles in the cycle-chain are disjoint from µ(v1)∪µ(v5l+1).
Proof. We first prove the lemma for l = 1. Since µ is Γ-odd, there is a nonzero cycle C in
µ[v2, v3, v4, v5], and since C intersects at least three of the trees µ(v2), µ(v3), µ(v4), and µ(v5), we
assume without loss of generality that C intersects µ(v2), µ(v3), and µ(v4). For each i ∈ {2, 3, 4},
let Pi denote the unique µ(v6)-C-path in µ[vi, v6] and let wi denote the endpoint of Pi in C. Since
C is a nonzero cycle, without loss of generality, we may assume that the w3-w4-path in C that is
disjoint from w2 has nonzero weight. Let R denote the unique µ(v1)-C-path in µ[v1, v2]. Then, by
Lemma 2.4, there is a j ∈ {3, 4} such that the two µ(v1)-µ(v6)-paths in R ∪ C ∪ Pj have different
weights. This gives the desired nonzero cycle-chain of length 1.
Now for l > 1, we apply the l = 1 case to each K6-submodel
µi := µ[v5(i−1)+1, v5(i−1)+2, . . . , v5(i−1)+6]
to obtain a nonzero cycle-chain whose core path is a µ(v5(i−1)+1)-µ(v5i+1)-path, for each i ∈ [l]. By
connecting consecutive cycle-chains in the trees µ(v5i+1), i ∈ [l−1], we obtain a nonzero cycle-chain
of length l whose core path is a µ(v1)-µ(v5l+1)-path.
Corollary 3.2. Let Γ be an abelian group with no element of order two. Let l, k ∈ N and let µ be
a Γ-odd Kk(5l+1)-model. Then µ contains k disjoint closed nonzero cycle-chains each of length l.
Proof. There exist k disjoint K5l+1-submodels µ1, . . . , µk of µ and, by Lemma 3.1, each µi contains
a nonzero cycle-chain of length l. For each such cycle-chain, we can connect the two endpoints of
the core path through the two trees that contain them and the edge in µi joining said trees. This
gives k disjoint closed nonzero cycle-chains, each of length l.
Lemma 3.3. Let Γ be an abelian group with no element of order two. Let (W,γ) be a facially Γ-odd
3l × 2-wall. Then there is a nonzero cycle-chain of length l in (W,γ) whose core path is a P
(h)
1 -
P
(h)
3l+1-path, where P
(h)
i is the i-th horizontal path of W . Moreover, the cycles in the cycle-chain are
disjoint from P
(h)
1 ∪ P
(h)
3l+1.
Proof. We first prove the lemma for l = 1. Let (W,γ) be a facially Γ-odd 3×2-wall. Let Bi,j denote
the (i, j)-th brick of W for i ∈ [3] and j ∈ [2]. We assume without loss of generality that the wall
is oriented in such a way that B2,1 shares an edge with B1,1 and B1,2. Let w1, w2, and w3 denote
the three vertices on B2,1 that have degree 3 in B1,2 ∪ B2,1 ∪ B2,2. Since W is facially Γ-odd, by
Lemma 2.4, there is a distinct pair i, j ∈ [3] such that the two wi-wj -paths in B2,1 have different
lengths. In each of the three possible cases, it is easy to see that there is a nonzero cycle-chain of
length 1 whose core path is a P
(h)
1 -P
(h)
4 -path and whose cycle is B2,1 (see Figure 2).
Now for l > 1, let Wi be the 3×2-subwall ofW whose first and last horizontal path is P
(h)
3i−2 and
P
(h)
3i+1 respectively. We apply the l = 1 case of the lemma to eachWi to obtain a nonzero cycle-chain
of length 1 whose core path is a P
(h)
3i−2-P
(h)
3i+1-path and whose cycle is disjoint from P
(h)
3i−2 ∪ P
(h)
3i+1.
Connecting consecutive cycle-chains in P
(h)
3i+1, i ∈ [l− 1], we obtain the desired nonzero cycle-chain
of length l.
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Figure 2: The three black vertices are w1, w2, and w3. Since B2,1 is a
nonzero cycle, at least one of these three cycle-chains is nonzero.
Corollary 3.4. Let Γ be an abelian group with no element of order two. Let (W,γ) be a facially
Γ-odd 3l × (4k − 1)-wall. Then (W,γ) contains k disjoint nonzero closed cycle-chains of length l.
Proof. We have k disjoint compact 3l× 3-subwalls (W1, γ), . . . , (Wk, γ) of (W,γ), each of which are
facially Γ-odd. We find a nonzero cycle-chain of length l in a compact 3l × 2-subwall of Wi and
connect its ends using the extra vertical path to obtain a nonzero closed cycle-chain of length l in
(Wi, γ) for each i ∈ [k].
Lemma 3.5. Let Γ be an abelian group with no element of order two. Let (W,γ) be a Γ-bipartite
wall with a pure Γ-odd linkage L with |L| = 3l. Then there is a nonzero cycle-chain of length l
contained in P
(h)
1 ∪ (∪L) whose core path is a subpath of P
(h)
1 . Moreover, if L is nested or crossing,
then the core path intersects exactly one endpoint of each path in L.
Proof. Since Γ has no element of order two, every b(W )-path in (W,γ) has weight 0 and γ(L) 6= 0
for all L ∈ L.
If L is in series, then the conclusion is trivial as P
(h)
1 ∪ (∪L) itself is a nonzero cycle-chain with
core path P
(h)
1 . So we assume that L is nested or crossing. Let L1, . . . , L3l denote the paths of
L and let xi and yi denote the left and right endpoint of Li, i ∈ [3l]. Then there exist disjoint
subpaths Rx and Ry of P
(h)
1 such that xi ∈ Rx and yi ∈ Ry for all i ∈ [3l]. We may assume that
xi is positioned to the left of xj for i < j.
First consider the case l = 1. We claim that there exist i, j ∈ [3], i < j, such that γ(Li) 6=
−γ(Lj). Indeed, otherwise we have γ(L1) = −γ(L2) = γ(L3) = −γ(L1), which gives 2γ(L1) = 0, a
contradiction. Now choose such 1 ≤ i < j ≤ 3 with γ(Li) 6= −γ(Lj). Then (xiRxxj , xiLiyiRyyjLjxj)
is a nonzero cycle-chain of length 1 whose core path xiRxxj is a subpath of P
(h)
1 .
Now for l > 1, we apply the l = 1 case above to obtain a nonzero cycle-chain of length 1
contained in
x3i−2Rxx3i ∪ L3i−2 ∪ L3i−1 ∪ L3i ∪ y3i−2Ryy3i
for each i ∈ [l]. Connecting consecutive cycle-chains along Rx, we obtain the desired nonzero
cycle-chain of length l.
Corollary 3.6. Let Γ be an abelian group with no element of order two. Let (W,γ) be a Γ-bipartite
wall with a pure Γ-odd linkage L with |L| = 3kl. Then (W ∪ (∪L), γ) contains k disjoint nonzero
closed cycle-chains each of length l.
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Proof. The nonzero cycle-chain of length kl obtained via Lemma 3.5 contains k disjoint nonzero
cycle-chains C1, . . .Ck each of length l, each of whose core path is a subpath of P
(h)
1 . Using P
(h)
2
and suitable P
(h)
1 -P
(h)
2 -paths in W , we can reroute and extend the core paths of each Ci to obtain
k disjoint nonzero closed cycle-chains of length l.
We restate the aforementioned result of Thomassen, in terms of group-labelled graphs.
Theorem 3.7 (Theorem 3.3 in [14]). Let m be a positive integer and let Γ = Z/mZ. Then the
family of cycles of weight 0 in Γ-labelled graphs satisfies the Erdo˝s-Po´sa property.
We are now ready to prove Theorem 1.3.
Theorem 3.8 (Theorem 1.3 restated). There exists a function f(p, a, k) such that the following
holds. For every odd prime p, nonnegative integer a, element ℓ ∈ Z/paZ, and positive integer k,
every Z/paZ-labelled graph (G, γ) contains either k disjoint cycles of weight ℓ or a hitting set Z for
cycles of weight ℓ with |Z| < f(p, a, k).
Proof. If a = 0, then Z/paZ is the trivial group and ℓ = 0. Here, the cycles of weight ℓ are just the
cycles of the underlying graph, and the theorem follows from Erdo˝s and Po´sa’s original result [6].
Let a ≥ 1 be the smallest integer such that, for some odd prime p and ℓ ∈ Z/paZ, the Erdo˝s-Po´sa
property fails to hold for cycles of weight ℓ. Fix such an odd prime p and ℓ ∈ Γ := Z/paZ. Let
q = p2a−1(p− 1).
We define a function f(k) = f(p, a, k) as follows. Let r = r(k) = 3kq and t = t(k) = k(5q + 1).
We may choose f(k) large enough so that, if ((G, γ), k) is a minimal counterexample to f(k) being an
Erdo˝s-Po´sa function for the family of cycles of weight ℓ, then (G, γ) contains a g(r, t)-wall (W,γ) such
that no cycle of weight ℓ is contained in the small side of a separation in TW (by applying Lemma
2.5 and Theorem 2.7). Subject to this, we also choose f(k) so that f(k) > f(p, a − 1, k) + h(r, t)
for all k.
Let ((G, γ), k) be a minimal counterexample. Let Γ′ be the quotient group Γ/〈p〉, where 〈p〉
is the subgroup generated by the element p ∈ Γ. Let γ′ be the Γ′-labelling of G defined by
γ′(e) = 〈p〉+ γ(e) for e ∈ E(G).
We apply Theorem 2.10 to the Γ′-labelled graph (G, γ′). In outcomes (1) and (2), we obtain
a Γ′-odd Kk(5q+1)-model, a facially Γ
′-odd 3q × 4k-wall, or a Γ′-bipartite wall with a pure Γ′-odd
linkage of size 3kq. In these cases we apply Corollary 3.2, 3.4, and 3.6 respectively to obtain k
disjoint closed Γ′-nonzero cycle-chains each of length q = p2a−1(p− 1).
Let C = (C,Q1, . . . , Qq) be one such closed cycle-chain and let Pi denote the subpaths of C with
the same endpoints as Qi such that the Pi are disjoint. Since C is nonzero, we have γ′(Qi) 6= γ′(Pi),
hence γ(Qi)− γ(Pi) 6∈ 〈p〉. Note that there are exactly pa−1(p− 1) elements in Γ \ 〈p〉. Since C has
length p2a−1(p− 1), it follows that there is a subset I ⊆ [p2a−1(p− 1)] with |I| = pa such that, for
some α ∈ Γ \ 〈p〉, we have γ(Qi)− γ(Pi) = α for all i ∈ I. Since α 6∈ 〈p〉, α generates Γ, whence the
closed cycle-chain (C,Qi : i ∈ I) of length pa contains a cycle of weight ℓ. Since there are k disjoint
such cycle chains, we thus obtain k disjoint cycles of weight ℓ in outcomes (1) and (2) of Theorem
2.10, a contradiction.
We may therefore assume that outcome (3) holds; that is, there exists Z ⊆ V (G) with |Z| ≤
h(r, t) such that the TW -large 3-block (B, γ′) of (G−Z, γ′) is Γ′-bipartite. Then the weight of every
V (B)-path in (G, γ) is in 〈p〉.
If ℓ 6∈ 〈p〉, then Z is a hitting set for cycles of weight ℓ since otherwise a cycle of weight ℓ in
(G−Z, γ) would be contained in a V (B)-bridge and hence in the small side of a separation in TW .
Since (G, γ) does not contain a hitting set of size h(r, t) < f(k), we may assume that ℓ ∈ 〈p〉.
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Notice that (B, γ) is a 〈p〉-labelled graph, and 〈p〉 ∼= Z/pa−1Z. Hence, by our choice of a, (B, γ)
contains either k disjoint cycles of weight ℓ or a hitting set Y with |Y | ≤ f(p, a − 1, k). The first
case is a contradiction and in the second case Y ∪ Z is a hitting set for cycles of weight ℓ in (G, γ)
with |Y ∪ Z| ≤ f(p, a− 1, k) + h(r, t) < f(k), again a contradiction.
4 Proof of Theorem 2.10: large Kt-model
The remainder of the paper is dedicated to proving Theorem 2.10. In this section we deal with the
first outcome of the Flat Wall Theorem where G contains a large Kt-model. As discussed in section
2.7, we need some additional definitions and lemmas related to the trees of a Kt-model.
Let T be a tree and let U ⊆ V (T ). Then T [U ] denotes the smallest subtree of T containing all
vertices in U , which we call the subtree of T induced by U . If |U | = 2, say U = {u, v}, then T [U ]
is the unique path between u and v in T . In this case we also denote this path by uTv. If T is a
subgraph of G and F ⊆ E(G) is such that each edge in F has exactly one endpoint in T and no
two edges of F share an endpoint outside of T , then the tree induced by F on T is the subtree of
T ∪ F induced by the endpoints of F . For n ∈ N, an n-star is a graph isomorphic to a subdivision
of K1,n. If n ≥ 3, the center of an n-star is the unique vertex of degree greater than 2. A leg of an
n-star, n ≥ 3, is a path from its center to a leaf.
Let µ be a Km-model in a Γ-labelled graph (G, γ) where V (Km) = {v1, . . . , vm}. For distinct
i, j ∈ [m], let us denote the two endpoints of the edge µ(vivj) in the trees µ(vi) and µ(vj) by
µ(vivj)i and µ(vivj)j respectively. Fix i ∈ [m] and let d ∈ N. We say that a vertex s ∈ V (µ(vi)) is
d-central in µ(vi) if no connected component of µ(vi) − s contains µ(vivj)i for m− 1 − d distinct
indices j ∈ [m]− i. In other words, if e ∈ E(µ(vi)) is incident to s, then the connected component
of µ(vi)− e containing s contains µ(vivj)i for more than d indices j ∈ [m]− i.
It is easy to see that a d-central vertex always exists if d < m−12 : start from an arbitrary vertex
s in µ(vi) and, as long as the current vertex is not d-central, move towards the (unique) component
T of µ(vi) − s for which there are at least m − 1 − d >
m−1
2 indices j such that µ(vivj)i ∈ V (T ).
Since d < m−12 , this process cannot backtrack and must end eventually.
Let Cdi denote the set of d-central vertices in µ(vi). The vertices of C
d
i form a subtree in µ(vi):
if s′, s′′ are distinct vertices in Cdi and s is in the interior of the path s
′µ(vi)s
′′, then each connected
component T of µ(vi)− s is contained in a connected component of either µ(vi)− s′ or µ(vi)− s′′,
so there are less than m− 1− d indices j such that µ(vivj)i ∈ V (T ).
Let u ∈ V (µ(vi)) and let j1, j2, j3 ∈ [m]−i be distinct. If the edge set {µ(vivj1 ), µ(vivj2), µ(vivj3)}
induces a tree on µ(vi) that is a 3-star centered at u, then we say that u branches to {µ(vj1 ), µ(vj2), µ(vj3 )},
or simply to {vj1 , vj2 , vj3} if there is no ambiguity of the model. If Y ⊆ [m] − i, we say that u
branches avoiding Y if there exist j1, j2, j3 ∈ [m]− i− Y such that u branches to {vj1 , vj2 , vj3}. We
say that a vertex u ∈ V (µ(vi)) is d-branching if u branches avoiding Y for all Y ⊆ [m] − i with
|Y | ≤ d. If u is 0-branching, we simply say that u is branching. The set of branching vertices of a
Km-model µ is denoted b(µ).
If m ≥ 4, then clearly each tree µ(vi) contains a branching vertex. If d ≥ 1 however, then a
d-branching vertex need not always exist. For example, µ(vi) could be a path with each vertex
incident to only a few edges of the form µ(vivj). The following lemma shows that this is in a sense
the only obstruction:
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Lemma 4.1. Let 0 < d < m−12 be an integer and suppose µ(vi) does not contain a d-branching
vertex. Then
1. Cdi induces a path R in µ(vi), and
2. for each s ∈ Cdi , there are at most 3d indices j ∈ [m] − i such that the (possibly trivial)
µ(vivj)i-Cdi -path in µ(vi) ends at s. In particular, at least m − 1 − 6d of these paths end at
an internal vertex of R.
Proof. Suppose Cdi does not form a path in µ(vi). Then there exists a vertex u ∈ C
d
i that is adjacent
in µ(vi) to at least three vertices in Cdi , say s1, s2, and s3. For each k = [3], since sk is d-central,
there are more than d indices j ∈ [m] − i such that µ(vivj)i ∈ V (Tk), where Tk is the connected
component of µ(vi)−u containing sk. Thus, for all Y ⊆ [m]−i with |Y | ≤ d, there is an index jk 6∈ Y
such that µ(vivjk)i ∈ V (Tk). This implies that u is d-branching and proves the first statement of
the lemma.
Now let s ∈ Cdi . For each connected component T of µ(vi) − s not containing a vertex in C
d
i ,
there are at most d indices j ∈ [m]− i such that µ(vivj)i ∈ V (T ), since otherwise the neighbour of
s in T would be d-central. Let J denote the set of indices j ∈ [m]− i such that the µ(vivj)i-Cdi -path
in µ(vi) ends at s. The second statement of the lemma asserts that |J | ≤ 3d.
Suppose |J | > 3d. We show that s must then be d-branching. Let Y ⊆ [m] − i with |Y | ≤ d
and let c denote the number of indices j ∈ J − Y such that s = µ(vivj)i. Note that |J − Y | > 2d.
If c ≥ 3, then clearly s branches avoiding Y , so we may assume c ∈ {0, 1, 2}. Then there are more
than 2d− c indices j ∈ J −Y such that µ(vivj)i is contained in a connected component of µ(vi)− s
not containing a vertex in Cdi . But each such component contains µ(vivj)i for at most d indices
j ∈ J −Y , so there are at least 3− c distinct connected components of µ(vi)− s containing µ(vivj)i
for some j ∈ J − Y . These 3− c components together with the c edges on s imply that s branches
avoiding Y . Hence s is d-branching and this proves the second statement of the lemma.
For m ≥ 4, consider the graph Gµ obtained from µ[V (Km)] by repeatedly deleting vertices of
degree 1. Then Gµ is a subdivision of a 3-connected graph whose vertices correspond exactly to
the branching vertices of µ. Let b(µ) denote the set of branching vertices of µ
We now show, as discussed in Remark 2.6, that if µ is a Γ-bipartite Km-model, m ≥ 4, then
(µ, γ) is Γ-bipartite as a Γ-labelled graph.
Lemma 4.2. Let m ≥ 4 and let µ be a Γ-bipartite Km-model where V (Km) = {v1, . . . , vm}. Then
µ[V (Km)] is Γ-bipartite.
Proof. We prove the following claim which is essentially equivalent to the lemma.
Claim 4.2.1. If P is a b(µ)-path in µ, then 2γ(P ) = 0.
Proof. If m = 4, then µ[V (Km)] is Γ-bipartite by definition and the claim follows by Lemma 2.3.
So suppose m ≥ 5 and let P be a b(µ)-path in µ with endpoints u and w. First suppose that
u and w are in different trees of µ, say in µ(v1) and µ(v2) respectively. Since u is branching, there
are two indices in [m] − {1, 2}, say 3 and 4, such that u branches to {v2, v3, v4}. Thus u is also a
branching vertex in the K4-submodel η of µ restricted to {v1, v2, v3, v4}. Since the claim holds for
m = 4, if w is also branching in η, then 2γ(P ) = 0 as desired. Otherwise, since w is branching
in µ but not in η, there exists another index in [m] − {1, 2, 3, 4}, say 5, such that w branches to
both {v1, v3, v5} and {v1, v4, v5}. Furthermore, u must branch to at least one of {v2, v3, v5} or
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{v2, v4, v5}. Without loss of generality, assume that u branches to {v2, v3, v5}. Then u and w are
both branching in the K4-submodel of µ restricted to {v1, v2, v3, v5}, so 2γ(P ) = 0. See Figure 3.
So we may assume that u and w are in the same tree, say µ(v1). Since u and w are both
branching in µ, there are four indices in [m]−{1}, say 2, 3, 4, and 5, such that u branches to both
{v2, v3, v4} and {v2, v3, v5} and w branches to both {v2, v4, v5} and {v3, v4, v5}.
For the rest of this proof we only consider the K5-submodel of µ restricted to {v1, . . . , v5}. For
notational convenience we simply assume that µ is a K5-model.
Let η be the K4-submodel of µ restricted to {v2, v3, v4, v5} and, for i ∈ {2, 3, 4, 5}, let xi be the
unique vertex in µ(vi) that is branching in η. Let Qij denote the unique xi-xj-path in µ[vi, vj ] for
i, j ∈ {2, 3, 4, 5}. Note that 2γ(Qij) = 0 by the m = 4 case of the claim.
Let Pi denote the u-xi-path in µ[v1, vi] for i ∈ {2, 3} and let yi be the closest vertex to u on
Pi such that yi ∈ V (µ(vi)) and yi is branching in µ. Similarly, for j ∈ {4, 5}, let Pj denote the
w-xj -path in µ[v1, vj ] and let yj be the closest vertex to w on Pj such that yj ∈ V (µ(vj)) and yj is
branching in µ. Note that 2γ(uP2y2) = 2γ(uP3y3) = 2γ(wP4y4) = 2γ(wP5y5) = 0 since these are
b(µ)-paths with endpoints in different trees.
Suppose y2 ∈ V (Q24 ∪ Q25). Then y2 branches to {v1, v4, v5}, so it is a branching vertex in
the K4-submodel π of µ restricted to {v1, v2, v4, v5}. Since w is also branching in π, we have
2γ(y2P2uPw) = 0 by the m = 4 case. But, as previously noted, we also have 2γ(uP2y2) = 0,
which implies 2γ(P ) = 0. Therefore we may assume that y2 ∈ V (Q23) − x2 and, by symmetry,
y3 ∈ V (Q23) − x3. Similarly, we may assume that yj ∈ V (Q45) − xj for j ∈ {4, 5}. Note that
2γ(y2Q23y3) = 2γ(y4Q45y5) = 0 since these are also b(µ)-paths with endpoints in different trees.
Since the two cycles P ∪ P4 ∪Q24 ∪ P2 and P ∪ P4 ∪Q34 ∪ P3 are in µ[v1, v2, v3, v4], they both
have weight 0, and so γ(Q24) + γ(P2) = γ(Q34) + γ(P3). But P2 ∪Q24 ∪Q34 ∪ P3 is also a cycle in
µ[v1, v2, v3, v4], so γ(P2)+γ(Q24)+γ(Q34)+γ(P3) = 0, which gives 0 = 2γ(P2)+2γ(Q24) = 2γ(P2)
since 2γ(Q24) = 0. Therefore, by symmetry, 2γ(P2) = 2γ(P3) = 2γ(P4) = 2γ(P5) = 0, and since
P∪P4∪Q24∪P2 is a cycle of weight 0, it follows that 2γ(P ) = 2γ(P )+2γ(P2)+2γ(Q24)+2γ(P4) = 0.
This completes the proof of the claim.

Now suppose µ[V (Km)] contains a nonzero cycle and choose such a cycle C minimizing the
number ℓ of edges of the form µ(vivj). Then ℓ ≥ 5 by the definition of a Γ-bipartite Km-model.
Let µ(vi1), µ(vi2 ), and µ(vi3) be three consecutive trees visited by C in that order. Then µ[vi1 , vi3 ]
contains a V (C)-path Q that is not an edge of C, and the two cycles C1, C2 in C ∪Q distinct from
C both contain less than ℓ edges of the form µ(vivj). Hence γ(C1) = γ(C2) = 0 by minimality of
ℓ. Moreover, the two vertices in V (C) ∩ V (Q) are clearly branching in µ, so we have 2γ(Q) = 0 by
the Claim, whence 0 = γ(C1)+γ(C2) = γ(C)+2γ(Q) = γ(C), a contradiction. This completes the
proof of the lemma.
Let R4(n,m) denote the Ramsey numbers for 4-uniform hypergraphs. In other words, if r ≥
R4(n,m), then for every red-blue colouring of the vertices of the complete 4-uniform hypergraph on
r vertices, there is either a red complete hypergraph on n vertices or a blue complete hypergraph
on m vertices. We may assume that R4(n,m) > nm.
We now prove the main lemma of this section.
Lemma 4.3. Let Γ be an abelian group and let t ≥ 2 be an integer. Suppose a Γ-labelled graph
(G, γ) contains a KR4(t,m(t))-model π where m(t) = 50(150t
4)4+1+300t4. Then either there is a Γ-
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Figure 3: A b(µ)-path P in a K5-model µ. Each ellipse indicates a tree
µ(vi).
odd Kt model in (G, γ) that is an enlargement of π, or there exists X ⊆ V (G) with |X | < 50(150t4)4
such that the Tπ-large 3-block of (G−X, γ) is Γ-bipartite.
Proof. Let H be the complete 4-uniform hypergraph on the vertices of π. Colour a hyperedge
{w, x, y, z} red if π[w, x, y, z] contains a nonzero cycle and blue if π[w, x, y, z] is Γ-bipartite. Then
there is either a Γ-odd Kt-model or a Γ-bipartite Km(t)-model that is an enlargement of π. In
the first case we are done, so we assume the existence of a Γ-bipartite Km(t)-model µ that is an
enlargement of π with V (Km(t)) = {v1, . . . , vm(t)}. By Lemma 4.2, (µ, γ) as a Γ-labelled graph is
Γ-bipartite and we may assume by Lemma 2.3 that, after possibly shifting,
every b(µ)-path in µ has weight 0. (∗)
For each i = 1, 2, . . . , 50(150t4)4, sequentially in this order, pick a vertex si ∈ µ(vi) as follows.
If µ(vi) has a 50t
4-branching vertex, then define si to be such a vertex. Otherwise, by Lemma 4.1,
C50t
4
i induces a path R in µ(vi) and there are at least 50(150t
4)4 indices j ∈ [m(t)] − i such that
the µ(vivj)i-V (R)-path in µ(vi) ends at an internal vertex of R. Pick one such index j such that
j 6∈ {κ(i′) : i′ < i and κ(i′) was previously defined},
and define κ(i) = j. Such an index j always exists as long as i ≤ 50(150t4)4. Define si to be the
(internal) vertex of R such that the µ(vivκ(i))i-V (R)-path in µ(vi) ends at si.
Define S = {si : i ∈ [50(150t4)4]}. Note that each si is branching in µ, so S ⊆ b(µ). By
Theorem 2.1, either there exist 150t4 disjoint nonzero S-paths in (G, γ) or there exists X ⊆ V (G)
with |X | ≤ 50(150t4)4 − 3 such that (G−X, γ) does not contain a nonzero S-path.
Claim 4.3.1. If X ⊆ V (G), |X | ≤ 50(150t4)4 − 3, and (G − X, γ) does not contain a nonzero
S-path, then the Tπ-large 3-block of (G−X, γ) is Γ-bipartite.
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Proof. Since |S| = 50(150t4)4, there are three vertices of S, say s1, s2, s3 without loss of generality,
such that X is disjoint from µ(v1) ∪ µ(v2) ∪ µ(v3). Note that each µ(vi) intersects V (B) by the
definition of Tπ. For i ∈ [3], define xi ∈ V (µ(vi)) to be si if si ∈ V (B) and, otherwise, a closest
vertex to si in µ(vi) that is in V (B).
Now suppose that (B, γ) contains a simple nonzero cycle C. By the definition of a 3-block,
there exist three disjoint V (C)-{x1, x2, x3}-paths in G −X , which can be extended or rerouted in
the B-bridges containing si to obtain three disjoint V (C)-{s1, s2, s3} in G−X . Then there exists
a nonzero S-path by Lemma 2.4, a contradiction. 
So we may assume that there exist 150t4 disjoint nonzero S-paths in (G, γ). Let P = {P1, . . . , P150t4}
be a set of 150t4 disjoint nonzero S-paths minimizing the number of edges not in a tree µ(vi) of
µ. By relabelling indices in [50(150t4)4] (and updating κ accordingly), we may assume that Pi has
endpoints s2i−1 and s2i for all i ∈ [150t4]. Note that |S| = 50(150t4)4 and |P| = 150t4. Recall that
S ⊆ b(µ).
Claim 4.3.2. There are at most |P| indices j such that 2|P| < j ≤ |S| (i.e. sj is not an endpoint
of a path in P) and µ(vj) intersects a path in P.
Proof. Suppose µ(vj) intersects a path in P for some j > 2|P|. Pick a closest vertex xj to sj
in µ(vj) such that xj is in a path in P and assume without loss of generality that xj ∈ V (P1).
Define Qj = xjµ(vj)xj . If either sjQjxjP1s1 or sjQjxjP1s2 is a nonzero S-path, then this path
added to P − {P1} would contradict our choice of P . So both paths have weight 0, which gives
γ(xjP1s1) = γ(xjP1s2) = −γ(Qj), hence 2γ(Qj) = −γ(P1) 6= 0.
Now suppose there are more than |P| indices j such that j > 2|P| and µ(vj) intersects a
path in P . For each such j, pick xj and define Qj as before. Then there exist two such indices
j and k such that xj and xk are both contained in one path of P , say P1. Assume without
loss of generality that s1, xj , xk, s2 occur in this order on P1. As before, we have γ(xjP1s1) =
γ(xjP1s2) = −γ(Qj), 2γ(Qj) 6= 0, γ(xkP1s1) = γ(xkP1s2) = −γ(Qk), and 2γ(Qk) 6= 0. Then
γ(xjP1xk) = γ(xkP1s1) − γ(xjP1s1) = γ(Qj) − γ(Qk). But then the sj-sk-path sjQjxjP1xkQksk
has weight γ(Qj) + (γ(Qj)− γ(Qk)) + γ(Qk) = 2γ(Qj) 6= 0, contradicting our choice of P . 
By relabelling among indices j with 2|P| < j ≤ |S| (and updating κ accordingly), we may
assume that no path in P contains a vertex in µ(vj) for all j with 3|P| < j ≤ |S|. We now
construct a minor G′ of G as follows. Let J ′ = {j : 3|P| < j ≤ |S|} and for each j ∈ J ′, contract
the tree µ(vj) into a single vertex s
′
j and delete all loops. Let S
′ = {s′j : j ∈ J
′}.
Define a Γ-labelling γ′ of G′ as follows. Let e = x′y′ ∈ E(G′). If e is not incident to S′, then
define γ′(e) = γ(e). If x′ = s′j and y
′ 6∈ S′, then let x be the endpoint of e in G in µ(vj) and define
γ′(e) = γ(e) + γ(xµ(vj)sj). Similarly, if x
′ = s′j and y
′ = s′k, then let x and y be the corresponding
endpoints of e in G and define γ′(e) = γ(e) + γ(xµ(vj)sj) + γ(yµ(vk)sk). Then each S
′-path P ′
in (G′, γ′) with endpoints s′j and s
′
k corresponds to an sj-sk-path P in (G, γ) of the same weight,
obtained by extending the endpoints of P ′ in G along µ(vj) and µ(vk) to sj and sk respectively.
Let µ′ be the resulting Km(t)-model in G
′ obtained from µ. In other words, µ′(vi) = µ(vi) for
i 6∈ J ′, µ′(vj) = {s′j} for j ∈ J
′, and µ′(vivj) = µ(vivj) for all i, j ∈ [m(t)]. Note that, for i 6∈ J ′,
the d-central and d-branching vertices in µ(vi) and µ
′(vi) are the same.
Claim 4.3.3. There exist t disjoint nonzero S′-paths in (G′, γ′).
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Proof. Suppose not. By Theorem 2.1, there exists Y ⊆ V (G′) with |Y | ≤ 50t4 − 4 such that
(G′ − Y, γ′) does not contain a nonzero S′-path.
Since |Y | < 50t4 and |P| = 150t4, there are more than 100t4 paths Pi that are disjoint from Y .
Among these paths there are more than 50t4 paths Pi such that Y is also disjoint from µ
′(v2i−1) ∪
µ′(v2i). Among these, there is a path Pi such that Y is also disjoint from µ
′(vκ(2i−1)) ∪ µ
′(vκ(2i)),
where we define µ′(vκ(i)) = ∅ if κ is not defined on i. By relabelling the paths in P and updating
the indices in [2|P|] and κ accordingly, we may assume that Y is disjoint from P1∪µ′(v1)∪µ′(v2)∪
µ′(vκ(1)) ∪ µ
′(vκ(2)).
Let Y ′ ⊆ [m(t)] − {1} be the set of indices j such that µ′(vj) contains a vertex in Y and also
the index κ(2), if defined. Then |Y ′| ≤ |Y |+ 1 ≤ 50t4 − 3.
Define j11 , j
1
2 , j
1
3 as follows.
Case 1: s1 is 50t
4-branching in µ′(v1).
By the definition of a 50t4-branching vertex, there exist j11 , j
1
2 , j
1
3 ∈ [m(t)] − {1} − Y
′ such
that s1 branches to {µ′(vj1
1
), µ′(v
j1
2
), µ′(v
j1
3
)} in µ′.
Case 2: s1 is not 50t
4-branching in µ′(v1).
Then C50t
4
1 , the set of 50t
4-central vertices of µ′(v1), forms a path R in µ
′(v1) where s1 is
an internal vertex of R, and the µ′(v1vκ(1))1-V (R)-path in µ
′(v1) ends at s1. Since s1 is an
internal vertex of R, there are exactly two connected components R1 and R2 of µ
′(v1) − s1
containing a vertex in C50t
4
1 , and for each Rk, k ∈ [2], there are more than 50t
4 indices j such
that µ′(v1vj)1 ∈ V (Rk) (by the definition of a 50t4-central vertex). Choose one such index
j1k 6∈ Y
′ for k ∈ [2] and define j13 = κ(1). Then s1 branches to {µ
′(v
j1
1
), µ′(v
j1
2
), µ′(v
j1
3
)}.
We choose j21 , j
2
2 , j
2
3 in a similar manner for µ
′(v2) with the additional condition that j
2
k 6∈ {j
1
1 , j
1
2 , j
1
3}.
Case 1: s2 is 50t
4-branching in µ′(v2).
Since |Y ′| ≤ 50t4 − 3, we may choose j21 , j
2
2 , j
2
3 ∈ [m(t)] − {2} − (Y
′ ∪ {j11 , j
1
2 , j
1
3}) such that
s2 branches to {µ′(vj2
1
), µ′(v
j2
2
), µ′(v
j2
3
)} in µ′.
Case 2: s2 is not 50t
4-branching in µ′(v2).
Choose j21 , j
2
2 6∈ Y
′ ∪ {j11 , j
1
2 , j
1
3} such that µ
′(v2vj2
1
)2 and µ
′(v2vj2
2
)2 lie in each of the two
connected components of µ′(v2)− s2 containing a vertex in C50t
4
2 . Define j
2
3 = κ(2).
For i ∈ [2], let Ti be the tree induced by {µ′(vivji
1
), µ′(vivji
2
), µ′(vivji
3
)} on µ′(vi). Then Ti is a
3-star centered at si. We modify Ti by extending its legs if necessary so that its leaves are s
′
j for
some j ∈ J ′: For each i ∈ [2] and k ∈ [3], if jik 6∈ J
′, then choose a new ℓik ∈ J
′−{j11 , j
1
2 , j
1
3 , j
2
1 , j
2
2 , j
2
3}
so that the ℓik are distinct and Y is disjoint from each µ
′(vℓi
k
). Extend the leg in Ti ending with
µ′(vivji
k
) through µ′(vji
k
) and through the edge µ′(vji
k
vℓi
k
). Since µ′(vji
k
) is disjoint from Y , Ti is
still disjoint from Y . Redefine jik to be ℓ
i
k.
After this procedure, {s′
j1
1
, s′
j1
2
, s′
j1
3
} and {s′
j2
1
, s′
j2
2
, s′
j2
3
} are the leaves of T1 and T2 respectively,
the six leaves are distinct, and T1 is disjoint from T2. For each i ∈ [2] and k ∈ [3], let Qik denote the
path from si to s
′
ji
k
in Ti. Then γ
′(Qik) = 0 by (∗), since S ⊆ b(µ). Now consider the unique path
Q from s1 to s2 in µ[v1, v2]. Then for each i ∈ [2], at least two of the paths Qi1, Q
i
2, Q
i
3 intersect Q
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only at si. Without loss of generality, assume that Q
i
1, Q
i
2 intersect Q only at si. Note that we also
have γ′(Q) = γ(Q) = 0 by (∗).
Recall that P1 is a nonzero path from s1 to s2 in (G
′ − Y, γ′). We thus have a tuple of paths
(Q11, Q
1
2, Q
2
1, Q
2
2, Q, P1) in (G
′ − Y, γ′) with the following properties:
1. Qik is a path from si to s
′
ji
k
for each i, k ∈ [2], and Q11, Q
1
2, Q
2
1, Q
2
2 are internally disjoint.
2. Q is a path from s1 to s2 and disjoint from Q
1
1, Q
1
2, Q
2
1, Q
2
2 except at s1 and s2.
3. γ′(Q11) = γ
′(Q12) = γ
′(Q21) = γ
′(Q22) = γ
′(Q) = 0.
4. P1 is a nonzero s1-s2-path disjoint from S
′.
5. All six paths are disjoint from S′ − {s′
j1
1
, s′
j1
2
, s′
j2
1
, s′
j2
2
}.
Now choose a tuple of paths (Q11, Q
1
2, Q
2
1, Q
2
2, Q, P1) in (G
′ − Y, γ′) satisfying the five properties
above minimizing the number of edges in their union. Let T = Q11 ∪ Q
1
2 ∪Q
2
1 ∪Q
2
2 ∪ Q. Then the
edges of P1 can be partitioned into a sequence of maximal paths contained in T and V (T )-paths
not contained in T .
s′
j1
1
s′
j1
2
s1 s2
s′
j2
1
s′
j2
2
Q
Q11
Q12
Q21
Q22
Figure 4: The tree T = Q11∪Q
1
2∪Q
2
1∪Q
2
2∪Q. The dashed lines indicate
some possible V (T )-subpaths of P1.
Let P be a subpath of P1 that is a V (T )-path not contained in T . Let u and v be the two
endpoints of P . Suppose that u and v both lie in Q. If γ′(uQv) 6= γ′(P ), then we get a nonzero
S′-path by rerouting the path s′
j1
1
Ts′
j2
1
along P , contradicting the assumption that (G′ − Y, γ′)
does not contain a nonzero S′-path. On the other hand, if γ′(uQv) = γ′(P ), then we can reroute
Q through P and reduce the number of edges in the union T ∪ P1, contradicting our choice of
(Q11, Q
1
2, Q
2
1, Q
2
2, Q, P1). Therefore u and v cannot both lie in Q. Similarly, u and v cannot both lie
in any one path Qik.
Next suppose that u and v are in Qi1 ∪ Q
i
2 for some i ∈ [2]. Assume without loss of generality
that u ∈ V (Qi1) − si and v ∈ V (Q
i
2) − si. Then, by Lemma 2.4, we have 2γ
′(P ) = 2γ′(uQi1si) =
2γ′(vQi2si) = 0 and γ
′(P ) + γ′(uTv) = 0, since otherwise there is a nonzero S′-path in T ∪ P .
Similarly, if one endpoint of P is in Qik and the other is in Q, or if one endpoint is in Q
1
k and the
other is in Q2ℓ , then the unique cycle in T ∪ P has weight 0, 2γ
′(P ) = 0 (hence γ′(P ) = γ′(uTv)),
and 2γ′(uTsi) = 2γ
′(vT si) = 0 for each i ∈ [2] (since γ′(Q) = 0). Thus, if U denotes the set of
all vertices that is an endpoint of such a subpath P of P1, then any (U ∪ {s1, s2})-path P ′ in T
satisfies 2γ′(P ′) = 0.
22
Now let (s1 = u1, u2, . . . , un = s2) denote the sequence of vertices in U that occur on P1 in
this order. Let W = u1Tu2Tu3 . . . un−1Tun be the s1-s2-walk contained in T . We have shown
above that γ(uiTui+1) = γ(uiP1ui+1) and 2γ(uiTui+1) = 0 for all i ∈ [n − 1]. The first equality
implies that γ(W ) :=
∑n−1
i=1 γ(uiTui+1) = γ(P1) 6= 0 whereas the second equality implies that
γ(W ) = γ(s1Ts2) = γ(Q) = 0, a contradiction. This completes the proof of the claim. 
Let Q′ = {Q′1, . . . , Q
′
t} be a set of t disjoint nonzero S
′-paths in (G′, γ′) minimizing the number
of edges not contained in a tree µ′(vk), k 6∈ J ′. Let j1, . . . , j2t be the indices such that Q′i has
endpoints s′j
2i−1
and s′j
2i
. Since each Q′i is an S
′-path, no path in Q′ contains a vertex s′j with
j ∈ J ′ − {j1, . . . , j2t}.
Claim 4.3.4. There are at most 3t indices k 6∈ J ′ such that µ′(vk) intersects a path in Q′.
Proof. The proof is similar to that of Claim 4.3.2. Suppose µ′(vk) intersects a path in Q′ for some
k 6∈ J ′. Pick an arbitrary ℓk ∈ J ′ − {j1, . . . , j2t} and let uk = µ′(vkvℓ)k. Let xk ∈ V (µ′(vk)) be a
closest vertex to uk in µ
′(vk) such that xk is in a path, say Q
′
1, in Q
′. Define Rk = xkµ
′[vk, vℓk ]s
′
ℓk
.
Suppose in addition that
xkQ
′
1s
′
j
1
and xkQ
′
1s
′
j
2
each visits at least one other tree µ′(vk′ ) for some k
′ 6∈ J ′ ∪ {k}. (∗∗)
If either s′ℓkRkxkQ
′
1s
′
j
1
or s′ℓkRkxkQ
′
1s
′
j
2
has nonzero weight, then replacing Q′1 with that path
would contradict our choice of Q′. Thus, if (∗∗) holds, then γ′(xkQ′1s
′
j
1
) = γ′(xkQ
′
1s
′
j
2
) = −γ′(Rk)
and 2γ′(Rk) 6= 0.
Now suppose that there are more than 3t distinct indices k 6∈ J ′ such that each µ′(vk) intersects
a path in Q′. Since |Q′| = t, it contains a path, say Q′1 ∈ Q
′, intersecting at least four of the trees
µ′(vk). Let k and k
′ be the indices of two of the “inner” trees intersecting Q′1 so that they both
satisfy (∗∗). Choose distinct ℓk, ℓk′ ∈ J ′ − {j1, . . . , j2t} and define xk, xk′ and Rk, Rk′ as before.
Then, as in the proof of Claim 4.3.2, we obtain a nonzero S′-path RkxkQ
′
1xk′Rk′ contradicting our
choice of Q′. 
Recall that each S′-path Q′i corresponds to an S-path Qi in (G, γ) of the same weight, obtained
by extending the endpoints of Q′i in G along µ(vj2i−1 ) and µ(vj2i ) to sj2i−1 and sj2i respectively.
Let Q = {Q1, . . . , Qt} be the set of nonzero S-paths in (G, γ) corresponding to Q′. By relabelling
indices, we may assume that Qi has endpoints s2i−1 and s2i and that, for all j > 5t, µ(vj) does not
intersect a path in Q. Note that for each i ∈ [t], Qi is disjoint from µ(vj) for j ∈ [2t]−{2i− 1, 2i},
and that Qi ∩ µ(v2i−1) and Qi ∩ µ(v2i) are paths.
We now construct a Γ-odd Kt-model that is an enlargement of µ. First, define L = ∅. For each
j = 1, . . . , 2t, sequentially, choose an index ℓj 6∈ [5t] as follows.
Case 1: sj is 50t
4-branching in µ(vj).
Since Q⌈j/2⌉ ∩ µ(vj) is a path, we may choose ℓj 6∈ L ∪ [5t] such that the sj-µ(vℓj )-path in
µ[vj , vℓj ] is internally disjoint from Q⌈j/2⌉. Add ℓj to L.
Case 2: sj is not 50t
4-branching in µ(vj).
By Lemma 4.1, C50t
4
j forms a path in µ(vj) and sj is an internal vertex of this path. Then
there is a connected component T of µ(vj) − sj containing a vertex in C
50t4
j such that T is
disjoint from Q⌈j/2⌉. Moreover, there are more than 50t
4 indices k such that µ(vjvk)j ∈ V (T ).
Choose one such index ℓj such that ℓj 6∈ L ∪ [5t], and add ℓj to L.
23
Define a Kt-model η as follows. Let {w1, . . . , wt} denote the vertices of Kt. Define the trees
η(wi) = µ(vℓ
2i−1
) ∪ µ(vℓ
2i−1
v2i−1) ∪ µ(v2i−1) ∪Qi ∪ µ(v2i) ∪ µ(v2ivℓ
2i
) ∪ µ(vℓ
2i
)
for each i ∈ [t]. Note that the path from µ(vℓ
2i−1
) to µ(vℓ
2i
) in η(wi) contains Qi as a subpath.
For i < j, define the edges of η as η(wiwj) = µ(vℓ
2i
vℓ
2j−1
). Clearly η is a Kt-model that is an
enlargement of µ and hence of π.
To show that η is Γ-odd, we show that in fact the cycle contained in any three trees of η is
nonzero. Let 1 ≤ i < j < k ≤ t and let C be the unique cycle in η[wi, wj , wk]. Then C contains
Qj which has nonzero weight. On the other hand, E(C)− E(Qj) is a path in µ from s2j to s2j−1,
so γ(E(C) − E(Qj)) = 0 by (∗. Hence γ(C) = γ(Qj) 6= 0 and η is a Γ-odd Kt-model that is an
enlargement of π, completing the proof of the lemma.
5 Proof of Theorem 2.10: large flat wall
In this section we deal with the second outcome of the Flat Wall Theorem.
Lemma 5.1. Let t ≥ 4 be an integer and let Γ be an abelian group. Let (G, γ) be a Γ-labelled graph
containing a flat (t+ 2)2-wall (W,γ). Then there is a flat t-wall (W1, γ) with certifying separation
(C1, D1) such that TW1 is a truncation of TW and either
(i) (W1, γ) is facially Γ-odd, or
(ii) the 3-block of (D1, γ) containing the degree 3 vertices of (W1, γ) is Γ-bipartite.
Proof. Let (W2, γ) denote the t-subwall of (W,γ) induced by the ((t + 2)i − t)-th horizontal and
vertical paths of (W,γ), i ∈ [t + 1]. Note that (W2, γ) is flat and 1-contained in (W,γ) since
(t + 2)(t + 1) − t < (t + 2)2. For i, j ∈ [t + 1], let Q
(h)
i and Q
(v)
j denote the i-th horizontal path
and the j-th vertical path of W2 respectively, and for i, j ∈ [t] let Bi,j denote the (i, j)-th brick of
W2. Then each Bi,j induces a (t + 2)-subwall of W which 1-contains a flat t-subwall Wi,j of W .
Let (Ci,j , Di,j) be a certifying separation for Wi,j minimizing |V (Di,j)|. Then Di,j is disjoint from
Di′,j′ for (i, j) 6= (i′, j′).
If for some i, j ∈ [t], the 3-block of (Di,j , γ) containing the degree 3 vertices of (Wi,j , γ) is Γ-
bipartite, then (Wi,j , γ) and (Ci,j , Di,j) satisfies outcome (ii). So we may assume that the 3-block
of (Di,j , γ) containing (Wi,j , γ) contains a nonzero cycle Oi,j for all i, j ∈ [t].
For i, j ∈ [t], let Pi,j denote the subpath of Q
(v)
j+1 that is a Q
(h)
i -Q
(h)
i+1-path. Let Hi,j be the
union of Di,j , Pi,j , and the subpaths of horizontal paths of W that are Wi,j-Pi,j-paths. Then there
are three disjoint paths from the interior of Pi,j to Oi,j in Hi,j , so by Lemma 2.4, there is a path
Ri,j in Hi,j having the same endpoints as Pi,j such that γ(Pi,j) 6= γ(Ri,j). Replacing Pi,j with Ri,j
yields a local rerouting of (W2, γ).
We then obtain a facially Γ-odd t-wall (W1, γ) from (W2, γ) by a sequence of local reroutings
where, for each (i, j) ∈ [t]2 in lexicographic order, we replace Pi,j with Ri,j if necessary to make
the (i, j)-th brick nonzero.
Lemma 5.2. Let r ≥ 4 be an integer and let Γ be an abelian group. Let (G, γ) be a Γ-labelled graph
containing a flat (150r12 + 2)2-wall (W,γ). Then either:
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(1) There is a flat 50r12-wall (W1, γ) with top nails N1 with certifying separation (C1, D1) such
that TW1 is a truncation of TW and either
(i) (W1, γ) is facially Γ-odd, or
(ii) (W1, γ) is a Γ-bipartite wall with a pure Γ-odd linkage of size r.
(2) There exists Z ⊆ V (G) with |Z| < 50r12 such that the TW -large 3-block of (G − Z, γ) is
Γ-bipartite.
Proof. Applying Lemma 5.1 with t = 150r12, we obtain a flat 150r12-wall (W0, γ) with top nails
N0 and certifying separation (C0, D0) satisfying the conclusion of Lemma 5.1. If (W0, γ) is facially
Γ-odd, then outcome (1)-(i) is satisfied by taking a 50r12-subwall. So we may assume that the
3-block (B0, γ) of (D0, γ) containing the vertices of degree 3 in (W0, γ) is Γ-bipartite. By Lemma
2.3, we may assume, after possibly shifting, that any path in (D0, γ) between vertices of B0 has
weight 0. Also note that given any 1-contained subwall W ′ of W0 with the natural choice of nails
and corners, its branch vertices all have degree 3 in W0, so b(W
′) ⊆ V (B0) and every b(W ′)-path
in (D0, γ) has weight 0.
Since (W0, γ) is a flat 150t
12-wall, it 50t12-contains a flat 50t12-subwall (W1, γ). Let N1 denote
its top nails with respect to (W0, γ) and let (C1, D1) be a certifying separation for (W1, γ) such that
|V (D1)| is minimized. Note that D1 ⊆ D0 and hence every path in D1 between branch vertices of
(W1, γ) has weight 0.
If there exist r3 disjoint nonzero N1-paths in (G− (V (D1)−N1), γ), then by Lemma 2.9 there
is a pure Γ-odd linkage of (W1, γ) of size r, and outcome (1)-(ii) is satisfied. So by Theorem
2.1, we may assume that there exists Z ⊆ V (G − (V (D1) − N1)) with |Z| ≤ 50r12 − 3 such that
(G− (V (D1)−N1)− Z, γ) does not contain a nonzero N1-path.
Since |Z| ≤ 50r12 − 3 and W1 is 50r12-contained in W0, there are two vertical paths of W0,
one to the left of W1 and one to the right, and two horizontal paths of W0, one above W1 and one
below, such that the four paths are all disjoint from Z and not contained in the perimeter of W0.
Let O denote the unique cycle in the union of these four paths. Since W1 is a 50r
12-wall, there are
two disjoint V (O)-N1-paths P1 and P2 that are subpaths of vertical paths of W0 disjoint from Z.
Note that γ(P1) = γ(P2) = 0 since the endpoints of each Pi have degree 3 in W0.
LetW ◦ denote the compact subwall ofW0 whose perimeter is O and let (C
◦, D◦) be a certifying
separation for W ◦ in G minimizing |V (C◦ ∩ D◦) − V (B0)|. Note that W1 ⊆ W ◦ ⊆ D◦ ⊆ D0 and
V (C◦ ∩ D◦) ⊆ V (O). We claim that in fact V (C◦ ∩ D◦) ⊆ V (B0). Suppose otherwise and let
v ∈ V (C◦ ∩ D◦) − V (B0). Then v is contained in the interior of a B0-bridge B of D0 with two
attachments say a1, a2 ∈ V (B0)∩ V (O). But then (C
◦ − (B− {a1, a2}), D
◦ ∪B) is also a certifying
separation for W ◦ with fewer vertices in V (C◦∩D◦)−V (B0), contradicting our choice of (C◦, D◦).
Since every V (B0)-path in (D0, γ) has weight 0, it follows that every V (C
◦ ∩D◦)-path in (D◦, γ)
has weight 0.
We now show that outcome (2) is satisfied. Let (B, γ) be the TW1 -large 3-block of (G − Z, γ).
Note that B contains all vertices of degree 3 in W1. Suppose contrary to outcome (2) that (B, γ)
contains a nonzero simple cycle S′, and let S be a corresponding nonzero cycle in (G− Z, γ).
We claim that S 6⊆ D◦. Otherwise, there exist three disjoint V (C◦ ∩ D◦)-V (S)-paths in D◦
since S is 3-connected to b(W1) which is in turn highly connected to V (C
◦ ∩D◦). By Lemma 2.4
we obtain a nonzero V (C◦ ∩D◦)-path in (D◦, γ), a contradiction.
We also claim that S 6⊆ C◦: Otherwise, there exist three disjoint V (C◦ ∩ D◦)-V (S)-paths in
(C◦ − Z, γ) (since there are three paths from S to b(W ) which must go through V (C◦ ∩D◦)). By
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Lemma 2.4 there exists a nonzero V (C◦ ∩ D◦)-path in C◦. Extending the endpoints of this path
along O ∪ P1 ∪ P2, we obtain a nonzero N1-path in (G− (V (D1)−N1)− Z, γ), a contradiction.
Therefore, S intersects both C◦ −D◦ and D◦ −C◦, so the edges of S can be partitioned into a
collection of V (C◦ ∩D◦)-paths, each contained in either C◦ or D◦. Those in D◦ all have weight 0,
so C◦ contains a nonzero V (C◦ ∩D◦)-path. This similarly gives a contradictory nonzero N1-path
in (G − (V (D1) − N1) − Z, γ) and therefore outcome (2) holds. This completes the proof of the
lemma.
6 Proof of Theorem 2.10
The proof of Theorem 2.10 now follows readily from Lemma 4.3 and Lemma 5.2.
Theorem 2.10. Let Γ be an abelian group and let r, t ≥ 1 be integers. Then there exist integers
g(r, t) and h(r, t) such that if a Γ-labelled graph (G, γ) contains a wall (W,γ) of size at least g(r, t),
then one of the following outcomes hold:
(1) There is a Γ-odd Kt-model µ in G such that Tµ is a truncation of TW .
(2) There exists Z ⊆ V (G) with |Z| ≤ h(r, t) and a flat 50r12-wall (W0, γ) in (G−Z, γ) such that
TW0 is a truncation of TW and either
(a) (W0, γ) is facially Γ-odd, or
(b) (W0, γ) is a Γ-bipartite wall with a pure Γ-odd linkage of size r.
(3) There exists Z ⊆ V (G) with |Z| ≤ h(r, t) such that the TW -large 3-block of (G − Z, γ) is
Γ-bipartite.
Proof. Let r′ = (150r12 + 2)2 and t′ = R4(t,m(t)) where m(t) = 50(150t
4)4 + 1 + 300t4. Let
g(r, t) be a function such that g(r, t) ≥ F (r′, t′) where F is the function from Theorem 2.8 and let
h(r, t) = t′ + 50(150t4)4 + 50r12. Note that g(r, t)≫ h(r, t).
Suppose (G, γ) contains an g(r, t)-wall W . By Theorem 2.8, either (G, γ) contains a Kt′-model
π such that Tπ is a truncation of TW or there exists X ⊆ V (G) with |X | ≤ t′ − 5 and an r′-subwall
W ′ of W that is disjoint from X and flat in G−X .
Suppose we are in the first case, that there is a KR4(t,m(t))-model π such that Tπ is a truncation
of TW . By Lemma 4.3, either there is a Γ-odd Kt-model µ in G such that Tµ is a truncation of Tπ
(hence of TW ), or there exists Y ⊆ V (G) with |Y | < 50(150t4)4 such that the Tπ-large 3-block of
(G − Y, γ) is Γ-bipartite. Since Tπ is a truncation of TW , this 3-block is also TW -large. The first
outcome satisfies (1). The second outcome satisfies (3) with Z = Y .
Now suppose we are in the second case, that there exists X ⊆ V (G) with |X | ≤ t′ − 5 and a
flat (150r12 + 2)2-wall (W ′, γ) in (G −X, γ) such that TW ′ is a truncation of TW . If there exists
Y ⊆ V (G−X) with |Y | ≤ 50r12−3 such that the TW ′ -large 3-block of (G−X−Y, γ) is Γ-bipartite,
then this 3-block is also TW -large, so (3) is satisfied with Z = X ∪ Y . Otherwise, by Lemma 5.2,
there is a flat 50r12-wall (W1, γ) such that TW1 is a truncation of TW and either (W1, γ) is facially
Γ-odd or (W1, γ) is a Γ-bipartite wall with a pure Γ-odd linkage of size r. These two outcomes
satisfy (2)-(a) and (2)-(b) respectively.
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