Statistical machine learning, such as kernel methods, have been widely used in the past decades to discover hidden regularities in data. In particular, one-class classification algorithms gained a lot of interest in a large number of applications where the only available data designate a unique class. In this paper, we propose a framework for one-class classification problems, by investigating the hypersphere enclosing the samples in the Reproducing Kernel Hilbert Space (RKHS). The center of this hypersphere is approximated using a sparse solution, by selecting an appropriate set of relevant samples. To this end, we investigate well-known shrinkage and selection methods for linear regression, namely LARS, LASSO, and Elastic Net. We revisit these selection methods and adapt their algorithms for estimating the sparse center of the one-class problem in the RKHS.
. Over the last decades, kernel methods have become very popular in the machine learning and data mining fields for estimation and learning problems [1] .
Machine learning techniques with kernel methods provide a powerful way for detecting hidden regularities and patterns in large volumes of data [2]. They 5 have been applied in different fields for classification and regression problems, such as autonomous robotics [3] , biomedical signal processing [4] , and wireless sensor networks [5] [6]. Machine learning techniques use positive definite kernels to map the data into a reproducing kernel Hilbert space, where linear algorithms are applied on the mapped data in that space in order to detect nonlinear rela-10 tions existing in the input space [7] . In practice, only the pairwise inner product between the mapped data is needed [8] . This inner product is computed directly from the input data using a kernel function, without any explicit knowledge on the mapping function.
. In several applications as in industrial systems, the only available data desig- 15 nate the normal functioning modes of the studied system, while the data related to the malfunctioning modes and to critical states are difficult to obtain. When it comes to industrial processes with detecting machine faults or intrusions, the number of the failure modes or the increasing number of new generated attacks may not be bounded in general [9] . This is the reason why researchers have 20 been developing in the last few years one-class classification algorithms for such one-class problems, where the available dataset refers only to a single class.
One-class classifiers learn the normal behavior modes of the studied system, and develop decision functions in a way to accept as many normal samples as possible, and to reject the outliers (any sample not belonging to the same dis- 25 tribution of the data) [10] . New samples are then classified as normal ones or outliers according to the decision function of the classifiers. One-class classification algorithms have been applied in many fields, including face recognition applications [11] , mobile masquerades detection [12] , seizure analysis from EEG signals [13] , and recently for intrusion detection in industrial systems [14] . . In this paper, we propose a sparse framework for one-class classification problems. The proposed classifier is defined by a hypersphere enclosing the samples in the Reproducing Kernel Hilbert Space (RKHS), determined by its center and 80 its radius which discriminates new samples as normals or outliers. We approximate the center of the hypersphere by the empirical center of the data in the RKHS, where this sparse center depends only on a small fraction of the data.
Since a wise selection of these samples is crucial in such sparse approaches, we propose to investigate well-known shrinkage methods [29] , namely Least Angle The remainder of this paper is organized as follows. Section 2 provides an overview on the common one-class classification methods in the literature. Section 6 discusses the results on simulated and real datasets, and Section 7 provides conclusion and future works. Kernel methods map the data from the input space X into a higher dimensional feature space H via a mapping function φ(x i ) = k(x i , ·). This allows to describe nonlinear relations in the input space, by converting them into linear ones in 110 the feature space. In practice, only the pairwise inner product between the mapped data is needed, thus without any explicit knowledge of the mapping function φ. This inner product is computed directly from the input data using a kernel function. Let K be the n × n kernel matrix with entries k(x i , x j ) for
x 1 , · · · , x n ∈ X . The kernel matrix plays an important role in the learning 115 algorithms. Next, we detail the common one-class classification methods in the literature.
Support Vector Data Description
. Support Vector Data Description (SVDD) estimates the hypersphere with minimum radius that encompasses all the data φ(x i ) in the feature space H.
The hypersphere is characterized by its center a and its radius R > 0, and the SVDD algorithm minimizes its volume by minimizing R 2 . The presence of outliers in the training set is allowed by introducing the slack variables ξ i ≥ 0 for each training sample, in order to penalize the excluded ones. This boils down to the following constrained optimization problem: min a,R,ξi
.., n. The predefined parameter ν ∈ (0, 1) regulates the trade-off between the volume of the hypersphere and the number of outliers. Its value represents an upper bound on the fraction of outliers and a lower bound on the fraction of support vectors. SVDD maximizes the following objective functional with respect to the Lagrangian multipliers α i :
(2) subject to n i=1 α i = 1 and 0 ≤ α i ≤ 1 νn . This a constrained quadratic programming problem, whose solution is found using any off-the-shelf optimization 120 technique. For instance, one can use the MATLAB function quadprog.
The radius of the optimal hypersphere is obtained with the distance in the feature space from the center a to any sample φ(x k ) on the boundary as follows::
In order to evaluate a new sample z, the decision rule is obtained by evaluating the distance between a and φ(z) in the feature space. The new sample z is considered as a normal sample if the calculated distance is smaller than the radius, namely:
Slab Support Vector Machine
The slab Support Vector Machine (slab SVM) is a modified version of the standard SVM algorithm, and it aims at finding a region bounded by two parallel hyperplanes, called a slab, that encloses the samples in the feature space and 
where w, ρ and δ are the parameters of the slab, ξ i denote the slack variables and ν the upper bound on the fraction of outliers. The following objective functional needs to be minimized with respect to the Lagrangian multipliers α i and β i :
A new sample z is considered as a normal one if it lies between the lower hyperplane and the upper hyperplane. Otherwise, it is considered as an outlier.
Robust Support Vector Machine 130
The "Robust SVM" algorithm is another modified version of the standard SVM, and it aims at reducing the influence of the outliers on the decision rule of the classifier. The slack variables are replaced with other ones related to the distance between the samples and the center of the data in the feature space, which will cause the hyperplane to be shifted towards the normal samples.
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The new slack variable represents the ration between the distance of the mapped samples to the center and the maximal value of this distance d max , and it is computed as follows:
The Robust SVM needs to solve the following constrained optimization problem: 
This type of slack variables makes the decision boundary of the classifier less affected by the outliers.
Simple one-class
The simple one-class was introduced to overcome the time consumption drawback of the existing algorithms. It is a fast and simple one-class approach, 140 which is based on the computation of the Euclidean distance in the feature space, and it does not need to solve any quadratic programming problem.
Let c n be the center of the data in the feature space, namely c n = 1
The simple one-class approach computes the Euclidean distance between the training samples and the center c n , and the expression of this distance is given as follows:
After evaluating the Euclidean distance between all the training samples and the center, the simple one-class algorithm defines a threshold based on the estimated fraction of outliers among the training dataset. The decision function for a new 145 sample x is defined by its Euclidean distance to the center. If this distance is greater than the predefined threshold, this sample is considered as an outlier.
Proposed One-class Framework
. In this paper, we propose a framework for one-class classification problems, by investigating a sparse formulation. We define the one-class by the hypersphere 150 enclosing the samples in the RKHS, and the decision function of the classifier uses the distance in the RKHS between the sample φ(x) under scrutiny and the center of this hypershpere. If this distance is greater than a fixed threshold,
the sample is considered as an outlier. Otherwise, it is considered as a normal sample, i.e., belonging to the same distribution as the training dataset.
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The mean of the mapped data is given by the expectation of the data in the RKHS, namely E[φ(x)]. One can estimate this expectation by the empirical center of the data in that space, namely:
The center of the hypersphere is a linear combination of the mapped samples,
, having β j the corresponding coefficients. The center c A has to be chosen in a way to efficiently represent the first order moment of the distribution of the training dataset in the RKHS. Therefore, we define c A by the approximation of the empirical center c n in the RKHS.
The expression of the Euclidean distance between any sample x and the sparse center is given as follows:
. In order to obtain a sparse approach, by analogy with the SVM formulation, only a small fraction of the coefficients β j in the center's expression has to be nonzero. Therefore, in order to estimate the sparse center, we propose to minimize the error of approximating the empirical center c n with c A in a way to get a good representation of the training samples. The optimization problem takes the following form:
subject to some sparsity-inducing constraints. Such constraints include that the ℓ 0 -norm of β shall not exceed some predefined threshold. For computational reasons, the ℓ 0 -norm is often replaced by the ℓ 1 -norm, i.e., |β|, which is the closest convex norm to the ℓ 0 -norm.
We note that this optimization problem has a similar form as the one in tion Operator, and Elastic Net. We modify the algorithms of these approaches in order to estimate the sparse center c A , by adapting them to solve the optimization problem (7), which selects the most relevant samples among the training dataset. Next, we detail the modified shrinkage methods, by revisiting 170 the corresponding optimization problems and the resulting solutions.
Least Angle Regression
. The first shrinkage method studied in this paper is the Least Angle Regression where the algorithm starts at c A0 , and the equiangular vectors are updated in a way to preserve equal angles with the original axes. where the algorithm starts at c A 0 = 0. In this example, the first residual (cn − c A 0 ) makes a smaller angle with φ(x i ) than with φ(x j ), so we start moving in the direction of φ(x i ) and
At the next step, the current residual (cn − c A 1 ) makes equal angles θ with φ(x i ) and φ(x j ), so we have to move in a direction that preserves this equiangularity, as given
. LARS algorithm begins at c A = 0, and we update c A at each iteration. Let X = (φ(x 1 ), φ(x 2 ), . . . , φ(x n )), X A denotes the matrix containing the retained samples of the set A, based on the greatest absolute correlation criterion, and 
having β j the current estimate of the center's coefficients. The next step is to project all the samples on the subspace spanned by the samples of A, in a way to preserve equal angles between these samples. The equiangular vector needed for the projection operation has the following form:
, and s denotes the vector of the signs of the current correlations with entries:
s j = sign{ corr j }, for j = 1, 2, . . . , n.
After computing X A , A A , and u A , the previous estimate c A is updated to:
having min the minimum over the positive components, A C the complementary set of A, a j an element of the inner product vector defined by
and C = max j {| corr j |}. Finally, the coefficients β are updated as follows:
This algorithm inherits the drawbacks of the conventional LARS algorithm. The 185 main drawback is with highly correlated samples, which may limit its application to high dimensional data. Another drawback is its sensitivity to the effects of noise. for any x j ∈ A [30] . Unlike in LARS, the coefficients in LASSO do not change signs during the update step since they are piecewise linear. Let d be the the vector with entries s j w Aj for any x j ∈ A, and zero elsewhere. To update the coefficients as in equation (9), we have:
Therefore, β j (γ) changes sign at: The Elastic net has the advantage of including automatically all the highly correlated variables in the group, and it was compared to a stretchable fishing net that retains "all the big fish" [33] . In addition, the entire Elastic net solution path can be directly computed from the LARS algorithm.
. The naïve Elastic net optimization problem is defined as follows:
arg min
for some given tuning parameters λ 1 , λ 2 > 0, and it becomes a pure LASSO optimization when λ 2 = 0, and a simple ridge regression when λ 1 = 0. This Therefore, rescaling the coefficients will undo the double amount of shrinkage.
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. The naïve Elastic net problem can be transformed into an equivalent LASSO problem as in equation (10), and this is achieved by replacing the parameter λ 
Extension to the Mahalanobis Distance
. The main drawback of using the Euclidian distance is its sensitivity to the scale variation in each direction, so we propose to use the Mahalanobis distance in the decision function of the classifier. In fact, the Mahalanobis distance takes into account the different scaling of the coordinate axes [35] . The Mahalanobis distance between a sample φ(x) and the center c A in the RKHS is given as follows: eigenvalues λ k for k = 1, 2, · · · , n. Since V is an orthogonal matrix, Σ −1 takes this form:
and each eigenvector is a linear combination of the samples φ(x i ) in the RKHS,
By injecting the expression of v k into the eigen decomposition of Σ, namely λ k v k = Σv k , the coefficients α i are given by solving the eigen decomposition problem nλ k α k = Kα k , where the matrix K of entries 2 k(x i , x j ) is the centered version of K. Finally, the Mahalanobis 2 The kernel function k(x i , x j ) = k ij is the centered version of k ij = k(x i , x j ), and it is computed as follows: (11) is computed in the RKHS as follows:
We make use of the advantages in KPCA, and only the most relevant eigenvectors are taken into consideration while the remaining ones are considered as 235 noise. In other words, in order to compute the Mahalanobis distance in the RKHS, we project the data into the subspace spanned by the most relevant eigenvectors. We also adopt the kernel whitening normalization of the eigenvectors as proposed in [17] , where the variance of the mapped data is constant for all the feature directions. 240 
Theoretical Results
. In this section, we provide some theoretical results on the error of projecting the center of the data c n and on the first kind error. To this end, we consider the projection into the subspace spanned by the most relevant eigenvectors as described in Section 4, thus replacing Σ by the corresponding approximation 245 Σ. Therefore, the Mahalanobis distance, i.e., φ(x) − c n 2 Σ , is approximated by the distance between the projections in the corresponding subspace as follows:
Pφ(x) − Pc n Σ , having P the projection operator. 
Projection error
where the first inequality follows from the triangular inequality, and the error of projecting the samples φ(x i ) can be bounded by n i=k+1 λ i as detailed in [2, Chapter 6]. 255 . Let c ∞ denotes the expectation of the data in the feature space, namely E[φ(x)], and ǫ 0 the projection error between c ∞ and c n , namely ǫ 0 = Pc n − Pc ∞ Σ . The samples of the training dataset are generated from the same distribution, and n out is the number of outliers among this dataset.
Error of the first kind
Theorem 2. If we consider the sphere centered on Pc A with radius R, and by the symmetry of the i.i.d assumption, we can bound the probability that a new random sample x lies outside this sphere excluding the outliers, with
Proof. When all the training samples are inside the sphere centered on c n , it has been shown in [2] that the probability of a new sample x that lies outside this description is bounded by
having ǫ 1 the error of approximating c ∞ , and R 1 the radius of the sphere, namely R 1 = max i=1,··· ,n φ(x i ) − c n . If we consider the sphere centered on the projected sparse center Pc A with n out outliers, and the distance between the projected sample Pφ(x) and Pc A , we apply the triangular inequality twice
and we get the following relations:
and
From these two inequalities, and by the symmetry of the i.i.d assumption, the probability of a new sample x lying outside this distribution is bounded by
Experimental Results
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. The proposed one-class algorithms are applied on two simulated datasets and on three real datasets from the Mississipi State University SCADA Laboratory and from the University of California machine learning repository. The selection of the most relevant samples in the proposed framework is performed via the aforementioned shrinkage algorithms, namely LARS, LASSO and Elastic net. In 265 each case of these three subset selection approaches, the decision function of the classifier is defined using the Euclidean diastance and the Mahalanobis distance.
The Gaussian kernel is used in this paper, for it is the most common and suitable kernel for one-class classification problems. It is given by k(
, where x i and x j are two input samples, and · 2 represents the l 2 - 
Results On Simulated Data
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. The proposed algorithms are applied in the first place on two simulated datasets, the sinusoidal and the square noise datasets [28] . The main chal- 
Results On Real Data
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. The proposed one-class algorithms are now tested on two real datasets from the Mississipi State University SCADA Laboratory, the gas pipeline and the water storage tank testbeds [36] . The gas pipeline is used to move petroleum products to the market, and the water storage tank is similar to the oil storage tanks found in the petrochemical industry. These real datasets raise many . In high-dimensional spaces, the first criterion for one-class classification algorithms is to have good detection rates. We tested these one-class algorithms on nearly 100 000 samples related to the aforementioned attacks, and the detec- tic net is used to select the most relevant samples, and the norm in the decision function of the classifier is the Mahalanobis distance. The latter combination gives better detection rates than all of the other approaches for the different types of the studied attacks. The second criterion for one-class approaches is the time consumption of the algorithms. Table 4 shows the estimated time for 345 each approach, and it indicates that the modified subset selection algorithms in the proposed framework are faster than the other approaches regardless of the shrinkage method used, with both Euclidean and Mahalanobis distances. The fastest algorithm occurs with LARS for the gas pipeline and the UCI testbeds, and the simple one-class for the water storage testbed, while the slowest ap- norm in the decision function of the classifier is the Mahalanobis distance. The latter combination is faster than the common one-class algorithms existing in the literature, and it leads to the best detection rates for most of the attacks.
. For future works, a detailed study on the other existing subset selection algorithms could be investigated, since it is a very important step in sparse ap- Figure 4 : The decision boundaries on the square-noise dataset for the studied algorithms.
The description boundaries are given by the green lines, the outliers correspond to the red samples while the normal samples are in blue. Elastic net outperforms LARS, LASSO, and the other approches, and it leads to the best description boundary when the metric in the decision function of the classifier is the Mahalanobis distance.
