ABSTRACT Image set compression has recently become an active research topic due to the explosion of digital photographs. In order to efficiently compress the image sets of similar images with moving objects, in this paper, we propose a novel algorithm for image set compression using multiple reference images. First, for an image set, its depth-constrained minimum arborescence is generated. We then present a reference image candidate determination method to build the reference image candidates for the images of the set. Furthermore, we propose a rate-distortion optimized multiple reference image selection method. This method compares the correlation between every image and each of its reference image candidates to produce its multiple reference images. Finally, compressed image data are achieved by employing block-based motion compensation and residue coding. In addition, we also give a new way of access to images to keep the same access delay with single reference image-based schemes. Compared with the state-of-the-art image compression algorithms, experimental results show that our proposed algorithm can significantly improve the image compression performance.
I. INTRODUCTION
Nowadays, with the popularity of smart phones, a large number of digital photos are often taken and then stored in personal devices or social media sites. In the reports about social media statistics published by SocialPilot, every day in 2016 more than 1.6 billion daily users upload over 350 million photos to Facebook [1] , and in 2017 on Instagram around 95 million photos are uploaded by 500 million daily active users each day [2] , resulting in massive storage space requirements. For any image in the enormous amount of images, there may be some other images with similar contents. For example, Fig. 1 shows three photos about Pantheon in Paris collected from the cloud 1 . From this figure, we can observe that these pictures are taken from different view angles and so have similar contents, indicating that there is the inter-image redundancy between any two similar images. Currently, in the widely used individual image compression methods such as JPEG (Joint Photographic 1 Available online: http://www.robots.ox.ac.uk/∼vgg/data/parisbuildings/ Experts Group) [3] , JPEG 2000 [4] , and HEVC (High Efficiency Video Coding) intra coding [5] , only intra-image redundancy is taken into consideration. Therefore, to further improve the efficiency of image compression, it is necessary to make use of inter-image redundancy to design new efficient image compression schemes for similar images.
Different from individual image compression, image set compression refers to utilizing inter-image redundancy to compress sets of similar images. Recently, many image set compression algorithms [6] - [28] have been proposed to decrease the storage sizes of similar images, where these algorithms can be roughly classified into four categories.
In the first category, a representative signal (RS) is generated from all the images of an image set, and then both the RS and the difference signal between every image and the RS by subtracting the RS are compressed. It follows that, how to obtain the RS is a key problem dramatically affecting compression efficiency. This category of algorithms includes the Karhunen-Loeve transform [6] , the centroid method [7] , the min-max compression method [8] , the low frequency template [9] , and the max-min differential and predictive method [10] . For highly similar images such as medical and satellite images, the RS can represent all the other images of a set well, resulting in minor difference. However, for ordinary natural images, there are usually apparent differences between two similar images.
Schmieder et al. [11] examine a number of well-known hierarchical clustering methods, cluster validity measures, and their relationships to the compression performance of a hierarchical lossy algorithm. Chen et al. [12] propose a new scheme to compress an image set by building its minimalcost prediction structure. Lu et al. [13] study the techniques of photo album compression via DCT frequency domain. Au et al. [14] propose a photo album compression scheme by using global motion compensation and inter prediction. In [15] , all the similar images of a set are arranged into a tree and then video coding technique is applied along each branch. In [16] , each newly uploaded image is compressed with its nearest neighbor taken from a representative set. Ling et al. [17] propose a general forest structure model involving depth constraint to further exploit the correlations among the images of a photo album. These seven algorithms belong to the second category that finds a tree and a vertex to describe an image set and an image, respectively, and then compresses the root vertex and the other vertices of the tree with intra and inter coding, respectively. Inter coding can help to reduce the predictive cost of an image due to only encoding the difference between it and its reference image. However, unlike neighboring frames in natural videos, generally considerable inter-image disparities always exist between similar images, where there are five factors having influences on inter-image disparities, including different lens focuses, different view angles, different view distances, different camera rotations, and different solar light intensities. Therefore, on account of the inter-image disparities between images, their inter-image redundancy cannot be effectively removed only by using inter coding.
The third category adopts image sparse coding and learns specific dictionaries for different image sets to compress similar images. So, in this paper we also call this category and the other categories the dictionary-based and nondictionary categories, respectively. Skretting and Engan [18] present a recursive least squares dictionary learning algorithm with learned dictionaries in the 9/7 wavelet domain. Zhang et al. [19] , [20] propose an image set compression framework with dictionary learning based sparse coding. In this proposed framework, a specific dictionary is learned from a representative image for every image set, and the other images are compressed by sparse coding with the corresponding dictionary. In order to improve the efficiency of dictionary, the representative image of an image set should share similar content with the other images as much as possible. It can be seen that how to get an efficient dictionary is the core problem of this dictionary-based category. However, for the similar images with obvious inter-image disparities, it is difficult to produce an efficient dictionary since the representative image may not represent the other images well. Hence, the algorithm in [20] achieves the better compression performance than JPEG and JPEG 2000, but needs more bit rate at the same PSNR (Peak Signal-to-Noise Ratio) than HEVC intra coding.
In the last category [21] - [28] , besides inter coding employed to eliminate the inter-image redundancy, some efforts have also been made to reduce the inter-image disparities between similar images to improve the prediction accuracy. In [21] and [22] , two 3-D point cloud based image set compression schemes are proposed for similar landmark images. It is required for these two schemes that the images of a specific point of interest such as a landmark building should be collected from the cloud to generate the corresponding 3-D point cloud model for the building. Based on the 3-D point cloud model those similar images of the landmark building can be compressed by employing illumination compensation and inter coding. Milani and Zanuttigh [23] estimate camera positions and geometric correlations among various images to build a prediction chain, and then use color compensation, warping, and video-like compression to obtain compressed images. In [24] , not local features but dense correspondences are employed to find the corresponding units in the reference image for the units in an image. After the geometric transformation and luminance adjustment of these corresponding units, the residual signal is compressed via HEVC inter coding. Shi et al. [25] , [26] propose a scale-invariant feature transform (SIFT) based image set compression scheme including SIFT-based interimage redundancy measure, image set clustering, generation of prediction structures, feature-based three-step prediction, and residue coding. The scheme in [26] provides an integrated solution to image set compression considering inter-image disparities and achieves a good compression performance. Zhang et al. [27] propose a new SIFT-based inter-image redundancy measure to obtain the correlations between similar images. Instead of uncompressed similar images which are dealt with in the other algorithms, how to compress JPEG coded similar images is discussed in [28] . It can be observed that with this category similar images achieve better resemblance due to the reduction of inter-image disparities, and thus the prediction accuracy can be improved and the interimage redundancy can be effectively eliminated by using inter coding, resulting in large bit rate savings. However, the algorithms mentioned above mainly manage to tackle the image set compression of the similar images with stationary objects such as buildings. For the similar images with moving objects, especially the moving objects with large scale motions, these algorithms cannot provide sufficient reference detail in predicting those similar images because of object entry, object exit, and scene occlusion caused by moving objects.
In this paper, to further increase the compression efficiency of the uncompressed similar images with moving objects, we propose a novel non-dictionary image set compression algorithm using rate-distortion (R-D) optimized multiple reference image selection. Due to the necessity of reducing interimage disparities, some efficient ways to reduce them in the last category are also employed in the proposed algorithm. In this paper there are two main contributions. First, considering object entry, object exit, and scene occlusion, we propose an R-D optimized multiple reference image selection method. With these multiple reference images used to predict an image, the more precise prediction image can be produced, and thus the inter-image redundancy of this image can be largely eliminated by employing inter coding. Second, for a compressed image set, when one would like to access an image of it, there is an access delay which is the time needed to decode the image. Since it is necessary to decode the reference images before the decoding of this image, multiple reference images may bring more access delay. To address it, we propose a reference image candidate determination method. Also, we present a new image access method in this paper.
The rest of this paper is organized as follows. Section II briefly reviews a state-of-the-art non-dictionary image set compression algorithm. The framework of the proposed algorithm and the multiple reference image selection method are detailedly introduced in Sections III and IV, respectively. Section V presents our experimental results. Finally, Section VI concludes this paper. Fig. 2 illustrates the solution to image set compression in [26] . In this solution, Shi et al. match the SIFT descriptors [29] between every two images to gain the corresponding matched regions. The correlation between each pair of images is computed by using the matching results. Based on all the correlations, a classical K-means method in the clustering module is adopted to categorize images into image sets. For each image set, it and the correlations among its images are described by adopting a digraph which is then converted to a minimum arborescence (MA) [30] via MA searching. According to the MA, the prediction structure of the image set is obtained, where for each non-root vertex of the MA only its parent vertex is acted as its reference image. In order to reduce the inter-image disparities between each non-root vertex and its reference image, the first two steps of the featurebased three-step prediction including geometric deformation and photometric transformation, are developed to eliminate geometric disparity and compensate for illumination change, respectively. Moreover, the third step, i.e. block-based motion compensation, is introduced to deal with displacements of blocks. Finally, the generated residual signal is encoded with HEVC residue coding to achieve the final compressed image set.
II. STATE-OF-THE-ART NON-DICTIONARY IMAGE SET COMPRESSION ALGORITHM
A digraph consists of its vertices and the directed edges with weights among vertices. For any two similar images I i and I j of an image set, the weight e i,j of the directed edge from I i to I j which is adopted to represent the predictive cost of using I i to predict I j , is defined as
where F i,j is the number of the elements in the set F i,j including all the pairs of matched SIFT descriptors between I i and I j , k i,j is the number of the pairs of matched SIFT
which is the 128-D feature vector of f j (k j ), and · 2 is the
where f i (k i ) and f i (k h ) are the closest and second closest SIFT descriptors in I i for a SIFT descriptor f j (k j ) in I j , respectively. By computing the weights of all the directed edges, the digraph of the image set is obtained. To control the maximum delay in accessing a compressed image randomly, in [26] a depth-constrained MA is built with two steps for the digraph. In the first step, an MA T 1 is constructed via Chu-Liu method [31] without the consideration of depth constraint. Second, T 1 is transformed into an acyclic graph T 2 by directly connecting the new edges from a vertex to another vertex with a larger depth, and then the depth-constrained MA T is produced by iteratively minimizing the predictive cost for all the sub-trees of T 2 .
For each non-root vertex I j of T and its reference image I i , both geometric deformation and photometric transformation are employed to reduce their inter-image disparities. In the geometric deformation, the deformation model set
where GD l and S l measure the geometric distance of the matched SIFT descriptors and the connectivity between the descriptors under the model H l , respectively, p i (k) and p j (k) are the locations of f i (k) and f j (k) which form a pair of matched SIFT descriptors, respectively, γ (k, k ) is the discontinuity penalty for the pair of neighboring descriptors and is set as inversely proportional to the distance between f i (k) and f i (k ), NE(k) denotes the set of the neighboring SIFT descriptors of f i (k) in the Delaunay triangulation mesh modeling the neighboring relationships among the SIFT descriptors in I i . Based on the graph-cut based approach in [32] , the minimization of the energy E in (5) is approximated by finding the minimum L cuts on the graph. Then, the matched descriptors in I i are accordingly partitioned into L sets and each set has a deformation model
For each geometric deformed imageĪ l,i , Shi et al. also define the photometric transformation as
where α l and β l denote the scale and offset parameters, respectively. The parameters α l and β l are calculated by minimizing the distance z betweenĪ l,i and I j based on the set F l of the pairs of matched descriptors under the model H l .
where
By solving the partial differential functions of (10), the values of α l and β l are acquired. Given α l and β l , the photometric transformed imageĪ l,i is built. All the L photometric transformed images are then stored in reference buffers and used as references in the following step of block-based motion compensation.
III. PROPOSED NON-DICTIONARY IMAGE SET COMPRESSION ALGORITHM
The proposed algorithm mainly discusses how to cope with the compression of image sets, and thus it is assumed that image sets have been categorized from a great number of images. In the proposed algorithm, four modules including depth-constrained MA generation, reference image candidate determination, multiple reference image selection, and videolike compression are adopted to construct the compressed data for an image set, as shown in Fig. 3 .
Firstly, to achieve magnificent compression performances for image sets and control the access delay of any image, an image set should be represented by a depth-constrained MA. Depth-constrained MA is referred to the spanning tree with the minimum total edge weight of a digraph under the constraint of depth, where the minimum total edge weight indicates that the total prediction cost of compressing an image set is the minimum when for each non-root vertex of the set only its parent vertex is used to predict it, and the constrained depth implies that the number of images needed to be decoded is limited for the access to an image. Fig. 4 describes an example of a depth-constrained MA with four depths. From this figure, it can be seen that there are twelve images in which vertex 0 is the root vertex and vertices 5, 7, 8, 9, 10, and 11 are the leaf vertices. The depth of a vertex increases with its moving from the root vertex to the leaf vertices. Since the depth of the MA in Fig. 4 is limited to 4, the maximum access delay is exactly the time used for accessing the images with the depth of 4 because these images have the longest prediction chain. For instance, the access delay of vertex 9 in Fig. 4 is the time spent on decoding vertices 0, 2, 4, and 9 in sequence, which is also called four image-decoding time units in this paper. Due to the efficiency and accuracy of SIFT descriptors, the SIFTbased edge weight computation and depth-constrained MA generation methods in [26] are also adopted in this proposed algorithm.
For an image of an image set, the obtained MA points out that its reference image is just its parent vertex if only one image is used to predict it. Nevertheless, for an image of the similar images with moving objects, due to object entry, object exit, and scene occlusion, in its reference image there may not be the correlated information for some moving objects or scenes in this image, so that it is required to employ some other similar images of its image set as its reference images. On the other hand, multiple reference images may cause the increase of the access delay of an image due to decoding these multiple reference images in advance.
For single reference image based algorithms such as the algorithm in [26] , an image cannot be accessed until the images in order along the path from the root vertex to this image have been decoded, and thus the corresponding access delay is the decoding time of those images, e.g. four image-decoding time units for vertex 9 in Fig. 4 . Whereas if we use vertices 4 and 7 to predict vertex 9 in Fig.4 , the corresponding access delay changes into the time needed to decode vertices 0, 1, 3, 7, 2, 4, and 9, more than four image-decoding time units. Therefore, in order to keep access delay unchanged, in the following we propose a reference image candidate determination and image access methods.
The reference images of an image should be selected from the decoding version of compressed images, requiring that the image encoding sequence for image sets be decided ahead of schedule. Generally, there are two image encoding sequences, including along branches and layer by layer with the increase of depth. If the method of encoding images along branches is used, for the example in Fig. 4 , vertices 0, 1, 3, 7, 2, 4, 8, 9, 5, 6, 10, and 11 are compressed in order. Supposing that vertices 0 and 7 are acted as the reference images of vertex 2, the access delay of vertex 2 should be the time used for decoding vertices 0, 1, 3, 7, and 2 in order, which is surely larger than the time needed to only decode vertex 0 in single reference image based algorithms. It can be seen that it is impossible for multiple reference images based algorithms to remain the same access delay with single reference image based algorithms by using the image encoding sequence of along branches. So in this paper, we assume that images are encoded layer by layer with the increase of depth. For those images in Fig. 4 , first vertex 0 is intra coded, then all the images with depth 2, third all the images with depth 3, finally all the images with depth 4, are inter coded, respectively. It follows that for an image the images with the depths smaller than its depth are compressed prior to its compression. Then, in the proposed algorithm for an image we use those images with the smaller depths than its depth as its reference image candidates from which its reference images can be selected.
In addition, to make access delay remain unchanged, in the access process we simultaneously decode all the images with a same depth; that is to say, these images are decoded in parallel. Hence, if one would like to access an image, for instance vertex 9 in Fig. 4 , and if it is supposed that the reference images of vertex 9 are vertices 1, 2, 4, and 5, then first vertex 0, second simultaneously vertices 1 and 2, third simultaneously vertices 4 and 5, finally vertex 9, would be decoded, respectively. It can be observed that the time to access vertex 9 is also four image-decoding time units, the same as that spent in single reference image based algorithms.
Having determined reference image candidates, we should choose multiple reference images from these candidates. In this paper we propose an R-D optimized multiple reference image selection method. The proposed method compares the correlation between a target image to be compressed and each of its reference image candidates and then according to these correlations builds the reference images for the target image.
In this method, we use each reference image candidate to predict the target image to compute the corresponding R-D cost representing the correlation between this candidate and the target image. The smaller the R-D cost is, the stronger the correlation is. By the contrast of the R-D costs, we select N reference image candidates with strong correlations as the reference images of the target image.
Finally, block-based motion compensation is performed between the target image and the photometric transformed images of its reference images obtained in multiple reference image selection to construct the corresponding residual signal. The compressed data of the target image can be achieved by encoding the residual signal with HEVC residue coding.
IV. PROPOSED R-D OPTIMIZED MULTIPLE REFERENCE IMAGE SELECTION
Given a target image to be compressed and its reference image candidates, the next issue is how to select its reference images from these candidates. 
where f (11) and (12), we obtain all the matched descriptor pairs between I j and each of its reference image candidates.
In order to efficiently eliminate the inter-image redundancy of the target image, it is essential to first reduce the inter-image disparities between this target image and each of its reference image candidates. In the proposed multiple reference image selection method, we also adopt geometric deformation and photometric transformation to decrease the inter-image disparities. Given the target image I j and a reference image candidate I c,m j , m = 1, · · · , M , with the geometric deformation and photometric transformation methods used in [26] , we can divide all the matched SIFT descriptors between I j and I c,m j into several groups to accordingly build the deformation models {H 1 , · · · , H W }, and then achieve the corresponding geometric deformed imageĪ To remove the inter-image redundancy of I j as much as possible, we should fully utilize the correlation between I j and each of its reference images. Excluding the matched SIFT descriptor pairs of the W deformation models between I j and I r,1 j , we remake a match between the remaining SIFT descriptors in I j and the descriptors of each of its reference image candidates except I r,1 j , and accordingly produce new matched SIFT descriptor pairs. Based on these new matched descriptor pairs, we employ the selection process described above to find out a new reference image candidate with the strongest correlation to serve as the second reference image I r,2 j of I j . Subsequently, we iteratively perform this reference image selection process till N reference images are achieved. It is also worth pointing out that all the reference image candidates are directly acted as the reference images of I j if M ≤ N .
V. EXPERIMENTAL RESULTS
In this section, we compare our proposed algorithm with two existing algorithms. One is the state-of-the-art non-dictionary image set compression algorithm in [26] due to its excellent performance in compressing image sets. The other is HEVC intra coding, a state-of-the-art technique widely used in individual image compression which has a better performance than JPEG and JPEG 2000. In order to evaluate the effect of moving objects on compression performance, in this paper the motion scale of moving objects is a major concern. In experiments five image sets are used where every set contains uncompressed similar images. Each of the first two image sets ''Road'' and ''T-junction'' consists of many similar images in which there are several vehicles with large scale motions and some persons with moderate scale motions. The images of the third image set ''Canteen'' record the scenes of the dining of students in a canteen. In each image of the fourth image set ''Campus'', there is only one moving object with moderate scale motion. The images of the last image set ''Playground'' have many persons but with small scale motions. Since there are no existing test image sets considering moving object, we take photos at different camera positions to form these five image sets, respectively. Fig. 6 shows three examples of every image set for preview. The detailed information of these test images are listed in Table 1 . In our tests, the depth of depth-constrained MA is limited to 5, and the value of λ is similar to that of the Lagrangian constant in video coding standards and is defined as λ = 2 (QP−12)/3 (14) where QP is quantization parameter. For every image set, the root vertex of the corresponding depth-constrained MA is intra coded and the other vertices are inter coded. In the encoding, HEVC standard software HM 16.6 2 is adopted as the coding platform, and for intra images the QPs are set to be 22, 27, and 32, respectively.
A. SELECTION OF THE PARAMETERS IN OUR PROPOSED ALGORITHM
In the proposed algorithm, there are two parameters including W and N to be determined. Fig. 7 shows the compression performances of the proposed algorithm with different W at N = 4 for ''Road'' and ''T-junction''. It can be seen that compared with HEVC intra coding, the proposed algorithm 2 achieves a large compression performance increase. But for the three values of W , the performance difference between any two W is small. To decrease complexity, we set the value of W to 2 in our algorithm.
In Fig. 8 , the impacts of N on compression performance for both ''Road'' and ''T-junction'' are presented. From this figure, one can observe that for ''Road'', compared with the performance of N = 2, our proposed algorithm with N = 4 achieves an average bit rate saving of 7.39%, larger than 2.94% bit rate saving on average between the performances of N = 4 and N = 6 (the anchor is the performance of N = 4). Also, the similar result can be seen for ''T-junction''. Thus, to balance complexity and performance, the value of N is set to be 4. In addition, the more reference images there are, the better compression performance the proposed algorithm obtains, indicating that it is necessary for image set compression to employ multiple reference images. Fig. 9 shows the R-D curve of the average PSNR and bit rate for all the images in every image set. Our proposed algorithm achieves a big compression performance enhancement for every image set and up to 3 dB improvement at the same bit rate compared with HEVC intra coding, indicating that the proposed algorithm can fully make use of the correlations VOLUME 6, 2018 among similar images to efficiently eliminate the inter-image redundancy. From the comparison with the state-of-the-art image set compression algorithm in [26] , we can observe that the compression performance of our proposed algorithm is much better than that of the algorithm in [26] . This verifies that the proposed algorithm can acquire more reference information and thus generate more precise prediction images than single reference image based image set compression algorithms. The bit rate savings of our proposed algorithm compared with the algorithm in [26] for both ''Road'' and ''T-junction'' are larger than those of the other three image sets. It is mainly because that in the images of each of these two image sets there are moving objects with large scale motions, resulting in the problems including the quick object entry, quick object exit, and serious scene occlusion. The results show that our proposed algorithm can solve these problems well. In addition, among all the image sets, for ''Playground'' the algorithm in [26] obtains the largest compression performance improvement compared with HEVC intra coding. By the observation of the five test image sets, we can see that there is the massive interimage redundancy between any two similar images of ''Playground'' because those persons in these images only move a little bit. In Table 2 , we show a more detailed numerical comparison results for different algorithms based on BD-PSNR (Bjøntegaard delta Peak Signal-to-Noise Ratio) and BD-BR (Bjøntegaard delta bit rate) [33] , which compute the average distance in PSNR and bit rate between two R-D curves, respectively. We can see that the proposed algorithm achieves up to 18.21% -7.69% = 10.52% bit rate saving and 21.11% -15.27% = 5.84% bit rate saving on average compared with the algorithm in [26] . Furthermore, our proposed algorithm achieves more obvious bit rate reduction, more than 21% bit rate saving on average compared with HEVC intra coding. Experimental results show that our proposed scheme can be applicable to the image set compression of the similar images with moving objects.
B. PERFORMENCES IN COMPARISON TO STATE-OF-THE-ART SCHEMES

VI. CONCLUSION
In this paper, we propose a novel image set compression algorithm using R-D optimized multiple reference image selection. Due to object entry, object exit, and scene occlusion brought by moving objects, we propose an R-D optimized multiple reference image selection method. This proposed method uses each of the reference image candidates of an image to predict this image to compute the corresponding R-D cost, and then according to all the R-D costs selects N reference image candidates as its reference images. In addition, since multiple reference images may result in more access delay, we also propose a reference image candidate determination and image access methods to keep access delay unchanged. For an image the images with smaller depths than its depth are employed as its reference image candidates. In the access process the images with a same depth are decoded simultaneously. Experimental results show that the proposed algorithm can greatly reduce the storage space for the similar images with moving objects compared with stateof-the-art image compression algorithms.
In the proposed algorithm block-based motion compensation is performed on the W photometric transformed images of each of the N reference images to build the corresponding prediction image for an image, causing a high computational complexity. In the future, we would like to focus efforts on reducing the complexity of our algorithm so as to enhance the scalability of our solution. 
