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A WEAK SPACE-TIME FORMULATION FOR THE LINEAR
STOCHASTIC HEAT EQUATION
STIG LARSSON AND MATTEO MOLTENI
Abstract. We apply the well-known Banach-Necˇas-Babusˇka inf-sup theory
in a stochastic setting to introduce a weak space-time formulation of the linear
stochastic heat equation with additive noise. We give sufficient conditions on
the the data and on the covariance operator associated to the driving Wiener
process, in order to have existence and uniqueness of the solution. We show the
relation of the obtained solution to the mild solution and to the variational
solution of the same problem. The spatial regularity of the solution is also
discussed. Finally, an extension to the case of linear multiplicative noise is
presented.
1. Introduction
We consider a linear parabolic stochastic evolution problem of the form
(1.1)
dU(t) +A(t)U(t) dt = f(t) dt+ Ψ(t) dW (t), t ∈ (0, T ],
U(0) = U0.
We assume that A(t) is a random elliptic operator defined within a Gelfand triple
setting as follows. Given separable Hilbert spaces V,H , we consider a Gelfand triple
V ⊂ H ⊂ V ∗, where V has a compact and dense embedding into H . We denote by
〈·, ·〉H the inner product in H and by 〈·, ·〉V ∗ V the dual pairing between V and V
∗
with 〈u, v〉V ∗ V = 〈u, v〉H , ∀v ∈ V whenever u ∈ H . Further, we denote by L (H) =
L (H ;H) the space of bounded linear operators on H and by L2(H) = L2(H ;H)
the Hilbert-Schmidt operators.
Let T ∈ (0,∞) be fixed and let (Ω,Σ,P) be a complete probability space, with
normal filtration Σ = (Σt)t∈[0,T ]. We assume that a progressively measurable map
A : Ω× [0, T ]×V → V ∗, coercive and bounded P⊗dt-a.s., is given, with associated
bilinear form a given by a(ω, t;u, v) = 〈A(ω, t)u, v〉V ∗ V . We consider a predictable
process with Bochner integrable trajectories f ∈ L2(Ω× (0, T );V ∗) and we assume
that W = (W (t))t∈[0,T ] is a Q-Wiener process with covariance operator Q, and a
predictable operator-valued process Ψ such that ΨQ
1
2 ∈ L2(Ω× (0, T );L2(H)).
A typical example would be V = H10 (D) ⊂ H = L
2(D) with a spatial domain D
and a random elliptic operator of the form A(ω, s)u = −∇ · (a(ω, s)∇u) + b(ω, s) ·
∇u+ c(ω, s)u with suitable assumptions on the coefficients.
In order to give a meaning to (1.1), we have to define what we mean by a solution.
In the special case when A is independent of t and ω and considered as unbounded
operator in H , we have the concepts of weak and mild solution, see [6].
Definition 1 (Weak and mild solution). Let the operator A be possibly unbounded,
independent of ω and t, and defined on a certain domain D(A) dense in H, i.e.,
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A : D(A) ⊂ H → H. A weak solution to (1.1) is an H-valued, predictable stochastic
process U(t), which is Bochner integrable P-a.s. and satisfies
(1.2)
〈U(t), v〉H = 〈U0, v〉H −
∫ t
0
〈U(s), A∗v〉H ds+
∫ t
0
〈f(s), v〉H ds
+
∫ t
0
〈Ψ(s) dW (s), v〉H , P-a.s., ∀v ∈ D(A
∗), t ∈ [0, T ].
In particular −A is the generator a strongly continuous semigroup (S(t))t≥0 in H
and
∫ T
0
‖S(s)Ψ(s)Q
1
2 ‖2
L2(H)
ds < ∞, so that the unique weak solution coincides
with the mild solution, given by the formula
(1.3) U(t) = S(t)U0 +
∫ t
0
S(t− s)f(s) ds+
∫ t
0
S(t− s)Ψ(s) dW (s), t ∈ [0, T ].
Within the semigroup framework it is possible to prove results about about spa-
tial regularity and temporal Ho¨lder-continuity of the solution, by defining spaces of
fractional order, H˙β := D(A
β
2 ), and exploiting the semigroup theory. For example,
in the parabolic case, when the semigroup is analytic, it was shown in [15] that if
U0 ∈ L
2(Ω; H˙β), f = 0, Ψ(t) = I, and ‖A
β−1
2 Q
1
2 ‖L2(H) <∞ for some β ≥ 0, then
the mild solution satisfies
‖U(t)‖L2(Ω;H˙β) ≤ C
(
‖U0‖L2(Ω;H˙β) + ‖A
β−1
2 Q
1
2 ‖L2(H)
)
, t ∈ [0, T ].
The concept of mild solution presents however the disadvantage of not being
applicable whenever the operator does not generate a semigroup. This fact provides
a good reason to look for more general concepts of solution that do not rely at all
on such a theory.
For this purpose we recall that, in order to derive the mild solution formula
(1.3), [6] proceeds from the weak formulation (1.2) with time-independent deter-
ministic test functions, to a weak formulation with time-dependent deterministic
test functions, c.f. Lemma 5 below:
〈U(t), v(t)〉H = 〈U0, v(0)〉H +
∫ t
0
〈U(s), v˙(s)−A∗v(s)〉H ds
+
∫ t
0
〈f(s), v(s)〉H ds+
∫ t
0
〈Ψ(s) dW (s), v(s)〉H .
This suggests the possibility of using a weak space-time formulation, which would
be to find a pair (U1, U2) such that∫ t
0
〈U1(s),−v˙(s) +A
∗v(s)〉H ds+ 〈U2, v(t)〉H
= 〈U0, v(0)〉H +
∫ t
0
〈f(s), v(s)〉H ds+
∫ t
0
〈Ψ(s) dW (s), v(s)〉H ,
for all v in a suitable class of test functions.
With a proper choice of function spaces, the well-posedness of this problem
in the deterministic setting is obtained within the Banach-Necˇas-Babusˇka inf-sup
theory, see Section 2 below. In Section 3 we extend this to the stochastic evolu-
tion problem (1.1). The equation is solved ω-wise and the inf-sup theory allows
us to prove that a solution exists, is unique, and satisfies a bound that is ex-
pressed in terms of the data U0, f , Ψ, and W , P-a.s. By taking the expectation
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of this, we achieve a standard estimate for the norm of the solution in the space
L2(Ω× (0, T );V )∩L2(Ω;C ([0, T ];H)), which is consistent with standard estimates
presented, for example, in [4, Chapt. 5]. In particular, under suitable assumptions,
our solution coincides with the mild solution. In Section 4, we briefly discuss the
spatial regularity under such assumptions.
A more general solution concept is the variational solution, for which a compre-
hensive theory can be found, for example, in [10, Chapt. 4]. This theory applies to
more general quasilinear equations, but we present it here for our linear equation.
Definition 2 (Variational solution). Assume that Ψ and Q are as before, that is
to say, ΨQ
1
2 ∈ L2(Ω × (0, T );L2(H)). A continuous H-valued Σ-adapted process
(U(t))t∈[0,T ] is called a variational solution to (1.1), if for its P ⊗ dt equivalence
class Uˆ we have Uˆ ∈ L2(Ω× (0, T ),P⊗ dt;V ) and, for any t ∈ [0, T ],
U(t) = U0 −
∫ t
0
A(s)U¯(s) ds+
∫ t
0
f(s) ds+
∫ t
0
Ψ(s) dW (s), P-a.s.,
where U¯ is any V -valued progressively measurable P⊗ dt version of Uˆ .
We show in Lemma 5 that our solution coincides with such a solution, in partic-
ular, that our U1 and U2 play the roles of the U¯ and U , respectively.
Finally, the norm bound that we obtain for the solution operator of the linear
problem with additive noise allows us to use a standard fixed point technique and
extend our theory to the case of multiplicative noise. In Section 5 we present
this in the case of linear multiplicative noise. This approach extends to semilinear
equations under appropriate global Lipschitz assumptions.
We want to remark that despite the fact that the concept of solution that we
present is essentially no more general than the ones already known, it presents
two advantages. It allows in fact the development of a theory for existence and
uniqueness that is relatively easier than others and it states the problem in a way
that can naturally be used for Petrov-Galerkin approximation of the problem. For
this second reason our work can be seen as the potential starting point for future
works dealing with numerical solutions for (1.1).
2. Preliminaries
2.1. The inf-sup theory. We recall the Banach-Necˇas-Babusˇka (BNB) theorem,
see [1, 8], for example. Let V and W be Banach spaces, W reflexive, and consider
a bounded bilinear form B : W × V → R, with
(BDD) CB := sup
06=w∈W
sup
06=v∈V
B(w, v)
‖v‖V ‖w‖W
<∞,
and the associated bounded linear operator B : W → V ∗, i.e., B ∈ L (W,V ∗),
defined by
〈Bw, v〉V ∗ V := B(w, v), ∀w ∈W, ∀v ∈ V.
The operator B is boundedly invertible if and only if the following conditions are
satisfied:
cB := inf
06=w∈W
sup
06=v∈V
B(w, v)
‖v‖V ‖w‖W
> 0,(BNB1)
∀0 6= v ∈ V, sup
06=w∈W
B(w, v) > 0.(BNB2)
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The constant cB is called the inf-sup constant and, whenever both V and W are
reflexive and (BNB1) holds, we have the identity
inf
06=w∈W
sup
06=v∈V
B(w, v)
‖v‖V ‖w‖W
= inf
06=v∈V
sup
06=w∈W
B(w, v)
‖v‖V ‖w‖W
,(2.1)
which allows to swap the spaces where the infimum and the supremum are taken.
An immediate consequence of this is that the variational problem:
given F ∈ V ∗, find w ∈W : B(w, v) = F (v), ∀v ∈ V,
i.e., solve Bw = F in V ∗, and its adjoint:
given G ∈ W ∗, find v ∈ V : B(w, v) = G(w), ∀w ∈ W,
i.e., solve B∗v = G in W ∗, are well-posed whenever (BDD), (BNB1) and (BNB2)
hold. In particular, the well-posedness of the former is equivalent to the well-
posedness of the latter and the respective solutions satisfy
‖w‖W ≤
1
cB
‖F‖V ∗ , ‖v‖V ≤
1
cB
‖G‖W∗ .
2.2. The inf-sup theory applied to an abstract parabolic problem. In re-
cent years there has been a renewed interest for the tools presented above in order to
deal with the linear heat equation starting from an abstract parabolic equation given
in the Gelfand triple framework (see, for example, [2, 3, 11, 12, 13, 14]). Assume
indeed that Hilbert spaces V,H are given, forming a Gelfand triple V ⊂ H ⊂ V ∗
with bilinear forms
a(t ; ·, ·) : V × V → R, t ∈ [0, T ],
satisfying the following conditions for some positive numbers Amin, Amax:
(2.2)
|a(t;u, v)| ≤ Amax‖u‖V ‖v‖V , t ∈ [0, T ], u, v ∈ V,
a(t; v, v) ≥ Amin‖v‖
2
V , t ∈ [0, T ], v ∈ V.
For every t ∈ [0, T ], let A(t) be the bounded linear operator from V to V ∗ associated
with the bilinear form, i.e., A(t) ∈ L(V, V ∗) and
〈A(t)u, v〉V ∗ V = a(t;u, v) = 〈u,A
∗(t)v〉V V ∗ .
Consider now the problem
(2.3)
u˙(t) +A(t)u(t) = f(t) in V ∗, t ∈ (0, T ),
u(0) = u0 in H,
where u˙(t) denotes the derivative of u with respect to t, i.e., u˙(t) := dudt . Define the
Lebesgue-Bochner spaces
Y = L2((0, T );V ),
X = L2((0, T );V ) ∩H1((0, T );V ∗),
normed by
‖y‖2Y = ‖y‖
2
L2((0,T );V ) =
∫ T
0
‖y(t)‖2V dt,
‖x‖2X = ‖x‖
2
L2((0,T );V ) + ‖x˙‖
2
L2((0,T );V ∗) + ‖x(0)‖
2
H + ‖x(T )‖
2
H .
The trace theorem for Bochner-Lebesgue spaces ([7, Theorem 1, Chapter XVIII.1]),
says that X is densely embedded in C ([0, T ];H), so that x(0), x(T ) ∈ H are defined.
Due to the inclusion of the boundary terms in the norm, the embedding constant
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does not depend on time and is uniform in the choice of V . In fact, whenever
x, y ∈ X , integration by parts is possible:∫ t
0
(
〈x˙, y〉V ∗ V + 〈x, y˙〉V V ∗
)
ds = 〈x(t), y(t)〉H − 〈x(0), y(0)〉H .(2.4)
Hence, for arbitrary x ∈ X and t ∈ [0, T ],
‖x(t)‖2H = ‖x(0)‖
2
H + 2
∫ t
0
〈x(s), x˙(s)〉V V ∗ ds.
This implies
sup
t∈[0,T ]
‖x(t)‖2H ≤ ‖x(0)‖
2
H + ‖x‖
2
L2((0,T );V ) + ‖x˙‖
2
L2((0,T );V ∗) ≤ ‖x‖
2
X ,
which leads to the following estimate for the embedding constant:
(2.5) sup
06=x∈X
‖x‖C ([0,T ];H)
‖x‖X
≤ 1.
The reader can refer to [7, Chapter XVIII] for a comprehensive presentation of
these spaces.
A possible approach to solving the differential problem (2.3) is presented for
example in [11] and it consists in integrating in time the dual pairing between the
equation and a test function y1 ∈ Y and taking the inner product between the
initial condition and another test vector y2 ∈ H , thus obtaining the following two
equations:∫ T
0
(
〈u˙(t), y1(t)〉V ∗ V + a(t;u(t), y1(t))
)
dt =
∫ T
0
〈f(t), y1(t)〉V ∗ V dt,
〈u(0), y2〉H = 〈u0, y2〉H .
Adding the equations and defining YH := Y × H , Hilbert space normed by its
product norm, gives the variational problem
(2.6) u ∈ X : B(u, y) = F (y), ∀y = (y1, y2) ∈ YH ,
where the following bilinear and linear forms are used
B : X × YH → R,
B(x, y) :=
∫ T
0
(
〈x˙(t), y1(t)〉V ∗ V + a(t;x(t), y1(t))
)
dt+ 〈x(0), y2〉H ,
F : YH → R,
F (y) :=
∫ T
0
〈f(t), y1(t)〉V ∗ V dt+ 〈u0, y2〉H .
We call this the first space-time variational formulation of (2.3). in
Consider now the backward adjoint problem to (2.3):
(2.7)
− v˙(t) +A∗(t)v(t) = g(t) in V ∗, t ∈ (0, T ),
v(T ) = ξ in H,
whose first space-time variational formulation is given by
(2.8) v ∈ X : B∗(y, v) = G (y), ∀y ∈ YH .
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Here the bilinear form is given by
B
∗ : YH ×X → R,
B
∗(y, x) :=
∫ T
0
(
〈y1(t),−x˙(t)〉V V ∗ + a(t; y1(t), x(t))
)
dt+ 〈y2, x(T )〉H ,
and the load functional by
G : YH → R,
G (y) :=
∫ T
0
〈y1(t), g(t)〉V V ∗ dt+ 〈y2, ξ〉H .
Note that X ⊆ YH via the embedding y1(t) = x(t), y2 = x(0). By considering
the restriction of the load functional F to X ⊆ YH ,
F : X → R,
F (x) :=
∫ T
0
〈f(t), x(t)〉V ∗ V dt+ 〈u0, x(0)〉H ,
and by interchanging the roles of trial and test spaces, the second (or weak) space-
time formulation of the original problem (2.3) is obtained:
(2.9) u = (u1, u2) ∈ YH : B
∗(u, x) = F (x), ∀x ∈ X .
The first and the second formulations are related and the well-posedness of the
former is equivalent to the well-posedness of the latter. More precisely, it holds
that (by a suitable modification of the proofs in [11, 13])
(2.10)
CB := sup
06=x∈X
sup
06=y∈YH
B∗(y, x)
‖x‖X‖y‖YH
≤
√
2max{1, A2max},
cB := inf
06=x∈X
sup
06=y∈YH
B∗(y, x)
‖x‖X ‖y‖YH
≥
min{Amin, A
−1
max, AminA
−1
max}
2
,
and, for any y ∈ YH ,
sup
06=x∈X
B
∗(y, x) ≥ min {1, Amin}‖y‖
2
YH .
This shows that the operator B∗ ∈ L(X ,Y∗H ), associated with the bilinear form
B∗(·, ·) via B∗(y, x) = 〈y,B∗x〉YH Y∗H
is boundedly invertible. This, in turn, im-
plies that the operator B ∈ L(YH ,X
∗) associated with B∗(·, ·) via B∗(y, x) =
〈By, x〉X ∗ X is also boundedly invertible, with the same inf-sup constant, see (2.1).
Moreover, for f ∈ L2((0, T );V ∗) and u0 ∈ H , we have F ∈ X
∗. Hence, (2.9) is
well-posed.
If a solution of (2.9) has the additional regularity u1 ∈ X , then an integration by
parts (2.4) shows that u1 is a solution of the first problem (2.6) and that u2 = u1(T ).
This is the case when f ∈ L2((0, T );V ∗), as is easily seen. In this case the second
component of the solution, u2, is a continuous H-valued version of u1, evaluated at
time t = T . Therefore, u2 is redundant and in other works, e.g., [3] and [12], the
weak space-time formulation is
u ∈ Y : B∗(u, x) = F (x), ∀x ∈ X0,{T} := {x ∈ X : x(T ) = 0}.
Of course, more general functionals F may be considered for which u1 6∈ X , e.g.,
F(x) =
∫ T
0 〈x˙(t), g(t)〉V ∗ V dt. As another example, in the next section we add a
noise term to F . Then we find it useful to keep u2.
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3. A weak space-time formulation of the stochastic problem
3.1. Existence and uniqueness. In order to introduce the weak space-time for-
mulation for the equation (1.1) we will follow the idea outlined in Subsection 2.2.
We consider spaces X and Y restricted to a time interval [0, t], for fixed but ar-
bitrary t ∈ [0, T ], endowed with their respective natural norms. We denote these
spaces
Yt0 = L
2((0, t);V ), X t0 = L
2((0, t);V ) ∩H1((0, t);V ∗),
normed by
‖y‖2Yt
0
= ‖y‖2L2((0,t);V ),
‖x‖2X t
0
= ‖x‖2L2((0,t);V ) + ‖x˙‖
2
L2((0,t);V ∗) + ‖x(0)‖
2
H + ‖x(t)‖
2
H ,
with the convention that X = X T0 and Y = Y
T
0 . The reason for introducing the
parameter t ∈ [0, T ] is that we want to display the time dependence of u2, so that
we can take the supremum with respect to t and obtain norms and spaces consistent
with the ones used in [10].
We assume that the family of operators A(ω, s) is as in Section 1, i.e., that its bi-
linear forms satisfy the following conditions for some positive numbers Amin, Amax:
|a(ω, s;u, v)| ≤ Amax‖u‖V ‖v‖V , (ω, s) ∈ Ω× [0, T ], u, v ∈ V,
a(ω, s; v, v) ≥ Amin‖v‖
2
V , (ω, s) ∈ Ω× [0, T ], v ∈ V.
We introduce a family of problems parametrized by (ω, t), defined by the bilinear
forms
B
∗
ω,t : (Y
t
0 ×H)×X
t
0 → R,
B
∗
ω,t(y, x) :=
∫ t
0
(
〈y1(s),−x˙(s)〉V ∗ V + a(ω, s; y1(s), x(s))
)
ds+ 〈y2, x(t)〉H ,
and the load functionals
Fω,t : X
t
0 → R, Wω,t : X
t
0 → R,
where
Fω,t(x) =
∫ t
0
〈f(ω, s), x(s)〉V ∗ V ds+ 〈U0(ω), x(0)〉H ,
Wω,t(x) =
( ∫ t
0
〈Ψ(s) dW (s), x(s)〉H
)
(ω).
The weak space-time formulation reads, for almost every (ω, t) ∈ Ω× [0, T ]:
(3.1) Uω,t ∈ Y
t
0 ×H : B
∗
ω,t(Uω,t, x) = Fω,t(x) + Wω,t(x), ∀x ∈ X
t
0 .
Since our assumption on a(ω, s; ·, ·) is uniform with respect to ω, s with constants
Amin, Amax, we conclude that the bilinear forms B
∗
ω,t satisfy the inf-sup conditions
uniformly in ω, t with the same constants CB , cB as in (2.10). This means that, for
almost every (ω, t) ∈ Ω× [0, T ], the operator Bω,t ∈ L(Y
t
0×H, (X
t
0)
∗) associated to
B∗ω,t(·, ·) via B
∗
ω,t(y, x) = 〈Bω,ty, x〉(X t
0
)∗ X t
0
is boundedly invertible. Moreover, the
norm of its inverse B−1ω,t is bounded by c
−1
B , uniformly in ω, t.
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Focusing now on the right-hand side, we assume that f(ω, ·) ∈ L2((0, T );V ∗)
and that U0(ω) ∈ H . Then, for x ∈ X
t
0 , it holds that
|Fω,t(x)| =
∣∣∣
∫ t
0
〈f(ω, s), x(s)〉V ∗ V ds+ 〈U0(ω), x(0)〉H
∣∣∣
≤
( ∫ t
0
‖f(ω, s)‖2V ∗ ds
) 1
2
(∫ t
0
‖x(s)‖V
2 ds
) 1
2
+ ‖U0(ω)‖H‖x(0)‖H
.
(
‖f(ω, ·)‖L2((0,t);V ∗) + ‖U0(ω)‖H
)
‖x‖X t
0
,
showing that Fω,t ∈ (X
t
0)
∗ with
‖Fω,t‖(X t
0
)∗ . ‖f(ω, ·)‖L2((0,T );V ∗) + ‖U0(ω)‖H(3.2)
for almost every (ω, t) ∈ Ω× [0, T ]. Hence, by monotonicity in t, it follows that
(3.3) E
[
sup
t∈[0,T ]
‖F·,t‖(X t
0
)∗
]
. E
[
‖f‖L2((0,T );V ∗) + ‖U0‖H
]
.
The next step is provided by the following lemma, which shows that Wω,t ∈ (X
t
0)
∗
with an estimate similar to the one in (3.3). In order to prove this, we let A0 ∈
L(V, V ∗) be the operator associated with the bilinear form a0(·, ·) = 〈·, ·〉V . Then
A0 does not depend on (ω, t) and satisfies the boundedness and coercivity (2.2)
with constants Amin = Amin = 1. Then −A0 is self-adjoint and the generator of an
analytic semigroup (S0(t))t≥0, which is also self-adjoint, (S0(t))
∗ = S0(t). Due to
the compact embedding V ⊂ H and the spectral theorem there is an orthonormal
eigenbasis for A0 in H . We denote the eigenpairs by (λj , φj), j = 1, . . . ,∞.
In the generic example, where V = H10 (D) ⊂ H = L
2(D) with 〈u, v〉V =
〈∇u,∇v〉H and elliptic operator of the form A(ω, s)u = −∇ · (a(ω, s)∇u)+ b(ω, s) ·
∇u+ c(ω, s)u, we would have A0 = −∆, the Dirichlet Laplacian.
Lemma 3. If ΨQ
1
2 ∈ L2(Ω × (0, T );L2(H)), then there exists a process K ∈
L2(Ω;C ([0, T ];R)) such that, for almost every (ω, t) ∈ Ω× [0, T ],
(3.4) ‖Wω,t‖(X t
0
)∗ . K(ω, t)
and
(3.5) E
[
sup
t∈[0,T ]
K(·, t)2
]
. E
[ ∫ T
0
‖Ψ(t)Q
1
2 ‖2
L2(H)
dt
]
.
Hence, Wω,t ∈ (X
t
0)
∗ for almost every (ω, t) ∈ Ω× [0, T ] and
E
[
sup
t∈[0,T ]
‖W·,t‖
2
(X t
0
)∗
]
. E
[ ∫ T
0
‖Ψ(t)Q
1
2 ‖2
L2(H)
dt
]
.(3.6)
The constant hidden in . depends only on numerical factors.
Proof. We consider the adjoint problem (2.7) on [0, t], with A∗(·) replaced by A∗0 =
A0. Problem (2.7) is well-posed, i.e., the operator B
∗
0 : X
t
0 → (Y
t
0 ×H)
∗ associated
with the bilinear form in (2.8) is a bijection. From the theory of operator semigroups
we recall that the solution operator (B∗0 )
−1 can be represented by the mild solution
formula,
v(s) =
(
(B∗0 )
−1(g, ξ)
)
(s) =
∫ t
s
S0(r − s)g(r) dr + S0(t− s)ξ, s ∈ [0, t].
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In order to see this we must show that the mild formula belongs to X t0 , whenever
the data (g, ξ) belong to (Yt0 ×H)
∗ = L2((0, t);V ∗)×H ; more precisely,
‖v‖X t
0
. ‖g‖L2((0,t);V ∗) + ‖ξ‖H .
This is proved by means of an eigenbasis expansion of the operator S0(t) and
Parseval’s identity. For example, one term is
∥∥∥
∫ t
·
S0(r − ·)g(r) dr
∥∥∥2
L2((0,t);V )
=
∫ t
0
∥∥∥
∫ t
s
S0(r − s)g(r) dr
∥∥∥2
V
ds
.
∫ t
0
∥∥∥A 120
∫ t
s
S0(r − s)g(r) dr
∥∥∥2
H
ds
=
∫ t
0
∞∑
j=1
( ∫ t
s
λ
1
2
j e
−λj(r−s)〈g(r), φj〉H dr
)2
ds
≤
∫ t
0
∞∑
j=1
( ∫ t
s
(
λ
1
2
j e
− 1
2
λj(r−s)
)2
dr
∫ t
s
(
e−
1
2
λj(r−s)〈g(r), φj〉H
)2
dr
)
ds
≤
∞∑
j=1
∫ t
0
∫ t
s
(
e−
1
2
λj(r−s)〈g(r), φj〉H
)2
dr ds
=
∞∑
j=1
∫ t
0
∫ r
0
e−λj(r−s) ds 〈g(r), φj〉
2
H dr
=
∞∑
j=1
∫ t
0
λ−1j 〈g(r), φj〉
2
H dr . ‖g‖
2
L2((0,t);V ∗).
The remaining terms in ‖v‖X t
0
are treated similarly.
We can hence write any x ∈ X t0 as x = (B
∗
0)
−1B∗0x, which is represented as:
x(s) = ((B∗0)
−1B∗0x)(s) =
∫ t
s
S0(r − s)(−x˙(r) +A0x(r)) dr + S0(t− s)x(t).
We insert this expression into the weak stochastic integral to get
∫ t
0
〈Ψ(s) dW (s), x(s)〉H
=
∫ t
0
〈
Ψ(s) dW (s),
∫ t
s
S0(r − s)(−x˙(r) +A0x(r)) dr
〉
H
+
∫ t
0
〈Ψ(s) dW (s), S0(t− s)x(t)〉H
=
∫ t
0
〈∫ r
0
S0(r − s)Ψ(s) dW (s), (−x˙(r) +A0x(r))
〉
H
dr
+
〈∫ t
0
S0(t− s)Ψ(s) dW (s), x(t)
〉
H
.
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Here we used the stochastic Fubini theorem and (S0(t))
∗ = S0(t). It follows that
∣∣∣
∫ t
0
〈Ψ(s) dW (s), x(s)〉H
∣∣∣
≤
( ∫ t
0
∥∥∥
∫ r
0
S0(r − s)Ψ(s) dW (s)
∥∥∥2
V
dr
) 1
2
(∫ t
0
‖ − x˙(r) +A0x(r)‖
2
V ∗ dr
) 1
2
+
∥∥∥
∫ t
0
S0(t− s)Ψ(s) dW (s)
∥∥∥
H
‖x(t)‖H
.
( ∫ t
0
∥∥∥
∫ r
0
S0(r − s)Ψ(s) dW (s)
∥∥∥2
V
dr
+
∥∥∥
∫ t
0
S0(t− s)Ψ(s) dW (s)
∥∥∥2
H
) 1
2
‖x‖X t
0
,
where the constant hidden in . depends only on numerical factors.
This implies (3.4) with
K(·, t) :=
(∫ t
0
∥∥∥
∫ r
0
S0(r − s)Ψ(s) dW (s)
∥∥∥2
V
dr +
∥∥∥
∫ t
0
S0(t− s)Ψ(s) dW (s)
∥∥∥2
H
) 1
2
.
By monotonicity in t and by taking the expectation, we obtain
E
[
sup
t∈[0,T ]
K(·, t)2
]
. E
[ ∫ T
0
∥∥∥
∫ r
0
S0(r − s)Ψ(s) dW (s)
∥∥∥2
V
dr
]
+ E
[
sup
t∈[0,T ]
∥∥∥
∫ t
0
S0(t− s)Ψ(s) dW (s)
∥∥∥2
H
]
.
The proof of (3.5) is now completed by the inequalities
E
[ ∫ T
0
∥∥∥
∫ r
0
S0(r − s)Ψ(s) dW (s)
∥∥∥2
V
dr
]
≤
1
2
E
[ ∫ T
0
‖Ψ(s)Q
1
2 ‖2
L2(H)
ds
]
and
E
[
sup
t∈[0,T ]
∥∥∥
∫ t
0
S0(t− s)Ψ(s) dW (s)
∥∥∥2
H
]
≤ 16E
[ ∫ T
0
‖Ψ(s)Q
1
2 ‖2
L2(H)
ds
]
.
These are proved in [4, Chapt. 3, Lemma 5.2]. We sketch the proof of the second
inequality; the first one is proved by an eigenbasis expansion and Parseval’s identity
and can be found in the cited reference. We introduce the notation
v(t) :=
∫ t
0
S0(t− s)Ψ(s) dW (s), z(t) :=
∫ t
0
Ψ(s) dW (s)
and integrate by parts, using ∂∂sS0(t− s) = A0S0(t− s) and dz = ΨdW , to get
v(t) = z(t)−A0
∫ t
0
S0(t− s)z(s) ds.
By means of an eigenbasis expansion and Parseval’s identity, we have
∥∥∥A0
∫ t
0
S0(t− s)z(s) ds
∥∥∥2
H
≤ sup
s∈[0,t]
‖z(s)‖2H .
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Since z is a martingale we can apply Doob’s inequality followed by Ito’s isometry:
E
[
sup
t∈[0,T ]
‖v(t)‖2H
]
≤ 4E
[
sup
t∈[0,T ]
‖z(t)‖2H
]
≤ 16E
[
‖z(T )‖2H
]
= 16E
[ ∫ T
0
‖Ψ(s)Q
1
2 ‖2
L2(H)
ds
]
.
This completes the proof. 
Remark 4. The above proof relies heavily on the use of an eigenbasis expansion.
See [6, Proposition 7.3] for a slightly weaker result for a more general semigroup.
By means of the results presented above we have a unique solution Uω,t =(
U1(·), U2
)
ω,t
of (3.1) for every t ∈ [0, T ]. By uniqueness, we have that (U1(s))ω,t =(
U1(s)
)
ω,T
for almost every s ∈ [0, t]. This justifies the notation
U(ω, t) =
(
U1(ω, t), U2(ω, t)
)
,(3.7)
where U1(ω, t) =
(
U1(ω, t)
)
ω,T
and U2(ω, t) =
(
U2
)
ω,t
. Since now U1 /∈ X , we
cannot conclude that U1 is continuous and U1 = U2. However, the following lemma
ensures that U2 is a continuous version of U1 and that, in particular, our concept
of solution is consistent with the variational solution of the same equation.
Lemma 5. Let U = (U1, U2) of the form (3.7) be the unique solution of (3.1). If we
denote by U the variational solution to (1.1) as in Definition 2, then the following
identities hold:
U1 = U¯ in L
2((0, T );V ), P-a.s.
U2 = U in H, P⊗ dt-a.s.
U1 = U2 in L
2((0, T );H), P-a.s.
Moreover,
U2(t) = U0 +
∫ t
0
(
− A(s)U1(s) + f(s)
)
ds+
∫ t
0
Ψ(s) dW (s), P-a.s.
In particular, it follows that U2 is an H-valued continuous version of U1.
Proof. For any t ∈ [0, T ] the variational solution is such that:
U(t) = U0 +
∫ t
0
(
−A(s)U¯(s) + f(s)
)
ds+
∫ t
0
Ψ(s) dW (s), P-a.s.
We multiply this by arbitrary ξ ∈ V :
〈U(t), ξ〉H = 〈U0, ξ〉H +
∫ t
0
〈−A(s)U¯(s) + f(s), ξ〉H ds+
∫ t
0
〈Ψ(s) dW (s), ξ〉H .
By using Ito’s formula (similarly to [5, Lemma 5.5]) on the process 〈U(t), ξ〉Hφ(t),
where φ ∈ H1((0, T );R), we obtain
〈U(t), ξ〉Hφ(t) = 〈U0, ξ〉Hφ(0)
+
∫ t
0
(
〈U¯(s), ξ〉H φ˙(s) + 〈−A(s)U¯(s) + f(s), ξ〉V ∗ V φ(s)
)
ds
+
∫ t
0
φ(s)〈Ψ(s) dW (s), ξ〉H , P-a.s.
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This is the same as
〈U(t), φ(t)ξ〉H = 〈U0, φ(0)ξ〉H +
∫ t
0
〈U¯(s), φ˙(s)ξ −A∗(s)(φ(s)ξ)〉V V ∗ ds
+
∫ t
0
〈f(s), φ(s)ξ〉V ∗ V ds+
∫ t
0
〈Ψ(s) dW (s), φ(s)ξ〉H .
Since functions of the form x = φξ are dense in X t0 , we conclude that, for almost
all (ω, t) ∈ Ω× [0, T ],∫ t
0
〈U¯(s),−x˙(s) +A∗(s)x(s)〉V V ∗ ds+ 〈U(t), x(t)〉H
= 〈U0, x(0)〉H +
∫ t
0
〈f(s), x(s)〉V ∗ V ds+
∫ t
0
〈Ψ(s) dW (s), x(s)〉H , ∀x ∈ X
t
0 .
This means that (U¯ ,U(t)) ∈ Yt0 ×H is a solution to (3.1). The conclusions of the
lemma now follow by uniqueness of such a solution. 
Theorem 6 (Existence and uniqueness). If U0 ∈ L
2(Ω;H), f ∈ L2(Ω× (0, T );V ∗)
and ΨQ
1
2 ∈ L2(Ω×(0, T );L2(H)), then there exists a unique solution U = (U1, U2) ∈
L2(Ω× (0, T );V )×L2(Ω;C ([0, T ];H)) of the form (3.7) to (3.1). Its norm satisfies
the bound
E
[ ∫ T
0
‖U1(t)‖
2
V dt+ sup
t∈[0,T ]
‖U2(t)‖
2
H
]
. c−1B E
[ ∫ T
0
‖f(t)‖2V ∗ dt+ ‖U0‖
2
H +
∫ T
0
‖Ψ(t)Q
1
2 ‖2
L2(H)
dt
]
.
where the constant hidden in . only depends only on numerical factors.
Proof. In view of the ω-wise invertibility of the operator Bω,t, and the bounds for
Fω,t in (3.2) and Wω,t in (3.6), we have that for fixed ω and for any t ∈ [0, T ], there
exists a unique solution to (3.1), which satisfies the bound∫ t
0
‖U1(ω, s)‖
2
V ds+ ‖U2(ω, t)‖
2
H . c
−1
B
(
‖Fω,t‖
2
(X t
0
)∗ + ‖Wω,t‖
2
(X t
0
)∗
)
. c−1B
(
‖f(ω, ·)‖2L2((0,t);V ∗) + ‖U0(ω)‖
2
H +K(ω, t)
2
)
.
In view of (3.3) and (3.6), this leads to
E
[ ∫ T
0
‖U1(t)‖
2
V dt+ sup
t∈[0,T ]
‖U2(t)‖
2
H
]
. c−1B E
[
sup
t∈[0,T ]
‖F·,t‖
2
(X t
0
)∗ + sup
t∈[0,T ]
‖W·,t‖
2
(X t
0
)∗
]
. c−1B E
[
‖f‖2L2((0,T );V ∗) + ‖U0‖
2
H +
∫ T
0
‖Ψ(t)Q
1
2 ‖2
L2(H)
dt
]
.
Together with Lemma 5 this concludes the proof of the theorem. 
In the remainder of the manuscript we will sometimes use the alternative notation
U ∈ L2(Ω × (0, T );V ) ∩ L2(Ω;C ([0, T ];H)), equivalent to U = (U1, U2) ∈ L
2(Ω ×
(0, T );V )×L2(Ω;C ([0, T ];H)), where the two components of U are now understood
as versions of the same object.
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3.2. Connection with the mild solution. We have already shown that a weak
space-time solution is a variational solution. If we assume that −A is independent
of ω and t and hence generates an analytic semigroup (S(t))t≥0, we can also show
that a weak space-time solution is a mild solution. The following theorem holds:
Theorem 7. Let U be the mild solution (1.3) to the problem (1.1) and assume that
(U1, U2(t)) ∈ Y
t
0 ×H is the weak space-time solution to the same problem, i.e., the
solution to (3.1). Then, for any t ∈ [0, T ], U1
Y
= U and U2(t)
H
= U(t).
Proof. For any t ∈ [0, T ] and for any x ∈ X t0 , we have P-a.s. that
(3.8)
∫ t
0
〈U1(s),−x˙(s) +A
∗x(s)〉V V ∗ ds+ 〈U2(t), x(t)〉H
=
∫ t
0
〈f(s), x(s)〉V ∗ V ds+ 〈U0, x(0)〉H +
∫ t
0
〈Ψ(s) dW (s), x(s)〉H .
We now choose test functions x = v, where v ∈ X t0 is the solution to the determin-
istic backward equation (2.7) over the time interval [0, t], with arbitrary final data
ξ ∈ H and load function g ∈ L2((0, t);V ∗). Its variational formulation is given by
(2.8), that is,
∫ t
0
〈y1(s),−v˙(s) +A
∗v(s)〉V V ∗ ds+ 〈y2, v(t)〉H(3.9)
=
∫ t
0
〈y1(s), g(s)〉V V ∗ ds+ 〈y2, ξ〉H ,(3.10)
for all y ∈ Yt0 ×H . The solution is given by the mild solution formula
(3.11) v(s) = S∗(t− s)ξ +
∫ t
s
S∗(r − s)g(r) dr, s ∈ [0, t],
where S∗ is the semigroup generated by −A∗, namely S∗(s) = e−sA
∗
. By substi-
tuting x = v in (3.8) and y = (U1, U2(t)) in (3.9), we obtain
∫ t
0
〈U1(s), g(s)〉V V ∗ ds+ 〈U2(t), ξ〉H
=
∫ t
0
〈f(s), v(s)〉V ∗ V ds+ 〈U0, v(0)〉H +
∫ t
0
〈Ψ(s) dW (s), v(s)〉H ,
which, by (3.11), in its turn is equal to
=
∫ t
0
〈f(s), S∗(t− s)ξ〉V ∗ V ds+
∫ t
0
〈
f(s),
∫ t
s
S∗(r − s)g(r) dr
〉
V ∗ V
ds
+ 〈U0, S
∗(t)ξ〉H +
〈
U0,
∫ t
s
S∗(r − s)g(r) dr
〉
H
+
∫ t
0
〈Ψ(s) dW (s), S∗(t− s)ξ〉H +
∫ t
0
〈
Ψ(s) dW (s),
∫ t
s
S∗(r − s)g(r) dr
〉
H
.
By manipulating the dual pairings in a suitable way, changing the order of integra-
tion (using the stochastic version of Fubini’s theorem), and using the mild solution
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formula (1.3), we get∫ t
0
〈U1(s), g(s)〉V V ∗ ds+ 〈U2(t), ξ〉H
=
〈
S(t)U0 +
∫ t
0
S(t− s)f(s) ds+
∫ t
0
S(t− s)Ψ(s) dW (s), ξ
〉
H
+
∫ t
0
〈
S(s)U0 +
∫ s
0
S(s− r)f(r) dr +
∫ s
0
S(s− r)Ψ(r) dW (r), g(s)
〉
V V ∗
ds
= 〈U(t), ξ〉H +
∫ t
0
〈U(s), g(s)〉V V ∗ ds,
which reads
〈U1 − U, g〉Yt
0
(Yt
0
)∗ + 〈U2(t)− U(t), ξ〉H = 0.
Since (g, ξ) is arbitrary in L2((0, t);V ∗)×H , and t ∈ [0, T ], it follows that
U1
Y
= U, U2(t)
H
= U(t), t ∈ [0, T ], P-a.s.

Remark 8. This is consistent with the fact that U1 is a V -valued version of U2
and that U2 is a continuous H-valued function of time.
4. Regularity
In this section we briefly investigate the regularity properties of the weak space-
time solution. In order to simplify the presentation, we assume now that A is
independent of ω and t and self-adjoint in addition to (2.2).
Then −A is the generator of an analytic semigroup S(t) = e−tA and fractional
powers As, s ∈ R, of A are well defined. We define norms of fractional order
‖v‖H˙s := ‖A
s
2 v‖H for s ∈ R. For s ≥ 0 we define the spaces H˙
s = D(A
s
2 ) and for
s ≤ 0 we define H˙s to be the closure of H with respect to the H˙s-norm. These
spaces are Hilbert spaces, in particular, H˙0 = H , H˙1 ≃ V , and H˙−s = (H˙s)∗.
For β ≥ 0, we then consider the spaces
Yt,β0 := L
2((0, t); H˙1+β),
X t,β0 := L
2((0, t); H˙1−β) ∩H1((0, t); H˙−1−β),
normed by
‖y‖2
Yt,β
0
:=
∫ t
0
‖y(s)‖2
H˙1+β
ds,
‖x‖2
X t,β
0
:=
∫ t
0
(
‖x(s)‖2
H˙1−β
+ ‖x˙(s)‖2
H˙−1−β
)
ds+ ‖x(0)‖2
H˙−β
+ ‖x(t)‖2
H˙−β
.
The spaces in the previous sections correspond to β = 0. In particular, as before,
we use the notation Yβ = YT,β0 and X
β = X T,β0 . The space Y
t,β
0 ×H˙
β endowed with
its product norm ‖ · ‖Yt,β
0
×H˙β and the space X
t,β
0 endowed with the norm ‖ · ‖X t,β
0
are Hilbert spaces.
There is a dense embedding X β →֒ C ([0, T ]; H˙−β), i.e., for any x ∈ X β ,
‖x‖
C ([0,T ];H˙−β) ≤ ‖x‖Xβ ,
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where the embedding constant is the same as in (2.5). A proof of this fact can be
found in [7, 9], and relies on the properties of the interpolation space
(H˙1−β, H˙−1−β) 1
2
= H˙−β.
We introduce a new bilinear form, B∗t,β , given by the original one, B
∗
t with
constant operator A, restricted to the newly introduced spaces, that is,
B
∗
t,β : (Y
t,β
0 × H˙
β)×X t,β0 → R,
together with new load functionals,
Fω,t,β : X
t,β
0 → R, Wω,t,β : X
t,β
0 → R,
given by Fω,t and Wω,t defined on the new spaces introduced above.
The weak space-time formulation reads, for almost every (ω, t) ∈ Ω× [0, T ]:
(4.1)
Uβ(ω, t) ∈ Y
t,β
0 × H˙
β :
B
∗
t,β(Uβ(ω, t), x) = Fω,t,β(x) + Wω,t,β(x), ∀x ∈ X
t,β
0 .
It is possible to prove that the conditions (BDD), (BNB1) and (BNB2) still hold,
with the same constants CB and cB as before. The proof of this follows from a
straightforward modification of the proof for the deterministic framework in [11]
or [13], taking in account the remarks made for its extension to the stochastic
framework in Section 3. It will therefore be omitted.
In the following lemma we give sufficient conditions on the load functionals in
order to have a unique solution.
Lemma 9. With the notation introduced above, the following facts hold true:
• If f ∈ Yt,β−20 and U0 ∈ H˙
β, P-a.s., then F·,t,β ∈ (X
t,β
0 )
∗, P-a.s. Moreover,
if f ∈ L2(Ω;Yβ−2) and U0 ∈ L
2(Ω; H˙β), then
E
[
sup
t∈[0,T ]
‖F·,t,β‖
2
(X t,β
0
)∗
]
. E
[
‖f‖2
Yβ−2
H
+ ‖U0‖
2
H˙β
]
.
• If ΨQ
1
2 ∈ L2(Ω×(0, T );L2(H, H˙
β), then W·,t,β ∈ (X
t,β
0 )
∗, P-a.s. Moreover,
E
[
sup
t∈[0,T ]
‖W·,t,β‖
2
(X t,β
0
)∗
]
. E
[ ∫ T
0
‖Ψ(t)Q
1
2 ‖2
L2(H,H˙β)
dt
]
.
Proof. The first statement is obvious. In order to prove the second one, one can use
the same notation and techniques as in Section 3, together with the employment of
the following inequalities to derive an analogue of Lemma 3:
E
[
sup
t∈[0,T ]
∥∥∥Aβ2
∫ t
0
S(t− s)Ψ(s) dW (s)
∥∥∥2
H
]
. E
[ ∫ T
0
‖A
β
2 Ψ(t)Q
1
2 ‖2
L2(H)
dt
]
and
E
[ ∫ T
0
∥∥∥Aβ−12
∫ r
0
S(r − s)Ψ(s) dW (s)
∥∥∥2
H
dr
]
. E
[ ∫ T
0
‖A
β
2 Ψ(t)Q
1
2 ‖2
L2(H)
dt
]
.
These two properties are direct generalizations of the ones presented in Lemma
3. 
The previous lemma, together with the initial remarks about the fulfilment of
the conditions (BDD), (BNB1), and (BNB2), gives the following result.
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Theorem 10. Let β ≥ 0 and f ∈ L2(Ω × (0, T ); H˙β−1), U0 ∈ L
2(Ω; H˙β), and
ΨQ
1
2 ∈ L2(Ω × (0, T );L2(H, H˙
β)). Then the problem (4.1) has a unique solution
U ∈ L2(Ω× (0, T ); H˙β+1) ∩ L2(Ω;C ([0, T ]; H˙β)) and its norm is bounded by
E
[ ∫ T
0
‖U1(t)‖
2
H˙β+1
dt+ sup
t∈[0,T ]
‖U2(t)‖
2
H˙β
]
. c−1B E
[ ∫ T
0
‖f(t)‖2
H˙β−1
dt+
∫ T
0
‖Ψ(t)Q
1
2 ‖2
L2(H,H˙β)
dt+ ‖U0‖
2
H˙β
]
,
where the constant hidden in . depends only on numerical factors.
5. Linear multiplicative noise
In this section we use the theory developed in the previous sections to prove
existence and uniqueness to the weak space-time solution to the problem
(5.1)
dU(t) +A(t)U(t) dt = f(t) dt+ (G(t)U(t)) dW (t), t ∈ (0, T ],
U(0) = U0.
Here G(ω, t) ∈ L (H,L (H)), with further assumptions on its (ω, t)-dependence to
be specified below. As we have done before, we introduce an ω-wise weak formula-
tion. In order to do so we introduce a new load functional W vω,t defined by
W
v
ω,t : X
t
0 → R, W
v
ω,t(x) =
(∫ t
0
〈(G(s)v(s)) dW (s), x(s)〉H
)
(ω),
for (ω, t) ∈ Ω × [0, T ] and v ∈ ST := L
2(Ω;L2((0, T );V )) ∩ L2(Ω;C ([0, T ];H)).
The weak space-time formulation of problem (5.1) reads hence, for almost every
(ω, t) ∈ Ω× [0, T ],
(5.2) Uω,t ∈ Y
t
0 ×H : B
∗
ω,t(Uω,t, x) = Fω,t(x) + W
Uω,t
ω,t (x), ∀x ∈ X
t
0 .
We use Banach’s fixed point theorem for the linear operator T : v 7→ U that maps
v ∈ ST to the solution of of the problem
(5.3) Uω,t ∈ Y
t
0 ×H : B
∗
ω,t(Uω,t, x) = Fω,t(x) + W
v
ω,t(x), ∀x ∈ X
t
0 .
We will show that T : ST → ST is a contraction, if T is small. We introduce the
notation L 02 (H) for the space of operators Ψ such that
‖Ψ‖L 0
2
(H) := ‖ΨQ
1
2 ‖L2(H) <∞.
We make the further assumption that G is predictable, bounded with respect to ω,
and Lp in time for some p > 2, i.e., for some constant κ,
(5.4) ess sup
ω∈Ω
( ∫ T
0
‖G(ω, t)‖p
L (H,L 0
2
(H))
dt
)1/p
≤ κ.
An example is presented in Remark 15 below.
Lemma 11. For any v ∈ ST and G as in (5.4), it holds that
E
[ ∫ T
0
‖(G(t) v(t))Q
1
2 ‖2
L2(H)
dt
]
≤ T
p
p−2κ2‖v‖2ST .
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Proof. We use Ho¨lder’s inequality to get
E
[ ∫ T
0
‖(G(·, t) v(·, t))Q
1
2 ‖2
L2(H)
dt
]
≤ E
[ ∫ T
0
‖G(·, t)‖2
L (H,L 0
2
(H))‖v(·, t)‖
2
H dt
]
≤ E
[
sup
t∈[0,T ]
‖v(·, t)‖2H
(∫ T
0
‖G(·, t)‖2
L (H,L 0
2
(H)) dt
)]
≤ E
[
sup
t∈[0,T ]
‖v(·, t)‖2H
]
T
p
p−2 ess sup
ω∈Ω
(∫ T
0
‖G(ω, t)‖p
L (H,L 0
2
(H))
dt
) 2
p
≤ T
p
p−2κ2 ‖v‖2ST ,
where in the last line we used (5.4). 
By combining Lemmas 11 and 3, with Ψ = Gv, we see that W vω,t ∈ (X
t
0)
∗ and
E
[
sup
t∈[0,T ]
‖W vω,t‖
2
(X t
0
)∗
]
. E
[ ∫ T
0
‖(G(t)v(t))Q
1
2 ‖2
L2(H)
dt
]
. T
p
p−2 ‖v‖2ST .
If U0 ∈ L
2(Ω;H), f ∈ L2(Ω × (0, T );V ∗), Q
1
2 ∈ L2(H), then we may refer to
Theorem 6 to conclude that (5.3) has a unique solution with
E
[ ∫ T
0
‖U1‖
2
V dt+ sup
t∈[0,T ]
‖U2‖
2
H
]
. E
[ ∫ T
0
‖f‖2V ∗ dt+ ‖U0‖
2
H
]
+ T
p
p−2 ‖v‖2ST .
Hence, the solution operator T maps ST to itself. An application of the previous
bound with f = 0, U0 = 0 shows that it is a contraction, if T is small. We thus have
a unique solution on some short interval [0, T0] and, since the interval of existence
does not depend on the size of the data f, U0, we may repeat the argument and
extend it to [T0, 2T0], [2T0, 3T0], and so on until we obtain a solution on [0, T ].
We summarize the result in the following theorem:
Theorem 12 (Existence and uniqueness). If U0 ∈ L
2(Ω;H), f ∈ L2(Ω×(0, T );V ∗),
and G ∈ L∞(Ω;Lp((0, T );L (H,L 02 (H)))) for some p > 2, see (5.4), then (5.2)
has a unique solution U ∈ L2(Ω× (0, T );V ) ∩ L2(Ω;C ([0, T ];H)).
Remark 13. This approach extends easily to a semilinear equation of the form
dU(t) +A(t)U(t) dt = F (t, U(t)) dt+G(t, U(t)) dW (t)
under appropriate global Lipschitz assumptions on the nonlinear operators F , G.
Remark 14. Under the assumptions of Section 4 and, for some p > 2,
ess sup
ω∈Ω
(∫ T
0
‖G(ω, t)‖p
L (H˙β ,L 0
2
(H˙β))
)1/p
dt ≤ κ,
we may extend the regularity result of Theorem 10 to (5.2).
Remark 15. We present an example of an operator satisfying (5.4). Let H =
L2(D) and define, for all v, w ∈ H and for some function g,(
(G(ω, t)v)w
)
(ξ) = g(ω, t, ξ)v(ξ)w(ξ), ξ ∈ D.
Let {ej}
∞
j=1 ⊂ H be an ON basis such that supj≥1 ‖ej‖L∞(D) ≤ C. This can be
achieved, for example, when D is a parallellogram in Rd. Then construct Qv =
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∑∞
j=1 γj〈v, ej〉Hej, where the eigenvalues {γj}
∞
j=1 are chosen so that
∑∞
j=1 γj =
‖Q
1
2 ‖2
L2(H)
<∞. Then
‖G(ω, t)v‖2
L 0
2
(H) = ‖(G(ω, t)v)Q
1
2 ‖2
L2(H)
=
∞∑
j=1
‖(G(ω, t)v)Q
1
2 ej‖
2
H
=
∞∑
j=1
γj‖(G(ω, t)v)ej‖
2
H =
∞∑
j=1
γj‖g(ω, t, ·)vej‖
2
L2(D)
≤
∞∑
j=1
γj‖g(ω, t, ·)‖
2
L∞(D)‖v‖
2
L2(D)‖ej‖
2
L∞(D) . ‖g(ω, t, ·)‖
2
L∞(D)‖v‖
2
L2(D),
Therefore,
‖G(ω, t)‖L (H,L 0
2
(H)) . ‖g(ω, t, ·)‖L∞(D)
and (5.4) follows if we assume that g ∈ L∞(Ω;Lp((0, T );L∞(D))).
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