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Abstract
Consider a classical Hamiltonian H on the cotangent bundle T ∗M of a closed orientable
manifold M , and let L : TM → R be its Legendre-dual Lagrangian. In a previous paper
we constructed an isomorphism Φ from the Morse complex of the Lagrangian action func-
tional which is associated to L to the Floer complex which is determined by H. In this
paper we give an explicit construction of a homotopy inverse Ψ of Φ. Contrary to other
previously defined maps going in the same direction, Ψ is an isomorphism at the chain level
and preserves the action filtration. Its definition is based on counting Floer trajectories on
the negative half-cylinder which on the boundary satisfy “half” of the Hamilton equations.
Albeit not of Lagrangian type, such a boundary condition defines Fredholm operators with
good compactness properties. We also present a heuristic argument which, independently on
any Fredholm and compactness analysis, explains why the spaces of maps which are used in
the definition of Φ and Ψ are the natural ones. The Legendre transform plays a crucial role
both in our rigorous and in our heuristic arguments. We treat with some detail the delicate
issue of orientations and show that the homology of the Floer complex is isomorphic to the
singular homology of the loop space of M with a system of local coefficients, which is defined
by the pull-back of the second Stiefel-Whitney class of TM on 2-tori in M .
Introduction
This paper is the natural continuation of our previous paper [AS06]. Let M be a closed manifold,
which for sake of simplicity we assume to be orientable. The cotangent bundle T ∗M of M carries
a canonical symplectic structure ω. A time-periodic ω-compatible almost complex structure J on
(T ∗M,ω) and a time-periodic Hamiltonian H ∈ C∞(T × T ∗M) define a chain complex, which is
called the Floer complex of H. Here the Hamiltonian should be non-degenerate, meaning that all
the one-periodic orbits of the corresponding Hamiltonian vector field XH are non-degenerate as
fixed points of the time-one flow. The set of such periodic orbits is denoted by P(H). Moreover,
the almost complex structure J should be generic and both H and J should have a suitable
behavior at infinity. For instance, H should be quadratic at infinity (see Definition 2.10 below)
and J should be C0-close to a Levi-Civita almost complex structure. Alternatively, H should be
fiberwise radial and superlinear and J should be of contact-type outside of a compact set.
Under these assumptions, one defines F∗(H) to be the free Abelian group which is generated
by the elements of P(H), graded by the Conley-Zehnder index
µCZ :P(H)→ Z.
The boundary operator of the Floer chain complex
∂F : F∗(H)→ F∗−1(H)
is defined by counting solutions u ∈ C∞(T×R, T ∗M) of the perturbed Cauchy-Riemann equation
∂su+ J(t, u)
(
∂tu−XH(t, u)
)
= 0, ∀(s, t) ∈ T× R, (1)
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which have finite energy
E(u) =
∫
R×T
|∂su|2 ds dt,
and are asymptotic to pairs of periodic orbits for s→ ±∞. The homology of such a complex does
not depend on the choice of (H,J) and it can be therefore called the Floer homology of T ∗M and
denoted by HF∗(T ∗M).
This construction is originally due to A. Floer for closed symplectic manifolds (see [Flo88a,
Flo88b, Flo88c, Flo89a, Flo89b]). For cotangent bundles, it can be seen as a particular case of
symplectic homology for Liouville domains (see [FH94, CFH95, Vit99, Oan04, Sei08a, BO09]).
More precisely, HF∗(T ∗M) can be identified with the symplectic homology of the unit cotangent
disk bundle D∗M . The Floer (co)homology of cotangent bundles is treated extensively in the
beautiful recent monograph [Abo13].
In our previous paper [AS06] we considered Hamiltonians which are quadratic at infinity and
uniformly fiberwise convex (see condition (4.1) below), and we constructed an explicit chain iso-
morphism
Φ : M∗(S)→ F∗(H)
from the Morse complex M∗(S) which is associated to the Lagrangian action functional
S(q) :=
∫
T
L
(
t, q(t), q′(t)
)
dt, ∀q ∈ H1(T,M),
where L ∈ C∞(T × TM) is the Lagrangian which is Legendre-dual to H, to the Floer complex
F∗(H). Here H1(T,M) is the Hilbert manifold of free loops in M of Sobolev class H1 and the
Morse complex of S is well-defined because S admits a smooth Morse-Smale negative gradient flow
whose unstable manifolds are finite dimensional and which satisfies the Palais-Smale compactness
condition (see [AS09a]). Since the Morse homology of S is isomorphic to the singular homology
of H1(T,M), hence also to the singular homology of the free loop space ΛM := C0(T,M), the
above result implies that the Floer homology of the cotangent bundle of M is isomorphic to the
singular homology of ΛM , a theorem which had been previously proven by C. Viterbo in [Vit03]
and by D. Salamon and J. Weber in [SW06] using generating functions and the heat flow for loops
on manifolds, respectively (see also [Web05] for a comparison of the three approaches).
Actually, there is a subtle issue involving orientations which was overlooked in [AS06] and
later corrected in [AS14]. This issue was highlighted by T. Kragh in [Kra07], and clarified in
[Kra13], [Abo11], [Abo13] and [AS14]. Namely, if one defines the boundary operator of the Floer
complex using standard conventions, the Floer complex of H is isomorphic to the Morse complex
of S with a system of local coefficients on H1(T,M). Such a system of local coefficients is induced
by the following Z-representation ρ of the fundamental group of ΛM : if every continuous loop
γ : T→ ΛM is identified with a continuous map γ˜ : T2 →M , then the representation ρ is defined
as
ρ : pi1(ΛM)→ Aut(Z), ρ[γ] :=
{
id if w2(γ˜
∗(TM)) = 0,
−id if w2(γ˜∗(TM)) 6= 0,
where w2 denotes the second Stiefel-Whitney class. In particular, the standard Floer homology of
T ∗M is isomorphic to the singular homology of ΛM with the above system of local coefficients.
This local system is trivial - and hence the homology of ΛM is the standard one - when the second
Whitney class of the oriented manifold M vanishes on tori, and in particular when M is spin.
It is also possible to define a twisted version of the Floer complex of H which is isomorphic to
the standard Morse complex of S (this is the approach adopted in [AS14], see also Remark 5.4
below). Here we prefer to work with the standard Floer complex and to use local coefficients on
the loop space. In Sections 3, 4 and 5 below we treat orientations and local coefficients with some
detail: in doing this, we follow A. Floer’s and H. Hofer’s approach from [FH93], but we adopt the
point of view of P. Seidel [Sei08b, Sections II.11 and II.12] and M. Abouzaid [Abo11] of including
orientations in the definition of the generators of the Floer and Morse complexes. See [Abo13] for
a complete presentation of the latter approach for the Floer (co)homology of cotangent bundles
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of not necessarily orientable manifolds, together its BV-algebra structure. In the remaining part
of this introduction we prefer to ignore these orientation issues and we use periodic orbits and
critical points as generators of the Floer and of the Morse complex.
The definition of the chain isomorphism Φ is based on the study of the following spaces of
maps on the positive half-cylinder:
MΦ(q, x) :=
{
u : R+ × T→ T ∗M
∣∣∣ u is a finite energy solution of (1),
pi ◦ u(0, ·) ∈Wu(q;GS), lim
s→+∞u(s, ·) = x
}
,
where q belongs to crit S, the set of critical points of S, and x is in P(H). Here pi : T ∗M →M is
the bundle projection and Wu(q;GS) is the unstable manifold of the critical point q with respect
to the negative pseudo-gradient vector field GS which defines the Morse complex of S (hence
Wu(q;GS) is a finite dimensional manifold of M -valued loops). The isomorphism Φ preserves the
action filtrations of the two chain complexes, which on the Morse side is given by the Lagrangian
action functional S and on the Floer side is given by the Hamiltonian action functional
A(x) :=
∫
T
x∗(λ)−
∫
T
H(t, x(t)) dt, ∀x ∈ C∞(T, T ∗M),
where λ denotes the standard Liouville form on T ∗M . This construction turns out to be quite
flexible and has been applied by several authors to various situations, both in symplectic geometry
and in gauge theory (see [APS08, AS09a, Abo12, Rit09, AS10b, Jan10, Mer11, Mer13, FMP12]).
From the beginning, a natural question has been how to define a chain isomorphism going in
the opposite direction
Ψ : F∗(H)→M∗(S).
Of course Φ−1 is such an isomorphism, but one would like to have a definition of Ψ which is
based on counting spaces of maps. The naif candidate which is obtained by replacing the positive
half-cylinder by the negative one and the unstable manifolds by the stable manifolds obviously
does not work: on one hand, stable manifolds are infinite dimensional, so one would not get a
finite dimensional space of maps, on the other hand the crucial inequality
A(x) ≤ S(pi ◦ x), ∀x ∈ C∞(T, T ∗M), (2)
which follows from Legendre duality and allows us to get the energy estimates which lead to good
compactness properties of the spaces MΦ(q, x), would be of no use here.
In the literature there is a construction of a chain map
Ψ˜ : F∗(H)→M∗(S),
which at the level of homology induces an inverse of Φ∗. Its definition is based on the study of
the space of maps
MΨ˜(x, q) :=
{
u : R− × T→ T ∗M
∣∣∣ u is a finite-energy solution of (1),
lim
s→−∞u(s, ·) = x, u(0, t) ∈ OT∗M ,
pi ◦ u(0, ·) ∈W s(q;GS)
}
,
where OT∗M denotes the zero-section of T ∗M . This construction has been used in [CL09, Abo11,
AS12]. However Ψ˜ need not be an isomorphism at the chain level and does not preserve the action
filtrations of the two complexes.
The first aim of this paper is to define a map Ψ : F∗(H)→M∗(S) which is a chain isomorphism,
preserves the action filtrations and is a chain homotopy inverse of Φ. The definition of Ψ is based
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on a space of maps which we call the reduced unstable manifold of the periodic orbit x ∈P(H):
U (x) :=
{
u : R− × T→ T ∗M
∣∣∣ u is a finite-energy solution of (1),
lim
s→−∞u(s, ·) = x,
∂t(pi ◦ u)(0, t) = dpH
(
t, u(0, t)
) ∀t ∈ T}.
The name unstable manifold is motivated by the fact that (1) is the L2-negative gradient equation
of the Hamiltonian action functional A and by the asymptotic condition for s → −∞. The
adjective reduced refers to the fact that we are adding to these conditions, which would define an
infinite dimensional object, the boundary condition
∂t(pi ◦ u)(0, t) = dpH
(
t, u(0, t)
)
, ∀t ∈ T, (3)
which says that the loop u(0, ·) satisfies “half of the Hamiltonian equations” (here dpH(t, x)
denotes the fiberwise differential of H(t, ·) at x, which is an element of (T ∗pi(x)M)∗ = Tpi(x)M , and
can therefore be compared to the derivative of the loop pi ◦ u(0, ·) : T→M). Notice however that
the set U (x) is not invariant with respect to the semi-flow
(σ, u) 7→ u(· − σ, ·), σ ∈ R+,
a property which one would instead expect from a true unstable manifold, and that its topology
could be arbitrarily complicated.
Unlike those appearing in the definition of the spaces MΦ(q, x) and MΨ˜(x, q), the boundary
condition (3) is not of Lagrangian type. In the first section of this paper we develop the linear
Fredholm analysis which allows to see U (x) as the set of zeroes of a Fredholm section of a suitable
Hilbert bundle. This linear analysis is ultimately based on the elementary identity of Lemma
1.1. Thanks to this linear analysis and to the standard regularity theory for the Cauchy-Riemann
operator, we can prove that if J is generic and
dppH
(
t, x(t)
)
> 0, ∀t ∈ T, (4)
then U (x) is a non-empty smooth orientable manifold of dimension µCZ(x) (notice that by (4),
the Conley-Zehnder index µCZ(x) is non-negative). The stationary solution u0(s, t) := x(t) always
belongs to U (x), so transversality is impossible to achieve at u0 when µCZ(x) is negative. Instead,
when (4) holds, there is an automatic transversality argument which shows that for every choice
of J the stationary solution u0 is a regular point of the Fredholm section whose set of zeroes is
U (x). Interestingly, such an argument is again based on the Legendre transform, which by (4)
can be defined locally around x (see Lemma 2.6 below).
The next step is to show that that, under the above mentioned asymptotic quadraticity assump-
tion on H (see Definition 2.10) and assuming J to be C0-close to a Levi-Civita almost complex
structure, all the maps in U (x) take values in a compact subset of T ∗M (see Proposition 2.11
below). This fact follows from the energy estimate coming from the boundary condition (3) and
from an argument in [AS06] which involves elliptic estimates. Although in this paper we mainly
deal with the above mentioned set of assumptions on H and J , we also prove the analogous com-
pactness statement under the assumptions which are more common in symplectic homology (see
Proposition 2.12 below). The proof of the latter result uses the maximum principle and the Hopf
Lemma. Standard arguments involving bubbling-off of J-holomorhic spheres and disks and an
elliptic bootstrap imply that under both set of assumptions the reduced unstable manifold U (x)
is relatively compact in C∞loc(R− × T,T∗M).
Assume now that H is both quadratic at infinity and uniformly fiberwise convex and let L be
its Legendre-dual Lagrangian. Given x ∈P(H) and q ∈ critS, we consider the set of maps
MΨ(x, q) := Q
−1
x
(
W s(q;GS)
)
,
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where Qx is the map
Qx : U (x)→ H1(T, T ∗M), Qx(u) = pi ◦ u(0, ·).
In other words, MΨ(x, q) is the set of elements u of the reduced unstable manifold of x such
that pi ◦ u(0, ·) belongs to the stable manifold of q with respect to the negative pseudo-gradient
flow of GS. Up to a generic perturbation of GS, the map Qx is transverse to the stable manifold
W s(q;GS), so MΨ(x, q) is a manifold of dimension µCZ(x) − ind (q;S), where ind (q;S) denotes
the Morse index of the critical point q. Moreover, an orientation of U (x) and a co-orientation
of W s(q;S) (that is, an orientation of its normal bundle in H1(T,M)) induce an orientation of
MΨ(x, q).
These facts imply that, in the case µCZ(x) = ind (q;S), MΨ(x, q) is a compact oriented zero-
dimensional manifold, that is a finite set of points each of which carries an orientation sign. The
algebraic sum of this signs defines the coefficient nΨ(x, q) of the chain map
Ψ : F∗(H)→M∗(S), Ψx :=
∑
q∈crit S
ind (q;S)=µCZ(x)
nΨ(x, q) q, ∀x ∈P(H). (5)
Again by Legendre duality, the equality holds in (2) if and only if the loop x : T → T ∗M solves
“half of the Hamiltonian equations”,
x′(t) = dpH(t, x(t)), ∀t ∈ T.
This fact implies that Ψ has the form
Ψx = (x)pi ◦ x+
∑
S(q)<A(x)
nΨ(x, q)q, ∀x ∈P(H),
where (x) is either 1 or −1. This leads to the following theorem, which is the main result of this
paper:
Theorem. Let M be a closed orientable manifold. Assume that L is the Lagrangian which is
Legendre-dual to the fiberwise uniformly convex and quadratic at infinity non-degenerate Hamilto-
nian H ∈ C∞(T× T ∗M). Then:
(i) The formula (5) defines a chain isomorphism Ψ from the Floer complex of H to the Morse
complex of the Lagrangian action functional S associated to L. Such an isomorphism pre-
serves the action filtrations and the splittings of F∗(H) and M∗(S) determined by the free
homotopy classes of the generators.
(ii) The chain isomorphisms Φ and Ψ are homotopy inverses one of the other through chain
homoopies which preserve the action filtrations and the splitting of the Floer and the Morse
complexes determined by the free homotopy classes of the generators.
We also remark that the arguments of [AS10a] could be used to show that Ψ induces an
isomorphism in homology which intertwines the pair-of-pants product on HF∗(T ∗M) with the
Morse-theoretical representation of the Chas-Sullivan loop product. Furthermore, the construction
of Ψ can be easily generalized to treat more general boundary conditions than the periodic one,
see [APS08].
The second aim of this paper is to present a heuristic argument which, independently on any
Fredholm or compactness analysis, explains why MΦ(q, x) and MΨ(x, q) are the natural spaces of
maps to be considered in order to define chain isomorphisms between the Floer complex of H and
the Morse complex of S. We briefly describe this argument here, referring to Section 6 for more
details.
The starting point is again the Legendre transform, which induces the following diffeomorphism
L : C∞(T, TM)→ C∞(T, T ∗M), L(q, v) := (q, dvL(·, q, q′ + v)),
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between the free loop spaces of TM and T ∗M . Legendre duality and Taylor’s formula with integral
remainder implies the identity
A
(L(q, v)) = S(q)− U(q, v),
where U is the function
U : C∞(T, TM)→ R, U(q, v) :=
∫
T
∫ 1
0
s dvvL(t, q, q
′ + sv)[v]2 ds dt.
In the particular case L(t, q, v) = gq(v, v)/2, with g a Riemannian metric on M , this formula has
been used by M. Lipyanskiy in [Lip09]. The function U has minimum 0, which is achieved at the
loops which take values into the zero section OTM of TM , and has no other critical point. It is
therefore easy to construct a negative pseudo-gradient vector field GA◦L for A ◦ L on C∞(T, TM)
(or rather on a suitable Hilbert completion of this space, but we are ignoring this point here, see
Section 6 for a more precise discussion) whose Morse complex is precisely the Morse complex of
S: the space of loops which take values into the zero section OTM is invariant with respect to the
corresponding flow and the orbit of every other loop tends to such a space for s → −∞ and to
infinity for s → +∞. By pushing this vector field by means of the map L we obtain a negative
pseudo-gradient vector field GA for A on C∞(T, T ∗M).
This means that on C∞(T, T ∗M) we have two negative pseudo-gradient vector fields for A:
the first one is minus the L2-gradient vector field
−∇L2A(u) = −J(t, u)
(
∂tu−XH(t, u)
)
,
which does not induce a flow and whose associated chain complex is the Floer complex of H;
the second one is GA, which does induce a flow and whose Morse complex is precisely the Morse
complex of S. When a functional has two different negative pseudo-gradient vector fields G1 and
G2, the natural way of defining a chain isomorphism between the two Morse complexes is to count
the number of intersections between the unstable manifold with respect of G1 and the stable
manifold with respect to G2 of pairs of critical points of the same index. Equivalently, one has to
look at continuous curves u which are asymptotic to the two critical points and satisfy
u′(s) = G1(u(s)) for s ≤ 0, u′(s) = G2(u(s)) for s ≥ 0.
If we apply this observation to the negative pseudo-gradient vector fields GA and −∇L2A, we find
exactly the set MΦ(q, x) or MΨ(x, q), depending on which order we decide to follow. See Section
6 for more details, and in particular Remark 6.2 for the interpretation of all this as an infinite
dimensional version of the Thom isomorphism.
1 Linear results
1.1 Sign conventions
The sign convention we adopt here differ from those in [AS06] and they are more standard. If
ω is a symplectic form on the manifold W , the almost complex structure J on W is said to be
ω-compatible if the bilinear form
gJ(ξ, η) := ω(Jξ, η), ∀ξ, η ∈ TW,
is a Riemannian structure on W . The associated norm is denoted by
|ξ|J :=
√
gJ(ξ, ξ), ∀ξ ∈ TW.
The vector space T ∗Rn = Rn × (Rn)∗, whose elements are denoted by (q, p), q ∈ Rn, p ∈ (Rn)∗,
is endowed with the Liouville form
λ0 = p dq, that is λ0(q, p)[(ξ, η)] = 〈p, ξ〉, ∀(q, p), (ξ, η) ∈ T ∗Rn,
6
where 〈·, ·〉 denotes the duality pairing. The exterior differential of λ0 is the canonical symplectic
form ω0 on T
∗Rn,
ω0 = dλ0 = dp ∧ dq,
that is
ω0[(ξ1, η1), (ξ2, η2)] = 〈η1, ξ2〉 − 〈η2, ξ1〉, ∀(ξ1, η1), (ξ2, η2) ∈ T ∗Rn.
The dual space (Rn)∗ can be identified with Rn by the standard Euclidean product, and T ∗Rn ∼=
Rn × Rn = R2n is also endowed with the complex structure
J0(q, p) = (−p, q),
which corresponds to the identification R2n ∼= Cn given by (q, p) 7→ q + ip. Such a complex
structure J0 is ω0-compatible and the corresponding scalar product is the standard Euclidean
structure of R2n:
gJ0(ξ, η) = ω0(J0ξ, η) = ξ · η, ∀ξ, η ∈ T ∗Rn ∼= R2n.
1.2 The basic identity
Set R− :=]−∞, 0] and denote the elements of the half-cylinder R−×T as (s, t). Given J = J(s, t)
a family of complex structures on R2n parametrized on R− × T, denote by
∂J u := ∂s + J∂t
the corresponding Cauchy-Riemann operator on R2n-valued maps on the half-cylinder. We denote
by L(R2n) the vector space of linear endomorphisms of R2n.
Lemma 1.1. Let J ∈ L∞(R− × T,L(R2n)) be such that J(s, t) is an ω0-compatible complex
structure on R2n, for a.e. (s, t) ∈ R−×T . Then for every u in the Sobolev space H1(R−×T,R2n)
there holds ∫
R−×T
(|∂su|2J + |∂tu|2J) ds dt = ∫
R−×T
|∂Ju|2J ds dt− 2
∫
T
u(0, ·)∗λ0. (1.6)
Proof. Let u ∈ C∞c (R− × T,R2n) (since R− × T is the closed cylinder, the support of u may
intersect the boundary {0} × T). Since J preserves the inner product gJ ,
|∂su|2J + |∂tu|2J = |∂su|2J + |J∂tu|2J = |∂s + J∂tu|2J − 2gJ(∂su, J∂tu)
= |∂J u|2J − 2ω0(∂su, ∂tu).
Integrating the above identity over R− × T and applying Stokes theorem, we obtain∫
R−×T
(|∂su|2J + |∂tu|2J) ds dt = ∫
R−×T
|∂Ju|2J ds dt− 2
∫
R−×T
dλ0(∂su, ∂tu) ds dt
=
∫
R−×T
|∂Ju|2J ds dt− 2
∫
R−×T
u∗dλ0 =
∫
R−×T
|∂Ju|2J ds dt− 2
∫
T
u(0, ·)∗λ0,
so the identity (1.6) holds for compactly supported smooth maps. It is well-known that the
quadratic form
x 7→
∫
T
x∗λ0, x ∈ C∞(T,R2n),
extends continuously to H1/2(T,R2n) (see e.g. [Rab86, Chapter 6] or [HZ94, Section 3.3]). Since
the trace operator maps H1(R− × T,R2n) continuously into the space H1/2(T,R2n), the identity
(1.6) extends to every u ∈ H1(R− × T,R2n).
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1.3 An index theorem
Let J : R− ×T→ L(R2n) be a Lipschitz map which extends continuously to the compactification
[−∞, 0]× T, such that
lim
s0→−∞
ess sup
(s,t)∈]−∞,s0[×T
(∣∣∂sJ(s, t)∣∣+ ∣∣∂tJ(s, t)− ∂tJ(−∞, t)∣∣) = 0, (1.7)
and J(s, t) is an ω0-compatible complex structure on R2n, for every (s, t) ∈ [−∞, 0]×T. The fact
that both J and ∇J are in L∞ implies that the linear operator
H2(R− × T,R2n)→ H1(R− × T,R2n), u 7→ ∂J u,
is continuous.
If A : R− × T→ L(R2n) is a bounded Lipschitz map, then the multiplication operator
H1(R− × T,R2n)→ H1(R− × T,R2n), u 7→ JAu,
is continuous. We also assume that A extends continuously to the compactification [−∞, 0] × T,
that
lim
s0→−∞
ess sup
(s,t)∈]−∞,s0[×T
(∣∣∂sA(s, t)∣∣+ ∣∣∂tA(s, t)− ∂tA(−∞, t)∣∣) = 0, (1.8)
and that for every t ∈ T the linear endomorphism A(−∞, t) belongs to sp(R2n, ω0), the Lie algebra
of the symplectic group Sp(R2n, ω0). We denote by W : [0, 1] → Sp(R2n, ω0) the fundamental
solution of the time-periodic linear Hamiltonian systems defined by A(−∞, ·), that is the solution
of the linear Cauchy problem
W ′(t) = A(−∞, t)W (t), W (0) = I, (1.9)
and we assume that the symplectic path W is non-degenerate, meaning that 1 is not an eigenvalue
of W (1). Under this assumption, the Conley-Zehnder index of W is a well-defined integer, that
we denote by µCZ(W ) (see [SZ92, RS95]). By our sign choices, the Conley-Zehnder index of the
symplectic path
Wa : [0, 1]→ Sp(R2, ω0), Wa(t) = e−atJ0 ,
which is non-degenerate if and only if the real number a does not belong to 2piZ, is
µCZ(Wa) = 2
⌊ a
2pi
⌋
+ 1, ∀a ∈ R \ 2piZ, (1.10)
that is the unique odd integer which is closest to a/pi ∈ R \ 2Z.
Let
pi : R2n = Rn × Rn → Rn, (q, p) 7→ q,
be the projection onto the first factor. Since the trace operator
H1(R− × T,Rn)→ H1/2(T,Rn), v 7→ v(0, ·),
is continuous, so is the linear operator
H2(R− × T,R2n)→ H1/2(T,Rn), u 7→ ∂t(pi ◦ u)(0, ·).
Finally, if α : T→ L(R2n,Rn) is a Lipschitz map, the linear operator
H2(R− × T,R2n)→ H1/2(T,Rn), u 7→ αu(0, ·), (1.11)
is continuous, and actually compact, as it factorizes through
H2(R− × T,R2n) tr→ H3/2(T,R2n) ↪→ H1(T,R2n) α→ H1(T,Rn) ↪→ H1/2(T,Rn),
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where the two inclusions are compact.
By the above considerations, the linear operator
T : H2(R− × T,R2n)→ H1(R− × T,R2n)×H1/2(T,Rn),
u 7→ (∂J u− JAu, ∂t(pi ◦ u)(0, ·)− αu(0, ·)),
is continuous.
Theorem 1.2. Under the above assumptions, the operator T is Fredholm of index µCZ(W ).
The proof of this theorem takes the remaining part of this section.
1.4 The semi-Fredholm property
The proof of the next lemma uses the basic identity of Lemma 1.1.
Lemma 1.3. The operator T has finite-dimensional kernel and closed image.
Proof. The thesis is that T is semi-Fredholm with index different from +∞. The semi-Fredholm
property and the semi-Fredholm index are stable with respect to compact perturbations. There-
fore, the fact that the operator (1.11) is compact implies that we may assume that α = 0.
It is well-known that, due to the non-degeneracy of W , the translation-invariant operator
H2(R× T,R2n)→ H1(R× T,R2n), u 7→ ∂J(−∞,·)u− J(−∞, ·)A(−∞, ·)u, (1.12)
is an isomorphism (see [SZ92]). By (1.7) and (1.8), the norm of the operator
H2(]−∞, s0[×T,R2n)→ H1(]−∞, s0[×T,R2n),
u 7→ (J(s, t)− J(−∞, t))∂tu− (J(s, t)A(s, t)− J(−∞, t)A(−∞, t))u,
tends to zero for s0 → −∞. Then the fact that (1.12) is an isomorphism and the fact that the
set of isomorphisms is open in the operator norm topology implies that, if s0 < 0 is small enough,
there exists a number c0 such that
‖u‖H2 ≤ c0‖∂J u− JAu‖H1 , ∀u ∈ H2(]−∞, s0[×T,R2n). (1.13)
Let u be in H2(R− × T,R2n). Using the fact that the inner products gJ(s,t) are equivalent to the
Euclidean one, uniformly in (s, t), and applying Lemma 1.1 to ∂tu we obtain
‖∇∂tu‖2L2 ≤ c1
∫
R−×T
(|∂s∂tu|2J + |∂t∂tu|2J) ds dt
= c1
∫
R−×T
|∂J ∂tu|2J ds dt− 2c1
∫
T
(
∂tu(0, ·)
)∗
λ0.
(1.14)
Here and in the following lines c1, c2, . . . denote positive constants. Using also the fact that J and
A are globally Lipschitz and bounded, the first integral on the right-hand side of (1.14) can be
bounded by ∫
R−×T
|∂J ∂tu|2J ds dt =
∫
R−×T
|∂t∂J u− (∂tJ)(∂tu)|2J ds dt
≤ 2
∫
R−×T
|∂t(∂J u− JAu)|2J ds dt+ 2
∫
R−×T
|∂t(JAu)− (∂tJ)(∂tu)|2J ds dt
≤ c2‖∂J u− JAu‖2H1 + c3‖u‖2H1 .
(1.15)
On the other hand, setting u(t, 0) = (q(t), p(t)), the second integral on the right-hand side of
(1.14), can be estimated by∫
T
(
∂tu(0, ·)
)∗
λ0 =
∫
T
p′(t) · q′′(t) dt ≤ ‖p′‖H1/2(T)‖q′′‖H−1/2(T)
≤ c4‖u‖H2(R−×T)‖q′‖H1/2(T),
(1.16)
9
From (1.14), (1.15) and (1.16) we obtain the estimate
‖∇∂tu‖L2 ≤ c5‖∂J u− JAu‖H1 + c6‖u‖1/2H2 ‖q′‖1/2H1/2 + c7‖u‖H1 . (1.17)
From the identity
∂ssu = ∂s(∂J u− JAu)− J∂stu− (∂sJ)(∂tu) + ∂s(JAu),
and from (1.17) we obtain the estimate
‖∂ssu‖L2 ≤ ‖∂J u− JAu‖H1 + c8‖∂stu‖L2 + c9‖u‖H1
≤ c10‖∂J u− JAu‖H1 + c11‖u‖1/2H2 ‖q′‖1/2H1/2 + c12‖u‖H1 .
(1.18)
The estimates (1.17) and (1.18) imply the bound
‖u‖H2 ≤ c13‖∂J u− JAu‖H1 + c14‖q′‖H1/2 + c15‖u‖H1 , (1.19)
for every u ∈ H2(R− × T,R2n). Let χ ∈ C∞(R−) be a cut-off function such that χ = 1 on
]−∞, s0 − 1] and χ = 0 on [s0, 0]. Since
Tu = (∂J u− JAu, q′),
writing u = χu+(1−χ)u and applying (1.13) to χu and (1.19) to (1−χ)u, we obtain the estimate
‖u‖H2 ≤ c16
(‖Tu‖H1(R−×T)×H1/2(T) + ‖u‖H1(]s0−1,0[×T)), (1.20)
for every u ∈ H2(R− × T,R2n). Since the operator
H2(R− × T)→ H1(]s0 − 1, 0[×T), u 7→ u|]s0−1,0[×T,
is compact, the estimate (1.20) implies that T has finite dimensional kernel and closed range (see
e.g. []).
1.5 Some explicit index computations
In the next two lemmas we compute explicitly the kernel and cokernel of T for particular choices
of J , A and α. In both cases we assume that n = 1, that J = J0 is the standard complex structure
on R2 and that α = 0.
Lemma 1.4. Under the above assumptions, let A(s, t) ≡ −aJ0 with a ∈ R \ 2piZ. Then
dim kerT =
{
2d a2pi e if a > 0
0 if a < 0
, dim cokerT =
{
1 if a > 0
2b− a2pi c+ 1 if a < 0
.
In particular,
indT = 2
⌊ a
2pi
⌋
+ 1 = µCZ(W ),
for every a ∈ R \ 2piZ.
Proof. Here it is convenient to identify R2 with C by the standard complex structure J0, which
is then denoted by i. The solution W (t) = e−ait of (1.9) is non-degenerate precisely because
a /∈ 2piZ, and its Conley-Zehnder index is given by formula (1.10). Let u ∈ H2(R− × T,C) be an
element of the kernel of T . Since ∂tu solves a linear Cauchy-Riemann equation on R− × T with
real boundary conditions, u is smooth up to the boundary and it solves the problem
∂su+ i∂tu− au = 0, ∀(s, t) ∈ R− × T, (1.21)
Re ∂tu(0, t) = 0, ∀t ∈ T. (1.22)
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By taking a Fourier expansion in the t variable, one sees that the general solution of (1.21) is
u(s, t) =
∑
k∈Z
es(2pik+a)e2piiktuk,
where the uk’s are complex numbers. Such a function is in H
2(R− × T) if and only if
uk = 0, ∀k < − a
2pi
. (1.23)
So (1.22) takes the form∑
k>− a2pi
2pik
(
Reuk sin(2pikt) + Imuk cos(2pikt)
)
= 0, ∀t ∈ T. (1.24)
When a < 0, the above sum runs over positive numbers k, so the above identity implies that
uk = 0 for every k > −a/(2pi). Together with (1.23), we deduce that
kerT = {0}, if a < 0.
When a > 0, we can rewrite (1.24) as∑
1≤k< a2pi
2pik
(
Re (uk + u−k) sin(2pikt) + Im (uk − u−k) cos(2pikt)
)
+
∑
k> a2pi
2pik
(
Reuk sin(2pikt) + Imuk cos(2pikt)
)
= 0,
∀t ∈ T,
which holds if and only if
Re (uk + u−k) = Im (uk − u−k) = 0, if 1 ≤ k < a
2pi
,
uk = 0, if k >
a
2pi
.
(1.25)
The parameter u0 ∈ C is instead free, so (1.23) and (1.25) imply that
dim kerT = 2
⌊ a
2pi
⌋
+ 2 = 2
⌈ a
2pi
⌉
, if a > 0.
This concludes the computation of the dimension of the kernel of T .
We know from Lemma 1.3 that T has closed image. Since the L2 product is a continuous
non-degenerate bilinear symmetric form on H1 and on H1/2, the dimension of the cokernel of T
equals the dimension of the space of pairs
(v, g) ∈ H1(R− × T,C)×H1/2(T,R)
which are L2-orthogonal to the image of T , i.e. they satisfy
Re
∫
R−×T
(∂su+ i∂tu− au)v ds dt+
∫
T
Re ∂tu(0, t)g(t) dt = 0, (1.26)
for every u ∈ H2(R− × T,C). Let (v, g) be such a pair. By letting u vary among all smooth
compactly supported functions on R− × T such that Reu(0, t) = 0 for every t ∈ T, the standard
regularity results for weak solutions of the Cauchy-Riemann operator (see e.g. [MS04, Appendix
B]) imply that v is smooth up to the boundary and satisfy
∂sv − i∂tv + av = 0, ∀(s, t) ∈ R− × T. (1.27)
Moreover, (1.26) becomes
Re
∫
T
u(0, t)v(0, t) dt+
∫
T
Re ∂tu(0, t)g(t) dt = 0. (1.28)
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By taking u(0, ·) with vanishing real part, (1.28) implies that
Im v(0, t) = 0, ∀t ∈ T. (1.29)
On the other hand, taking u(0, ·) with vanishing imaginary part, we get that g is smooth and
satisfies
g′(t) = Re v(0, t), ∀t ∈ T. (1.30)
Therefore, the dimension of the cokernel of T equals the dimension of the space of smooth solutions
(v, g) of (1.27), (1.29) and (1.30) such that v belongs also to H1(R− × T). The general solution v
of (1.27) has the form
v(s, t) =
∑
k∈Z
e−(2pik+a)se2piiktvk,
and it belongs to H1(R− × T) if and only if
vk = 0, ∀k > − a
2pi
. (1.31)
Therefore,
Im v(0, t) =
∑
k<− a2pi
(
Im vk cos(2pikt) + Re vk sin(2pikt)
)
, ∀t ∈ T,
and if a > 0 the condition (1.29) implies that v is identically zero. In this case, (1.30) says that g
is constant, so
dim cokerT = 1, if a > 0.
If a < 0, (1.29) can be rewritten as
Im v0 +
∑
1≤k<− a2pi
(
Im (vk + v−k) cos(2pikt) + Re (vk − v−k) sin(2pikt)
)
+
∑
k>− a2pi
(
Im v−k cos(2pikt)− Re v−k sin(2pikt)
)
= 0,
∀t ∈ T,
which is equivalent to
Im v0 = 0,
Im (vk + v−k) = Re (vk − v−k) = 0, if 1 ≤ k < − a
2pi
,
vk = 0, if k <
a
2pi
.
(1.32)
Given v, the equation (1.30) can be solved if and only if∫
T
Re v(0, t) dt = 0, (1.33)
or equivalently
Re v0 = 0, (1.34)
and in this case it has a one-dimensional space of solutions g. Together with (1.31), (1.32) and
(1.34) imply that the space of smooth solutions v ∈ H1(R− × T) of (1.27), (1.29) and (1.33) has
dimension 2b−a/2pic. We deduce that
dim cokerT = 2
⌊
− a
2pi
⌋
+ 1,
thus concluding the computation of the dimension of the cokernel of T .
Finally, if a > 0 then
indT = dim kerT − dim cokerT = 2
⌈ a
2pi
⌉
− 1 = 2
⌊ a
2pi
⌋
+ 1,
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and if a < 0 then
indT = dim kerT − dim cokerT = 0−
(
2
⌊
− a
2pi
⌋
+ 1
)
= 2
⌈ a
2pi
⌉
− 1 = 2
⌊ a
2pi
⌋
+ 1,
as claimed.
Lemma 1.5. Assume that n = 1, J = J0, α = 0, and let
A(s, t) ≡
(
1 0
0 −1
)
, ∀(s, t) ∈ R− × T.
Then
dim kerT = dim cokerT = 1.
In particular,
indT = 0 = µCZ(W ).
Proof. In this case, the solution of (1.9) is
W (t) =
(
et 0
0 e−t
)
,
a non-degenerate symplectic path with zero Conley-Zehnder index. Let u ∈ H2(R− × T,R2) be
an element of the kernel of T . If we identify R2 to C by the standard complex structure J0 = i,
A is the conjugacy operator, hence u satisfies
∂su+ i∂tu− iu = 0, ∀(s, t) ∈ R− × T,
Re ∂tu(0, t) = 0, ∀t ∈ T.
If we set
w(s, t) := i∂tu(s, t) ∀s ≤ 0, w(s, t) := w(−s, t) ∀s > 0,
the fact that w(0, t) is real implies that w belongs to H1(R×T,C). Moreover, a direct computation
shows that
∂sw + i∂tw + iw = 0, ∀(s, t) ∈ R× T.
Since the translation invariant operator
H1(R× T,C)→ L2(R× T,C), w 7→ ∂sw + i∂tw + iw,
is an isomorphism, we deduce that w is identically zero. Therefore, u(s, t) = y(s), where y ∈
H2(R−,C) solves the ordinary differential equation
y′(s) = iy(s), ∀s ∈ R−.
Such an equation has a one-dimensional space of solutions in H2(R,C), namely
y(s) = λ(1 + i)es, for λ ∈ R,
hence
dim kerT = 1.
Consider a pair
(v, g) ∈ H1(R− × T,C)×H1/2(T,R),
which is L2-orthogonal to the image of T , that is satisfies
Re
∫
R−×T
(∂su+ i∂tu− iu)v ds dt+
∫
T
Re ∂tu(0, t)g(t) dt = 0, (1.35)
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for every u ∈ H2(R−×T,C). Arguing as in the proof of Lemma 1.4, we see that (1.35) is equivalent
to the fact that (v, g) is a smooth solution of
∂sv − i∂tv + iv = 0, ∀(s, t) ∈ R− × T,
Im v(0, t) = 0, ∀t ∈ T,
g′(t) = Re v(0, t), ∀t ∈ T,
with v ∈ H2(R− × T). If we extend v to the whole cylinder by Schwarz reflection,
v(s, t) := v(−s, t), ∀(s, t) ∈ R+ × T,
we see that v belongs to the kernel of the translation invariant operator
H2(R× T,C)→ H1(R× T,C), v 7→ ∂sv − i∂tv + iv.
Since this operator is an isomorphism, v is identically zero. We conclude that (v, g) satisfies (1.35)
if and only if v = 0 and g is constant, hence
dim cokerT = 1,
as claimed.
1.6 Proof of Theorem 1.2
By Lemma 1.3, the operator T is semi-Fredholm and we just have to prove that its index equals
the Conley-Zehnder index of W . Since the semi-Fredholm index is locally constant, we can reduce
the computation of the index of T to particular classes of J,A, α, by considering homotopies of
these data which keep the semi-Fredholm property. Since the space of ω0-compatible complex
structures on R2n and the space L(R2n,Rn) are contractible, we can assume that J = J0 and
α = 0. The admissible homotopies of A are those which keep the solution of (1.9) non-degenerate.
We recall that, as already proven by I. M. Gel’fand and V. B. Lidskiˇı in [GL58], the Conley-
Zehnder index labels the “regions of stability of canonical systems of differential equations with
periodic coefficients”: more precisely, two continuous loops
A0, A1 : T→ sp(R2n, ω0)
with non-degenerate fundamental solutions
Wj : [0, 1]→ Sp(R2n, ω0), W ′j(t) = A(t)Wj(t), Wj(0) = I, j = 0, 1,
are homotopic via a path [0, 1] → sp(R2n, ω0), s 7→ Ar(·), with non-degenerate fundamental
solutions for every r ∈ [0, 1] if and only if µCZ(W0) = µCZ(W1). Let us consider the class A of
endomorphisms A0 ∈ sp(R2n, ω0) which preserve the standard symplectic splitting
R2n = R2 ⊕ · · · ⊕ R2,
and which coincide with one of the endomorphisms considered in Lemmas 1.4 and 1.5 on each of
these symplectic two-dimensional spaces. The Conley-Zehnder index of the fundamental solution
of the linear Hamiltonian system on R2 given by an element of sp(R2n, ω0) as in Lemma 1.4 can be
any odd number, while in the case of Lemma 1.5 we obtain Conley-Zehnder index zero. Therefore,
in the case n ≥ 2 we can find an element A0 ∈ A such that the Conley-Zehnder index of the
corresponding fundamental solution equals µCZ(W ). By the above mentioned result of Gel’fand
and Lidskiˇı, we can find a homotopy Ar from the constant map A0 to the map A, which keeps
Ar(−∞, t) in sp(R2n, ω0) and such that the solution Wr of
W ′r(t) = Ar(−∞, t)Wr(t), Wr(0) = I,
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is non-degenerate. The corresponding path of operators Tr is semi-Fredholm for every r ∈ [0, 1],
and T0 is the direct sum of the operators considered in Lemmas 1.4 and 1.5. By these lemmas,
together with the additivity of the Fredholm index and of the Conley-Zehnder index with respect
to direct sums, we obtain that
indT = indT0 = µCZ(W0) = µCZ(W ),
as claimed. When n = 1, the argument is not complete because the Conley-Zehnder index of the
fundamental solutions associated to elements in A is either zero or odd. In this case, we can
consider the operator T ⊕ T , which has index 2 indT and which is of the form considered above
with n = 2. By what we have already proven and by the additivity of the Conley-Zehnder index,
T ⊕T has index 2µCZ(W ), hence T has index µCZ(W ). This concludes the proof of Theorem 1.2.
2
2 The reduced unstable manifold
Let M be a smooth compact n-dimensional manifold without boundary. We shall also assume
that M is orientable: this assumptions is by no means necessary, but it simplifies the exposition
(see Remark 2.8 below for information on how to deal with the non-orientable case). Let T ∗M be
the cotangent bundle of M , whose elements are denoted as (q, p), with q ∈M and p ∈ T ∗qM , and
let
pi : T ∗M →M, (q, p) 7→ q,
be the bundle projection. The cotangent bundle T ∗M is endowed with the standard Liouville form
λ = p dq and the standard symplectic structure ω = dλ = dp ∧ dq. Let H ∈ C∞(T × T ∗M) be
a Hamiltonian and let XH be the corresponding time-periodic Hamiltonian vector field on T
∗M ,
which is defined by
ω(XH(t, x), ξ) = −dxH(t, x)[ξ], ∀x ∈ T ∗M, ∀ξ ∈ TxT ∗M.
Let x ∈ C∞(T, T ∗M) be a 1-periodic orbit of XH , which we assume to be non-degenerate, meaning
that 1 is not an eigenvalue of the differential of the time-one map of XH at x(0).
The Conley-Zehnder index µCZ(x) of x is defined as the Conley-Zehnder index of the symplectic
path W : [0, 1] → Sp(T ∗Rn, ω0) which is obtained by reading the differential of the Hamiltonian
flow along x on T ∗Rn by means of a vertical-preserving trivialization of x∗(TT ∗M). More precisely,
let
Θ(t) : (T ∗Rn, ω0)→ (Tx(t)T ∗M,ωx(t)), t ∈ T,
be a smooth family of symplectic isomorphisms such that
Θ(t)
({0} × (Rn)∗) = T vx(t)T ∗M := kerDpi(x(t)), ∀t ∈ T, (2.1)
and let
W (t) := Θ(t)−1DxφXH (t, x(0))Θ(0) : T
∗Rn → T ∗Rn,
where φXH denotes the flow of the Hamiltonian vector field XH . The condition (2.1) is the
vertical-preserving requirement and a trivialization satisfying (2.1) exists since the vector bundle
(pi ◦ x)∗(TM) is trivial, because M is orientable. Then µCZ(x) := µCZ(W ) does not depend on
the choice of the vertical-preserving trivialization Θ (see [AS06, Lemma 1.3]).
We fix also a ω-compatible smooth almost complex structure J on T ∗M , which we allow to
depend smoothly on t ∈ T.
Definition 2.1. The reduced unstable manifold of the non-degenerate 1-periodic orbit x is the
set U (x) consisting of all maps
u ∈ C∞(R− × T, T ∗M)
such that:
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(i) u solves the equation
∂su+ J(t, u)
(
∂tu−XH(t, u)
)
= 0, (2.2)
on R− × T;
(ii) the energy of u, that is the quantity
E(u) :=
∫
R−×T
|∂su|2J ds dt,
is finite;
(iii) u(s, t) converges to x(t) for s→ −∞, uniformly in t ∈ T.
(iv) the restriction of u to the boundary of the half-cylinder satisfies the equation
∂t(pi ◦ u)(0, t) = dpH
(
t, u(0, t)
)
,
where dpH(t, x) denotes the fiber-wise differential of H(t, ·) at x, which is an element of
(T ∗pi(x)M)
∗ = Tpi(x)M .
The name unstable manifold is motivated by the fact that (2.2) is the L2-negative gradient
flow equation of the Hamiltonian action functional
A : C∞(T, T ∗M)→ R, A(x) =
∫
T
x∗(λ)−
∫
T
H(t, x(t)) dt, (2.3)
of which the periodic orbit x is a critical point. The adjective reduced refers to the fact that
we are adding to the conditions (i), (ii), (iii), which would define an infinite dimensional object,
the condition (iv), which says that the loop u(0, ·) : T → T ∗M solves “half of the Hamiltonian
equations” associated to H. The set U (x) always contains the stationary solution
u0(s, t) := x(t), ∀(s, t) ∈ R− × T.
Consider a smooth map ϕ : T× R2n → T ∗M such that
ϕ(t, 0) = x(t), ∀t ∈ T,
and z 7→ ϕ(t, z) is a smooth embedding of R2n onto an open neighborhood of x(t), for every t ∈ T.
If u is an element of U (x), condition (iii) implies that there exists s0 ≤ 0 such that
u(s, t) = ϕ(t, uˆ(s, t)), ∀(s, t) ∈]−∞, s0[×T, (2.4)
for a unique uˆ ∈ C∞(] − ∞, s0[×T,R2n). The fact that x is non-degenerate implies that the
convergence of u(s, t) to x(t) for s → −∞ is exponential, together with the derivatives of every
order: more precisely, there exists λ > 0 and a sequence (Ck)k∈N of positive numbers such that∣∣∂hs ∂kt uˆ(s, t)∣∣ ≤ Ch+keλ(s−s0), ∀(s, t) ∈]−∞, s0[×T. (2.5)
See e.g. [Sal99, Proposition 1.21].
2.1 The functional setting
LetX be the set of all maps u : R−×T→ T ∗M which are in H2(]s1, 0[×T, T ∗M) for every s1 < 0
and for which there exists s0 ≤ 0 such that (2.4) holds for a (unique) uˆ ∈ H2((]−∞, s0[×T,R2n).
The set X does not depend on the choice of the map ϕ. Since maps on a two-dimensional domain
of Sobolev class H2 are continuous and since left-composition by smooth maps keeps the H2
regularity, X carries the structure of a smooth Hilbert manifold modeled on H2(R− × T,R2n).
Indeed, any smooth map
ψ : R− × T× R2n → T ∗M
such that ψ(s, t, 0) = x(t) for every s small enough and every t ∈ T, and such that z 7→ ψ(s, t, z)
is an open embedding of R2n into T ∗M for every (s, t) ∈ R−×T, defines the inverse of a chart by
H2(R− × T,R2n)→X , uˆ 7→ ψ(·, ·, uˆ).
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Remark 2.2. It is often convenient to choose the maps ψ to be compatible with the cotangent
bundle structure, that is to be of the form
ψ : R− × T× T ∗Rn → T ∗M,
ψ(s, t, (q, p)) =
(
f(s, t, q), (Dqf(s, t, q)
∗)−1[p]
)
.
(2.6)
Here f : R− × T× Rn is a smooth map such that
f(s, t, 0) = pi ◦ x(t) and Dqf(s, t, 0)∗x(t) = pˆ(t), for some pˆ ∈ C∞
(
T, (Rn)∗
)
,
for every s small enough and such that q 7→ f(s, t, q) is an open embedding of Rn into M for every
(s, t) ∈ R− × T. In particular, z 7→ ψ(s, t, z) is a symplectic embedding for every (s, t) ∈ R− × T.
Let E be the smooth Hilbert bundle over X whose fiber at u ∈X is the space Eu of sections
ζ of the vector bundle
u∗(TT ∗M)→ R− × T,
which are in H1(]s1, 0[×T) for every s1 < 0 and such that, if uˆ ∈ H2(]−∞, s0[×T,R2n) satisfies
(2.4), then
ζ(s, t) = Dxϕ(t, uˆ(s, t))[ζˆ(s, t)],
for some ζˆ ∈ H1((]−∞, s0[×T,R2n).
Finally, let F be the smooth Hilbert bundle over X whose fiber at u ∈X is the space Fu of
H1/2-sections of the vector bundle
(pi ◦ u(0, ·))∗(TM)→ T.
Let T be the section of the Hilbert bundle E ⊕F →X which is defined by
T (u) :=
(
∂su+ J(t, u)(∂tu−XH(t, u)), ∂t(pi ◦ u)(0, t)− dpH(t, u(0, t))
)
.
A standard argument shows that the section T is smooth. By (2.5), every element u of U (x)
belongs to X , hence it is a zero of the section T . The converse is also true, as we show in the
following regularity result:
Proposition 2.3. Let u ∈X be a zero of the section T . Then u belongs to U (x).
Proof. All the elements of X have finite energy and converge uniformly to x for s → −∞, so u
satisfies (ii) and (iii). A standard elliptic inner regularity argument implies that u is smooth in
] −∞, 0[×T and that it is a classical solution of (2.2), so also (i) holds. There remains to show
that u is smooth up to the boundary, so that (iv) holds in the classical sense.
Consider a map ψ as in Remark 2.2 such that u belongs to the domain of the corresponding
chart on X , and define the map uˆ : R− × T→ T ∗Rn by
u(s, t) = ψ
(
s, t, uˆ(s, t)
)
.
Then the map uˆ belongs to(
(0, pˆ) +H2(R− × T, T ∗Rn)
)
∩ C∞(]−∞, 0[×T, T ∗Rn)
and solves the equations
∂suˆ+ Jˆ(s, t, uˆ)
(
∂tuˆ−XHˆ(s, t, uˆ)
)
= 0, (2.7)
∂t(pi ◦ uˆ)(0, t) = dpHˆ
(
0, t, uˆ(0, t)
)
. (2.8)
Here
Jˆ ∈ C∞(R− × T× R2n,L(T ∗Rn)) and Hˆ ∈ C∞(R− × T× T ∗Rn)
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are the ω0-compatible almost complex structure and the Hamiltonian on T
∗Rn which are obtained
as pull-backs of J and H by ψ. We must prove that uˆ is smooth up to the boundary. Being the
trace of uˆ, the loop t→ uˆ(0, t) is in H3/2(T, T ∗Rn), so (2.8) implies that pi◦uˆ(0, ·) is in H5/2(T,Rn).
Therefore, we can find a map v ∈ H3(]− 1, 0[×T, T ∗Rn) such that
v(0, t) = (pi ◦ u(0, t), 0), ∀t ∈ T.
The map w := uˆ− v solves the problem
∂sw + Jˆ(s, t, uˆ)∂tw = −∂sv − Jˆ(s, t, uˆ)(∂tv −XHˆ(s, t, uˆ)), (2.9)
w(0, t) ∈ {0} × (Rn)∗. (2.10)
The right-hand side of (2.9) belongs to H2(] − 1, 0[×T, T ∗Rn). Moreover, the linear subspace
{0} × (Rn)∗ is Lagrangian for ω0, hence totally real for all the ω0-compatible complex structures
Jˆ(s, t, uˆ(s, t)). Therefore, w solves a linear inhomogeneous first order Cauchy-Riemann equation
with H2 coefficients, H2 right-hand side and totally real boundary conditions. This implies that
w belongs to H3(R− × T, T ∗Rn), and so does uˆ. Bootstrapping this argument, we obtain that uˆ
is smooth up to the boundary.
Proposition 2.4. If u ∈X is a zero of the section T , then the fiber-wise differential of T at u
is a Fredholm operator of index µCZ(x).
Proof. By Proposition 2.3, u is an element of the reduced unstable manifold U (x). We can use
the inverse ψ of a chart which belongs to the atlas described in Remark 2.2 to trivialize the section
T locally near u. In such a way, we identify u with a zero uˆ ∈ H2(R− × T,R2n) of a a map
T̂ : H2(R− × T,R2n)→ H1(R− × T,R2n)×H1/2(T,Rn),
of the form
T̂ (v) =
(
∂sv + Jˆ(·, ·, v)(∂tv −XHˆ(·, ·, v)), ∂tpiv(0, ·)− ∂pHˆ(0, ·, v(0, ·))
)
,
where pi : R2n → Rn denotes the projection onto the first factor. Here
Jˆ ∈ C∞(R− × T× R2n,L(R2n)) and Hˆ ∈ C∞(R− × T× R2n)
do not depend on s for s small enough, and Jˆ(s, t, x) is ω0-compatible for every (s, t, x) ∈ R− ×
T × R2n. The fiber-wise derivative of T at u is conjugated to the differential of T̂ at uˆ, which
has the form
DT̂ (uˆ)[v] =
(
∂J v − JAv, ∂tpiv(0, ·)− αv(0, ·)
)
,
where J,A ∈ C∞(R− × T,L(R2n)) and α ∈ C∞(T,L(R2n,Rn)) are defined as
J(s, t) := Jˆ
(
s, t, uˆ(s, t)
)
,
A(s, t)z := Jˆ(s, t, uˆ)DxJˆ(s, t, uˆ)[z]
(
∂tuˆ−XHˆ(s, t, uˆ)
)
+DxXHˆ(s, t, uˆ)[z],
α(t)z := Dx∂pHˆ(0, t, uˆ(0, t))[z],
for every z ∈ R2n. By using the fact that uˆ is a zero of T̂ and by differentiating the identity
Jˆ(s, t, z)2 = −I with respect to z ∈ R2n, we can simplify the expression for A and get
A(s, t)z = DxJˆ(s, t, uˆ)[z]∂suˆ+DxXHˆ(s, t, uˆ)[z], ∀z ∈ R2n.
By (2.5), uˆ(s, t) → 0 for s → −∞, exponentially with all its detivatives, so the smooth maps J
and A extend continuously to [−∞, 0]× T by setting
J(−∞, t) := Jˆ(s, t, (0, pˆ(t))), A(−∞, t) := DxXHˆ(s, t, (0, pˆ(t))),
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for s small enough since, as we have noticed, Jˆ and Hˆ do not depend on s for s small enough.
Moreoever, J and A are globally Lipschitz and conditions (1.7) and (1.8) hold.
Since H(t, ψ(s, t, z)) = Hˆ(s, t, z), and x(t) = ψ(s, t, (0, pˆ(t))) for s small enough, the funda-
mental solution W of the linear Hamiltonian system
W ′(t) = A(−∞, t)W (t), W (0) = I,
is conjugated to the differential of the Hamiltonian flow of H along x by the 1-periodic path of
linear symplectic isomorphisms t 7→ Dxψ(s, t, (0, pˆ(t))), which are vertical-preserving (again, for s
small enough). Therefore, the Conley-Zehnder index of W equals the Conley-Zehnder index of x.
By Theorem 1.2, we conclude that DT̂ (uˆ) is a Fredholm operator of index µCZ(x), as claimed.
2.2 Transversality
Let g be a Riemannian metric on M and let Jg be the corresponding Levi-Civita almost complex
structure on T ∗M , which in the horizontal-vertical splitting of TT ∗M induced by g,
TT ∗M = ThT ∗M ⊕ T vT ∗M,
takes the form
Jg =
(
0 −I
I 0
)
,
where we are using the identifications
Thx T
∗M ∼= TxM ∼= T ∗xM, T vxT ∗M ∼= T ∗xM,
given by the metric g. This almost complex structure is ω-compatible. We denote byJ (g) the set
of ω-compatible time-periodic smooth almost complex structures J such that ‖J − Jg‖∞ < +∞.
The setJ (g) has a natural structure of complete metric space (see [AS06, Section 1.6]). As usual,
a subset of J (g) is said to be generic if its complement is contained in a countable union of closed
sets with empty interior. The proof of the next result is standard (see [FHS95]).
Proposition 2.5. For a generic choice of J in J (g), the section T is transverse to the zero-
section, except possibly at the stationary solution u0(s, t) = x(t).
Since the stationary solution u0 belongs to U (x) also when the Fredholm index µCZ(x) of the
fiberwise differential of the section T , is negative, in general we cannot expect transversality at
u0. However, we shall prove that transversality at u0 holds if
dppH(t, x(t)) > 0, ∀t ∈ T. (2.11)
Under this assumption, the Legendre transform
L : T× T ∗M → T× TM, L (t, q, p) 7→ (t, q, dpH(t, q, p)), (2.12)
maps a neighborhood of {(t, x(t)) | t ∈ T} diffeomorphically onto a neighborhood of
{(t, pi ◦ x(t), (pi ◦ x)′(t)) | t ∈ T} , (2.13)
and the identity
L(t, q, v) +H(t, q, p) = 〈p, v〉, for (t, q, v) = L (t, q, p), (2.14)
defines a smooth Lagrangian L on a neighborhood of the set (2.13). Here 〈·, ·〉 denotes the duality
pairing. The Legendre transform is involutive, meaning that
L −1(t, q, v) =
(
t, q, dvL(t, q, v)
)
, (2.15)
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for every (t, q, v) in a neighborhood of the set (2.13). The Lagrangian action functional
S : C∞(T,M)→ R, S(q) :=
∫
T
L
(
t, q(t), q′(t)
)
dt, (2.16)
is well-defined in a C1-neighborhood of pi ◦ x. Then pi ◦ x is a critical point of S, and it is well-
known that the Morse index ind (pi ◦ x;S) of pi ◦ x with respect to S, that is the dimension of
any maximal subspace of the space of smooth sections of (pi ◦ x)∗(TM) on which d2S(pi ◦ x) is
negative-definite, coincides with the Conley-Zehnder index µCZ(x) of x, which is therefore non-
negative (see e.g. [APS08, Corollary 4.2] for a proof of this fact which uses the sign conventions
adopted also here). The following “automatic transversality result” is based on the properties of
the Legendre transform.
Lemma 2.6. Assume that the Hamiltonian H satisfies (2.11) and let u0(s, t) = x(t) be the
stationary solution. Then:
(i) the fiberwise differential
DfT (u0) : Tu0X → Eu0 ⊕Fu0
is surjective;
(ii) if u ∈ Tu0X \{0} belongs to the kernel of DfT (u0) and ξ is the smooth section of the vector
bundle (pi ◦ x)∗(TM) defined by
ξ(t) := Dpi(x(t))[u(0, t)],
then d2S(pi ◦ x)[ξ]2 < 0.
Proof. By using a smooth map f : T × Rn → M such that f(t, 0) = pi ◦ x(t) and f(t, ·) is a
diffeomorphism and the corresponding chart as in Remark 2.2 (but without the dependence on s),
we can assume that H ∈ C∞(T× R2n) and that x(t) = (qˆ(t), pˆ(t)), where qˆ(t) = 0 and pˆ solves
pˆ′(t) = −∂qH(t, 0, pˆ(t)).
The kernel of DfT (x) consists of the smooth maps u ∈ H2(R− × T,R2n) which solve the system
∂su+ J(t, x)(∂tu−DxXH(t, x)[u]) = 0, on R− × T, (2.17)
ξ′(t) = ∂qpH(t, x)ξ(t) + ∂ppH(t, x)η(t), on T, (2.18)
where u(0, t) = (ξ(t), η(t)) = ζ(t). If u ∈ kerDfT (x) is non-zero, then the equation (2.17) implies
that
d2A(x)[ζ]2 < 0. (2.19)
In fact, (2.17) can be rewritten abstractly as
∂su+∇2A(x)u = 0,
where ∇2A(x) denotes the Hessian of A with respect to the L2-metric
〈v, w〉L2J :=
∫
T
gJ(v(t), w(t)) dt, ∀v, w ∈ C∞(T,R2n).
Then the function
ϕ : R− → R, ϕ(s) = ‖u(s, ·)‖2L2J ,
satisfies
ϕ′(s) = −2〈∇2A(x)u(s, ·), u(s, ·)〉L2J = −2 d
2A(x)[u(s, ·)]2, (2.20)
ϕ′′(s) = 4
∥∥∇2A(x)u(s, ·)∥∥2
L2J
. (2.21)
20
By (2.21), ϕ is convex and, being infinitesimal for s → −∞ and not identically zero, it satisfies
ϕ′(0) > 0, so (2.19) follows from (2.20).
On the other hand, we claim that the equation (2.18) implies that
d2A(x)[ζ]2 = d2S(qˆ)[ξ]2. (2.22)
In fact, if  > 0 is small enough the map
X : {q ∈ C∞(T,Rn) | ‖q‖C1 < } → C∞(T,R2n),
X(q)(t) :=
(
q(t), ∂vL(t, q(t), q
′(t))
)
,
is well defined and, by the involutive property of the Legendre transform, it maps qˆ = 0 into x.
By (2.14) and (2.15), we have
A(X(q)) =
∫
T
(
∂vL(t, q, q
′) · q′ −H(t, q, ∂vL(t, q, q′))
)
dt =
∫
T
L(t, q, q′) dt = S(q),
for every q ∈ C∞(T,Rn) with ‖q‖C1 < . By differentiating this identity twice at qˆ, taking into
account the fact that qˆ is a critical point of S and that x = X(qˆ) is a critical point of A, we obtain
the identity
d2S(qˆ)[ξ]2 = d2A(x)
[
DX(qˆ)[ξ]
]2
= d2A(x)
[
(ξ, ∂qvL(·, qˆ, qˆ′)ξ + ∂vvL(·, qˆ, qˆ′)ξ′)
]2
,
(2.23)
for every ξ ∈ C∞(T,Rn). By differentiating the identity
v = ∂pH
(
t, q, ∂vL(t, q, v)
)
with respect to v and with respect to q, we obtain the formulas
∂ppH(t, qˆ, pˆ)∂vvL(t, qˆ, qˆ
′) = I, ∂qpH(t, qˆ, pˆ) = −∂ppH(t, qˆ, pˆ)∂qvL(t, qˆ, qˆ′).
These identities imply that (ξ, η) satisfies (2.18) if and only if
η = ∂qvL(·, qˆ, qˆ′)ξ + ∂vvL(·, qˆ, qˆ′)ξ′,
so (2.23) implies (2.22), as claimed.
Claim (ii) immediately follows from (2.19) and (2.22).
The second differential of S at qˆ extends to a continuous non-degenerate symmetric bilinear
form on H1(T,Rn). Let W be a closed linear subspace of H1(T,Rn) on which d2S(qˆ) is positive-
definite and which has codimension ind (qˆ;S). Consider the continuous linear mapping
Q : H2(R− × T,R2n)→ H1(T,Rn), u 7→ piu(0, ·),
where as usual pi is the projection onto the first factor of Rn × Rn. By (2.19) and (2.22) we have
d2S(qˆ)[Qu]2 < 0, ∀u ∈ kerDfT (u0) \ {0}.
It follows that Q is injective on the kernel of DfT (u0) and(
Q kerDfT (u0)
) ∩W = {0}.
Therefore,
dim kerDfT (u0) = dim
(
Q kerDfT (u0)
) ≤ codimW = ind (qˆ;S) = µCZ(x).
Since DfT (u0) has Fredholm index µCZ(x), the above inequality implies that DfT (u0) is sur-
jective, concluding the proof of (i).
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Proposition 2.5 and Lemma 2.6 (i) have the following immediate consequence:
Corollary 2.7. Let x be a non-degenerate 1-periodic orbit of XH at which (2.11) holds. Then
for a generic choice of J in J (g), U (x) is a non-empty smooth submanifold of X of dimension
µCZ(x).
Remark 2.8. We have used the orientability assumption on M in order to trivialize the vector
bundle (pi ◦ x)∗(TM), so to have vertical-preserving trivializations of x∗(TT ∗M) and maps ψ as
in Remark 2.2. When M is not orientable and pi ◦ x is an orientation-reversing loop, x∗(TT ∗M)
admits no vertical-preserving trivialization over T. However, one can consider a trivialization
V of (pi ◦ x)∗(TM) over [0, 1] and use the induced trivialization U(t) = V (t) ⊕ (V (t)∗)−1 of
x∗(TT ∗M)→ [0, 1] to define the Conley-Zehnder index (in this case a Maslov index) and to read
the fiberwise differential of the section T . Actually, the more general framework of Hamiltonian
systems with non-local conormal boundary conditions allows a setting under which the orientable
and non-orientable loops are treated in the same way, together with more general Lagrangian
intersection problems. See [APS08] for a description of this setting and [Web02], [Abo13] for
two different approaches. The monograph [Abo13] in particular gives a complete account of Floer
(co)homology on cotangent bundles of non orientable manifolds.
2.3 Compactness
Under a standard assumption on H, the elements of the reduced unstable manifold U (x) satisfy
uniform action and energy bounds:
Lemma 2.9. Assume that H satisfies
a := inf
(t,q,p)∈T×T∗M
(
〈p, dpH(t, q, p)〉 −H(t, q, p)
)
> −∞. (2.24)
Then every u ∈ U (x) satisfies the action and energy bounds
a ≤ A(u(s, ·)) ≤ A(x), E(u) =
∫
R−×T
|∂su|2J ds dt ≤ A(x)− a.
Proof. Since u satisfies (i), (ii) and (iii), we have
E(u) =
∫
R−×T
|∂su|2J ds dt = A(x)− A(u(0, ·)).
By (iv) and (2.24) we find
A(u(0, ·)) =
∫
T
(
〈p, dpH(t, q, p)〉 −H(t, q, p)
)
dt ≥ a,
where u(0, t) = (q(t), p(t)). The action and energy bounds follow.
Since T ∗M is not compact, the next step in order to have the standard compactness statement
for the set U (x) is proving a uniform L∞ bound for its element. Such a bound holds under
additional assumptions on the Hamiltonian H and on the ω-compatible almost complex structure
J . We treat two different sets of conditions: the first one (H quadratic at infinity and J close to
a Levi-Civita almost complex structure) is the condition which is considered also in [AS06], the
second one (H radial and J of contact type outside a compact set) is the condition which is more
common in symplectic homology (see e.g. [Sei08a]).
Definition 2.10. We say that H ∈ C∞(T× T ∗M) is quadratic at infinity if there exist numbers
h0 > 0, h1 ∈ R and h2 > 0 such that
〈p, dpH(t, q, p)〉 −H(t, q, p) ≥ h0|p|2 − h1, (2.25)
|∇pH(t, q, p)| ≤ h2(1 + |p|), |∇qH(t, q, p)| ≤ h2(1 + |p|2), (2.26)
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for every (t, q, p) ∈ T × T ∗M . Here the norm | · | and the horizontal and vertical components of
the gradient ∇q and ∇p are induced by some Riemannian metric on M , but these conditions do
not depend on the choice of such a metric, up to the replacement of the numbers h0, h1, h2.
The name “quadratic at infinity” refers to the fact that (2.25) and (2.26) imply that H satisfies
the bounds
1
2
h0|p|2 − h3 ≤ H(t, q, p) ≤ h4|p|2 + h5,
for suitable positive numbers h3, h4, h5. Typical examples of Hamiltonians which are quadratic at
infinity are the physical Hamiltonians of the form
H(t, q, p) =
1
2
|p− θ(t, q)|2 + V (t, q), (2.27)
where | · | is the norm on T ∗M induced by some Riemannian metric on M , θ is a smooth time-
periodic one-form on M and V is a smooth function on T×M . When H is quadratic at infinity,
for every A ∈ R the set of 1-periodic orbits x with action A(x) ≤ A is compact in C∞(T, T ∗M)
(see [AS06, Lemma 1.10]).
The proof of the next compactness result builds on the estimates proved in [AS06].
Proposition 2.11. There exists a positive number j0 such that if ‖J−Jg‖∞ ≤ j0, where Jg is the
Levi-Civita almost complex structure induced by a Riemannian metric g on M , and H is quadratic
at infinity, then there exists a compact subset of T ∗M which contains the image of all the elements
of U (x).
Proof. Let u ∈ U (x) and write u(s, t) = (q(s, t), p(s, t)). By (2.25), the assumption of Lemma 2.9
is fulfilled, hence the energy of u is uniformly bounded, and so is the action of u(s, ·), for every
s ∈ R−.
By [AS06, Lemma 1.12], p is uniformly bounded in H1(]− 1, 0[×T). By the continuity of the
trace operator, p(0, ·) is uniformly bounded in H1/2(T), and a fortiori in Lr(T), for every r < +∞.
By the boundary condition (iv), together with the first estimate in (2.26), we deduce that ∂tq(0, ·)
is uniformly bounded in Lr(T), for every r < +∞. Therefore, q(0, ·) is uniformly bounded in
W 1,r(T), so by [AS06, Theorem 1.14 (iii)], the image of u is uniformly bounded, provided that
‖J − Jg‖∞ is small enough.
Although it is not needed in this paper, we now prove the analogous compactness statement in
the setting which is more common in symplectic homology. Let W ⊂ T ∗M be a compact domain
with smooth boundary, star-shaped with respect to the zero-section. For instance, W could be
the unit cotangent disk bundle induced by a metric on M . Then the restriction α := λ|∂W of the
standard Liouville form λ = p dq to ∂W is a contact form on ∂W , (W,λ) is a Liouville domain,
and T ∗M is naturally identified with its completion
Ŵ := W ∪∂W
(
[1,+∞[×∂W ),
(see e.g. [Sei08a] for the relevant definitions). Indeed, the standard Liouville vector field Y = p ∂p
is transverse to ∂W and its flow φ induces the diffeomorphism
]0,+∞[×∂W → T ∗M \OT∗M , (ρ, x) 7→ φlog ρ(x),
where OT∗M denotes the the zero-section of T ∗M . We denote by ρ : T ∗M → R+ the corresponding
radial variable, extended as ρ = 0 on the zero-section OT∗M , and we recall that the pull-back by
the above diffeomorphism of the Liouville vector field Y is ρ∂ρ. A Hamiltonian H ∈ C∞(T×T ∗M)
is said to be radial outside a compact set if there exists ρ0 > 0 such that
H(t, x) = h(ρ(x)), on T× ρ−1([ρ0,+∞[), (2.28)
for some smooth function h : [ρ0,+∞[→ R. In this case, if x = (q, p) ∈ T ∗M and ρ(x) ≥ ρ0 then
〈p, dpH(t, x)〉 = dH(t, x)[Y (x)] = dh(ρ(x))
[
ρ(x)∂ρ
]
= ρ(x)h′(ρ(x)). (2.29)
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By the above identity, the assumption of Lemma 2.9 is fulfilled whenever the function
ρ 7→ ρh′(ρ)− h(ρ)
is bounded from below on [ρ0,+∞[; this happens, for instance, when h has the form
h(ρ) = λρµ + η,
with λ > 0, µ ≥ 1, η ∈ R. The time-periodic ω-compatible almost complex structure J is said to
be of contact type outside a compact set if
dρ ◦ J = λ, on T× ρ−1([ρ0,+∞[), (2.30)
for ρ0 > 0 large enough. Equivalently, J preserves the symplectic splitting
T(ρ,x)T
∗M = kerα⊕ (RR⊕ RY ),
on the set ρ−1([ρ0,+∞[), where R is the Reeb vector field of (∂W,α), and
JR = Y, JY = −R.
The next result shows that when H is radial and J is of contact type outside a compact set, the
maps in U (x) satisfy a uniform L∞ bound.
Proposition 2.12. Assume that the Hamiltonian H ∈ C∞(T × T ∗M) satisfies (2.28) for some
h ∈ C∞([ρ0,+∞[) such that
inf
ρ≥ρ0
(
ρh′(ρ)− h(ρ)) > −∞, (2.31)
and that the time-periodic ω-compatible almost complex structure J satisfies (2.30). Let ρ1 ≥ ρ0
be such that
x(T) ⊂ ρ−1([0, ρ1[).
Then the image of every u ∈ U (x) is contained in the compact set ρ−1([0, ρ1]).
Proof. If we consider the real valued function
r : R− × T→ R, r(s, t) := ρ(u(s, t)),
we must prove that r ≤ ρ1. Arguing by contradiction, we assume the open subset of R− × T
Ω := r−1(]ρ1,+∞[) = u−1
(
ρ−1(]ρ1,+∞[)
)
is not empty. Since u(s, ·) converges uniformly to x for s → −∞ and ρ < ρ1 on x(T), the set Ω
is bounded, hence r achieves its maximum - necessarily larger than ρ1 - on Ω. We denote by ∂Ω
the relative boundary of Ω in R− × T and by Γ := Ω ∩ (T × {0}) the intersection of Ω with the
boundary of the half-cylinder. Therefore, the boundary of Ω as a subset of the complete cylinder
R× T is ∂Ω ∪ Γ.
By (2.28) and (2.30), a standard computation (see e.g. [AS09a, Lemma 2.4]) shows that r
satisfies
∆r − rh′′(r)∂sr = |∂su|2J ≥ 0, (2.32)
∂sr = −λ(∂tu) + rh′(r), (2.33)
on the set Ω. By (2.32) and the weak maximum principle, r achieves its maximum on ∂Ω ∪ Γ.
Since this maximum is larger than ρ1 and r = ρ1 on ∂Ω, the maximum is achieved at a point (0, t)
of Γ and by the Hopf lemma,
∂sr(0, t) > 0.
On the other hand, (2.33), the fact that u satisfies the boundary condition (iv), and (2.29) imply
that at (0, t) the function r satisfies
∂sr(0, t) = −〈p, ∂tq〉+ rh′(r) = −〈p, dpH(t, u)〉 − rh′(r) = −rh′(r) + rh′(r) = 0,
where u = (q, p). This contradiction shows that Ω must be empty, concluding the proof.
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Propositions 2.11 and 2.12 have the following consequence, whose proof is standard and hence
only sketched here:
Corollary 2.13. Assume that either H is quadratic at infinity and J is C0-close enough to a
Levi-Civita almost complex structure, or that H is radial, satisfies (2.31), and J is of contact type
outside a compact set. Then the space U (x) is relatively compact in C∞loc(R− × T, T ∗M).
Proof. The first step is to show that for every s0 < 0, ∇u is bounded on [s0, 0]× T, uniformly in
u ∈ U (x). Assume, by contradiction, that there are sequences (un) ⊂ U (x) and (zn) ⊂ [s0, 0]×T
such that |∇un(zn)|J → +∞. Up to a subsequence, we may assume that (zn) converges to
some z = (s¯, t¯) ∈ [s0, 0] × T. If s¯ < 0, a standard blow-up analysis at z implies the existence
of a non-constant pseudo-holomorphic sphere in (T ∗M,J(t¯, ·)), which cannot exist because ω is
exact. Assume that s¯ = 0 and set (qn(t), pn(t)) = un(0, t). By the boundary condition (iv)
and the fact that the image of un is uniformly bounded, q
′
n is uniformly bounded in L
∞, so up
to a subsequence (qn) converges uniformly to some q ∈ C(T,M). Then the standard blow-up
analysis at z implies the existence of a non-constant pseudo-holomorphic disk in (T ∗M,J(t¯, ·))
with boundary in T ∗q(t¯)M . Such a disk cannot exist, because the Liouville form λ vanishes on
T ∗q(t¯)M . This contradiction shows that ∇u is uniformly bounded on [s0, 0] × T. Uniform bounds
for all the higher derivatives on compact subsets of R− × T follow from elliptic bootstrap.
3 The linear setting for orientations
In this section we recall some basic facts about determinant bundles and orientation of linear
Cauchy-Riemann operators on cylinders and half-cylinders.
3.1 The determinant bundle
Let E and F be real Banach spaces. We recall that the determinant bundle Det(Fr(E,F )) over
the space of Fredholm operators Fr(E,F ) is the line bundle whose fiber at T ∈ Fr(E,F ) is the line
Det(T ) := Λmax(kerT )⊗ (Λmax(cokerT ))∗.
Here Λmax denotes the top exterior power functor on the category of finite dimensional real vector
spaces and linear maps among them. See [Qui85] or [AM09, Section 7] for the construction of the
analytic bundle structure of Det(Fr(E,F )).
Two linear isomorphisms
R : E′ ∼= E and L : F ∼= F ′
induce canonical smooth line bundle isomorphisms
Det(Fr(E,F ))→ Det(Fr(E′, F )) and Det(Fr(E,F ))→ Det(Fr(E,F ′))
which lift the diffeomorphisms
Fr(E,F )→ Fr(E′, F ), T 7→ TR, and Fr(E,F )→ Fr(E,F ′), T 7→ LT.
Actually, these are special cases of the fact that the composition of Fredholm operators lifts to
the determinant bundles (see [AM09, Section 7]).
3.2 A class of linear Cauchy-Riemann operators on cylinders
Endow the extended real line R = [−∞,+∞] with the differentiable structure which is induced
by the bijection [
−pi
2
,
pi
2
]
→ R, s 7→ tan s, ±pi
2
7→ ±∞.
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Such a differentiable structure is inherited by the extended half lines R+ = [0,+∞] and R− =
[−∞, 0].
Let A be the space of loops
a : T −→ sp(R2n, ω0)
into the Lie-algebra of the symplectic group which are non-degenerate, meaning that the solution
W : [0, 1]→ Sp(R2n, ω0) of
W ′(t) = a(t)W (t), W (0) = I,
is a non-degenerate symplectic path, i.e. W (1) does not have the eigenvalue 1. We denote by
Σ∂ :=
{
DA | A ∈ C∞
(
R× T,L(R2n)) with A(±∞, ·) ∈ A }
the set of operators
DA : H
2(R× T,R2n)→ H1(R× T,R2n), DAu = ∂su+ J0∂tu− J0Au,
with non-degenerate asymptotics. It is well-known that Σ∂ consists of Fredholm operators (see
e.g. [SZ92, Theorem 4.1] for the same operators from H1 to L2; the proof in the case of higher
Sobolev regularity is similar and uses the smoothness of A). The subscript ∂ refers to the fact that
this is the set of linear operators that one gets when linearizing the Floer equation on cylinders,
which is used in the definition of the boundary operator of the Floer complex.
The restriction of the determinant bundle over the space of Fredholm operators from H2(R×
T,R2n) into H1(R×T,R2n) to Σ∂ is not orientable (that is, not trivial) (see [FH93, Theorem 2]),
but if we fix the asymptotics we get an orientable line bundle: given a− and a+ in A , the space
Σ∂(a−, a+) := {DA ∈ Σ∂ | A(±∞, ·) = a±}
is convex, hence the determinant bundle restricts to an orientable line bundle, which we denote
by
Det
(
Σ∂(a−, a+)
)→ Σ∂(a−, a+).
By a linear glueing construction (see [FH93, Section 3]), two orientations o(a0, a1) and o(a1, a2) of
Det(Σ∂(a0, a1)) and Det(Σ∂(a1, a2)) induce canonically an orientation of Det(Σ∂(a0, a2)), which
we denote by
o(a0, a1)#o(a1, a2).
Gluing of orientations is anti-symmetric: if ô denotes the opposite orientation of o, then
ô1#o2 = o1#ô2 = ô1#o2.
This construction is associative, that is(
o(a0, a1)#o(a1, a2)
)
#o(a2, a3) = o(a0, a1)#
(
o(a1, a2)#o(a2, a3)
)
.
Conjugation of an operator DA ∈ Σ∂(a−, a+) by some U in C∞(R × T,U(n)) produces an
operator UDAU
−1 which is of the form DB , where
B := UAU−1 − J0∂sUU−1 + ∂tUU−1. (3.1)
In particular, if
U(±∞, t) = I, ∀t ∈ T,
then UDAU
−1 belongs to the same space Σ∂(a−, a+). The following result is proved in [FH93,
Lemma 13]:
Lemma 3.1. Let a−, a+ ∈ A and let U ∈ C∞(R× T,U(n)) be such that
U(±∞, t) = I, ∀t ∈ T.
Then the canonical lift to the determinant bundle of the map
Σ∂(a−, a+)→ Σ∂(a−, a+), DA 7→ UDAU−1,
is orientation-preserving.
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3.3 A class of linear Cauchy-Riemann operators on half-cylinders
Consider the space of linear operators
ΣU :=
{
TA,α | A ∈ C∞(R− × T,L(R2n)) with A(−∞, ·) ∈ A , α ∈ C∞(T,L(R2n,Rn))
}
of the form
TA,α : H
2(R− × T,R2n)→ H1(R− × T,R2n)×H1/2(T,Rn),
u 7→ (∂su+ J0∂tu− J0Au, ∂tpiu(0, ·)− αu(0, ·)),
where pi : R2n = Rn × Rn → Rn is the projection onto the first factor. By Theorem 1.2, each
element of ΣU is a Fredholm operator. As it is shown in Section 2, this is the set of operators
which arise when linearizing the problem whose solution is the reduced unstable manifold U (x)
of a Hamiltonian periodic orbit x.
Let a ∈ A . The determinant bundle over the space of Fredholm operators from H2(R− ×
T,R2n) into H1(R− × T,R2n)×H1/2(T,Rn) restricts to an orientable line bundle on the convex
space
ΣU (a) := {TA,α ∈ ΣU | A(−∞, ·) = a} ,
which we denote by
Det
(
ΣU (a)
)→ ΣU (a).
Let a0 and a1 be elements of A . A linear gluing construction, which is completely analogous to
the one which is described in [FH93, Section 3], associates to an orientation o(a0, a1) of Σ∂(a0, a1)
and an orientation o(a1) of Det(ΣU (a1)) an orientation of Det(ΣU (a0)), which we denote by
o(a0, a1)#o(a1).
Associativity now reads as(
o(a0, a1)#o(a1, a2)
)
#o(a2) = o(a0, a1)#
(
o(a1, a2)#o(a2)
)
. (3.2)
The subgroup of U(n) of automorphisms which preserve the vertical space {0} × (Rn)∗ = iRn
in the identification T ∗Rn ∼= Cn, (q, p) 7→ q + ip, is precisely O(n), the orthogonal group of Rn,
whose elements are extended to Cn by complex linearity. We shall be interested in the subgroup
of O(n) of orientation-preserving automorphisms, that is SO(n).
Let TA,α ∈ ΣU (a). Conjugation of TA,α by some U in C∞(R− × T,U(n)) such that
U(0, t) ∈ O(n) ∀t ∈ T,
produces the operator (U ×U(0, ·))TA,αU−1, which has the form TB,β , where B is as in (3.1) and
β := pi∂tU(0, ·)U−1(0, ·) + U(0, ·)αU−1(0, ·).
Therefore, if we also assume
U(−∞, t) = I ∀t ∈ T,
then (U × U(0, ·))TA,αU−1 belongs to the same space ΣU (a). The proof of the following result
is analogous to the proof of [AS14, Proposition 2.1] (see also [dS98] and the proof of [FOOO09,
Proposition 8.1.7]):
Lemma 3.2. Let a ∈ A and let U ∈ C∞(R− × T,U(n)) be such that
U(−∞, t) = I and U(0, t) ∈ SO(n), ∀t ∈ T.
Then the canonical lift to the determinant bundle of the map
ΣU (a)→ ΣU (a), TA,α 7→
(
U × U(0, ·))TA,αU−1,
is orientation-preserving if and only if the lift of the loop U(0, ·) to the two-fold covering Spin(n)
of SO(n) is closed.
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Since SO(1) = {1}, pi1(SO(2)) = Z and pi1(SO(n)) = Z2 for n ≥ 3, the above lemma says that
the above map is orientation preserving if and only if either
(i) n = 1, or
(ii) n = 2 and the homotopy class of the loop U(0, ·) in SO(2) is an even multiple of the generator
of pi1(SO(2)) = Z, or
(iii) n ≥ 3 and the loop U(0, ·) is contractible in SO(n).
4 The Floer and the Morse complexes
4.1 The Floer complex of H
We start by recalling the definition of the Floer complex with integer coefficients. Our main
reference for orientations is [FH93], but we slightly deviate from the approach which is adopted
there: instead than fixing a priori a coherent orientation, we shall follow the approach of P. Seidel
and M. Abouzaid (see e.g. [Sei08b], [Abo11, Section 3.3] and [Abo13]) of considering orientations
in the definition of the generators. The two approaches are completely equivalent, but the latter
has the advantage of reducing the amount of arbitrary data which one must choose.
Let H ∈ C∞(T× T ∗M) be quadratic at infinity in the sense of Definition 2.10. The set of 1-
periodic orbits of the corresponding 1-periodic Hamiltonian vector field XH is denoted by P(H).
We assume that each element of P(H) is non-degenerate. The symbol Pk(H) denotes the set of
x ∈Pk(H) with Conley-Zehnder index k.
Let J be a smooth ω-compatible almost complex structure depending 1-periodically on time.
We assume J to be generic, so that for each pair (x, y) ∈ P(H) ×P(H) the space of Floer
cylinders
M∂F (x, y) :=
{
u ∈ C∞(R× T, T ∗M)
∣∣∣ ∂su+ J(t, u)(∂tu−XHt(u)) = 0,
lim
s→−∞u(s, ·) = x and lims→+∞u(s, ·) = y in C
∞(T, T ∗M)
}
is the set of zeroes of a smooth Fredholm section
D : B →H
of a Hilbert bundle H → B which is transverse to the zero-section. As base B of this bundle one
can take a Hilbert manifold of cylinders u : R × T → T ∗M of Sobolev class H2loc which converge
to x and y for s → −∞ and s → +∞ in a suitable fashion. The fibers Hu consist of sections of
u∗(TT ∗M) of Sobolev class H1loc which tend to zero for s → ±∞ in a suitable way (see Section
2). In particular, each set M∂F (x, y) is a smooth finite dimensional manifold.
For every x ∈ P(H) we fix once and for all a unitary trivialization of the complex bundle
(x∗(TT ∗M), u∗(J))
Θx : T× Cn → u∗(TT ∗M), (t, ξ) 7→ Θx(t)ξ,
which is vertical-preserving, meaning that it maps the subspace iRn ∼= {0}×(Rn)∗ into the vertical
subbundle T vT ∗M = kerDpi. The existence of vertical-preserving trivialization is guaranteed
by the orientability of M (see [AS06, Lemma 1.2]). We also assume these trivializations to be
orientation-preserving, meaning that Θx(t)|iRn is orientation preserving (since the manifold M is
oriented, so is the vector bundle T vT ∗M). We also fix once and for all an element a0 of A .
The trivialization Θx determines an element ax of A . Indeed, the differential of the flow of XH
along x can be read through the trivialization Θx and becomes a symplectic path Wx : [0, 1] →
Sp(2n), which solves the linear Cauchy problem
W ′x(t) = ax(t)Wx(t), Wx(0) = I,
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where ax : T→ sp(2n) belongs to A because x is non-degenerate.
Let Fk(H) be the free abelian group which is obtained from⊕
ox orientation of
Det(Σ∂(ax,a0)), for x∈Pk(H)
ox,
by taking the quotient by the identification
ôx = −ox, ∀x ∈Pk(H),
where ôx denotes the orientation of Det(Σ∂(ax, a0)) which is opposite to ox. A choice of an
orientation of Det(Σ∂(ax, a0)) for each x ∈Pk(H) defines an isomorphism between Fk(H) and⊕
x∈Pk(H)
Z.
However, we prefer not to make such a choice and to consider “oriented periodic orbits” as gener-
ators of the Floer complex.
Let u ∈M∂F (x, y) and denote by the same symbol the continuous extension u : R×T→ T ∗M
which is obtained by setting u(−∞, t) := x(t) and u(+∞, t) := y(t). Since the convergence of u to
its asymptotic periodic orbits is exponential together with all the higher derivatives, this extension
is smooth with respect to the differentiable structure which was introduced at the beginning of
Section 3. Since the unitary trivializations Θx and Θy are vertical- and orientation-preserving, we
can find a (not necessarily vertical-preserving) unitary trivialization
Θu : R× T× Cn → u∗(TT ∗M), (s, t, ξ)→ Θu(s, t)ξ,
which agrees with the trivializations Θx and Θy for s = −∞ and s = +∞. This is proved in [AS06,
Lemma 1.7] and follows from the fact that the inclusion of the subgroup SO(n) of vertical- and
orientation-preserving unitary automorphisms of Cn into U(n) induces the zero homomorphism
between fundamental groups.
Let x, y ∈ P(H) have index difference µCZ(x) − µCZ(y) = 1. In this case, the quotient
M∂F (x, y)/R given by the action of R by translations is discrete and compact, hence finite. An
orientation ox of Det(Σ∂(ax, a0)) and an element [u] of M∂F (x, y)/R determine an orientation
[u]∗(ox)
of Det(Σ∂(ay, a0)) by the following procedure. Consider a unitary trivialization Θu of u
∗(TT ∗M)
as above. Thanks to Θu, the fiberwise differential of the section D at u, that we denote by DfD(u),
is conjugated to a Fredholm operator DA in the space Σ∂(ax, ay). This operator depends on the
choice of the trivialization Θu, but the space Σ∂(ax, ay) to which it belongs does not. The operator
DA is onto and has a one-dimensional kernel, which is spanned by the image of ∂su by Θ
−1
u . This
kernel has the canonical orientation given by declaring the vector Θ−1u ∂su to be positive. Therefore,
we get an orientation of
Det(DA) = Λ
max(KerDA)⊗ R∗,
which induces by continuation an orientation o[u] of Det(Σ∂(ax, ay)). By Lemma 3.1, o[u] does not
depend on the choice of the trivialization with prescribed asymptotics Θu. Moreover, it clearly
depends only on the equivalence class of u in M∂F (x, y)/R. This justifies the notation o[u]. Now
we define [u]∗(ox) to be the orientation of Det(Σ∂(ay, a0)) such that the formula
o[u]#[u]∗(ox) = ox
holds.
Then we can define the boundary operator ∂F of the Floer complex generator-wise as
∂F : Fk(H) −→ Fk−1(H), ∂F ox :=
∑
y∈Pk−1(H)
∑
[u]∈M∂F (x,y)/R
[u]∗(ox).
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The well-posedness of this defintion uses the fact that
[u]∗(ôx) = ̂[u]∗(ox),
which follows from the antisymmetry of the gluing of orientations. The fact that ∂F is indeed a
boundary operator follows from a standard non-linear gluing construction.
The chain complex {F∗(H), ∂F } is called the Floer complex of H. A different choice of the
almost complex structure J or of the orientation data {Θx}x∈P(H), and a0 ∈ A produces an
isomorphic chain complex, while a different choice of the Hamiltonian H determines a chain
isotopic complex. The homology of the Floer complex is thus independent on the pair (H,J) and
it is called the Floer homology of T ∗M .
Remark 4.1. The choice of using the orientations of the determinant bundle over Σ∂(ax, a0) as
generators of the Floer complex is motivated only by the fact that here we are always considering the
cylinder (or half-cylinders) as domain of the linear Cauchy-Riemann-like operators we are looking
at. By allowing more general Riemann surfaces one has other choices, that in other contexts might
be more natural. For instance, one could consider linear operators on the open disc which in the
variables s = 1/(1− ρ), t = ϕ (where (ρ, ϕ) are polar coordinates on the disc) have the form DA
near the boundary. One can then use the gluing of orientations in the more general framework
of [BM04] and obtain a definition of the Floer complex which is completely equivalent to the one
we are using here. See [Rit13, Appendix 2] for the latter approach in the context of symplectic
homology and of topological quantum field theory.
Remark 4.2. This way of defining the Floer complex with integer coefficients works whenever
one can fix unitary trivializations of the tangent bundle along the periodic orbits in such a way
that pairs of such trivializations along two orbits x and y can be extended to unitary trivializations
over each cylinder joining x and y. On cotangent bundles, vertical preserving trivializations have
this property. More generally, such a choice is possible on symplectic manifolds whose first Chern
class vanishes on tori.
4.2 The Morse complex of the Lagrangian action functional with local
coefficients
Here we want to define the Morse complex of the Lagrangian action functional on the loop space
of M with a particular system of local coefficients which takes the second Stiefel-Whitney class of
the oriented manifold M into account. See Appendix A for the main definitions and general facts
about systems of local coefficients, singular homology and Morse homology with local coefficients.
Besides what we have already assumed above, let us assume that H is fiberwise uniformly
convex, meaning that
dppH(t, q, p)[ξ]
2 ≥ h0|ξ|2, ∀(t, q, p) ∈ T× T ∗M, ∀ξ ∈ T ∗qM, (4.1)
for some positive number h0. Hamiltonians of the form (2.27) satisfy this condition. Under this
assumption, the Legendre transform L (see (2.12)) is a global diffeomorphism and the Fenchel
formula
L(t, q, v) := max
p∈T∗qM
(
〈p, v〉 −H(t, q, p)
)
, ∀(t, q, v) ∈ T× TM, (4.2)
defines a smooth Lagrangian L which satisfies the Legendre duality identity (2.14), is quadratic
at infinity and fiberwise uniformly convex (as in Definition 2.10 and in (4.1), but replacing the
cotangent by the tangent bundle). A loop q ∈ C∞(T,M) is a critical point of the Lagrangian
action functional S (see (2.16)) if and only if it satisfies the Euler-Lagrange equations associated
to L with 1-periodic boundary conditions, and if and only if the loop x = (q, dvL(·, q, q′)) is an
element of P(H). Furthermore, the fact that each x ∈ P(H) is non-degenerate is equivalent to
the fact that each critical point q of S is non-degenerate. The Morse index ind (q;S) of q coincides
with the Conley-Zehnder index µCZ(x) of x.
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The functional S has a continuously differentiable extension to the Hilbert manifold H1(T,M)
consisting of loops in M of Sobolev class H1. Such an extension is twice Gateaux differentiable but
in general not twice Fre´chet differentiable, unless the Lagrangian L is exactly fiberwise quadratic,
e.g. it comes from the Hamiltonian (2.27). Nevertheless, S always admits a smooth negative
pseudo-gradient Morse vector field, that is a smooth vector field GS on H1(T,M) such that
dS(q)[GS(q)] < 0, ∀q ∈ H1(T,M) \ critS,
while each critical point q of S is a hyperbolic singular point for GS, such that the second differ-
ential d2S(q) is positive-definite (resp. negative-definite) on the stable (resp. unstable) subspace
of TqH
1(T,M) (see [AS09b]). Each q ∈ critS has a stable manifold W s(q;GS) and an unstable
manifold Wu(q;GS) with respect to the flow of GS. These are smoothly embedded submanifolds
of H1(T,M) with
dimWu(q;GS) = ind (q;S) = codimW s(q;GS).
Up to a generic perturbation of GS, we may assume that GS is Morse-Smale, meaning that the
stable and unstable manifold of any two critical points meet transversally. The vector field GS is
positively complete and the pair (S, GS) satisfies the Palais-Smale condition, meaning that each
sequence (qn) ⊂ H1(T,M) such that S(qn) is bounded and dS(qn)[GS(qn)] is infinitesimal has a
converging subsequence (see again [AS09b]).
The Hilbert manifold H1(T,M) on which the Lagrangian action functional S is defined is
homotopically equivalent to ΛM := C0(T,M), the free loop space of M , and carries the system of
local coefficients G which is induced by the following Z-representation ρ of the fundamental group
of ΛM : every continuous loop γ : T→ ΛM defines a continuous map
γ˜ : T2 →M, (s, t) 7→ γ(s)(t),
and the homomorphism
ρ : pi1(ΛM)→ Aut(Z)
is defined as
ρ[γ] :=
{
id if w2(γ˜
∗TM) = 0,
−id if w2(γ˜∗TM) 6= 0.
Here w2 denotes the second Stiefel-Whitney class. Therefore, the local system of groups is trivial
if and only if the second Stiefel-Whitney class of the oriented manifold M vanishes on tori, and
in particular if M is spin. An example of a manifold which is not spin but for which the latter
condition holds is the non-trivial S2-bundle over the orientable closed surface of genus 2 (we are
grateful to B. Martelli for suggesting us this example).
More concretely, the system of local coefficients
G = {{Gq}q∈ΛM , {h[γ]}γ∈C0([0,1],ΛM )}
is defined in the following way. Fix an element q¯ in each connected component of ΛM and, for
every q in the connected component of q¯, a continuous path βq : [0, 1]→ ΛM such that βq(0) = q
and βq(1) = q¯. We also assume that βq¯ is the constant path at q¯. Fix an orientation-preserving
trivialization θq¯ of q¯
∗(TM) for each privileged loop q¯ and use parallel transport along the path βq
to obtain a trivialization θq of q
∗(TM) for each q ∈ ΛM . Given a continuous path γ : [0, 1]→ ΛM
such that γ(0) = q0 and γ(1) = q1, we define the isomorphism
h[γ] : Gq1 := Z −→ Z =: Gq0
in the following way: if we compare the trivialization θq0 of q
∗
0(TM) with the trivialization of
q∗0(TM) which is obtained by transporting the trivialization θq1 along γ, we get a closed loop
in GL+(n,R) ∼ SO(n), and we define h[γ] to be the identity if this loop has a closed lift into
the two-fold covering Spin(n) → SO(n), minus the identity otherwise. In order to simplify the
notation, we set
sgn (γ) :=
{
1 if h[γ] = id,
−1 if h[γ] = −id. (4.3)
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Denote by critk(S) the set of critical points of S of Morse index k, and let Mk(S;G) be the free
abelian group which is obtained from the group⊕
oq orientation
of Wu(q;GS), for q∈critk(S)
oq
by taking the quotient by the identification
ôq = −oq, ∀q ∈ critk(S),
where ôq denotes the orientation of W
u(q;GS) which is opposite to oq. Let q−, q+ be critical points
of S with ind(q−) − ind(q+) = 1. Then Wu(q−;GS) ∩W s(q+;GS) is a one-dimensional manifold
and consists of finitely many curves joining q− to q+: denote by
M∂M (q
−, q+) ⊂ C0([0, 1],ΛM)
the finite set consisting of a choice of a parametrization for each of these curves (where γ ∈
M∂M (q
−, q+) implies that γ(0) = q− and γ(1) = q+).
An orientation oq− of W
u(q−;GS) and a path γ ∈M∂M (q−, q+) induce an orientation γ∗(oq−)
of Wu(q+;GS). Indeed, since
Tq+H
1(T,M) = Tq+Wu(q+)⊕ Tq+W s(q+),
an orientation of Wu(q+;GS) can be identified with a co-orientation of W s(q+;GS) (that is, an
orientation of the normal bundle of W s(q+;GS) in H1(T,M)) and γ∗(oq−) is defined as the co-
orientation of W s(q−;GS) which, together with the orientation oq− of Wu(q−;GS), determines the
orientation of the intersection
Wu(q−;GS) ∩W s(q+;GS),
which at γ((0, 1)) agrees with the direction of the flow of GS.
The homomorphism
∂Mk : Mk(S;G)→Mk−1(S;G)
is defined generator-wise as
∂Mk oq− =
∑
q+∈critk−1(S)
∑
γ∈M∂M (q−,q+)
sgn (γ) γ∗(oq−).
It satisfies ∂Mk ◦ ∂Mk+1 = 0, so {M∗(S;G), ∂M∗ } is a chain complex of abelian groups, which is called
the Morse complex of (S, GS) with local coefficients in G. The choice of a different pseudo-gradient
vector field GS for S produces an isomorphic chain complex. In particular, the homology
HM∗(S;G) := H∗
(
M∗(S;G), ∂M∗
)
does not depend on GS and is called the Morse homology of S with local coefficients in G.
This homology is isomorphic to the singular homology of H1(T,M) ' ΛM with coefficients in
G:
HM∗(S;G) ∼= H∗(ΛM ;G).
When the second Stiefel-Whitney class of M vanishes on tori, G is the trivial system of integer
coefficients, and the above Morse homology and singular homology are the usual ones.
5 The chain isomorphism Ψ
5.1 The chain isomorphism Ψ
We can now define the chain isomorphism
Ψ : F∗(H)→M∗(S;G)
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from the Floer complex of the fiberwise uniformly convex and quadratic at infinity Hamiltonian H
to the Morse complex of the action functional S, which is given by the Legendre-dual Lagrangian
L, with coefficients in the local system G. We start by noticing that, since L is the Legendre-dual
of H, the boundary condition (iv) on the elements of the reduced unstable manifold of x ∈P(H)
implies that if u ∈ U (x) and u(0, t) = (q(t), p(t)) then by (2.14)
A(u(0, ·)) =
∫
T
(
〈p(t), q′(t)〉 −H(t, q(t), p(t))
)
dt
=
∫
T
L(t, q(t), q′(t)) dt = S(q) = S(pi ◦ u(0, ·)).
(5.1)
Let J ∈J (g) be close enough to the Levi-Civita almost complex structure Jg and generic, so
that transversality holds both for the spaces of full cylinders which define the Floer complex and
for the reduced unstable manifolds U (x), for every x ∈P(H) (see Lemma 2.5 (i)).
In order to make the definition of Ψ simpler, it is useful to choose the fixed vertical- and
orientation-preserving unitary trivializations Θx of x
∗(TT ∗M), for x ∈ P(H), to be compatible
with the fixed trivializations θq of q
∗(TM), for q ∈ ΛM : if x ∈ P(H) and q := pi ◦ x, we choose
the trivialization Θx in such a way that its restriction
Θx|T×Rn : T× Rn → u∗((T vT ∗M)⊥) ∼= q∗(TM)
is homotopic to θq. This choice has the following consequence. Given u ∈M∂F (x, y), x, y ∈P(H),
let γu ∈ C0([0, 1],ΛM) be a reparametrization on [0, 1] of the path s 7→ pi ◦ u(s, ·) such that
γu(0) = pi◦x and γu(1) = pi◦y. Let Θu be a vertical preserving unitary trivialization of u∗(TT ∗M)
over R× T, which agrees with Θx on {−∞} × T. Then the restriction of the trivialization Θu to
{+∞} × T can be compared with the trivialization Θy, producing a loop which takes values in
SO(n),
Θ−1y ◦Θu(+∞, ·) : T→ SO(n),
because both Θu and Θy are vertical- and orientation-preserving. From the definition (4.3) of
sgn (γ) and from the compatibility between the trivializations {Θx}x∈P(H) and {θq}q∈C0([0,1],ΛM)
we immediately deduce the following:
Lemma 5.1. The loop Θ−1y ◦Θu(+∞, ·) lifts to a closed loop in Spin(n) if and only if sgn (γu) = 1.
Let us show how an orientation ox of Det(Σ∂(ax, a0)) induces an orientation of the reduced
unstable manifold U (x). Let us fix once and for all an orientation of Det(ΣU (a0)). An orientation
oUx of Det(ΣU (ax)) can be defined by requiring that ox#o
U
x agrees with the fixed orientation of
Det(ΣU (a0)). Given u ∈ U (x), extend the trivialization Θx to a vertical-preserving unitary
trivialization Θu of u
∗(TT ∗M). Conjugation by Θu identifies the fiber-wise differential DfT (u)
of the section T whose zeros are the elements of U (x) (see Section 2) at u with an operator TA,α
in ΣU (ax). Therefore, o
U
x induces an orientation of the line
Det(DfT (u)) = Λ
max(kerDfT (u))⊗ R∗ = Λmax(TuU (x))⊗ R∗.
Therefore, we get an orientation of TuU (x). If we choose a different vertical-preserving extension
Θ′u of the trivialization Θx, we easily see that Θ
−1
u Θ
′
u(0, ·) is a contractible loop in SO(n), so Lemma
3.2 ensures that the trivialization Θ′u induces the same orientation of TuU (x) (actually, here a
more special and much easier to prove version of Lemma 3.2 would suffice). Since the construction
depends continuously on u, we obtain an orientation of the finite dimensional manifold U (x),
as claimed. Conversely, an orientation of U (x) determines an orientation of Det(Σ∂(ax, a0)).
Therefore, in the case of a fiber-wise uniformly convex Hamiltonian the generators of the Floer
complex are the oriented reduced unstable manifolds, exactly as in Morse theory.
Given x ∈P(H), we consider the smooth map
Qx : U (x)→ H1(T,M), Qx(u) = pi ◦ u(0, ·).
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We can choose the Morse-Smale negative pseudo-gradient vector field GS for S in such a way that
for every pair (x, q) ∈ P(H) × critS the map Qx is transverse to the submanifold W s(q;GS).
Notice that, since
d2S(q)[ξ]2 ≥ 0, ∀q ∈ critS, ∀ξ ∈ TqW s(q;GS),
Lemma 2.5 (ii) implies that if x ∈ P(H) is the Hamiltonian orbit which corresponds to q, then
Qx is automatically transverse to W s(q;GS) at the stationary element u0(s, t) = x(t). In fact, by
this lemma the vector space
DQx(u0)Tu0U (x)
has dimension µCZ(x) = ind (q;S) and is contained in the negative cone of d2S(q), hence
TqH
1(T,M) = DQx(u0)Tu0U (x)⊕ TqW s(q;GS). (5.2)
Let x ∈P(H), q ∈ critS, and denote by
MΨ(x, q) := Q
−1
x
(
W s(q;GS)
)
the set of elements u in the reduced unstable manifold U (x) such that the loop pi ◦ x belongs to
the stable manifold W s(q;GS). Since U (x) has dimension µCZ(x) and W s(q;GS) has codimension
ind (q;S), the above transversality requirements imply thatMΨ(x, q) is empty whenever µCZ(x) <
ind (q;S) and it is a (possibly empty) submanifold of U (x) of dimension
dimMΨ(x, q) = µCZ(x)− ind (q;S),
when µCZ(x) ≥ ind (q;S). Moreover, an orientation ox of Det(Σ∂(ax, a0)) and an orientation oq of
the unstable manifold Wu(q;GS) determine an orientation of MΨ(x, q): indeed, ox determines an
orientation of U (x) - as we have seen above - and oq determines a co-orientation of W s(q;GS), so
the claim just follows from the fact that the transverse inverse image of a co-oriented submanifold
by a map whose domain is oriented inherits a canonical orientation.
If u belongs to MΨ(x, q), then pi ◦ x and q belong to the same free homotopy class and the
inequality
A(x) ≥ A(u(0, ·)) = S(pi ◦ u(0, ·)) ≥ S(q),
holds, where the middle equality follows from (5.1). Morever, the first inequality is an equality if
and only if u is the stationary solution u0(s, t) = x(t), while the second inequality is an equality
if and only if pi ◦ u(0, ·) = q. We deduce that
MΨ(x, q) = ∅ if S(q) > A(x), or S(q) = A(x) and q 6= pi ◦ x, (5.3)
MΨ(x, q) = {u0} if q = pi ◦ x. (5.4)
Moreover, Corollary 2.13 implies thatMΨ(x, q) is relatively compact in the C∞loc(R−×T) topol-
ogy. In the particular case µCZ(x) = ind (q;S), a standard argument involving compactness and
transversality implies that MΨ(x, q) consists of finitely many elements. The choice of orientations
ox and oq of Det(Σ∂(ax, a0)) and W
u(q;GS) determine an orientation of MΨ(x, q) - as we have
seen above - which in this case is nothing else by the choice of a sign ±1 for every u ∈MΨ(x, q),
and for such an u we define
u∗(ox)
to be the orientation of Wu(q;GS) for which this sign is +1.
Given u ∈ MΨ(x, q) we define γu : [0, 1] → ΛM to be a path joining pi ◦ x to q, such that
γu|[0,1/2] is a reparametrization on [0, 1/2] of the path s 7→ pi ◦ u(s, ·), s ∈] −∞, 0], and γu|[1/2,1]
is a reparametrization on [1/2, 1] of the path s 7→ φGSs (pi ◦ u(0, ·)), s ∈ [0,+∞[, where φGSs denotes
the flow of the vector field GS. The homomorphism Ψ is defined generator-wise by
Ψ : F∗(H)→M∗(S;G), Ψox :=
∑
q∈crit S
ind (q;S)=µCZ(x)
∑
u∈MΨ(x,q)
sgn (γu)u∗(ox). (5.5)
The above sum ranges over a finite set because of (5.3).
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Lemma 5.2. Ψ is a chain map.
Proof. The chain map identity Ψ ◦ ∂F = ∂M ◦ Ψ is implied by the following fact: for every
x0 ∈P(H) and q0 ∈ crit S with ind (q0) = µCZ(x0)− 1, there exists an involution on the set( ⋃
x∈P(H)
µCZ(x)=µCZ(x0)−1
M∂F (x0, x)×MΨ(x, q0)
)
∪
( ⋃
q∈crit S
ind (q)=µCZ(x0)
MΨ(x0, q)×M∂M (q, q0)
) (5.6)
which has no fixed points and satisfies, for ox0 an orientation of Det(Σ∂(ax0 , a0)):
(i) if (u1, v1) ∈M∂F (x0, x1)×MΨ(x1, q0) is mapped into (u2, v2) ∈M∂F (x0, x2)×MΨ(x2, q0),
then
sgn (γv1)v1∗([u1]∗(ox0)) = −sgn (γv2)v2∗([u2]∗(ox0));
(ii) if (u, v1) ∈M∂F (x0, x)×MΨ(x, q0) is mapped into (v2, γ) ∈MΨ(x0, q)×M∂M (q, q0), then
sgn (γv1)v1∗([u]∗(ox0)) = sgn (γv2)sgn (γ)γ∗(v2∗(ox0));
(iii) if (v1, γ1) ∈MΨ(x0, q1)×M∂M (q1, q0) is mapped into (v2, γ2) ∈MΨ(x0, q2)×M∂M (q2, q0),
then
sgn (γv1)sgn (γ1)γ1∗(v1∗(ox0)) = −sgn (γv2)sgn (γ2)γ2∗(v2∗(ox0)).
The fixed-point-free involution is given by a standard cobordism argument: the spaceMΨ(x0, q0)
is a one-dimensional manifold, and each of its non-compact connected component is an open curve
W , which has two distinct elements of (5.6) as boundary points; moreover, each element of (5.6) is
a boundary point of exactly one connected component W of MΨ(x0, q0) (see e.g. [Flo89a]). There
remains to prove (i), (ii) and (iii).
Consider a connected component W of MΨ(x0, q0) whose boundary points are (u1, v1) and
(u2, v2) as in (i). First assume that u
∗
1(TT
∗M) and u∗2(TT
∗M) admit vertical-preserving unitary
trivializations Θu1 and Θu2 which agree with Θx0 on {−∞}×T and with Θx1 and Θx2 on {+∞}×T.
In particular, by Lemma 5.1,
sgn (γu1) = sgn (γu2) = 1.
Let Θv1 and Θv2 be vertical-preserving unitary trivializations of v
∗
1(TT
∗M) and v2(TT ∗M) which
agree with Θx1 and Θx2 at {−∞}×T. Then Θuj and Θvj can be glued together and then slightly
perturbed in order to produce a vertical-preserving trivialization Θwj of w
∗
j (TT
∗M) which agrees
with Θx0 on {−∞} × T, where wj is an element of W close to the boundary point (uj , vj). The
trivializations Θwj are admissible for the definition of the orientation of W . Then a standard
argument using gluing of orientations (see e.g. [FH93, Section 5] and[Flo89a]) implies that
v1∗([u1]∗(ox0)) = −v2∗([u2]∗(ox0)).
Consider now the general case, in which it might be impossible to choose Θu1 and/or Θu2 to
be vertical-preserving and with the prescribed asymptotics. Changing the trivialization which is
obtained by gluing Θuj and Θvj into a vertical-preserving one involves multiplication by a map
U : (−∞, 0] × T → U(n) such that U(0, t) ∈ SO(n) and U(−∞, t) = I, for every t ∈ T. By
Lemmata 3.2 and 5.1, the above formula must be modified as follows
sgn (γu1)v1∗([u1]∗(ox0)) = −sgn (γu2)v2∗([u2]∗(ox0)). (5.7)
Since the paths γu1 ∗ γv1 and γu2 ∗ γv2 are homotopic with fixed end-points, there holds
sgn (γu1)sgn (γv1) = sgn (γu2)sgn (γv2),
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and the identity (5.7) is equivalent to the identity of Claim (i).
Consider now the case of a connected component W of MΨ(x0, q0) whose boundary points are
(u, v1) and (v2, γ) as in (ii). Arguing as above, if u
∗(TT ∗M) admits a vertical-preserving unitary
trivialization which agrees with Θx0 on {−∞} × T and with Θx on {+∞}× T, then
v1∗([u]∗(ox0)) = γ∗(v2∗(ox0)).
In general, Lemmata 3.2 and 5.1 imply that
sgn (γu1)v1∗([u]∗(ox0)) = γ∗(v2∗(ox0)).
The identity of Claim (ii) now follows from the fact that the paths γu∗γv1 and γv2 ∗γ are homotopic
with fixed end-points, which implies that
sgn (γu)sgn (γv1) = sgn (γv2)sgn (γ).
Finally, consider a connected component W of MΨ(x0, q0) whose boundary points are (v1, γ1)
and (v2, γ2) as in (iii). In this case, we always have
γ1∗(v1∗(ox0)) = −γ2∗(v2∗(ox0)).
The above identity is equivalent to the one of Claim (iii), because of the identity
sgn (γv1)sgn (γ1) = sgn (γv2)sgn (γ2),
which follows from the fact that the paths γv1 ∗ γ1 and γv2 ∗ γ2 are homotopic with fixed end-
points.
By (5.3) and (5.4), the chain map Ψ has the form
Ψox = ux∗(ox) +
∑
q∈critk S
S(q)<A(x)
nΨ(ox, oq) oq, ∀x ∈Pk(H),
where ux ∈ U (x) denotes the stationary solution ux(s, t) = x(t), oq denotes an arbitrary orienta-
tion of Wu(q;GS), and nΨ(ox, oq) is an integer. Therefore, Ψ is an isomorphism, since it differs
from the diagonal isomorphism
F∗(H)→M∗(S,G), ox 7→ ux∗(ox), ∀x ∈P(H),
(which needs not be a chain map) by a homomorphism which is strictly triangular with respect
to the filtrations {
F≤A∗ (H)
}
A∈R and
{
M≤A∗ (S,G)
}
A∈R, (5.8)
which are obtained by considering the subgroups generated by all the elements x ∈ P(H) or
q ∈ critS whose action does not exceed the real number A. We summarize what we have proven
so far into the following statement, which is part (i) of the theorem in the introduction:
Theorem 5.3. Assume that L is the Lagrangian which is Legendre-dual to the fiberwise uniformly
convex and quadratic at infinity Hamiltonian H ∈ C∞(T×T∗M), all of whose 1-periodic orbits are
non-degenerate. Then the formula (5.5) defines a chain isomorphism Ψ from the Floer complex
of H to the Morse complex of the Lagrangian action functional S associated to the Legendre-dual
Lagrangian L ∈ C∞(T × TM) with coefficients in the local system G. Such an isomorphism
preserves the action filtrations (5.8) and the splittings of F∗(H) and M∗(S,G) determined by the
free homotopy classes of the generators.
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Remark 5.4. As mentioned in the introduction, it is also possible to define a twisted Floer complex
which is isomorphic to M∗(S), the standard Morse complex of S. In particular, the homology of
the former is isomorphic to the standard singular homology of the free loop space of M , also when
M is not spin. The boundary operator of the twisted Floer complex takes the form
∂̂F : Fk(H) −→ Fk−1(H), ∂̂F ox :=
∑
y∈Pk−1(H)
∑
[u]∈M∂F (x,y)/R
sgn (γu)[u]∗(ox),
while the chain isomorphism is
Ψ̂ : F∗(H)→M∗(S), Ψ̂ox :=
∑
q∈crit S
ind (q;S)=µCZ(x)
∑
u∈MΨ(x,q)
u∗(ox).
5.2 The chain map Ψ is a homotopy inverse of Φ
Let us recall the definition of the chain isomorphism
Φ : M∗(S;G)→ F∗(H)
from [AS06] (suitably modified, in order to take the local system G into account). Set R+ :=
[0,+∞[. Given q ∈ critS and x ∈ P(H), we denote by MΦ(q, x) the space of solutions u :
R+ × T→ T ∗M of (2.2) such that u(s, t) converges to x(t) for s→ +∞, uniformly in t ∈ T, and
such that
pi ◦ u(0, ·) ∈Wu(q;GS).
For a generic choice of J and GS, this is a smooth manifold of dimension ind (q;S) − µCZ(x).
Moreover, the elements u of MΦ(q, x) satisfy the action estimates
S(q) ≥ S(pi ◦ u(0, ·)) ≥ A(u(0, ·)) ≥ A(x), (5.9)
where the middle inequality follows from the Fenchel formula (4.2) (see [AS06, Lemma 2.3]). The
above estimate implies the energy bounds which lead to compactness for MΦ(x, q).
When ind (q;S) = µCZ(x), MΦ(x, q) is a finite set. If oq and ox are orientations of Wu(q;GS)
and Det(Σ∂(ax, a0)), respectively, the sign 
+(u) is defined as in [AS14, Section 3]. We define
u∗(oq) to be the orientation of Det(Σ∂(ax, a0)) for which +(u) = 1.
The chain map Φ is defined by the formula
Φoq :=
∑
x∈P(H)
µCZ(x)=ind (x;S)
∑
u∈MΦ(q,x)
sgn (γu)u∗(oq), ∀q ∈ critS,
where γu : [0, 1]→ ΛM is a path connecting q to pi◦x which reparametrizes the path φGSs (pi◦u(0, ·)),
s ∈]−∞, 0], on [0, 1/2] and the path pi ◦u on [1/2, 1]. By (5.9) and by automatic transversality at
the stationary solutions, Φ is an isomorphism and it preserves the action filtrations (5.8). It also
preserves the splitting of the Morse and the Floer complexes determined by the free homotopy
classes of the generators.
The next result is precisely statement (ii) of the theorem in the introduction.
Theorem 5.5. The chain isomorphisms Φ and Ψ are homotopy inverses one of the other through
chain homoopies which preserve the action filtrations (5.8) and the splitting of the Floer and the
Morse complexes determined by the free homotopy classes of the generators.
Proof. Since Φ and Ψ are isomorphisms, it is enough to show that ΨΦ is chain homotopic to the
identity on M∗(S;G) through a chain homotopy with the above properties, i.e. that there exists a
homomorphism
P : M∗(S;G)→M∗+1(S;G)
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such that
ΨΦ− I = P∂M + ∂MP, (5.10)
and for every q− ∈ critS, Poq− is a linear combination of generators oq+ , for q+ ∈ critS with
S(q+) ≤ S(q−) and [q+] = [q−] in [T,M ]. The definition of P and the proof of (5.10) is based on
a standard argument, which we now sketch. Given q−, q+ ∈ critS, let MP (q−, q+) be the set of
pairs (σ, u) where σ is a positive number and u : [0, σ]× T→ T ∗M solves (2.2) together with the
boundary conditions
pi ◦ u(0, ·) ∈Wu(q−;GS), (5.11)
pi ◦ u(σ, ·) ∈W s(q+;GS), ∂t(pi ◦ u)(σ, t) = dpH(t, u(σ, t)) ∀t ∈ T. (5.12)
For generic J and GS, MP (q−, q+) is a smooth manifold of dimension
dimMP (q
−, q+) = ind (q−;S)− ind (q+;S) + 1.
The choice of orientations oq− and oq+ of W
u(q−;GS) and Wu(q−;GS) determines an orientation
of MP (q−, q+). The action estimates
S(q−) ≥ S(pi ◦ u(0, ·)) ≥ A(u(0, ·)) ≥ A(u(σ, ·)) = S(pi ◦ u(σ, ·)) ≥ S(q+) (5.13)
imply uniform energy bounds for the elements of MP (q−, q+), from which one can deduce the
compactness of the sequences (σn, un) in MP (q−, q+) for which σn is bounded and bounded away
from zero. Compactness and transversality allow to prove that when ind (q+;S) = ind (q−;S) + 1,
MP (q−, q+) consists of finitely many points. The orientations oq− and oq+ allow to count these
points algebraically and to obtain the integer nP (oq− , oq+). The homomorphism P : M∗(S) →
M∗+1(S) is defined by
Poq− :=
∑
q+∈crit S
ind (q+;S)=ind (q−;S)+1
nP (oq− , oq+) oq+ , ∀q− ∈ critS.
By definition and by (5.13), the above sum involves only generators q+ such that [q+] = [q−] and
S(q+) ≤ S(q−). The identity (5.10) can be proven by a standard cobordism argument, by analyzing
the limiting behavior of the non-compact sequences in the 1-dimensional manifold MP (q−, q+),
for ind (q+;S) = ind (q−;S). In fact, non-compact sequences of the form (σn, un) with σn → +∞
contribute to the coefficient of oq+ in either ΨΦoq− , or P∂
Moq− , or ∂
MPoq− . Sequences (σn, un)
such that σn → 0 produce instead a negative pseudo-gradient flow line connecting q− to q+, and
since these critical points have the same Morse index, such a flow line exists if and only if q− = q+
and in this case it is constant. This implies that the non-compact sequences of the latter form
contribute to the identity operator on M∗(S;G) (see [AS10a, Proposition 4.10] for more details on
how to deal with the non-compact sequences of the latter form).
Remark 5.6. Also the chain homotopy between the composition ΦΨ and the identity mapping on
F∗(H) can be defined by a counting process. One would be tempted to choose, for every x, y ∈
F∗(H), the space of triplets (σ, u, v) where σ is a positive number, u is an element of U (x), and
v : R+ × T→ T ∗M is a solution of (2.2) which is asymptotic to y for s→ +∞ and is such that
pi ◦ v(0, ·) = φGS(σ, pi ◦ u(0, ·)).
However, this choice would define a chain homotopy between ΦΨ and a chain isomorphism on
F∗(H) which needs not be the identity. Indeed, the latter chain map would count the set of pairs
(u, v) where u ∈ U (x), v : R+ × T → T ∗M is a solution of (2.2) which is asymptotic to y for
s→ +∞ and such that pi ◦ v(0, ·) = pi ◦u(0, ·). In the case µCZ(y) = µCZ(x), nothing prevents the
existence of non-stationary solutions for the latter problem, provided that S(y) < S(x). Therefore,
the above chain map would just be another isomorphism which preserves the action filtrations,
and one would need a second chain homotopy to show that this isomorphism is homotopic to the
identity operator on F∗(H). This asymmetry finds its explanation in the next section and in
Remark 6.3 below, where we show how to correctly define a chain homotopy between ΦΨ and the
identity mapping on F∗(H).
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6 Interpretation of the chain maps Φ and Ψ
Let H ∈ C∞(T, T ∗M) be a uniformly convex Hamiltonian which is quadratic at infinity and
whose Hamiltonian vector field has only non-degenerate 1-periodic orbits. Let L ∈ C∞(T, TM)
be its Legendre-dual Lagrangian. In order to explain the heuristic ideas which lie behind the
choice of the spaces which define the chain maps Φ and Ψ, we start by showing that A can be
seen as a continuously differentiable functional on a suitable Hilbert manifold, on which it admits
a negative pseudo-gradient vector field with a well-defined Morse complex. Since our aim is to
motivate the choice of the spaces MΦ and MΨ, throughout this section we ignore orientations
and we consider the periodic orbits, respectively the critical points, as the generators of the Floer
complex, respectively the Morse complex.
6.1 A negative pseudo-gradient vector field for A
Let Λ(T ∗M) be the Hilbert vector bundle over the Hilbert manifold H1(T,M) whose fiber at
q ∈ H1(T,M) is the Hilbert space of L2-sections of the vector bundle q∗(T ∗M). The Hamiltonian
action, which can be written as
A(q, p) =
∫
T
(
〈p, q′〉 −H(t, q, p)
)
dt,
extends to a continuous Gaˆteaux-differentiable functional on Λ(T ∗M). We claim that such a
functional admits a Morse-Smale negative pseudo-gradient vector field GA, which has a well-
defined Morse complex, naturally identified with the Morse complex of the Lagrangian action
functional S.
Indeed, let us consider the Hilbert vector bundle Λ(TM) over H1(T,M) whose fiber at q ∈
H1(T,M) is the Hilbert space of L2-sections of q∗(TM). The Legendre transform induces the
following fiber-preserving diffeomorphism
L : Λ(TM)→ Λ(T ∗M), L(q, v) := (q, dvL(·, q, q′ + v)).
By the Legendre duality formula (2.14), the composition A ◦ L has the form
A
(L(q, v)) = ∫
T
(
〈dvL(t, q, q′ + v), q′〉 −H
(
t, q, dvL(t, q, q
′ + v)
))
dt
=
∫
T
(
〈dvL(t, q, q′ + v), q′〉 − 〈dvL(t, q, q′ + v), q′ + v〉+ L(t, q, q′ + v)
)
dt
=
∫
T
(
L(t, q, q′ + v)− 〈dvL(t, q, q′ + v), v〉
)
dt.
By the Taylor formula with integral remainder, we have
L(t, q, q′) = L(t, q, q′ + v) + 〈dvL(t, q, q′ + v),−v〉+
∫ 1
0
s dvvL(t, q, q
′ + sv)[v]2 ds,
so we can rewrite A(L(q, v)) as
A
(L(q, v)) = ∫
T
L(t, q, q′) dt−
∫
T
∫ 1
0
s dvvL(t, q, q
′ + sv)[v]2 ds dt.
Therefore, A ◦ L has the form
A
(L(q, v)) = S(q)− U(q, v), (6.1)
where U is the function
U : Λ(TM)→ R, U(q, v) :=
∫
T
∫ 1
0
s dvvL(t, q, q
′ + sv)[v]2 ds dt.
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Remark 6.1. When H is the physical Hamiltonian (2.27), the function U takes the simple form
U(q, v) =
1
2
∫
T
gq(v, v) dt.
This fact, in the particular case α = 0 and V = 0, is used by M. Lipyanskiy in [Lip09].
Since dvvL > 0, the function U is non-negative and it assumes its global minimum 0 on the zero
section of Λ(TM). Since the diffeomorphism L is fiber preserving, the identity (6.1) implies that
the fiber-wise differential of U at (q, v) ∈ Λ(TM) vanishes if and only if the fiberwise-differential
of A at L(q, v) vanishes. The latter fact happens if and only if
q′ = dpH
(
t, q, dvL(t, q, q
′ + v)
)
= q′ + v,
hence if and only if v = 0. Therefore, the restriction of U to each fiber Π−1(q), where Π is the
bundle projection on the basis
Π : Λ(TM)→ H1(T,M),
is a non-negative function with a unique minimum at 0 and no other critical point. In particular,
all the critical points of A ◦ L lie on the zero section of Λ(TM).
Let GS be a smooth complete Morse-Smale negative pseudo-gradient vector field for S on
H1(T,M). By (6.1), the function A ◦ L on Λ(TM) admits a smooth pseudo-gradient vector field
GA◦L which is tangent to the zero section, on which it coincides with GS, such that the flows φGS
and φGA◦L of GS and GA◦L are related by
Π ◦ φGA◦L(s, x) = φGS(s,Π(x)), ∀x ∈ Λ(TM), ∀s ∈ R,
and such that φGA◦L(s, x) converges to the zero section for s → −∞ and escapes at infinity for
s→ +∞. It follows that for every critical point (q, 0) of A ◦ L there holds
Wu
(
(q, 0);GA◦L
)
= Π−1
(
Wu(q;GS)
)
, (6.2)
W s
(
(q, 0);GA◦L
)
= W s(q;GS) ⊂ OΛ(TM), (6.3)
where OΛ(TM) = H1(T,OTM ) denotes the zero section of Λ(TM). The stable and unstable
manifolds of the singular points of GA◦L are infinite-dimensional, but (6.2) and (6.3) show that
their pairwise intersections are transverse and finite dimensional, and that they define a Morse
complex which is precisely the Morse complex of S, which is determined by the pseudo-gradient
vector field GS. The push-forward of the vector field GA◦L by the diffeomorphism L, that is the
vector field
GA := L∗
(
GA◦L
)
,
is a Morse-Smale negative pseudo-gradient vector field for A on Λ(T ∗M), and has a well-defined
Morse complex, which is naturally identified with the Morse complex of S, as claimed. Since the
diffeomorphism L is fiber-preserving, (6.2) implies that the unstable manifold of a critical point x
of A on Λ(T ∗M) is the set
Wu(x;GA) = L
(
Wu(L−1(x);GA◦L)
)
= Π−1
(
Wu(pi ◦ x;GS)
)
, (6.4)
where Π : Λ(T ∗M)→ H1(T,M) denotes the projection onto the basis, Π(x) = pi ◦x. By the form
of L and by (6.3), the stable manifold of x ∈ critA is the set
W s(x;GA) = L
(
W s(L−1(x);GA◦L)
)
= {(q, p) ∈ Λ(T ∗M) | q ∈W s(pi ◦ x;GS), p = dvL(·, q, q′)}
= {(q, p) ∈ Λ(T ∗M) | q ∈W s(pi ◦ x;GS), q′ = dpH(·, q, p)} .
(6.5)
Remark 6.2. By the form (6.1) of the functional A ◦ L, the identification between the Morse
complex of S and the Morse complex of A◦L should be seen as the Morse theoretical interpretation
of the equivalent of the Thom isomorphism for the infinite dimensional vector bundle Λ(TM) →
H1(T,M). The picture for A is the same, but the zero-section of Λ(TM) is replaced by the section
q 7→ dvL(·, q, q′) of Λ(T ∗M). This fact has been observed in [Lip09]. See also [Kra07].
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6.2 The chain maps Φ and Ψ
We recall that, when G1 and G2 are two negative pseudo-gradient vector fields for the the same
functional on a Hilbert manifold, a chain map from the Morse complex induced by G1 to the one
induced by G2 can be often defined by counting the intersections
Wu(x;G1) ∩W s(y;G2)
of the unstable manifold of the critical point x with respect to the first flow with the stable
manifold of the critical point y with respect to the second flow. In our case, the Hamiltonian
action functional A has the negative pseudo-gradient vector field GA, which was constructed above
and has a well-defined Morse complex M∗(A) ∼= M∗(S), and the L2-negative gradient equation
∂su+ J(t, u)
(
∂tu−XH(t, u)
)
= 0, (6.6)
which produces the Floer complex F∗(H). Although the latter equation does not determine a
flow, one may interpret the image of the evaluation map u 7→ u(0, ·) on the set{
u : R+ × T→ T ∗M | u solves (6.6) and u(s, ·)→ y for s→ +∞} (6.7)
as the stable manifold of the critical point y. Analogously, the image of the evaluation map
u 7→ u(0, ·) on the set{
u : R− × T→ T ∗M | u solves (6.6) and u(s, ·)→ x for s→ −∞} (6.8)
should be interpreted as the unstable manifold of x. By this interpretation and by the general
procedure recalled above, the chain map Φ from M∗(A) ∼= M∗(S) to F∗(H) should be defined by
the following counting process: The coefficient of y in Φx should be obtained by counting the
elements of the set
{u | u belongs to (6.7) and u(0, ·) ∈Wu(x;GA)} .
By (6.4), this set is precisely the set MΦ(pi ◦x, y) which we have used in the definition of the chain
map Φ.
Similarly, the coefficient of y in Ψx should be the algebraic count of the elements of the set
{u | u belongs to (6.8) and u(0, ·) ∈W s(y;GA)} .
By (6.5), this is precisely the set MΨ(x, pi ◦ y) = Q−1x (W s(pi ◦ y;GS)) that we have used in the
definition of the chain map Ψ.
Remark 6.3. The above arguments suggest the correct way to construct a chain homotopy between
the composition ΦΨ and the identity on F∗(H) (see Remark 5.6). One should consider, for each
pair x, y ∈P(H), the space of triplets (σ, u, v), where σ is a positive number, u belongs to (6.8),
v belongs to (6.7), and the coupling condition
v(0, ·) = φGA(σ, u(0, ·))
holds. This space is different from the one suggested in Remark 5.6, for instance because here u
needs not belong to the reduced unstable manifold U (x).
Remark 6.4. The functional A on Λ(T ∗M) fits into the Morse theory for functionals whose
critical points have infinite Morse index which was developed by the first author and P. Majer in
[AM05]. In particular, the relevant subbundle of the tangent bundle of the domain Λ(T ∗M) is the
vertical subbundle kerDΠ. The construction of the negative pseudo-gradient vector field GA that
we have described here uses the fiberwise uniform convexity assumption on H in an essential way.
It seems natural to ask whether one can use the techniques of [AM05] in order to define a Morse
complex for more general Hamiltonians (for instance, assuming only quadraticity at infinity, that
is the assumption used to define the Floer complex). It turns out that this is indeed possible, but
the right function space is the Hilbert bundle over Hs(T,M) of H1−s-sections of q∗(T ∗M), for
1/2 < s < 1, instead of the case s = 1 considered above. In fact with this choice, the dominant term
in the action functional is the integral of the Liouville form and the integral of the Hamiltonian
behaves as a compact perturbation.
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A Appendix: The Morse complex with a local system of
coefficients
In this appendix we review the notion of bundle of groups G (or system of local coefficients) over
a topological space and the definition of singular homology with local coefficients as defined by N.
S. Steenrod in [Ste43]. We follow the presentation of [McC01, Section 5.3]. Then we review the
construction of the Morse complex for a gradient-like flow on a Hilbert manifold which is endowed
with a system of local coefficients. More details about the Morse complex in such an infinite
dimensional setting are contained in [AM06], while the use of local coefficients in Morse homology
is described in [Oan08, Section 7.2].
A.1 Bundles of groups
Let B be a topological space. A bundle of groups G over B is a collection of groups {Gb | b ∈ B}
together with a collection of isomorphisms
h[α] : Gb1 → Gb0
for every continuous path α : [0, 1]→ B joining α(0) = b0 and α(1) = b1, such that the following
conditions hold:
(i) if α0 is the constant path at b ∈ B, then h[α0] = id : Gb → Gb;
(ii) if α and β are homotopic with fixed end-points, then h[α] = h[β];
(iii) if α and β are paths satisfying α(1) = β(0) and
α ∗ β(t) :=
{
α(2t) if 0 ≤ t ≤ 1/2,
β(2t− 1) if 1/2 ≤ t ≤ 1,
denotes their product path, then h[α ∗ β] = h[α] ◦ h[β].
One refers to G also as a system of local coefficients on B.
Assume that B is path connected. We fix a point b∗ ∈ B and a path βb such that βb(0) = b
and βb(1) = b∗ for every b ∈ B. Then any representation
ρ : pi1(B, b∗)→ Aut(G)
of the fundamental group of B into the group of automorphisms of the group G gives rise to
a bundle of groups over B. Indeed, we define Gb := G for every b ∈ B and for every path
α : [0, 1]→ B with b0 := α(0) and b1 := α(1) we set
h[α] := ρ[β−1b0 ∗ α ∗ βb1 ].
Conversely, any bundle of groups gives rise to a representation
ρ′ : pi1(B, b0)→ Aut(Gb0)
for every b0 ∈ B.
A.2 Singular homology with local coefficients
Fix a bundle of abelian groups G over a topological space B. Let
∆p :=

p∑
j=0
xjej | xj ≥ 0 for every j and
p∑
j=0
xj = 1

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denote the standard p-symplex in Rp+1, which is endowed with the standard basis e0, e1, . . . , ep.
The group Cp(B;G) of singular p-chains with coefficients in the bundle G is defined as the free
abelian group generated by the elements
g ⊗ σ, where σ : ∆p → B and g ∈ Gσ(e0).
The j-th face of the singular simplex σ : ∆p → B, 0 ≤ j ≤ p, is defined as usual as
∂jσ := σ ◦ j where j : ∆p−1 ↪→ ∆p, (x0, . . . , xp−1) 7→ (x0, . . . , xj−1, 0, xj , . . . , xp−1).
Notice that ∂j(e0) = e0 for every j = 1, . . . , p, while ∂0σ(e0) = e1. If σ : ∆p → B is a singular
simplex, we denote by
ασ : [0, 1]→ B, t 7→ σ
(
te0 + (1− t)e1
)
,
the path joining σ(e1) to σ(e0). The boundary homomorphism
∂p : Cp(B;G)→ Cp−1(B;G)
is defined on the set of generators as
∂p(g ⊗ σ) := h[ασ](g)⊗ ∂0σ +
p∑
j=1
(−1)jg ⊗ ∂jσ,
for every simplex σ : ∆p → B and g ∈ Gσ(e0). One easily shows that ∂p ◦ ∂p+1 = 0, so
{C∗(B;G), ∂∗} is a chain complex of abelian groups. Its homology
H∗(B;G) := H
(
C∗(B;G), ∂∗
)
is said to be the homology of B with local coefficients in G.
A.3 The Morse complex with local coefficients
Let M be a manifold modeled on a Hilbert space and let f be a continuously differentiable real
function on M which is bounded from below. We assume that f admits a nice negative pseudo-
gradient vector field X, that is a smooth tangent vector field on M which satisfies the following
properties:
(i) The flow (t, x) 7→ φ(t, x) of X exists for all t ≥ 0.
(ii) The set of critical points crit(f) coincides with the set of points x ∈ M where X(x) = 0;
df(p)[X(p)] < 0 for every p ∈M \ crit(f).
(iii) X is Morse, meaning that the spectrum of the Jacobian ∇X(x) : TxM→ TxM of X at each
x ∈ crit(f) does not meet the imaginary axis iR.
(iv) Every critical point x ∈ crit(f) has finite Morse index ind(x), where the Morse index ind(x)
is defined to be the dimension of the ∇X(x)-invariant subspace of TxM which is associated
to the part of the spectrum of ∇X(x) having positive real part. In particular, the unstable
(resp. stable) manifold of x
Wu(x) := {p ∈M | φ(t, p)→ x for t→ −∞}(
resp. W s(x) := {p ∈M | φ(t, p)→ x for t→ +∞})
has dimension (resp. codimension) ind(x) (thanks to (ii) these are embedded submanifolds).
(v) X is Morse-Smale, meaning that for every x, y ∈ crit(f) the submanifolds Wu(x) and W s(y)
intersect transversally.
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(vi) The pair (X, f) satisfies the Palais-Smale condition: every sequence (pn) ⊂ M such that
(f(pn)) is bounded and (df(pn)[X(pn)]) is infinitesimal has a converging subsequence.
Given k ∈ N let critk(f) be the set of critical points of f of Morse index k. Let
G = ({Gp}p∈M, {h[α]}α∈C0([0,1],M))
be a bundle of abelian groups overM. Let Mk(f ;G) be the abelian group which is obtained from
the group ⊕
x∈critk(f)
ox orientation of W
u(x)
ox ⊗Gx
by taking the quotient by the identification
gx ⊗ ôx = −gx ⊗ ox, ∀x ∈ critk(f), gx ∈ Gx, ox orientation of Wu(x),
where ôx denotes the orientation of W
u(x) which is opposite to ox. A choice of an orientation for
the unstable manifold of each x ∈ critk(f) defines an isomorphism between Mk(f ;G) and⊕
x∈critk(f)
Gx.
Let x, y be critical points of f with ind(x)− ind(y) = 1. Then Wu(x)∩W s(y) is a one-dimensional
manifold and consists of finitely many curves joining x to y: denote by
Γ(x, y) ⊂ C0([0, 1],M)
the finite set consisting of a choice of a parametrization for each of these curves (where γ ∈ Γ(x, y)
implies that γ(0) = x and γ(1) = y).
An orientation ox of W
u(x) and a path γ ∈ Γ(x, y) induce an orientation γ∗(ox) of Wu(y).
Indeed, since
TyM = TyWu(y)⊕ TyW s(y),
an orientation of Wu(y) can be identified with a co-orientation of W s(y) (that is, an orientation
of the normal bundle of W s(y) inM) and γ∗(ox) is defined as the co-orientation of W s(y) which,
together with the orientation ox of W
u(x), determines the orientation of the intersection Wu(x)∩
W s(y) which at γ agrees with the direction of the flow of X.
The homomorphism
∂k : Mk(f ;G)→Mk−1(f ;G)
is defined generator-wise as
∂k(ox ⊗ gx) =
∑
y∈critk−1(f)
∑
γ∈Γ(x,y)
γ∗(ox)⊗ h[γ](gx).
It satisfies ∂k ◦ ∂k+1 = 0, so {M∗(f ;G), ∂∗} is a chain complex of abelian groups, which is called
the Morse complex of (f,X) with local coefficients in G. The choice of a different pseudo-gradient
vector field for f produces an isomorphic chain complex. In particular, the homology
HM∗(f ;G) := H∗
(
M∗(f ;G), ∂∗
)
does not depend on X and is called the Morse homology of f with local coefficients in G.
This homology is isomorphic to the singular homology of M with coefficients in G:
HM∗(f ;G) ∼= H∗(B;G).
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