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ABSTRACT 
This research reported here centers on the investigation of a 
new class of coherent-optical processing operations for one-dimensional 
signals. In this class, the second degree of freedom provided by 
an optical system is utilized in performing operations largely new 
to signal processing. These operations have great potential in the 
development of specialized signal analysis devices--e.g. a constant 
relative bandwidth optical spectrum analyzer with log-frequency output 
display--and provide the basis for powerful frequency variant-frequency 
mapping signal waveform processing operations. Although the two-
dimensional nature of coherent optical systems has been utilized 
before in the processing of one-dimensional signals, this utilization 
has been primarily to extend to signals of larger information content 
operations that can be performed by one-dimensional sys tems. By way 
of contrast, the operations reported here depend intrinsically on 
the two-dimensional nature of the optical system. Theoretical aspects 
of the research include an analytical modeling of the interaction 
of the different two-dimensional masks and holographic elements that 
serve as principal elements in the systems and a comparison of the 
optical techniques with other signal spectral analysis schemes. 
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I. INTRODUCTION 
In that area of optics dealing with the coherent optical processing 
of one dimensional signals, e.g., speech, radar, or general communica-
tion signals, the two dimensional nature of the optical system has been 
viewed primarily as providing potential for greatly increased information 
throughout: if the optical processor depicted in Fig. 1 is capable of 
Fourier transforming a signal segment with time-bandwidth product 
equaling 10
3
, then the system of Fig. 2, which utilizes the full two-
dimensionality of the optical transforming operation, is capable of 
processing signals segments with time-bandwidth products equaling 10
6 
[THOMAS; MARKEVITCH; RHODES and LIMBURG; YU]. 
The second degree of freedom provided by an optical system can 
also be used, however, to increase the kinds of operations that can be 
performed optically in the processing of one dimensional signals. We 
describe here a class of coherent optical processing operations in 
which the two dimensionality of the optical system is not used simply 
to extend to signals of larger information content operations that can 
be performed by one dimensional systems. Rather, the additional degree 
of freedom provided by the system is utilized in performing operations 
largely new to optical signal processing. These operations can be 
exploited in the design of a new class of optical spectrum analyzers. 
They also open an area of optical processing of signal waveforms 
characterized by arbitrary mappings of temporal frequency components. 
II. FREQUENCY-VARIANT OPTICAL SPECTRUM ANALYZERS 
In this section we describe three simple optical spectrum analyzers 
that illustrate certain features of this class of signal processing 
II 
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Fig. 1. 	Spectrum analyzer for one-dimensional signals: signal 
recorded in one-dimensional format. Typical optical 
processor can analyze 10 3 input samples (time-bandwidth 
product) in this format. 
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Fig. 2. 	Spectrum analyzer for one-dimensional signals: signal 
recorded in two-dimensional raster format. 10 6 samples 
can be processed simultaneously in this format. 
4 
operations. In discussing the systems, we shall assume that the input 
signal is recorded on film in the manner depicted in Fig. 3, and we 
shall often speak of the corresponding time or temporal-frequency 
characteristics of the recordings rather than of their spatial and 
spatial-frequency characteristics. It should be noted that these and 
other systems to be described are operable in real time if the input 
recording is replaced with one of several real-time input devices. 
Radio frequency signals, for example, can be input directly using a 
Bragg, or acousto-optic, cell. Voiceband signals can also be input 
in real time with a Bragg cell if a speedup-analyzer approach is 
employed. 
The first system, illustrated in Fig. 4, is an optical spectrum 
analyzer characterized by frequency-dependent time and frequency 
resolution N. RHODES, 1974]. This system will be recognized to be 
fundamentally one that images the input transparency in the vertical 
direction and Fourier transforms it in the horizontal direction. Such 
systems have been employed before for Fourier transforming in parallel 
a large number of recorded signals [CUTRONA]. The distinguising features 
in this case are the absence of multiple input signals and the use of a 
special input-plane mask. Here one signal serves as the input, with 
the length of signal present depending upon vertical position in the 
plane. The result is an output-plane irradiance distribution that 
represents the spectral content of the input signal for continuously-
varying degrees of time and frequency resolution. Toward the bottom 
appears the spectrum of a long segment of the signal: frequency 
resolution is relatively good, temporal resolution relatively poor. 
At the top, the converse is true: temporal resolution is good and 
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Fig. 3. Signal recording system assumed in discussion of processing operations. 
Modulated exposing beam is focused to narrow line having uniform intensity 
in vertical direction. Film is processed to yield amplitude transmittance 







Fig. 4. Optical spectrum analyzer with continuously varying time-frequency 
resolution. Lens pair L2,L3 images input recording in vertical 
direction, with top-to-bottom inversion, Fourier transforms it in 
horizontal direction. Time resolution of spectrum for a given 
vertical displacement in the output plane is governed by the width, 
in equivalent seconds of signal record, of time-window mask M at 
corresponding displacement in the input plane. Frequency resolution 
is inversely proportional to time resolution. Mask M can assume 





analysis of signals such as speech waveforms. In the development of 
speech bandwidth or bit-rate reduction systems, for example, tradeoffs 
between temporal resolution, desired to locate accurately the positions 
of stops and plosives in the speech train; and frequency resolution, 
required for good-quality reproduction of voiced phonemes, are of 
considerable importance [FLANAGAN, p. 147; HAMMETT]. The differential-
time-window spectrum analyzer can provide at once a quick and convenient 
look at the spectral content of input speech segments for a wide range 
of signal durations. Detailed characteristics of the input plane mask 
are a matter of choice. For example, a window function of the form 
t
w
(x,y) = f(xy) might be chosen for a display of spectral content with 
constant proportional bandwidth. f(.) is the basic cross-sectional 
window function; the width of the window is proportional to 1/y. 
Binary windows are easily fabricated. A tapered window, e.g., one 
with a gaussian transmission profile, results in reduced spectral-
component side-lobes, however. 
The second system, illustrated in Fig. 5, is also an optical 
spectrum analyzer, this one capable of displaying spectral content of 





are astigmatic, having twice the focusing power in the 
vertical direction as in the horizontal direction. 	To facilitate 
a description of the overall operation of the system, we illustrate 
several intermediate steps in Fig. 6. For convenience of illustration, 
we assume that the desired output of the system is a display of spec-
tral content vs. log-frequency. In the first step, the input signal 
transparency, Fig. 6(a), assumed to be a recording of sinusoids with 
Spherical-cylindrical lens combinations like that in Fig. 4 can also 
be used. 
y y 











Fig. 5. Log-frequency spectrum analyzer. Lenses L1 and L2 are astigmatic, image in vertical 
direction and Fourier transform in horizontal direction. Mask M contains slit 
that performs log-frequency (or some other) mapping operation. Mask in output 
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Fig. 6. Log-frequency-display optical spectrum analyzer: intermediate stages of operation. Input 
transparency (a) is Fourier transformed in x direction, imaged in y direction. 
Sinusoidal --mponents at 1, 2, 4, and 8 cycles per unit time are displayed in (b). 
Mapping mask M passes only small spots of light, spaced along log curve, as shown 
in (c) (with different scale). Distribution along vertical axis in output plane 
has appearance shown in (d). 
10 
frequencies in the proportions 1:2:4:8, is Fourier transformed in the 
horizontal direction and imaged in the vertical direction. The 
resulting distribution, shown in Fig. 6(b), appears in Plane P2 of 
the system. In this plane is placed a mask consisting of a narrow 
logarithmically curved slit. The four positive-frequency spectral 
components associated with the sinusoids are masked as shown in 
Fig. 6(c). In the final stage of the system, lens L
2 
again images 
in the vertical direction and Fourier transforms in the horizontal 
direction. Each spot of light passing the mask, at its original 
vertical displacement from the origin (ignoring an inversion through 
the axis), is converted into a smear about the vertical axis. Since 
the light amplitude along this vertical line is proportional to the 
zero spatial-frequency component in the horizontal direction for each 
vertical displacement, masking off all but a narrow region about the 
vertical axis results in the amplitude distribution shown in Fig. 6(d), 
which displays the spectral content of the input signal vs. log-frequency. 
Variable attenuation in the vertical direction can be introduced by the 
output-plane mask to compensate for greater spot packing with large 
values of frequency. It is possible to display signal spectral content 
vs. many different functions of frequency simply by changing the func-
tional form of the mapping slit in plane P 2 . The logarithmic function 
is useful in many applications, but other nonlinear mappings are some-
times preferable EBRACCINI; OPPENHEIM]. 
A variation of this second system employs a holographic mapping 
element rather than the simple curved slit. Its operation, similar 
in some ways to the operation of coherent optical mapping systems 
described by BRYNGDAHL, is described in Appendix A. 
The third system, which illustrates the full power of the two 
dimensional approach to the spectrum analysis of one dimensional 
signals, combines operations performed by the first two systems in 
a spectrum analyzer that displays spectral content vs. an arbitrary 
function of frequency and with frequency-dependent time and frequency 
resolution. The system shown in Fig. 7 is essentially that of 
Fig. 5, except that the input signal transparency is now masked as 
it is in Fig. 4. The characteristics of the mask in plane P 2 determine 
how spectral components are mapped; the mask in plane P 1 determines how 
large a time window is associated with each spectral component. Once 
again, detailed characteristics of the masks are a matter of choice, 
4 
different applications demanding different combinations. Of particular 
4 	
utility is a mask combination producing a proportional-bandwidth log- 
frequency display of spectral content. 
Figures 8 through 10 show output spectra illustrative of those 
obtained with the various systems discussed. Figure 8(a) shows the 
appearance of a single spectral line at the output of the system of 
Fig. 4, where the input plane window is that shown in Fig. 8(b). This 
window is binary with a hyperbolic (i.e., constant-Q) shape, producing 
an output with a sinc
2
(.) cross section and spectral width propor-
tional to y. Figure 8(c) shows multiple spectral lines for the same 
system, where the input signal is a square wave, as shown in Fig. 8(d). 
No liquid gates were used in the system, accounting for spectral pattern 
irregularities. 
In Fig. 9 is shown the output of the spectral component mapping 
system of Fig. 5, first with a straight-line mapping slit (Fig. 9(a)), 
then with a log-frequency mapping slit (Fig. 9(b)). The input was, in 
both cases, a square wave signal recording (ronchi-ruling). 
y = g(v) 
y 









Fig. 7. Variable resolution-frequency mapping optical spectrum analyzer. Mask in plane 
P1 determines time (and, consequently, frequency) resolution of system as function 
of frequency. Mask in plane P2 performs general frequency mapping operation. 
Lenses Li and L2 are again astigmatic, imaging in vertical direction, transforming 
in horizontal direction. 
(a) 
(b) 
Fig. 8. 	Output of differential-window spectrum analyzer, (a), for 
single spectral component. Input window, (b), has constant 





Fig. 8 cont. Output of differential-window spectrum analyzer, (c), with 





Figure 10 shows the effect of combining the constant-Q input 
window with a log-frequency mapping slit in the system of Fig. 7. 
Spectral width of the high-frequency components has been broadened 
somewhat compared to that in Fig. 9(b). 
The optical system of Fig. 7 can be used in a wide range of 
applications requiring a frequency-dependent, or frequency-varying, 
analysis of signal spectral content. If the width of the window in 
mask M
1 
increases monotonically with y, for example, then each resolu-
tion cell in plane P
2 
represents a different set of values (v, Av), 
where v is the center frequency of the spectral component observed 
at that point and Av is the spectral resolution. If the mapping slit 
in mask M
2 
is a diagonal straight line, spectral components are presented 
in a linear-frequency display, but with controllable resolution. The 
choice may be for a constant proportional bandwidth (constant-Q) 
analysis. Alternatively, spectral resolution can be made to change 
in discrete jumps, say octave by octave. 
Choice of the mapping curve in mask M
2 
is also flexible. There 
are constraints, however, imposed by the interaction of this mask with 
mask M 1 . These constraints can be viewed as a direct consequence of the 
imaging nature of the overall optical system: with no mask in plane P 2, 
the two cylindrical-spherical lens combinations serve to image plane P
1 
onto plane P 3 . It is apparent that as the horizontal width of the mapping 
slit increases, the display at the corresponding vertical displacement 
in the output plane will look more like an image of the input and less 
like a measure of its spectral content. 
Assume the mapping plane to be divided up into a large number of 






Fig. 9. Output of frequency mapping spectrum analyzer; (a) with 
straight line mapping slit (display linear with frequency), 
(b) with logarithmic mapping slit. 
Fig. 10. Output of variable resolution-frequency mapping spectrum 
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I 
Fig. 11. 	Masking plane resolution cell diagram showing limitations 
on mapping slit width. Basic criterion is that slit pass 
no more than a single spectral resolution cell at each 
vertical location. In the example, the slit is acceptable 
in region (1) , not in region (2). 
I 
19 
by the resolution of the one-dimensional imaging operation, and is con-
stant throughout the plane. In the horizontal direction, each cell has 
a width equal to the spectral resolution at that location, being inversely 
proportional to the width of the corresponding horizontal slice of the 
input plane mask. We take the simplifying viewpoint that, for a given 
vertical location, each spectral resolution cell represents an indepen-
dent sample of the input signal spectral content. The basic restriction 
on the mapping slit in mask M2 , then, is that for each vertical location 
the mapping slit must have a horizontal width narrower than the spectral 
resolution cell it transmits. For example, the mapping slit in Fig. 11, 
which has a constant cross-sectional width, is satisfactory in region (1) 
but is unsatisfactory in region (2), where, because of its small slope, 
it transmits several independent spectral components. Light from these 
cells interferes in the output plane in a manner that depends upon the 
horizontal position of the input. The result is a false representation 
of spectral content. 
It would appear that the mapping slit should be made as narrow as 
possible, for the chances of interference between adjacent spectral 
resolution cells would then be minimized. For very narrow slits, only 
the dimension of the image resolution cell and the slope of the slit are 
important in determining whether more than one spectral resolution cell 
(per image cell) will be transmitted. As the slit becomes narrower, 
however, output display brightness diminishes. A more economical 
approach is to choose a mapping slit whose horizontal width at any 
vertical location equals some constant fraction of the spectral resolu-
tion cell at that location. Such a choice still assures insignificant 
20 
interference from adjacent spectral component cells and at the same 
time works to equalize the output display brightness for both high 
resolution and low resolution spectral components. 
In the following we present a brief analytical treatment of 
the optical systems discussed . In order to conveniently distinguish 
between systems, we shall refer to the spectrum analyzer of Fig. 4 as 
the variable resolution system, that of Fig. 5 as the frequency mapping 
system, and that of Fig. 7, which combines aspects of the first two, 
as the variable resolution-frequency mapping system. 
The relationship between the complex light amplitude distribution 
in the input plane of the variable resolution spectrum analyzer, u
1
(x,y), 
and the output distribution, u 2 (v,y), is given by 
2 
u2 (v ' Y) = 
elav 
 5x [11 1 (x ' 3)) 
	
(1 ) 
where the script F denotes the Fourier integral transform operation 
and the subscript x indicates that the operation is restricted to the 
variable x; v is the corresponding frequency variable. 	For simplicity 
in representation we have ignored various proportionality constants and 
scale factors (equivalent to assuming unity focal lengths and wavelength) 
and ignored an inversion in the y-direction associated with the one-
dimensional imaging operation. The quadratic phase factor e icl'v 
 2 
resulting from a non-symmetric Fourier transform configuration, is 
We use v to remind us that the observed spatial frequency distribution 
in the output plane is a representation of the temporal frequency 
content of the signal recorded on the input transparency. 
21 
easily ignored: we are ultimately interested in the output plane 
irradiance distribution, given by iu 2 ,
2
. When necessary, the phase 
factor can be removed by a compensating cylindrical lens. 
Assuming normally incident plane wave illumination, the input 
distribution, u l (x,y), is given by 
u l (x,y) = f(x) wt (x,y) , 	 (2) 
where f(x) represents the recorded signal and w t (x,y) is the two-
dimensional window function. Substituting into Eq. (1) we obtain 
the output plane distribution 
(..c° 
u 2 (v,Y) = 	F() Wt (v- ,Y)(1 	 (3) 
_ co 
where 
F(v) = 7x (f(x)) 	 (4) 
and 
wt (v , Y ) 	Ixfwt ( x , 3 )1 • 
	
(5) 
The convolution integral of Eq. (3) represents a smoothing of the 
signal transform F(v), where the nature of the smoothing function 
depends on vertical position y. 
As an example, let the input signal be a single cisoid: 
f(x) = e 
i2rvox 	
(6) 
(representing, for example, the positive frequency component of a 
sinusoid recorded on film). The resulting output distribution is then 









which, for any particular value of y, is simply a displaced version of 
the transform of the corresponding cross sectional window profile. 
Of special interest is the case where the window is a function of the 
product xy; i.e., 
x,y) = wt (xy) 
	
(8) 
Then the output assumes the form 
u2 (v,y) = 1 
 W v-vc) 	
(9) 
The width of the input window, and therefore the time resolution, is 
proportional to l/y; the width of the resulting output display, and 
therefore the frequency resolution, is proportional to y. In some 
applications a more general resolution versus y relationship may be 
desirable. w
t
(x,y) can then be specified by w
t
(x/A(y)), where A(y) 
specifies the window width for a given y. 
For this system, as for the other systems considered, the input 
signal recording can be moved through the input window for a delayed 
real-time spectral analysis operation. f(x) then becomes f(x+vt) in 
the analysis, where v is the recording transport velocity. 
The frequency mapping spectrum analyzer of Fig. 5 can be treated 
as a special case of the variable resolution-frequency mapping spectrum 
analyzer of Fig. 7. We therefore go directly to an analysis of this 
latter system. 
The input to the variable resolution-frequency mapping spectrum 
analyzer is the same as that for the system just analyzed, and u l (x,y) 
is given by Eq. (2). The resultant distribution incident on the 
mapping mask in the intermediate plane (Plane P 2 in Fig. 7) is given 
by Eq. (3), which we rewrite in the form' 
u 2 ( , y ) = F(y) * wt (y , y) , 
where "k" is understood to denote the one-dimensional convolution 
operation with respect to the variable v. The mask in the intermediate 
plane is assumed initially to consist of an opaque background with a 
very narrow transparent slit that follows the curve y = g(v). In 
most cases of interest, g(v) will be a strictly increasing monatonic 
function of v with a unique inverse, g(•). For convenience of 
notation, we define the mapping curve by the pair of equivalent 
equations 
y = g ( v ) 	 (11) 
v = g
-1 
 (y) = h(y) , 	 (12) 
We assume the mapping slit to have a constant width in the direction 
of the curve normal, a typical situation. The light amplitude trans-
mittance of the mask can then be represented by the function 
t
m (v,Y) = m(Y) “v-h(y)) , 
	 (13) 
where the factor m(y) is given by 





(see, e.g., PAPOULIS, 1968, pg. 95). For a given y, m(y) is propor-
tional to the width of the slit in the horizontal (v) direction. 
The amplitude distribution immediately behind the mask is 






The final stage of the optical system performs a second vertical 




3 (x,y) = g 1_7(y) * Wt (v,Y)]m(Y) 8(y-h(y))) 




'Y.) ] - Dn(Y)e
i271-1(y)x ] (16) 
where the convolution operation is with respect to the variable x. 
We are concerned with the portion of this distribution that lies along 
the line x=0. Writing out the convolution integral and setting x=0, 
we obtain 
u3 (0,y) = 	f(0 wt(,y) m(y)e-i2rh(y)F,d (17) 
-m 
Equation (17) is seen to have the basic form of a Fourier transform 
integral. Specifically, for any position y along the vertical axis, 
u3 (0,y) represents the spectral content of the input signal f(x) at 
the frequency y = h(y), f(x) being windowed by the function w t (x,y) m(y). 
The factor m(y) reflects the greater packing of spectral components 
along the y-axis in regions where the slope of the mapping slit is 
small. (If the slit is constructed to have uniform horizontal width 
as a function of y, m(y) will then be constant.) 
As an example, let the intermediate plane mask consist of a 
constant width slit along the line y= v. The inverse function, h(y), 
is then y, and the output is a conventional (i.e., linear with v) 
display of signal spectral content with frequency-dependent time and 
frequency resolution. Of special interest is the case of a constant 
proportional bandwidth or constant Q analysis, where the frequency 
CO 
25 
resolution is proportional to frequency: pvaev. From our earlier 
analysis, we know that an input window function of the form w
t (xy) 
provides us with a spectral display where frequency resolution is 
proportional to y. Thus, by using this type of input window and the 
linear slit, we have a linear frequency-constant Q spectrum analyzer. 
Assume now that we wish to retain the constant Q feature of the 
analysis but to display the spectral distribution vs. ln(v). How 
do we determine the width of the input window as a function of y? 
Let w
t





As a function of y, frequency resolution is proportional to 1/A(y). 
For the log-frequency display we require that the slit lie along the 
line y = ln(v). We therefore have 
y = g(v) = ln(v) 	 (19) 
and 
v = h(Y) = eY 
	
(20) 
For a constant-Q analysis, we must have frequency resolution proportional 





A(y) cce -Y • 





As suggested earlier in this report, an infinitesimally 
narrow mapping slit passes an infinitesimal amount of light. We 
must thus consider the effect of a finite-width mapping slit on the 
output distribution. We return to an expression for the light 
amplitude distribution immediately in front of the intermediate 
plane mask, 
u 2 (v,y) = 7x (g(x) wt (x,y)) , 	 (23) 





(v-h(y),y) • 	 (24) 





The amplitude distribution immediately behind the mask is then 
u12 (v,Y) = :(f(x) wt (x,Y)1 yv- h(Y),Y) 	 (25) 
and the distribution in the output plane is 
u 3 (x,y) = 7vi ( f(x ) wjx, y)) wf (v-h(y), y )) 
= Ef(x) wt (x,y)] ::Eyx,y
) ei 2 rh(y )x i 
where 
wf (x , Y) =
-1
CW (v f "y)1 
and where the convolution is with respect to the variable x. Writing 
out the integral expression and setting x=0 (again, we observe the 
output along the y-axis), we obtain 





The output distribution for a given value y is seen to be the spectral 
content at frequency v = h(y) with time and frequency resolution 
determined by an equivalent input window function, w(x,y), given by 
w(x,Y) = wt (x,Y) wf ( -x,Y) • 	 (29) 
So long as the mapping slit is sufficiently narrow (the 8-function 
representation of Eq. (13) is then appropriate), w f (-x,y) will be 
quite broad in the x-direction, and resolution will be determined 
primarily by the input plane window. If, on the other hand, W
f
(v,y) 
becomes too broad in the v direction, w f (x,y) can be approximated by 
a 6-function in Eq. (25) with the result 




f(x) wt (x,y) 
	
(30) 
i.e., the output plane distribution is simply an image of the masked 
input recording. 
The description presented in this section are intended to convey 
a general understanding of the operation and the limitations of this 
class of signal analysis system. It has not been our purpose to specify 
design parameters; anyone skilled in the area of Fourier optics is 
capable of determining pertinent focal lengths and scale factors, and 
the choice of input window or mapping slit profiles--whether they should 
be binary or tapered, gaussian or raised cosine--relates to signal 
analysis topics adequately discussed elsewhere [JENKENS and WATTS; 
KARKEVITCH; PAPOULIS 1972, 1973; STARK and DIMITRIADIS]. The systems 
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described enjoy relative ease of construction--interferometric 
accuracy in the positioning of components is not necessary--and the 
two masks that control the frequency-varying operations can be 
specified with great flexibility. In all, these systems represent 
a potentially very useful development in the area of optical signal 
processing. 
III. TIME-FREQUENCY SIGNAL REPRESENTATIONS 
It has been suggested in the preceding section that the input 
signal recording may be moved in the input nlane, with the output 
distribution then representing the time evolution of the spectral 
content of the recorded time waveform. Such an operation is funda-
mental to general areas of signal processing, perhaps the most 
important example being in the area of speech processing. The 
combined time-frequency representation of a signal f(t) given by 
co 
x 
Fw (v,t) = r f(x+vt) w(x)e 2-r-ry  dx (31) 
is generally referred to as the short-time amplitude spectrum of f(t). 
It is the starting point for many speech bit-rate reduction systems; 
its magnitude is the so-called spectrogram used extensively in speaker 
recognition [FLANAGAN]. Equation (31) represents an operation that 
can be performed by a one-dimensional system, and is to be contrasted 










In this second operation, the characteristics of the sliding window 
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function w( ) change as a function of frequency; time resolution and, 
consequently, frequency resolution become frequency variant. This 
second expression is characteristic of the variable-resolution spectrum 
analyzer discussed in Section II. The most general spectral analysis, 
characteristic of the variable resolution-frequency mapping spectrum 




(v(y),t) = f 
00 
 f(x+vt) w(x,v)e 
21-r 
 dx , 
—cc 
where the function v(y) represents an arbitrary warping of the frequency 
(y) axis scale. Such operations have been referred to collectively as 
unequal bandwidth-frequency warping spectral analysis operations 
CBRACCINI and OPPENHEIM]. They can be performed digitally, but only 
with considerable computational difficulty, except in special cases. 
Optical implementation is, on the other hand, as noted, relatively 
simple. 
Equations (31)-(33) represent three of a large number of methods 
developed for representing a signal in a combined time-frequency 
domain. As Dennis Gabor pointed out in his classic 1948 paper on the 
"Theory of Communication," signals like speech and music, which we 
perceive as having a definite time-frequency pattern, are not satis-
factorily represented by either a time waveform, f(t), or its Fourier 
transform, F(v), to the extent that these representations satisfy our 
physical intuitions :GABOR]. Gabor was the first of a number of 
investigators to devise a representation that made explicit the time 
evolution of the frequency content of a signal. Gabor's approach was 
to expand the signal into the sum of what he termed elementary signals. 
(33) 
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Each elementary signal, a sinusoidal pulse with Gaussian envelope, is 
characterized by a center frequency and mean epoch, occupying a 
minimum area (determined by the time-frequency uncertainty product, 
CtLv) in the time-frequency plane. Gabor's work was made exact by 
HELSTROM and expanded upon by MONTGOMERY and REED and by LERNER. A 
different approach to the representation problem was developed 1,37 
RIHACZEK, who described a signal in terms of a complex time-frequency 
energy density function. 
We have studied these different signal representations to determine 
their applicability to a description of the optical spectral analysis 
operations discussed and to signal processing operations to be described 
in the next section. All but Rihaczek's representation, though 
conceptually useful, involve lengthy calculations that lead to results 
not consistent with simple interpretation. The time-frequency energy 
density representation, on the other hand, proves to be not only more 
amenable to manipulation but also to give results consistent with the 
operations performed by the optical systems investigated. 
The complex time-frequency energy density function E(t,v) 
associated with a particular signal f(t) is defined by 
g(t , y) = f(t) F*(v)e -127yt 
	
(34) 
where f(t) is the complex (analytic signal) representation of the 
signal :see, e.g., ACKROYD, 19701, and F(v) is the complex conjugate 
of the Fourier transform of f(t). It follows from the definition of 
We use an underbar throughout this section to denote the complex 
signal representation. A corresponding real time-frequency energy 
density can be defined by e(t,v) = f(t) RefF(v)eJ 27 t), where f(t) 
is the real signal waveform and F(v) its Fourier transform :ACKROYD, 
19701. 
E(t,v) that integration over all t gives the energy density spectrum 
of the signal: 
co 
E(t,v)dt = F*(v) 5 f(t)e- i2"tdt = IF(v)1 2 . 
-CO 
Similarly, integration over all v gives the energy density (power) 
waveform of the signal: 






Also, since either the energy density spectrum or the energy density 











-co 	 -co 
it follows from Eqs. (35)-(37) that integration of E(t,v) over the entire 
time-frequency plane gives the total signal energy: 
E = 	E(t,v)dtdv . 	 (38) 
-m 
The time-frequency energy density can also be used to determine 
the signal energy content in any time as frequency interval. From 
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E(t,v)dvdt . 	(40) 
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We can now generalize these results by determining the effect of 
integrating E(t,v) over a finite region of the time-frequency domain 
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 wf ' 
(t v)E(t,v)dtdv , 
-co 
where wtf (t,v) represents a two-dimensional window function in the 
time-frequency plane. In general we are interested only in window 
functions that are separable in time and frequency, and let 
wt
- 
f (t ' 
 v) = w (t)W
f 
 *(v) . 
Etf is then given by 
 E
t f 	
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f f (t) = Wf (v)F(v)e









 (t) and f f (t) are seen to be time-windowed and filtered versions 
of f(t), respectively, and E
tf 
 is thus the mutual or cross energy in 
1
t




also seen to be given by 
E
tf 	2 j 





 (v) = 	f(t)w
t 
 (t)e-i2rvt vt 
— 
and 
(v) = Wf  (v)F(v) — — 
As suggested by the underbar, 
	f 
E is complex, consistent With the 
complex representation f(t) for the actual signal waveform. The 
real part of E
tf 
 is what would be obtained if the real time-windowed 
and filtered functions, f t (t) and f f (f), were multiplied and the area 
of their product calculated. 	This calculation represents a symmetric 
midground between two other possible computations: the first where 
we filter, then look at the energy in the filtered function inthe 
interval At; the second where the window in time, then look at the 
frequency domain energy in the interval Af. Note that the three cal-
culations yield different results, for in filtering the function we 
change its time characteristics (spread it out); in windowing the 
function we smooth its spectral characteristics. The symmetrical 
formulation alone prevents interaction of the time and frequency 
domain windowing operations. 
There is a close correspondence between the computation of E 
tf 
represented by Eqs. (43) and (46) and the operation performed by the 





Assume the film strip input to that system moves in the negative x 
direction with velocity v. The resulting amplitude transmittance 
of the film is then f(x+vt), where f(x) is the spatial representation 
of the original signal waveform. In the following expressions we 
replace the real function f(x) with its complex signal representation, 
f(x), noting that so far as output-plane distributions are concerned the 
input recording could contain only positive frequency components and 
we would not know the difference: the mapping slit operates only on 
the positive frequency spectral components. From Eq. (28), the output 
amplitude is given by 
co 
u3(O,y) = 	t(t _i_ vow
( ,y ) e - i 2Trh(y) d 
-co 
(49) 
w(,y) is the equivalent input plane window function given by 
wt (,y)wf (--,y), as defined in Eq. (29). In order to keep our 
analysis as uncomplicated as possible, we assume both t and y fixed 
and let 
vt = vto = xo • 
h(y) = h(y o) = vo 	
(50) 
w(x,y0) = w(x) , 
W(u,Y0) = W(v) • 
Making these substitutions and letting + vt = F + x o = x in Eq. (49), 




















). Using the convolution 








)=[ F(V)W(v — v)ei21o v av 
- CO 
where 
W(v) = 7x (w(x)1 
is likewise understood to mean W(v,y 0 ). Of ultimate interest to us 
is the output irradiance distribution along the y-axis, given by 
(for y= y o ) 
I3 (0,yo ) = u3 (0,yo )u3 *(0,370 ) . 	 (54) 




) and the 
complex conjugate of Eq. (52) for u3*(0,y0 ), with the result 
-i2rrvo (x- x0 ) 
I3 (0,y o ) = j 	f(x)w(x-xo )e 
 -i2Trx0v .  
. 	F*(v)W*(vo - v)e 	dvdx (55)  







) 	= Ef(x)F*(v)e] 
(56)  
. [1.1 (x - x 
0 ) w*(y - 
-i27(v - v)(x-x 
V 	
o 	o ]dvdx . 
The first term in brackets we recognize as the time-frequency energy 
density for the function f, .f (x,v). The remaining term plays the role 
of a time-frequency window function, as used in Eq. (41) for Etf ; i.e., 
-127(v- v)(x-x ) 





- v)e 	 (57) 
tf   
with this identification, I 3 (0,yo ) is seen to be a measure of the 
input signal energy in that region of the time-frequency plane speci-
















v)dxdv , (58) 
 
where wtf (x,v) is given by Eq. (57), and through Eqs. (29) and '(50) is 
related to the equivalent input plane window function. For an alterna- 
tive representation, note that the quantity w(x - xo )W*(vo 
 - v)e -i2r(vo v) (xxo ) 
is itself in the form of a signal energy density function. Specifically, 
let 












 - v), 
and 
I(0,yo) = 174(x,v)E (x-x o ,vo - v)dxdv . 
-co 
If we let E 
w 
 (x,v) = E
—w 
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IV. FREQUENCY-VARIANT SIGNAL WAVEFORM PROCESSING 
Spectrum analysis is a form of signal processing, and the operations 
described in Section II are thus justifiably described as two-dimensional 
processing operations on one-dimensional signals. Signal processing 
often implys more than a display of signal properties as output, however. 
In this section we describe an optical system that has a signal wave-
form for its output as well as for its input. This system, also 
requiring two degrees of freedom for its operation, exemplifies in the 




The heart of the operation is a mapping--similar to the logarithmic 
mapping of the log-frequency spectrum analyzer of Section II--of 
frequency components of the short-time amplitude spectrum of the signal 
waveform to new locations in the frequency diagram. The mapping is 
initially one of spatial frequency components of the signal as 
presented in the optical system but is converted to a mapping of 
temporal frequency components by an optical heterodyne technique. 
The basic system employed is similar in many respects to a system 
described by WHITMAN, KORPEL, and LOTSOFF for use in simulating the 
amplitude and phase characteristics of electrical networks. In 
their system, illustrated in Fig. 12, a Bragg cell, which serves to 
produce a moving signal transparency in real time, is used to convert 
the frequency spread of an RF signal into a spatial spread of light 
frequencies on the surface of an optical square-law detector. For a 
sinusoidal input signal of frequency vs , the optical frequency of the 
diffracted beam is shifted from laser frequency v o to vo + vs . This 
diffracted beam is focused at position x, x proportional to v
s
, on 
the photo-multiplier tube (the square-law detector), where it mixes 
with a coherent local-oscillator wave at laser frequency v o . An elec- 
11 	
trical signal at the original rf frequency is recovered. Superposition 
can be applied for a spread of frequencies present in the input. The 
relative phase and amplitude of the various recovered rf frequencies 
depend on the relative phase and amplitude of the local oscillator field 
at the associated values of x. These parameters can in turn be con-
trolled by suitable choice of the optical system that determines the 
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Fig. 12. Zenith system for signal processing. Optical frequency of 
diffracted beam is shifted from laser frequency, f , to f o s+f 
by frequency of rf input signal. This diffracted Seam is 
focused at position x , where x is proportional to f s , on 
the photo-multiplier tube (square-la detector), where it mixes 
with a coherent local-oscillator wave at laser frequency f o . 
An electrical signal at the original rf frequency is recovered. 
Superposition can be applied for a spread of frequencies present 
in the input. The relative phase and amplitude of the various 
recovered rf frequencies depend on the relative phase and amplitude 
of the local oscillator field at the associated values of x. 
These parameters can in turn be controlled by suitable choice 
of the "optical system" that determines the local oscillator 
field rafter WHITMAN, KORPEL, and LOTSOFFJ. 
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Our own system, illustrated schematically in Fig. 13, differs 
from the above system primarily in the application of frequency-variant 
windowing to the input signal and in the non-linear mappings of the 
input signal frequencies into output signal frequencies. The system 
designer has great flexibility in determining how windowing and nonlinear 
mappings will be accomplished. We consider here a particular system 
configuration based the variable resolution-frequency mapping spectrum 
analyzer of Section II. The signal optics portion of the processing 
system can, in fact, be identical to the system illustrated in Fig. 7. 
The output, incident on the photomultiplier tube, is a distribution 
of light showing the local spectral content of the input signal vs. an 
arbitrary monatonic function of frequency and with frequency-varying 
spectral resolution. As before, the optical frequency of the signal 
arm distribution on the PMT varies as a function of spatial position; 
however, the frequency vs. position function need no longer be linear. 
Superposed on this distribution is the output of the local oscillator 
optical system. This system performs a conventional (i.e., non-frequency 
variant) spectral analysis on the local oscillator input signal, whose 
characteristics we discuss shortly, and the optical frequency of the 
local oscillator distribution on the PMT thus varies linearly with posi-
tion. In Fig. 14(a) we have plotted exemplary optical frequency vs. 
distance curves for the two superposed distributions, temporarily 
ignoring the finite limits on spectral resolution imposed by various 
masks in the systems. The result of the square-law detection at the 
PMT is a heterodyne translation of the frequencies of the input signal 
in accord with the difference in optical frequencies of the two distri-














Fig. 13. Bandwidth compression system. Signal—optics section performs 
spectral analysis on moving input recording with frequency-
dependent window length. Position x and optical frequency 
shift of focused output beam is proportional to input signal 
frequency. Local-oscillator-beam optics generate local 
oscillator light distribution at photomultiplier tube 
with optical frequency varying nonlinearly with x . 	Square- 
law detection produces output signal at the difference 
frequency 	












Fig. 14. Operation of frequency mapping signal waveform processor. 
Optical frequency of signal spectrum distribution increases 
nonlinearly with x, in contrast to that of signal spectrum 
distribution, (a). Heterodyne operation at detector shifts 
input signal frequencies according to nonlinear compression 




the resultant frequency compression is shown in Fig. 14(b). The 
offset frequency shown, Avo , must be provided for in the system: 
because of finite spectral resolution, signal spectral components 
sufficiently close together will produce low-frequency beat tones, 
or intermodulation products, by the homodyning of the signal spectrum 
I 
	
	 distribution with itself. These intermodulation products will have an 
upper cutoff frequency, however, determined by the optical system. 
By choosing Avo sufficiently high, the desired compressed-frequency 
signal waveform can be separated from the beat-generated noise by high-
pass filtering. 
The specific characteristics of the resultant output signal depend 
upon the design of the signal optics and local oscillator optics 
and on the characteristics of the local oscillator input signal. These 
systems are currently under study and detailed comments are reserved 
for a later report. However, basic system capabilities are suggested 
by the diagramatic representation in Fig. 15. In this figure, fin (t) 
and f
out
(t) are complex signal representations for the input and output 
signals. The nature of the optical system is such that the bandpass 
filtering and frequency shifting operations performed can be either 
channelized, as shown in the figure, or continuous in frequency. In a 
channelized version, the number of individual bandpass filter-local 
oscillator stages can range from one or two up to a number imposed by 





, depending on optical components. Choice 
of local oscillator frequencies and filter characteristics is quite 
flexible, particularly when the amplitude and phase modifying capabilities 























Fig. 15. 	Schematic representation of (channelized) frequency variant- 
frequency shifting operation performed by optical system. 
Center frequencies and bandwidths of bandpass filters (BPF's) 
can be chosen arbitrarily. 
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GOODMAN]. If desired, the local oscillator signals can be narrowband 
noise waveforms rather than discrete-frequency sinusoids. A more 
appropriate representation of the system is, in fact, that of Fig. 16, 
where input and local oscillator signals are treated in the same 
manner. The signal processing operations performed by such a system 





separate channels) afforded by the optical system. 
Frequency-variant signal processing systems of this kind appear 
to have potential applicability in such areas as bandwidth compression 
and re-expansion of video and radar signals and in the variable-rate 
playback processing of audio signals, where a compression or expansion 
of the signal time base must be accompanied by a corresponding compres-
sion or expansion of the signal bandwidth to preserve original pitch 
characteristics. When compared to the conventionally employed 
techniques for such signal processing CGABOR; FAIRBANKS et al.; 
KOCH; SCHIFFMAN], the two-dimensional approach appears to offer 
significant advantages. Further research will tell. 
BPF 
1 













Fig. 16. 	Schematic representation of general channelized operation 
performed by frequency variant-frequency shifting 
signal waveform processing system. 
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APPENDIX A 
LOG-FREQUENCY SPECTRUM ANALYZER USING 
A HOLOGRAPHIC MAPPING ELEMENT 
The system shown in Fig. A-1 has as its output a log-frequency 
display of the input signal spectral content, just as does the system 
of Fig. 5; however, the system discussed here performs the log-
frequency mapping using a holographic mapping element rather than a 
slit mapping element. As in analyzing the slit mapping system, we 
assume the input transparency, shown in Fig. A-2(a), to be a recording 
of sinusoids with frequencies in the proportions 1:2:4:8. 
Lens combination L2, L3, L
4 
images the input transparency in the 
vertical (across-signal) direction, Fourier transforming it in the 
horizontal direction. (The negative cylindrical lens L
4 
serves to 
remove a quadratic phase factor across plane P 2 . The lens can be 
eliminated if the proper cylindrical phase factor is incorporated into 
the mapping element that follows.) The resulting distribution in plane 
P
2 
is shown in Fig. A-2(b). In plane P
2 
is placed a special optical 
element that behaves much like a prism, but one whose wedge-angle 
increases logarithmically with horizontal distance from the origin. 
Analytically, the element is represented by the light-amplitude 
transmittance function 
16 
exp(j:(y-yo ) log vn, v i_ 5 v5 v2 , -y0 5 37 S yo , 
where the horizontal coordinate is associated with the temporal frequency, 
v, of the input signal. The non-zero portion of this transmittance 





Fig. A-1. Log-frequency optical spectrum analyzer using holographic 
mapping element. Input signal recording at P 1 is imaged onto 
P 2 in y direction and Fourier transformed in x direction 
by lens combination L2,L3,L4 (L4 serves to remove a quadratic 
phase factor across P2). Special optical element, usually 
holographic, at P2 introduces wavefront tilt in y direction 
that increases as ln(y). Lens L5 Fourier transforms modified 
amplitude distribution, with the desired log-frequency 
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Log-frequency display holographic mapping optical spectrum analyzer! 
intermediate stages. Input transparency (a) is Fourier transformed 
in x direction, imaged in y direction. Sinusoidal components at 
1, 2, 4, and 8 cycles per unit time are displayed in (b). Relative 
phase function of transparent portion of optical element is shown 
in (c). After modification by optical element, vertical Fourier 
transform yields distribution in (d); accompanying transform in 
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function, which can be effected either with a specially-fabricated 
glass element or with a holographic optical element, is illustrated 
in Fig. A-2(c). 
The effect of this element in the system is most easily understood 
if we treat the final two-dimensional Fourier transform operation, 
performed by spherical lens L
5 
in Fig. A-1, as a vertical transform-
horizontal imaging operation followed by a horizontal transform-
vertical imaging operation. The vertical transform collapses the 
line amplitude distributions of Fig. A-2(b), which represent spectral 
components of the input transparency, down to diffraction-limited spots. 
Because of the special optical element in plane P 2 , however, these 
spots appear not along a horizontal line, but along a logarithmic 
curve, as shown in Fig. A-2(d). The subsequent horizontal transform 
converts each such spot of light, at its original vertical displacement 
from the origin, into a smear about the vertical axis. Since the 
light amplitude along this vertical line is proportional to the zero 
spatial frequency component in the horizontal direction for each 
vertical displacement, masking off all but a narrow region about the 
line (and introducing a l/v amplitude attentuation to compensate for 
greater spot-packing with larger values of v) results in an amplitude 
distribution, shown in Fig. A-2(e), that displays the spectral content 
of the input signal as a function of log (v). These two transform 
operations are, of course, performed simultaneously by the single 
spherical lens, L
5. 
By adjusting various parameters in the system, 
it is possible to change the scale of the final output display. It 
is, in fact, possible to display signal spectral content vs. any real-
valued function of frequency simply by changing the functional form 
of the exponent in the transmittance function t(v,y). A general analysis 
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follows. Proportionality constants are ignored and all distributions 
are assumed infinite in extent for simplicity in the resulting 
expressions. 
If temporal function f(t) is mapped into spatial function f(x) 
by the signal recording process, then the input transparency gives rise 
to a light-amplitude distribution at P 1 of Fig. A-1 containing the 
term 
u 1 (x,y) = f(x) . 	 (A.1) 
Transforming in x (with x 	v under the transformation) and imaging 
in y, we obtain at P
2 
the distribution 
u2 (v,Y) = F(v) 	 (A.2) 
where 
F (v) = 	f(t)e
-i27vt 
-CO 
The transmittance function of the special optical element can be 
expressed in the general form 
t(v,y) = exp[i27g(v)y] , 	 (A.3) 
where g(v) is considered here a real-valued function of v. The distri-
bution at P2, after modification by this optical element, is 
u
2 
 (v y) = F(v)e
i27g(v)y 	
(A.4) 
Along the vertical axis in the output plane, the light-amplitude 
distribution, u 3, is given by the expression 
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co r 
u 3 ( 0, 7) = 	









= j dvF(v)8(71- g(v)) • 
- CO 
(A.6) 
By using the relationship * 
8(x - xn ) 
fi[f(x)] = E 	 , 
n I ` xn'l 
where x
n 
are the roots of f(x) = 0 (and f r (x
n
) exists and is not zero), 





(0,y) = 	F(v) , 
Ig '(v) ! 
y = g(v) . 
(A.7) 
Alternatively, we have 
, 




Ig '( g- ( Y /) ! 
where 
-1 
g (y) = v • 
As suggested earlier, the optical element that performs the 
spectral component mapping operation can be made holographically. 
In that case the transmittance function, Eq. (A.3), becomes 
t(v,y) = 1 +m COSt2T-r(g o + g(v))y] , 	 (A.8) 
R. N. Bracewell, The Fourier Transform and Its Applications, McGraw-
Hill, 1965, p. 95 
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where go represents an offset carrier frequency. Fig. A-3 shows the 
appearance of such a holographic mapping element. The recording 
process is basically quite simple. As illustrated in Fig. A-4, the 
desired mapping curve, g(•), is plotted on white paper above a hori-
zontal line, which serves as a line impulse reference. A high-contrast 
negative photograph is made of this pattern and placed in the input 
plane of a system that images in the horizontal direction and Fourier 
transforms in the vertical direction. The resultant distribution in 
the output plane consists of a space-varying sinusoidal fringe pattern 
like that of Fig. A-3, which is recorded on high resolution film. The 
recording can be of high contrast for improved diffraction efficiency 
when used in the spectrm analyzer. To avoid confusion resulting from 
multiple diffraction orders, the distance b in Fig. A-4 must then be 
no larger than twice the offset distance a. 
Figure A-5 shows the output of a holographic mapping element log-
frequency spectrum analyzer when the input contains four logarithmically 
spaced frequency components. Octaves are now represented by equal dis-
tances in the output plane display. The double-image appearance of the 
output is a natural consequence of the holographic mapping process. 
The holographic mapping technique appears to offer no significant 
advantages over the slit mapping technique discussed in the body of 
the report, other than a possible improvement in light utilization 
efficiency. The holographic element uses light from the entire inter- 
mediate plane of the optical system, whereas the slit mapping technique 
uses only the light that passes the slit. The holographic technique 
lacks versatility, however, in that it cannot be used with a non-uniform 
input window for, as an example, combined log frequency-constant Q 
spectral analysis. 




Fig. A-4. Mapping curve and straight line reference used to record 
holographic mapping element. To avoid problems with higher 
order diffraction terms, should have b > 3a ; with careful 
exposure, b > 2a sufficient. 
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Fig. A-5. Output of holographic mapping log-frequency spectrum analyzer. 
Input consisted of four logarithmically spaced frequency 
components. 
APPENDIX B 
HISTORICAL BACKGROUND FOR RESEARCH EFFORT 
In 1946, Dennis Gabor published a paper in which he noted that 
the ability of the human ear to discriminate between fundamental 
quanta of sound information (sound packets of minimum time-frequency 
uncertainty product) is, as shown in Fig. B-1, approximately one-half 
that of an ideal sound-detecting instrument in the frequency range 
60-1000 Hz and falls off above that frequency to about 15% at 8000 Hz. 
Gabor concluded that, as a consequence of these characteristics, 
"'condensed' methods of transmission and reproduction [of speech or 
music] with improved waveband economy are possible in principle" [GABOR]. 
He proceeded to show that such bandwidth economy in speech transmission 
was indeed possible by demonstrating, analytically and experimentally, 
methods of proportionally compressing and subsequently expanding the 
frequency content of a speech pattern--without increasing the time 
necessary for message transmission--in such a way that the ear was 
largely unaware of the process. 
■ 
Gabor's work in audio signal bandwidth compression was preceded by 
several years by Homer Dudley's development at Bell Labs of the Channel 
m II 	 Vocoder [DUDLEY] and roughly paralleled by G. Fairbanks' 
development of what has come to be known as the "sample- and discard" 
or "sampling" method of time/bandwidth compression [FAIRBANKS, EVERITT, 
and JAEGER]. Today, the Gabor/Fairbanks method (the two approaches are 
essentially the same) is represented by several commercially-available 
systems [KOCH; LEXICON, INC.; DISCERNED SOUND], and a recent offspring 
of the original channel vocoder is being considered for use in govern-
ment communication applications. During the past decade, additional 
more effective techniques have been developed for reducing data rates 
in speech communications systems, including homomorphic [OPPENHEIM; 
OPPENHEIM and SCHAFER] and linear-predictive [ATAL and HANAUER] 
vocoder techniques. It should be noted that these latter vocoder 
















































0 	 1 	 2 	 3 	 4 	 5 	 6 	 7 	 8 
Frequency in KHz 
I 
Fig. B-1 Performance figure of the ear as sound-information detecting instrument. 
The performance of the ear is nearly ideal (50%) for a phase-insensitive 
detector in the 60-1000 Hz range. Above about 1000 Hz, the hearing 
mechanism changes and performance falls off. 
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A system proposed by Gabor for performing such a compression-
expansion operation is shown in Fig. B-2. Quoting his original paper 
[GABOR, pp. 445-4461: 
Assume that the message to be condensed or expanded is 
recorded as a sound track on a film. For simplicity, 
assume that the original signal is a simple harmonic 
oscillation, that is to say, a frequency f o--to be called 
the "original frequency"--is produced if the record moves 
with standard speed v past a stationary slit. Imagine 
now that the slit itself is moving with some speed u, so 
that its speed relative to the film is v-u. The photocell 








This means that all frequencies in the record are converted 
in a constant ratio (v-u)/v. There is evidently no gain, as 
it would take the moving slit v/(v-u) times longer to explore 
a certain length of the film than if it were stationary. But 
let us now imagine that the film moves across a fixed window, 
so that the moving slit is effective only during the time in 
which it traverses the window. In order to get a continuous 
record let a second slit appear at or before the instant at 
which the first slit moves out of the window, after which a 
third slit would appear, and so on. The device is still not 
practicable, as evidently every slit would produce a loud 
crack at the instant at which it appeared before the window 
and when it left it. But now assume that the window has 
continuously graded transmission, full in the middle and 
fading out at both sides to total opacity. In this arrange-
ment the slits are faded in and out gradually, so that abrupt 
cracks can be avoided. 
This is a description of the prototype of Gabor's "kinematical" frequency 
converter, which he investigates in some detail. 
This method of bandwidth compression suffers from several significant 
drawbacks. To begin with, certain frequencies are transmitted better by 
In the same paper he describes alternative but equivalent systems for 
accomplishing the same objective, including a system appropriate for 
recordings on magnetic tape (differing only in details from FAIRBANKS' 
method) and a completely electrical system. 
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Fig B-2 	Gabor's "kinematical" frequency converter 
(after GABOR). 
60 
the system than others. Each slit, as it passes before the window, 
produces an output oscillation with frequency f
1 
and gaussian envelope, 
as illustrated in Fig. B-3. The contributions of the individual slits 
produce for some frequencies a very nearly faithful reproduction of the 
original sinusoid, shifted in frequency. For other frequencies, however, 
there can be strong beats. For a window length (defined as the part 
of the window for which the transmittance exceeds l/e times its maximum 
value) of about 30 msec, a length Gabor considers roughly optimum for 
speech, optimally reproduced frequencies are spaced by about 20 Hz. 
Between these optimally reproduced frequencies, however, are tones 
reproduced at a fraction of their original amplitude--down to about 
0.56 under optimum conditions. 
A second major drawback of the described system is the fixed 
window length. Some portions of a speech or music pattern require 
good time resolution for unambiguous interpretation, while other por-
tions require good frequency resolution. The ear accomodates these 
apparently conflicting requirements through a mechanism Gabor describes 
as an "adjustable time-constant": the ear's time resolution sometimes 
approaches 10 msec, its frequency resolution sometimes approaches 4 Hz, 
or (250 msec)
-1
. Vocoder systems (and Gabor's system comes under this 
heading), which for the most part respond to the momentary spectral 
content or short amplitude spectrum of a speech waveform, typically 
operate with fixed time windows of roughly 30 msec duration. Their 
performance suffers as a consequence of this compromise, a fact demon- 
strated several years ago at The Georgia Institute of Technology by the 
implementation of adaptive time-windowing techniques in a simulated 
1 	vocoder system [HAMMETT]. 
Fig. B-3. The contributions of individual slits and 
the resulting light output (after GABOR). 
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A final drawback of Gabor's system--and of any system based on 
his technique--is that it goes only part way in realizing the full 
bandwidth compression possible with such a frequency-shifting scheme. 
As noted in Fig. B-1, the ear's ability to utilize information is not 
constant with frequency. The scheme just described, however, compresses 
frequency components uniformly across the entire frequency band. More 
appropriate would be a mapping scheme that compressed high frequencies 
more than low frequencies, perhaps as the reciprocal of the curve in 
Fig. 5-1. If such a nonlinear compression curve is employed, the total 
achievable bandwidth compression is no longer a straight-line function 
of frequency but a curve, as shown in Fig. B-4. 	For a 0-1000 Hz 
signal, achievable bandwidth compression (within the limits imposed 
by this curve) is only about 2:1. For a 0-4000 Hz (telephone quality) 
signal, however, the ratio is closer to 3:1, and for a 0-8000 Hz signal, 
nearly 4:1. If such high bandwidth compression ratios were attempted 
with Gabor's system, i.e., with uniform compression across the entire 
bandwidth, it would be at the expense of frequency resolution in the 
0-1000 Hz range--resolution that appears to be necessary for satisfactory 
pitch discrimination. 
The two-dimensional optical signal processing approach discussed 
in the body of this report, with its great flexibility, provides ways 
of overcoming all of these difficulties, at least to a very great 
extent. The problem of unfaithful reproduction or beats at certain 
The appropriateness of non-linear bandwidth compression has been noted 
by a number of investigators. VILBIG 1950a,b] experimented with an 
optical/mechanical technique in the late 1940's and early 1950's that 
allowed a non-linear relocation of speech spectral components. Channel 
vocoders are also generally designed for greater data compression at 
higher frequencies than at lower; see, for example, the paper by 

























Fig. B-4 Total achievable bandwidth compression (undiscernable to the 
ear) with frequency-dependent compression ratio, for audio 
signals of different initial bandwidths, as based on Fig. B-1 
64 
frequencies, for example, can be reduced significantly by the employment 
of different window lengths for different frequencies. Non-linear 
mappings of frequency components can be accomplished using the same 
kind of system as employed in the log-frequency spectrum analyzer dis-
cussed earlier. Most important, perhaps, it is possible for a 
two-dimensional signal processor to improve on the fixed-window 
compromise of Gabor's and other vocoder systems. This latter statement 
is based on the observation that speech and music cues requiring good 
time resolution are generally characterized by predominant high-frequency 
content. Cues requiring good frequency discrimination, on the other 
hand, and therefore requiring a long time window, are characterized by 
predominant low-frequency content--in the 60-1000 Hz range. It thus 
appears desirable to observe the high frequency content of a signal 
waveform with a relatively short time window and to observe the low 
frequency content with a relatively long time window. Coherent optical 
systems related to the frequency-variant spectrum analyzers discussed in 
Section II of this report can perform just such an operation by 
employing the differential time windowing technique such that the 
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