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Waveform templates are a powerful tool for extracting and characterizing gravitational wave
signals, acting as highly restrictive priors on the signal morphologies that allow us to extract weak
events buried deep in the instrumental noise. The templates map the waveform shapes to physical
parameters, thus allowing us to produce posterior probability distributions for these parameters.
However, there are attendant dangers in using highly restrictive signal priors. If strong field gravity
is not accurately described by General Relativity (GR), then using GR templates may result in
fundamental bias in the recovered parameters, or even worse, a complete failure to detect signals.
Here we study such dangers, concentrating on three distinct possibilities. First, we show that there
exist modified theories compatible with all existing observations that would fail to be detected
by the LIGO/Virgo network using searches based on GR templates, but which would be detected
using a one parameter post-Einsteinian extension. Second, we study modified theories that produce
departures from GR that turn on suddenly at a critical frequency, producing waveforms that do
not directly fit into the simplest parameterized post-Einsteinian (ppE) scheme. We show that even
the simplest ppE templates are still capable of picking up these strange signals and diagnosing a
departure from GR. Third, we study whether using inspiral-only ppE waveforms for signals that
include merger and ringdown can lead to problems in misidentifying a GR departure. We present
a simple technique that allows us to self-consistently identify the inspiral portion of the signal, and
thus remove these potential biases, allowing GR tests to be performed on higher mass signals that
merge within the detector band. We close by studying a parameterized waveform model that may
allow us to test GR using the full inspiral-merger-ringdown signal.
PACS numbers: 04.25.Nx,04.80.Cc,4.30.-w,04.25.-g
I. INTRODUCTION
Gravitational waves (GWs) carry vast amounts of en-
ergy, but are notoriously difficult to detect because of
their weak coupling to matter. The first direct detec-
tions will likely come from signals buried in the instru-
ment noise that can only be extracted using sophisticated
data analysis techniques. If the form of the signal, h(t),
can be predicted in advance, we can use this information
as a prior. This can greatly aid in separating signals from
noise in the data, s(t), by demanding that the residuals,
r(t) = s(t) − h(t), are consistent with our instrument
noise model. The different classes of analyses can be
classified by the strength of the priors [1], ranging from
the weak signal priors used in burst searches [2–8] and
stochastic searches [9–15], to the highly restrictive priors
used in searches for binary mergers [16–23].
When considering signals from binary systems, the sig-
nal prior is strong because we believe that we can model
the waveforms very accurately. Waveform models for bi-
nary systems map the signals to system parameters, re-
sulting in a template h(t)→ h(~λ), which allows the detec-
tion of signals that are orders of magnitude weaker than
the instrument noise level. These templates allow us to
measure certain physical parameters of the astrophysical
systems that generate GWs, like the masses and spins
of the bodies in a binary [24–28]. Template-based ap-
proaches can also be used to test the accuracy of GR [29–
38] (see [39] for a recent review of GW tests of GR with
ground-based instruments).
However, the power of a template based search has
attendant dangers: when the prior is far more informa-
tive than the likelihood, it dominates the posterior prob-
ability distribution. This can lead to large systematic
biases if the model is an imperfect description of Na-
ture [33, 40, 41]. When the disagreement between the
model and reality is too large, a template based search
will fail to detect any signals in the data.
Analyses of the data collected by the first generation
of ground based interferometers have failed to detect any
signals [4, 16, 20, 42–45]. Could this be because we have
been looking in the wrong place? While we do not con-
sider this possibility to be very likely, we show that exist-
ing observational bounds on alternative theories of grav-
ity do not preclude the possibility. There are a wide class
of theories that agree with GR in the slow motion, weak
field regime, and pass all existing tests, yet differ signif-
icantly in the strong field, dynamical regime probed by
binary inspiral and merger, e.g. dynamical Chern-Simons
gravity [46–55]. We show that GWs from these types of
theories could be missed entirely by searches using GR
templates. Higher mass mergers and other bright signals
that stand up above the instrument noise would be de-
tected by the less restrictive burst search techniques, so
it is unlikely that the lack of detections points to a sig-
nificant departure from GR, but the possibility remains.
Here we show that a simple one-parameter extension to
the usual GR templates restores sufficient flexibility to
detect most departures from GR in inspiral signals.
The second issue we explore is whether we can use non-
GR templates designed with a certain class of theory in
mind to detect deviations from GR that arise from an en-
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2tirely different class of modification. In particular, we de-
termine whether a family of non-GR templates, called the
parameterized post-Einsteinian (ppE) family, can be used
to detect non-GR signals that they were not designed to
capture. The ppE scheme has previously been shown to
map to the predicted GW signals from binary inspirals
in all known, analytic alternative theories of gravity. In
this section, we show that the ppE templates can also
encapsulate the changes to GW signals that would arise
from violations of the no-hair theorem for black holes.
Later in the paper, we examine non-GR, non ppE-
like, signals that are predicted from certain massive theo-
ries [56–58] or certain scalar-tensor (ST) theories [59–61],
in which the non-GR part of the GW signal “turns-on” at
a critical frequency, f∗, and is not present at frequencies
lower than this. We find that the standard ppE tem-
plates work well for detecting this type of deviation in
some cases, and that a simple modification to the ppE
templates works well in all cases.
Next, we examine the issue of using inspiral-only tem-
plates to characterize signals that consist of inspiral,
merger, and ringdown. Because we lack knowledge of
the form of merger and ringdown in modified theories,
we commonly choose to use only the inspiral portion of
the waveform in analyses that seek to test GR. Decid-
ing which portion of a GW signal is the inspiral, how-
ever, is not a trivial problem, and different choices of
how to make this distinction lead to different results in
our analysis. We find that, for the low-mass systems,
inspiral-only searches do not lead to biased parameter
estimations. But for higher-mass systems it can lead to
large biases in recovered parameters, and even the false
claim of a detection of a deviation from GR. We show
that there is a simple technique for avoiding these biased
results, which allows us to use some high-mass systems
in inspiral-only studies to test GR.
Finally, we refine the ppE parameterization for the
merger and ringdown of binary systems [33], and exam-
ine how it could be used to test GR with full signals.
Lacking concrete examples of merger/ringdown in alter-
native theories, our parameterization is fairly arbitrary.
It does, however, capture a wide range of deviations from
GR that may arise in this sector. We find that for sys-
tems with total mass M & 50M, this parameterization
could be used to learn about deviations from GR.
The remainder of this paper presents the details of the
results discussed above. Section II introduces the ppE
parameterization in more detail. Section III shows that
certain modified gravity signals that are not ruled out
by present observations could be missed by matched fil-
tering searches with GR templates. Section IV studies
the effectiveness of ppE templates to detect certain mod-
ified gravity signals that turn on at a critical frequency.
Section V studies whether inspiral ppE templates can be
used to analyze high-mass signals that include merger
and ringdown. Section VI concludes and points to future
research.
Throughout this paper we use geometric units, in
which G = c = 1. We perform all analyses using an
Adv. LIGO (aLIGO) noise curve that is optimized for
detection of inspiraling neutron stars (see e.g. [62], the
curve titled NSNS Opt).
II. THE PARAMETERIZED
POST-EINSTEINIAN FRAMEWORK
In order to study the pitfalls of template-based analy-
ses in detecting signals and testing GR, we need a model
for what gravitational wave signals might look like in
alternative theories of gravity. The ppE template fam-
ily can represent the signals produced by binary systems
in a large class of alternative theories. Developed by
Yunes and Pretorious [33], and explored in [29, 30], these
templates for the Fourier transform of the quadrupole
GW strain signal from a system of two inspiraling, non-
spinning, compact objects in quasi-circular orbits take
the form
h˜(f) = h˜GR · (1 +
∑
a
αau
a) exp i
∑
b
βbu
b, (1)
u = (piMf)1/3, (2)
where αa and βb are the ppE strength parameters associ-
ated with the exponents a and b,M = (m1m2)3/5/(m1 +
m2)
1/5 is the chirp mass of the system, and h˜GR is the
usual GR expression for a non-spinning, inspiraling bi-
nary [63]. The extension of this template family to in-
clude other polarizations has been considered in Ref. [31].
As mentioned, these templates can match the gravi-
tational waves generated in a wide class of alternative
theories of gravity. The exact correspondence between
the ppE parameters and a number of alternative theories
has been discussed in [29, 32, 39]. What has not been
discussed before, though, is the fact that the ppE tem-
plates can also capture deviations from GR that would
arise from a violation of the no-hair theorem for black
holes. The derivation of this correspondence can be seen
in [64], in which Ryan calculates the GW signal that
would result from such a violation.
Assuming a GW signal is generated by two slowly in-
spiraling, compact objects whose exterior gravitational
field can be parametrized by a set of arbitrary multipole
moments, Ryan shows that the resulting GW phase can
be written
ψ(f) = ψGR+
3
128η
∑
odd `≥3
(−1)`−180(2`+ 5)!!s`u2`−4
3(`− 2)(2`− 7)(`− 1)!!
− 3
128η
∑
even 6`=4
(−1)`/240(2`+ 1)(`+ 1)!!m`u2`−5
3(2`− 5)(`− 4)!! ,
(3)
where m` and s` are the (dimensionless) `
th mass and
current multipoles, respectively, and high-order terms
3have been dropped. This result can clearly be mapped
to the ppE templates with the substitution
b` →
{
2`− 4, current multipole,
2`− 5, mass multipole, (4)
β` →
 3128η
(−1)`−180(2`+5)!!s`
3(`−2)(2`−7)(`−1)!! , current multipole,
− 3128η (−1)
`/240(2`+1)(`+1)!!m`
3(2`−5)(`−4)!! , mass multipole.
(5)
The largest deviation in the phase corresponds to the
lowest-` multipoles. For example, a modification to the
mass quadrupole (` = 2) induces a 2PN correction to the
waveform that can be captured by a b = −1 ppE modifi-
cation. The next largest modification enters through the
current octopole (` = 3), which induces a 3.5PN correc-
tion that can be captured by a b = 2 ppE modification.
This octopole term is already at high PN order, and so
higher order terms than this would be difficult to detect
given a signal with reasonable SNR.
The ppE templates are derived by introducing param-
eterized deviations to the orbital binding energy and GW
luminosity of GR, and then calculating the resultant GW
signal via a standard procedure [63]. Although in theory
this type of modification introduces an infinite number
of non-GR terms in both the phase and the amplitude of
GWs, it was shown in [29] that modifications to the GR
amplitude are poorly constrained by GW measurements.
Additionally, in [30] it was shown that simple ppE tem-
plates of the form in Eq. (2), but in which the sum over
phase modifications is replaced by a single term, perform
well in detecting full ppE signals. That is, even when the
injected signals contain many modifications to the GR
expressions, a ppE template containing only one modifi-
cation is sufficient for extracting the signal.
For these reasons, in this paper, when recovering sig-
nals, we will focus on using ppE inspiral templates of the
form
h˜(f) = h˜GR · eiβbub , (6)
which contain only a single modification to the GR phase,
and no modifications to the amplitude. Note, though,
that we will include more complicated signals, as ex-
plored in [30], for signal injections. We stress that this
is the simplest ppE model conceivable; more complicated
generalizations that include the merger and ringdown [33]
and additional polarizations [31] exist, but are not needed
for the present analysis.
III. MISSING NON-GR SIGNALS WITH GR
TEMPLATES
Different non-GR theories of gravity lead to modifica-
tions to the phase and amplitude of GWs at different
post-Newtonian (PN) orders. The ppE parameters can,
b PN order Physical effects
−7 −1 PN Dipole radiation
−5 0 PN Quadrupole radiation
−3 1 PN Mass ratio measured
−2 1.5 PN Spin effects enter
−1 2 PN –
0 2.5 PN –
1 3 PN –
TABLE I: Correspondence between ppE b parameters and
PN order, as well as selected physical effects related to each
order.
of course, be mapped to these PN orders. We show this
mapping in Table I.
For theories that lead to low PN-order1 deviations from
GR, e.g. Brans-Dicke gravity leads to changes in the
phase at −1PN order relative to the leading-order GR
prediction [33], there are already strong constraints on
the possible size of the deviation from current Solar Sys-
tem and pulsar timing experiments. The current bounds
placed on ppE parameters by pulsar timing experiments
are shown in Fig. 1 [65]. As stated, for large, negative
values of b, i.e. low-PN order terms, current data from
pulsar binary systems places very tight bounds on possi-
ble deviations in the phase of GW signals from the GR
expectation.
On the other hand, for theories that lead to high PN-
order deviations, the existing constraints are very weak.
This is also shown in Fig. 1, which shows that at high-
PN order, i.e. for less negative values of b, the bounds
become very weak. Therefore, it is possible that GW sig-
nals will differ greatly from the GR predictions, but only
once the characteristic velocity of the system becomes
quite high, thus avoiding current experimental bounds.
In this section, we examine the possible effects of using
GR templates to search for non-GR signals that contain
large deviations from GR at high PN order. Although
‘large’ in the sense that they would be easily differen-
tiable from GR, these deviations are not currently ruled
out by any experimental evidence.
To test what effect a signal containing these high-order
PN deviations could have on our ability to detect and
characterize GWs using GR templates, we inject non-
spinning ppE inspiral signals of the form of Eq. (2), con-
taining two phase corrections, with b = −1 and b = 1.
This corresponds to adding both a 2PN and a 3PN or-
der correction to the GW phase. The β−1 parameter is
chosen to be a deviation from GR that is not ruled out
by current experimental bounds, and β1 is chosen to be
1 A modification at NPN order is one which is proportional to
(v/c)2N relative to the leading-order term, where v is the char-
acteristic orbital velocity of the binary and c is the speed of light.
4 1e-06
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 100
 1000
-7 -6 -5 -4 -3 -2 -1  0  1  2
!
b
Pulsar
aLIGO binary, SNR 20
FIG. 1: Bounds that can be placed on the ppE strength
parameter, β, for various values of the ppE exponent, b, us-
ing GW measurements [29] from a binary with component
masses of 6M and 12M, and measurements from binary
pulsars [65]. The regions above the pulsar line are already
ruled out by experiment. Ref. [29] shows that this bound is
robust over a range of mass ratios.
larger by a factor of 1000. That is,
h˜inj = h˜GR
(
exp i
[
β−1u−1 + 1000× β−1u1
])
. (7)
This factor is a conservative one - based on the bounds
on βb shown in Fig. 1, it is clear that an even larger
ratio would be well within experimental limits. The sys-
tem studied is a 1.4M· neutron star and a 3.5M black
hole in a quasi-circular orbit. The effect of using non-
spinning templates for black holes in this type of study
was examined in [30], and was found to be minimal.
Having injected this non-GR signal into our data, we
then calculate the fitting factor (FF),
FF = max
[
(h|s)√
(h|h)√(s|s)
]
. (8)
In this expression, (a|b) is the noise-weighted inner prod-
uct between a(f) and b(f), integrated starting at 2 Hz,
s is the actual signal in our detector, and h is the tem-
plate being used to recover this signal. (All calculations
throughout this paper used a minimum frequency thresh-
old of 2Hz.) The FF is maximized over system parame-
ters, which, for a circular binary, are total mass M , chirp
mass M, luminosity distance DL, phase and time of co-
alescence, φc and tc, two sky location angles, α and δ,
and the inclination angle, ι. Clearly, if the template is
precisely the same as the signal, FF = 1. The FF is equal
to the fraction of the signal-to-noise ratio (SNR) that we
can recover with our templates:
SNRrec = FF× SNR, (9)
where SNRrec is the recovered SNR, while SNR is the true
SNR if we had exactly the right template. The fractional
loss of events due to mis-modeling errors in the templates
scales as 1 − FF3, so to achieve 90% efficiency we must
have FF > 0.97. FFs below 0.5 imply a 90% loss of
signals, while FFs below 0.2 imply a 99% loss of signals.
Thus, if the FF of GR templates with plausible non-GR
signals is significantly lower than 0.97, we could miss GW
signals that are present in our data streams.
Figure 2 shows the percentage of signals that would
be missed by fitting our injected, non-GR signals with
non-spinning, circular GR templates. For small values of
β−1, as expected, the GR templates can achieve a near-
perfect FF. Quite quickly, however, as β−1 increases, the
FF drops below the desired level of FF = 0.97. Well
before the injected signals are ruled out by current pulsar
constraints, the FF drops to 0.2, and it is likely that all
such signals would be missed. The decrease in FF is
accompanied by an increasing bias in the recovered chirp
mass, shown in Fig. 4. The prior range in chirp mass was
from 0.87 to 8.71 M, which corresponds to a range in
the individual masses from 1 to 10 M. It is clear that
the recovered values forM are still well within the prior
range, and so increasing this will not increase the FFs.
Also shown in Figure 2 is the percentage of signals
missed when fitting the injections using circular GR
templates that include aligned spin. This introduces
two new parameters, the dimensionless spin parameters.
χ1 and χ2, which are by definition in the prior range
−1 ≤ χA ≤ 1. The extra freedom from including these
parameters allows the spinning GR templates to achieve
a better fit than the non-spinning templates for some in-
jected values of β−1. However, once β−1 is large enough,
the spinning template performs no better than the non-
spinning. This can be understood by examine Figure 3.
This figure shows the recovered value for χ1 from the
spinning GR templates (recall that the injected signals
were non-spinning). It is clear that after β−1 ∼ 5, the
spin parameter has reached the limit of the prior range,
and thus has reached the limit of its ability to help with
the fit. After this point, the FFs for spinning and non-
spinning GR templates converge.
Figures 2 and 4 show the percentage of signals missed
and recovered chirp mass for an analysis using a simple
ppE template that contains only one strength parame-
ter, β−1, with exponent b = −1 (recall that the injected
signals have two ppE strength parameters -β−1 and β1).
These templates perform much better than the GR ones
at detecting the signal, but suffer from similar issues in
biased recovery of the chirp mass. Finally, Figure 2 shows
the increase in detection efficiency that can be achieved
by using a one-parameter ppE template that also has the
two aligned spin parameters, χ1 and χ2. As expected,
this template family, which contains the most free pa-
rameters, performs the best at detecting the injected sig-
nal.
This outcome is not surprising – we know that tem-
plates are only effective in detecting signals that are at
least somewhat similar to them. It is important, though,
to be aware that there are non-GR signals, completely
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FIG. 2: Percentage of signals missed (100× (1−FF 3)) when
using a GR (dashed/blue line) and a one-parameter ppE tem-
plate with b = −1 (solid/red line) and the injected, non-GR
signal (of the form in Eq. 7, with constituent masses 1.4M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plotted for spinning GR and ppE templates. The percentage
of signals missed approaches 100% for values of β−1 that are
fully consistent with existing experimental bounds.
-1
-0.8
-0.6
-0.4
-0.2
 0
 1  2  3  4  5
r
1
`-1
FIG. 3: Recovered value of χ1 from a spinning, GR template
used to match a non-spinning, non-GR signal of the form in
Eq. 7. Once β−1 & 5, χ1 is limited by the prior range.
consistent with current experiment, that would be en-
tirely missed using GR templates.
The result shown in Figure 2 indicates that spin can
play a major role in tests of GR, and raises the question
of when spin effects may be masquerade as a departure
from GR when not properly accounted for in the analysis.
Fugure 5 shows the Bayes Factors between a GR model
and a one parameter b = −2 ppE model that both neglect
spin effects. The Bayes Factors are shown as a function
of the total spin parameter of the injected signals for a
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FIG. 4: Recovered value ofM from both a GR (dashed/blue
line) and a one-parameter ppE template with b = −1
(solid/red line) used to fit a non-GR signal of the form in
Eq. 7, plotted as a function of β−1. The true value of M
is M = 1.94M. The constituent masses were 1.4M and
3.73M. Using GR templates to fit non-GR signals leads to
large biases in the recovered parameters.
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FIG. 5: The BFs between a non-spinning, GR template and
a non-spinning, ppE template with b = −2.The injection was
a GR system of two neutron stars with equal and aligned
spin. The BF favors the non-GR model for realistic values
of dimensionless spin parameter χ, indicating the need to use
spinning waveforms to recover these types of signals.
binary NS system with m1 = m2 = 1.4M· and SNR =
12. The additional ppE phase term is able to mimic the
leading order spin effect, leading to a clear preference
for the alternative gravity model for spins above 0.05.
Clearly, spin effects need to be taken into account even
at the small spin values expected for NS binaries.
6IV. DETECTING GWS FROM
SCALAR-TENSOR GRAVITY
The ppE waveforms cover all known inspiral waveforms
from specific alternative theories of gravity that are an-
alytic in the frequency evolution of the GWs [29]. There
are, however, known theories for which the frequency evo-
lution of GWs is not analytic – in particular, ST theo-
ries of gravity in which spontaneous scalarization can oc-
cur, and theories of gravity that contain a massive scalar
field [56, 57, 59, 60].
The theories that include spontaneous scalarization
can be defined with a generic ST action of the form [59,
60]
S =
∫
d4x
√−g
2κ
[
φR− ω(φ)
φ
∂µφ∂
µφ
]
+ SM . (10)
where κ = 8piG, R is the Ricci scalar, g is the determinant
of the metric, φ is the gravitational scalar, and SM is the
matter action.
In this type of theory, neutron stars that are not ini-
tially scalarized can acquire a scalar charge when the
system reaches a high enough binding energy – i.e. once
the orbital frequency is high enough. This spontaneous
change leads to the “turning on” of dipole GW radia-
tion once the merging stars get close enough together.
This radiation, in the ppE scheme, goes as b = −7, a
low PN order effect – lower order, in fact, than even
the Newtonian term. This means that binary pulsar
measurements have placed very tight restrictions on the
possible strength of this dipole radiation at low frequen-
cies [66, 67]. However, we do not yet have any measure-
ments of binary systems at high frequencies. It is there-
fore not impossible that signals of this type, that have no
dipole radiation at low frequencies, but significant dipole
radiation at high frequencies, could be detected by GW
experiments.
Another type of ST theory that produces this type
of radiation is that in which the scalar field, φ, has a
mass [56, 57]. The gravitational radiation due to this
type of theory has been calculated in [58]. The phase is
altered from the GR expression, and is equal to
ψ(f) = ψGR(f) + ξΓ
2ν
[
5
462
u−11 − ν
1632
η12/5u−17
]
×Θ(2pif −ms)
+ ξS2
[
25ν
1248
η8/5u−13 − 5
84
η2/5u−7
]
×Θ(pif −ms). (11)
In this expression, ms is the mass of the scalar field,
η = (m1m2)
3/5/(m1+m2)
1/5 is the symmetric mass ratio
and the other quantities are given by
ξ =
1
2 + ωBD
,
Γ = 1− 2s1m2 + s2m1
M
,
S = s2 − s1,
ν = 5.60× 10−21
( ms
10−20eV
M
M
)
, (12)
where s1 and m1 are the sensitivity and mass of body 1,
M is the total mass of the system , and ωBD has been
constrained by the Cassini spacecraft such that ωBD ≥
40000. The sensitivity is defined as
sA =
d lnMA(φ)
d lnφ
. (13)
The non-GR portions of the signal are not present until
a frequency f = ms/2pi. This means that, in order for
the non-GR signal to be detectable in the aLIGO band,
i.e. f ∼ 100 Hz, the mass of the scalar field must be
approximately ms ∼ 10−13 eV. This leads to a value of
ν ∼ 10−14, which implies that the phase terms that are
multiplied by ν are highly suppressed in this frequency
range, leaving only dipole deviations from GR.
Thus both of these types of ST GW signals can be
approximated, in ppE notation, as
h˜(f) = h˜GRe
iΘ(f−f∗)βu−7 . (14)
Here, Θ(f − f∗) is the Heaviside function, and f∗ is the
frequency at which the dipole radiation ‘turns on.’ There
is an obvious discontinuity at f = f∗, which captures
the discontinuity inherent in signals from these types of
theories. Clearly, as f∗ goes to infinity, the signal in
Eq. (14) becomes a GR signal, and when f∗ is only a few
Hz, the signal is vastly different from GR.
Our first task, then, is to determine at what value of
f∗ the standard ppE templates, with b = −7, will de-
tect the non-GR character of the signal. To find this
value, we inject signals of the form in Eq. (14) with
β = 10−6, and varying values of f∗, ranging from 5 Hz to
150 Hz. These signals are SNR 12 inspirals from neutron
star binary systems with constiuent masses of 1.4 and
2.0 M, using the neutron-star-binary optimized aLIGO
noise curve. We then use Markov Chain-Monte Carlo
(MCMC) techniques to recover the signals and calculate
the Bayes factor (BF) between GR and non-GR models.
The BF between two models, A and B, is the ‘betting
odds’ that model A provides a better description of the
data than model B. If the BF of A vs. B is greater than
one, the data shows a preference for model A. In this
paper, we compute BFs using the Savage-Dicke density
ratio [68], in which the prior weight at β = 0 is compared
to the posterior weight. A decrease in probability density
at this point corresponds to a preference for a non-GR
model. The BFs between GR and non-GR are plotted
in Fig. 6. When the BF is above 1, in an ideal study,
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FIG. 6: BF between GR and ppE models for injections of
the form in Eq. (14), for varying values of f∗. The dashed
(blue) line is for a standard and simplest, inspiral ppE tem-
plate, and the solid (red) line is one that has been modified
with a Heaviside function. Both types of templates show the
same general behavior, and both are successful at detecting
deviations from GR for certain ranges of f∗. The injected
signal had constituent masses m1/m2 = 1.42/2.0M.
the model selection process favors a non-GR signal. In
reality, in order to claim a detection of deviation from
GR, a BF much greater than 1 would be required.
The overall behavior in Fig. 6 is as expected. For low
f∗, the signal is clearly non-GR, and when f∗ is very
high, GR is favored. There is an unexpected region in
the middle, however, in which the BF grows with f∗.
We can further investigate this region by looking at the
posterior distributions for the ppE strength parameter,
β, plotted in Fig. 7. At first, there is only one peak in
the posterior, and it is centered at the correct, injected
value of β. As f∗ becomes larger, a secondary maximum
appears, centered at an incorrect value of β. For some
values of f∗, these two maxima fit the data equally well,
which leads to significant posterior weight at β = 0, lead-
ing to a BF that favors GR. As f∗ grows, the secondary
maximum becomes a better fit to the data, until even-
tually the GR value of β = 0 wins out. This can be
understood by noting the relationship between the BFs
and the aLIGO noise curve we have used. The BF is
largest when f∗ is in the region of highest sensitivity for
the detector.
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FIG. 7: Posterior distributions for β, recovered using stan-
dard ppE templates. The injected signal was of the form in
Eq. (14), with β = 1e-06, and m1/m2 = 1.42/2.0M. If there
is little weight in the posterior at β = 0, the signal is de-
tectable as non-GR. In the top left panel, fmin is low, and β
is recovered at the correct value. In the bottom right panel,
fmin is very high, and the GR model is clearly favored. In
the bottom right panel, the signal is clearly non-GR, but the
recovered value for β is incorrect. Finally, in the top right
panel, two peaks in the posterior are clearly visible – one
mode near the correct value of β, and one at the incorrect,
negative value. Because the chain swaps between the two
peaks, there is significant weight at β = 0, and this signal is
not detectable as non-GR. For all injections, the constituent
masses were m1/m2 = 1.42/2.0M.
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FIG. 8: The correlation between β and M, generated from
a signal of the form in Eq. (14), with f∗ = 47.5. The two sep-
arate maxima in the likelihood are clearly visible, as well as
the strong correlation between these two parameters. The in-
jected chirp mass wasM = 1.463M, with constituent masses
m1/m2 = 1.42/2.0M.
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FIG. 9: Fractional uncertainty in the recovered value of
f∗, for different injected values of f∗. The uncertainty is
inversely proportional to the BF in favor of the non-GR model
– i.e. when the BF indicates a clear departure from GR, the
f∗ parameter is recovered with high accuracy. Again, the
injected signals had masses m1/m2 = 1.42/2.0M.
This behavior can be understood further by examining
the correlations between β and the other source param-
eters, for example in Fig. 8. This plot shows the two-
dimensional posterior distribution for β and the chirp
mass, M. In this example, there is clear correlation vis-
ible between the two parameters, and two peaks in the
posterior are clearly visible. While these two peaks both
represent good fits to the data, there is also significant
weight between them, which means significant weight at
β = 0, and thus a BF that favors GR.
In addition to testing the standard ppE templates, we
also use templates of the form in Eq. (14), in which we
allow f∗ to be a parameter that is determined by the
data. We use these templates to recover the same sig-
nals injected in the previous study, and again use MCMC
techniques to calculate the BF between GR and non-GR
models. The results are also plotted in Fig. 6. These
enhanced templates show the same qualitative behavior
as the standard ppE templates, although their overall
performance is better. This is to be expected, as this
template family can perfectly match the injected signals.
An additional point of interest for the enhanced tem-
plates is the precision with which we are able to recover
the injected parameter, f∗. The uncertainty in the re-
covered f∗ is plotted as a function of the injected f∗ in
Fig. 9. The precision with which we can measure this
parameter depends on the BF, as expected. Even so,
for a large range of values, we are able to recover this
parameter quite accurately. If a signal of this type were
detected in the data, information about f∗ would be use-
ful for theorists attempting to learn about the underlying
gravitational theory.
V. INSPIRAL-MERGER-RINGDOWN SIGNALS
In this section, we analyze some of the issues that can
arise from using inspiral-only templates in tests of GR, as
well as some of the science we can do by including merger
and ringdown in our analysis. We explore the problem
of testing GR using full GW injections - i.e., injected
waveforms that include merger and ringdown in addition
to inspiral. In the first subsection, we investigate what
can happen when we use inspiral-only templates to ex-
tract full signals. In the second subsection, we consider
a family of ppE templates that includes non-GR param-
eterizations of the merger and ringdown stages.
A. Extracting with Inspiral-only ppE Templates
Typically, GWs from binary systems are talked about
as if they have three discrete parts – inspiral, merger, and
ringdown (IMR). The inspiral is the part of the waveform
that is generated while the two bodies are still widely
separated, and thus slowly spiraling towards each other
due to the emission of GWs. The merger is the most
difficult part of the signal to model analytically, and is
the portion in which the two bodies are very near each
other and moving very quickly – eventually becoming one
object. Finally, the ringdown stage is produced after the
two bodies have merged, as the resulting object relaxes
to its final state.
The inspiral portion of GW signals has been calculated
in several alternative gravity theories [33, 52, 55, 69–73]
(for a recent review, see [39]). These calculations were
then used as motivation for the inspiral waveforms in the
ppE family. The merger phase, unfortunately, has not
been calculated in any non-GR theories – GWs outside
of GR may even lack ringdowns altogether, and almost
certainly would have different relationships between the
system parameters and the quasi-normal modes [74–76].
Even within GR, the merger stage must be calculated nu-
merically, and connected phenomenologically to the an-
alytic solutions for inspiral and ringdown [77, 78]. This
means that we lack theoretical motivation for non-GR
merger and ringdown templates, and thus when testing
GR we usually choose to use only the inspiral portion of
the signal where we have an analytic expression for GR
waveforms, and well-motivated templates for alternative
gravity.
We often discuss the three stages of GWs as if they
are clearly separable, but the transition from inspiral to
merger and merger to ringdown is a somewhat arbitrary
distinction. One common choice is to take the transition
from inspiral to merger to be the frequency of a test-
particle at the innermost stable circular orbit (ISCO) of
a Schwarzschild black hole, fISCO = 1/(6
3/2piM). For
full waveforms that include the merger and ringdown,
the transition from inspiral to merger is smooth, and can
begin to have effects earlier or later than this, depending
on the system. When using inspiral-only templates, as
9is commonly done in GW data analysis [16, 79, 80], the
question of when (i.e. at what frequency) to terminate
the waveforms is not a trivial one.
In order to use the full, three-stage signal model for
detection and characterization of GWs, we need an effi-
cient template family that can capture the full signal. In
this paper, we use PhenomC waveforms in our analyses
of full IMR signals [77, 78]. In these waveforms, the inspi-
ral stage is modeled within the PN approximation. The
merger stage has been studied numerically [81–85], and
is approximated analytically. The final stage, ringdown,
is modeled from black hole perturbation theory analyti-
cally. These three pieces of the waveform are stitched to-
gether with matching procedures and calibrated against
full numerical results to produce full, IMR waveforms.
Our goal is to determine where inspiral ends in a self-
consistent way – one that does not lead to significant
biases in the recovered parameters. When using GR in-
spiral templates to fit a full GR IMR signal, the biases
arise primarily in the recovered value of the total mass.
This is because the cutoff frequency of the template is
determined by the total mass, and so the inspiral wave-
form “stretches” in the frequency domain to fit some of
the merger power by changing this parameter. Although
this type of bias is clearly undesirable, the true danger
arises when using ppE inspiral signals to fit the full wave-
form. In this case, not only the total mass, but the ppE
strength parameter, β, change to attempt to fit some of
the merger/ringdown power. This can lead to a recov-
ered value of β that is not consistent with GR, and thus
the claim of a detection of a deviation from GR in the
GW signal.
Figures 10 and 11 show some of the consequences that
can arise when using inspiral-only templates to analyze
a signal that includes merger and ringdown. To gener-
ate both figures, we injected PhenomC waveforms, with
total mass (M = m1 + m2) beginning at M = 10M,
up to M = 50M. We then recovered these signals us-
ing inspiral-only GR templates, as well as inspiral-only
ppE templates with b = −2, which corresponds to a 1.5
PN correction to the GW phase. We used two differ-
ent determinations of the cutoff frequency for the inspi-
ral waveforms. In one set of runs, we used fIM = fLR,
where fLR is the frequency of a test-particle at the light
ring of a Schwarzschild black hole. For the other set,
we used fIM = fISCO, the ISCO frequency. The choice of
cut-off frequency had a significant effect on our results,
signaling a departure from GR for sufficiently massive
systems, even when the injection had none. In all cases,
we again use the neutron-star-binary optimized aLIGO
noise curve.
In Fig. 10, we plot the BF of ppE vs. GR templates
recovered from these signals. When the BF is larger than
1, the non-GR model is preferred. Even though all injec-
tions are GR signals, the BF shows a preference for non-
GR models for M > 30M when the light ring frequency
is used to terminate the waveforms, and for M > 40M
when the transition frequency for the waveforms is set to
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FIG. 10: BFs between GR and ppE templates. The injected
signals were GR, PhenomC waveforms, and they were recov-
ered using inspiral-only ppE waveforms. The dashed (blue)
line shows the BFs calculated by using the frequency at the
light ring as as the cutoff frequency for the waveforms. The
solid (red) line shows BFs calculated by using fISCO as the
cutoff frequency. A BF larger than 1 indicates a preference
for the non-GR model.
fISCO. If we are not careful to use inspiral-only templates
only for low-mass systems, then, we could mistakenly
claim the detection of a deviation from GR.
This growth in BF in favor of non-GR models is ac-
companied by a growing bias in the recovered value for
M . This is illustrated in Fig. 11, where we plot δM/M ,
where δM is the difference between the recovered best-fit
value for M and the injected value. For the systems we
analyzed, the discrepancy between the recovered and in-
jected masses was never larger than 8%, even though, as
expected, the templates using a cutoff frequency different
from the injected transition frequency performed worse
than the others.
It is not surprising that analyses using inspiral-only
templates are only dependable for low-mass systems. As
indicated above, the transition from the inspiral portion
of the waveform to the merger portion depends upon the
total mass of the system in question. This means that
for a low-mass system, most of the SNR of the signal is
contained in the inspiral, whereas for a high-mass system,
a large fraction is in the merger and ringdown. Table
II lists the inspiral/merger transition frequency and the
fraction of SNR contained in the inspiral for systems of
varying total masses.
The fact that using inspiral-only templates to fit IMR
signals will lead to parameter biases has been understood
for some time [86–91], and to this point the method for
avoiding these biases has been to use this type of signal
only when analyzing low-mass systems. Here we present
a simple, two-stage technique that allows us to use some
higher mass systems in inspiral-only analyses:
10
Total Mass (M) fISCO (Hz) % SNR before ISCO f10M (Hz) % SNR before r = 10M
10 879 100 704 98
20 220 93 393 47
30 147 82 254 24
40 110 72 188 12
50 88 61 150 7
TABLE II: ISCO frequency, frequency at r = 10M, and percentage of total SNR accumulated before these two frequencies for
systems of different total mass.
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FIG. 11: (upper panel) The bias in total mass, M , recov-
ered when using an inspiral-only, GR signal to fit an IMR,
GR signal. The dashed (blue) line was calculated using the
light ring to determine cutoff frequency, and the solid (red)
line used the ISCO. The error bars show the 1-σ limits for the
recovered values. For high-mass systems, the bias nears 10%.
For lower-mass systems, the recovered mass is very close to
the injected value. Each injected signal had SNR ∼ 25. (lower
panel) The bias in chirp mass,M, recovered for the same sys-
tems injected in the upper panel, with the cutoff frequency
determined using the ISCO. This plot illustrates that the re-
covered value of M is not strongly affected by the presence
of merger and ringdown in the signal.
• Analysis I: run a standard inspiral-only tem-
plate analysis on the full signal, using the self-
consistently determined frequency fISCO as a cut-
off.
• Analysis II: using the (biased) value of M recov-
ered in Analysis I, low-pass filter the data to re-
move everything above a frequency corresponding
to r = 10M , where r is the separation distance of
the binary, and re-run the analysis.
We also present a separate method, Analysis III, in
which the full IMR signal is fit using a two-part inspiral
template. This template consists of two inspiral tem-
plates with independent mass parameters - one to fit the
low-frequency part of the signal, and one to fit the high-
frequency part. That is,
h˜(f) =
{
h˜(f,~λ,M1,M1, β1) if f < f10M1
h˜(f,~λ,M2,M2, β2) if f10M1 ≤ f < fLRM2 ,
(15)
where Mi,Mi, and βi indicate the total mass, chirp mass,
and ppE strength parameter for either the early (1) or
late (2) portion of the signal. The other parameters, rep-
resented by ~λ, are the same in both portions of the tem-
plate. The cutoff frequency for the early inspiral template
is set to be the frequency corresponding to r = 10M1, and
the cutoff for the late portion is set to be the lightring
frequency corresponding to M2. We know that the inspi-
ral template should fit the early part of the signal with
no biases in the recovered parameters, and that the late
part will be biased because of the presence of merger and
ringdown in the data. This two-part template allows the
higher frequency portions of the signal to be fit with bi-
ased parameters without polluting the recovery of the
true system parameters using the early portion of the
signal.
The results of these analyses are shown in Fig. 12. In
this Figure, we plot the posterior distribution for M and
β for Analysis I, Analysis II, and Analysis III, all for the
case where M = 30M. In Analysis II, by using the con-
servative cutoff frequency associated with r = 10M in
our analysis, we are able to remove the bias in the recov-
ered total mass, as well as avoiding making false claims
that the signals are not consistent with GR. Similarly,
in Analysis III, by allowing the template to fit only the
low-frequency portion of the signal, we are also able to re-
move the biases in parameter recovery. One more feature
to note is that the distributions recovered in Analyses II
and III are broader than those in Analysis I – this is be-
cause neither of these analyses fit the full signal, and so
the full SNR is not available for these templates. Because
of this effect, this type of procedure is only useful for high
total mass systems that also have a high SNR.
The BF calculations are further illustrated in Fig. 13,
where we show the BF between ppE and GR for GR
injections of varying M , first for Analysis I using fISCO as
the cutoff frequency, then for Analysis II, using r = 10M ,
and finally using the two-part template of Analysis III.
The more conservative Analysis II never results in the
erroneous favoring of a non-GR model, and the two-part
inspiral template of Analysis III performs even better.
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FIG. 12: The posterior distributions for M (left panels) and
β (right panels) for a 30 M system, from Analysis I , II, and
III. The bias in recovery of M is removed in Analyses II and
III, as is the model preference for ppE over GR. The injected
value is shown by the vertical line in each panel.
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FIG. 13: BFs between ppE and GR templates, from Analysis
I (solid/red), using fISCO as the cutoff frequency, and from
Analysis II (dashed/blue), using r = 10M to calculate the
cutoff frequency. All signals were GR signals. In Analyses II
and III, the model selection process always favors GR.
B. Extracting with Inspiral-Merger-Ringdown ppE
Templates
Because it is not possible to analyze systems of all
masses with inspiral-only templates, the next problem
we investigate is in using the full IMR waveforms to test
GR. As we have mentioned, there are currently no con-
crete examples of merger/ringdown waveforms in non-
GR gravity theories. This unfortunately means that we
do not have strong theoretical motivations for what non-
GR templates should look like for these parts of the sig-
nal. We do know, however, that by adding some flex-
ibility to GR templates, via introducing parameters to
the merger and ringdown stages, we will be able to fit a
wider class of signals than with GR templates alone. We
cannot at present know if the flexibility is enough to fit
all possible non-GR signals, but if the extra parameters
are recovered at their GR values, we can at the very least
say that the data is consistent with GR.
This was exactly the philosophy followed in Ref. [33]
when proposing the ppE template family. That paper,
in fact, proposed a variety of families, including an IMR
one. Restricting attention to a simplified version of such
ppE IMR family [33], we will consider the following tem-
plates:
h˜(f) = h(f) =

hGR(exp iβu
b), if f < fIM
AMf
−2/3 exp iδ, if fIM ≤ f < fMR
AR
1+4pi2τ2(f−fMR)2 if fMR ≤ f
,
(16)
The inspiral portion is a standard PN inspiral with the
inclusion of a single ppE phase term; we here restrict
attention to the b = −2 case. The functional form of the
merger is based on an analytic fit to numerical data, and
includes two matching parameters, AM and δ, to ensure
continuity at the transition point. The ringdown is a
single quasi-normal mode, with matching parameter AR
to ensure continuity, real frequency fMR and decay time
τ . In GR, the decay time can be modeled via [33]
1
τGR
=
0.51η2 + 0.077η + 0.022
piM
, (17)
while the transition frequencies between inspiral/merger
and merger/ringdown can be modeled as [33]
fGRIM =
0.29η2 + 0.045η + 0.096
piM
fGRMR =
0.054η2 + 0.09η + 0.19
piM
. (18)
To model deviations away from the GR expectation,
we include four parameters that encode non-GR effects.
These are β, the usual ppE phase parameter from the
inspiral portion, and the following three new non-GR pa-
rameters:
• fshift shifts the beginning of merger:
fIM = f
GR
IM + fshift
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FIG. 14: Time-domain waveforms generated using the pa-
rameterization in Eq. (16), for an SNR 30 signal with to-
tal mass M = 50M. Top left: GR waveform. Top
right: fstretch = 0.1: the merger portion of the waveform is
compressed, but the frequency at which merger begins and
the structure of the ringdown are unaffected. Bottom left:
fshift = −80 Hz: the beginning of merger is shifted to a
lower frequency by 80 Hz, but the duration of merger and the
ringdown structure are unaffected. Bottom right: κ = 0.01:
merger is unaffected, but ringdown is changed such that the
decay is much slower than in GR.
• fstretch stretches the merger:
fMR = (f
GR
MR − fGRIM )fstretch + fIM
• κ adjusts the value of τ from its GR value:
τ2 = τ2GR/κ
The effects of these new parameters on the time-domain
waveforms are illustrated in Fig. 14. GR is recovered
when (β, fshift, fstretch, κ) = (0, 0, 1, 1).
In analogy with our previous work [29], we assess
how well these templates could be used to test GR
by determining the range of values for each parame-
ter that are consistent with a GR signal. We do this
by injecting a GR signal of the form of Eq. (16) with
(β, fshift, fstretch, κ) = (0, 0, 1, 1), in this case with SNR ∼
25, and running an MCMC analysis with templates also
of the form of Eq. (16) but with free (β, fshift, fstretch, κ) to
produce posterior distributions for these parameters. All
standard GR parameters are also allowed to vary during
these studies. The results we obtain are shown in Figs. 15
and 17.
In Fig. 15, we plot the uncertainty in the recovered val-
ues for fshift and β, as a function of M . If we had detected
a signal of the form injected, then our results indicate we
would have been able to exclude the region fshift and β
space above the curves shown in Fig. 15. As expected,
with increasing total mass the transition between inspiral
and merger has a larger effect on the signal, and so fshift
is better constrained. The uncertainty in β, on the other
hand, grows with increasing M. This can be understood
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FIG. 15: (upper panel) Uncertainty in the recovered value
of fshift (solid/red) and 10× the uncertainty in the recovered
value of β (dashed/blue), for different injected values of M .
The uncertainty in fshift decreases as the total mass increases
and the merger-ringdown portion of the waveform becomes
more important. The uncertainty in β increases due to corre-
lations between the two parameters. All injected waveforms
were GR signals. (lower panel) The injected value of fIM
(the transition between merger and ringdown) for the differ-
ent injected systems. The error bars on this value are the
uncertainty in fshift, as this parameter moves the transition
between merger and ringdown.
by examining the correlation between these two parame-
ters. As seen in Fig. 16, which shows the two-dimensional
posterior distribution for β and fshift for a system of total
mass 50 M, the correlation is high.
To further illustrate what it means to constrain fshift,
Fig. 15 also shows the frequency of transition between
merger and ringdown for the injected signals. The error
bars in this plot are the uncertainty in fshift, as this pa-
rameter moves the transition between merger and ring-
down. When this transition occurs at a very high fre-
quency, it is poorly constrained.
For the other two parameters, κ and fstretch, the poste-
riors themselves are plotted in Fig. 17. We do so because,
as can be easily seen in the figure, the posterior distri-
butions for these parameters are highly non-Gaussian for
low-mass systems, and so an estimate of the uncertainty
is somewhat meaningless. The same general pattern is
still apparent, however. For low-mass binaries, κ and
fstretch are essentially unconstrained within their prior
ranges, which were both uniform. For κ, the distribution
for the lowest mass system shows a clear preference for
large values of the parameter. This is because a large κ
leads to a very short ringdown, and there is essentially no
ringdown present in the actual data. Conversely, a small
value of κ leads to a long ringdown, and a correspond-
ingly large amount of SNR contained in the ringdown. As
the mass of the system grows, the precision with which
we could measure these two parameters (or analogously
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FIG. 16: Correlation between the ppE phase parameter β,
and the parameter fshift, that controls the start of the merger
phase. This correlation is only present for systems with large
M, and thus leads to an increase in the uncertainty in the
recovered value of β for these systems.
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FIG. 17: Posterior distributions for the parameters κ and
fstretch for various values of M . As the total mass increases,
the parameters go from being completely unconstrained to
well-measured by the data. All injected signals were GR sig-
nals. The vertical line in each panel indicates the injected,
GR value for that parameter.
exclude non-GR deviations) increases. The peak of the
distribution in each parameter, however, is not centered
precisely on the GR value. This is because of correlation
between the two parameters, which is shown in Fig. 18
via the two-dimensional posterior distribution of κ and
fstretch at M = 50M.
The systems for which we could use this parameteriza-
tion to test GR are those for which the new parameters
can be constrained. From Figs. 16 and 17, we can con-
clude that:
log
10
(g
)
fstretch
-1.5
-1
-0.5
0
0.5
1
0.2 0.4 0.6 0.8 1 1.2 1.4
FIG. 18: Correlation between the parameter τ , which affects
the ringdown phase, and the parameter fstretch, that controls
the length of the merger phase.
(i) Non-GR deviations to the merger and ringdown can
be detected for total masses at or above 50M,
(ii) Non-GR deviations to the inspiral become less de-
tectable for larger total mass binaries.
(iii) All non-GR parameters that characterize deviation
to the merger and ringdown (fshift, fstretch, and κ)
can be constrained with IMR ppE templates.
These conclusions, of course, depend on the assumptions
made in our analysis, chief among which are SNR ∼ 25,
and neglecting spins and eccentricity. Including the lat-
ter, or studying signals with lower SNR will likely weaken
the degree to which we can detect non-GR deviations.
VI. CONCLUSION
Template-based searches for GWs are powerful tools
that allow us to detect signals with low SNR and charac-
terize the physical parameters of the sources. They are
also an excellent means of testing GR. However, because
templates impose strong prior beliefs on the form of the
signals we expect to see, they can lead to strong biases
in the analyses. This leads to a host of pitfalls that we
must be aware of.
In this paper, we have explored several possible biases
caused by using incorrect templates. First, we showed
that there are possible departures from GR, not yet ruled
out by experiment, that are so poorly matched by GR
templates that they could evade detection by the searches
performed to date. If these signals were detected us-
ing GR templates, there would by large biases in the
recovered parameters. Using simple one-parameter ppE
templates for detection ameliorates this problem signif-
icantly, but there are still a regions of parameter space
14
in which, neither one-parameters ppE templates, nor GR
templates would detect the signals.
We have also shown that the ppE templates can be
used to detect deviations from GR that are very different
in form from those they were created to capture. In par-
ticular, we showed that these ppE templates can capture
modified gravity signals that “turn on” at a particular
critical frequency. Furthermore, with a slight modifica-
tion to the simplest ppE templates, deviations from GR
generated by such ST theories could be measured in such
a way that may help identify the parameters of these the-
ories.
Additionally, we have shown that using inspiral-only
templates is safe for low-mass binaries, but that stretch-
ing their use to higher masses would lead to biased pa-
rameter estimation, and could lead us to falsely believe
we had discovered a GR deviation. The frequency we
choose to use as a transition between inspiral and merger
can have measurable effects on these results. Both of
these issues can be avoided by using a simple, two-stage
procedure for characterizing full signals with inspiral-
only templates. Finally, we have explored a simple IMR
template family that contains a parameterization of devi-
ations from GR that could possibly be used on full IMR
signals. We found that such the merger-ringdown sector
of ppE templates can be effectively constrained for sig-
nals of sufficiently high mass, where the merger-ringdown
contributes significantly to the total SNR. Analogously,
GR deviations that arise only in the merger and ring-
down will be distinguishable from GR only for signals of
sufficiently high SNR and high total mass.
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