







2.1 High Availability Server 
 
Menurut [5] high availability adalah kemampuan dari suatu sistem untuk melakukan 
fungsinya secara berkesinambungan (tanpa adanya interupsi dari pihak lain) untuk jangka waktu 
lebih lama dari pada ketahanan yang di berikan oleh masing-masing komponennya. Jika server 
down (overload)  atau jika sumber daya yang berhenti, High Availability  cluster akan memonitor 
dan memastikan resource atau sumber daya dihidupkan ulang pada tempat lain dalam sistem 
cluster, sehingga dapat digunakan lagi setelah mengalami gangguan. Konsep tersebut berkaitan 
dengan kemampuan sistem untuk mengatasi terjadinya gangguan, kerusakan hardware, 
crash/down, kesalahan jaringan bahkan kegagalan server yang di sebabkan software yang gagal 
melakukan tugas semestinya [6]. Ada beberapa komponen yang dibutuhkan untuk mendukung 
implementasi High Availability  , yaitu: 
1. Environment 
Jika kamu memiliki server hanya di satu lokasi, ketika ada bencana alam seperti gempa bumi, 
banjir, atau tsunami, servermu bisa saja mengalami dampaknya hingga sistemmu 
akan  down. Oleh karena itu, pemilihan lokasi environment di data center yang lokasinya 
berbeda juga akan memengaruhi reliability. 
2. Hardware 
Server yang tersedia harus tahan terhadap pemadaman listrik, hardware 
failures termasuk harddisk dan network interfaces. 
3. Software 
Seluruh software rack, termasuk operating system dan aplikasi itu sendiri, harus 
dipersiapkan untuk menangani masalah tak terduga yang berpotensi memerlukan restart 
system atau server. 
4. Data 
Kehilangan data dapat disebabkan oleh beberapa faktor, High Availability   juga harus 





Kamu wajib menyiapkan strategi dengan backup plan untuk menghadapi masalah ketika ada 




Menurut [7] Docker ialah proyek sumber terbuka dengan platform terbuka buat 
pengembang ataupun pengguna teknologi dalam mengembangkan, menyusun, dan menjalankan 
software dimana saja dalam kontainer. Menurut [8] Docker ialah software sumber terbuka guna 
sebagai tempat ataupun container untuk memasukkan aplikasi lengkap dengan  isinya agar bisa 
berfungsi dengan baik yang dikemas menjadi image nantinya. Docker Container merupakan  
template berkarakter tulis dan baca, yang bergerak pada image-base. Docker kontainer dapat 
digunakan  untuk instalasi beberapa aplikasi sesuai dan telah di implimentasi ke image-base yang 
berguna sebagai media penyimpanan yang terisolasi aman setelah mengaktifkan image-base. 
Container menggunakan komponen yang diperlukan untuk menjalankan perangkat lunak yang 
dikehendaki. Komponen-komponen tersebut meliputi  file, variabel lingkungan, dependensi dan 
pustaka. Seperti yang ditunjukkan pada gambar 2.1 yang merupakan bentuk ataupun logo 
aplikasi docker. Perbedaan sangat terlihat dari container dibandingkan dengan virtualisasi adalah 
container memiliki ukuran file yang lebih kecil, karena container tidak perlu menyiapkan sistem 
operasi secara penuh seperti gambar 2.2. 
 
 






Gambar 2.2 Virtualisasi Container 
 
2.3 Docker Swarm 
 
Docker Swarm adalah Docker native clustering solution, yang dapat mengubah 
sekelompok host Docker terdistribusi menjadi satu server virtual besar [9]. Mode ini 
memungkinkan penggun a layanan  untuk me-deploy container pada multiple hosts atau Node, 
menggunakan overlay network. Swarm mode merupakan bagian dari command line interface 
Docker yang memudahkan pengguna untuk mengelola komponen container [10]. Pada gambar 
2.3  dijelaskan bahwa Docker Swarm terdiri dari beberapa host Docker yang berjalan dalam 
mode swarm cluster dan ada bertindak sebagai manajer (untuk mengelola keanggotaan) dan 
worker (yang menjalankan layanan swarm). Salah satu kelebihan utama layanan swarm adalah 
pengguna dapat memodifikasi sendiri konfigurasi layanan, termasuk jaringan dan volume yang 
terhubung dengannya, tanpa perlu memulai ulang dari awal layanan secara manual. 
 
 





Beberapa konsep kunci yang ada pada Docker swarm adalah sebagai berikut:  
1. Manager node adalah node yang bertugas untuk mengatur status cluster. Node bertugas 
membagikan tugas ke worker node, membuat replika proses, memperbaiki kesalahan pada 
worker node, dll. Apabila manager node down atau crash, semua service yang berjalan 
normal akan tetap berjalan seperti biasa, namun kita tidak bisa menjadwalkan service baru 
dan fitur self healing process tidak dapat dilakukan. 
a. 3 manager node mentoleransi 1 hilangnya manager node. 
b. 5 manager node mentoleransi 2 hilangnya manager node. 
c. N manager node mentoleransi (N-1)/2 hilangnya manager node.  
2. Worker node Worker node adalah node yang tugasnya hanya menjalankan tugas yang 
diberikan oleh manajer node. Worker node tidak dapat melakukan fungsi manajerial cluster 
ataupun tahu mengenai kondisi cluster. 
3. Load balancing merupakan teknik yang dapat mendistribusikan beban kerja, jaringan, atau 
lalu lintas aplikasi merata di beberapa server. Load balancing meningkatkan fungsi sistem 
pengguna layanan dengan memungkinkan peningkatan keandalan dan kinerja karena 
menghilangkan terjadinya satu titik kegagalan.  
2.4 Virtualisasi 
  
Virtualisasi merupakan teknik yang memungkinkan pengguna untuk membuat versi 
virtual perangkat atau sumber daya, seperti server, perangkat penyimpanan, jaringan, atau 
sistem operasi [11]. Virtualisasi mengacu pada sebuah perangkat komputer yang 
menjalankan beberapa sistem operasi secara bersamaan sekaligus. Aplikasi yang berjalan 
di mesin virtual dapat berjalan seolah-olah mereka berada di mesin khusus mereka sendiri, 
di mana sistem operasi, libraries, dan program lain bersifat unik untuk sistem virtualisasi 
dan tidak terhubung ke sistem operasi host yang berada di bawahnya. Terdapat tiga jenis 
pendekatan virtualisasi untuk membangun server virtual yaitu: 
1. Partial Virtualization. adalah bentuk virtualisasi pada sebagian dari perangkat 
keras. Perangkat lunak virtualisasi parsial akan mengemulasikan, seolah olah 




2. Full Virtualization berarti membuat seolah-olah ada komputer lain di dalam 
komputer. Dengan menginstall Linux dalam Windows Anda, demikian juga 
menginstall Windows dalam Linux.  
3. Hardware-assisted Virtualisation. Merupakan virtualisasi yang didukung oleh 
hardware, jadi ada hardware khusus yang berguna untuk meningkatkan 
performance proses virtualisasi. Hardware-assisted virtualisation mempunyai 
overhead yang banyak, agar skalabilitas guest OS tidak terlalu turun, maka dibantu 
dengan hardware. 
2.5 Paralelisme  
Paralelisme merupakan teknik yang paling sering digunakan dalam program 
paralel. Pada program paralel eknik ini lahir dari penelitian bahwa aplikasi utama 
komputasi paralel adalah dalam bidang sain dan engineer, yang umumnya melibatkan array 
multi-dimensi yang sangat besar. Dalam program sekuensial biasa, array ini dimanipulasi 
dengan mempergunakan perulangan bersarang untuk mendapatkan hasil. Kebanyakan 
program paralel dibentuk dengan mengatur ulang algoritma sekuensial agar perulangan 
bersarang tersebut dapat dilaksanakan secara paralel. Paralelisme data menunjukkan bahwa 
basis data dipergunakan sebagai dasar untuk membentuk aktifitas paralel, dimana bagian 
yang berbeda dari basis data akan diproses secara paralel. Dengan kata lain paralelisme 
dalam program ini dibentuk dari penerapan operasi-operasi yang sama ke bagian array data 
yang berbeda. Prinsip paralelisme data ini berlaku untuk pemrograman multiprosesor dan 
multikomputer. Dalam Paralelisme dikenal juga istilah scale up dan scale out.Tujuan scale 
up adalah untuk melihat performansi dari masing-masing Container Orchestration 
.Dengan cara melihat waktu Container creating time . dan waktu Container Orchestration 
melakukan Load balancing.Sedangkan tujuan scale out adalah untuk melihat performansi 
dari masing-masing Container Orchestration.Dengan cara mengukur waktu Delete 
Container ketika Container tersebut sudah tidak di gunakan. 
2.6 Penelitian Terkait  
Pada penelitian sebelumnya, membangun sebuah  implementasi layanan clustering 
server dengan menggunakan Docker. Serta melakukan analisa dan memberikan 
kesimpulan dari performance sistem clustering server yang meliputi parameter 
(throughput, latency, dan CPU Utilization) menggunakan Docker. Pada teknologi 




dijalankan,dikonfigurasi dan mempunyai skalabilitas tinggi. Ditambah banyaknya alat-alat 
menjalankan container pada sistem terdistribusi, menjawab masalah kompleksitas 
implementasi sistem terdistribusi pada aplikasi web. Pada tulisan ini diimplementasikan 
sistem terdistribusi yang dapat dengan cepat menjadwalkan aplikasi baru dalam suatu 
cluster, semua oprasi dilakukan dengan zero downtime, serta fault tolerance. 
Pada penelitian selanjutnya, bertujuan untuk mengimplementasikan sistem 
virtualisasi server berbasis docker container.  Melakukan pengujian terhadap efektifitas 
docker dalam penggunaan sumber daya CPU dan memori.Serta meningkatkan efektifitas 
penggunaan sumber daya hardware mesin server. Untuk mendapatkan hasil penelitian 
sesuai yang dibutuhkan, dilakukan beberapa tahapan pengujian baik itu melalui host docker 
ataupun komputer client yang terkoneksi dengan host docker.Dengan adanya penerapan 
virtualisasi server berbasis docker container pada ubuntu, dapat menjamin web menjadi 
stabil. Karena pada docker container memastikan aplikasi dan sumber daya yang terisolasi 
serta terpisah sehingga para penggunanya dapat menyesuaikan kebutuhan  di setiap aplikasi 
tanpa perlu mempengaruhi konfigurasi pada aplikasi yang lain.  
 Pada penelitian yang lainnya,  Sebagian besar server web yang digunakan saat ini 
masih banyak menggunakan arsitektur single backend server. Pada penelitian ini bertujuan  
untuk meningkatkan kinerja server web hanya dengan menggunakan single backend server 
web. Berdasarkan konsep perancangan, implementasi load balancing menggunakan 
algoritma least connection dan round robin pada docker swarm telah berhasil dilakukan. 
Selain itu, mekanisme failover yang terdapat pada docker swarm juga berjalan dengan baik, 
sehingga sistem memiliki ketersediaan tingkat tinggi.Hasil throughput yang didapatkan 
dari load balancer yang menggunakan algoritme least connection dan round robin memiliki 
hasil yang berbeda. Load balancing yang menerapkan algoritme leastconn memberikan 
hasil throughput yang lebih baik dari pada algoritme roundrobin. 
Tabel 2.1 Penelitian Terkait 
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