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IRREDUCIBLE SELF-ADJOINT REPRESENTATION OF QUANTUM
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Abstract. Quantization of Teichmu¨ller space of a non-compact Riemann surface has emerged in 1980’s
as an approach to three dimensional quantum gravity. For any choice of an ideal triangulation of the sur-
face, Thurston’s shear coordinate functions on the edges form a coordinate system for the Teichmu¨ller
space, and they should be replaced by suitable self-adjoint operators on a Hilbert space. Upon change
of triangulations, one must construct a unitary operator between Hilbert spaces intertwining the quan-
tum coordinate operators and satisfying composition identities up to multiplicative phase constants.
In the well-known construction by Chekhov, Fock and Goncharov, the quantum coordinate operators
form a reducible representation, and the phase constants are all trivial. In the present paper, we em-
ploy the harmonic-analytic theory of Shale-Weil intertwiners for Schro¨dinger representations, as well as
Faddeev-Kashaev’s quantum dilogarithm function, to construct irreducible representations of the quan-
tum shear coordinate functions and the corresponding intertwiners for changes of triangulations. The
phase constants are explicitly computed and described by the Maslov indices of Lagrangian subspaces
of a symplectic vector space, and by the pentagon relation of flips of triangulations. The present work
may generalize to cluster X -varieties.
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1. Introduction
Let S be an oriented non-compact surface of finite type, with negative Euler characteristic: that is,
a compact surface of genus g minus s punctures, with s ≥ 1 and 2 − 2g − s < 0. The Teichmu¨ller
space of S is the space of all complete hyperbolic metrics on S up to isotopy. It is a universal cover of
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2 HYUN KYU KIM
Riemann’s classical moduli space, and has been an important object of study since early 20th century.
It possesses nice geometric structures on itself, one of them being the Weil-Petersson Poisson structure.
Quantization of Teichmu¨ller space has appeared as an approach to three dimensional quantum gravity
since the relationship between the Teichmu¨ller space and the theory of 3d gravity was pointed out in
physics in 1980’s, and fundamental constructions were first obtained in 1990’s by Kashaev [K98] and
independently by Chekhov-Fock [CF99] [F97]. Later in 2000’s, the Chekhov-Fock quantum Teichmu¨ller
space was generalized by Fock-Goncharov [FG09] to quantum cluster variety.
One of the main results of quantum Teichmu¨ller theory is a family of projective unitary representations
of the mapping class group MCG(S) on a Hilbert space, for each S. Here, MCG(S) = Homeo+(S)/Homeo(S)0
is the group of isotopy classes of all orientation-preserving homeomorphisms S → S. One obtains a
Hilbert space HS and a map
pi~S : MCG(S)→ U(HS)
that is an ‘almost-group-homomorphism’, where ~ is the real parameter for quantization (the Planck
constant); to each g ∈ MCG(S), one assigns a unitary operator pi~S(g) on HS satisfying certain desired
‘quantization’ properties, such that
pi~S(g1g2) = c
~
g1,g2 pi
~
S(g1)pi
~
S(g2)
holds for every pair of elements g1, g2 ∈ MCG(S), for some constants c~g1,g2 ∈ C×. Due to unitarity, these
constants must live in U(1), and therefore are referred to as phase constants by the author in previous
papers. The map
MCG(S)×MCG(S)→ U(1) : (g1, g2) 7→ c~g1,g2
is a group 2-cocycle, hence represents a class in the second cohomology group H2(MCG(S); U(1)).
Although this cohomology class did not gain much interest from Chekhov, Fock, and Goncharov, it
turned out to be quite an interesting topic, and was an object of study of the papers by Funar-Sergiescu
[FS10], Funar-Kashaev [FK14], the author [K16a] [K16c], and Xu [X14]. The class depends on whether
the relevant quantum Teichmu¨ller theory is of the Chekhov-Fock(-Goncharov) type or of the Kashaev
type, and also on the construction of representations (HS , pi~S), for such construction is not unique.
The works [FS10] and [X14] were based on the assumption that the above 2-cocycle coming from the
(Chekhov-)Fock-Goncharov quantum Teichmu¨ller theory is of a certain form, in particular cohomolog-
ically non-trivial. However, in [K16c] the author proved that this Fock-Goncharov representation of
quantum Teichmu¨ller space yields trivial constants c~g1,g2 ≡ 1. One of the motivations of the present pa-
per is a proof of the existence of a Chekhov-Fock-Goncharov type representation of quantum Teichmu¨ller
space for which the corresponding cohomology class in H2(MCG(S); U(1)) is non-trivial, possibly res-
cuing the results of [FS10] and [X14].
We now go into a little bit more detail, which would also reveal other significant aspects of the present
work. First, we note that the precise version of the Teichmu¨ller space relevant to the Chekhov-Fock-
Goncharov quantization is the enhanced Teichmu¨ller space X +(S), which is a certain 2s-to-1 branched
cover of the Teichmu¨ller space [T80]. Crucial for quantization is a special coordinate system on X +(S),
and it requires the choice of an extra data called an ideal triangulation T on S, which is a collection of
edges, i.e. isotopy classes of simple paths running between punctures, that divide S into triangles, i.e.
regions bounded by three edges. Given an ideal triangulation T , for each edge e ∈ T , there is a so-called
shear coordinate function
xe = xe;T :X
+(S)→ R
studied by Thurston and Penner in 1980’s [T80] [P87] [P12]. Indeed, the map X +(S)→ RT , (h,O) 7→
(xe(h,O))e∈T , is a real analytic bijection, providing a global coordinate system for X +(S). The Weil-
Petersson Poisson structure on X +(S) is particularly simple in terms of these coordinate functions; the
Poisson brackets among them are constant functions
{xe, xf} = εef , ∀e, f ∈ T,
where the constants εef ∈ {−2,−1, 0, 1, 2} encode the combinatorics of T as follows:
εef = aef − afe,
aef = the number of corners of triangles of T delimited by e on the left and f on the right.
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A deformation quantization ofX +(S) can be formulated as a map that assigns to each smooth function
F on X +(S) a self-adjoint operator F̂ ~ on a Hilbert space H such that
1) F 7→ F̂ ~ is R-linear, 2) 1̂ = IdH , 3) [F̂ ~, Ĝ~] = 2pii~ {̂F,G}+ o(~), as ~→ 0.
Constructing such a map for all smooth functions is too difficult, so one begins with easy functions like
the shear coordinate functions for T . The problem of coming up with a set of self-adjoint operators
x̂~e = x̂
~
e;T , e ∈ T , on a Hilbert space HT satisfying the commutation relations
[x̂~e , x̂
~
f ] = 2pii~ εef · Id, ∀e, f ∈ T(1.1)
has a well-known solution on the Hilbert space L2(Rr, dt1 · · · dtr) for suitable r, by R-linear combinations
of the operators t1, . . . , tr and i
∂
∂t1
, . . . , i ∂∂tr . Finding suitable linear combinations is just a simple linear
algebra problem, and one canonical solution is found by Fock-Goncharov [FG09].
However, there is no preferred choice of an ideal triangulation T of the surface S, hence it is important
to make sure that the answers for the deformation quantization problem for different ideal triangulations
T are compatible with each other. In fact, this compatibility under change of triangulations is the key
aspect of the entire quantum Teichmu¨ller theory. Let T, T ′ be any pair of ideal triangulations. Then
the shear coordinate functions xe′;T ′ (e
′ ∈ T ′) for T ′ are related to those xe;T (e ∈ T ) for T by certain
coordinate change formulas. Thus the corresponding self-adjoint operators x̂~e′;T ′ on HT ′ should be
related to the operators x̂~e;T on HT by a quantum version of the classical coordinate change formulas.
Hence one looks for a unitary operator
K~T,T ′ : HT ′ →HT
that intertwines the two sets of quantum coordinate operators, in the sense that
K~T,T ′ x̂
~
e′;T ′ (K
~
T,T ′)
−1 = quantum coordinate change expression in terms of {x̂~e;T | e ∈ T}
holds for all e′ ∈ T ′. In particular, one must first come up with the quantum coordinate change
expression for the right hand side; making rigorous sense of the above intertwining equations in fact
involves notions from quantum cluster algebras as well as functional analysis [FG09]. Moreover, there
has to be a consistency among these unitary intertwining operators, namely
K~T,T ′ K
~
T ′,T ′′ = c
~
T,T ′,T ′′ K
~
T,T ′′
should hold for each triple of triangulations T, T ′, T ′′, for some constants c~T,T ′,T ′′ ∈ U(1). A solution
to this seemingly quite difficult problem of constructing such intertwiners K~T,T ′ was given by Fock-
Goncharov [FG09] (building on the first version by Chekhov-Fock [CF99]), with a key ingredient being
the quantum dilogarithm function of Faddeev-Kashaev [FK94] [F95], which is a meromorphic function
the complex plane with parameter ~ > 0, defined on the strip |Imz| < pi(1 + ~) as the contour integral
formula (going back to Barnes 100 years ago [B01])
Φ~(z) = exp
(
−1
4
∫
Ω
e−ipz
sinh(pip) sinh(pi~p)
dp
p
)
where Ω is a contour along the real line that avoids the origin by a small half-circle above the origin. As
mentioned above, the author proved in [K16c] that the phase constants c~T,T ′,T ′′ are identically 1.
In fact, what Fock-Goncharov constructed in [FG09] is a projective unitary representation of a quantum
version of the so-called cluster D-variety, which is a ‘symplectic double’ of the relevant clusterX -variety,
while enhanced Teichmu¨ller spaceX +(S) is a prominent example of a clusterX -variety. On the Hilbert
space HT = L2(RT ,∧e∈T dae), they constructed self-adjoint operators x̂~e on HT for each e ∈ T , as well
as their ‘opposite-copy’ operators ̂˜x~e , e ∈ T , together with some more operators; that is, there were more
than double the number of coordinate functions to quantize than in the case ofX +(S). These operators
are obtained as linear combinations of basic operators {ae, i ∂∂ae | e ∈ T}, with coefficients canonically
determined by the matrix ε = (εef )e,f∈T for T . Moreover, these self-adjoint operators together form an
irreducible representation on HT .
However, the subset of Fock-Goncharov operators {x̂~e | e ∈ T} corresponding to just one copy of cluster
X -variety, or X +(S), does not form an irreducible representation on HT . Existence of irreducible
representations of quantum cluster X -variety or quantum Teichmu¨ller space, i.e. irreducible systems of
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self-adjoint operators satisfying the relations in eq.(1.1), as well as uniqueness up to unitary equivalence,
is a well-known fact in functional analysis under the name of generalized Stone-von Neumann theorem
[vN31] [RS80] [H13]. As mentioned in [FG09], one way of obtaining such irreducible representations,
enumerated by ‘central characters’ λ of quantum clusterX -variety, is to apply the spectral decomposition
of HT into direct integral of smaller Hilbert space slices HT ;λ, over which one has a control for almost
every λ. Nevertheless, explicit construction of these irreducible representations HT ;λ has not been
established in the quantum Teichmu¨ller theory literature, and this is the task that the present paper is
undertaking. For each given T and λ, constructing one irreducible representation HT ;λ is not difficult;
the only nuisance is that there seems to be no preferred canonical description of it as some L2(Rr). In
fact, what is not so straightforward to obtain, and hence is one of the key points of the present paper, is
an explicit construction of the intertwining operators K~T,T ′;λ between these representation spaces HT ′;λ
and HT ;λ per each change of ideal triangulations T ; T ′.
A main ingredient we utilized to accomplish the above task is the construction of (Lion-)(Segal-)Shale-
Weil projective representations of symplectic groups [S62] [S63] [W64] [L77] [LV80], also known as rep-
resentations of metaplectic groups. Chekhov-Fock already remarked in [CF99] that their intertwiners
can be viewed as generalizations of these Shale-Weil representations; in the present paper we work this
out concretely, and also compute the phase constants precisely. Here we briefly review the Shale-Weil
construction. From the skew-symmetric integer matrix ε = (εef )e,f∈T for an ideal triangulation T or for
a cluster X -seed, or more generally from any skew-symmetric real matrix, consider a real vector space
VT with a formal set of basis {xe | e ∈ T} enumerated by T , equipped with a skew-symmetric bilinear
form BT defined on the basis as
BT (xe,xf ) = εef , ∀e, f ∈ T.
This space (VT , BT ) corresponds to the space of edge weights on a train track made from T , equipped
with the Thurston intersection form, studied by Bonahon [B96]. Let hT be the real Lie algebra on the
vector space hT = VT ⊕ Rc with the Lie bracket given by
[x,y] = BT (x,y) · c, ∀x,y ∈ VT , [c,x] = 0, ∀x ∈ VT .
This Lie algebra is referred to as a generalized Heisenberg algebra, where usually the form BT is assumed
to be symplectic, i.e. non-degenerate; in our case, it has a non-zero radical V ⊥T of dimension s = the
number of punctures. One must choose a central character λ, i.e. a linear map V ⊥T → R; for the case
of enhanced Teichmu¨ller space, it is equivalent to choosing a real number for each puncture. Then, for
each choice of a Lagrangian subspace ` of VT , i.e. a maximal subspace of VT s.t. BT (x,y) = 0 for all
x,y ∈ `, a representation of hT on a Hilbert space H` = L2(Rr) called the Schro¨dinger representation
was constructed, while for each pair of Lagrangian subspaces `, `′ of VT , a canonical unitary map
F`,`′ :H` →H`′
that intertwines the representations of hT , called the (Shale-)Weil intertwiner, was constructed, using
natural arguments of harmonic analysis, generalizing Fourier transforms. The analog of the Fourier
inversion formula F`,`′ F`′,` = Id was established, and then for every triple of Lagrangian subspaces
`, `′, `′′, the composition identity
F`′′,`′′′ F`′,`′′ F`,`′ = e
ipi
4 τ(`,`
′,`′′) · Id(1.2)
was proved, where τ(`, `′, `′′) is the signature of the so-called Maslov index Q`,`′,`′′ constructed by
Kashiwara [K] [LV80], defined as the quadratic form on the vector space `⊕ `′ ⊕ `′′ as
Q`,`′,`′′(x+ x
′ + x′′) := BT (x, x′) +BT (x′, x′′) +BT (x′′, x), ∀x+ x′ + x′′ ∈ `⊕ `′ ⊕ `′′
These constructions also yield projective representation of the automorphism group of (VT , BT ), namely
the symplectic group, and its resulting cohomology class was one of the major objects of study in this
literature (see e.g. [W64] [LV80] [R93]).
Let us concentrate on our setting. Fix a central character λ, i.e. the choice of a real number for each
puncture of S. For each ideal triangulation T of S, and each Lagrangian subspace ` for (VT , BT ), we
give an explicit construction of an irreducible representation of the quantum Teichmu¨ller space, i.e. a
set of self-adjoint operators {x̂~e;λ;T | e ∈ T} on a Hilbert space HT ;λ;`, acting irreducibly. Then, for any
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different choice of ideal triangulation T ′ and a Lagrangian subspace `′ for (VT ′ , BT ′), we construct a
unitary intertwiner
K~T,T ′;λ;`,`′ : HT ′;λ;`′ →HT ;λ;`,
as a mixture of the Weil intertwiner F and the Fock-Goncharov intertwiner K. As mentioned, these
representations and intertwiners had only been hinted but not constructed in the literature. Finally, by
carefully keeping track of the interplay between the Weil intertwiners and the Fock-Goncharov inter-
twiners, we prove the consistency relations
K~T,T ′;λ;`,`′ K
~
T,T ′;λ;`′,`′′ = c
~
T,T ′,T ′′;λ;`,`′,`′′ K
~
T,T ′;λ;`,`′′
We explicitly compute the phase constants c~T,T ′,T ′′;λ;`,`′,`′′ ∈ U(1) by using eq.(1.2) and the famous
pentagon identity of the quantum dilogarithm function Φ~(z), as well as by proving and using basic
lemmas about the Weil intertwiner F. So these phase constants are related to both the Maslov indices
of Lagrangian subspaces of degenerate symplectic vector spaces and also the pentagon relations of flips
of ideal triangulations.
In short, the present work can be viewed as a cross-breeding of the Shale-Weil theory of 1960’s–1970’s
with the quantum Teichmu¨ller theory of 1990’s–2000’s. We also note that our results on quantum
Teichmu¨ller spaces may generalize to quantum cluster X -varieties (see the last section).
Acknowledgments. This research was supported by Basic Science Research Program through the
National Research Foundation of Korea(NRF) funded by the Ministry of Education(grant number
2017R1D1A1B03030230).
2. Schro¨dinger representations and Weil intertwiners
This section is for reviewing the relevant literature and for establishing necessary notations and lemmas.
Original papers are [S62] [S63] [W64], but we mostly follow [L77] and [LV80] suitably adapted for our
purposes. Whenever we add a terminology or provide a proof that is not written in these sources, we
indicate so; however, it is possible that these may be found in some of the vast number of works citing
these original papers.
2.1. Real vector space V with skew-symmetric bilinear form B. Let V be a finite dimensional real
vector space, equipped with a skew-symmetric bilinear form B, which is not necessarily non-degenerate;
so, the radical
V ⊥ = {v ∈ V | B(v, w) = 0, ∀w ∈ V }
is not necessarily the zero space.
Remark 2.1. Often in the literature, only the case when B is non-degenerate is dealt with; then (V,B)
is called a symplectic vector space. Good thing about [L77] is that it deals with the degenerate case. The
paper [LV80] provides more details overall, but it concerns only the non-degenerate case. Hence we go
back and forth between these two references.
To avoid triviality, we will assume that V 6= V ⊥. To such data (V,B), we associate a real Lie algebra
n = n(V,B) as follows. The underlying vector space is
n = V + Rc,
which is a vector space direct sum; there is a natural inclusion of V into n, so elements of V will be
viewed as elements of n whenever appropriate. The Lie bracket of n is given by the formulas
[v, w] = B(v, w) · c, ∀v, w ∈ V, [v, c] = 0, ∀v ∈ V.
Let N = N(V,B) be a simply-connected real Lie group whose Lie algebra is isomorphic to n; it is well
known that such N exists and is unique up to isomorphism (see e.g. [L13]). As usual, denote by
exp : n→ N, x 7→ exp(x) = ex,
the exponential map, which is a diffeomorphism in this case.
In particular, n is a two-step nilpotent real Lie algebra, and is a generalized version of the so-called
Heisenberg algebra, while N is a generalized version of the so-called Heisenberg group.
Definition 2.2. A polarization of this Lie algebra n is a maximal abelian Lie subalgebra of n.
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Definition 2.3. A Lagrangian of the vector space (V,B) equipped with the skew-symmetric bilinear
form B is a maximal totally isotropic subspace of V with respect to B, i.e. a subspace ` of V s.t.
`⊥ = {v ∈ V | B(v, w) = 0,∀w ∈ `} equals `.
It is a simple observation that every Lagrangian of (V,B) contains the radical V ⊥. For the purposes
of our paper, it is convenient to deal with the subspace of ` complementary to the radical V ⊥.
Definition 2.4. An essential Lagrangian of the vector space (V,B) is a subspace ` of some Lagrangian
`′ of (V,B) such that `′ = `+ V ⊥ and ` ∩ V ⊥ = 0.
Among the terms used in the present section, the ‘essential Lagrangian’ is one of few non-standard
ones. Note that, an essential Lagrangian determines a unique Lagrangian containing it, but, if V ⊥ 6= 0,
a Lagrangian does not determine a unique essential Lagrangian contained in it.
For any essential Lagrangian ` of V , consider the vector subspace
h = h` := V
⊥ + `+ Rc
of n. Then h is a polarization of n, and every polarization arises this way. Let h = h` be a polarization of
n, associated to an essential Lagrangian ` of (V,B). Denote by H = H(h) = H(`) be the Lie subgroup
of N corresponding to h, i.e.
H = exp(h).
2.2. Schro¨dinger representation of Heisenberg group N , associated to essential Lagrangian
`. Now, choose any R-linear map
f : V ⊥ → R,
and choose an essential Lagrangian ` of (V,B). Extend f to a linear map f˜ on h = V ⊥ + `+ Rc
f˜ : h→ R
by setting its value on ` to be zero and
f˜(c) := −1.
This requirement f˜(c) = −1 might look somewhat artificial; in general f˜(c) can be set to be any real
number (for example, it is set to be 2pi in [LV80]), but −1 suits best for our purposes. Then define a
character
χ = χf = χf,` : H → U(1)
of H = H(`) as
χ(exp(x)) = eif˜(x), ∀x ∈ h.
There is a freedom also in the normalization of this character χ, but we choose to work with the above.
Remark 2.5. Lion [L77] starts from a more general linear map f : n→ R from the beginning, instead
of f : V ⊥ → R, hence an essential Lagrangian is not necessary to define the character χ of H.
We shall construct a Hilbert space H` as follows. First, consider continuous functions k : N → C
satisfying the covariance relation
k(nh) = χ(h)−1k(n), ∀g ∈ N, ∀h ∈ H.(2.1)
Since |χ(h)| = 1 for each h ∈ H, we get a well-defined function |k| : N/H → R≥0, defined as nH 7→
|k(nh)|, for any n ∈ N and h ∈ H. We denote by dmN and dmN/H the Radon measures on N and N/H
that are invariant under the action of N from the left respectively, i.e. the Haar measures. It is well
known that each of them exists and is unique up to multiplication by positive real constant; we can see
these more clearly and concretely once we choose a basis of n and n/h, in which case the situation is like
measures on Euclidean spaces invariant under translations, and which we shall indeed do shortly.
One can now ask whether this function |k| on N/H is square-integrable with respect to the measure
dmN/H . Denote by Fun
N
H the set of all continuous functions k : N → C that satisfy eq.(2.1) and are
square-integrable on N/H with respect to the measure dmN/H . Then we have L
2(N/H, dmN/H)-norm
on FunNH , and define H` to be the completion of this normed vector space. In the end, we have
H` = {k : N → C | k is measurable, k satisfies eq.(2.1), |k| is square-integrable on N/H}/ ∼
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where ∼ means that an element of H` is defined up to a set of measure zero. Notice that the space H` is
independent of the choice of multiplicative constant coming from the ambiguity of the measure dmN/H .
If we choose a set N0 ⊆ N of representatives for all the left H-cosets, so that we have a bijection
N0 → N/H, n 7→ nH, then we obtain a natural identification map
H` ←→ L2(N/H, dmN/H)(2.2)
Namely, let k : N → C be a function representing an element of H`. Define a function k : N/H → C by
k(nH) := k(n), ∀n ∈ N0.
Then k is well-defined up to a set of measure zero, and one can verify that it represents an ele-
ment of L2(N/H, dmN/H). Conversely, let k0 : N/H → C be a function representing an element of
L2(N/H, dmN/H). Define a function k˜0 : N → C by
k˜0(nh) := χ(h)
−1k0(n), ∀n ∈ N0, ∀h ∈ H.
One can verify that k˜0 represents a well-defined element of H`, and that the above two correspondences
between H` and L2(N/H, dmN/H) are inverses to each other.
We now define a unitary representation of the group N on H`, naturally induced by the left action of
N on N and on N/H. Namely, to each n ∈ N define an operator
pi`(n) :H` →H`
by the formula
(pi`(n)k)(n
′) := k(n−1n′), ∀k ∈H`, ∀n′ ∈ N ;(2.3)
one can easily see that pi`(n)k ∈H` holds for all k ∈H`, and can show that pi`(n) is unitary (using the in-
variance of the measure dmN/H). This representation (H`, pi`) is called the Schro¨dinger representation
of the generalized Heisenberg group N = N(V,B), associated to the essential Lagrangian ` of (V,B).
We note that there is no need to choose a basis of ` so far.
2.3. Schro¨dinger representation of N , for essential Lagrangian ` and isotropic supplementary
basis B. One could realize the Schro¨dinger representation H` by the model L2(N/H, dmN/H) via the
correspondence in eq.(2.2). Even more concretely, we will now realize this Hilbert space as L2(Rr), by
choosing suitable bases of vector spaces in n. We follow the idea of Lion [L77] of using ‘B.S.A.’ (adapted
supplementary basis) and restrict ourselves to more special choices.
Definition 2.6. For an essential Lagrangian ` of the vector space (V,B) equipped with a skew-symmetric
bilinear form, an isotropic supplementary basis to ` in V is an ordered set B of elements v1, . . . , vr
of V such that the their span spanRB is an essential Lagrangian of (V,B) and satisfies ` ∩ spanRB = 0.
We say that the pair of such data (`,B) is a symplectic decomposition of (V,B).
Lemma 2.7. (1) For each essential Lagrangian ` of (V,B), an isotropic supplementary basis B =
{v1, . . . , vr} to ` in V exist.
(2) V = V ⊥ + `+ spanRB.
(3) We have r = dim ` = 12 (dimV − dimV ⊥).
In fact, having a symplectic decomposition is equivalent to having a ‘symplectic basis’.
Lemma 2.8. Let (`,B) be a symplectic decomposition of (V,B), with B = {v1, . . . , vr}. Then there
exists a unique ordered basis {w1, . . . , wr} of ` such that B(wi, vj) = δij, ∀i, j ∈ {1, . . . , r}.
Proof. Straightforward exercise in linear algebra (we will not really use this lemma).
Choose an essential Lagrangian ` of (V,B), and consider the subgroup H = H(`) = H(h`) = exp(V
⊥+
Rc+ `) of N . Let’s now choose any isotropic supplementary basis
B = {v1, . . . , vr}
to ` in V . Then we shall use the set
N0 = {exp(
∑r
i=1tivi) | ti ∈ R, ∀i = 1, . . . , r} ⊂ N
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as the set of representatives of the left H-cosets in N . So, each element n of N can be written as
n = exp(
∑r
i=1tivi) · h
for unique t1, . . . , tr ∈ R and unique h ∈ H.
Consider now the following Hilbert space associated to the symplectic decomposition (`,B) of (V,B):
H`,B := L2(Rr, dt1 · · · dtr),(2.4)
where t1, . . . , tr are used as real coordinate variables for Rr, and dt1 · · · dtr denotes the usual Lebesgue
measure on this Rr. By the identification of N0 and N/H, one has the natural correspondence
L2(N/H, dmN/H)←→H`,B.
So, by composition, we obtain a canonical identification map
I`,B :H` →H`,B(2.5)
of Hilbert spaces. Let’s describe I`,B more concretely. Let ϕ = ϕ(t1, . . . , tr) ∈ H`,B. Then the corre-
sponding element I−1`,Bϕ ∈H` is given by
(I−1`,Bϕ)(exp(
∑r
j=1tjvj) · h) = χ(h)−1 · ϕ(t1, . . . , tr), ∀t1, . . . , tr ∈ R, ∀h ∈ H.(2.6)
Now we define pi`,B to be the unitary representation of N on the Hilbert space H`,B, induced by pi` via
the above map I`,B, that is,
pi`,B(n) ◦ I`,B = I`,B ◦ pi`(n), ∀n ∈ N.(2.7)
This representation (H`,B, pi`,B) is called the Schro¨dinger representation of the generalized Heisen-
berg group N = N(V,B), associated to the symplectic decomposition (`,B) of (V,B).
What happens if we fix an essential Lagrangian ` and choose two different isotropic supplementary
bases B and B′ to ` in (V,B)? What is the relationship between the representations (H`,B, pi`,B) and
(H`,B′ , pi`,B′)? Is there a natural map H`,B → H`,B′? Indeed, by construction of these representations,
there is a canonical map
I`,B′ ◦ I−1`,B : H`,B −→H`,B′ ,
which is unitary and intertwines the actions pi`,B and pi`,B′ of N . Although the construction of this
identification map looks natural and trivial, when we write the domain and the codomain as L2(Rr),
it is in general not the identity map on L2(Rr). In fact, the naive map H`,B → H`,B′ representing the
identity map on L2(Rr) also plays an important role in the present paper, and will be dealt with in §2.7.
2.4. Schro¨dinger representation of Heisenberg algebra n. One can also ‘differentiate’ the repre-
sentations pi` and pi`,B of the preceding subsection to obtain representations of the generalized Heisenberg
Lie algebra n, which we again denote by the same symbols pi` and pi`,B, defined by the following natural
relations
pi`(exp(x)) = e
pi`(x) and pi`,B(exp(x)) = epi`,B(x), ∀x ∈ n.
Some words must be put in order. The representation pi` of the real Lie algebra n here assigns to each
element x ∈ n an operator pi`(x) on the Hilbert space H` that is skew self-adjoint, i.e. i times a
self-adjoint operator. In particular, pi`(x) is in general a densely defined operator, and not defined on
the whole space H`. Via the functional calculus for the self-adjoint operator i−1 · pi`(x), the unitary
operator epi`(x) on H` is well-defined. Likewise for pi`,B on H`,B. These representations pi` and pi`,B of
the generalized Heisenberg Lie algebra n are also called the Schro¨dinger representations. Here we
are assuming basic knowledge on functional analysis; see e.g. [RS80] [H13].
Let us compute the operator pi`,B(x) for some simple examples of x ∈ n.
Example 2.9. Let’s compute pi`,B(w) for an element
w ∈ ` ⊂ V ⊆ n.
Define the real numbers αi ∈ R, i = 1, . . . , r, as
αi = B(vi, w), ∀i = 1, . . . , r,
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where B = {v1, . . . , vr}. Let ϕ = ϕ(t1, . . . , tr) ∈ H`,B, and let ϕ˜ = I−1`,Bϕ ∈ H`; see eq.(2.6). For each
t ∈ R, let us consider exp(tw) ∈ N , and its action under pi` first. We use the relation
exp(a) exp(b) = exp(a+ b+ 12 [a, b]) = exp([a, b]) exp(b) exp(a), ∀a, b ∈ n,(2.8)
which follows e.g. from the Baker-Campbell-Hausdorff formula. In particular, we have
exp(a) exp(d) = exp(a+ d) = exp(d) exp(a), ∀a ∈ n, ∀d ∈ V ⊥ + Rc,
so that the factor exp([a, b]) in the former equation line commutes with other factors (∵ [a, b] ∈ Rc,
∀a, b ∈ n in our setting). Note
(pi`(exp(tw))ϕ˜)(exp(
∑r
j=1tjvj) · h) = ϕ˜(exp(−tw) exp(
∑r
j=1tjvj) · h)
= ϕ˜
(
exp(
∑r
j=1tjvj) exp(−tw) exp([−tw,
∑r
j=1tjvj ]) · h
)
= ϕ˜
(
exp(
∑r
j=1tjvj) exp(−tw) exp(t
∑r
j=1tjαj · c) · h
)
= χ(h)−1χ(exp(t
∑r
j=1tjαj · c))−1χ(e−tw)−1ϕ˜(exp(
∑r
j=1tjvj))
= χ(h)−1 ei·(t
∑r
j=1 tjαj) ϕ˜(exp(
∑r
j=1tjvj)),
which means, in view of eq.(2.6)–(2.7), that
(pi`,B(exp(tw))ϕ)(t1, . . . , tr) = eit
∑r
j=1 tjαj · ϕ(t1, . . . , tr)
thus pi`,B(exp(tw)) = eit
∑r
j=1 tjαj , hence by ‘differentiating’ we get
pi`,B(w) = i
∑r
j=1tjαj (on H`,B = L
2(Rr, dt1 · · · dtr)).
Here, the operator
∑r
j=1tjαj is given as multiplication by
∑n
j=1tjαj on a dense subspace of H`,B such
as the Schwartz space, and then extended uniquely to its maximal domain of self-adjointness.
Let’s now compute another example of the opposite extreme.
Example 2.10. Let’s compute pi`,B(v) for an element
v =
∑r
i=1aivi ∈ spanRB ⊆ V ⊆ n
of the span of chosen isotropic supplementary basis B to ` in V ; so a1, . . . , ar ∈ R. For any t ∈ R,
consider the element exp(tv) ∈ N , and its action under pi`. Let ϕ ∈H`,B, and let ϕ˜ = I−1`,Bϕ ∈H`. Note
(pi`(exp(tv))ϕ˜)(exp(
∑r
j=1tjvj) · h) = ϕ˜(exp(−tv) exp(
∑r
j=1tjvj) · h) (∵ eq.(2.3))
= ϕ˜(
∑r
j=1(tj − taj)vj) · h)
= χ(h)−1 · ϕ(t1 − ta1, . . . , tr − tar)
which means, in view of eq.(2.6), that
(pi`,B(exp(tv))ϕ)(t1, . . . , tr) = ϕ(t1 − ta1, . . . , tr − tar).
So pi`,B(exp(tvi)) = e
−t
∑r
j=1
aj
∂
∂tj , hence by ‘differentiating’ we have
pi`,B(v) = pi`,B(
∑r
j=1ajvj) = −
∑r
j=1aj
∂
∂tj
= i
∑r
j=1aj
(
i ∂∂tj
)
(on H`,B = L2(Rr, dt1 · · · dtr)).
Here, the operator
∑r
j=1aj i
∂
∂tj
is defined by the formula ϕ 7→ ∑rj=1aj i ∂∂tiϕ for ϕ living in a dense
subspace like the Schwartz space, and then extended to a domain of self-adjointness.
The following two results can be deduced in a similar manner.
Example 2.11. One has
pi`,B(v) = i f(v) · Id, ∀v ∈ V ⊥ ⊂ n,
pi`,B(c) = −i · Id.
We note that Examples 2.10, 2.9, and 2.11 can be partially found in [LV80]. One consequence of the
above computational results is that, via the Stone-von Neumann theorem [vN31] [RS80] [H13], we can
deduce that the unitary (strongly continuous) representation pi`,B of the group N on H`,B = L2(Rr) is
irreducible in the sense that there is no closed invariant proper subspace, and is uniquely determined by
f : V ⊥ → R up to unitary equivalence.
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2.5. Weil intertwiner for change of choice of ` and B. Let `1, `2 be two essential Lagrangians of
(V,B). We will briefly review the construction of a canonical unitary operator
F`1,`2 :H`1 →H`2
that intertwines the representations pi`1 and pi`2 of the Heisenberg Lie group N . This operator was
established by Segal [S63], Shale [S62], and Weil [W64], for the case when V ⊥ = 0, and for nilpotent Lie
algebras n by Lion [L77], which concerns our case. See those references (also [LV80]) for more details.
Let Hi = H(`i) and write χi = χf,`i : Hi → C, for i = 1, 2. Formally, the sought-for intertwining
operator is defined as the following formula: for k ∈ H`1 , i.e. for measurable functions k : N → C,
satisfying the covariance relation k(nh) = χ1(h)
−1k(n) for all n ∈ N and h ∈ H1, and square-integrable
on N/H1, define a new function F`1,`2k : N → C as
(F`1,`2k)(n) =
∫
H2/H1∩H2
k(nh)χ2(h) dmH2/H1∩H2(h).(2.9)
On the right hand side, h ranges over the representatives of left (H1 ∩H2)-cosets in H2; note that the
integrand function H2/H1 ∩H2 → C : h(H1 ∩H2) 7→ k(nh)χ2(h) is well-defined, due to the covariance
relation of k with respect to elements of H1, and due to the fact that χ1 and χ2 coincide on H1 ∩H2.
The integral is taken with respect to a left Haar measure dmH2/H1∩H2 on H2/H1 ∩ H2, i.e. a Radon
measure invariant under the left action of H2; such measure exists and is unique up to multiplication
by a positive real constant. Another issue is on the convergence of the integral. It converges for k
living in a dense subspace of H`1 , say the Schwartz space, which is more concretely seen in the model
H`1,B1 = L
2(Rr), for any chosen isotropic supplementary basis to `1 in V . In e.g. [L77], it is shown
that F`1,`2 is a homeomorphism between the Schwartz spaces of H`1 and H`2 , with respect to the
topologies given by certain families of semi-norms, and is unitary when suitably normalized, hence can
be extended to the wholeH`1 . To remove the ambiguity coming from the choice of measure dmH2/H1∩H2 ,
consider the operator
F`1,`2
||F`1,`2 || rescaled by its operator norm. This rescaled operator defines a unitary
map H`1 → H`2 , and is independent of the choice of measure dmH1/H1∩H2 . From now on, we denote
this canonically normalized unitary operator by the same symbol F`1,`2 . It is also proved e.g. in [L77]
that this unitary map intertwines the representations, in the sense that
F`1,`2 ◦ pi`1(n) = pi`2(n) ◦ F`1,`2 , ∀n ∈ N ;
at least formally, it is straightforward to verify this from eq.(2.9).
The formula eq.(2.9) immediately reminds us of the Fourier transform. Indeed, for suitable choices of
`1 and `2, the above F`1,`2 indeed coincides with the ordinary Fourier transform; so this operator F`1,`2
is often referred to as a generalization of Fourier transform. Of course, such can be explicitly checked
using the models H`1,B1 and H`2,B2 , which are realized as L
2(Rr).
Let us be more precise. Let Bi be an isotropic supplementary basis to `i in V , for i = 1, 2. Define
F(`1,B1),(`2,B2) :H`1,B1 →H`2,B2
to be the unique operator making the following diagram to commute:
H`1
F`1,`2 //
I`1,B1

H`2
I`2,B2

H`1,B1
F(`1,B1),(`2,B2) // H`2,B2
(2.10)
Then it is easily seen to be unitary, and to be intertwining the representations pi`1,B1 and pi`2,B2 .
We refer to the above constructed operators F`1,`2 and F(`1,B1),(`2,B2) as the Weil interwiners or
Lion-Segal-Shale-Weil intertwiners. The subscripts of a Weil intertwiner will be often omitted
when they are clear from the domain and the codomain of the intertwiner. So we will sometimes write
F :H`1 →H`2 and F :H`1,B1 →H`2,B2
to mean the Weil intertwiners F`1,`2 and F(`1,B1),(`2,B2) respectively.
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2.6. Phase constants for composition of Weil intertwiners via Maslov indices. Now, for any
two essential Lagrangians `1 and `2 of (V,B), we have an intertwiner F`1,`2 from the representation
(H`1 , pi`1) of N to the representation (H`2 , pi`2). Of our principal interest is composition of these inter-
twiners, starting and ending at a same representation (H`, pi`). By the Stone-von Neumann theorem,
any unitary intertwiner from (H`, pi`) to itself must be the identity operator times a complex scalar of
modulus 1, and the question is to exactly pin down this scalar, which we call a phase constant.
The first observation is the following trivial one:
F`,` = Id :H` →H`.(2.11)
The second one is already quite non-trivial, whose proof involves certain case-by-case investigation.
Proposition 2.12 (involutivity of Weil intertwiners; follows from [L77]). For any two essential La-
grangians `1 and `2 of (V,B), one has
F`2,`1 ◦ F`1,`2 = Id :H`1 →H`1 .
See also [W64] and [LV80] for cases V ⊥ = 0. This result corresponds to the Fourier inversion formula.
The next step is then to determine the constant for F`3,`1 ◦ F`2,`3 ◦ F`1,`2 . To describe the result, we
first have to recall the following definition.
Definition 2.13 (Kashiwara [K] [LV80]). For any three Lagrangians `1, `2, `3 of (V,B), the Maslov index
is the quadratic form Q`1,`2,`3 on the vector space `1 ⊕ `2 ⊕ `3 defined by
Q`1,`2,`3(x1 + x2 + x3) := B(x1, x2) +B(x2, x3) +B(x3, x1), ∀x1 + x2 + x3 ∈ `1 ⊕ `2 ⊕ `3,(2.12)
and the Kashiwara index τ(`1, `2, `3) ∈ Z is defined as
τ(`1, `2, `3) = the signature of the Maslov index Q`1,`2,`3 ;(2.13)
that is, the number of + signs minus the number of − signs in a diagonalized expression of the quadratic
form Q`1,`2,`3 .
Note that this definition is about Lagrangians, instead of essential Lagrangians. We adapt it to our
setting as follows.
Definition 2.14. For any three essential Lagrangians `1, `2, `3 of V (B), define their Maslov index as
that of the corresponding Lagrangians
Q`1,`2,`3 := QV ⊥+`1,V ⊥+`2,V ⊥+`3
and the Kashiwara index τ(`1, `2, `3) = the signature of Q`1,`2,`3 accordingly.
In fact, same formulas in eq.(2.12)–(2.13) just work for essential Lagrangians.
Proposition 2.15 (follows from [L77]). Let `1, `2, `3 be any three essential Lagrangians of (V,B). Then
F`3,`1 ◦ F`2,`3 ◦ F`1,`2 = e
ipi
4 τ(`1,`2,`3) · Id :H`1 →H`1 .(2.14)
In the present paper, to simplify the situation, we choose not to pay too much attention to the powers
of e
ipi
4 , because there will be another phase constant which will play a more significant role, and because
it may be possible to get rid of all these powers e
ipi
4 . However, it is possible to keep track of these
numbers precisely, if one wants. We will come back to this point in the very last section.
Definition 2.16 (equality of unitary operators up to integer multiple of eipi/4). If two unitary operators
A and B satisfy A = e
ipin
4 B for some integer n, then we write
A ∼ B.
Corollary 2.17 (relationship between compositions of F). Let (`1,B1), . . . , (`n,Bn) and (`′1,B′1), . . . , (`′m,B′m)
be any symplectic decompositions of (V,B), such that (`1,B1) = (`′1,B′1) and (`n,Bn) = (`′m,B′m). Then
F(`n−1,Bn−1),(`n,Bn) ◦ · · · ◦ F(`1,B1),(`2,B2) ∼ F(`′m−1,B′m−1),(`′m,B′m) ◦ · · · ◦ F(`′1,B′1),(`′2,B′2).
Here, if n = 1 (resp. m = 1), the left hand side (resp. right hand side) is set to be Id.
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Proof. By definition of F(`,B),(`′,B′) in §2.5, it suffices to show F`n−1,`n · · ·F`1,`2 ∼ F`′m−1,`′m · · ·F`′1,`′2 .
By applying Prop.2.12 several times, one can boil down the situation to proving
F`n−1,`n · · ·F`1,`2 ∼ Id
in the case when `n = `1. The case n = 1 is observed in eq.(2.11), and the case n = 2 in Prop.2.12, so
it remains to show this when n ≥ 3. By Prop.2.15 and Prop.2.12 one obtains
F`2,`3 ◦ F`1,`2 ∼ F`1,`3 .(2.15)
By using eq.(2.15) repeatedly, one can reduce the length of the composition F`n−1,`n · · ·F`1,`2 to 2,
finishing the proof (by Prop.2.12);
F`n−1,`nF`n−2,`n−1︸ ︷︷ ︸
apply eq.(2.15)
· · · F`1,`2 ∼ F`n−2,`nF`n−3,`n−2︸ ︷︷ ︸
apply eq.(2.15)
· · · F`1,`2 ∼ . . . ∼ F`2,`n F`1,`2 ∼ Id.
2.7. Projective representation of symplectic group. We now review how the Weil intertwiners
lead to a projective representation of the symplectic group. This result itself is not directly used in the
present paper, but an intermediate lemma needed for this construction will be used later in our proof, so
it is worth reviewing it. Besides, the main result of the present paper can be viewed as a generalization
of this construction.
Consider the automorphism group of the vector space (V,B) equipped with a skew-symmetric bilinear
form B, defined as:
Aut(V,B) := {C : V → V | C is linear, invertible, preserves B, and C|V ⊥ = IdV ⊥}.
The last condition C|V ⊥ = IdV ⊥ is necessary for the construction to work uniformly for any choice of
the (central chacacter) function f : V ⊥ → R. It is easy to observe that this group is isomorphic to the
usual symplectic group Sp(2r) (or denoted sometimes by Sp(r)).
This group Aut(V,B) acts naturally on the set of all symplectic decompositions of (V,B); if (`,B) is a
symplectic decomposition, it is easy to see that
C(`,B) := (C(`), C(B))
is also a symplectic decomposition.
Choose any symplectic decomposition of (`,B) of (V,B). Choose any linear map f : V ⊥ → R, so that
the constructions of the present section apply. In particular, we have the Schro¨dinger representation
(H`,B, pi`,B) of the Heisenberg group N and the Heisenberg algebra n. We will now construct a unitary
representation ρ of Aut(V,B) on H`,B, i.e. a homomorphism
ρ = ρ`,B : Aut(V,B) −→ U(H`,B) = {all unitary maps H`,B →H`,B}
Let C ∈ Aut(V,B). Then C(`,B) is a symplectic decomposition, hence we can consider the Schro¨dinger
representation (HC(`,B), piC(`,B)), and the Weil intertwiner F : HC(`,B) → H`,B. We now describe how
to canonically identify the domain HC(`,B) with H`,B. For this and for later use, we consider a slightly
more general situation.
Definition 2.18 (re-labling map R for symplectic transformation). Let (V,B) and (V ′, B′) be vector
spaces with skew-symmetric bilinear forms, with fixed choice of functions f : V ⊥ → R and f ′ : V ′⊥ →
R which are used to build the Schro¨dinger representations. Let C : V ′ → V be an invertible linear
transformation respecting B′ and B, and also f ′ and f in the sense that f ′ = f ◦ C.
Let (`,B) and (`′,B′) be symplectic decompositions of (V,B) and (V ′, B′) respectively. Suppose that
(`,B) = C(`′,B′)
holds, where C(`′,B′) := (C(`′), C(B′)). In this case, define
R = R(`,B),(`′,B′) = RC(`′,B′),(`′,B′) : H`,B =HC(`′,B′) −→H`′,B′
as the map representing the identity map L2(Rr) → L2(Rr) when the domain H`,B and the codomain
H`′,B′ are realized as L2(Rr) as in their very constructions in eq.(2.4).
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One remark that is implicitly used in the above definition is that C : V ′ → V naturally induces the
identification C : V ′⊥ → V ⊥, which is easy to check.
The following lemma is obvious:
Lemma 2.19. The map R is unitary, and satisfies the composition identity
R(`′,B′),(`′,B′′) ◦R(`,B),(`′,B′) = R(`,B),(`′′,B′′)(2.16)
or R ◦R = R in short, whenever these three R’s are defined.
We omit the subscripts of R when they are clear. This map R can be viewed as a simple re-labling
map, and can be defined in a more general situation; namely, we do not really need a transformation
C, and (V,B), (V ′, B′) can be any two vector spaces with skew-symmetric bilinear forms such that
dimV − dimV ⊥ = dimV ′ − dimV ′⊥ ≥ 1.
However, for the case as in Def.2.18, the map R has more natural meaning.
Lemma 2.20 (viewing R as a pullback map). When we view H`,B and H`′,B′ as L2(spanRB) and
L2(spanRB′) via the identifications spanRB ∼= Rr and spanRB′ ∼= Rr induced by their respective bases B
and B′, the map R :H`,B →H`′,B′ can be understood as the pullback map along C:
R = C∗ : H`,B = L2(Rr) = L2(spanRB) −→ L2(spanRB′) = L2(Rr) =H`′,B′ .
Proof. Indeed, C : V ′ → V restricts to an isomorphism C : spanRB′ → spanRB, which, when viewed as
an isomorphism C : Rr ∼= spanRB′ → spanRB ∼= Rr, equals the identity map Id : Rr → Rr; note that C
sends the i-th basis vector v′i of spanRB′ to the i-th basis vector C(v′i) of spanRC(B′) = spanRB.
Sometimes we want (`,B) and (`′,B′) to completely determine the relating map C, so we establish the
following uniqueness lemma.
Lemma 2.21 (uniqueness of isomorphism C). Let (V,B), (V ′, B′), f , f ′ be as in Def.2.18, and let
(`,B) and (`′,B′) be symplectic decompositions of (V,B) and (V ′, B′). Let C1, C2 : V ′ → V be invertible
linear transformations respecting B′ and B, and also f ′ and f . Suppose further that
C1(`
′,B′) = (`,B) = C2(`′,B′), and C1|V ′⊥ = C2|V ′⊥ .
Then C1 = C2.
This is comparable to Lem.2.8. We prove this one, as we will implicitly use it throughout the paper.
Proof. Note V ′ = V ′⊥+`′+spanRB′, and C1 coincides with C2 on V ′⊥+spanRB′ already. Now let v′ ∈ `′.
Then C1(v
′) ∈ ` and C2(v′) ∈ `. Denote B′ = {v′1, . . . , v′r}, so that B = {Cj(v′1), . . . , Cj(v′r)} holds for
j = 1, 2, as equality of ordered sets. For each i = 1, . . . , r, observe B(C1(v
′), C1(v′i)) = B
′(v′, v′i) =
B(C2(v
′), C2(v′i)) holds. Hence B(C1(v
′) − C2(v′), x) = 0 for all x ∈ V ⊥ + spanRB. Meanwhile, since
V ⊥ + spanRB is maximal totally isotropic in V , it follows C1(v′)− C2(v′) = 0, so C1(v′) = C2(v′).
Here is another natural viewpoint on R, involving the I map of eq.(2.5).
Lemma 2.22 (a version R˜ of R just for Lagrangians). In the setting of Def.2.18, define the map
R˜ = R˜`,`′ = R˜C(`′),`′ : H` =HC(`′) −→H`′
as the unique map making the following diagram to commute:
H`
I`,B

R˜ // H`′
I`′,B′

H`,B
R // H`′,B′
(2.17)
i.e. define R˜ by the equation:
RC(`′,B′),(`′,B′) IC(`′,B′) = I`′,B′ R˜C(`′),`′
Then R˜ is given by the formula
(R˜ k)(n′) = k(eC(n′)), ∀k ∈H`, ∀n′ ∈ N ′,(2.18)
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where eC : N ′ → N is the map defined as
eC(ev
′+αc′) = eC(v
′)+αc, ∀v′ ∈ V ′, ∀α ∈ R.(2.19)
We note that, in case (V,B) = (V ′, B′) and V ⊥ = 0, the map R˜ as defined in eq.(2.18) is written as
the symbol A(g) (for an element g of the symplectic group) in [LV80, §1.6]. As the maps R, I, R˜ are
used crucially in the present paper, we try to present complete proofs of their basic properties, for not
all such proofs can be easily found in the literature.
Proof of Lem.2.22. We will show that the map R˜ defined by eq.(2.18) indeed makes the diagram in
eq.(2.17) to commute. First, it is easy to observe that the map n′ → n : v′ + αc′ 7→ C(v′) + αc is a
Lie algebra isomorphism; we see that eC : N ′ → N is the corresponding Lie group isomorphism. One
can easily see that C(V ′⊥) = V ⊥, hence C(h′) = C(V ′⊥ + `′ + Rc′) = C(V ′⊥) + C(`′) + C(Rc′) =
V ⊥ + ` + Rc = h, and therefore eC(H ′) = H. So, in view of the definitions of χ = χf : H → U(1) and
χ′ = χ′f ′ : H
′ → U(1), and because f ′ = f ◦ C, it is easy to observe that
χ′ = χ ◦ eC : H ′ → U(1).
Write B′ = {v′1, . . . , v′r}, so that B = C(B′) = {C(v′1), . . . , C(v′r)}. Let ϕ = ϕ(t1, . . . , tr) ∈ H`,B =
L2(Rr, dt1 · · · dtr). Write H`′,B′ = L2(Rr, dt′1 · · · dt′r). By the definition of the map R (Def.2.18), the
element Rϕ ∈H`′,B′ is given by
(Rϕ)(t′1, . . . , t
′
r) = ϕ(t
′
1, . . . , t
′
r), ∀t′1, . . . , t′r ∈ R.
In view of eq.(2.6) for I`′,B′ , the element I−1`′,B′Rϕ ∈H`′ is then given by
(I−1`′,B′Rϕ)(exp(
∑r
j=1t
′
jv
′
j) · h′) = χ′(h′)−1 · (Rϕ)(t′1, . . . , t′r),
= χ′(h′)−1 · ϕ(t′1, . . . , t′r), ∀t′1, . . . , t′r ∈ R, ∀h′ ∈ H ′.
Meanwhile, the element R˜I−1`,Bϕ ∈H`′ (where R˜ defined by eq.(2.18)) is given by
(R˜I−1`,Bϕ)(exp(
∑r
j=1t
′
jv
′
j) · h′) = (I−1`,Bϕ)(eC(exp(
∑r
j=1t
′
jv
′
j) · h′))
We observe that eC : N ′ → N defined by eq.(2.19) is a group homomorphism. Indeed, for any v′, w′ ∈ V ′
and α, β ∈ R, note
eC(ev
′+αc′ew
′+βc′) =
eq.(2.8)
eC(ev
′+w′+(α+β)c′+ 12B
′(v′,w′)c′) =
eq.(2.19)
eC(v
′+w′)+(α+β)c+ 12B
′(v′,w′)c
= eC(v
′)+C(w′)+(α+β)c+ 12B(C(v),C(w))c =
eq.(2.8)
eC(v
′)+αceC(w
′)+βc =
eq.(2.19)
eC(ev
′+αc)eC(ew
′+βc).
Hence we have
eC(exp(
∑r
j=1t
′
jv
′
j) · h′) = exp(
∑r
j=1t
′
jC(v
′
j)) · eC(h′).
Since eC(h′) ∈ H, from eq.(2.6) for I`,B we get
(I−1`,Bϕ)(e
C(exp(
∑r
j=1t
′
jv
′
j) · h′)) = χ(eC(h′))−1 · ϕ(t′1, . . . , t′r) = χ′(h′)−1 · ϕ(t′1, . . . , t′r).
Hence, we showed that I−1`′,B′Rϕ = R˜I
−1
`,Bϕ holds for all ϕ ∈H`,B, as desired.
Using Lem.2.22, we see that R serves as a pullback map for Schro¨dinger representations of N and n.
Corollary 2.23 (pullback of representations). The unitary operator R = RC(`′,B′),(`′,B′) satisfies
RpiC(`′,B′)(C(x′)) R−1 = pi`′,B′(x′), ∀x′ ∈ n′,(2.20)
which hold as equalities of skew self-adjoint operators.
Proof. It suffices to prove the exponentiated version, namely
RpiC(`′,B′)(eC(x
′)) R−1 = pi`′,B′(ex
′
), ∀x′ ∈ n′,
which are equations of unitary operators. In view of eq.(2.17), it suffices to prove
R˜piC(`′)(e
C(x′)) R˜−1 = pi`′(ex
′
), ∀x′ ∈ n′.
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From eq.(2.19), we have eC(x
′) = eC(ex
′
) ∈ N . Let’s now show the equality R˜piC(`′)(eC(ex′)) =
pi`′(e
x′) R˜ of maps HC(`′) → H`′ . From definitions of R˜, piC(`′), and pi`′ , one observes that, for each
k ∈HC(`′) =H` and n′ ∈ N ′, the following holds.
(R˜ (piC(`′)(e
C(ex
′
)) k))(n′) = (piC(`′)(eC(ex
′
)) k)(eC(n′)) (∵ eq.(2.18))
= k((eC(ex
′
))−1 eC(n′)) (∵ eq.(2.3))
= k(eC((ex
′
)−1 n′)) (∵ eC is a homomorphism)
= (R˜ k)((ex
′
)−1n′) (∵ eq.(2.18))
= (pi`′(e
x′)(R˜ k))(n′) (∵ eq.(2.3))
Back to our situation of C ∈ Aut(V,B). Now, C : V → V is an invertible linear transformation
respecting B. We chose one symplectic decomposition (`,B) of (V,B), considered another symplectic
decomposition C(`,B) = (C(`), C(B)) of (V,B), and the Weil intertwiner F : HC(`,B) → H`,B. Now
we identify the domain HC(`,B) with the codomain H`,B via the pullback map R : HC(`,B) → H`,B in
Def.2.18. That is, we define ρ(C) as the unique map making the following diagram to commute:
HC(`,B)
F //
R

H`,B
H`,B
ρ(C)
99
We can reverse the vertical arrow R and still call it R, because R : HC(`,B) → H`,B (for C) and
R :H`,B →HC(`,B) (for C−1) are inverses to each other. So the definition of ρ(C) can be written as
ρ(C) = ρ`,B(C) := FC(`,B),(`,B) ◦R(`,B),C(`,B) : H`,B −→H`,B, ∀C ∈ Aut(V,B).(2.21)
See e.g. eq.(1.6.9) of [LV80]. We need to verify that ρ(C1)ρ(C2) = ρ(C1C2) holds up to constant for all
C1, C2 ∈ Aut(V,B). For this, we first establish the following lemma, which is written more generally
than needed at the moment.
Lemma 2.24 (compatibility between Weil intertwiners F and pullback maps R). Let (V,B), (V ′, B′),
C : V ′ → V , f , and f ′ be as in Def.2.18. Let (`′1,B′1) and (`′2,B′2) be any symplectic decompositions
of (V ′, B′); so, C(`′1,B′1) and C(`′2,B′2) are symplectic decompositions of (V,B). Then the following
diagram of Weil intertwiners and pullback maps commutes:
HC(`′1,B′1)
F //
R

HC(`′2,B′2)
R

H`′1,B′1
F // H`′2,B′2
That is,
RC(`′2,B′2),(`′2,B′2) FC(`′1,B′1),C(`′2,B′2) = F(`′1,B′1),(`′2,B′2) RC(`′1,B′1),(`′1,B′1).
This lemma is asserted in §1.6.8 of [LV80] for the case when (V,B) = (V ′, B′) and V ⊥ = 0 and used
in the construction and computation of the symplectic group representation, but not explicitly proved
there. Since it will be used crucially throughout the present paper, we present a complete proof.
Proof of Lem.2.24. In view of the diagrams in eq.(2.10) and eq.(2.17), it suffices to show the commu-
tativity of the following diagram
HC(`′1)
F //
R˜

HC(`′2)
R˜

H`′1
F // H`′2 .
Let k ∈HC(`′1). By eq.(2.18), R˜k ∈H`′1 is given by
(R˜k)(n′) = k(eCn′), ∀n ∈ N ′,
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where eC : N ′ → N is defined as in Lem.2.22, i.e. by eq.(2.19). By the definition of F as written in
eq.(2.9), FR˜k ∈H`′2 is given by
(FR˜k)(n′) =
∫
H′2/H
′
1∩H′2
(R˜k)(n′h′)χ′2(h
′) dmH′2/H′1∩H′2(h
′),
=
∫
H′2/H
′
1∩H′2
k(eC(n′h′))χ′2(h
′) dmH′2/H′1∩H′2(h
′), ∀n′ ∈ N ′,
where χ′2 : H
′
2 → U(1) is the character for H ′2, and the measure dmH′2/H′1∩H′2 is uniquely normalized so
that the formula in eq.(2.9) gives our final normalized unitary map F :H`′1 →H`′2 on the nose.
Meanwhile, for the essential Lagrangians C(`′1) and C(`
′
2) of (V,B), the corresponding polarizations of
n are C(h′1) and C(h
′
2), as seen in the proof of Lem.2.22; so their exponentiated subgroups are e
C(H ′1)
and eC(H ′2). Hence, in view of eq.(2.9), Fk ∈HC(`′2) is given by
(Fk)(n) =
∫
eC(H′2)/eC(H
′
1)∩eC(H′2)
k(nh)χ2(h) dmeC(H′2)/eC(H′1)∩eC(H′2)(h), ∀n ∈ N,
where χ2 : e
C(H ′2) → U(1) is the character for C(H ′2), and the measure dmeC(H′2)/eC(H′1)∩eC(H′2) is
suitably uniquely normalized. As seen in the proof of Lem.2.22, we have χ′2 = χ2 ◦ eC . So we have, for
each n′ ∈ N ′, that
(FR˜k)(n′) =
∫
H′2/H
′
1∩H′2
k(eC(n)eC(h′))χ2(eC(h′)) dmH2/H1∩H2(h
′),
(R˜Fk)(n′) =
∫
eC(H′2)/eC(H
′
1)∩eC(H′2)
k(eC(n′)h)χ2(h) dmeC(H2)/eC(H1)∩eC(H2)(h).
As eC gives natural identification from H ′2/H
′
1 ∩H ′2 to eC(H ′2)/eC(H ′1) ∩ eC(H ′2), we can observe that
the above two integrals coincide via the change of variables h = eC(h′), maybe up to a positive real
constant, due to the choice of normalizations of the measures. So FR˜ = R˜F holds up to a positive real
constant; since F’s and R˜’s are unitary, it follows that this positive constant must be 1.
Now we prove that C 7→ ρ(C) = ρ`,B(C) is a projective unitary representation of Aut(V,B) on H`,B,
and that the projective phase constants are given by the Maslov indices.
Proposition 2.25 (See e.g. [LV80]). For any C1, C2 ∈ Aut(V,B), the assignment ρ = ρ`,B satisfies
ρ(C1) ρ(C2) = e
− ipi4 τ(`,C1(`),C1(C2(`))) ρ(C1C2),
where τ(·, ·, ·) is as defined in Def.2.13–2.14.
Proof. Consider the diagram
HC1(C2(`,B))
F
&&
F

HC2(`,B)
F
&&
R
88
square HC1(`,B)
F
$$
H`,B
ρ`,B(C2)
//
R
::
R
,,
H`,B
ρ`,B(C1)
//
R
88
H`,B
consisting of one square and four triangles. The bottom two triangles are commutative by definition,
and the square is commutative by Lem.2.24 with C−11 playing the role of C. The upper-left triangle is
commutative by Lem.2.19 (or eq.(2.16)). The upper-right triangle is commutative up to a constant; by
Prop.2.12 and Prop.2.15, we see
FC1(`,B),(`,B) ◦ FC1(C2(`,B)),C1(`,B) = e
ipi
4 τ(`,C1(C2(`)),C1(`)) FC1(C2(`,B)),(`,B)
Finally, note that the composition of the two curved arrows, R and F, equals ρ`,B(C1C2) by definition
of ρ`,B, and use an easy observation τ(`1, `2, `3) = −τ(`1, `3, `2).
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3. Irreducible representation of quantum Teichmu¨ller space
3.1. Irreducible quantum representation, associated to ideal triangulation T . Let S be a
compact oriented surface of genus g minus a finite set P of punctures of size |P| = s. Let T be an
ideal triangulation of S, i.e. a ‘triangulation of S with vertices in P’. That is, T is a collection of
mutually non-intersecting non-homotopic simple paths running between punctures, called edges of T ,
that divide S into regions bounded by three edges, called triangles; see [FST08] for a precise definition.
We consider T up to isotopy that respects the above conditions. It is easy to see that T has 6g− 6 + 3s
edges. Define a real vector space VT freely generated by a formal set {xe : e ∈ T} enumerated by T ,
equipped with the skew-symmetric R-bilinear form BT given on the basis vectors by
BT (xe, xf ) = εef , where(3.1)
εef = aef − afe,
aef = the number of corners of triangles of T delimited by e from left and by f from right.
The matrix εT = ε = (εef )e,f∈T is called the exchange matrix for T . We now apply the results of §2
to (VT , BT ). Denote the corresponding Heisenberg algebra by nT , and the Heisenberg group by NT .
Remark 3.1. The notion of left and right appearing in the definition of aef can be consistently defined,
using the orientation of S. See e.g. [FST08] for more precise treatment of these numbers and εef .
For each puncture p ∈ P and an edge e ∈ T , denote by σep be the number of incidences of e at p. That
is, if p is not an endpoint of e, then σep = 0. If e has two distinct endpoints and one of them is p, then
σep = 1. If the two endpoints e both coincide with p, then σ
e
p = 2.
Lemma 3.2 ([BL07]; the puncture elements). The radical V ⊥T of (VT , BT ) has a basis {xp : p ∈ P},
where
xp :=
∑
e∈T
σepxe, ∀p ∈ P.
Proof. Use [BL07, Lem.8] and an easy observation
∑
e∈T xe = 2
∑
p∈P xp (also in [BL07]).
For each T , we shall use this as a preferred basis of V ⊥T . Choose and fix any function
λ : P → R, p 7→ λ(p).(3.2)
Note that this choice of λ does not involve T . All representations from now on will depend on this fixed
choice of λ; that is, the function
f = fT = fT ;λ : V
⊥
T → R
which is a basic ingredient of the construction in §2.2 is set as
fT (xp) = λ(p), ∀p ∈ P.
Now, choose any symplectic decomposition (`T ,BT ) of (VT , BT ); when clear, we shall sometimes say
that (`T ,BT ) is a symplectic decomposition for the triangulation T . Then we have a representation pi`T
on the Hilbert space H`T of the Heisenberg algebra nT (and of the Heisenberg group NT too), and also
a representation pi`T ,BT on the Hilbert space (see eq.(2.4)).
H`T ,BT = L
2(R3g−3+s, dt1 · · · t3g−3+s)
with the identification map (see eq.(2.6))
I`T ,BT :H`T →H`T ,BT .
In particular, since pi` and pi`,B are Lie algebra representations, the skew self-adoint operators pi`(xe) on
H`T and pi`T ,BT (xe) on H`T ,BT associated to the vectors xe ∈ VT ⊂ nT satisfy
[pi`(xe), pi`(xf )] = −i εef · Id, ∀e, f ∈ T
(see Example 2.11), which makes sense e.g. on some dense subspace, and likewise for pi`T ,BT .
Certain normalization would be suitable for us here. Note that the element xe of VT is to symbolize
Thurston’s shear coordinate function on the enhanced Teichmu¨ller space of S, associated to the edge e
of the ideal triangulation T . In particular, it is a real valued function, and hence its quantization x̂e
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should be a self-adjoint operator, and the usual requirement adopted in the literature is the following
commutation relation
[x̂e, x̂f ] = 2pii~ εef · Id, ∀e, f ∈ T,(3.3)
where ~ ∈ R is the real parameter for the quantization (the Planck constant). From now on, we fix this
parameter
~ > 0.
Definition 3.3 (re-scaled self-adjoint representation of Heisenberg algebra). We re-scale the represen-
tations pi`T and pi`T ,BT of the Heisenberg algebra nT by i
√
2pi~, to define the representations pi~`T and
pi~`T ,BT of nT :
pi~`T (x) = i
√
2pi~ · pi`T (x), pi~`T ,BT (x) = i
√
2pi~ · pi`T ,BT (x), ∀x ∈ nT .
Now, for each e ∈ T we denote
x̂~e;`T = pi
~
`T (xe) and x̂
~
e;`T ,BT = pi
~
`T ,BT (xe), ∀e ∈ T,
and denote either of them by
x̂~e = x̂
~
e;T
by abuse of notation.
Then, for each x ∈ nT , the operators pi~`T (x) and pi~`T ,BT are self-adjoint. And the operators x̂~e defined
this way are self-adjoint operators and satisfy the sought-for usual commutation relations in eq.(3.3).
We thus obtained an irreducible self-adjoint representation of the Heisenberg algebra nT generated by
the family of quantum shear coordinate functions for an ideal triangulation T . Such an irreducible
representation has not been dealt with in the quantum Teichmu¨ller theory literature so concretely,
systematically, and generally as we just did here. Its existence had been widely accepted and mentioned
already in Chekhov-Fock [CF99], but not really constructed explicitly. In order to exactly compute the
multiplicative constants coming from composition of intertwiners between these representations, as we
are trying to accomplish in the present paper, one must have an explicit construction at hand. We also
note that Fock-Goncharov [FG09] considered a more canonical but not irreducible representation, which
is irreducible only as a representation of a bigger algebra, namely the symplectic double.
3.2. Quantum mutation: algebraic quantum coordinate change for flip along edge. Suppose
now that two ideal triangulations T and T ′ are related by the flip at edge k, i.e. they differ only at one
edge, namely k; the edges of T are in natural bijection with those of T ′, hence we identify these two as
sets. Choose symplectic decompositions (`T ,BT ) and (`T ′ ,BT ′) of (VT , BT ) and (VT ′ , BT ′) respectively.
Our goal in the present subsection is to construct an intertwiner
K~k = K
~
TT ′ = K
~
`T ,`T ′ :H`T ′ →H`T ,(3.4)
i.e. a unitary operator that intertwines the action pi~`T ′ of nT ′ and the action pi
~
`T
of nT . To distinguish
from the Weil intertwiner, we call this sought-for operator K~k a mutation intertwiner, for a flip is an
example of the notion of mutation in the theory of cluster varieties.
To even formulate this problem properly, we first need to describe the relationship between the two
Lie algebras nT and nT ′ . In this subsection, we briefly review the setting from the literature. At the
classical level, upon the flip along the edge k, the shear coordinate functions for edges of T on the
enhanced Teichmu¨ller space are related to the shear coordinate functions for edges of T ′ by certain
formulas: if we denote by xe the shear coordinate for edge e of T and its exponential by Xe
Xe = exp(xe),
then the coordinate change formula is given by
X ′e =
{
X−1k , if e = k,
Xe(1 +X
sgn(−εek)
k )
−εek , if e 6= k.(3.5)
Remark 3.4. The transformation formula in eq.(3.5) works for flips when the triangles adjacent to
the flipped edge k are not self-folded; in the present paper, we restrict our attention to these flips, for
convenience. When a self-folded triangle is involved, one must be careful; see e.g. [FST08] [BL07] [L09].
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For quantum version, for each T we must first construct a non-commutative algebra X qT , which can be
regarded as a generalized quantum torus algebra.
Definition 3.5 ([BL07] [L09]). For an ideal triangle T , the Chekhov-Fock algebra X qT is the asso-
ciative C-algebra generated by X̂e’s (where e ranges in T ) and their inverses, mod out by the relations
X̂eX̂f = q
2εef X̂f X̂e, ∀e, f ∈ T.
Here, q may be regarded either as a complex number of modulus 1 defined as
q = eipi~,
or as a formal symbol so that X qT is a C[q, q−1]-algebra with generators and relations as above.
This algebra X qT satisfies the so-called Ore condition, hence its skew-field of fractions Frac(X qT ) can be
considered. It is in fact a ∗-algebra, with the ∗-structure given on generators by
∗X̂e = X̂e, ∀e ∈ T.
For a flip T ; T ′ along edge k one must construct a quantum coordinate change map
ΦqTT ′ : Frac(X qT ′)→ Frac(X qT )
that is an isomorphism recovering the classical coordinate change map as q → 1, and that satisfies
consistency relations corresponding to the ones satisfied by their classical counterparts. The consistency
relations guarantee that one can construct a well-defined quantum coordinate change map between any
two ideal triangulations, not just for flips. A first version of such a map ΦqTT ′ was found by Chekhov-Fock
[CF99] and also by Kashaev [K98] in a slightly different setting, then established by Bonahon and Liu
[BL07] [L09] for all possible flips, and later generalized to cluster varieties by Fock-Goncharov [FG09]
and developed by others, including Kashaev-Nakanishi [KN11]. As an explicit formula for this map ΦqTT ′
shall follow from our sought-for intertwiner which can be viewed as an operator version of ΦqTT ′ and
which we will construct, we do not describe it here at the moment; a reader can consult e.g. [CF99]
[BL07] [L09] [FG09] [K16c] [KN11] for detailed algebraic treatment.
For each T , an element of Frac(X qT ) is said to be Laurent for T if it belongs to X qT . As we shall soon
see, we will construct a representation of X qT , but not of Frac(X qT ), hence the intertwining equations for
a flip T ; T ′ can be asked only for those elements that are Laurent for both T and T ′. In the end, we
shall ask the intertwining equations for elements that are Laurent for every ideal triangulation T , i.e.
universally Laurent elements [FG09]; define this algebra as
LqT :=
⋂
T ′
ΦqTT ′(X qT ′) ⊂ X qT ⊂ Frac(X qT )
where the intersection is taken over all possible ideal triangulations T ′; then LqT for different T ’s are all
canonically identified via the maps ΦqTT ′ :
ΦqTT ′ : L
q
T ′
∼=−→ LqT
3.3. Mutation intertwiner: formulation of problem. Coming back to the intertwiner problem, we
should consider a representation on a Hilbert space of each Chekhov-Fock algebra X qT , or really, of the
universally Laurent ∗-subalgebra LqT . We use the representations (H`T , pi~`T ) and (H`T ,BT , pi~`T ,BT ) of the
Heisenberg algebra nT . Recall the self-adjoint operator x̂
~
e;T = x̂
~
e;`T
or x̂~e;`T ,BT defined in §3.1. Then to
each generator X̂±1e of X qT we associate the self-adjoint operator exp(±x̂~e;T ), defined via the functional
calculus for x̂~e;T . This operator for X̂
±1
e is restricted to a certain nice dense subspace D`T of H`T , or
corresponding subspace D`T ,BT of H`T ,BT = L
2(Rr, dt1 · · · dtr), defined as ([K16c] [FG09])
D`T ,BT := spanC
{
e
~tM~t t+~a·~t P (~t)
∣∣∣∣ M ∈ Matr×r(C) with negative-definite real part Re(M),~a = (a1 · · · ar) ∈ Cn, and P a polynomial in t1, . . . tr over C
}
.
In particular, the operator for X̂±1e preserves this space. Then to each element u of L
q
T , which is a
polynomial in X̂±1e , we associate the corresponding polynomial in exp(±x̂~e;T ), denoted by û, which
makes sense as an operator on D`T ,BT to itself. As it turns out, this subspace D`T ,BT is too small for
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the intertwining problem to make sense, and we need to consider the common maximal domain of all
û’s, in the following way:
S q`T ,BT :=
⋂
u∈LqT
Dom(û∗) ⊂ H`T ,BT ,
where û∗ is the operator adjoint of û, namely Dom(û∗) is the set of all ξ ∈ H`T ,BT such that the map
D`T ,BT → C, w 7→ 〈û(w), ξ〉, is a continuous functional, where 〈·, ·〉 denotes the Hilbert space inner
product on H`T ,BT . This space S
q
`T ,BT is a direct analog of what Fock-Goncharov refers to as the
Schwartz space in [FG09]. Indeed, it generalizes the role of the classical Schwartz space; so, we might
call it the Fock-Goncharov Schwartz space. Finally, on this space, we can define the representation
piq`T ,BT of the algebra L
q
T as
piq`T ,BT (u) := ∗̂u
∗  S q`T ,BT , ∀u ∈ L
q
T .
Namely, consider the image ∗u ∈ LqT of u under the ∗-map, the associated operator ∗̂u on the nice
subspace D`T ,BT , take its operator adjoint, and then restrict down to the Fock-Goncharov Schwartz
space S q`T ,BT . Analogously to the classical Schwartz space, this Fock-Goncharov Schwartz space S
q
`T ,BT
is then given the Freche´t topology defined by the family of semi-norms ρu, defined for each u ∈ LqT
as ρu(ξ) := ||piq`T ,BT (u)ξ||, where || · || is the Hilbert space norm. It can be shown that each operator
piq`T ,BT (u) preserves S
q
`T ,BT . We note that the Fock-Goncharov Schwartz space considered here is not
precisely same as the one in [FG09]; for example, in [FG09], the algebra LqT is replaced by a bigger
algebra which incorporates the concepts of ‘symplectic double’ and ‘modular double’.
We can finally rigorously formulate the intertwiner problem for each flip T ; T ′. Choose symplectic
decompositions (`T ,BT )and (`T ′ ,BT ′) for T and T ′, as before. We would like to find a unitary map K~k
as in eq.(3.4) that induces a bijection between the Schwartz spaces S q`T ′ ,BT ′ and S
q
`T ,BT , preferably a
homeomorphism with respect to the Freche´t topologies, that satisfies the intertwining equations
K~k ◦ piq`T ′ ,BT ′ (u) = pi
q
`T ,BT (Φ
q
TT ′(u)) ◦K~k : S qT ′ → S qT , ∀u ∈ LqT ′ ,(3.6)
and satisfies the consistency relations up to multiplicative constants of modulus 1.
A couple of comments would be appropriate here. Firstly, Fock-Goncharov [FG09] constructed an
answer for such an intertwiner K~k and proved desired properties, but that was an intertwiner for certain
canonical but reducible representations of LqT ’s. As noted in [FG09], by general theory of spectral
decomposition of the operators representing the generators of the center of LqT enumerated by punctures
P, one can easily expect the existence of an intertwiner K~k for the irreducible representations for almost
every choice of λ : P → R (eq.(3.2)), solving the above problem. But, an explicit construction of such an
intertwiner K~k for irreducible representation of L
q
T ’s (i.e. for one copy of quantum Teichmu¨ller space,
instead of Fock-Goncharov’s quantum symplectic double of Teichmu¨ller space) does not follow from this
almost-everywhere existence, nor had it been systematically written down in the literature; after all,
the irreducible representations themselves were not really dealt with. For our purposes, it is important
to have an explicit operator K~k, instead of just an abstract existence statement, because we want to
compose several of them and compute the resulting constant. Secondly, since the major result of the
present paper is on the multiplicative constants appearing in the consistency relations satisfied by the
intertwiners, we must describe these consistency relations in more detail, which we will do in §4.1.
3.4. Non-compact quantum dilogarithm function Φ~. Here we recall an important ingredient for
the mutation intertwiner, namely the quantum dilogarithm function of Faddeev-Kashaev [FK94]. We
just give definition and necessary properties, and refer the interested readers to [FK94], [FG09], [KN11],
[K16c], and references therein.
Proposition 3.6 (non-compact quantum dilogarithm function [F95] [K00]). Let ~ > 0. Define a complex
function Φ~(z) as
Φ~(z) = exp
(
−1
4
∫
Ω
e−ipz
sinh(pip) sinh(pi~p)
dp
p
)
for z living in the strip |Im(z)| < pi(1+~), where Ω is a contour along the real line that avoids the origin
along a small half-circle above the origin.
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(1) Then Φ~(z) is a non-vanishing analytic function on this strip, satisfying the difference relations
Φ~(z + 2pii~) = (1 + eipi~ez)Φ~(z), Φ~(z + 2pii) = (1 + eipi/~ez/~)Φ~(z)
in this strip. With the help of these relations, Φ~(z) analytically continues to a meromorphic
function on the whole complex plane C, called the non-compact quantum dilogarithm.
(2) (unitarity)
|Φ~(x)| = 1, ∀x ∈ R.
(3) (reflexivity)
Φ~(z)Φ~(−z) = α−2~ · ez
2/(4pii~)
where
α~ = e
ipi
24 (~+~
−1) ∈ U(1).(3.7)
(4) (pentagon identity [FKV01] [W00] [G08]) If P and Q are self-adjoint operators on a separable
Hilbert space H and satisfies the Weyl-relation-version of the commutation relation
[P,Q] = 2pii~ · Id,
i.e. if eiaPeibQ = e−2piiab~eibQeiaP holds for all a, b ∈ R, then the following equality of unitary
operators hold:
Φ~(P) Φ~(Q) = Φ~(Q) Φ~(P + Q) Φ~(P).
Another version of the quantum dilogarithm is the ‘compact’ version, defined for a complex parameter
q with |q| < 1 as the meromorphic function
Ψq(z) :=
∞∏
i=1
(1 + q2i−1z)−1;(3.8)
see e.g. [FK94] [FG09] [KN11] [K16c] for its relationship with Φ~.
3.5. Our answer for mutation intertwiner. We now describe our answer for the mutation intertwiner
K~k, associated to the flip T ; T
′ along edge k, for any choice of symplectic decompositions (`T ,BT ) for
T and (`T ′ ,BT ′) for T ′. Following e.g. [KN11] and [K16c], we present two descriptions, depending on
the choice of a ‘tropical’ sign  ∈ {+,−}. We present the answer as composition
K
~()
k = α

~K
]~()
k ◦K′()k :H`T ′ ,BT ′ →H`T ,BT ,  ∈ {+,−},
in the style of [FG09] and [KN11], with
K
]~()
k :H`T ,BT →H`T ,BT
being called the automorphism part,
K′()k :H`T ′ ,BT ′ →H`T ,BT
being called the monomial transformation part, where α~ is as defined in eq.(3.7). The symbols ()
appearing in K
~()
k , K
]~()
k , and K
′()
k are just labels but not actual numbers, while  ∈ {+,−} appearing
in α~ stands for the number +1,−1 respectively. Note that the operators K~()k , K]~()k , and K′()k all
depend on the choices (`T ,BT ) and (`T ′ ,BT ′). To emphasize this dependence, one might put these
symplectic decompositions in the subscripts of these operators, like
K
~()
k = K
~()
(`T ,BT ),(`T ′ ,BT ′ ), K
′()
k = K
′()
(`T ,BT ),(`T ′ ,BT ′ ), K
]~()
k = K
]~()
(`T ,BT ),(`T ′ ,BT ′ ).
The construction of the automorphism part is via the functional calculus for the self-adjoint operator
 x̂~k =  x̂
~
k;`T ,BT applied to the non-compact quantum dilogarithm function:
K
]~()
k := Φ
~( x̂~k)
 :H`T ,BT →H`T ,BT ,(3.9)
where  = +,− in the right hand side means  = +1,−1 respectively. From property Prop.3.6(2) of the
quantum dilogarithm function, we see that K
]~()
k is a unitary operator on H`T ,BT .
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For the monomial transformation part, we consider the two ‘cluster (tropical)’ linear maps
C
()
k : VT ′ → VT ,
C
()
k (x
′
e) =
{ −xk for e ∈ T ′ with e = k,
xe + [ εek]+ xk for e ∈ T ′ with e 6= k,(3.10)
where T and T ′ are naturally identified as sets, (εef )e,f∈T , (ε′ef )e,f∈T ′ are the exchange matrices for
T, T ′ respectively, and the symbol [a]+ denotes the positive part of a real number a:
[a]+ =
{
a if a ≥ 0,
0 if a < 0,
which can also be defined as [a]+ =
a+|a|
2 . A simple but important observation is that these linear
maps C
()
k depend only on T and T
′, but not on the choice of symplectic decompositions (`T ,BT ) and
(`T ′ ,BT ′). We also observe the following basic properties.
Lemma 3.7. (1) (see Lem.2.7 of [FG09]) C
()
k is invertible, and respects the forms BT ′ and BT .
(2) (from [BL07, Lem.24] [L09, Prop.14]) C
()
k sends x
′
p ∈ V ⊥T ′ to xp ∈ V ⊥T , ∀p ∈ P, where x′p and
xp are the puncture elements defined in Lem.3.2. In particualr the functions fT : V
⊥
T → R and
fT ′ : V
⊥
T ′ → R are related by C()k .
Proof. (1) It is an easy check that the inverse map (C
()
k )
−1 : VT → VT ′ is given by the formula
(C
()
k )
−1(xk) =
{ −x′k if e = k,
x′e + [ εek]+ x
′
k if e 6= k,
(3.11)
Indeed, for example, (C
()
k )(C
()
k )
−1(xk) = C
()
k (−x′k) = xk, and (C()k )(C()k )−1(xe) = C()k (x′e+[ εek]+ x′k) =
(xe + [ εek]+ xk) + [ εek]+ (−xk) = xe for each e 6= k.
We recall the transformation formula for the exchange matrices (see e.g. [FG06])
ε′ef =
{ −εef if k ∈ {e, f},
εef +
|εek| εkf+εek |εkf |
2 if k /∈ {e, f}.
(3.12)
Now let’s check whether
BT ′(x
′
e, x
′
f ) = BT (C
()
k (x
′
e), C
()
k (x
′
f ))
holds for all e, f ∈ T ′; the left hand side is ε′ef . In case f = k, the left hand side is ε′ek = −εek. If
also e = k, then both sides are equal, due to skew-symmetry. If e 6= k, then the right hand side is
BT (xe + [ εek]+ xk, −xk) = BT (xe, −xk) = −εek, coinciding with the left hand side. Now suppose
f 6= k. The case e = k is dealt with by skew-symmetry, so let e 6= k. Then the right hand side is
BT (xe + [ εek]+ xk, xf + [ εfk]+ xk) = εef + [ εfk]+ εek + [ εek]+ εkf
= εef +
 εfk + | εfk|
2
εek +
 εek + | εek|
2
εkf = εef +
|εkf |εek + |εek|εkf
2
= ε′ef ,
coinciding with the left hand side.
(2) Note x′p =
∑
e∈T ′ σ
′e
p x
′
e ∈ V ⊥T ′ and xp =
∑
e∈T σ
e
pxe ∈ VT . Note
C
()
k (x
′
p) =
∑
e∈T ′σ
′e
p C
()
k (x
′
e) = −σ′kp xk +
∑
e 6=kσ
′e
p (xe + [ εek]+xk).
It is easy to see that σ′ep = σ
e
p holds for all e 6= k, hence it remains to show that σkp = −σ′kp +∑
e 6=k σ
′e
p [ εek]+ holds. We leave it as a straightforward exercise on combinatorics of ideal triangulations;
the result itself has been already known by indirect arguments, e.g. in [BL07, Lem.24], [L09, Prop.14],
[FG06], and [AK17, Lem.3.3].
Remark 3.8. Same comment as in Rem.3.4 applies to the transformation formula eq.(3.12).
As a result of this lemma, each of the pairs
C
()
k (`T ′ ,BT ′) = (C()k (`T ′), C()k (BT ′)), for  ∈ {+,−},(3.13)
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forms a symplectic decomposition for T , or more precisely, that of (VT , BT ). Thus we can consider the
Weil intertwiner constructed in §2.5:
F = F
C
()
k (`T ′ ,BT ′ ),(`T ,BT )
: H
C
()
k (`T ′ ,BT ′ )
−→H`T ,BT .
Now consider the pullback map R considered in Def.2.18 (with our C
()
k playing the role of C
−1 there):
R = R
(`T ′ ,BT ′ ),C()k (`T ′ ,BT ′ )
: H`T ′ ,BT ′ −→HC()k (`T ′ ,BT ′ )
which can be understood either as representing the identity map L2(Rr) → L2(Rr), or as the pullback
map ((C
()
k )
−1)∗ : L2(spanRBT ′)→ L2(spanRC()k (BT ′)) as in Lem.2.20.
We finally give a construction of the monomial transformation part as follows:
K′()k := FC()k (`T ′ ,BT ′ ),(`T ,BT )
◦R
(`T ′ ,BT ′ ),C()k (`T ′ ,BT ′ )
: H`T ′ ,BT ′ −→H`T ,BT .(3.14)
In a diagram format, one can write this map K′()k as the following composition
H`T ′ ,BT ′
R // H
C
()
k (`T ′ ,BT ′ )
F // H`T ,BT .
One can immediately observe that this operator K′()k is a generalization of the operator ρ(C) in eq.(2.21)
which appeared in the representation of the symplectic group, in §2.7. This operator written as FR can
also be written as RF, by Lem.2.24; more precisely, as R
(C
()
k )
−1(`T ,BT ),(`T ,BT ) F(`T ′ ,BT ′ ),(C()k )−1(`T ,BT )
.
We claim that the operator K
~()
k constructed in this subsection is indeed an interwining operator.
Proposition 3.9 (mutation intertwiner for irreducible representations). For each choice of sign  ∈
{+,−}, the operator K~()k = α~K]~()k ◦ K′()k : H`T ′ ,BT ′ → H`T ,BT constructed above satisfies the
intertwining equations, i.e. eq.(3.6).
Very crucial for the purposes of the present paper is the equality of these two answers K
~(+)
k and K
~(−)
k
for the mutation intertwiner problem.
Proposition 3.10 (equality of two signed decompositions of mutation intertwiner). One has
K
~(+)
k ∼ K~(−)k
i.e. these two operators coincide up to a multiplicative constant which is a power of eipi/4.
Finally, upon change of the choice of symplectic decompositions for T and T ′, our intertwiner is com-
patible with the Weil intertwiners, in the following sense.
Proposition 3.11 (compatibility between mutation intertwiner and Weil intertwiners). Let  ∈ {+,−}.
For any two symplectic decompositions (`T ,BT ) and (`T ,BT ) for T , and for any two symplectic decompo-
sitions (`T ′ ,BT ′) and (`T ′ ,BT ′) for T ′, the following diagram commutes, up to a multiplicative constant
which is a power of eipi/4:
H`T ′ ,BT ′
K
~()
k =K
~()
(`T ,BT ),(`T ′ ,BT ′ ) //
F

H`T ,BT
F

H`T ′ ,BT ′
K
~()
k =K
~()
(`T ,BT ),(`T ′ ,BT ′ ) // H`T ,BT
(3.15)
where the vertical arrows are the Weil intertwiners.
Proof of Prop.3.11. We consider the following factored version diagram, consisting of three squares:
H`T ′ ,BT ′
R //
F

H
C
()
k (`T ′ ,BT ′ )
F //
F

H`T ,BT
K
]~()
k //
F

H`T ,BT
F

H`T ′ ,BT ′
R // H
C
()
k (`T ′ ,BT ′ )
F // H`T ,BT
K
]~()
k // H`T ,BT
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We see that the left square is commutative by Lem.2.24. The middle square is commutative up to a
power of eipi/4, by Cor.2.17. For the right square, observe that F : H`T ,BT → H`T ,BT is an intertwiner
of representations, in the sense that the equalities
F(`T ,BT ),(`T ,BT ) pi`T ,BT (x) (F(`T ,BT ),(`T ,BT ))
−1 = pi`T ,BT (x), ∀x ∈ nT ,(3.16)
hold as equalities of self-adjoint operators. Therefore
F K
]~()
k F
−1 = F K]~()(`T ,BT ),(`T ′ ,BT ′ ) F
−1 = F Φ~( i
√
2pi~ · pi`T ,BT (xk)) F−1
= Φ~(F ( i
√
2pi~ · pi`T ,BT (xk)) F−1)
= Φ~( i
√
2pi~ · pi`T ,BT (xk))
= K
]~()
(`T ,BT ),(`T ′ ,BT ′ )
= K
]~()
k .
Here we used the fact that conjugation by a unitary operator commutes with functional calculus; that
is, if U is a unitary operator, x̂ a self-adjoint operator, and Φ : R→ U(1) a measurable function, then
U Φ(x̂)U−1 = Φ(U x̂U−1)(3.17)
holds (see e.g. version 2 of [K16c]). So the right square of the diagram is commutative.
Proofs of Prop.3.9 and Prop.3.10 will occupy the rest of the present section.
3.6. Verification of intertwining equations. Here we provide a proof of Prop.3.9. Core of proof has
been established by Fock-Goncharov [FG09] for their non-irreducible representation, and we just present
how to adapt it to our situation. We inherit the notations from the previous subsection. In particular,
we work with two triangulations T and T ′ related by flip along an edge k. We begin with an easy step,
which will be used later again in the present paper.
Lemma 3.12 (conjugation action of the monomial transformation part K′k). The monomial transfor-
mation part operator K′()k :H`T ′ ,BT ′ →H`T ,BT satisfies
K′()k pi
~
`T ′ ,BT ′ (x
′) (K′()k )
−1 = pi~`T ,BT (C
()
k (x
′)), ∀x′ ∈ nT ′ ,
which are equalities of self-adjoint operators. In particular, we have
K′()k x̂
′~
e (K
′()
k )
−1 =
{ −x̂~k, if e = k,
x̂~e + [ εek]+ x̂
~
k, if e 6= k,
(3.18)
Proof. Let x′ ∈ nT ′ . In view of the definition in eq.(3.14) of K′()k , we first investigate the conjugation
action by R, then that by F. From Cor.2.23, one gets
R
(`T ′ ,BT ′ ),C()k (`T ′ ,BT ′ )
pi~`T ′ ,BT ′ (x
′) (R
(`T ′ ,BT ′ ),C()k (`T ′ ,BT ′ )
)−1 = pi~
C
()
k (`T ′ ,BT ′ )
(C
()
k (x
′))
From eq.(3.16), one gets
F
C
()
k (`T ′ ,BT ′ ),(`T ,BT )
pi~
C
()
k (`T ′ ,BT ′ )
(C
()
k (x
′)) (F
C
()
k (`T ′ ,BT ′ ),(`T ,BT )
)−1 = pi~`T ,BT (C
()
k (x
′))
finishing the proof.
Lemma 3.13 (conjugation action of the automorphism part K
]~()
k ; [FG09]). The automorphism part
operator K
]~()
k :H`T ,BT →H`T ,BT satisfies the following: for each u ∈ LqT , for each ψ ∈ D`T ,BT ,
K
]~()
k pi
q
`T ,BT (u)ψ = pi
q
`T ,BT (AdΨq(X̂k)(u)) K
]~()
k ψ(3.19)
where Ψq is the compact quantum dilogarithm as defined in eq.(3.8).
Here, Ψq(X̂k)
 = (1+qX̂k)
−(1+q3X̂k)
− · · · is only a formal element, but AdΨq(X̂k)(u) is well-defined.
Rigorous proof of Lem.3.13 requires somewhat heavy arguments in analysis. As we will not really use the
above intertwining equations in the present paper, we only claim that Fock-Goncharov’s proof of [FG09,
Thm.5.6] should work for this lemma almost verbatim. In view of the relationship between Φ~ and
Ψq (see [F95] [FG09] [K16c]), one can observe at least formally that conjugation by K
]~()
k = Φ
~( x̂~k)

would yield the same result as conjugation by Ψq(X̂k)
; see [FG09]. We also claim that Lem.3.13 holds
for all vectors ψ in the Schwartz space S qT , via the arguments in [FG09, §5.4]. Combining Lem.3.12 and
Lem.3.13 would provide a proof of the sought-for Prop.3.9.
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3.7. Equality of two signed decompositions of mutation intertwiner. The present subsection is
solely devoted to proof of Prop.3.10, i.e. the equality K
~(+)
k = K
~(−)
k up to e
ipi/4. So we should show
α~K
]~(+)
k K
′(+)
k ∼ α−1~ K]~(−)k K′(−)k , or equivalently,
α2~
(
K
]~(−)
k
)−1
K
]~(+)
k ∼ K′(−)k
(
K′(+)k
)−1
:H`T ,BT −→H`T ,BT .
In view of the definition in eq.(3.9) of the automorphism parts, the left hand side is
α2~
(
K
]~(−)
k
)−1
K
]~(+)
k = α
2
~ Φ
~(−x̂~k) Φ~(x̂~k) = e(x̂
~
k)
2/(4pii~),
by property Prop.3.6(3) of the quantum dilogarithm, where e(x̂
~
k)
2/(4pii~) is the unitary operator made
sense via the functional calculus for the self-adjoint operator x̂~k. In view of the definition in eq.(3.14) of
the monomial transformation parts, the right hand side is
K′(−)k
(
K′(+)k
)−1
= F
C
(−)
k (`T ′ ,BT ′ ),(`T ,BT )
R
(`T ′ ,BT ′ ),C(−)k (`T ′ ,BT ′ )
R−1
(`T ′ ,BT ′ ),C(+)k (`T ′ ,BT ′ )︸ ︷︷ ︸ F−1C(+)k (`T ′ ,BT ′ ),(`T ,BT )(3.20)
By the composition identity (Lem.2.19, eq.(2.16)) for R’s, the underbraced part equals
R
C
(+)
k (`T ′ ,BT ′ ),C
(−)
k (`T ′ ,BT ′ )
: H
C
(+)
k (`T ′ ,BT ′ )
−→H
C
(−)
k (`T ′ ,BT ′ )
which, through Lem.2.20, can be understood as the pullback map
C∗k : L
2(spanRC
(+)
k (BT ′))→ L2(spanRC(−)k (BT ′))
where Ck : spanRC
(−)
k (BT ′)→ spanRC(+)k (BT ′) is the restriction of the map
Ck := C
(+)
k ◦ (C(−)k )−1 : VT → VT .
Recall that the map R by itself is in fact just the identity map when its domain H
C
(+)
k (`T ′ ,BT ′ )
and
codomainH
C
(−)
k (`T ′ ,BT ′ )
are written as L2(Rr). So, one observes that the nontriviality of the computation
of K′(−)k
(
K′(+)k
)−1
is due to the discrepancy between this map R : H
C
(+)
k (`T ′ ,BT ′ )
→ H
C
(−)
k (`T ′ ,BT ′ )
and the Weil intertwiner F :H
C
(+)
k (`T ′ ,BT ′ )
→H
C
(−)
k (`T ′ ,BT ′ )
with same domain and codomain.
We first compute the linear map Ck : VT → VT ; note again that this map is completely determined by
T and T ′, and is independent of the choice of symplectic decompositions (`T ,BT ) and (`T ′ ,BT ′). From
the formulas in eq.(3.10) and eq.(3.11), one obtains
Ck(xe) = (C
(+)
k ◦ (C(−)k )−1)(xe) =
{
xk if e = k,
xe + ([εek]+ − [−εek]+)xk if e 6= k,
=
{
xk if e = k,
xe + εek xk if e 6= k;
in the last equality, we used the fact [a]+ − [−a]+ = a which holds for any real number a. Note
from eq.(3.1) that εef = BT (xe, xf ), and hence by linearity one can easily check that the above map
Ck : VT → VT is given by the following neat formula:
Ck(x) = x+BT (x, xk)xk, ∀x ∈ VT .(3.21)
Before proceeding, let us summarize some properties of Ck. As each C
(+)
k and C
(−)
k is an invertible
symplectic transformation (by Lem.3.7), so is Ck. The two symplectic decompositions C
(+)
k (`T ′ ,BT ′)
and C
(−)
k (`T ′ ,BT ′) are related by the map Ck, i.e.
Ck(C
(−)
k (`T ′ ,BT ′)) = C(+)k (`T ′ ,BT ′).
In eq.(3.20), the rightmost factor F−1
C
(+)
k (`T ′ ,BT ′ ),(`T ,BT )
in the right hand side can be written as
F−1
C
(+)
k (`T ′ ,BT ′ ),(`T ,BT )
= F
(`T ,BT ),C(+)k (`T ′ ,BT ′ )
:H`T ,BT →HC(+)k (`T ′ ,BT ′ ),
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by Prop.2.12. Further, one can write C
(+)
k (`T ′ ,BT ′) as Ck(C(−)k (`T ′ ,BT ′)). So one can represent the
composition in the right hand side of eq.(3.20) by the following diagram, keeping in mind that a Weil
intertwiner can be denoted just by the symbol F when its domain and codomain are explicitly specified:
H`T ,BT
F // H
Ck(C
(−)
k (`T ′ ,BT ′ ))
R // H
C
(−)
k (`T ′ ,BT ′ )
F // H`T ,BT(3.22)
The composition of the above three arrows equals K′(−)k
(
K′(+)k
)−1
: H`T ,BT → H`T ,BT . Applying
Lem.2.24 to the composition FR of the latter two maps of eq.(3.22) to re-write it as RF, we see that
the composition of the diagram in eq.(3.22) equals the composition of the following diagram:
H`T ,BT
F // H
Ck(C
(−)
k (`T ′ ,BT ′ ))
F // HCk(`T ,BT )
R // H`T ,BT(3.23)
Then, applying Cor.2.17 (or eq.(2.15)) to the composition FF of the first two maps of this new diagram
eq.(3.23) to re-write it as F we see that the composition of the diagram in eq.(3.23) equals the composition
of the following diagram, up to a multiplicative constant that is a power of eipi/4:
H`T ,BT
F // HCk(`T ,BT )
R // H`T ,BT(3.24)
To summarize, we proved
K′(−)k
(
K′(+)k
)−1
∼ RCk(`T ,BT ),(`T ,BT ) ◦ F(`T ,BT ),Ck(`T ,BT )
[Special case] Still, direct computation of the map K′(−)k
(
K′(+)k
)−1
: H`T ,BT → H`T ,BT is not so
straightforward, hence we take a detour. We first deal with an easy case; assume that the condition
xk ∈ `T
holds. For this special case, let’s compute the composition of the diagram in eq.(3.24). One observation
is that xk ∈ `T implies
Ck(`T ) = `T .
Indeed, for each x ∈ `T , one has B(x, xk) = 0 because `T is isotropic, hence Ck(x) = x+B(x, xk)xk = x;
so Ck restricts to the identity map `T → `T . By means of the maps I, consider the diagram:
H`T ,BT
F // HCk(`T ),Ck(BT )
R // H`T ,BT
H`T
I
OO
F // HCk(`T )
I
OO
R˜ // H`T
I
OO
The upper row is eq.(3.24). The left square commutes by definition of the Weil intertwiner F associated
to symplectic decompositions. The right square commutes by definition of the map R˜ as appeared in
Lem.2.22. From Ck(`T ) = `T and eq.(2.11), it follows that the map F : H`T → HCk(`T ) in the lower
row is the identity map.
Let ϕ = ϕ(t1, . . . , tr) ∈ H`T ,BT = L2(Rr, dt1 · · · dtr) (the upper-left corner of the above diagram).
Then I−1ϕ ∈H`T is given by formula eq.(2.6), as a function N → C. Next, FI−1ϕ ∈HCk(`T ) =H`T is
identical to I−1ϕ, as functions N → C. Now let’s compute R˜FI−1ϕ ∈H`T ; as a function on N , it is
(R˜FI−1ϕ)(n) =
eq.(2.18)
(FI−1ϕ)(eCk(n)) = (I−1ϕ)(eCk(n)), ∀n ∈ N.
To compute the final result IR˜FI−1ϕ ∈H`T ,BT with the help of eq.(2.6), we put n = exp(
∑r
j=1tjvj) · h
for t1, . . . , tr ∈ R and h ∈ H. Note h ∈ H = exp h = exp(V ⊥ + `T + Rc), and observe that Ck restricts
to the identity map on V ⊥ + `T + Rc, because B(x, xk) = 0 for all x ∈ V ⊥ + `T + Rc. Hence we get
eCk(h) = h, so eCk(n) = eCk(exp(
∑r
j=1tjvj) · h) = exp(
∑r
j=1tjCk(vj)) · h. Let us put
αj = B(vj , xk) ∈ R, j = 1, 2, . . . , r,
so that
Ck(vj) = vj +B(vj , xk)xk = vj + αjxk, ∀j = 1, . . . , r.
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Thus
exp(
∑r
j=1tjCk(vj)) = exp(
∑r
j=1tjvj + (
∑r
i=1tiαi)xk)
= exp(
∑r
j=1tjvj) exp((
∑r
i=1tiαi)xk) exp(− 12 [
∑r
j=1tjvj , (
∑r
i=1tiαi)xk])
= exp(
∑r
j=1tjvj) exp((
∑r
i=1tiαi)xk) exp(− 12
∑r
j=1tj(
∑r
i=1tiαi)B(vj , xk)c)
= exp(
∑r
j=1tjvj) exp((
∑r
i=1tiαi)xk) exp(− 12
∑r
j=1tj(
∑r
i=1tiαi)αjc)
= exp(
∑r
j=1tjvj) exp((
∑r
i=1tiαi)xk) exp(− 12 (
∑r
i=1tjαj)
2c)︸ ︷︷ ︸,(3.25)
where the underbraced part is in H = exp h. Assembling these, for n = exp(
∑r
j=1tjvj) · h observe
(R˜FI−1ϕ)(exp(
∑r
j=1tjvj) · h)
= (R˜FI−1ϕ)(n) = (I−1ϕ)(eCk(n))
= (I−1ϕ)(exp(
∑r
j=1tjCk(vj)) · h)
= (I−1ϕ)(exp(
∑r
j=1tjvj) exp((
∑r
i=1tiαi)xk) exp(− 12 (
∑r
i=1tjαj)
2c) · h) (∵ eq.(3.25))
= χ
(
exp((
∑r
i=1tiαi)xk) exp(− 12 (
∑r
i=1tjαj)
2c) · h)−1 · ϕ(t1, . . . , tr) (∵ eq.(2.6))
= e−i(
1
2 (
∑r
i=1
tjαj)
2) · χ(h)−1 · ϕ(t1, . . . , tr) (∵ (
∑r
i=1tiαi)xk ∈ `T , and from definition of χ).
So, in view of eq.(2.6), the element IR˜FI−1ϕ ∈H`T ,BT = L2(Rr, dt1 · · · dtr) is given by
(IR˜FI−1ϕ)(t1, . . . , tr) = e−i(
1
2 (
∑r
i=1
tjαj)
2) · ϕ(t1, . . . , tr).
Hence, the unitary operator IR˜FI−1 is the multiplication operator
IR˜FI−1 = e−i(
1
2 (
∑r
i=1
tjαj)
2).
Meanwhile, recall from §3.1 that the self-adjoint operator x̂~k is
x̂~k = x̂
~
k;`T ,BT = pi
~
`T ,BT (xk) = i
√
2pi~ · pi`T ,BT (xk).
Since xk ∈ `T , Example 2.9 applies, so that pi`T ,BT (xk) is multiplication by i
∑r
j=1tjαj . Thus x̂
~
k is the
following multiplication operator
x̂~k = −
√
2pi~ ·∑rj=1tjαj
on its domain of self-adjointness. Therefore, the unitary operator e(x̂
~
k)
2/(4pii~) defined by means of the
functional calculus for x̂~k is the multiplication operator
e(x̂
~
k)
2/(4pii~) = e2pi~(
∑r
j=1
tjαj)
2/(4pii~)
= e
− i2 (
∑r
j=1
tjαj)
2
hence precisely coincides with IR˜FI−1.
So, in this special case xk ∈ `T , we showed that K′(−)k
(
K′(+)k
)−1
= IR˜FI−1 : H`T ,BT → H`T ,BT
equals e(x̂
~
k)
2/(4pii~), hence also equals α2~
(
K
]~(−)
k
)−1
K
]~(+)
k , up to e
ipi/4, as desired in this subsection.
[General case] We now show that a general case boils down to the above special case. Let (`T ,BT )
and (`T ,BT ) be any two symplectic decompositions for T . We compare the composition of operators in
eq.(3.24), for these two choices. Consider the diagram
H`T ,BT
F //
F

HCk(`T ,BT )
R //
F

H`T ,BT
F

H`T ,BT
F // HCk(`T ,BT )
R // H`T ,BT
where the upper row is the diagram in eq.(3.24) for the former choice, the lower row is that for the latter
choice, and the vertical arrows are Weil intertwiners. In this diagram, the left square is commutative up
to a power of eipi/4, by Cor.2.17. The commutativity of the right square follows from Lem.2.24.
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Then we can observe that the sought-for equality
K′(−)k
(
K′(+)k
)−1
∼ e(x̂~k)2/(4pii~)
holds for the first choice (`T ,BT ) if and only if it holds for the second choice (`T ,BT ). Indeed, in view of
the above diagram we just looked at, the left hand side K′(−)k
(
K′(+)k
)−1
for the first choice equals that
for the second choice conjugated by F : H`T ,BT → H`T ,BT , up to a power of eipi/4. In the meantime,
one can easily observe from definition and construction of x̂k that the right hand side e
(x̂k)
2/(4pii~) for
the first batch equals that for the second batch conjugated by the same F, using the fact that F is an
intertwiner for representations; a similar argument as in the proof of Prop.3.11 would work.
So, to prove this equality, it suffices to prove it for any special choice of symplectic decomposition
(`T ,BT ) for T . It is indeed possible to choose (`T ,BT ) for T so that xk ∈ `T holds, by a simple linear
algebra. Then the situation boils down to the special case which we already settled.
To summarize, we showed that K
~(+)
k = K
~(−)
k holds up to power of e
ipi/4, establishing Prop.3.10. We
leave to readers to check whether this equality holds exactly without a multiplicative constant, under
certain assumption if necessary.
4. Phase constants for composition of mutation intertwiners
4.1. Consistency relations for flips. A change of ideal triangulations of a punctured oriented
surface S is a pair [T, T ′] of ideal triangulations, sometimes denoted T ; T ′. We think of applying this
change [T, T ′] to T to obtain T ′, and write [T, T ′](T ) = T ′. They form the following groupoid.
Definition 4.1 ([P87] [P12]). A labeled (ideal) triangulation T of a punctured surface S consists
of an ideal triangulation of S and the labeling of edges of T by a fixed index set I.
The (labeled) Ptolemy groupoid of a punctured surface is the groupoid Pt(S) whose set of objects
is the set of all labeled triangulations, and from any object T to any object T ′, there is exactly one
morphism, denoted by [T, T ′].
Two morphisms [T, T ′] and [T ′′, T ′′′] can be composed if T ′ = T ′′, and we write
[T ′, T ′′′] ◦ [T, T ′] = [T, T ′′′],
or sometimes without the composition symbol ◦. The Ptolemy groupoid is an example of cluster modular
groupoids generated by mutations, in the theory of cluster varieties and cluster algebras [FG09].
Definition 4.2 ([P87] [P12] [K16b]). A morphism [T, T ′] of Pt(S) is called a flip at k (for k ∈ I) and
represented by the symbol µk, if T coincides with T
′ except at one edge labeled by k.
A morphism [T, T ′] of Pt(S) is called a label-change by σ (for a permutation σ of I) and represented
by the symbol Pσ, if T and T
′ have same underlying triangulations, and for each i ∈ I, the edge labeled
by i in T is labeled by σ(i) in T ′.
These morphisms are called elementary morphisms of Pt(S).
Flip is an example of mutation in the theory of cluster varieties. Each symbol µk and Pσ represents
many different changes of triangulations. A classical result is:
Proposition 4.3 ([FLP79] [P12]). Any two ideal triangulations T and T ′ are connected by a finite
sequence of flips and label-changes; elementary morphisms of Pt(S) generate all morphisms of Pt(S).
By a sequence of flips and label-changes, we mean the corresponding composition of the members of the
sequence. Also classically known is the complete list of relations satisfied by the flips and label-changes.
Proposition 4.4 ([CP03] [K16b] see also [P12] [FST08]: presentation of Ptolemy groupoid). Any alge-
braic relations satisfied by flips and label-changes are consequences of the following:
[twice-flip identity] µkµk = Id (when applied to any T )
[square identity] µjµiµjµi = Id (when applied to any T with εij = 0)
[pentagon identity] P(ij)µiµjµiµjµi = Id (when applied to any T with εij ∈ {1,−1})
[permutation identities] Pσ Pγ = Pσ◦γ , Pσ µk Pσ−1 = µσ(k), PId = Id. (when applied to any T )
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We shall check that the composition identities for the mutation intertwiners corresponding to the above
classical relations hold up to constants, and compute these constants. A convenient way to formulate
the problem and the result is to use the notion of a projective representation of a groupoid. For the
present paper, we first have to extend the Ptolemy groupoid:
Definition 4.5. The symplectic Ptolemy groupoid of a punctured surface S is the groupoid SPt(S)
defined as the following category. The set of objects is the collection of all triples (T, `T ,BT ), where
T is a labeled ideal triangulation of S, and (`T ,BT ) is a symplectic decomposition of (VT , BT ) in the
sense as defined in Def.2.6. From any object (T, `T ,BT ) to any object (T ′, `T ′ ,BT ′), there is exactly one
morphism, denoted by [(T, `T ,BT ), (T ′, `T ′ ,BT ′)]
There is a forgetful functor SPt(S)→ Pt(S); the notion of elementary morphisms of Pt(S) carries over,
with an additional one.
Definition 4.6. A morphism [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] of SPt(S) is called a flip at k ∈ I and denoted
by µk if [T, T
′] is µk of Pt(S), and then we write [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] = µk.
A morphism [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] of SPt(S) is called a label-change by σ (for a permutation σ
of I) and denoted by Pσ if [T, T
′] is Pσ of Pt(S), and then we write [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] = Pσ.
A morphism [(T, `T ,BT ), (T, `T ,BT )] of SPt(S) is called a decomposition-change and denoted by F
or F(`T ,BT ),(`T ,BT ), and then we write [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] = F(`T ,BT ),(`T ,BT ).
These are called the elementary morphisms of SPt(S).
Proposition 4.7 (presentation of symplectic Ptolemy groupoid). (1) Elementary morphisms of SPt(S)
generate all morphisms of SPt(S).
(2) Any relation among elementary morphisms of SPt(S) are consequences of the ones in Prop.4.4
together with
[FF = F identity] F(`′T ,B′T ),(`′′T ,B′′T ) ◦ F(`T ,BT ),(`′T ,B′T ) = F(`T ,BT ),(`′′T ,B′′T ),
(∀three symplectic decompositions (`T ,BT ), (`′T ,B′T ), (`′′T ,B′′T ) for T )
[compatibility] the following two diagrams commute
(T, `T ,BT ) µk //
F

(T ′, `T ′ ,BT ′)
F

(T, `T ,BT ) µk // (T ′, `T ′ ,BT ′)
(T, `T ,BT ) Pσ //
F

(T ′, `T ′ ,BT ′)
F

(T, `T ,BT ) Pσ // (T ′, `T ′ ,BT ′)
Part (1) is easy to see. Verifying the relations in part (2) is also easy. To show that these relations
generate all relations, one can mimick the proof in [K16b, §4], which uses a lemma of Bakalov-Kirillov
[BK00]. We leave it as a straightforward exercise to readers.
Remark 4.8. Some care is need when transplanting the relations of Prop.4.4 to the groupois SPt(S),
due to our definition of the label-change symbol Pσ. For example, PId = Id has to be modified. If
the morphism [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] of Spt(S) is PId, then T = T ′, hence this morphism is also
F(`T ,BT ),(`T ′ ,BT ′ ), but not necessarily the identity. So, PId = Id should be replaced by PId = F in a
suitable sense.
4.2. Projective representation of symplectic Ptolemy groupoid. Our intertwiners for irreducible
self-adjoint representations of quantum Teichmu¨ller space can be viewed as forming a contravariant
projective functor
pi = pi~λ : SPt(S)→ Hilb,
depending on the real parameter ~ and a ‘puncture function’ λ chosen as in eq.(3.2), where Hilb is
the category whose objects are complex Hilbert spaces and whose morphisms are unitary maps. This
functor being projective means that the composition of morphisms goes to composition of morphisms
up to a multiplicative constant of modulus 1. Note that the above functor only captures the information
of intertwining operators. To keep track of the actual representations of the quantum Teichmu¨ller space
that are being intertwined, one has to consider a more complicated category than Hilb, namely the
category of representations of the Chekhov-Fock algebras; we do not do so in the present paper, and
refer the readers to the version 2 of the paper [K16c] (i.e. arXiv:1602.00797v2).
To each object (T, `T ,BT ) of SPt(S), we associate the Hilbert space pi(T, `T ,BT ) := H`T ,BT we con-
structed in §3.1, keeping in mind its structure as representations of NT , nT , and LqT which we studied.
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[flip operator] To each elementary morphism [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] of SPt(S) that is a flip µk, we
associate the operator K
~()
k : H`T ′ ,BT ′ → H`T ,BT . We choose either of the signs  ∈ {+,−}; the
ambiguity coming from this choice of sign is multiplication by a power of eipi/4, as has seen before.
[permutation operator] To each elementary morphism [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] of SPt(S) that is a
label-change Pσ, we associate the operator
Pσ = Pσ;(`T ,BT ),(`T ′ ,BT ′ ) :H`T ′ ,BT ′ →H`T ,BT
defined as follows. First, note that T and T ′ have same underlying ideal triangulation; define the bijection
Pσ : T → T ′ induced by the label change Pσ. That is, e ∈ T and Pσ(e) ∈ T ′ are labeled by a same
element of the index set I, through the respective labelings of T and T ′ (if e ∈ T is labeled by i ∈ I by
the labeling of T , then Pσ(e) ∈ T ′ is labeled by σ(i) ∈ I in T ′). Consider the induced isomorphism
Cσ : VT ′ → VT ,(4.1)
sending each basis vector xPσ(e) to xe. By construction, Cσ respects the forms BT ′ and BT , thus
Cσ(`T ′ ,BT ′) is a symplectic decomposition of (VT , BT ). Following the philosophy of the construction in
eq.(3.14) of the monomial transformation part K′ of the flip operator, we define
Pσ;(`T ,BT ),(`T ′ ,BT ′ ) := FCσ(`T ′ ,BT ′ ), (`T ,BT ) ◦R(`T ′ ,BT ′ ), Cσ(`T ′ ,BT ′ )(4.2)
[Weil interwining operator] To each elementary morphism [(T, `T ,BT ), (T, `T ,BT )] of SPt(S) that is a
decomposition change F(`T ,BT ),(`T ,BT ), we associate the operator
F = F(`T ,BT ),(`T ,BT ) :H`T ,BT →H`T ,BT
i.e. the Weil intertwiner.
[General intertwining operator] Finally, to any morphism [(T, `T ,BT ), (T ′, `T ′ ,BT ′)] of SPt(S), first
write it as (composition of) a sequence of elementary morphisms, and associate the composition of the
corresponding operators K
~()
k , Pσ, and F. A morphism can be expressed as different sequences of
elementary morphisms; to guarantee that the operators associated to these sequences are well-defined
up to a constant, it suffices to show that the operators representing the elementary morphisms satisfy
the operator identities corresponding to the generating relations of the elementary morphisms of SPt(S),
written in Prop.4.4 and Prop.4.7, up to constants.
More precisely, we shall prove the following, which is the main result of the present paper.
Theorem 4.9 (operator identities for operators representing elementary morphisms). The operators
K
~()
k , Pσ, and F representing the elementary morphisms µk, Pσ, and F of the symplectic Ptolemy
groupoid SPt(S) satisfy the following operator identities corresponding to the relations among elementary
morphisms of SPt(S).
(1) (twice-flip identity) Suppose
[(T, `T ,BT ), (T ′, `T ′ ,BT ′)] = µk
Then [(T ′, `T ′ ,BT ′), (T, `T ,BT )] = µk, and
K
~(+)
k K
~(−)
k = K
~(+)
(`T ,BT ),(`T ′ ,BT ′ ) K
~(−)
(`T ′ ,BT ′ ),(`T ,BT ) ∼ IdH`T ,BT
i.e. the equality holds up to an integer power of eipi/4.
(2) (square identity) Let T (0) be an ideal triangulation whose exchange matrix ε(0) satisfies
ε
(0)
ij = 0
for some i, j ∈ I with i 6= j. Let (T (a), `T (a) ,BT (a)), a = 0, . . . , 3, be objects of SPt(S) such that
[(T (0), `T (0) ,BT (0)), (T (1), `T (1) ,BT (1))] = µi, [(T (1), `T (1) ,BT (1)), (T (2), `T (2) ,BT (2))] = µj ,
[(T (2), `T (2) ,BT (2)), (T (3), `T (3) ,BT (3))] = µi.
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Then [(T (3), `T (3) ,BT (3)), (T (0), `T (0) ,BT (0))] = µj, and
K
~(+)
i K
~(+)
j K
~(−)
i K
~(−)
i = K
~(+)
(`
T (0)
,B
T (0)
),(`
T (1)
,B
T (1)
) K
~(+)
(`
T (1)
,B
T (1)
),(`
T (2)
,B
T (2)
)
·K~(−)(`
T (2)
,B
T (2)
),(`
T (3)
,B
T (3)
) K
~(−)
(`
T (3)
,B
T (3)
),(`
T (0)
,B
T (0)
)
∼ IdH`
T (0)
,B
T (0)
i.e. the equality holds up to an integer power of eipi/4.
(3) (pentagon identity) Let T (0) be an ideal triangulation whose exchange matrix ε(0) satisfies
ε
(0)
ij ∈ {1,−1}
for some i, j ∈ I. Let (T (a), `T (a) ,BT (a)), a = 0, . . . , 5, be objects of SPt(S) such that
[(T (0), `T (0) ,BT (0)), (T (1), `T (1) ,BT (1))] = µi, [(T (1), `T (1) ,BT (1)), (T (2), `T (2) ,BT (2))] = µj ,
[(T (2), `T (2) ,BT (2)), (T (3), `T (3) ,BT (3))] = µi, [(T (3), `T (3) ,BT (3)), (T (4), `T (4) ,BT (4))] = µj ,
[(T (4), `T (4) ,BT (4)), (T (5), `T (5) ,BT (5))] = µi.
Then [(T (5), `T (5) ,BT (5)), (T (0), `T (0) ,BT (0))] = P(ij), and
K
~(+)
i K
~(+)
j K
~(−)
i K
~(−)
i K
~(−)
i P(ij)
= K
~(+)
(`
T (0)
,B
T (0)
),(`
T (1)
,B
T (1)
) K
~(+)
(`
T (1)
,B
T (1)
),(`
T (2)
,B
T (2)
) K
~(−)
(`
T (2)
,B
T (2)
),(`
T (3)
,B
T (3)
)
·K~(−)(`
T (3)
,B
T (3)
),(`
T (4)
,B
T (4)
) K
~(−)
(`
T (4)
,B
T (4)
),(`
T (5)
,B
T (5)
) P(ij);(`T (5) ,BT (5) ),(`T (0) ,BT (0) )
∼ α−1~ · IdH`
T (0)
,B
T (0)
i.e. the equality holds up to an integer power of eipi/4.
(4) (‘trivial’ relations) The operators K
~()
k , Pσ, and F also satisfy the remaining relations:
PσPγ ∼ Pσ◦γ , PσK~()k Pσ−1 ∼ K~()σ(k), PId = Id,
FF ∼ F, F K~()k ∼ K~()k F, Pσ F ∼ F Pσ,
in appropriate senses.
In particular, these operator induces a projective functor pi : SPt(S)→ Hilb.
Remark 4.10. Similar remark as in Rem.4.8 applies to part (4) of the above theorem, especially for
PId = Id; it should really read as PId = F.
Due to Prop.3.10, the (tropical) signs for flips can in fact be chosen arbitrarily, with correspondingly
modified phase constants. We will see in the proof of Thm.4.9 why we chose the signs like above.
4.3. Proof of operator identities and computation of phase constants. Here we prove Thm.4.9.
We first deal with the hardest part, namely part (3).
[pentagon identity] Assume the hypothesis of Thm.4.9.(3) and further assume ε
(0)
ij = 1. We first
establish certain notations for the five flips, to ease the discussion. For each a = 1, . . . , 5, consider
the a-th flip [(T (a−1), `T (a−1) ,BT (a−1)), (T (a), `T (a) ,BT (a))], which is a flip at the edge ka ∈ {i, j}. It is
wise to come up with a concise notation to denote the symplectic decompositions:
D(a) := (`T (a) ,BT (a)), a = 0, 1, . . . , 5.
We assigned the (tropical) signs a to each of the five flips for a = 1, . . . , 5, namely +,+,−,−,−. We
denote the corresponding linear map
C
(a)
ka
: VT (a) → VT (a−1)
in eq.(3.10) by the symbol C(a). Also, let us write
x̂(a) := x̂~ka;`T (a−1) ,BT (a−1) = x̂
~
ka;D(a−1) ,
which is a self-adjoint operator on H`
T (a−1) ,BT (a−1) = HD(a−1) . The exchange matrix for T
(a−1) is
denoted by ε(a−1). Then ε(0)ij = −ε(1)ij = ε(2)ij = −ε(3)ij = ε(4)ij = 1.
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Now, in the composition
K
~(+)
D(0),D(1) K
~(+)
D(1),D(2) K
~(−)
D(2),D(3) K
~(−)
D(3),D(4) K
~(−)
D(4),D(5) P(ij);D(5),D(0)
we shall write each K
~(a)
ka
as αa~ Φ
~(a x̂(a))a K′
(a)
ka
, and move all K′(a)ka to the right using eq.(3.18) of
Lem.3.12, together with the commutativity of conjugation by unitary operator and functional calculus
(i.e. eq.(3.17)). So, moving K′(a)ka to the right results in altering the arguments of Φ
~ correspondingly.
To show some steps, observe
K
~(+)
D(0),D(1) K
~(+)
D(1),D(2) K
~(−)
D(2),D(3) K
~(−)
D(3),D(4) K
~(−)
D(4),D(5) P(ij);D(5),D(0)
= α1+1−1−1−1~ Φ
~(x̂(1)) K′(+)k1 Φ
~(x̂(2)) K′(+)k2 Φ
~(−x̂(3))−1 K′(+)k3 Φ~(−x̂(4))−1
· K′(+)k4︸ ︷︷ ︸
move to right
Φ~(−x̂(5))−1 K′(+)k5 P(ij);D(5),D(0)
= α−1~ Φ
~(x̂(1)) K′(+)k1 Φ
~(x̂(2)) K′(+)k2 Φ
~(−x̂(3))−1 K′(+)k3︸ ︷︷ ︸
move to right
Φ~(−x̂(4))−1
· Φ~(C(4)(−x̂(5)))−1 K′(+)k4 K′
(+)
k5
P(ij);D(5),D(0)
= α−1~ Φ
~(x̂(1)) K′(+)k1 Φ
~(x̂(2)) K′(+)k2 Φ
~(−x̂(3))−1 Φ~(C(3)(−x̂(4)))−1
· Φ~(C(3)C(4)(−x̂(5)))−1 K′(+)k3 K′
(+)
k4
K′(+)k5 P(ij);D(5),D(0)
= · · · (do similarly).
Here we are using the symbols C(a) also for the induced map on self-adjoint operators, by a slight abuse
of notation; for example, for a self-adjoint operator x̂ = pi~D(a)(x) onHD(a) , the operator pi
~
D(a−1)(C
(a)(x))
on HD(a−1) is being denoted as C(a)(x̂). Anyways, this way we get
K
~(+)
D(0),D(1) K
~(+)
D(1),D(2) K
~(−)
D(2),D(3) K
~(−)
D(3),D(4) K
~(−)
D(4),D(5) P(ij);D(5),D(0)
= α−1~ Φ
~(x̂(1)) Φ~(C(1)(x̂(2))) Φ~(C(1)C(2)(−x̂(3)))−1 Φ~(C(1)C(2)C(3)(−x̂(4)))−1
· Φ~(C(1)C(2)C(3)C(4)(−x̂(5)))−1 K′(+)k1 K′
(+)
k2
K′(−)k3 K
′(−)
k4
K′(−)k5 P(ij);D(5),D(0) .
The arguments of five Φ~-factors are all self-adjoint operators on HD(0) , and they are as follows (we
omit D(0) from the subscripts of the final resulting operators):
x̂(1) = x̂~i , C
(1)(x̂(2)) = C(1)(x̂~j;D(1)) = x̂
~
j + [ε
(0)
ji ]+x̂
~
i︸ ︷︷ ︸
= 0
= x̂~j ,
C(1)C(2)(−x̂(3)) = C(1)C(2)(−x̂~i;D(2)) = C(1)(−(x̂~i;D(1) + [ε(1)ij ]+x̂~j;D(1)︸ ︷︷ ︸
= 0
)) = x̂~i ,
C(1)C(2)C(3)(−x̂(4)) = C(1)C(2)C(3)(−x̂~j;D(3)) = C(1)C(2)(−(x̂~j;D(2) + [−ε(2)ji ]+︸ ︷︷ ︸
= 1
x̂~i;D(2)))
= C(1)(x̂~j;D(1) − (x̂~i;D(1) + [ε(1)ij ]+x̂~j;D(1)︸ ︷︷ ︸
= 0
)) = (x̂~j + [ε
(0)
ji ]+x̂
~
i︸ ︷︷ ︸
= 0
) + x̂~i = x̂
~
i + x̂
~
j ,
C(1)C(2)C(3)C(4)(−x̂(5)) = C(1)C(2)C(3)C(4)(−x̂~i;D(4))
= C(1)C(2)C(3)(−(x̂~i;D(3) + [−ε(3)ij ]+︸ ︷︷ ︸
= 1
x̂~j;D(3)))
= C(1)C(2)(x̂~i;D(2) − (x̂~j;D(2) + [−ε(2)ji ]+︸ ︷︷ ︸
= 1
x̂~i;D(2))) = C
(1)(x̂~j;D(1)) = x̂
~
j + [ε
(0)
ji ]+x̂
~
i︸ ︷︷ ︸
= 0
= x̂~j .
So the composition of the five Φ~-factors is
Φ~(x̂~i ) Φ
~(x̂~j ) Φ
~(x̂~i )
−1 Φ~(x̂~i + x̂
~
j )
−1 Φ~(x̂~j )
−1
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which equals Id by Prop.3.6(4). It remains to deal with the composition of five K′-factors and P(ij).
Observe
K′(+)k1 K
′(+)
k2
K′(−)k3 K
′(−)
k4
K′(−)k5
= K′(+)D(0),D(1) K
′(+)
D(1),D(2) K
′(−)
D(2),D(3) K
′(−)
D(3),D(4) K
′(−)
D(4),D(5)
= FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) RD(2), C(2)(D(2)) FC(3)(D(3)),D(2) RD(3), C(3)(D(3))
· FC(4)(D(4)),D(3) RD(4), C(4)(D(4)) FC(5)(D(5)),D(4) RD(5), C(5)(D(5))︸ ︷︷ ︸
We shall repeatedly use Lem.2.24 to rewrite some FR as RF, then combine R’s and F’s using Lem.2.19
(eq.(2.16)) and Cor.2.17 (eq.(2.15)). First, apply Lem.2.24 to the underbraced part above, for (`′1,B′1) =
C(5)(D(5)), C = (C(5))−1, (`′2,B′2) = D(4), to rewrite it as R(C(5))−1(D(4)),D(4) FD(5), (C(5))−1(D(4)), to get
K′(+)k1 K
′(+)
k2
K′(−)k3 K
′(−)
k4
K′(−)k5
= FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) RD(2), C(2)(D(2)) FC(3)(D(3)),D(2) RD(3), C(3)(D(3))
· FC(4)(D(4)),D(3) RD(4), C(4)(D(4)) R(C(5))−1(D(4)),D(4)︸ ︷︷ ︸ FD(5), (C(5))−1(D(4))
Apply Lem.2.19 (eq.(2.16)) to replace the underbraced RR with R = R(C(5))−1(D(4)), C(4)(D(4)). Then,
we shall apply Lem.2.24 to this new R and the F-factor that is at the immediate left, etc:
K′(+)k1 K
′(+)
k2
K′(−)k3 K
′(−)
k4
K′(−)k5
= FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) RD(2), C(2)(D(2)) FC(3)(D(3)),D(2) RD(3), C(3)(D(3))
· FC(4)(D(4)),D(3) R(C(5))−1(D(4)), C(4)(D(4))︸ ︷︷ ︸
use Lem.2.24: (`′1,B′1) = C(4)(D(4)), C = (C(4)C(5))−1, (`′2,B′2) = D(3)
FD(5), (C(5))−1(D(4))
= FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) RD(2), C(2)(D(2)) FC(3)(D(3)),D(2)
·RD(3), C(3)(D(3)) R(C(4)C(5))−1(D(3)),D(3)︸ ︷︷ ︸
use Lem.2.19 (eq.(2.16))
F(C(5))−1(D(4)), (C(4)C(5))−1(D(3)) FD(5), (C(5))−1(D(4))︸ ︷︷ ︸
use Cor.2.17 (eq.(2.15))
∼ FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) RD(2), C(2)(D(2))
· FC(3)(D(3)),D(2) R(C(4)C(5))−1(D(3)), C(3)(D(3))︸ ︷︷ ︸
use Lem.2.24: (`′1,B′1) = C(3)(D(3)), C = (C(3)C(4)C(5))−1, (`′2,B′2) = D(2)
FD(5), (C(4)C(5))−1(D(3))
= FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) RD(2), C(2)(D(2)) R(C(3)C(4)C(5))−1(D(2)),D(2)︸ ︷︷ ︸
use Lem.2.19 (eq.(2.16))
· F(C(4)C(5))−1(D(3)), (C(3)C(4)C(5))−1(D(2)) FD(5), (C(4)C(5))−1(D(3))︸ ︷︷ ︸
use Cor.2.17 (eq.(2.15))
∼ FC(1)(D(1)),D(0) RD(1), C(1)(D(1)) FC(2)(D(2)),D(1) R(C(3)C(4)C(5))−1(D(2)), C(2)(D(2))
· FD(5), (C(3)C(4)C(5))−1(D(2))
∼ · · · (do similarly)
∼ R(C(1)C(2)C(3)C(4)C(5))−1(D(0)),D(0) FD(5), (C(1)C(2)C(3)C(4)C(5))−1(D(0)).
In fact, such manipulation works for any sequence of flips, hence shall be adapted also for proofs of parts
(1) and (2) of Thm.4.9 shortly. It remains to compute the linear map C(1)C(2)C(3)C(4)C(5) : VT (5) →
VT (0) . It is straightforward to compute this composed linear map by hand. Instead, we refer to [K16c]
[KN11] about the results on tropical sign sequences, saying that C(1)C(2)C(3)C(4)C(5) equals the label
exchange isomorphism C(ij) = C
−1
(ij). Thus
K′(+)k1 K
′(+)
k2
K′(−)k3 K
′(−)
k4
K′(−)k5 P(ij);D(5),D(0)
∼ RC(ij)(D(0)),D(0) FD(5), C(ij)(D(0)) P(ij);D(5),D(0)
= RC(ij)(D(0)),D(0) FD(5), C(ij)(D(0)) FC(ij)(D(0)),D(5)︸ ︷︷ ︸
= Id (∵ Prop.2.12)
RD(0), C(ij)(D(0)) (∵ eq.(4.2))
= RC(ij)(D(0)),D(0) RD(0), C(ij)(D(0)) =Lem.2.19 (eq.(2.16))
RD(0),D(0) .
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It is easy to see from the construction of R in §2.7 that
R(`,B),(`,B) = Id(4.3)
holds for any symplectic decomposition, hence RD(0),D(0) = Id, finishing the proof of the claim of
Thm.4.9.(3) in the case ε
(0)
ij = 1.
The case ε
(0)
ij = −1 can be dealt with by a similar method, but it is wiser to use a slightly different
choice of (tropical) signs, namely +,+,+,−,−; then, for example, the composition of the five Φ~-factors
is Φ~(x̂~i )Φ
~(x̂~i + x̂
~
j )Φ
~(x̂~j )Φ
~(x̂~i )
−1Φ~(x̂~j )
−1, which equals Id by Prop.3.6(4). We omit the detailed
computation, and refer the interested readers to [K16c]. [end of proof of the pentagon identity]
[twice flip identity] Assume the hypothesis of Thm.4.9.(1). Observe
K
~(+)
(`T ,BT ),(`T ′ ,BT ′ ) K
~(−)
(`T ′ ,BT ′ ),(`T ,BT )
= Φ~(x̂~k;`T ,BT ) K
′(+)
(`T ,BT ),(`T ′ ,BT ′ )︸ ︷︷ ︸
move to right
Φ~(−x̂~k;`T ′ ,BT ′ )−1 K′
(−)
(`T ′ ,BT ′ ),(`T ,BT )
= Φ~(x̂~k;`T ,BT ) Φ
~(x̂~k;`T ,BT )
−1︸ ︷︷ ︸
cancels
K′(+)(`T ,BT ),(`T ′ ,BT ′ ) K
′(−)
(`T ′ ,BT ′ ),(`T ,BT ),
where in the first step we used eq.(3.18) of Lem.3.12, like in the proof of the pentagon identity. It remains
to show that K′(+)(`T ,BT ),(`T ′ ,BT ′ ) K
′(−)
(`T ′ ,BT ′ ),(`T ,BT ) equals identity, up to e
ipi/4. By a similar process adapted
in the proof of the pentagon identity, using Lem.2.24, Cor.2.17 (or eq.(2.15)), and eq.(2.16), we obtain
K′(+)(`T ,BT ),(`T ′ ,BT ′ ) K
′(−)
(`T ′ ,BT ′ ),(`T ,BT ) ∼ R(C(+)k C′k(−))−1(`T ′ ,BT ′ ), (`T ′ ,BT ′ ) F(`T ′ ,BT ′ ), (C(+)k C′k(−))−1(`T ′ ,BT ′ )
where C
(+)
k : VT ′ → VT and C ′k(−) : VT → VT ′ are the linear maps in eq.(3.10) corresponding to
the first and the second flips, respectively. One can check C
(+)
k C
′
k
(−)
= Id; indeed, using (3.10) and
(3.11), one checks C
(+)
k C
′
k
(−)
(xk) = C
(+)
k (−xk) = xk and C(+)k C ′k(−)(xe) = C(+)k (x′e + [−ε′ek]+x′k) =
xe + [εek]+xk + [−ε′ek]+(−xk) = xe + [εek]+(xk −xk) = xe. As a matter of fact, this is why we chose the
sign + for the first flip and − for the second flip, being an example of the ‘tropical sign sequence’.
Now, note F(`T ′ ,BT ′ ),(`T ′ ,BT ′ ) = Id as observed in eq.(2.11) (plus the definition of F(`,B),(`,B) in §2.5),
and note R(`T ′ ,BT ′ ),(`T ′ ,BT ′ ) = Id as observed in eq.(4.3). This finishes the proof of Thm.4.9.(1).
[end of proof of the twice flip identity]
[square identity] Assume the hypothesis of Thm.4.9.(2). We follow the notation convention as in the
proof of the pentagon identity; so we shall investigate the composition
K
~(+)
D(0),D(1) K
~(+)
D(1),D(2) K
~(−)
D(2),D(3) K
~(−)
D(3),D(0)
Like before, we write each K
~(a)
ka
as αa~ Φ
~(a x̂(a))a K′
(a)
ka
, and move all K′(a)ka to the right using
eq.(3.18) of Lem.3.12;
K
~(+)
D(0),D(1) K
~(+)
D(1),D(2) K
~(−)
D(2),D(3) K
~(−)
D(3),D(0)
= α1+1−1−1~ Φ
~(x̂(1)) Φ~(C(1)(x̂(2))) Φ~(C(1)C(2)(−x̂(3)))−1 Φ~(C(1)C(2)C(3)(−x̂(4)))−1
·K′(+)k1 K′
(+)
k2
K′(−)k3 K
′(−)
k4
We have ε
(0)
ij = −ε(1)ij = ε(2)ij = −ε(3)ij = 0, so it is easy to verify
x̂(1) = x̂~i , C
(1)(x̂(2)) = x̂~j , (C
(1)C(2))(−x̂(3)) = x̂~i , (C(1)C(2)C(3))(−x̂(4)) = x̂~j ,
thus the composition of the four Φ~-factors is
Φ~(x̂~i ) Φ
~(x̂~j ) Φ
~(x̂~i )
−1 Φ~(x̂~j )
−1;
this equals identity, because since x̂~i strongly commutes with x̂
~
j (i.e. e
ibx̂~i eib
′x̂~j = eib
′x̂~j eibx̂
~
i , ∀b, b′ ∈ R),
the results Φ~(x̂~i ) and Φ
~(x̂~j ) of their functional calculus also commute, by a basic result in functional
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analysis. Meanwhile, by a similar process as in the proof of the pentagon identity adapted to the
composition of the four K′-factors, using Lem.2.24, Cor.2.17 (eq.(2.15)), and Lem.2.19 (eq.(2.16)), we
obtain
K′(+)k1 K
′(+)
k2
K′(−)k3 K
′(−)
k4
∼ R(C(1)C(2)C(3)C(4))−1(D(0)),D(0) FD(0), (C(1)C(2)C(3)C(4))−1(D(0))
It remains to compute the linear map C(1)C(2)C(3)C(4) : VT (0) → VT (0) . One can verify that this equals
Id either by hand, or by using the results on tropical sign sequences [K16c] [KN11]. Anyhow, we get
K
~(+)
D(0),D(1) K
~(+)
D(1),D(2) K
~(−)
D(2),D(3) K
~(−)
D(3),D(0) ∼ RD(0),D(0) FD(0),D(0) = Id,
as desired. [end of proof of the square identity]
[the ‘trivial’ identities] FF ∼ F and F K~()k ∼ K~()k F are already proved in Cor.2.17 and Prop.3.11.
Other identities are straightforward exercises about F’s and R’s, using Cor.2.17, Lem.2.19, and Lem.2.24.
Here we only present a sketch of proof of the most nontrivial among them, namely Pσ K
~()
σ(k) Pσ−1 ∼
K
~()
k . As a preparation, we investigate the conjugation action of the permutation operator Pσ on the
generating self-adjoint operators x̂. Let [(T,D), (T ′,D′)] = Pσ in SPt(S); so the corresponding operator
is Pσ = Pσ;D,D′ = FCσ(D′),DRD′, Cσ(D′). Consider a basis vector x
′
σ(i) ∈ VT ′ for any edge index i ∈ I,
and its corresponding self-adjoint operator x̂′
~
σ(i) = x̂
′~
σ(i);D′ = pi
~
D′(x
′
σ(i)). Recall from eq.(4.1) that
Cσ : VT ′ → VT sends x′σ(i) to xi, so from Cor.2.23 applied to C = C−1σ we have
RD′, Cσ(D′) x̂′
~
σ(i);D′ (RD′, Cσ(D′))
−1 = x̂i;Cσ(D′)
and from eq.(3.16) we have
FCσ(D′),D x̂i;Cσ(D′) (FCσ(D′),D)
−1 = x̂i;D.
Combining, we get the sought-for conjugation action of Pσ:
Pσ;D,D′ x̂′
~
σ(i);D′ (Pσ;D,D′)
−1 = x̂~i;D, ∀i ∈ I,(4.4)
which is exactly what we expect from the label permutation operator Pσ.
Let’s show K
~()
k Pσ ∼ Pσ K~()σ(k). Let [T (a),D(a)], a = 0, 1, 2, 3, 4, be objects of Spt(S) with
[(T (0),D(0)), (T (1),D(1))] = µk, [(T (1),D(1)), (T (2),D(2))] = Pσ, [(T (0),D(0)), (T (3),D(3))] = Pσ.
Then [(T (3),D(3)), (T (2),D(2))] = µσ(k). Note
K
~()
k Pσ = K
~()
D(0),D(1) Pσ;D(1),D(2)
= α~ Φ
~( x̂~k;D(0))
 F
C
()
k (D(1)),D(0)
RD(1), C()k (D(1))
FCσ(D(2)),D(1) RD(2), Cσ(D(2))︸ ︷︷ ︸
use Lem.2.24
= α~Φ
~( x̂~k;D(0))
 F
C
()
k (D(1)),D(0)
RD(1), C()k (D(1))
RC−1σ (D(1)),D(1)︸ ︷︷ ︸
use Lem.2.19 (eq.(2.16))
FD(2), C−1σ (D(1))
= α~Φ
~( x̂~k;D(0))
 F
C
()
k (D(1)),D(0)
R
C−1σ (D(1)), C()k (D(1))︸ ︷︷ ︸
use Lem.2.24
FD(2), C−1σ (D(1))
= α~Φ
~( x̂~k;D(0))
 R
(C
()
k Cσ)
−1(D(0)),D(0) FC−1σ (D(1)), (C()k Cσ)−1(D(0))
FD(2), C−1σ (D(1))︸ ︷︷ ︸
use Cor.2.17 (eq.(2.15))
∼ α~Φ~( x̂~k;D(0)) R(C()k Cσ)−1(D(0)),D(0) FD(2), (C()k Cσ)−1(D(0))
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while
Pσ K
~()
σ(k) = Pσ;D(0),D(3) K
~()
D(3),D(2)
= α~Pσ;D(0),D(3) Φ
~( x̂~σ(k);D(3))
 F
C
()
σ(k)
(D(2)),D(3) RD(2), C()
σ(k)
(D(2))
= α~ Φ
~( x̂~k;D(0))
 Pσ;D(0),D(3) FC()
σ(k)
(D(2)),D(3) RD(2), C()
σ(k)
(D(2)) (∵ eq.(4.4))
= α~ Φ
~( x̂~k;D(0))
 FCσ(D(3)),D(0) RD(3), Cσ(D(3)) FC()
σ(k)
(D(2)),D(3) RD(2), C()
σ(k)
(D(2))︸ ︷︷ ︸
use Lem.2.24
= · · · (do similarly using Cor.2.17, Lem.2.19, and Lem.2.24)
∼ α~ Φ~( x̂~k;D(0)) R(CσC()σ(k))−1(D(0)),D(0) FD(2), (CσC()σ(k))−1(D(0))
One can finish proving K
~()
k Pσ ∼ Pσ K~()σ(k) by observing C()k Cσ = CσC()σ(k).
5. Conclusion and beyond
5.1. Projective representation of mapping class group. Let MCG(S) = Homeo+(S)/Homeo(S)0
be the mapping class group of S, i.e. the group of all orientation-preserving homeomorphisms S → S up
to isotopy. Then MCG(S) naturally acts on the set of all labeled ideal triangulations of S; this action
can be defined on the Ptolemy groupoid Pt(S), if we define the action on the morphisms as g.[T, T ′] :=
[gT, gT ′], for each g ∈ MCG(S). In fact, this action also extends naturally to the symplectic Ptolemy
groupoid SPt(S). Indeed, for any g ∈ MCG(S) and any object (T, `T ,BT ) of SPt(S), we have a natural
symplectic isomorphism Cg : VT → VgT sending each basis vector xe to xg(e), and this isomorphism
induces symplectic decomposition (`gT ,BgT ) := Cg(`T ,BT ) of (VgT , BgT ); then, define the action on
objects as g.(T, `T ,BT ) := (gT, `gT ,BgT ), and that on morphisms as g[(T, `T ,BT ), (T ′, `T ′ ,BT ′)] :=
[(gT, `gT ,BgT ), (gT ′, `gT ′ ,BgT ′)]. Then we can easily observe:
Proposition 5.1. The projective functor pi : SPt(S)→ Hilb constructed in §4.2 is invariant under the
MCG(S)-action on SPt(S).
Indeed, the Hilbert spaces and operators in the present paper used only combinatorics of the ideal
triangulations T , but did not really use the full information of T as an ideal triangulation. So, we may
formulate our result as the projective functor
pi = pi~λ : SPt(S)/MCG(S)→ Hilb
from the quotient category
SPt(S) := SPt(S)/MCG(S)
In fact, this is what had really been aimed for in the quantum Teichmu¨ller theory, so we might just have
formulated the problem this way from the beginning. By construction, for any object O of SPt(S), the
automorphism group Aut(O) is isomorphic to MCG(S), so pi yields a projective unitary representation
pi~O = pi
~
O;λ : MCG(S)→ U(HO)
of the mapping class group MCG(S) on the Hilbert space HO ∼= L2(Rr). It is also clear that the
projective representations pi~O for different O’s are unitarily equivalent. The main result of the present
paper is then an explicit construction of these representations, as well as computation of the phase
constants coming from the projective-ness of the representations. Namely, for each g1, g2 ∈ MCG(S),
we have
pi~O(g1g2) = c
~
g1,g2 pi
~
O(g1)pi
~
O(g2)
for some constants c~g1,g2 ∈ U(1), and we computed these constants.
These constants MCG(S) ×MCG(S) → U(1), (g1, g2) 7→ c~g1,g2 , satisfy the group 2-cocycle condition,
hence represents a class in the second group cohomology H2(MCG(S); U(1)), which is in one-to-one
correspondence with the central extensions of MCG(S) by U(1). This cohomology class of MCG(S)
coming from various versions of quantum Teichmu¨ller theory has been interesting objects of study,
as studied in [FS10] [FK14] [K16a] [K16c] [X14]. The non-triviality of this cohomology class for the
Chekhov-Fock-Goncharov type quantum Teichmu¨ller space has only been hinted and conjectured, and
used in [FS10] [X14] without proof. The present paper can be used to finally fill in this gap.
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However, as seen in the present paper, for the phase constants, not only the special number α~ defined
in eq.(3.7) is involved, but also powers of eipi/4 appear, from the theory of Shale-Weil intertwiners; this
phenomenon has not been mentioned at all in the quantum Teichmu¨ller theory literature. So, to verify
the asserted results of the previous papers [FS10] [X14], one must really construct the representations
of MCG(S) in each of the asserted cases and check the relations, this time not ignoring but keeping
precise track of eipi/4 too. Here is how to do it. Pick any object (T, `T ,BT ) of SPt(S), representing
an object O of SPt(S). It is known that MCG(S) is finitely presented; pick generators g1, . . . , gN . For
each generator gi, consider the morphism [(T, `T ,BT ), gi(T, `T ,BT )] of SPt(S), express it as composition
of elementary morphisms, and form the composition of the corresponding operators K,F,P, to get a
unitary operator ĝi = pi
~
O(gi) on H`T ,BT . Each relation among g1, . . . , gN is satisfied by the operators
ĝ1, . . . , ĝN up to a phase constant in U(1); these constants yield a (presentation of a) central extension of
MCG(S), representing the sought-for second group cohomology class. Note that these phase constants
will be product of integer powers of α~ and eipi/4. We recall the well-known fact in the theory of Shale-
Weil projective representations of symplectic groups that the intertwiners F can be scaled suitably so
that the phase constants are ±1, and also that these constants cannot be all 1; see original papers
on the Shale-Weil theory, as well as [R93]. In our case of projective representation of MCG(S) just
mentioned, it may be possible to fine-tune the scalars so that the phase constants are powers of just
α~; we leave this for a future research, which should be related to comparing H2(MCG(S);Z) and
H2(MCG(S);Z⊕Z/2Z). Another hurdle left is that one should think of how to apply the present work
to the case of non-finite-type surfaces as studied in [FS10] [K16a].
Besides this story of phase constants, another important question is that the MCG(S) representation
constructed above using the present paper is irreducible as a representation of the group MCG(S). If it
were true, we expect that a similar argument as in proofs of Stone-von Neumann theorem is needed.
5.2. Generalization to cluster X -varieties. The present paper is written in terms of Teichmu¨ller
space of a punctured surface, using the ideal triangulations of the surface. In fact, the whole construction
could be applied to skew-symmetric clusterX -varieties of Fock-Goncharov. A labeled ideal triangulation
T corresponds to a labeled X -seed (ε, {X1, . . . , Xn}), consisting of an n×n skew-symmetric integer ma-
trix ε = (εij)
n
i,j=1, with cluster X -variables X1, . . . , XN , which form a transcendental basis of some am-
bient field F . By mutation µk along k ∈ I = {1, . . . , n} one can transform a seed T = (ε, {X1, . . . , Xn})
into another seed µk(T ) = T
′ = (ε′, {X ′1, . . . , X ′n}), related to the previous one by formulas in eq.(3.5).
By seed automorphism Pσ for a permutation σ of I, one can transform a seed T into Pσ(T ) = T
′ using
formulas ε′σ(i)σ(j) = εij , X
′
σ(i) = Xi. Start from one seed, and collect all seeds obtained by sequences of
mutations and seed automorphisms. By gluing the split algebraic tori Spec(Z[X±11 , . . . , X±1n ]) for these
seeds along the birational maps corresponding to µk and Pσ, one obtains the cluster X -variety. Replac-
ing the commutative rings Z[X±11 , . . . , X±1n ] by the non-commutative algebras X qT (Def.3.5), related with
one another by the quantum mutations ΦqTT ′ and quantum seed automorphisms Pσ, yields a quantum
cluster X -variety [FG09].
One can consider the groupoid of seeds, generated by elementary morphisms corresponding to mutations
and seed automorphisms, analogous to Pt(S). To apply the present paper’s construction, for each seed
T one must choose a symplectic decomposition (`T ,BT ) of the vector space (VT , BT ) equipped with a
skew-symmetric bilinear form. Hence one can define a groupoid of symplectic decompositions, analogous
to SPt(S). Using the present paper’s construction, one would assign unitary operators Kk, F, and Pσ, to
elementary morphisms of this groupoid, which would yield an irreducible representation of the quantum
cluster X -variety.
However, at this moment, such construction of irreducible representation of a general skew-symmetric
quantum cluster X -variety is only conjectural, for the following reasons. First, for the final projective
representation to be well-defined, the operators Kk, F, and Pσ must satisfy the operator identities, up
to multiplicative constants, corresponding to the (classical) identities satisfied by the elementary mor-
phisms. One problem is that the complete list of identities satisfied by (classical) elementary morphisms
is not settled yet. There are identities satisfied by mutations that are not consequences of the ones
mentioned in the present paper; see [KY16] [FST08] e.g. for the relation consisting of 32 mutations. In
principle, one must first find all classical relations, and then check these relations for the operators. If
one is interested in just proving the well-definedness, but not so much in computing the phase constants,
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one might try mimicking an indirect argument of Fock-Goncharov [FG09] using (strong) irreducibility
of the constructed representations. Second, for the case of ideal triangulations of a punctured surface,
there was a natural preferred basis of the radical V ⊥T of (VT ,BT ) enumerated by punctures of S, which
is compatible under the ‘cluster’ linear maps C
()
k (Lem.3.7(2)); in particular, the functions f˜ : hT → R
for all possible ideal triangulations T were conveniently controlled by a single function f : P → R on
the set of punctures. For a general cluster X -variety, there is no preferred basis of V ⊥T (or the kernel of
the matrix ε), so one must come up with a basis of V ⊥T compatible under the maps C
()
k . If these two
obstacles can be overcome, we expect that it is also possible to incorporate skew-symmetrizable cluster
X -varieties too, in the style of [FG09] [K16c].
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