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ABSTRACT 
Advisor: Dr. Rebecca Boger 
The main objective of this study involves the development of a habitat suitability model for the 
Ulva genus in Jamaica Bay, New York. This incorporates several steps that were initiated by the 
selection of the most suitable water quality parameters that facilitate the successful growth of Ulva. 
These water quality parameters include dissolved oxygen, pH, temperature, salinity, nitrate + 
nitrite, ammonium, phosphates, dissolved organic nitrogen, dissolved organic carbon, depth and 
Secchi depth. This water quality data was generated by the Department of Environmental 
Protection. The Secchi depth and Jamaica Bay bathymetry data were necessary for the calculation 
of the % light to bottom that has been vital to the development of this model. For model 
development, inverse distance weighted interpolation was used to generate water quality surfaces. 
Because Jamaica Bay possesses islands, a modelling challenge is presented. In order to take into 
account the presence of these islands, polyline data was included in the creation of the IDW 
surfaces so that hard lines can delineate the water column from the islands. This allowed better 
water quality analyses to be carried out. After the development of the IDW surfaces, scored ranges 
and weights were applied so that the more influential and important parameters for Ulva growth 
such as light, temperature and nutrients were highlighted and given higher weights than the other 
parameters. After the assignment of the scored ranges and weights using the reclassify and 
weighted sum tool in ArcGIS, these surfaces were summed to create habitat suitability models. 
These models were then validated using Ulva biomass data and subsequently, composite bands 
and iso cluster analysis using ArcGIS Pro. Ulva biomass data were collected in 2012, 2015 and 
2017. The 2017 sampling sites that were used in both biomass and satellite imagery analyses were 
Marine Park, Plumb beach, Big Egg, Cross Bay bridge and Norton basin. In the iso cluster and 
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composite band analyses, several band combinations were applied to visualize the 
algal/phytoplankton content of the Bay. The most effective visualizations were obtained from 12-
8-3, 12-11-4 and 4-8-11 based on the combined comparisons for both random and non-random 
analyses for biomass, composite bands and iso clusters. Additionally, for the biomass-model 
prediction comparisons, there was a 40.6% match rate. However, when biomass data comparisons 
were combined with that of the iso clusters and the composite bands, the model assessment was 
increased to 73.4% for 12-8-3 and 70.3% for several other combinations that includes 11-8-2, 12-
8-4, 8-3-2, 12-11-4 and 4-8-11. However, for the random point model assessment, there was a 
62.4% overall model accuracy for band combination 12-11-4.  Overall, the model assessment has 
shown acceptability based on Holmes et al. (2008): 67-84%, Renken and Mumby (2009): 55-
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Chapter 1 
INTRODUCTION 
       Macroalgal blooms in urban shallow estuaries such as Jamaica Bay are increasingly causing 
ecosystem disturbance, evidenced by oxygen depletion, habitat loss, and changes in nutrient 
cycling (Lapointe and Bedford 2007, Varekamp et al. 2014, Wu et al. 2018). The blooms have 
resulted in economic losses such as declines in commercial fisheries, and negative impacts on 
recreational and tourism activities (Liu et al. 2009, Teichberg et al., 2012, Samantha et al. 2019). 
Other effects of macroalgal blooms include the accumulation of seaweed wrack along shorelines 
and the eventual production of foul odors through the decomposition of these wracks (Wilce et al. 
1982), the stunted physical growth of other species of coastal life (Hauxwell et al. 2001 and anoxic 
conditions from algal organic matter decomposition (Baden et al. 1990, Valiela et al 1992, Worm 
et al. 1999, D’Avanzo et al. 1996, Diaz 2001). Low oxygen concentrations have contributed to the 
decline of fish and shellfish species in coastal habitats. Macroalgal blooms also make it difficult 
to restore natural communities and associated ecosystem function of these coastal ecosystems 
(Duarte 1995, Valiela et al. 1997, Raffaelli et al. 1998, Oesterling & Pihl 2001, Fox et al. 2009). 
Blooms of macroalgae are one of the major indicators of eutrophication in aquatic ecosystems 
(Valiela et al. 1997). Eutrophication is the main process that leads to poor water quality and loss 
of aquatic life in most estuarine and other aquatic ecosystems.  
       This study involves the application of a habitat suitability model to determine the spatial and 
temporal variability of the Ulva genus, a cosmopolitan macroalgal group found in Jamaica Bay, 
New York. This research has applications for the restoration of eutrophic ecosystems to conditions 
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of high water quality that will promote the presence of species that thrive in healthy aquatic 
ecosystems. Currently, the Jamaica Bay ecosystem is highly eutrophic and is characterized by 
extensive macroalgal blooms comprised mainly of the genus Ulva followed by Gracilaria spp. 
and Fucus spp. The extensive bloom of these groups is attributed to high nutrient loading from 
waste-water treatment plants, combined sewer overflows and other sources of nutrients into the 
Bay. Because of these blooms and their ecological impacts, predictions of the spatial and temporal 
distribution of these algal groups are useful to management of this system. This research can 
facilitate the application of management strategies to minimize macroalgal blooms in areas where 
they occur in high densities over prolonged periods. Therefore, this study aims to develop a 
predictive model for Ulva spp. so that these species can be monitored and hopefully reduced over 
time in eutrophic ecosystems such as Jamaica Bay.   
 
Background of Study Area: Jamaica Bay 
      Jamaica Bay is a shallow, saline to brackish lagoonal or back-barrier estuary located in the 
southern section of the New York metropolitan area (see Figure 1a).  It is bordered by Queens 
County in the North and East, Brooklyn in the West, and the Rockaway Peninsula to the South. 
Seawater from the Atlantic Ocean enters the Bay via the Rockaway Inlet in the southwest 
(Marsooli et al. 2018).  Jamaica Bay also receives saltwater from the Hudson-Raritan Estuary 
(Lamb 2018). Jamaica Bay’s tidal system is semidiurnal with a mean tidal range (i.e. mean high 
water – mean low water) of 1.5m to 1.7m and a period of 12.42h. The main driving force within 
Jamaica Bay is tidal forcing that results in currents of up to 1.5m s-1 within the Rockaway Inlet 
(Marsooli 2018).  
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      Jamaica Bay is characterized by extensive hardened shorelines, saltmarsh islands and muddy 
and sandy coasts. It is also considered a part of the Gateway National Recreational Area and is the 
nation’s largest urban national park. The Bay receives 15800 kilograms per day as total nitrogen 
per day in 2005 from combined sewer overflows and waste-water treatment plants within the 
boroughs of Brooklyn and Queens, New York (Benotti 2007, Lamb 2018). 
       Due to high nutrient loading, Jamaica Bay experiences algal blooms and harmful bacterial 
blooms on a seasonal basis (Franz and Friedman 2002, Benotti et al. 2007, Wallace and Gobler 
2015). Because of the high population growth rate within surrounding New York City and the 
resultant high nutrient loading ((1,095 Kg N ha-1 yr-1) (Benotti et al. 2007), Jamaica Bay is 
considered more eutrophic than most estuaries within North America and Europe.  
       Jamaica Bay is the second largest estuary in the New York City area, after the Hudson-Raritan 
Estuary. As a result, there are many environmental issues linked to industrial use and pollution. 
These issues include raw sewage overflows, hypoxic and anoxic conditions, fish, and shellfish 
kills and the degradation of seagrass populations (Waldman 2012). Because of the severe 
consequences of nutrient loading and the macroalgal blooms that result, there is a need for a 
technique that can be used to monitor the distribution and intensity of these blooms in estuaries 
such as Jamaica Bay. This study aims to provide such a technique for the effective monitoring of 
the blooms of the Ulva genus. 
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Figure 1a Map of Jamaica Bay showing water quality sampling sites and bathymetry (Source: 
Wallace and Gobler 2015).    
 
The main driver of algal blooms in estuaries- Eutrophication 
        Eutrophication is often described as a process that involves an increase in the biological 
productivity of a body of water (Grundy 1971). While eutrophication can occur in pristine 
environments (Human et al. 2018), most causes of eutrophication come from human activities, 
often called cultural eutrophication (Smith et al. 2006). With the increase of human sources of 
nutrient enrichment, this process has been accelerated into one that is difficult to control (See 
Figure 1b). 
                                                                                              5 
        Eutrophication can have a significant toll on both aquatic and terrestrial ecosystems. In 
aquatic ecosystems, this can take the form of macroalgal blooms (estuaries and coastal systems), 
harmful algal blooms (both freshwater and marine ecosystems) and an increase in the production 
of vascular plants (terrestrial and freshwater ecosystems) (Howarth et al. 1992). Depending on the 
ecosystem, the eutrophication process may be driven by N limitation, P limitation or N:P co-
limitation. Human induced eutrophication (cultural eutrophication) is classified as one of the major 
sources of pollution of the industrialized world (Paerl 1988, 1995, 1997). Because of this, there 
must be a concerted effort to develop strategies to arrest this environmental problem. 
 
Figure 1b Sources of nutrient input to the marine environment and simplified schemes showing 
eutrophication effects arising from nutrient enrichment (OSPAR 2010. Quality Status Report) 
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Sources of estuarine nitrogen inputs.  
         Nitrogen inputs to estuarine ecosystems on the Atlantic and Gulf Coasts of the United States 
are 2 to 20 times greater than in pre-industrialized times (Boynton et al. 1995, Howarth et al. 1996, 
Jaworski et al. 1997, Goolsby 2000). For instance, total nitrogen (TN) concentrations in the 
Chesapeake Bay are 6 to 8 times that of pre-colonial times (Boynton et al. 1995). These increased 
inputs are of high concern since nitrogen (N) is one of the main controls of primary production in 
N-limited estuaries (Ryther and Dunstan 1971, D’Elia et al. 1986, Fisher and Oppenheimer 1991, 
Howarth et al. 1992, Nixon et al. 1986, 1995). When chronic levels of N are added to N-limited 
estuaries, it leads to the acceleration of primary productivity and eutrophication. This can have 
many undesirable responses such as increases in the frequency of harmful algal blooms, hypoxic 
(<4mg/l dissolved oxygen) and anoxic bottom waters, loss of emergent and submerged plant 
populations, and reduced fish stocks (D’Elia et al. 1986, Valiela and Costa 1988, Hallegraeff 1993, 
Paerl 1988, 1995, 1997, Boynton et al. 1995).  
  
Factors that affect eutrophication in aquatic ecosystems 
1. Nutrient limitation  
Eutrophication occurs in aquatic ecosystems through the alleviation of N and P limitation. 
However, in freshwater ecosystems P is key in controlling primary productivity (Likens 1972, 
Paerl 2009). The main reason for P limitation in freshwater streams, lakes, reservoirs, and rivers 
is due to the large watershed areas that support these ecosystems. The watersheds capture, 
accumulate and mobilize high concentrations of biologically reactive N relative to P (Paerl et al. 
1991, Wetzel 2001). While P is typically limiting in freshwater systems, lakes that are supported 
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by small watersheds relative to their size or volume may display higher frequencies of N or N and 
P co-limitation (Muller and Miyrovic 2015). 
In contrast to freshwater ecosystems, downstream estuarine and coastal waters are distinct 
physically, chemically, and biologically from their freshwater upstream counterparts. Saltwater 
systems in the temperate latitudes are typically N-limited. Resultantly, the way they respond to 
nutrient inputs and over-enrichment are different in comparison to responses in freshwater 
ecosystems (Paerl 1997, Smith 2003, Howarth and Marino 2006, Bianchi 2007). On a physical 
basis, the supply of water and its circulation are controlled by the interactive effects of basin 
morphology, freshwater discharge, and tidal mixing (Beukema et al 1991, Paerl 2006. 
Consequently, the hydrodynamic properties of estuaries and coastal systems, particularly 
advection and stratification, flushing and residence times can be markedly different from 
freshwater ecosystems (Duarte et al.  2001, Qin et al 2011, Paerl 2017). 
On a geochemical basis, estuarine and coastal ecosystems are characterized as rich repositories 
of minerals that were derived from watershed erosion and biological (plant production, microbial 
and higher trophic level cycling) processes. These processes have a strong influence on the types 
and spatio-temporal extent of nutrient limitation and helps to support the strategy of reducing both 
N and P inputs so that estuarine and coastal eutrophication can be controlled (Conley et al. 1993, 
Fisher et al. 1991, Conley 1999, Schindler et al. 2008, Paerl 2009, Paerl et al. 2010, Moss et al. 
2013).  
2. Nitrogen - Phosphorus Co-limitation  
The transportation and transformation of N and P are distinct in coastal and estuarine 
ecosystems. In these marine ecosystems, the cycling of N involves gaseous, dissolved and 
particulate forms as compared to P where it is dominated by non-gaseous dissolved and particulate 
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matter (Flemer et al. 1998, Harris 2001, Crain 2007, Hitchcock and Mitrovic 2013, Moss et al. 
2013). As a result, fractions of the N pool can enter the gaseous phase and escape to the 
atmosphere. However, because P is non-gaseous, it is ‘trapped’ in the receiving marine waters. 
Processes that control N exchange with the atmosphere include ammonification, denitrification, 
nitrous and nitric oxide production, products of the anammox reaction and nitrogen (N2) fixation 
(Codispoti et al. 2001, Rich et al. 2008). Of these N cycling processes, the first five represent 
‘losses’ of N from the ecosystem while the latter represent a ‘gain’ of N with respect to influx and 
efflux of N in marine waters, though N fixation in coastal waters is rare. For the P cycle, no such 
air-water exchanges occur. Due to microbially mediated activities, there are dissolved gaseous 
fluxes of N which leads to a loss of N to the atmosphere. However, P remains in the ecosystem in 
the dissolved or particulate forms (McKee et al. 2000, Pinckney et al. 2001, Deborde 2007, Paerl 
2009, Woodland et al. 2015).  
 
Ulva- A major macroalgal species in eutrophic estuaries 
- What is Ulva? 
       Ulva, also known as sea lettuce, is a macroalgae that is commonly found in eutrophic shallow 
estuaries in the Mid-Atlantic to New England regions within the United States (Mathieson and 
Dawes 2017). Ulva is also found in the sheltered intertidal and subtidal marine estuaries in various 
parts of the world (Lamb 2018, Mathieson and Dawes 2017). It is within warm temperate estuaries 
that Ulva forms extensive blooms. During the warm spring and summer months, Ulva spp. tends 
to undergo rapid growth and colonization that leads to the formation of thick narrow bands near 
the upper sublittoral zone to the near mean low water mark (Valiela et al. 1997, Mathieson and 
Dawes 2017, Lamb 2018).  
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Impacts of nitrogen limitation on Ulva growth 
        Ulva spp. uptakes ammonia and nitrate species of N for metabolism.  As the nutrients become 
available in the ecosystem, there is rapid absorption by the macroalgae for growth (See Figure 
1.1). When Ulva blooms are extensive, ammonia and nitrate concentrations become lowered in the 
ecosystem. Growth rates are influenced by temperature and light, for this reason Ulva blooms are 
prevalent during the summer periods when temperature and light availability are high (Teichberg 
et al. 2008, Li et al., 2016).   
 
Figure 1.1 Eutrophication in a marine ecosystem (Source: https://www.umces.edu/news/what-
forecasting-dead-zones-teaches-us-about-chesapeake-Bay) 
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       In conclusion, modeling Ulva blooms in eutrophic ecosystems is important since it will 
complement the monitoring of these ecosystems and improve our understanding of the 
relationships between environmental factors, nutrient supply, and Ulva blooms. This will facilitate 
the development of management strategies for the reduction of these blooms. If predictions can be 
made on where the highest bloom intensities are located, then focal areas can be identified for 
strategic application of Ulva minimization techniques. This can assist ecosystem managers to 
effectively apply monitoring and evaluation guidelines within aquatic ecosystems. 
 
Objectives of the study 
1. To develop a Habitat Suitability Model that can be used as a predictive tool to map the distribution 
of Ulva spp. based on the prevailing physico-chemical conditions of Jamaica Bay.  
2. Based on the results of the HSM for Ulva spp. and its validation, using both biomass and satellite 
imagery, identify the impact of light and nutrient sources on the distribution of Ulva spp. within 
Jamaica Bay.  
3. To determine the spatial and temporal variability of Ulva blooms within Jamaica Bay for the years 
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Chapter 2 
LITERATURE REVIEW 
Habitat Suitability Models 
         After the United Nations Conference on Environment and Development (UNCED) or the 
Earth Summit in 1992, there has been the increased need to identify species distribution and 
understand the global patterns of biodiversity as vital elements in developing strategies and 
policies in earth conservation (Secretariat of the Conservation of Biological Diversity, 2001). Such 
issues have been compounded by processes where human modification of habitats and ecosystems 
have accelerated and increased the impact on environments (Ottaviani et al. 2004). Due to this, 
there has been the increased need for conservation assessments on both geographical range and 
species number within the shortest possible time. One of the main methods for such effective 
conservation assessments is the prediction of species occurrence using a modelling approach 
utilizing Geographic Information Systems (GIS). This relatively new methodological tool has been 
used to support conservation needs and promote or endorse conservation policies. However, this 
is based on the condition that the models are tested for their reliability (Ottaviani et al. 2004). 
        One of the main foundations of Habitat Suitability Models (HSMs) has been the identification 
of the ecological niche (Grinnell 1917), where a species can be found within specific ranges of 
environmental variables so that individuals can survive and reproduce. With the use of HSMs, 
species occurrence can be predicted with the use of appropriate environmental variable modelling. 
Habitat Suitability Modelling is related to the “extent of occurrence” (Gaston 1991) of a species 
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so that informed decisions can be made in conservation. HSMs also help to refine the area of 
occupancy or the area that is occupied by the species within the extent of occurrence (IUCN 1995).  
In addition to the extent of occurrence, the ecological niche plays a crucial role in habitat 
suitability modelling. The ecological niche relates a set of environmental variables to the species 
fitness while HSMs make relations between environmental variables and the likelihood of the 
occurrence of the species (Hirzel 2001). Niche theory is composed of the following facets: niche 
characteristics, niche interactions, community-wide processes, and niche evolution (Sillero 2011). 
HSMs are closely related to the niche theory through the niche characteristics. However, the most 
impactful aspect of this relationship occurs with (i) the use of environmental variables and their 
link to ecological niches, (ii) the causes of false absences and false presences in species data and 
related issues and (iii) aspects of model interpolation and extrapolation i.e. environmental, spatial 
and temporal (Hirzel and Alettaz 2003). Within the literature, the focus of HSM studies and its 
relation to the niche of an individual species has been: (i) environmental variable selection, (ii) 
fitness response curves, and (iii) interactions between variables (Hirzel et al. 2008).  
(i) The selection of environmental variables 
The identification of key environmental variables that determine the niche is one of the most 
important aspects of habitat suitability modelling. This variable selection is heavily dependent on 
expert knowledge (Guisan and Zimmerman 2000, Manly et al. 2002). In most methods, there is 
the identification of the smallest set of variables which will produce the best fit to the data (Johnson 
et al. 2013). The use of stepwise algorithms drives this selection/rejection process but there is the 
risk of rejecting variables because of factitious correlations with other variables rather than for 
ecological reasons (Hirzel et al. 2002).  In other cases, HSMs use factors i.e. synthesized 
environmental variables that form composite, uncorrelated variables, to summarize important 
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ecological information.  The factors that are often used include new variables in HSMs to provide 
information on niche marginality and specialization (Calenge et al. 2008). 
(ii) Response curves 
In most theoretical models, there is the assumption that response curves of variable data are 
either sigmoid or gaussian. This is particularly true for mathematical applications (Austin 1999). 
However, in ecological applications, symmetry or continuity may be rare in real systems. 
According to Austin and Gaywood 1994, it is argued that niches that lie close to one extreme of a 
gradient are skewed away from it. Additionally, curve shapes of niche data are asymmetrical 
because of interspecific interactions. HSMs that are regression based often fit curves that range 
from parametric functions such as logistic regressions, Generalized Linear Models (GLM), and 
Resource Selection Function (RSF) models, to less constrained shapes such as Generalized 
Additive Models (GAM) and Fuzzy Envelope Models (Hirzel et al. 2008).  It was found that GAM 
functions were mostly asymmetrical or more flexible when compared to GLMs whose response 
curves were less flexible in the Gaussian shape hypothesis. Therefore, environmental variable data 
do not often fit the normal or gaussian curve but are rather asymmetrical or showing skewness to 
adapt to a human modified environment. These are issues that must be considered prior to the 
development of a Habitat Suitability Model. This Ulva habitat suitability model can be deemed as 
a resource selection function model.  
(iii) Interactions between variables 
To survive, organisms often respond to a complex of interdependent factors that are made up 
of many environmental variables (Rydgren et al. 2003). For example, a plant may survive separate 
occasions of heat or drought (Carpenter, Gillison & Winter 1993) while opportunistic animals that 
are capable of surviving on several types of resources often maximize productivity on the most 
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abundant ones (Tilman 1980). Such interactions must be represented when building habitat 
suitability models, so that the adaptation of the organisms to their environment are adequately 
considered.  
There are cases where some HSMs were able to detect and quantify the variable interactions.  
For example, there have been some plant studies that showed that most environmental interactions 
occurred between the climatic variables (e.g. Bartlein, Prentice and Webb 1986, Huntley, Bartlein 
& Prentice 1989, Prentice, Bartlein and Webb 1991). In the HSM developed in this study, there 
are several variable interactions that must be considered. Based on these variable interactions, the 
niche locations can be identified using GIS modeling techniques.  
 
Approaches to Habitat Suitability Modelling 
        To build an effective HSM, one of two approaches must be employed, the deductive or the 
inductive approach. In the deductive approach, habitat-species relationships are drawn from expert 
knowledge. While, in the inductive approach, variable relationships are generalized from a series 
of observations where the species presence is matched with specific environmental variable values 
(Boone and Krohn 2000, Corsi et al. 2000). However, the approach that is employed in building 
an HSM is heavily dependent on the data availability on species occurrence (Stockwell & Peterson, 
2002). Data availability is classified as the major constraint in building species distribution models 
(Osbourne and Suárez-Seoane 2002). The inductive method of building HSMs requires access to 
large amounts of optimally assessed information so that accurate species occurrence predictions 
can be made (Hirzel & Guisan, 2002). Additionally, the sampling design must be identified 
correctly for each species that is being investigated and the variability of each parameter must be 
shown on the appropriate spatial scale (Guisan & Zimmermann 2000, Osborne & Suarez- Seoane 
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2002). In cases where small samples of non-regular and non-spatially stratified data are accessed 
on an irregular basis, the deductive approach would be the most appropriate choice for building a 
habitat suitability model (Ottaviani et al. 2004). In this study, an inductive approach to HS 
modelling is employed.  
 
Model Validation of Habitat Suitability Models 
        The validation of HSMs is important to assess the accuracy of predictions. This phase 
involves testing the potential distribution of a species that was derived from the HSM against 
observations that were made in the field. To ensure that the predictions are robust, generalized and 
unbiased, it entails a verification process where the model outputs are compared to an independent 
data set i.e. a dataset that was not used previously in model building (Ottaviani et al. 2004). There 
has been a consensus that model validation should involve the use of independent datasets so that 
errors can be minimized. These errors entail over-fitting data, over-rating model performance and 
the under-estimation of the error rate in later applications (Guisan and Zimmemann 2000, Elith 
and Burgman 2002, Fielding 2002, Lehmann et al. 2002). 
        The development of statistical methods for model validation is a difficult task, since there is 
no set standard against which predictions can be gauged (Fielding 2002).  Additionally, the 
validation of model performance must be inclusive of a quantitative assessment of the errors that 
are associated with the GIS modeling of species occurrence. The main sources of errors associated 
with GIS based HSMs include measurement and systematic errors (Elith et al. 2006), the 
extensiveness of the geospatial data (Henebry and Merchant (2002), error propagation and 
amplification in the GIS modeling process (Corsi et al. 2000), temporal and spatial scales (Fielding 
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2002) and the uncertainty that arises from the natural variation of biological processes (Elith et al. 
2002, Fielding 2002).  
        Habitat choice by species is often affected by high natural variability. This may be due to 
individual differences associated with sex, age, lifecycle, rank, inter and intra species predation 
and human disturbance. Because variation in species habitat choice cannot be effectively identified 
or quantified, there will always be errors in the prediction of presence or absence of species 
(Fielding and Bell 1997, Morrison et al. 1998, Guisan and Zimmermann 2000, Elith et al. 2002). 
  
Errors in the validation of Habitat Suitability Models (HSMs).  
        There are two types of errors in model validation, omission error and commission error. 
Omission errors occur when the model predicts an unsuitable habitat when the species was found 
at that site. While commission errors occur when the model predicts a suitable habitat when the 
species was not reported at this site. In the case of commission errors, these are unavoidable since 
not all suitable habitats are likely to the concurrently occupied (Boone and Krohn (2000)). In some 
cases, commission errors may be caused by incomplete field surveys or the low detection of a 
species (Schaefer and Krohn 2002). When both presence and absence data are accessible, omission 
and commission errors can be effectively evaluated. In cases such as these, the validation 
procedure often entails Receiver Operational Characteristics (ROC) (Fielding and Bell 1997). This 
ROC approach involves the cross tabulation of the observed and predicted results. This is done in 
a confusion matrix where the sensitivity (the true positive fraction) and the “1-specificity” (the 
false positive rate) is defined. By plotting sensitivity vs. “1-specificity”, the ROC curve can be 
drawn, and the predictive power of the model can be assessed by the area under the curve (AUC). 
This is often a highly recommended approach since it is threshold independent (Fielding and Bell 
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1997, Lehmann et al. 2002) and is widely applied in the analysis of species distribution when both 
presence and absence data are available (Pearce and Ferrier 2000, Elith et al. 2002, Lehmann et al. 
2002 and Zaniewski et al. 2002). 
        Habitat Suitability Modelling can be applied to biodiversity studies for both plant and animal 
species. In the case of animal species such as various species of vertebrates that require large-scale 
conservation priorities, HSMs are used to estimate the area occupied by a species. In cases such as 
amphibians and mammals, a framework is provided by the World Conservation Union (IUCN) 
Global Amphibian Assessment and the IUCN Global Mammal Assessment that provides the 
geographic range (extent of occurrence) and habitat preferences for these species. This kind of 
information often provides the foundation for building species-specific habitat suitability models 
within geographic ranges and can also be used in the verification of models by comparing 
suitability levels to presence-absence field data. Examples of such studies include Debeljak et al. 
2001, Rondinini et al. 2005, Dayton et al. 2006, Biotani et al. 2008, Catullo et al. 2008, Cianfrani 
et al. 2010, Bellamy et al. 2013).  
        Habitat Suitability Models are also applied to aquatic biodiversity studies (Vincenzi et al. 
2006, Jowett and Davey 2007, Tittensor 2009, Munoz-Mas et al. 2012, Yesson et al. 2012, Zorn 
et al. 2012). There are cases where HS modeling is applied to benthic and macroalgal communities. 
For example, in Zavalas et al. (2014), temperate marine macroalgal communities were classified 
and evaluated using bathymetric LiDAR data. These communities were generally located in the 
shallow water (<30m) benthic habitats of high energy subtidal coastal environments. Habitat maps 
were produced from bathymetry and reflectance datasets. The resultant secondary terrain 
derivative surfaces (such as rugosity and aspect) were assumed to influence the observed benthic 
patterns.  
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        Not only can bathymetric LiDAR data be used in the management of shallow coastal waters 
but also Sentinel 2 imagery. For instance, in a study done by Kutser et al. (2018), the shallow 
waters of the Baltic sea were mapped using Sentinel 2 data. In this study, in situ measurements 
were made in order to assess the suitability of Sentinel-2 imagery to map the benthic habitat and 
bathymetry in optically complex water of the Baltic Sea. The methods employed provided new 
possibilities in mapping shallow coastal waters.  The Sentinel-2 data was processed using SNAP 
(Sentinel Application Platform) software. This software contains a model inversion tool SWAM 
(shallow water analytical model) (Brando et al. 2009, Hadley et al. 2018) that allows the retrieval 
of water depth and three potential bottom types concurrently. Even though SWAM was initially 
developed for clear water coral reef environments, in the study by Kutser et al. 2018, it was applied 
to benthic habitat and bathymetry mapping in shallow areas of the Baltic Sea.  
       In the HSM that is being developed in this study, the distribution of the Ulva genus will be 
modeled based on prevailing water quality parameters. In order to determine the accuracy of the 
predictions within the Jamaica Bay environment, Sentinel-2 imagery and biomass data will be used 
as means of validating the model. The application of Iso-unsupervised clusters of Sentinel-2 
imagery data for comparisons to the final predictive model output is carried out. This was done for 
the five Ulva sampling sites within Jamaica Bay. Additionally, composite band analyses were 
carried out so that the distribution of algal groups could be mapped. This was done in conjunction 
with the use of spectral signatures. The success of the model is dependent on how accurately the 
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Model validation using Iso Unsupervised Cluster Analyses of Sentinel-2 Satellite Imagery. 
        The analysis and classification of land cover has been used for various environmental and 
mapping applications. The classification of land (and water) produces thematic maps that leads to 
the integration of land cover materials. Sentinel-2 data has been increasingly used by the remote 
sensing community because of its high spatial and high temporal resolution. The Sentinel-2 
multispectral high-resolution sensor (MSI) is functional on thirteen different bands, with four 
having a resolution of ten meters, six with a resolution of twenty meters and three with a resolution 
of sixty meters. Therefore, Sentinel-2 data gives information on the reflectance of the land surface 
at many wavelengths on both local and regional scales. Despite of the sensor’s spectral resolution, 
there is the challenge that the images possess the presence of mixed pixels that depict mixtures of 
distinct materials (Sadeghi et al. 2017, Vinoth 2017, Komarkova et al. 2018, Priyadarshini et al. 
2018, Poursanidis et al. 2019). 
        Mixed pixels are associated with the electromagnetic reflection of different materials that are 
measured in several spectral bands. The reflectance values for all bands combined make up the 
spectral signature of the pixel. The two processes that are crucial to this type of analysis are: (a) 
detecting the primary components of mixed pixels in addition to the proportions in which they 
occur, and (b) identifying the homogenous areas. The first type of analysis is achieved using 
spectral mixing, while the second is achieved using the classification of algorithms (Hill 2013, 
Clark 2017, Xiong et al. 2017, Belgiu and Csillik 2018).  
        Classification partitioning of a set of pixels from the input image into compact, homogenous 
groups can be achieved using either a supervised or an unsupervised method (Theodoridis 2008, 
Fulop 2016, Topaloglu et al. 2016, Mylona et al. 2017) This usually operates in the spectral 
signatures of the pixels. Supervised classification is used for the mixed surface features. These 
                                                                                              20 
require the availability of a labeled pixel set. Some popular classification methods include the 
nearest neighbor classifier (Boiman et al. 2008, Stagakis et al. 2016) and support vector machines 
(SVMs) (Steinwart and Christmann 2012). Unclassified methods can also be applied to Sentinel-
2 data. These include k-means and k-fuzzy cluster analyses, MT-SCA and OAPCM analyses 
(Kaplan and Avdan 2017, Mylona et al. 2017, Belgiu and Csillik 2018, Priyadarshini et al. 2018). 
 
Limitations of Habitat Suitability Models 
Despite the widespread application of HS modelling to biodiversity and other studies, there are 
several limitations that are associated with these models. These are: 
1. All sampling data are incomplete and have the potential to be biased. 
2. The prediction parameters must be able to capture the distribution constraints. 
3. No single model works best for all species in all areas at all spatial scales and over time. 
4. The results of species distribution models should be viewed as a hypothesis to be tested 
and validated with further sampling and modeling in a repeated process. 
All sampling data are incomplete and have the potential to be biased. 
       Field sampling is often restricted in time and space to a small representation of all potential 
species occurrences, abundances, persistence, fecundity and dispersal potential. If a sampling 
design does not adequately capture the entire species range or the population of concern, sample 
biases may result, which in-turn can affect the model results. Not only should the geographical 
range of the species be captured but also the environmental gradients that are present within that 
species locality. A species may be ‘present’ in a moderately suitable habitat or it may temporarily 
occupy an unsuitable habitat. Despite these variations, species distribution models or HS models 
tend to treat all locations where the species is found as a suitable habitat based on the assumption 
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that those locations are viable for population occurrences. A species or population occurrence is a 
point or location that represents a microsite and different environmental conditions. This ‘point’ 
however, is not indicated by the environmental resolution of the model (Stockwell and Peterson 
2002, Austin 2007, Allouche et al. 2008, Elith and Leathwick 2009). 
Other aspects that relate to this limitation of habitat suitability or species distribution models 
include: 
a. Errors derived from location data 
b. Size and prevalence of sampling 
c. Spatial extent and background selection 
The prediction parameters must be able to capture the distribution constraints. 
        Variables that are used in the prediction process in Habitat Suitability Models should be 
biologically meaningful, be selected based on the species eco-physiological tolerances or their 
habitat requirements (Guisan and Zimmermann 2000, Austin 2007). Based on the independent or 
the predictor variables that are chosen, model prediction and performance will be affected 
(Johnson & Gillingham 2008). For example, in a study that used three different types of climate 
predictors for the modelling of the potential distribution of a vulnerable butterfly species, 
projections were not as expected. Based on the predictor set that was used, the projected species 
either experienced little alterations for the suitable environmental conditions or there was a great 
range of expansion with respect to climate change (Harris et al. 2015).  
 
No single model works best for all species, in all areas, at all spatial scales and over time. 
       When multiple model runs are done, as seen in several model comparison studies, the results 
are increasingly accepted (Elith et al. 2006, Tsoar et al. 2007). However, no single model is 
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applicable and works effectively for all species, in all locations and at all spatial scales and over 
time. Similarly, all models have an element of uncertainty and have several assumptions in 
common.  
        All models that match species with environmental variables have several underlying 
principles or assumptions that are rarely fully met. For instance, it is generally assumed that 
equilibrium or semi-equilibrium conditions are met, thus species distribution over time from the 
initiation of the modeling process remains unchanged. This principle of the establishment of 
equilibrium also applies to dispersal limitations and other ecological processes such as competition 
or disturbance (Guisan and Zimmermann 2000, Guisan and Thuller 2005, Soberon and Peterson 
2005, Austin 2007).  
 
The results of species distribution models should be viewed as a hypothesis to be tested and 
validated with further sampling and modeling in a repeated process. 
        Model interpretation is both an art and a science. The interpretation of model results is 
dependent on the type of model algorithm that is used. This interpretation is dependent on whether 
the model is aimed at explaining distribution patterns or the prediction of actual or potential 
geographic distributions of the target species. Generally, simpler methods can be employed to 
better estimate the potential distribution of the species (i.e. where they could survive). There can 
be application of more complex techniques that use presence-absence data (i.e. real or true 
absences) to make better predictions on the actual and realized geographic species distribution (i.e. 
where the target species actually survives (e.g. Jimenez-Valverde et al. 2008). There has been the 
application of presence-only methods such as Maxent and GARP (e.g. Stockwell and Nobel 1992, 
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Phillips et al. 2005) that allowed for the prediction of all or parts of the realized and potential 
geographic distribution of a species (Jimenez-Valverde et al. 2008).    
        Based on the current limitations to HS models, models should create rather than test 
hypotheses with regards to realized species, their potential distribution and the factors that drive 
this process. When the model results can be explained in more than one way, an opportunity is 
created for the modelers to have detail consultations with taxon experts so that the existing data 
can be explored in greater detail. In this case, more data can be collected or more information can 
be obtained. It should be kept in mind that models serve to represent statistical relationships 
between predictors and field observations. Therefore, these models are representative of 
correlational relationships rather than causation. It is imperative that during the interpretation of 
model results, the results should not be viewed as a definite explanation of the way species 
attributes exist but should be viewed as hypotheses of species distribution and their relationship 
with environmental conditions. This can be described as the ‘art’ of modeling (Ortigosa et al. 2000, 
Ottaviani et al. 2004, (Crall et al 2013).    
       This study provides a method of identifying the most suitable habitats for the Ulva genus 
within shallow coastal ecosystems such as Jamaica Bay. It will inform the monitoring and 
contribute to management of invasive species such as Ulva spp. in coastal ecosystems to ensure 
the maintenance of coastal ecosystem health.  With the use of ArcGIS Pro, the potential habitats 
of Ulva spp. are modeled and then validated with field biomass and satellite imagery data. The 








Eddings (2012) and Vaudrey et al. (2013) showed the suitable habitat for Zostera spp. in the 
Long Island Sound; these studies are used as models for this study. Overall, this study has 
management applications, since it will facilitate activities that can minimize Ulva blooms in 
habitats such as Jamaica Bay and other marine ecosystems. 
To create a habitat suitability model to predict the distribution of the Ulva genus within Jamaica 
Bay requires several key steps. These are: 
1. Identification and justification of key water quality parameters that are necessary for the 
successful growth of Ulva spp. The selection of these water quality parameters is based on 
the literature that indicates which water quality parameters are necessary for Ulva growth. 
Water quality analyses in Microsoft Excel 
      2.  Preparation of water quality data in Microsoft Excel for the years 2012, 2015 and 2017, 
prior to export into ArcGIS Pro. This step involves the calculation of the monthly averages of each 
water quality parameter per sampling site within Jamaica Bay. These years were chosen because 
of the availability of biomass data for model validation. 
      3.   Identification of both spatial and temporal variability within the water quality dataset using 
line and point graphs. This step is accomplished using the monthly averaged data mentioned in 
step 2 using Microsoft Excel. 
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Analyses in ArcGIS Pro 
       4.  Development of Inverse Distance Weighted interpolation surfaces for the selected water 
quality parameters.  
       5.    Generation of scored ranges and weights for water quality reclassification and parameter 
addition to produce an Ulva spp. suitability model output in ArcGIS Pro. This step involves the 
use of both the Reclassify Tool and the Weighted Sum Tool within ArcGIS Pro. 
       6.    Model Validation using (1) biomass data and (2) using satellite imagery that is analyzed 
by Iso Cluster Unsupervised Classification analysis and Composite bands. Model Validation using 
biomass data was carried out for the years 2012, 2015 and 2017. While model validation using 
satellite imagery was done for 2017. For the validation period, the models created for June to 
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Details of the Steps for Model development 
1. Identification and justification of key water quality parameters that are necessary for the 
successful growth of Ulva spp. (See Table 3.1). Some parameters have been adapted from 
Eddings 2012 and Vaudrey et al. 2013. 
 
Table 3.1 Water quality parameters that will be used to generate predictive model outputs for Ulva sp. in 
Jamaica Bay. 
Parameter Justification 
Site Depth This is important for the identification of the areas that both attached 
and unattached Ulva spp. can grow. With increased depth, light 




Dissolved Organic Nitrogen 
concentrations 
Nutrient Sources  
(Each nutrient source will be individually assessed to determine 




Saline, coastal marine ecosystems and seawater generally have a pH 
around 8. When there are deviations from this value, marine fauna and 
flora can be significantly affected. 
 
Salinity 
Salinity levels are important for the germination of Ulva propagules. 
Jamaica Bay is a coastal marine ecosystem that accepts seawater inflow 
from the Atlantic Ocean and freshwater runoff from streams and 




Ulva blooms occur during the summer period. At extreme surface 
temperatures, it may lead to a reduction in the photosynthetic 
efficiency, growth rates and even death of the Ulva thalli. However, 
under optimal temperature conditions, Ulva spp. grows at a maximal 
rate.  
Percent light to bottom For Ulva growth to persist, there must be enough light penetration 
within the water column. This parameter determines the percentage of 
light that filters to the bottom of the water column. It can be used as a 
substitute for the combined water clarity parameters of Chlorophyll a 
and Total Suspended Solids.   
 
Dissolved Oxygen 
Because water column oxygen reduces the accumulation of compounds 
such as hydrogen sulfide, when dissolved oxygen is low, this can lead 
to the Ulva death and decomposition. This in turn that lead to an 
increase in these toxic compounds within the water column.  
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Dissolved Organic Carbon (water 
column) 
This is a non-limiting nutrient source within the water column. Because 
Ulva grows predominantly as a submerged plant in the water column, 
DOC concentrations will affect its growth. For this reason, water 
column DOC is included in this model.      
 
2.   Preparation of water quality data in Microsoft Excel for the years 2012, 2015 and 2017.  
         Water quality data was downloaded in comma delimited (.csv) format from the Department 
of Environmental Protection Harbor Data website1 . For the year 2012, there were four monthly 
measurements, with one measurement per week. This was done for each of the selected parameters 
for each sampling site from June to September 2012. In October 2012, there was only one monthly 
measurement per sampling site for each water quality parameter.  
          In 2015, there were also four monthly measurements, one for each week, per parameter for 
each sampling site from June to October. However, during 2017, for the period June to September, 
there were eight measurements per month i.e. two weekly measurements were generated for each 
parameter per water quality sampling site. In October 2017, the recorded measurements amounted 
to one per week or four water quality measurements for the month.  In some cases, duplicate 
measurements were recorded for some parameters for random sampling sites on different dates. 
Because of the inconsistency of the sampling dates and sampling sites, monthly averages of the 
water quality data were calculated for the years under consideration. These monthly averages were 
generated using Microsoft Excel.  
          The data from a total of twelve water quality sampling sites within Jamaica Bay were 
analyzed in this study, and are labeled as J1, J2, J3, J5, J7, J8, J9A, J10, J12, N9A, N9 and N16 
(See Figure 3.0). However, the two latter sampling sites, N9 and N16, were excluded from the 
 
1 https://data.cityofnewyork.us/Environment/Harbor-Water-Quality/5uug-f49n 
                                                                                              28 
analyses since they are located outside of the Jamaica Bay area, closer to the ocean and may have 
different conditions when compared to Jamaica Bay, and caused significant distortions in the 
interpolation surfaces.  
          After the monthly averages of each water quality parameter was generated, they were used 
for two purposes: 
1. Identification of spatial and temporal variability in the water quality data using line and 
point graphs.  
2. Export into ArcGIS Pro to generate Inverse Distance Weighted interpolation surfaces that 
were also used to display spatial variability. More importantly, these IDW surfaces were 
used as the first step towards the creation of the Ulva suitability model output in ArcGIS 
Pro. 
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Fig. 3.0 Water Quality Sampling Stations: 2012-2017 
 
3. Identification of variability within the water quality dataset using line and point graphs.  
This study aims to produce a model that will determine the suitability for Ulva growth based 
on the water quality of the estuary under assessment. To carry out these suitability assessments, 
there must be evidence of variability within the water quality dataset. This is so, since, if the water 
quality parameter data is constant, then the predictive assessment that is generated will be of no 
use.   
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Variability in this case was done on both a spatial and a temporal basis using line and point 
graphs, respectively. Spatial variability entailed monthly assessments across water quality 
sampling stations for each parameter for 2012, 2015 and 2017. This was accomplished through 
both line graphs and IDW surfaces. Temporal variability was also assessed using point graphs so 
that data trends are identified on a per year basis. Some studies that used line graphs to determine 
variability include Bonta and Cleland 2003, Casty et al. 2005, Ahn et al. 2010, Grimvall et al. 
2014, Nagalakshmi et al. 2016, Bronowicka-Mielniczuk et al. 2019). 
4. The application of Inverse Distance Weighted interpolation in ArcGIS Pro to generate 
initial water quality surfaces for Ulva suitability model outputs.  
After Microsoft Excel analysis of the water quality data, the monthly averaged data was 
exported into ArcGIS Pro. In this stage, the water quality data was used to initially create surfaces 
using Inverse Distance Weighted interpolation. These surfaces were used to both map the 
distribution of the water quality conditions within Jamaica Bay and served as the initial step in the 
modeling process to determine Ulva spp. suitability within Jamaica Bay.   
To create the IDW surfaces, the coordinates of the original .csv data file that are brought into 
ArcGIS Pro was unprojected. For interpolation to work, the XY coordinate system (i.e. the 
latitude- longitude coordinates) that was used prior to the creation of the surface was GCS North 
American 1983. This was transformed to the WGS 1984 (ITRF00) then to NAD 1983 + WGS 
1984 and then to NAD 1983 2011.  Finally, the dataset was projected to a NAD 1983 UTM Zone 
18N with datum of WGS 84 coordinate reference system.  
Why Inverse Distance Weighted interpolation?  
       Inverse distance weighted interpolation is a mapping technique that gives a true reflection of 
Waldo Tobler’s first law in geography. This law states that “everything is related to everything 
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else, but near things are more related than distant things” (Tomislav 2009). IDW is an interpolation 
technique that is exact, convex, and only fits the continuous model of spatial variation. It derives 
the value of a variable at new locations using values from known locations (ESRI 2004). IDW is 
mathematically represented using the following equations (Tomislav 2009): 
                                                 
The simplest way to determine the weights is by using the inverse distance from the known to the 
unknown points using the equation: (Source: Oke et al. 2013) 
                                               
      To map the water quality variables, data that was collected from the water quality sampling 
sites was used to calculate the values in each interpolated cell i.e. to form the water quality grid. 
Polyline data was initially produced from the conversion of the tristate landmass polygon to 
polyline feature. Subsequently, within the IDW tool in Spatial Analyst this polyline feature was 
included in the settings to generate each water quality IDW surface. This polyline dataset was used 
to delineate the islands and borders of Jamaica Bay from the aquatic portion of the Bay ecosystem. 
This was done so that on completion of the water quality surface, the surface data did not pass 
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through the islands but was mapped around them. This facilitated the true representation of the 
distribution of water within the ecosystem. This capacity to use polyline data for island delineation 
in the map is unique to IDW interpolation. This was major reason for the choice of interpolation 
methods.   
       In using IDW interpolation, the number of water quality sampling points plays an important 
role in the generation of surfaces. In this study, one of the major limitations in the development of 
the IDW surfaces is that there were only ten water quality sampling points in 2012, 2015 and 2017 
(since N9 and N16 were excluded due to surface distortion issues). This has had a negative 
influence on each surface since the ratio of sampled to interpolation points was significantly 
uneven. For this reason, there is evidence of distinct lines in the IDW surfaces. However, these 
lines are somewhat reduced when using the stretch symbology category. Even though stretch 
symbology was used, this changes the appearance of the surface but not the effect of having low 
water quality sampled points in the interpolation surface.  
The effects of the power on the creation of IDW interpolation surfaces. 
       In IDW, the significance of the known points on the unknown or interpolated values is based 
on the distance from the output point. When a high power is used, such as that higher than the 
default power of 2, more emphasis placed on the sampling points that are closest to the interpolated 
points.  This results in a surface that has more detail or is less smooth. While, the use of a lower 
power will cause more influence to be generated from the known points that are further away from 
the interpolated points. This produces a smoother, less detailed surface.  
      In this study, the root mean squared error (RMSE) is used to generate the power that is assigned 
to each water quality parameter surface. To generate the RMSE, an initial surface with a power 2 
for each water quality parameter was mapped in ArcGIS Pro. The error that was produced for each 
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surface was used to manually calculate the RMSE. The error for each data point within the 
parameter surface was squared, followed by the calculation of the mean of that set of squared error 
values. The square root of the mean was then generated to produce the RMSE for that surface. 
This process was also run for surfaces with powers of 1, and 3. Therefore, for each water quality 
parameter, three surfaces were created, each with a power of 1, 2 and 3. Of these three surfaces, 
the RMSE that came closest to ’0’, that power is used for the water quality parameter in the Ulva 
suitability model. For this reason, some parameters were assigned a power of 1, while others were 
assigned a power of 2 or 3 (See table 3.1.b). In studies such as Eddings (2012) and Vaudrey et al. 
(2013), the default power of 2 was used to generate all IDW surfaces while in other studies 
(Robinson and Metternicht 2006, Lu and Wong 2008, Chen and Liu 2012, Chen et al. 2015), the 
RMSE was used to determine the power of the interpolation surface.  
           Table 3.1b Root Mean Square Error and the derivation of power for IDW surfaces 
Parameter Root Mean Square Error Power level 
Temperature  0.63- 1.33 1 
Depth <=0.002 1 
Salinity 1.01 2 
% Light to the bottom 0.45 1 
Dissolved Oxygen 2.75-3.41 2 
Dissolved Organic Carbon 1.62 2 
Dissolved Organic Nitrogen 0.85 1 
Phosphate 0.78 1 
pH 1.29 2 
NH4 0.24 1 
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The relationship between RMSE and the determination of the power of an IDW surface 
       With IDW, the user can adjust the power of the parameters to create a surface that is a better 
estimate of the “true” surface. As the power of the surface is varied, the RMSE can either draw 
closer to the ‘0’ error value or move further away from it. The Root Mean Square Error (RMSE) 
is often called the standard deviation of the residuals or the prediction error. It shows how close 
the observed data values are to the predicted values of a model or an interpolated surface in this 
case. When the RMSE is 0, the predicted and observed data occurs along the line of best fit. The 
interpolation surface generates predicted values based on the observed values that have been 
obtained from sampling. If the RMSE is close to 0 for a surface, then the observed and predicted 
values are closely fitted. This shows a high accuracy of the modeled surface.  
Spatial assessments have been made in several case studies that showed that the higher the 
power of the surface, the further the RMSE was from the ‘0’ error value. In these cases, the powers 
of two, three and four in IDW surfaces resulted in RMSE values that increasingly deviated from 
the ‘0’ error value producing surfaces with less detail or having a smoother surface. 
 
5. Generation of scored ranges and weights for water quality reclassification and parameter 
addition to produce an Ulva suitability model output in ArcGIS Pro. 
Based on information gathered from the literature (Sfriso 1992, 2003, Malta and Verschuure 
1997,  Malta et al. 2002, Merceron et al. 2007, Tang and Gobler 2011, Eddings 2012, Garcia and 
Aboal 2014, Jin et al. 2018), the importance of each parameter for Ulva growth was derived. Like 
seagrasses, Ulva spp. grows within benthic habitats and require similar conditions for growth. 
However, because Ulva is a nuisance species, light and other requirements differ significantly from 
that of Zostera. Therefore, percent light is assigned 25% of the weighting in this suitability model. 
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This is followed by temperature (20%), ammonium (10%) and nitrate-nitrite (8%).  The other 
summed parameters account for 37% of the weights. When the weights of all parameter are added 
together, it gives a value of 100, while the scored ranks give a total of 10 for each parameter. The 
weight determines the importance of each parameter for Ulva spp. growth while the scored ranks 
shows the influence of each rank within the growth ranges for successful Ulva growth.   
The main relationship between the scored ranges and the weight is illustrated in Figure 3.1. 
When the value within raster 1 is multiplied by its assigned weight and then added to raster 2 with 
its assigned weight, the output raster will give a value where the parameter that is given the higher 
weight shows an overall higher importance in the result of the output raster surface. In this 
application to the Ulva suitability model, the final raster will represent the final model output.  
 
 Fig. 3.1 Illustration showing the effects of the Weighted Sum tool in output raster surfaces.  
(Source :https://pro.arcgis.com/en/pro-app/tool-reference/spatial-analyst/weighted-sum.htm) 
What is a raster surface? 
      A raster surface is made up of a matrix of cells (pixels) that are organized into rows and 
columns (or a grid). The value that is assigned to each cell represents information such as 
temperature, light etc. Ideally, raster surfaces are digital aerial photographs, satellite imagery, 
digital pictures, and even scanned maps. Data such as thematic or discrete (e.g. land use or soils 
data), continuous (e.g. temperature, elevation) or spectral data (e.g. satellite images and aerial 
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The assignment of ranks to the scored ranges and weights to each IDW water quality surface.  
       This step involved the creation of scored ranges based on the water quality conditions that are 
necessary for Ulva spp. to grow. The scores range from 0 to 10, with 0 representing the most 
unsuitable conditions, and 10 as the optimal conditions for Ulva spp. growth. The ranges from 1-
9, represented the intermediate growth conditions that are based on increasing influence on Ulva 
spp. growth. Since the growth conditions ranged from the extreme low to extreme high, scores 
within the ‘0’ range were representative of these extreme values that did not facilitate Ulva spp. 
growth. For example, parameters such as temperature, pH and salinity, the extreme ranges occur 
at the lowest and the highest points of the growth range, while the optimal conditions are usually 
within the median conditions of the growth range. On the other hand, for the nutrient parameters, 
the extreme high values would facilitate increased growth while the lowest concentrations would 
mean lower growth rates. Therefore, the assignment of scored ranges for nutrients would differ as 
compared to parameters such as temperature (see Table 3.1a).   
       After the development of the scored ranges based on literature searches, the weights of each 
parameter were determined. The combined weight of all parameters summed to 100, with the most 
important parameters carrying higher weights. Therefore, the weights of the parameters are 
summed to 100 while the scored values range from 0-10. This value system was adapted from 
Eddings(2012 and Vaudrey et al. 2013. After determining the scored ranges and the weight of each 
parameter, this value system is applied to the initial IDW surfaces within ArcGIS Pro using the 
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Reclassify tool and Weighted Sum tool of Spatial Analyst in ArcGIS Pro. (See Tables 3.1a and 
3.1b for Scored Ranges and Weighted values for water quality parameters). 
 
Table 3.1 a Scored Ranges for water quality reclassification 
Scores 
(Reclassif
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Table 3.1b Weighted scores for water quality data 
Parameter 
Weighted 
Score   
References 
% Light to bottom 25 Duke et al. 1986 
Nitrate-nitrite concentration 8 
Duke et al. 1986; Viaroli et al. 
1996 
Ammonium Concentration 10 
Ale et. Al 2011; Naldi and 
Wheeler 2002 
Dissolved Organic Nitrogen 7 Shi et al. 2015 
Site Depth 5 Malta and Verschuure 1997 
pH 5 Reidenbach et al. 2017 
Salinity 5 Choi et al. 2010 
Dissolved Oxygen 5 Msuya and Neori 2008 
Phosphate concentration 7 Viaroli et al. 1996 
Dissolved Organic Carbon 3 Eddings 2012 
Surface Temperature 20 Duke et al. 1986 
 
       The reclassified surfaces are summed using the weighted sum tool. Using this tool, the 
parameters that are of highest importance to Ulva spp. growth are assigned higher weights. After 
the weights are assigned to the reclassified surfaces, they are summed to produce the final 
Suitability Model Output for Ulva spp. This model output is generated on a per month basis for 
the years 2012, 2015 and 2017.  
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       Additionally, the nutrient parameters are manipulated so that models were created with all 
nutrients included, and models where only individual nutrient parameters are summed with the 
other reclassified water quality parameters. Therefore, models for ‘all nutrients’, ‘nitrate + nitrite’, 
‘ammonium’, ‘phosphates’ and ‘dissolved organic nitrogen’ are generated using the weighted sum 
tool. 
 
Selected parameters to be included in the Ulva Suitability Model 
a. Percent light reaching the bottom 
To accurately model the distribution of Ulva, a submerged plant, the percent light reaching the 
bottom plays a critical role. The initial stage in determining this light parameter is the calculation 
of the light attenuation coefficient (Kd). The Kd was determined by dividing a factor of 1.45 by 
the secchi depth values (Establishing Nitrogen Endpoints for Three Long Island Sound Watershed 
Groupings: EmBayments, Large Riverine Systems, and Western Long Island Sound Open Water). 
The calculated geo-referenced Kd values were then used to develop an IDW surface from which 
fifteen additional Kd values were obtained (see Appendix 3.1- figures 3.1a-d). To calculate the % 
light to the bottom, the following equation was used: (e^(-Kd*Depth)*100). (‘e’ represents the 
base of the natural log).   
For the initial Kd values that were calculated from the secchi depth, the corresponding depth 
measurements were used to determine the % light to bottom. However, the Kd points that were 
generated form the IDW surface, the depth values were determined from the bathymetry map of 
Jamaica Bay (see Fig. 3.1.1). After the calculation of the % light to the bottom for the combined 
random and non-random points, an IDW surface was generated. This surface was then reclassified 
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and then added to the other parameters in this model to generate the predicted model output for 
Ulva in Jamaica Bay monthly. 
a. Surface temperature 
Temperature is important for Ulva spp. growth since it regulates the photosynthetic and 
respiratory activities (Liang et al. 2008, Tian et al. 2010, Xiao et al 2016). With this regulation, 
the growth of Ulva spp. is determined. At the extreme temperatures, whether extremely high or 
extremely low, growth of Ulva spp. is hindered, however in the median scored range where it is 
optimal, Ulva spp. growth is often at its peak (Taylor et al. 2001, Largo et al. 2004). Even in the 
intermediate temperature ranges, there is some amount of growth taking place. Because Ulva spp. 
growth is heavily dependent on temperature (Liu et al. 2013), this parameter was assigned the 
second highest weighting of all parameters that were included in this suitability model. 
The monthly averages of surface temperature that was collected at each sampling point within 
Jamaica Bay were also ranked from 0-10 based on the influence on Ulva spp. growth. Therefore, 
the most suitable temperature was given a rank of 10 while the extreme temperatures were assigned 
values of 0. This model took into consideration the months of June to October. Within the summer 
period, most locations within the Jamaica Bay had temperatures that were generally warmer and 
therefore were assigned scored values from 0 to 5, while months such as June, September and 
October generally had temperature ranges with scores of 6-9. 
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Fig. 3.1.1 Bathymetry map of Jamaica Bay                                        
(Source: https://www.nps.gov/carto/hfc/carto/media/GATEmap6.jpg) 
b. Dissolved Oxygen 
The presence of sufficient dissolved oxygen is necessary for the growth of submerged plant 
species such as Ulva spp. Under low dissolved oxygen concentrations, some chemical compounds 
become reduced and can be toxic to aquatic plant species. For example, sulfate ions (SO4
-) convert 
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to hydrogen sulphide (HS-). As the dissolved oxygen concentration decreases, the H+ ion 
concentration increases, also lowering the pH (Valiela 1997, Franz and Friedman 2002, Jin et al. 
2018). Because Ulva spp. photosynthesizes during the day and produces oxygen, the capacity to 
increase the pH is heightened (Alstyne et al. 2015). However, during the night, respiration tends 
to use up most of this dissolved oxygen, leading to a decline in the dissolved oxygen. Because of 
this day-night effect on the pH and dissolved oxygen, the general pH of Jamaica Bay is 
approximately 8.  
d. Total Dissolved Nitrogen (nitrate+nitrite, ammonium, Dissolved Organic Nitrogen) and 
phosphate concentrations.  
        Ammonium is the primary nitrogen species supporting Ulva spp. growth. This is followed by 
nitrate+nitrite; before nitrates are used by the cells of the Ulva spp. thallus, they must be converted 
to nitrite (Sfriso et al. 1987, Valiela et al. 1997, Morand and Merceron 2004, Teichberg et al. 
2010). Dissolved Organic Nitrogen (DON) is also a secondary nitrogen source even though it is 
an organic source of nitrogen. These nutrients are substrates to produce carbohydrates during 
photosynthesis where the energy source is sunlight. Therefore, as light becomes increasingly 
available during the summer months, there is a greater production of carbohydrates in the Ulva 
thallus that leads to these blooms. DON was calculated by subtracting ammonium values from the 
TKN values. These values were then used to generate an IDW surface and was included in the HS 
model. The reclassified values were based on a range that was determined from the amino acid 
(leucine) content of the water column in the study by Shi et al. 2015.  
        Phosphates are tertiary nutrients for Ulva. This plant species thrives in nitrogen limiting 
conditions; phosphorus is typically plentiful and available in the amounts required by the plants, 
though phosphorus can be limiting to growth in highly nitrogen-enriched environments. Each 
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nutrient source has its specific range under which Ulva thrives (Liu et al 2013). Therefore, the 
scored ranges vary based on the individual nutrient influences on the growth of Ulva spp. (Buapet 
et al 2008, Alstyne 2016, Li et al. 2016, Reidenbach et al. 2017, Shahar et al. 2020).  
e. Salinity 
        Salinity is important for the germination of Ulva spp. propagules (Sousa et al. 2007,  Huo et 
al. 2014). Estuaries are ecosystems where fresh and sea water are mixed, consequently, this creates 
an environment where Ulva can grow successfully. Therefore, areas of estuaries that are well-
mixed provide the most suitable conditions for Ulva spp. to grow (Xu et al. 2009). Within Jamaica 
Bay, there is a distinct gradient from high salinity at the inlet to areas of low salinity near the 
waste-water treatment plants and freshwater ecosystems that empty into the Bay (Benotti 2007). 
The latter are the major sources of freshwater into the Bay. This gradient would affect the 
distribution of Ulva spp. within the Bay. 
f. Site depth 
        In this study, the depth measurements are based mainly on the bathymetry data. This is based 
on the finding that the sampling points provided by the DEP data is small and this gave an 
inaccurate account of depth measurements within the Bay. Therefore, the bathymetry data which 
was used in the determination of percent light to the bottom was more representative in showing 
the depth variation within the Bay. Additionally, since the DEP depth measurements varied based 
on the tidal cycle that the measurement was taken, the bathymetry data was more reliable for 
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g. Water Column Dissolved Organic Carbon 
The Dissolved Organic Carbon concentration carries a high percentage of the Total Organic 
Carbon concentration in estuaries. However, the water column DOC is a non-limiting nutrient for 
genus’ such as Ulva. The water column DOC is substantially different from sediment DOC that 
serves as a source of nutrients for genus’ such as Zostera. Dissolved Organic Carbon was included 
in the model in order to ensure that both limiting and non-limiting nutrients are accounted for in 
the model. Since DOC is a non-limiting nutrient and ammonium, nitrate+nitrite and phosphorus 
are limiting nutrients, with these nutrient sources included in the model, then it helps to create a 




Model validation involves the comparison of the final Ulva spp. model output to field data. In 
this study, the field data used in model validation, are of two types, (1) Ulva biomass data and (2) 
satellite imagery. The final Ulva suitability model output was classified into three classes of low, 
medium, and high suitability. These classes were then compared to Ulva spp. biomass data that 
was collected during 2012, 2015 and 2017. The biomass classification system that was developed 
by Sfriso et al. 1992 was used to determine the Ulva spp. biomass (kg/DW/m^2) categories of low, 
medium, and high. The percentage match of the biomass categories and the suitability model 
output classes was calculated. This was done for the study sites that Ulva spp. biomass was 
collected for the three selected years.  
The Ulva spp. suitability outputs were also visually compared to Iso unsupervised clusters and 
composite bands of Sentinel 2A satellite imagery.  Spectral signatures were also generated for 
various sections of the study area within Jamaica Bay to support the visual analyses and 
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comparisons to the Ulva spp. suitability output. This comparison was also done for both the Ulva 
spp. sampling sites and random points in Jamaica Bay. For the latter comparison, a numbered grid 
of 40 was generated for Jamaica Bay in ArcGIS Pro. Random numbers were then generated in 
Microsoft Excel from a numbered range of 1-40. These random numbers were used as cell numbers 
for which there was a comparison of the Ulva spp. suitability model output and the composite 
bands. For both the composite bands and the iso clusters, the presence or absence of green algae 
was used as true positives in the comparison of model output and satellite imagery analyses. 
Additionally, the Iso clusters served as a statistical analysis method for model validation. In this 
random comparison, models generated for 2017 were analyzed. The years 2012 and 2015 were 
excluded since Sentinel 2A data were not available for these years. 
Model Validation also involved the identification and selection of the most suitable nutrient 
source that when summed with the other weighted parameters, the most representative suitability 
model output is produced. For the suitability model outputs, each nutrient source was examined to 
determine which of the four nutrients was most influential in determining model accuracy, that is, 
nitrate + nitrite, ammonium, dissolved organic nitrogen and phosphates. Each model was run 
separately for each source of nutrient to determine whether differences would arise in the 
suitability model outputs. In addition to individual nutrients, the combination of the four nutrient 
sources were also examined to determine the most accurate Ulva spp. suitability model. The model 
that produces the highest percentage matches with the biomass and satellite imagery analysis will 
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Methods of Model Validation 
Validation Method 1- Use of Biomass Data  
       The classes generated for the suitability model output were compared to Ulva spp. field 
biomass data ranges. These ranges were determined by Sfriso et al. (1992) for the Venice Lagoon 
(See Table 3.2). 
             Table 3.2 Basis of comparing Ulva predictive suitability rank with field biomass data  
Predictive Ulva Suitability Rank Ulva field biomass data range (Sfriso et al. 
1992) 
Low Suitability 0.01- 0.5 kg m-2 dry wt. 
Medium Suitability  0.5-1.5 kg m-2 dry wt. 
High Suitability 1.5-2.0 kg m-2 dry wt. 
 
Method used to generate Ulva biomass data- Summer 2017 
- Field collection methods for Ulva sp.  
        Macroalgae samples were collected from two sites in 2015 and five sites in 2012 and 2017. 
The fixed transects sampling method was used to collect Ulva samples within Jamaica BBay. 
Sampling occurred at low tide with sampling occurring at two sites per sampling date. These sites 
are outlined in Table 3.3 and Fig 3.1.2. Biomass data for 2012 and 2015 was collected by Annesia 
Lamb while biomass data for 2017 was collected by Kristine Erskine.  
        The model validation using the biomass data was limited based on the fact that the model 
predictions were based on deeper subtidal locations while the biomass was collected in the 
intertidal and shallower subtidal locations. This may be one of the reasons that there were lower 
percent matches in the biomass analyses. However, to compensate for these limitations, the algal 
distribution in the satellite imagery was considered. This can be seen in Chapters 5 and 6, where 
the percent matches were increased in the biomass distributions when combined with the satellite 
imagery analyses.   
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Habitat Description Location 
2012 Big Egg 06/04/2012 
08/04/2012 
Exposed mudflat adjacent to salt 
marsh islands near Beach Channel. 
The Ulva samples were both free 






06/05/2012 Also called the Fresh Creek Nature 
Preserve. It is made up of 42 acres 
of salt marsh. Known for its high 
density of Phragmites autralis and 







06/14/2012 Sampling locality occurs near the 
Salt Marsh Nature Center and Trail. 
This locality is characterized by 
high densities of attached and 
floating Ulva thalli during the 
summer period. It is made up of 530 
acres of grassland and salt march 









08/04/2012 Sampling locality is in the Dubos 
Point Wildlife Sanctuary. The 
Peninsula projects into Jamaica Bay 
at a north-easterly angle and 
measures 35.9 acres. It is bounded 
by Sommerville Basin in the East, 
Grass Hassock Channel in the West 






 Ruffle Bar 08/02/2012 This is a 143-acre island or sand bar 
that lies east of Floyd Bennett Field. 
This location is considered a bird 
sanctuary and is also characterized 
-73.8580714 oW 
40.5994285 oN 
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This is a Y shaped tidal inlet that is 
located on the south shore of 
Jamaica Bay. It partially separates 
the communities of Inwood and Far 
Rockaway. The eastward stem of 
Mott’s Basin extends from Grand 
Hassock Channel for 3000 feet. It 
then divides into two branches in 
the northeast and southeast. The 
northeast branch is called Inwood 
Creek and is 2300 feet in length, 
While the southeast branch is 3600 
ft in length. This site is 
characterized by both attached and 
unattached Ulva. (Rivers and 
Harbors Authorizations 1949)  
-73.7574231 oW 
40.6128470 oN 
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Open waters near North Channel. 
Specimens were both attached and 
unattached. Attached Ulva 
specimens were found on shell 
material while unattached 
specimens were floating in the open 












Sheltered deep embayment on 
mudflat with nearby sand 
shoals. The Ulva samples were free 
floating 
with substrate containing 

















Exposed mudflat near Rockaway 
Inlet. The Ulva samples were both 
attached and unattached. Attached 
samples were found on shell 
material while unattached samples 
were free floating. (Lamb 2018) 
-73.9209669 oW 
40.5829266 oN 
       Samples were collected along two transects at each study site. These transects were 40m in 
length and 30m apart (See Figures 3.2 and 3.3).  
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Fig. 3.2 Measuring tape to indicate 30m separation of transects for Ulva spp. collection (Marine 
Park- 06/21/2017) (Photo credits- Kristine Erskine) 
 
                                                                                              53 
 
Fig. 3.3 Collection of Ulva spp. samples along 40m transect (Big Egg- 09/29/2017) (Photo credits- 
Kristine Erskine) 
       A total of five samples were collected along each transect at 10m intervals, giving a total of 
ten samples per collection site per date. Samples were collected at 0m(Q1), 10m(Q2), 20m(Q3), 
30m(Q4) and 40m (Q5). After samples were collected in the field, they were taken back to the lab 
chilled, in an ice cooler. They were stored in the refrigerator at 4oC prior to laboratory analysis. 
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Method for Ulva Laboratory Analysis 
       Laboratory work was done in the Aquatic Research and Environmental Assessment Center 
labs at Brooklyn College. This work included the washing and separation of seaweed based on 
genus, particularly, Ulva, Gracilaria and Fucus. These were weighed using a gram scale and oven 
dried at 60oC for at least 3 days to a constant mass . Wet and dry masses were recorded. Since the 
samples were collected using 0.25m2 quadrants, the final biomass was multiplied by 4 to obtain 
the biomass in g-DW/m2 (See Figure 3.4).  
Fig. 3.4    0.25m2 quadrant used for Ulva spp. collection (Big Egg (06/05/2017) (Photo credits- 
Kristine Erskine) 
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Validation Method 2- Use of Sentinel- 2A Satellite Imagery  
Introduction/Background 
        Model validation using Sentinel 2A satellite imagery is important since the satellite imagery 
allows Ulva distribution beyond 40m from the shoreline (extent of the biomass transect line) to be 
visualized. This aerial view of Jamaica Bay provides a more accurate way for mapping the 
distribution of the Ulva and other algal beds. In this section, there are two ways that the satellite 
imagery was used to visualize the algal beds, using (1) the composite bands and spectral signatures 
and (2) using Iso Unsupervised Cluster analyses. In the case of the composite bands, the 
distribution of the seaweed beds as well as the distribution of phytoplankton are visually explored 
using spectral signatures. Here, based on the wavelengths of the associated pigmentation of the 
specific algal group, differentiation between algal groups, whether phytoplankton, cyanobacteria 
or macroalgae is attempted. In the case of the Iso Clusters, the visualization of clusters of varying 
pigmentation can give an indication of the types and distribution of different algal groups within 
the Jamaica Bay ecosystem.  
              Visual interpretation of seaweed distribution is based on the reflectance of the photosynthetic 
pigmentation within each species. For instance, Ulva spp., which is a green alga, contains mainly 
chlorophyll a and b; Gracilaria spp., which is a red alga, contains phycocyanin and phycoerythrin; 
and Fucus spp, a brown alga, contains fucoxanthin. These different pigmentations have varying 
reflectance levels that can be detected using different spectral signatures and band combinations 
(Millie et al. 1993, 1997, Pearl et al. 2003, Shen et al. 2012, Rehm et al. 2018, Zhu et al. 2019). 
Therefore, Iso clusters and composite bands were created using different band combinations to 
determine the most effective combination that would visualize the macroalgal groups of Ulva, 
Gracilaria and Fucus.  Utilizing the reflectance of the pigmentation has been used in a number of 
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other studies to map algal and plant distribution (Martinez-Crego et al. 2010, D’Sa 2019, Johansen 
et al 2019,  Zhang et al. 2020).  
         Healthy vegetation is an excellent absorber of electromagnetic energy in the visible region. 
More specifically, chlorophyll is a strong absorber of light at wavelengths of approximately 
0.45µm (blue) and 0.67µm (red). For this reason, healthy vegetation appears green because our 
eyes see green but not infrared. However, because the internal structure of the plant leaves differs 
based on the species, the near infrared reflectance can be used to distinguish the spectral reflectance 
of different species (e.g. Gower et al. 2008, Xing et al. 2017, Wickramasinghe et al. 2019). For 
this reason, the spectral reflectance is used as the means to differentiate the densities of Ulva and 
Gracilaria in Jamaica Bay. Chlorophyll a and b are the main photosynthetic pigmentations within 
green algae, of which Ulva is a part. The spectral reflectance for these types of chlorophylls is 
within the near infrared range of 0.7-0.92µm (Jensen 2007). It has also been recorded that 
chlorophyll a and b have reflectance spectra within the wavelength range of 400-900nm (0.4-
0.9µm) (Halik and Smaczynski 2017). This means that combinations of bands 1 to 8A, can be used 
to effectively map the distribution of Ulva based on the spectral reflectance of chlorophyll a and 
b.  
Processing of Sentinel 2A- Imagery data 
The steps to model validation using Sentinel 2A data are:  
1. Download of Sentinel 2A in the JPEG 2000 format from the USGS GloVis website 
(https://glovis.usgs.gov/). 
2. Extraction of JPEG 2000 files to ArcGIS folder. On extraction, the Level 1C files became 
accessible in ArcGIS Pro.  
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3. In ArcGIS Pro, the L1C files contained the thirteen satellite imagery bands. Composite 
bands are created using the thirteen bands and then clipped initially using the Jamaica Bay 
polygon and then Jamaica Bay Islands shapefile. This isolates the aquatic ecosystem area 
of Jamaica Bay. The spatial resolution and wavelength ranges of these bands are shown in 
Table 3.3b. 
Table 3.3b Wavelength range and spatial resolution of the Sentinel 2A bands (Cerasoli et. 
al 2018) 
                           
 
         From these composites, the following band combinations were created which were then 
analyzed with the use of spectral signatures. These composite bands are further processed using 
the Enhancement tool, where the layer brightness, contrast and gamma are changed to 15, 80 and 
4.5, respectively. This increased the visibility of the layer so that pixel-based analyses can be done. 
Spectral signatures were generated within these composites for areas of the Bay that had similar 
coloration. Pixel- based spectral profile analyses were based on free-form polygons in ArcGIS Pro 
with pixels that have similar spectral signatures. Reflectance averages of same-colored polygons 
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were generated so that better comparisons are done.  Based on the generated spectral signatures, 
deductions were made on the presence of algae.                    
       These results were compared to the biomass measurements made at the five sites in 2017 and 
Iso Cluster Analyses. These combinations are shown in Table 3.3c. 
                        Table 3.3c Band combinations and their spatial resolutions. 







Band12-Band11-Band 4 20 
Band 12-Band 8-Band 3 20 
 
       These band combinations were chosen since they were used in previous studies to monitor 
changes in vegetation. In most cases, these band combinations were used to monitor terrestrial 
vegetation in an urban setting, therefore, their applicability to aquatic plants is being explored in 
this study. These band combinations are outlined below:  
- Band combination: 4-3-2 (Natural Color) 
       The natural color band combination of bands 4-3-2 displays the world as our eyes sees it. 
Using this combination shows healthy vegetation as green while urban features are white and grey. 
This combination is also used to quantify the cleanliness of water based on the shade of dark blue 
that is displayed. Application of band combination 4-3-2 is seen in Immitzer et al. (2016) and 
Erinjery et al. (2018). In the study by Immitzer et. al (2016), the value of applying the red edge, 
SWIR and blue bands in mapping cropland and forest vegetation was emphasized. For this study, 
both object and pixel-based analyses of bands 2, 3, 4 and 8 were used to map the distribution of 
forest and cropland species. Also, the spectral signatures of the different vegetation types were 
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explored to show the reflectance variation within study sites. Due to these applications, this study 
by Immitzer et al. (2016), is particularly useful to this study, since similar band combinations of 
Sentinel 2A data are explored using pixel-based analyses. However, our applications are for 
aquatic rather than terrestrial species.  
       In the study by Erinjery et al. (2018), the application of bands 8,4,3 was again applied to pixel-
based analyses of Sentinel 2A data. However, in this application, the landscape of Anamalai, India 
was assessed for the presence of cropland and rainforest ecosystems. This study has applications 
for habitat and biodiversity conservation and management. Applications were also made on the 
presence of aquatic ecosystems in the landscape classification using the 8, 4, 3 bands. In this study, 
these bands were also used to monitor the presence of algae in Jamaica Bay.  
- Band combination: 8-4-3 (False color infrared) 
        This is the color infrared band combination or false color infrared. This is used to emphasize 
healthy and unhealthy vegetation with the use of the near-infrared (B8) band. This effectively gives 
good reflection of photosynthetic pigments such as chlorophyll a and c, fucoxanthin, xanthophylls, 
beta-carotene and phycoerythrin. For this reason, in a color infrared image, the denser vegetation 
is red while urban areas are white. Studies that emphasized the band combination of 8-4-3 include 
Erinjery et al (2018), Franz et al. (2018) and Taufik et al. (2019). 
        In the study by Franz et al. (2018), the NIR bands of 7, 8 and 8A are used to in the examination 
of the effects of cloud cover in the pixel-based analyses and improvements of Sentinel 2A data. 
Since bands 7, 8 and 8A are the red edge bands that are effectively used to monitor vegetation, 
then Franz et al. 2018 is useful to this study, especially since the red-edge bands of 8 and 8A are 
used in this Ulva study. This is significant considering the effect of cloud cover on the Sentinel 2A 
data interpretation.  
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        In the study by Taufik et al. (2019), the false color infrared band combination (8-4-3) was 
used to monitor vegetation changes in the coastal region of Arobaya, Bangladesh. Both band 
combinations of 4-3-2 and 8-4-3 were used to distinguish land and water objects. In this study, 
both band combinations of 4-3-2 and 8-4-3 are used to identify the distribution of algal groups in 
Jamaica Bay. In the study by Taufik et al. (2019), these combinations were used for shoreline 
movement and vegetation analyses. Since both terrestrial and aquatic plants have common 
photosynthetic pigments, then the mapping of aquatic plant groups using the 4-3-2 and 8-4-3 band 
combinations is being investigated in this Ulva study.   
- Band combination:  12-8-4 (Short Wave Infra-Red) 
       This short-wave infrared band combination involves the use of SWIR (B12), NIR (B8) and 
red (B4). A composite of these bands shows vegetation in several shades of green with the darker 
shades indicating denser vegetation and brown being an indication of bare soil and built-up areas. 
An example of this band application includes Spasova and Nedkov (2019).  
        In the study by Spasova and Nedkov (2019), the Normalized Difference Vegetation Index 
(NDVI) was used to monitor the post-fire recovery of forest lands. Even though Landsat 5, Landsat 
7 and Landsat 8, the bands of the latter that coincide with the Sentinel 2A bands, was used to 
validate this study, there are method applications that can be made to the validation of this Ulva 
model. Because the NDVI involves the use of the Near Infrared and Red bands of the 
electromagnetic spectrum, i.e. band 8A and band 4, using the 12-8A-4 combination will facilitate 
mapping the distribution of aquatic vegetation with NDVI applications. More specifically, since 
the Spasova and Nedkov (2019) study applies to terrestrial vegetation, the application of the NDVI 
band combination of 12-8A-4 to aquatic vegetation will be explored in this Ulva study.  
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- Band combination: 11-8-2 (Agriculture) 
       This band is used in the identification of agricultural activities. It combines SWIR-1 (B11), 
near- infrared (B8) and blue (B2) and is used in the monitoring of the health of crops. This band 
combination is specifically good in emphasizing dense vegetation that appear as dark green. Since 
this band combination can be used to identify dense plant populations, then its applicability to 
aquatic plants is being investigated in this Ulva study. Examples of this band application include 
Bontemps et al. (2015), Hajj et al. (2017), Veloso et al. (2017), and Zhang et al. (2017). 
       The monitoring of agriculture and croplands also involves the use of NDVI or the application 
of NIR and Red bands of Sentinel and Landsat 8 data (Bontemps et al. 2015, Veloso et al 2017 
and Hajj et al. 2017).  However, in the case of Zhang et al. (2017), there has been the application 
of both Normalized Difference Vegetation Index (NDVI) and Normalized Difference Water Index 
(NDWI). In these cases, with the application of both NDVI and NDWI, band combinations of the 
Red, NIR and SWIR are used to identify plants that are either stressed or healthy in both terrestrial 
and aquatic ecosystems. In this study, the band combination of 11-8-2 is applied so that the NDWI 
and NDVI visualizations can effectively map the aquatic vegetation of Jamaica Bay.  
       Other Sentinel 2 band combinations that can be applied to vegetation analysis include 12-11-
4 (false color urban), 12-11-8 (atmospheric penetration), 4-8-11 (Land/Water), 12-8-3 (natural 
colors with atmospheric removal), 12-8-4 (Shortwave infrared). However, the studies where these 
combinations have been used are generally applied to terrestrial habitats, therefore, their 
applicability to aquatic ecosystems are still being explored. 
       Sentinel 2 band combinations were analyzed initially as composite bands and then as Iso 
Cluster analyses where algal distributions are assessed and compared to the predicted model output 
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for the year 2017. Iso Cluster analyses were used as a statistical method to determine the presence 
or absence of Ulva within the Bay.  
 
Sentinel 2A Imagery data 
        Sentinel-2 Level 1C (L1C) MSI data that were downloaded from the USGS Glovis website 
were available on June 12th, July 2nd, August 1st, September 10th, and October 10th, 2017. The data 
associated with these dates were generated by the GloVis website based on 25% cloud cover within 
the identified months. The L1C files are composed of 100km2 tiles i.e., ortho-images in 
UTM/WGS84 projection. (European Space Agency. Sentinel-2 User Handbook; ESA Standard 
Document; ESA: Paris, France, 2015, Toming et al. 2016). Within the L1C products, per-pixel 
radiometric measurements are provided in Top of Atmosphere (TOA) reflectance with all included 
parameters for radiance transformation. The L1C products are resampled using a constant Ground 
Sampling Distance (GSD) of 10, 20 and 60m. This depended on the native resolution of the 
different spectral bands (see Table 3.1). The images that were downloaded had a projection of 
WGS84-UTM Zone 18.  
        The Sentinel 2A imagery has a span of 13 spectral bands that range from the visible and near-
infra-red to the shortwave infrared. These bands occur at resolutions that range from 10-60 meters 
on the ground which takes global land monitoring to an unparalleled level. Sentinel 2A contains 
three bands in the ‘red edge’ spectrum where useful information is provided on the state of 
vegetation (Bayle et al 2019, Lin et al. 2019, Sun et al. 2019, Warren et al. 2019, Ji et al 2020, 
Scheffler et al. 2020). Due to the usefulness of the red edge bands in the Sentinel 2A imagery, 
monitoring macroalgal blooms in ecosystems such as Jamaica Bay is possible. In this Ulva spp. 
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suitability study, band 8 was used as the main ‘red edge’ band that was used to create combinations 
to map macroalgal distribution in Jamaica Bay. 
       After the composites were generated, Iso cluster unsupervised classifications were produced 
using the Iso cluster analysis tool in Classification Wizard. At this stage, with the band 
combinations to produce different visualizations, the photosynthetic pigmentation of the aquatic 
plants is used as an indication of the densities of macroalgae found in the aquatic portion of 
Jamaica Bay.  
Iso Cluster Unsupervised Classification 
       For this type of analyses, the image classification wizard of ArcGIS Pro was used. Cluster 
analyses were done on each composite for the months of June to October 2017. The Iso cluster 
classification was selected with the following parameters being set: 
Classification method: unsupervised 
Classification type: Pixel based 
Classification schema: Default 
The train classifier is then run using the following input parameters:  
Classifier: Iso Cluster 
Maximum number of classes: 10 
Maximum number of iterations: 20 
Maximum number of cluster merges per iteration: 5 
Maximum merge distance:0.5 
Maximum samples per cluster: 20 
Skip factor: 10 
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       The output classified dataset was then run. The classified output dataset was then categorized 
into the default category. The resultant classes were then remapped and renamed based on the 
color of the different clusters. The final output dataset was then generated.  
       When Iso clusters were not generated using the classification wizard, they were generated 
from the geoprocessing application of pixel based Iso cluster analyses. Using this application, the 
clusters were generated within a shorter time frame and in most cases, produced clusters when 
they were not generated using the classification wizard.  
 
Model Assessment 
       This was based on the % match between the predicted model output and biomass at the Ulva 
sampling sites. Further analyses included the % match of the model output with the presence or 
absence of macroalgae within the Bay based on composite bands and iso cluster analyses. Analyses 
of the Sentinel 2 composites and cluster analyses were based on both matches at the non-random 
Ulva sampling sites and random points with the Bay. For the random points, the % match between 
the predicted model out and the presence or absence of green macroalgae in the satellite imagery 
was determined.  
       The model accuracy was based on the combined % match of the random and non-random 
analyses. The eventual % accuracy was compared to the accuracy of similar studies that showed 
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Chapter 4a- Results 1: WATER QUALITY VARIABILITY 
 
       To accurately develop a model based on water quality data, there must be evidence of 
variability in each parameter. In this chapter, water quality variability will be explored, both 
spatially and temporally. Spatial variability entails the examination of the relationships between 
water quality sampling stations based on each parameter. Temporal variability entails changes over 
time, of each parameter, on a yearly basis. 
 
Spatial variability 
       Jamaica Bay is a lagoonal, back barrier estuary. Because of this, it is characterized by an inlet 
and an interior. There were some parameters that showed lower concentrations in the inlet and 
higher concentrations within the interior of the Bay. Some examples of such parameters include 
temperature and nutrients such as nitrate-nitrite, ammonium, phosphates and dissolved organic 
carbon. Other parameters such as salinity, dissolved oxygen and pH showed the opposite trend 
with higher concentrations in the inlet and lower values in the interior of the Bay.  
       For most water quality parameters, spatial variability was consistent among the years 2012, 
2015 and 2017. For instance, temperature ranged between 21.5-25oC in the interior of the Bay and 
20.5-22oC in the inlet of the Bay for this three- year period (see Figure 4.0 and Appendix 1- Figures 
1-4).  
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Figure 4.0 Temperature variability for a 5-month period (June-October) 2012, 2015 and 2017 
       Salinity values were also consistent for the years 2012, 2015 and 2017, with the highest 
salinity occurring in the inlet at N9A at approximately 29.5psu. This was followed by J11 at a 
range of 27.5-28.5psu. However, the lowest values were observed at J7 at ranges of 25-26psu and 
J12 at 26psu (see Figure 4.2 and Appendix 1- Figures 5-7). 
 








J1 J10 J11 J12 J2 J3 J5 J7 J8 J9A N9A
o
C
Water Quality Sampling Stations






J1 J10 J11 J12 J2 J3 J5 J7 J8 J9A N9A
p
su
Water Quality Sampling Stations
Salinity Variability-July Averages           
(2012, 2015, 2017) 
2012 2015 2017
                                                                                              67 
        Dissolved oxygen variability also showed consistency among the years with 2015 and 2017 
showing similar trends and 2012 showing slightly different pattens among the water quality 
sampling stations. Overall, there were lower dissolved oxygen concentrations in 2012 while 
concentrations higher in the years 2015 and 2017. The highest dissolved oxygen concentrations 
occurred at J11 in 2015 and J12 in 2017. These measurements were 9 mg/L in 2015 and 8.5mg/L 
in 2017 (see Figure 4.3 and Appendix 1- Figures 12-13).  
       pH trends were like those of dissolved oxygen, with 2012 showing lower ranges than that of 
2015 and 2017. However, unlike dissolved oxygen, there was a clear distinction of 2017 pH ranges 
being higher than that of 2015. One similarity between 2015 and 2017 pH measurements was that 
the highest pH measurement occurred at J11 that respectively showed readings of 8.0 in 2015 and 
8.1 in 2017. Additionally, there was an overall increase of dissolved oxygen at N9A in the inlet in 
2015 and 2017 while there was a decline in these inlet concentrations in 2012. These latter 
observations were also seen in the dissolved oxygen concentrations (see Figure 4.4 and Appendix 
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Figure 4.3 Dissolved Oxygen variability for a 5-month period (June-October), 2012, 2015 and 
2017 
 
Figure 4.4 pH variability for a 5-month period (June-October), 2012, 2015 and 2017 
       Nutrient parameters such as nitrate-nitrite and phosphate concentrations showed similar trends 
in concentration among the water quality sampling station. For instance, J7 and J12 showed the 
highest concentrations in these nutrient parameters for the years 2012, 2015 and 2017. The year 
2015 had the highest nitrate-nitrite concentration range, compared to that of 2012 and 2017. This 
was especially evident at J7, with the 2015 average of 0.23mg/L while that of 2012 and 2017 were  
0.15mg/L and 0.14mg/L, respectively (see Figure 4.5 and Appendix 1- Figures 18-21). It should 
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Figure 4.5 Nitrate-nitrite variability for a 5-month period (June-October), 2012, 2015 and 2017 
 
        For phosphate concentrations, similar patterns to that of nitrate-nitrite concentrations were 
observed. Again, J7 and J12 showed the highest phosphate concentrations, with 2012 values being 
higher than those of 2015 and 2017 (see Figure 4.6 and Appendix 1- Figures 24-26). Additionally, 
for both nitrate-nitrite and phosphate distributions, there were lower concentrations in the inlet at 
N9A when compared to the water quality sampling stations in the interior of the Bay.  
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       Spatial variability was also observed on a monthly basis for the three years under 
consideration. For most parameters, with the exception of salinity, there were variations in the 
concentrations and conditions among the water quality stations in the interior of the Bay, while 
concentrations and conditions were lower in the inlet. However, due to the access to ocean water, 
the salinity concentrations increased at N9A in the inlet of the Bay (for example, see Figure 4.7-
4.9). 
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Figure 4.8- Salinity variability- September 2012, 2015 and 2017 
 
        Some peculiar trends were observed in the dissolved oxygen concentrations. For the year 
2015, there were almost constant conditions in these concentrations among water quality sampling 
stations. In July 2015, the dissolved oxygen concentrations ranged between 7.9-8.0 mg/L, while 
for August of the same year, these concentrations ranged from 7.8-8.0 mg/L and for September, 
the dissolved oxygen ranged from 7.4-8.1mg/L. However, for the same period in 2012 and 2017, 
variability was observed in the dissolved oxygen concentrations among water quality sampling 






J1 J10 J11 J12 J2 J3 J5 J7 J8 J9A N9A
p
su
Water Quality Sampling Stations
Salinity Variability- September Averages
(2012, 2015, 2017)
2012 2015 2017
                                                                                              72 
 
Figure 5.0 Dissolved Oxygen variability- July 2012, 2015 and 2017 
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Figure 5.2 Dissolved Oxygen variability- September 2012, 2015 and 2017 
 
        Despite almost constant concentrations from July to September 2015, the pH ranges did not 
show the same patterns as that of dissolved oxygen. pH showed variability among the water quality 
sampling stations from June to October for the years 2012, 2015 and 2017 (for example, see Figure 
5.3 and Appendix 1- Figures 14-17). 
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         Nutrient parameters also showed variability from June to October for 2012, 2015 and 2017. 
However, for nitrate-nitrite and ammonium concentrations, 2012 averages showed significantly 
higher averages than that of 2015 and 2017. Additionally, for both nitrate, nitrite and ammonium, 
J12 and J7 recorded the highest average reading for the three years under consideration (see Figure 
5.4, 5.5 and Appendix 1-Figures 18-23). These trends were also observed in phosphate 
concentrations on a monthly basis, with J7 and J12 showing the highest concentrations from 2012-
2017 (see Figure 5.5b and Appendix 1-Figures 24-26). 
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Figure 5.5 Ammonium variability- September 2012, 2015 and 2017 
 
 
Figure 5.5b- Phosphate variability- August 2012, 2015 and 2017 
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       Similar trends were also seen in salinity, where 2012, 2015 and 2017 values showed similar 
spatial variability (see Figures 5.9-6.1). This consistency was evident since J11 and N9A were the 
water quality sampling stations with the highest salinity despite the month and year of sampling.  
 
Figure 5.9 Salinity variability- June-September 2012 
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Figure 6.1 Salinity variability- June- October 2017 
 
        On a monthly basis, nutrient parameters such as nitrate-nitrite showed distinct spatial 
variability; it is not as consistent spatially as the other nutrient parameters (see Figures 6.2 and 
6.3). For instance, ammonium, phosphate and dissolved organic carbon’s spatial variability 
followed similar patterns between water quality sampling stations from June to October for the 
years 2012, 2015 and 2017 (see Figure 6.4, 6.5 and Appendix 1-Figures 22-26).  
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Figure 6.3 Ammonium variability- July- September 2012 
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Figure 6.5 Dissolved Organic Carbon variability- July- September 2012 
        Additionally, on a monthly basis, parameters such as dissolved oxygen and pH also showed 
inconsistent spatial patterns  For instance for the years 2015 and 2017, there was significant spatial 
variability between June-October for both dissolved oxygen and pH between water quality 
sampling stations (see Figures 6.6 and 6.7 and Appendix 1- Figures 34 and 35). However, for other 
parameters for both 2015 and 2017, consistent patterns between water quality sampling stations 
were observed e.g. temperature, depth, salinity, nitrate-nitrite, ammonium, phosphate and 
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Figure 6.6 Dissolved Organic Carbon variability- July- October 2015 
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Temporal Variability 
 
        Water quality parameters not only showed variability across stations but also temporal 
variability based on the monthly averages per year andbased on yearly averages. For instance, 
there were declines in water column temperature in the months of June from 2015 to 2017, July 
from 2012-2015, August from 2012-2017, September from 2015-2017 and October from 2015-
2017. However, there were increases in water column temperature in July from 2015-2017 and 
September from 2012-2015 (see Table 4.0 and Appendix 1-Figures 40-44). 
Table 4.0 Temporal variability in water column temperature from June-October, 2012-2017 
Month 2012 2015 2017 
June  18.5-22.5oC 17-22oC 
July 22.5-26.5oC 21.5-25.5oC 23.5-26oC 
August 24-27oC 23.5-26.7oC 22.6-25.6oC 
September 21.5-23.2oC 23-25.5oC 21-22.5oC 
October  21.1-22.5oC 19.25-21oC 
         
        Salinity variability was also evident on a temporal basis. Declines in salinity were seen in 
June and October from 2015-2017 and July, August and September 2012-2017 (see Table 4.1 and  
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Table 4.1 Temporal variability in salinity from June-October, 2012-2017 
Month 2012 2015 2017 
June  25.8-29.5psu 24.2-29.2psu 
July 25-29.8psu 25.8-29.3psu 25.5-29.3psu 
August 25.5-30.2psu 26-30.2psu 25.2-28.9psu 
September 26-29.5psu 26.2-30.5psu 26.2-29.2psu 
October  26.5-30.5psu 26.5-30psu 
         
        Dissolved oxygen values also showed temporal variability with declines in concentration in 
June, September and October from 2015-2017 and increases in concentration in July and August 
from 2012-2017. There were also increases in concentration in September from 2012-2015 (see 
Table 4.2 and Appendix 1- Figures 55-59). 
Table 4.2 Temporal variability in dissolved oxygen from June-October, 2012-2017 
Month 2012 2015 2017 
June  7.5-9.5mg/L 7.2-8.25 
July 6.2-8.75mg/L 7.58-8.1mg/L 7-9mg/L 
August 4.8-6.5mg/L 7.9-8.1mg/L 7-9mg/L 
September 5-6mg/L 7.1-8mg/L 6-10mg/L 
October  7.5-10.2mg/L 6.2-8.5mg/L 
         
        pH values also showed variability on the yearly basis with June averages increasing between 
2015-2017. There were also increases in pH averages between 2012-2017 for July, August and 
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September. Similar increases were also observed in October from 2015-2017 (see  Table 4.3 and 
Appendix 1- figures 60-64).  
Table 4.3 Temporal variability in pH from June-October, 2012-2017 
Month 2012 2015 2017 
June  7.85-8.08 8.05-8.2 
July 7.7-8.02 7.88-8.12 8-8.2 
August 7.65-7.8 7.75-8 7.8-8.1 
September 7.45-7.62 7.41-8 7.82-8.1 
October  7.65-7.9 7.78-8 
        
        Nitrate increased in concentration in June and August from 2015-2017, However, there were 
declines in concentration in July and September from 2012-2017. Additionally, there were also 
declines in October from 2015-2017. (see Table 4.4 and Appendix 1- figures 65-69).  
Table 4.4 Temporal variability in nitrate-nitrite from June-October, 2012-2017 
Month 2012 2015 2017 
June  0.025-0.12mg/L 0.39-0.15mg/L 
July 0.04-0.18mg/L 0.02-0.12mg/L 0.01-0.11mg/L 
August 0.04-0.13mg/L 0.02-0.12mg/L 0.05-0.15mg/L 
September 0.13-0.25mg/L 0.05-0.3mg/L 0.06-0.24mg/L 
October  0.14-0.5mg/L 0.06-0.23mg/L 
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       Ammonium averages increased in concentration in June from 2015-2017. There were also 
increases in concentration in July from 2012-2017. Declines in concentration occurred in August 
and September from 2012-2017 and October from 2015-2017 (see Table 4.5 and Appendix 1- 
figures 70-74). 
Table 4.5 Temporal variability in Ammonium from June-October, 2012-2017 
Month 2012 2015 2017 
June  0.09-0.25mg/L 0.15-0.38mg/L 
July 0.03-0.65mg/L 0.04-0.4mg/L 0.05-0.19mg/L 
August 0.1-1.09mg/L 0.1-0.4mg/L 0.1-0.25mg/L 
September 0.3-1.4mg/L 0.01-0.4mg/L 0.1-0.2mg/L 
October  0.13-0.33mg/L 0.08-0.28mg/L 
 
        Phosphate variability was also evident on a per year basis with declines in concentration being 
observed from June to October from 2012-2015 (see Table 4.6 and Appendix 1- figures 75-79). 
Table 4.6 Temporal variability in Phosphates from June-October, 2012-2017  
Month 2012 2015 2017 
June  0.08-0.35mg/L 0.06-0.27mg/L 
July 0.09-0.43mg/L 0.08-0.45mg/L 0.06-0.38mg/L 
August 0.12-0.42mg/L 0.06-0.33mg/L 0.05-0.37mg/L 
September 0.1-0.33mg/L 0.08-0.37mg/L 0.05-0.23mg/L 
October  0.06-0.25mg/L 0.04-0.27mg/L 
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        Overall, for the water quality parameters examined in this chapter, variability was observed 
in the dataset. In this section, parameters such as percent light to the bottom and dissolved organic 
nitrogen were not examined but are included in the model development sections for 2012, 2015 
and 2017. However, based on the analyses in this section, all parameters showed both spatial and 
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CHAPTER 4b: RESULTS II- MODEL DEVELOPMENT 2017 
Inverse Distance Weighted Surfaces 
Temperature, Depth and Salinity 
       Temperature distribution in Jamaica Bay in 2017 showed similar trends to those in 2012 and 
2015, with the cooler temperatures occurring in the inlet of the Bay and the warmer water column 
temperatures occurring in the interior of the Bay. Temperature ranged from 17.1-22.3oC in June, 
23.5-26.1oC in July, 22.8-25.8oC in August, 21.2-22.4oC in September and 19.4-21.14oC in 
October (see Figure 6.8 and Appendix 4-figures 1-5).  
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Figure 6.8 IDW Surface- Temperature, oC (June 2017) 
 
       Salinity, however, showed higher concentrations in the inlet and lower concentrations within 
the interior of the Bay. The Salinity values ranged from 24.3-29.4psu in June, 25.7-29.3psu in July, 
25.4-29.1psu in August, 26.25-29.5psu in September and 26.5-30.1psu in October (see Figure 7.0 
and Appendix 4- figures 11-15).  
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Figure 7.0 IDW Surface- Salinity, psu (June 2017) 
 
Dissolved oxygen and pH 
        Dissolved oxygen concentrations in July and August showed higher concentrations in the 
inlet and lower concentrations in the interior of the Bay. However, for June, September and 
October, the dissolved oxygen concentrations were lower in the inlet and much of the Bay and 
higher in the north to north-eastern areas. The dissolved oxygen ranged from 7.24-8.33mg/L in 
June, 6.97-8.92mg/L in July, 6.34-9.17mg/L in August, 6.55-11.04mg/L in September and 6.39-
8.8mg/L in October (see Figure 7.1 and Appendix 4- figures 16-20).  
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Figure 7.1 IDW Surface- Dissolved Oxygen, mg/L (June 2017) 
 
        pH values showed similar trends as the dissolved oxygen. pH values ranged from 8.02-8.22 
in June, 8.01-8.19 in July, 7.84-8.11 in August, 7.87-8.06 in September and 7.77-7.99 in October 
(see Figure 7.1b and Appendix 4- figures 21-25).  
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Figure 7.1b IDW Surface- pH (June 2017) 
 
Nutrient Concentrations 
        Nitrate-nitrite concentrations ranged from 0.04-0.15mg/L in June, 0.02-0.11mg/L in July, 
0.05-0.15mg/L in August, 0.07-0.23mg/L in September and 0.08-0.24mg/L in October. From 
June-October, the nitrate-nitrite distribution was low in the inlet and increased in the interior of 
the Bay (see Figure 7.2 and Appendix 4- figures 26-30).  
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Figure 7.2 IDW Surface- Nitrate-Nitrite, mg/L (June 2017) 
 
        Ammonium showed the similar distribution trend as nitrate-nitrite where there were lower 
concentrations in the inlet and increased concentrations in the interior of the Bay. Ammonium 
values ranged from 0.16-0.37mg/L in June, 0.07-0.2 in July, 0.11-0.29mg/L in August, 0.13-
0.28mg/L in September and 0.05-0.28mg/L in October. (see Figure 7.3 and Appendix 4- figures 
31-35).  
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Figure 7.3 IDW Surface- Ammonium, mg/L (June 2017) 
 
       Phosphate values ranged from 2.58-3.83mg/L in June, 0.07-0.37mg/L in July, 0.06-0.38mg/L 
in August, 0.06-0.23mg/L in September and 0.04-0.26mg/L in October (see Figure 7.4 and 
Appendix 4- 36- 40).  
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Figure 7.4 IDW Surface- Phosphate, mg/L (June 2017) 
 
        Dissolved Organic Carbon values ranged from 2.58-3.83mg/L in June, 2.69-3.59mg/L in 
July, 2.32-3.69mg/L in August, 2.48-3.58mg/L in September and 2.36-3.76mg/L in October (see 
Figure 7.5 and Appendix 4-figures 41-45). 
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Figure 7.5 IDW Surface- Dissolved Organic Carbon, mg/L (June 2017) 
 
        Dissolved Organic Nitrogen values ranged from 0.18-0.58mg/L in June, 0.28-0.64mg/L in 
July, 0.24-0.75mg/L in August and 0.27-0.56mg/L in September. DON distribution followed the 
similar trends of low concentrations in the inlet and higher concentrations within the interior of 
the Bay (see Figure 7.6 and Appendix 4- figures 46-49).  
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Figure 7.6 IDW Surface- Dissolved Organic Nitrogen, mg/L (June 2017) 
Light attenuation coefficient (Kd) and Bathymetry 
        The light attenuation coefficient (Kd) was calculated as the initial step to determining the 
percent light to the bottom. As shown in Figures 7.7a-7.7e, the areas with the highest Kd also 
showed the highest dept. These areas with the highest depths in turn showed the lowest percent 




                                                                                              96 
 
Figure 7.7a-Kd: June 2017 
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Figure 7.7b- Kd: July 2017 
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Figure 7.7c- Kd: August 2017 
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Figure 7.7d- Kd: September 2017 
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Reclassified Surfaces 
 
Reclassified Temperature, Percent light to bottom, and salinity 
        For temperature, except for the inlet, all other areas of the Bay showed maximal suitability 
for Ulva with respect to temperature. For June, the reclassified values ranged from 7-9, July- 10, 
August- 9-10, September- 9, and October 8-9 (see Appendix 4- figures 54-58). Salinity values 
were lower in the north-east and maximal for the rest of the Bay. For June- August, salinity 
reclassified values ranged from 9-10, while those of September and October showed maximal 
reclassified values of 10 (see Figures 7.8-8.0 and Appendix 4- figures 64-68).  
 
Figure 7.8 Reclassified Surface- Temperature (June 2017) 




Figure 7.9a Reclassified Surface- % light to bottom (June 2017) 
 
                                                                                              103 
 
Figure 7.9b Reclassified Surface- % light to bottom (July 2017) 
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Figure 7.9c Reclassified Surface- % light to bottom (August 2017) 
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Figure 7.9d Reclassified Surface- % light to bottom (September 2017) 
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Figure 8.0 Reclassified Surface- Salinity (June 2017) 
 
Reclassified Dissolved Oxygen and pH 
         Reclassified dissolved oxygen values ranged from 3-4 in June, August, October and 3-5 in 
September (see Appendix 4- figures 69-73). While the reclassified pH values ranged from 6-9 in 
June, 6-8 in July and August, 6-7 in September and 6 in October (see Figures 8.1- 8.2 and Appendix 
4- figures 74-78).  
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Figure 8.1 Reclassified Surface- Dissolved Oxygen (June 2017) 
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Figure 8.2 Reclassified Surface- pH (June 2017) 
 
Reclassified nutrient concentrations 
        Reclassified nitrate-nitrite concentrations range from 0-1 in June- August and 1-2 in 
September- October (see Appendix 4- figures 79-83). Ammonium reclassified values ranged from 
0-1 in June and 0 in July- October. While those of phosphates ranged from 3 in June and 0-1 in 
July- October (see Figures 8.3-8.5 and Appendix 4- figures 84-93).  
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Figure 8.3 Reclassified Surface- Nitrate-Nitrite (June 2017) 
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Figure 8.4 Reclassified Surface- Ammonium (June 2017) 
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Figure 8.5 Reclassified Surface- Phosphates (June 2017) 
 
         Dissolved Organic Carbon reclassified values ranged from 5-10 in June, 5-9 in July and 
September, and 4-9 in August (see Appendix 4- figures 94-97). While Dissolved Organic Nitrogen 
reclassified values ranged from 5-8 in June, 6-8 in July and September, and 6-9 in August (see 
Figures 8.6-8.7 and Appendix 4- figures 98-101).  
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Figure 8.6 Reclassified Surface- Dissolved Organic Carbon (June 2017) 
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Figure 8.7 Reclassified Surface- Dissolved Organic Nitrogen (June 2017) 
 
        In summary, when observing the water quality distribution of each parameter, there was 
evidence of variability or no constant conditions in the Bay. This is evident in both the inverse 
distance weighted surfaces and the reclassified surfaces. Water quality models that have been used 
in the development of the Habitat Suitability Models for the years 2012 and 2015 are shown in 
Appendix 2 and 3.  
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Chapter 4c- RESULTS III: Habitat Suitability Models 2012, 2015 and 2017 
 
        The process to create a habitat suitability model entails the reclassification of the inverse 
weighted surfaces for each water quality parameter using the reclassify tool based on the scored 
ranges (see Appendix 3.1- table 3.1a). After this, the weighted sum tool is used to assign the 
weights (see Appendix 3.1- table 3.1b) and subsequently add the reclassified surfaces to develop 
the final HSM model for Ulva. In each case, the nutrient parameters were manipulated to determine 
which nutrient or whether the combination of all nutrients had the greatest matches with the 
biomass data. In this section, these comparisons of the predicted model output with the biomass 
data collected in 2012, 2015 and 2017 are carried out. For the year 2012, models were developed 
for July-September, for 2015 and 2017, June-September. This was due to a significantly lower 
number of sampling points for October for each year, in most cases, the number of data points 
were insufficient for the creation of HS models.   
         It must be emphasized that for each model created, it is only the nutrient type that is 
manipulated. For each model, all the other parameters such as % light, temperature, salinity, 
dissolved oxygen, pH and dissolved organic carbon are included in the model. In the ‘all nutrients’  
model, ammonium, nitrate+nitrate and phosphates are combined with the other parameters for 
model creation. While, in cases of the ammonium, nitrate+nitrite and phosphate models, each 
nutrient type is combined with the other water quality parameters to create the respective model. 
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Habitat Suitability Models: 2012 
         Models that were generated for July 2012, showed a similar pattern despite the nutrient that 
was manipulated. For June 2012, the high Ulva predictions occurred in the inlet and near inlet 
areas, the northern and north-eastern sections of the Bay. This high Ulva distribution accounted 
for more than 50% of the. Medium to low Ulva predictions occurred intermittently between the 
NW to the southern sections of the Bay (see Figure 8.9 and Appendix 5- figures 1-5).  
 
Figure 8.9- Ulva Suitability Model- July 2012 (All nutrients) 
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        August 2012 models showed similar trends as July, but there was an increase in the 
distribution of medium Ulva predictions. For all nutrients and dissolved organic nitrogen models, 
high predictions ranged from the inlet and near inlet areas and the north of the Bay, while the 
medium predictions ranged from the NW to the south, with low predictions being mainly in the 
NE and the SE of the Bay. For phosphate, ammonium and nitrate-nitrite models, high predictions 
carried the highest percentage distribution and ranged from the inlet and near inlet areas, the north 
and the north east of the Bay while medium and low Ulva predictions were distributed 
intermittently between these high prediction areas (see Figure 9.0 and Appendix 5- figures 6-10). 
 
Figure 9.0- Ulva Suitability Model- August 2012 (All Nutrients) 
                                                                                              117 
 
        For September predictions, high Ulva predictions were distributed in more than 80% of the 
Bay for all model types. Low Ulva predictions were mainly confined to the north-east of the Bay 
while the rest of the Bay mainly showed high Ulva predictions followed by pockets of medium 
Ulva predictions (see Figure 9.1 and Appendix 5-figures 11-15).  
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Habitat Suitability Models: 2015 
        For June 2015, similar prediction distribution trends were observed for all nutrients and 
dissolved organic nitrogen models where 70% of the Bay was categorized as having high 
predictions, 20% medium predictions and 10%- low predictions. However, for phosphates, 
ammonium, and nitrate-nitrite models 75%- high- 15%- medium and 10%- low predictions (see 
Figure 9.2 and Appendix 5- figures 16- 20).  
 
Figure 9.2- Ulva Suitability Model- June 2015 (All nutrients) 
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        For July model predictions, all model types showed the similar trend, with high predictions 
showing 80% of the distribution, while medium and low predictions showing a total of 20% of the 
Ulva prediction distribution (see Figure 9.5 and Appendix 5- figures 21-25). August and 
September model predictions ranged from 70% high, 20% medium and 10% low (see Figure 9.3-
9.5 and Appendix 5- figures 26-35). 
 
Figure 9.3- Ulva Suitability Model- July 2015 (All nutrients) 
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Figure 9.4- Ulva Suitability Model- August 2015 (All nutrients) 
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Figure 9.5- Ulva Suitability Model- September 2015 (All nutrients) 
 
Habitat Suitability Models: 2017 
        For June 2017, there was a 60% high Ulva prediction, 20% medium prediction and 5% low 
prediction for all nutrients and dissolved organic nitrogen models. Because of the low number of 
sampling points for water quality data, some of the June maps showed a lower Ulva prediction 
area. For ammonium and nitrate-nitrite models, there was an 80% high Ulva prediction, 10% 
medium and 10% low predictions (see Figure 9.6 and Appendix 5- figures 36-39).  
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Figure 9.6- Ulva Suitability Model- June 2017 (All nutrients) 
 
       July models showed similar incomplete model predictions because of the limited water quality 
sampling points. However, for all nutrients and dissolved organic nitrogen models, there was 70% 
high Ulva prediction, 20% medium and 10% low Ulva predictions. For phosphates, ammonium 
and nitrate-nitrite models, there was 80% high Ulva prediction, 20% medium and 10% low 
predictions (see Figure 9.7 and Appendix 5- figures 40-44).  
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Figure 9.7- Ulva Suitability Model- June 2017 (Nitrate-nitrite) 
 
       August models showed 65% high Ulva predictions, 20% medium predictions and 15% low 
predictions, this was the trend for all model types. While for September models, there was 80% 
high Ulva predictions, 10% medium and 10% low predictions (see Figure 9.8-9.9 and Appendix 
5- figures 45-54).  
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Figure 9.8- Ulva Suitability Model- August 2017 (All nutrients) 
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Figure 9.9- Ulva Suitability Model- September 2017 (All Nutrients) 
 
        In summary, for the years 2012, patterns were consistent among the different types of models 
on a monthly basis. For instance, for July 2012, sections of the inlet, near inlet areas, north and 
north east of the Bay were characterized by high Ulva predictions. Additionally, sections of the 
north and south of the Bay have medium predictions while areas in the NNE, SE and NW of the 
Bay showed low predictions. These predictive patterns were also observed in August 2012, with 
minor deviations (see Figures 10.0-10.1 and Appendix 5- Figures 1-10).  
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Figure 10.0- Ulva Suitability Model- August 2012 (Dissolved Organic Nitrogen) 
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Figure 10.1- Ulva Suitability Model- August 2012 (Phosphates) 
 
       Habitat suitability models for September 2012, showed predictive patterns that were 
significantly different from those of July and August 2012. For instance, areas of high predictions 
were extended from the inlet and near inlet areas as shown in July and August predictions to the 
central and north sections of the Bay in September 2012. However, medium predictions remained 
consistent in the NW, SE and some central areas of the Bay from July-September. These consistent 
patterns were also observed in low predictions in the NNE as shown in July and August predictions 
(see Figure 10.2-10.3 and Appendix 5- Figures 11-15). 
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Figure 10.2- Ulva Suitability Model- September 2012 (Nitrate-nitrite) 
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Figure 10.3- Ulva Suitability Model- September 2012 (Dissolved Organic Nitrogen) 
 
       Trends in predictions were also obvious in the habitat suitability models of 2015. For June 
2015, more than 70% of the Bay was characterized by high predictions that range from the inlet, 
near inlet areas, northern and north eastern sections of the Bay. Medium predictions were also 
consistent in June in the central areas, north west and south eastern sections of the Bay. These 
medium predictions in the north west and north are consistent with those seen in 2012. Similar 
trends of low predictions were seen in the NNE as shown in both 2012 and the other months of 
2015 (see Figures 10.4-10.5 and Appendix 5- Figures 16- 20).   
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Figure 10.4- Ulva Suitability Model- June 2015 (All nutrients) 
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Figure 10.5- Ulva Suitability Model- June 2015 (Dissolved Organic Nitrogen) 
 
        Consistent with predictive patterns of 2012, July again showed high Ulva predictions for more 
than 70% of the Bay, with  the high predications ranging from the inlet, near inlet, central and 
northern sections of the Bay. Again, the low predictions were confined to the NNE and the lower 
south eastern sections of the Bay. Medium predictions were also consistent in the NW, upper SE 
and southern sections of the Bay. These trends were also observed in August and September with 
slight deviations to these patterns (see Figures 10.6- 10.7 and Appendix 5- Figures 26-25).  
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Figure 10.6- Ulva Suitability Model- August 2015 (All nutrients) 
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Figure 10.7- Ulva Suitability Model- September 2015 (All nutrients) 
 
       Trends that were seen in 2012 and 2015 were also observed in 2017, with more than 70% of 
the Bay showing high Ulva predictions, with sections in the north, upper north west, sections of  
the eastern sections of the Bay, showing medium predictions and the NNE and lower south east 
showing low predictions (see Figures 10.8-10.9 and Appendix 5- Figures 45-54). 
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Figure 10.8- Ulva Suitability Model- August 2017 (Dissolved Organic Nitrogen) 
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Figure 10.9- Ulva Suitability Model- September 2017 (Phosphates) 
   
         Overall, with the exception to the upper north west, northern sections and some parts of the 
eastern section of the Bay showed medium predictions and the NNE and lower south western 
sections of the Bay showed low predictions, for most of the Bay from 2012- 2017 showed high 
Ulva predictions. These patterns were consistent for the months from June to September for this 
period. Even though there were slight monthly deviations to these predictive distributions, these 
patterns were evident in the habitat suitability models. .  
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5.0 Validation using biomass data 
 
Model validation- 2012 
       For model validation using biomass data, the biomass scale was adapted from Sfriso et al 1992 
and was used to compare the biomass data to the predicted model output. This scale that was used 
by Sfriso et 1992 was applied to the Venice lagoon (see Table 5.01). For 2012 model predictions, 
based on this scale, there was a 16.6% match with the biomass data for all model types (see 
Appendix 6- table 1). (see Tables 5.0) 
Table 5.01 Basis of comparing Ulva predictive suitability rank with field biomass data 
Predictive Ulva Suitability Rank Ulva field biomass data range (Sfriso et al. 
1992) 
Low Suitability 0.01- 0.5 kg m-2 dry wt. 
Medium Suitability  0.5-1.5 kg m-2 dry wt. 
High Suitability 1.5-2.0 kg m-2 dry wt. 
   
        In this section of the analyses, comparisons are made between the sampling location, the 
predicted model output and the Ulva biomass category for that month and year. For instance, in 
Figures 5.0-5.1a and Table 5.0, the predicted model output for Big Egg was medium in July 2012, 
while the biomass measurement category was low, this did not give a positive match since the two 
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categories did not match. Similar comparisons were done for each month between July-September 
for 2012, 2015 and 2017 for the model validation using biomass data.  
 
Figure 5.0 Ulva Sampling Locations- 2012, 2015 and 2017 
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July 2012: Model validation using biomass data 
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For August comparisons, there was a 30% match rate that was observed when the biomass data 
was compared to the model predictions (see Table 5.1a). While for September comparisons, there 
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       September 2012: Model validation using biomass data 
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Overall % match (per 
model) 
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          Overall, there was a 28.8% match of the model output with the biomass data for 2012 
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Overall Match with biomass data: 2012 
 
Table 5.2a: Overall Biomass-model comparisons- 2012 
Model types July August September 
All Nutrients 16.6% 30% 40% 
Ammonium 16.6% 30% 40% 
DON 16.6% 30% 40% 
Nitrate-Nitrite 16.6% 30% 40% 
Phosphate 16.6% 30% 40% 
Overall 16.6% 30% 40% 
 
Comparison of model predictions with bottom percent coverage of Ulva sp. from Wallace and 
Gobler 2015.     
        Based on comparison, in Wallace and Gobler 2015, the percent coverage of Ulva sp. was 
mapped for the Spring of 2012 (see Figure 5.1b). If it can be assumed that between 0-20%, the 
percent cover is classified as low, 40-60% as medium coverage and 80-100% as high coverage, 
when these measurements are compared to the July 2012 model predictions, the following results 
are shown (see Table 5.2b and Figure 8.9). Overall, there was a 76% match of the measurements 
made by Wallace and Gobler (2015) and the July 2012 model predictions.  
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Figure 5.1b Percent bottom coverage of Ulva sp. In Jamaica Bay in Spring 2012 (Source: Wallace 
and Gobler 2015) 
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Table 5.2b Comparison of Ulva sp. percent bottom coverage of Wallace and Gobler 2015 and July 
2012 model predictions.  
Location Wallace and Gobler 





Floyd Bennet field 
(South) 
Low-medium Low-medium-high 66% 
Big Egg Low-medium Medium 50% 
Cross Bay bridge-
West 
Low-medium Low Medium 100% 
Ruffle bar- north High High 100% 
Ruffle bar-south High High 100% 
Ruffle bar-west Medium-high Low-medium-high 66% 
Ruffle bar-east High Medium-high 50% 
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Model Validation: 2015 
       For model-biomass comparisons for 2015, there was an overall match of 75% based on the 
Sfriso et al. (1992) scale for all models (see Tables 5.3). 
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July 0.14 (Low) Low Low Low Low Low 100% 
August 0.04 (Low) Low Low Low Low Low 100% 
Septemb
er 
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Model Validation: 2017 
        For 2017, there was a 22.5% match with the biomass data based on the Sfriso et al. (1992) as 
well (see Table 5.4). 





















DON PO4  
Plumb 
Beach 
June 0.023 (Low) High High High High High 0% 
July 0.048 (Low) High High High High High 0% 
August 0.038 (Low) High High High High High 0% 
Septemb
er 





























































  18.75% 25% 25% 18.5% 25% 22.5
% 
*Site selection for matches were based on whether a model prediction was made. Not in all cases, 
model predictions were made for all Ulva sampling sites. 
Overall % match of biomass data with model output (2012, 2015, 2017 combined): 40.6% 
 
       Overall, based on the model predictions and their comparisons to biomass data, for the years 
2012 (16.6%) and 2017 (24.4%), there were relatively low % matches while that of 2015 (75% 
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overall) showed higher, more acceptable matches with the biomass data. When all comparisons 
were combined, there was an overall 40.6% match using the Sfriso et al (1992) scale.  
 
5.1 Model Validation using Satellite Imagery. 
 
Average reflectance and algal abundance 
        To determine the average reflection of different types of pixels in the composite bands, 
polygons were drawn for pixels of the same color to determine their spectral profiles. The 
reflectance of each spectral profile was used to determine the average reflectance. Because of the 
low resolution of the sentinel data, it may not result in the differentiation of types of algae. 
However, the level of the average reflection can give an indication of areas where algae may be 
abundant. For instance, in cases where the average reflectance is low, this is an indication that the 
algal content of those sections of the Bay is also low. Where the average reflectance is high, the 
algal content of that section of the Bay is also high.  
        Sentinel 2A data was obtained for specific dates within the five-month period of June to 
October 2017. For each date, average reflectance graphs were developed in order to indicate the 
presence or abundance of algae in the water column. For the months under consideration, 
differences in the spectral profiles are identified based in the color differences in the composites.   
June 12, 2017  
       For June 2017 using the 4-3-2 band combination, the lowest average reflectance was generated 
from the dark blue polygons. This indicates that there is a lower abundance of algae/phytoplankton 
as compared to the red and light blue polygons. This also means that the dark blue pixels show the 
presence of water in the Bay since these sections of the Bay showed lower average reflectance 
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when compared to the light blue and red pixels. Because the dark blue pixels showed the lowest 
average reflectance it means that the water absorbed more light than the other pixel types and in 
turn has less algal content. 
       Based on these analyses, the spectral profiles generated from the light blue polygons indicates 
the highest reflectance and in turn the highest abundance of algae/phytoplankton since less light is 
absorbed and more light is reflected. Because of this increased reflection in areas where red and 
light blue pixels are present, it means that higher algal/phytoplankton content are present in these 
sections of the Bay. Overall, the light blue pixels showed the highest reflectance, followed by the 
red and then the dark blue pixels indicating the successive reduction of algae/phytoplankton in 
these areas of the Bay (see Figures 5.1b-5.3). Based on Figure 5.3, where the dark blue pixels 
showed the lowest percent coverage of the Bay, followed by the red pixels and then the light blue 
pixels, it meant that the average area of the Bay had a high average reflectance and in turn this 
means that the algal/phytoplankton component of the Bay was also high.  
      Additionally, because there were increases in the average reflectance in the near infrared and 
short-wave infrared wavelengths of 842nm, 1375nm and 2190nm, it shows that there were 
increases in the vegetative content of the Bay in the sections that polygons were drawn. This 
vegetative content is most likely algae and phytoplankton since the location of these polygons were 
in sections of the Bay that water was located. However, at 1610nm, another short-wave infrared 
band width, there were significant declines in the red and dark blue polygons which means that 
there was less algal/phytoplankton content in the sections of the Bay that red and dark blue pixels 
were located. Because light blue pixels showed a higher average reflectance at 1610nm wavelength 
than the red and dark blue pixels, this meant that in the sections of the Bay that the light blue pixels 
were located had a higher algal/phytoplankton content than those of the red and dark blue pixels.   
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Figure 5.1b Average reflectance: 4-3-2 (06-12-2017) 
 





















Band Central Wavelength (nm)
Average Reflectance: 4-3-2 (06-12-2017)
Average (Red) Average (dark blue) Average (light blue)
                                                                                              151 
 
Figure 5.3 Band Combination: 4-3-2 (06-12-2017) 
       For other band combinations, similar trends were observed, where the dark blue polygons 
showed the lowest average reflectance and hence the presence of water or areas of more light 
absorption, while polygons of other colors showed a higher reflectance. For band combination 8-
4-3, again, the dark blue colored polygons showed the lowest average reflectance which indicates 
the lowest abundance of algae and increased presence of water. While other polygons such as light 
blue and green showed a higher average reflectance than that of the dark blue polygons indicating 
higher abundances of algae within those areas of the Bay (see Figure 5.4-5.5, Appendix 6- Figure 
1). Like the average reflectance of band combination 4-3-2, the greatest area of the Bay showed a 
high average reflectance and in turn high algal content. This is due to the finding that the light blue 
pixels covered the highest percent cover of the Bay, followed by the green pixels and then the dark 
blue pixels. However, it cannot be concluded that the different colors represent different types of 
algae because the resolution of the sentinel data does not facilitate such analyses.  
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       Like in the 4-3-2 band combination, there were peaks at band 8 (842nm), band 11 (1375nm) 
and band 13 (2190nm) (see Figure 5.4) that shows the increased presence of algal/phytoplankton 
content. However, at band 12 (1610nm) it shows that the light blue pixels had a higher average 
reflectance than the green and dark blue pixels. This means that areas of the Bay that were 
characterized by light blue pixels had a higher algal/phytoplankton content than the green and dark 
blue areas of the Bay.  Further, because most of the Bay, using the 8-4-3 band combination had a 
higher percent cover of light blue pixels, it again confirms that during the month of June there was 
high algal/phytoplankton content within the Bay.  
 























Average Reflectance: 8-4-3 (06-12-2017)
Average (Green) Average (dark blue) Average (light blue)
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Figure 5.5: Band Combination: 8-4-3 (06-12-2017) 
 
        For the band combination 12-8-4, the purple/red- colored polygons showed the highest 
average reflectance, flowed by the green pixels and then the dark blue pixels. However, based on 
the percentage cover of the purple/red pixels in the Bay, this group showed the second highest area 
coverage followed by the dark blue pixels that showed the highest percentage coverage in the Bay 
and then the green pixels that showed the lowest coverage. This means that using this band 
combination, the largest section of the Bay showed a low average reflection and in turn low algal 
abundance, however for the areas covered by the purple and green pixels that showed the highest 
and second highest reflectance, these areas indicates the presence of high algal abundance. 
However, in the combined percent cover of the purple and green pixels indicates that a large 
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section of the Bay had a high algal/phytoplankton content (see figure 5.6-5.7, and Appendix 6- 
Figure 2).  
        These findings are again confirmed based on the peaks at the 842nm (band 8-near infrared), 
865nm (band 8A- NIR narrow), 1375nm (band 10- short wave infrared-cirrus) and 2190nm (short 
wave infrared) (see figure 5.6). Based on these increased average reflectance values within these 
peaked bandwidths, it indicates that the Bay had a high algal/phytoplankton content, using this 
band combination. However, there was a decline at the 705 (red-edge 1) band width. This means 
that despite the peak in the NIR and SWIR bandwidths, because there was a decline in the red-
edge 1 band width in the dark blue pixels, it may indicate that that there was a decline in the 
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Figure 5.6- Average reflectance: 12-8-4 (06-12-2017) 
 
Figure 5.7: Band Combination: 12-8-4 (06-12-2017) 
 
        For band combination 11-8-2, similar to band combination 12-8-4, the purple pixels showed 
the highest average reflectance flowed by the light blue pixels and then the dark blue pixels. 
However, the dark blue pixels showed the highest coverage of the Bay which means that in these 
sections it indicated low algal content and high light absorbance that indicates water. While in 
areas covered by the purple/red pixels that showed the highest average reflectance indicated the 
highest abundance of algae or phytoplankton groups. The light blue pixels that showed the second 
highest average reflectance also gives an indication that these areas showed a high algal abundance 
(see Figures 5.8-5.9 and Appendix 6- Figure 3). 
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        Likewise, as in the other band combinations, there were peaks in the NIR and SWIR band 
widths of 842nm, 865nm, 1375nm and 2190nm. Further, as seen in the 865nm and 1610nm 
wavelengths the red pixels had the highest reflectance followed by the light blue pixels and then 
the dark blue pixels, with the latter showing high light absorbance and indicates the presence of 
water. Therefore, areas that showed the presence of red and light blue pixels indicate areas with 
increased algal/phytoplankton content. Additionally, because there was a decline at the 705nm (red 
edge1) band width within the dark blue pixels, there is the indication that the vegetation content 
within these pixels were lowered (see Figure 5.8).  
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Figure 5.9: Band Combination: 11-8-2 (06-12-2017) 
       For band combination 12-11-8, green and brown pixels showed the highest average 
reflectance followed by the dark blue pixels. Using this band combination, that dark blue pixels 
showed the lowest area coverage of the Bay followed by the green pixels and then the brown 
pixels. Therefore, the highest area of the Bay showed a high average reflection and in turn indicates 
the presence of high algal or phytoplankton content. It cannot be assumed that because the average 
reflectance is high that this is only due to algal content but this may be the result of both algae, 
phytoplankton and other groups that can cause an increase in the reflectance of the water body (see 
Figures 5.10-5.11 and Appendix 6- Figure 4)   
        As was previously mentioned, because dark blue pixels showed the lowest reflectance, it is 
an indication that the light absorbance was high in these areas and in turn means the presence of 
water. While in areas with the brown and green pixels because of increases in the NIR and SWIR 
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bandwidths indicates that in these areas, there were high algal/phytoplankton content. 
Additionally, because the combined percent cover of areas that showed brown and green pixels 
was higher than those areas that had dark blue pixels, it means that once again it confirms that 
there was high algal/phytoplankton content within the Bay in the month of June.  
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Figure 5.11: Band Combination: 12-11-8 (06-12-2017) 
 
        The band combination 12-8-3 showed the similar trend to that of band combination 12-8-4 
with the purple pixels showing the highest average reflectance followed by the light blue pixels 
and then the dark blue pixels. The purple pixels with the highest average reflectance showed the 
second highest percent coverage of the Bay, while the dark blue pixels showed the highest percent 
coverage of the Bay, followed by the green pixels that showed the lowest percent coverage of the 
area of the Bay. However, the combined percent coverage of the purple and green pixels within 
the Bay was higher than that of the dark blue pixels, which again supports the finding that for much 
of the Bay, there was high algal/phytoplankton content in the month of June. Additionally, it is of 
significance that at the central band width of 740 (band 6- red edge 2) that there was an increase 
in the dark blue pixels. This means that at this central band width there was an increase in 
vegetative content within the Bay. With an increase in the red edge band width indicates that the 
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blue pixels had a fair amount of algal/phytoplankton content (see figure 5.12-5.13 and Appendix 
6- Figure 5).  
       Further, like in the other band combinations, there were peaks in the NIR and SWIR 
bandwidths, with the purple pixels showing the highest average reflectance, followed by the light 
blue and then the dark blue pixels. This means that the purple and light blue pixels had higher 
algal/phytoplankton content than the dark blue pixels.  
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Figure 5.13: Band Combination: 12-8-3 (06-12-2017) 
 
July 02, 2017 
        Like the analyses done for June 2017, pixel distribution analyses were done for July 2017. 
Similar results were obtained where each composite sowed at least two types of pixels with te dark 
blue pixels showing the aquatic portion of the Bay since in these pixels high light absorbance 
occurred resulting in a low average reflectance. In addition to the dark blue pixels, for each band 
combination, other pixels based on colors were observed with each showing a higher average 
reflectance than those of the dark blue pixels. In these observations, most of the other higher 
reflectance pixels showed increases in the NIR and SWIR bandwidths which indicates the presence 
of algae/phytoplankton within the Bay. Additionally, like the results of June 2017, the high  
reflectance pixels showed a high percent cover within the Bay, as compared to the low reflectance 
dark blue pixels, which means that like June, algal/phytoplankton blooms were prevalent in July.  
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       For the month of July 2017, using the 4-3-2 band combination, the highest average reflectance 
was shown by the green pixels followed by the light blue pixels and then the dark blue pixels. 
However, based in the percent coverage of the Bay, the light blue pixels showed the highest 
coverage, followed by the dark blue pixel and then the green pixels. However, when combined, 
the percent coverage of the green and light blue pixels that the Bay overall had more areas with 
high average reflectance that was indicative of abundant algae/phytoplankton and other vegetative 
groups (see Figures 5.14-5.15 and Appendix 6- Figure 6).  
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Figure 5.15: Band Combination: 4-3-2 (07-02-2017) 
 
       Like band combination 4-3-2, the pixel distribution of 8-3-2 showed that the light blue pixels 
had a higher average reflectance than that of the dark blue pixels. However, within the composite, 
there were also green pixels that could not generate polygons that were large enough to create a 
spectral signature. But based on the previous composites it can be assumed that like the light blue 
pixels, the green pixels had higher average reflectance than those of the dark blue pixels. With the 
dark blue pixels representing areas of little algal content and the green and light blue pixels 
representing areas of abundant algal and phytoplankton content, then a great percentage of the Bay 
was characterized by abundant algal and phytoplankton content in July 2017. While a small 
percentage of the Bay was characterized by low algal/phytoplankton content (see Figures 5.16-
5.17 and Appendix 6- Figure 6). 
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Figure 5.17: Band Combination: 8-3-2 (07-02-2017) 
 
       The same patterns observed in band combinations 4-3-2 and 8-3-2 were also observed in the 
composite of 8-4-3. In this case, again, the light blue and green pixels had a higher combined 
percent cover than that of the dark blue pixels. Since the light blue pixels had a higher average 
reflectance than that of the dark blue pixels, it can also be assumed that the green pixels had a 
higher average reflectance than that of the dark blue pixels. This assumption had to be made since 
the clusters of green pixels were not large enough to generate polygons to create spectral signatures  
(see Figures 5.18-5.19 and Appendix 6- Figure 8).  
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Figure 5.18- Average reflectance: 8-4-3 (07-02-2017) 
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       For band combination 12-8-4, however, much of the areas that were represented by light blue 
pixels in bands 4-3-2, 8-3-2 and 8-4-3 were represented by a dark blue pixels and some sections 
of red pixels. While the dark blue pixels in the previous combinations, had a dark green color. 
However, overall, the red pixels had a higher average reflectance than the combined dark blue and 
dark green pixels. Based on the distribution of these pixels, much of the Bay was characterized by 
low algal/phytoplankton content while only the section of the Bay that were represented by the red 
pixels indicated the presence of abundant algae/phytoplankton content (see Figures 5.20-5.21 and 
Appendix 6- Figure 9).  
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Figure 5.21: Band Combination: 12-8-4 (07-02-2017) 
 
        For band combination 11-8-2, the purple/red pixels had an almost equal distribution as that 
of the dark blue pixels. However, similar to the other band combinations, the purple/red pixels 
showed a higher average reflectance than that of the dark blue pixels. This indicates a higher 
algal/phytoplankton content in the areas of red pixels than in the areas of the dark blue pixels. 
Therefore, areas abundant with algal/phytoplankton content covered approximately 50% of the 
Bay in July 2017 based on this band combination (see Figures 5.22-5.23 and Appendix 6- Figure 
10)  
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Figure 5.22- Average reflectance: 11-8-2 (07-02-2017) 
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       For band combination 12-11-4, the purple and light green pixels showed the highest average 
reflectance as compared to the dark blue pixels. When combined, these purple and light green 
pixels showed a higher percentage cover within the Bay than the dark blue pixels. Because of this, 
most areas of the Bay were characterized by high average reflectance and this indicates a high 
algal/phytoplankton content within the Bay for July 2017. Therefore, as expected for July, when 
the algal blooms are prevalent, most areas of the Bay were characterized by abundant 
algal/phytoplankton content (see Figures 5.24-5.25 and Appendix 6- Figure 11)  
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Figure 5.25: Band Combination: 12-11-4 (07-02-2017) 
 
       For band combination 12-8-3, like band combination 12-11-4, showed higher average 
reflectance for the purple and light green pixels as compared to the dark blue pixels. As in the 
previous band combination, the higher percent coverage of the Bay was shown by the combined 
purple and light green pixels which again means that much of the Bay had abundant 
algal/phytoplankton content. This also means that just a small section  of the Bay was characterized 
by low average reflectance and in turn a low algal/phytoplankton content (see Figures 5.26- 5.27 
and Appendix 6- Figure 12).  
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Figure 5.26- Average reflectance: 12-8-3 (07-02-2017) 
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August 01, 2017 
       Contrary to the observations made in the composites and spectral signatures for June and July, 
where the largest percent cover of the Bay was shown by high average reflectance pixels, and the 
lowest percent cover was shown by the low reflectance dark blue pixels, in August, there was a 
decline the percent cover of the high reflectance pixels. As indicated in the previous discussions, 
the dark blue pixels indicated areas in the Bay where there was high light absorbance and in turn 
a lowered average reflectance. These areas represent the aquatic portion of the Bay. While areas 
of the Bay with higher reflectance especially in the NIR and SWIR wavelengths indicates areas 
that have a higher vegetative or algal/phytoplankton content. Even though the month of August 
showed comparable high reflectance pixel distribution like those of June and July, there was a 
slight decline in the present cover of the high reflectance pixels which means there was a lower 
distribution of algal/phytoplankton content in August as compared to June and July.  
       For August 2017, using the band combination 4-3-2, the dark blue pixels showed the lowest 
average reflection in most central wavelengths except at the 1375- band 10 (short wave infra-red 
(cirrus)) wavelength. This means that in this SWIR wavelength, there was a lowered vegetative 
content. This therefore means that as compared to June and July band combinations where there 
were higher algal/phytoplankton content, in August, the algal/phytoplankton content was lower. 
There was also a decline in the average wavelength at the 705- Band 5 (Red edge) wavelength. 
This indicates that the vegetative content in those sections of the Bay (dak blue pixels) were also 
lowered. However, at all the other central band widths, the light blue pixels showed higher average 
wavelengths than the dark blue and yellow pixels. In fact, it can be observed that the yellow and 
dark blue pixels showed the same average reflectance at most wavelengths in the spectral 
signatures. Therefore, it can be deduced that dark blue and yellow pixels give an indication that 
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the average reflectance was low and indicates relatively low algal/phytoplankton content in those 
sections of the Bay. While areas that are characterized by the light blue pixels indicates the 
presence of abundant algae/phytoplankton ( (see Figure 5.28-5.29 and Appendix 6- Figure 13). 
Other areas of the Bay that were characterized by red pixels may also indicate higher algal 
abundance even though these pixel clusters were too small to generate a spectral signature. 
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Figure 5.29: Band Combination: 4-3-2 (08-01-2017) 
 
       For band combination 8-4-3, the lowest average reflectance was seen in the light blue pixels. 
This was followed by the green pixels and then the dark green pixels. This is contrary to the trend 
seen in the previous band combinations where the dark blue pixels showed a lower average 
reflectance as compared to the red, green and light blue pixels. This means that there has been a 
decline in the algal/phytoplankton content in August as compared to June and July since in August, 
the dark blue pixels showed a higher average reflectance than the red, light and green pixels (see 
Figures 5.30-5.31 and Appendix 6- Figure 13).  
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Figure 5.30- Average reflectance: 8-4-3 (08-01-2017) 
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        Contrary to the 8-4-3 band combination, the average reflectance of all pixels with the 8-3-2 
band combination were all equally low. Here again, this serves to confirm a reduction in the 
algal/phytoplankton content of the Bay as compared to the other months when there was a clear 
differentiation of pixels based on the average reflectance (see Figures 5.32-5.33 and Appendix 6- 
Figure 14).  
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Figure 5.33: Band Combination: 8-3-2 (08-01-2017) 
 
        These trends of an equal low average reflectance were also observed for band combinations 
12-8-4 and 11-8-2 for August 2017 (see Figures 5.33-5.36). Other band combinations that showed 
the similar average reflectance trends for August 2017 include 12-11-4, 12-11-8, 12-8-3 and 4-8-
11 (see Appendix 6- Figures 18-23 and 26-27 and Appendix 7- Figures 1-3 and 6). These similar 
patterns of no differentiation between pixels based in the average reflectance were also observed 
in all band combinations in September 2017 (see Figure 5.33b and Appendix 6- Figures 29-44 and 
Appendix 7- Figures 9-16). 
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Figure 5.33 Average reflectance: 12-8-4 (08-01-2017) 
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Figure 5.35 Average reflectance: 11-8-2 (08-01-2017) 
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Spectral analyses: 4-8-11 band combination           
        For band combination 4-8-11 in June 2017, green pixels showed the lowest average 
reflectance. This was followed by the yellow pixels and pink pixels. As in the other analyses, it 
means that using this band combination the areas that green pixels covered were characterized by 
low algal/phytoplankton content while the pink and yellow were characterized by higher 
algal/phytoplankton content. The green pixel sections coincided with the dark blue pixels within 
the other band combinations within the Bay. While the pink and yellow pixels occurred in areas 
that the light blue and other colors were found in other band combinations for June 2017 (see 
Figures 5.37-5.38 and Appendix 6- Figure 24).  
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Figure 5.38 Band Combination: 4-8-11 (06-12-2017) 
 
       Band combination 4-8-11 in July 2017 showed green and yellow pixels having the lowest 
average reflectance and the purple/red pixels showing the highest average reflectance. This means 
that for most areas of the Bay in July there was a high algal/phytoplankton content. This is so, 
since there was a smaller section of the Bay that was covered by the low average reflectance yellow 
and green pixels. In these latter areas indicated low algal/phytoplankton content because of the 
lower average reflectance. (see Figures 5.39-5.40 and Appendix 6- Figure 25).    
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Figure 5.39  Average reflectance: 4-8-11 (07-02-2017) 
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       For August and September 2017, using the 4-8-11 band combination, for August both green 
and brown pixels showed the same average reflection which means that there was no pronounced 
difference in the spectral signatures. Like the other spectral signatures for August 2017, this can 
mean that there was an overall lower algal/phytoplankton content as compared to June and July. 
(see Figures 5.41-5.44 and Appendix 6- Figures 26-27). However, there is a slight difference 
between the spectral profiles for August and September for the band combination 4-8-11. In the 
average reflectance profile for September, there is a significant increase at the 490nm  (blue) 
central wavelength as compared to the trend in the August 490nm wavelength. This means that 
there was an increase in the type of algae/phytoplankton that reflects blue light as compared to the 
other types of wavelengths of light.  
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Figure 5.42: Band Combination: 4-8-11 (08-01-2017) 
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Figure 5.44 Band Combination: 4-8-11 (09-10-2017) 
 
         Based on the average reflectance profiles for October 2017 using the 4-8-11 band 
combination, the darker green pixels showed the lowest average reflectance followed by the 
purple/pink pixels and then the light green pixels showing the highest reflectance. Additionally, 
the light green pixels showed an increase at the 490nm (blue) wavelength which means there was 
an increase in algae/phytoplankton that reflected blue light. It can also be deduced that areas that 
showed the presence of the light green and pink/purple pixels had a higher algal/phytoplankton 
content than those areas that showed the dark green pixels (see Figures 5.45-4.46 and Appendix 
6- Figure 28) .  
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Figure 5.45 Average reflectance: 4-8-11 (10-10-2017) 
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       Other band combinations for October 2017 showed similar trends to those of the 4-8-11 band 
combination was observed. For instance, using band combination 4-3-2, the lowest average 
reflectance was shown by the dark blue pixels followed by the light blue and then the green pixels. 
Therefore, the average reflectance of the light blue and green pixels is evidence that there was a 
higher algal/phytoplankton content within those section of the Bay (see Figure 5.47 and Appendix 
6- Figure 45). However, as shown in Figure 5.48, much of the Bay is covered by dark blue pixels 
which means that the greater section of the Bay had a low algal/phytoplankton content as compared 
to the other sections that light blue and green pixels were located.  
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Figure 5.48: Band Combination: 4-3-2 (10-10-2017) 
 
       For band combination 8-4-3 for October 2017, again, the lowest average reflectance was seen 
in the dark blue pixels, followed by the light blue, with the red pixels showing the highest 
reflectance. Similarly, for much of the Bay (see shown in Figure 5.50), there was a low average 
reflectance which also means that it was only in a relatively small section of the Bay that there was 
high average reflectance that indicates abundant algae/phytoplankton (see Figure 5.49 and 
Appendix 6- Figure 46).  
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Figure 5.49 Average reflectance: 8-4-3 (10-10-2017) 
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       For band combination 12-11-8, again the lowest average reflectance was seen in the dark- blue 
pixels followed by the brown and then the purple pixels. Like the other band combinations, much 
of the Bay showed a high percentage of dark blue pixels followed by smaller sections of brown 
and purple pixels. With the brown and purple indicating higher densities of algae/phytoplankton, 
this finding is consistent with the time of year where algal/phytoplankton blooms are low and 
would result in a lower percent cover of algae/phytoplankton within the Bay (see Figures 5.51-
5.52 and Appendix 6- Figure 52).  
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Figure 5.52 Band Combination: 12-11-8 (10-10-2017) 
        Based on band combinations 8-3-2, 11-8-2, 12-8-3 and 12-11-4, the dark blue pixels showed 
the lowest average reflectance while in each case, either the red, light blue or green pixels showed 
the higher average reflectance. Based on the distribution of these pixels, again, much of the Bay 
showed percent covers where the algal/phytoplankton content were low as compared to the 
distribution of the other pixels. This is also expected in October, since in this month 
algal/phytoplankton blooms are expected to be low. However, in the case of band combination 12-
8-4 the dark green pixels showed the lowest average reflectance, with the blue pixels showing a 
higher average reflectance. In this case, again, the pixels with the lowest reflectance had higher 
percent coverage within the Bay, while the pixels with the higher average reflectance showed a 
lower percent coverage, as expected for October conditions in estuaries that experience 
algal/phytoplankton blooms (see Figures 5.53-5.62 and Appendix 6- Figures 47-51).    
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Figure 5.53- Average reflectance: 8-3-2 (10-10-2017) 
 






















Band Central Wavelength (nm)
Average Reflectance: 8-3-2 (10-10-2017)
Average (dark blue) Average (light blue) Average (red)
                                                                                              194 
 
Figure 5.55- Average reflectance:12-8-4 (10-10-2017) 
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Figure 5.57- Average reflectance:11-8-2 (10-10-2017) 
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Figure 5.59- Average reflectance:12-8-3 (10-10-2017) 
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Figure 5.61- Average reflectance:12-11-4 (10-10-2017) 
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       In summary, based on the trends seen in the average reflectance profiles for the various types 
of pixels from June to October 2017, it indicates the presence of green, brown and red algae, more 
specifically Ulva, Fucus and other types of red algae such as Gracilaria. In a study by Ginneken 
2017, the green algae Ulva lactuca, Fucus vesiculosus (brown algae) and Palmaria palmata (red 
algae), showed similar trends in the average reflectance as seen in this study. In both this study 
and in the study by Ginneken (2017), there were inclines between 400-800nm and then declines 
around 900nm. Additionally, between the wavelengths of 900-1650, there were peaks within the 
near infra-red and infrared wavelengths. Based on these trends, it serves as an indication that Ulva, 
Fucus and red algae such as Gracilaria was present within the Bay. Based on the biomass 
measurements collected in this study, Gracilaria was the most abundant red algae at the sampling 
sites. Therefore, even though the study by Ginneken 2017 focused in Palmaria palmata, these 
readings can also be applied to other types of red algae such as Gracilaria. Similarly, these 
readings can also be applied to other species of Ulva and Fucus (see Figures 5.63-5.64).  
        For areas of the Bay that were characterized by red/purple, green, light blue and brown pixels, 
where there were peaks at the 1050nm and 1300nm at the near infra-red wavelengths, further gives 
evidence of the presence of Ulva and Fucus and types of red algae due to a biochemical type of 
starch found in these three types of algae that is detected by NIR wavelengths.  
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Figure 5.63 Average reflectance of Ulva, Fucus and Palmaria between wavelengths of 450-900nm 
(Source Ginneken 2017) 
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Figure 5.64 Average reflectance of Ulva, Fucus and Palmaria between wavelengths of 900-
1650nm (Source Ginneken 2017) 
       Overall, because of the trends in the average reflectance, it can be concluded that Ulva, Fucus 
and red algae such as Palmaria and Gracilaria were present based on the Sentinel data. To be 
more specific, it can be narrowed down to Ulva lactuca, Fucus vesiculosus and based on the 
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Iso cluster analyses 
Iso clusters were run from composites of all bands within Arc GIS Pro. These Iso cluster analyses 
served as a statistical method for the assessment of clusters of pixels within the water column of 
Jamaica Bay. Based on the number of clusters derived from the analyses, it can give an indication 
of the possible types of vegetation or algae or phytoplankton present within the Bay and their 
respective percent cover within the Bay. As compared to the composite bands, the iso clusters is a 
method that gives a better delineation of aquatic groups in the water column based on levels of 
spectral reflectance or absorbance.  
       When the iso cluster analyses are compared to the composites and biomass data, for the 
months of June to August, as shown in the composites, a high percent cover of the Bay shows high 
reflectance pixels that can be interpreted as the presence of algae/phytoplankton. More 
specifically, with respect to the presence of Ulva, for the months of June to August the high 
reflectance pixels of the iso clusters coincided with the presence of Ulva at each sampling site. 
While, for the months of September to October 2017, even though biomass measurements were 
made, in the iso clusters, there was no differentiation in the pixels that can indicate the presence 
of Ulva within the iso clusters (see Table 5.7). However, based on the average reflectance, there 
was significantly lower biomass measurement in October as compared to the other months. 
Because of this low biomass measurement, it can be an indication for the non-differentiation of 
pixels within the iso-cluster analyses for October. For September however, the biomass 
measurement was similar that of July, but there was a distinct difference in the iso clusters for 
these months. This may be due to the Ulva being in a decomposed state in September as compared 
to that of July when rapid growth is occurring in the Ulva beds.  
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     For June 2017, like the composite bands where the pixels that showed a high average 
reflectance showed a high percent coverage within the Bay, similarly, the two clusters that were 
derived in the Iso clusters showed a high percent coverage in Bay. Also, it can also be deduced 
that the pixels in the Iso clusters that showed a brighter color can represent organisms with a higher 
average reflectance. Therefore, the bright green pixels may represent the algal/phytoplankton 
content while the deeper purple pixels may represent pixels with a lower reflectance that indicates 
the presence of a lower abundance of algal/phytoplankton content (see Figure 5.66). 
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Figure 5.66 Iso Clusters of June 12, 2017 
        Like June 2017, there was also a high percent cover of pixels that represent high average 
reflectance, that is, bright green pixels. These were followed by an even higher percent cover of 
pixels that represent those with a lower average reflectance. Similar to the composite bands for 
July 2017, where much of the Bay was covered by pixels of high average reflectance, the pixels 
of the Iso clusters showed a high percent coverage of high reflectance pixels.  
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Figure 5.67 Iso clusters of July 02, 2017 
       Additionally, it can be seen in the August 01, 2017 Iso clusters, there was a lower percent 
coverage of high reflectance pixels. This was also evident in the composite bands of August where 
there was a lower percent coverage of high average reflectance pixels. Therefore, just as there were 
reductions the high reflectance pixels between June/July and August in the composite bands, this 
was also evident in the pixel distribution of the Iso clusters (see Figure 5.68). Just as there was a 
reduction in purple high reflectance pixels, there was an increase in the low reflectance green 
pixels in the August pixels. These patterns are consistent with the biomass data where the highest 
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biomass measurements occurred in June and July while there was a reduction in the August 
biomass measurements.    
 
Figure 5.68 Iso clusters of August 01, 2017 
       For September and October, like the composite bands there was little differentiation between 
pixels in the Iso clusters. As is evident in Figures 5.69-5.70, there is evidence of lower 
algal/phytoplankton content. There is also only evidence of lower reflectance pixels and no 
presence of high reflectance pixels in the September and October 2017 Iso clusters.  
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Figure 5.69 Iso clusters of September 10, 2017 
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Figure 5.70 Iso clusters of October 10, 2017 
       In summary, just as there was a decline in high reflectance pixels that may represent 
algal/phytoplankton content in the composite bands, the similar trend was seen in the Iso clusters. 
This is also consistent with the biomass data since the highest extent algal blooms occurs in June 
and July with consistent decline between August to October. These trends were observed in the 
composite bands, Iso clusters and biomass data.  
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Chapter 6 
 
MODEL ASSESSMENT USING NON-RANDOM AND RANDOM POINTS 
 
Comparison of biomass measurements to composite bands  
      In this section, comparisons are made between the biomass measurements and the presence or 
absence of green, red, and brown colored pixels of algae/phytoplankton. These comparisons are 
done for each Ulva sampling site monthly from June to September 2017. The basis for comparisons 
is the various band combinations that are being examined in this study.  
      For the June comparisons, there was an overall 91.4% match of the biomass with the presence 
or absence of green algae and 94.3% and 40% for red and brown colored pixels of 
algae/phytoplankton, respectively (see Table 6.1 and Appendix 8- Tables 1-7). 
Table 6.1- June 12th, 2017- Overall comparison with composite bands 












4-3-2 80% 60% 60% 
8-4-3 60% 100% 20% 
12-8-4 100% 100% 0% 
11-8-2 100% 100% 0% 
12-11-4 100% 100% 100% 
12-11-8 100% 100% 100% 
12-8-3 100% 100% 0% 
Total % match 91.4% 94.3% 40% 
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       For July, there was a 100% overall match of the biomass with the presence or absence of green 
colored algae/phytoplankton. This was followed by 87% match for red algae and 27% for brown 
algae (see Table 6.2 and Appendix 8- Tables 8-14).  
 
Table 6.2 July 02, 2017- Overall comparison with composite bands 












4-3-2 100% 100% 100 
8-4-3 100% 100% 0% 
12-8-4 100% 100% 0% 
11-8-2 100% 100% 60 
12-11-4 100% 60% 0% 
12-8-3 100% 60% 0% 
Total % match 100% 87% 27% 
 
       August comparisons have shown a 90% match of the biomass with the presence or absence of 
green colored algae/phytoplankton within the composite bands. There was also a 27.5% match of 
the red algae biomass with the red colored pixels of algae/phytoplankton in the composite bands. 
There was no brown algae biomass data generated for August (see Table 6.3 and Appendix 8- 
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Table 6.3 August 01, 2017- Overall comparison with composite bands 








4-3-2 100% 60% 
8-4-3 80% 80% 
8-3-2 80% 80% 
12-8-4 100% 0% 
11-8-2 100% 0% 
12-11-4 100% 0% 
12-11-8 60% 0% 
12-8-3 100% 0% 
Total % match 90% 27.5% 
 
       Analyses that were done for the band combination 4-8-11, for June and July, there was a 100% 
match between the biomass and composite bands for green, red, and brown algae/phytoplankton 
(see Appendix 8-Tables 23 and 24). While for August and September, there was a 100% match for 
green and brown algae and an 80% match for red algae with the composite bands (see Appendix 
8- Tables 25-26). For October, there was a 100% match of red algae biomass with the composite 
bands (see Appendix 8- Table 27).  
        For the month of September, there was a 60% and 30% match, respectively of the green and 
red algae biomass to the composite bands while there were no matches for brown algae (see Table 
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Table 6.4 September 10, 2017- Overall comparison with composite bands 












4-3-2 60% 0% 0% 
8-3-2 0% 80% 0% 
8-4-3 0% 80% 0% 
11-8-2 80% 80% 0% 
12-8-3 100% 0% 0% 
12-8-4 100% 0% 0% 
12-11-4 100% 0% 0% 
12-11-8 100% 0% 0% 
Overall % match 60% 30% 0% 
 
       Analyses for October showed a 62.5% match of green algae biomass with the composite bands 
and 27.5% match of the red algae biomass with the composite bands. There was no match for 
brown algae (see Table 6.5 and Appendix 8- Tables 36-43).  
Table 6.5 October 10, 2017- Overall comparison with composite bands 












4-3-2 100% 100% 0% 
8-3-2 100% 60% 0% 
8-4-3 100% 60% 0% 
11-8-2 40% 0% 0% 
12-8-3 40% 0% 0% 
12-8-4 40% 0% 0% 
12-11-4 40% 0% 0% 
12-11-8 40% 0% 0% 
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Comparison of biomass measurements to Iso clusters.  
       This section presents the comparison of biomass to the presence of green, red, and brown 
algae/phytoplankton in the Iso cluster analyses. For June 2017, there was an 80% match of the 
green and red algae biomass to the iso clusters, while there was a 60% match of brown algae to 
these clusters (see Table 6.6 and Appendix 7- Figures 1-6 and Appendix 9- Tables 1-5). 
Table 6.6- June 12th, 2017- Overall comparison with Iso clusters 
Band Combination % match of biomass 
with Iso clusters- 
green 
algae/phytoplankton 
% match of biomass 
with Iso clusters- red 
algae/phytoplankton 
% match of biomass 
with Iso clusters- 
brown 
algae/phytoplankton 
4-3-2 100% 0% 100% 
8-4-3 0% 100% 100% 
12-8-3 100% 100% 0% 
12-11-8 100% 100% 0% 
11-8-2 100% 100% 100% 
Total % match 80% 80% 60% 
 
       For July, there was an overall 100% match for green algae biomass with the iso clusters and 
50% match each for red and brown algae (see Table 6.7, Appendix 7- Figures 7-13 and Appendix 
9- Tables 6- 11). 
Table 6.7- July 02, 2017- Overall comparison with Iso clusters 
Band Combination % match of biomass 
with Iso clusters - 
green 
algae/phytoplankton 
% match of biomass 
with Iso clusters - red 
algae/phytoplankton 
% match of biomass 
with Iso clusters - 
brown 
algae/phytoplankton 
4-3-2 100% 0% 100% 
8-4-3 100% 100% 0% 
8-3-2 100% 0% 100% 
12-8-4 100% 100% 0% 
11-8-2 100% 100% 0% 
12-8-3 100% 0% 100% 
Total % match 100% 50% 50% 
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       For August analyses, there were no biomass measurements for brown algae, therefore, no 
analyses were done for this group. However, there was overall 83.3% and 66.7% matches for green 
and red algae with the iso clusters, respectively (see Table 6.8, Appendix 7- Figures 14-19 and 
Appendix 9- Tables 12- 17).   
 
Table 6.8- August 01, 2017- Overall comparison with Iso clusters 
Band Combination % match of biomass 
with Iso clusters - 
green 
algae/phytoplankton 
% match of biomass 
with Iso clusters- red 
algae/phytoplankton 
8-3-2 100% 100% 
8-4-3 100% 0% 
4-3-2 0% 100% 
12-8-3 100% 100% 
12-11-8 100% 100% 
11-8-2 100% 0% 
Total % match 83.3% 66.7% 
 
        For September, again, there were no brown algae biomass measurements, however, there was 
a 37.5% match for green algae and 50% match for red algae with the iso clusters (see Table 6.9, 
Appendix 7: Figures 20-27 and Appendix 9- Tables 18-25).  
Table 6.9- September 10, 2017- Overall comparison with Iso clusters 
Band Combination % match of biomass 
with Iso clusters - 
green 
algae/phytoplankton 
% match of biomass 
with Iso clusters- red 
algae/phytoplankton 
4-3-2 0% 100% 
8-3-2 100% 0% 
8-4-3 0% 100% 
11-8-2 0% 100% 
12-8-3 0% 0% 
12-8-4 100% 0% 
12-11-4 100% 0% 
12-11-8 0% 100% 
Total % match 37.5% 50% 
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       For band combination 4-8-11, there was an 80% match for green and red algae with the iso 
clusters, while there was no match for brown algae (see Table 7.0, Appendix 7- Figures 28- 32 and  
Appendix 9- Tables 26- 30). 
 
Table 7.0- Band Combination 4-8-11: Overall comparison with Iso clusters 
Month Presence or absence 
of green 
algae/phytoplankton 
Presence or absence 
of red 
algae/phytoplankton 
Presence or absence 
of brown 
algae/phytoplankton 
June 0% 100% 0% 
July 100% 100% 0% 
August 100% 100% 0% 
September 100% 0% 0% 
October 100% 100% 0% 
Overall % match 80% 80% 0% 
 
      For October analyses, there was an overall 62.5%, 50% and 37.5% match of green, red and 
brown algae with the iso clusters (see Table 7.1, Appendix 7- Figures 33-40 and Appendix 9- 
Tables 31-38).  
Table 7.1- October 10, 2017- Overall comparison with Iso clusters 
Band Combination % match of biomass 
with Iso clusters - 
green 
algae/phytoplankton 
% match of biomass 
with Iso clusters- red 
algae/phytoplankton 
% match of biomass 
with Iso clusters- red 
algae/phytoplankton 
4-3-2 0% 100% 100% 
8-3-2 0% 100% 0% 
8-4-3 100% 0% 100% 
11-8-2 100% 0% 100% 
12-8-3 100% 0% 0% 
12-8-4 0% 100% 0% 
12-11-4 100% 100% 0% 
12-11-8 100% 0% 0% 
Total % match 62.5% 50% 37.5% 
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       Overall, there were higher matches of green algae with both composite bands and iso clusters, 
followed by red and then brown algae. This can be interpreted that there was a higher abundance 
of green algae (such as Ulva) than red (such as Gracilaria) and brown algae (such as Fucus).   
 
Comparison of biomass, predicted model output, composite bands and iso clusters- Ulva 
sampling sites. 
      This section presents a combined effort to compare the biomass measurements, predicted 
model output, composite bands and iso clusters for each Ulva sampling site (see Appendix 10- 
Tables 1-9). Overall, for each band combination, the highest % match went to 12-8-3 (73.4%), 
followed by 11-8-2, 12-8-4, 8-3-2, 12-11-4 and 4-8-11 that showed a 70.3% match between each 
category. This was followed by 12-11-8, 4-3-2 and 8-4-3 with match rates of 67.2%, 64% and 
59.3%, respectively (see Table 7.2). 
 
Table 7.2- Overall % match (biomass, predicted model output, composite band and iso clusters) 
Band 
Combination 
Overall % match (biomass, 
predicted model output, 










12-8-3  73.4% 
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Comparison of predicted model output, composite bands and iso clusters- Random point 
analyses. 
       In this section, the model is assessed by comparing the predicted model output with the two 
types of satellite imagery analyses, composite bands and iso clusters for random points within the 
Bay. For June 12, 2017, the band combination 12-11-8 showed the highest matches (89%) of the 
predicted model outputs and the presence or absence of green algae at random points within the 
Bay. This was followed by 12-8-4 (78%), 12-114 and 12-8-3 (72.2%), 11-8-2 (67%), 4-3-2 (39%) 
and 8-4-3 (10%) (see Table 7.3 and Appendix 11- tables 1-7). 
 
Table 7.3 Overall % match for Random points- June 12, 2017 









       For July 02, 2017, the random point analyses showed band combinations 4-3-2 (89%), 12-11-
4 and 8-4-3 (83.3%) having the highest matches of predicted model output with satellite imagery. 
This was followed by 12-8-3 and 11-8-2 (66.7%), 12-8-4 (55.6%), and 8-4-3% (50%) (see Table 
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Table 7.4 Overall % match for Random points- July 02, 2017 









       For the August 01, 2017 analyses, the comparisons for random points showed the highest 
matches using band combinations 12-8-3 (59%), followed by 12-11-4, 8-3-2 and 11-8-2 (50%) , 
8-4-3 and 12-11-8 (39%) and 4-3-2 (22.2%). (see Table 7.5 and Appendix 11- Tables 15-22). 
Table 7.5 Overall % match for Random points- August 01, 2017 










       For September analyses, the match for each combination was significantly lower than the other 
months, with the highest matches using 8-3-2, 12-11-4 and 12-8-4 (44.4%), followed by 12-8-3 
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Table 7.6 Overall % match for Random points- September 10, 2017 










       For band combination 4-8-11, for the random points analyses, there was an overall match of 
94.4% in July, 61.1% in August, 50% in September and 22.2% in June (see Table 7.7 and 
Appendix 11- Tables 31-34). 
Table 7.7 Overall % match for random points (Band Combination: 4-8-11) 






      In summary, for the overall assessment of random point analyses from June to September 2017, 
band combination 12-11-4 (62.4%) showed the highest match. This was followed by 4-8-11 (57%), 
12-8-3 (52.2%), 12-8-4 (48.7%), 11-8-2 (47.3%), 8-3-2 (44.4), 4-3-2 (39%), 8-4-3 (26.1%) and 
12-11-8 (25%). No model predictions were made for October because of a small amount of water 
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Table 7.8- Combined percentage match for random points of model predictions with composite 
bands and iso clusters.  
Band 
Combination 
June July August September Overall % 
match  
4-3-2 39% 89% 22.2% 5.5% 39% 
8-4-3 10% 50% 39% 5.5% 26.1% 
11-8-2 67% 66.7% 50% 5.5% 47.3% 
12-8-4 78% 55.6% 16.7% 44.4% 48.7% 
12-11-8 89% 0% 0% 11.1% 25% 
12-11-4 72.2% 83.3% 50% 44.4% 62.4% 
12-8-3 72.2% 66.7% 59% 11.1% 52.2% 
8-3-2 0% 83.3% 50% 44.4% 44.4% 
4-8-11 22.2% 94.4% 61.1% 50% 57% 
 
       Based on the overall results from the model assessments, when biomass data was compared 
to the predicted model output and satellite imagery analyses, the match from each band 
combination (see Table 7.1) was deemed as acceptable since they all fell within the range of  55%-
100% (Renken and Mumby 2009). However, based on the ranges of Holmes et al. (2008), where 
the acceptable model assessment range is 67-84%, the match for all combinations except 8-4-3 
and 4-3-2, fell well within this range. The acceptable range by Zavalas et al. (2014), was >70%. 
For this latter range, all band combinations except 12-11-8, 8-4-3 and 4-3-2 fell within this range 
of acceptability.  
       For the model assessment using the random points, using the match for some of the band 
combinations showed acceptable levels of model assessment (see Table 7.7). For the assessment 
range of Renken and Mumby (2009), analyses generated from the band combinations 4-8-11 and 
12-11-4 showed acceptable levels of model assessment. However, the model assessment ranges of 
Holmes et al. (2008) and Zavalas et al. (2014) were too high for the random point analyses. Based 
on these analogies, band combinations 4-8-11 and 12-11-4 are better band combinations for the 
analyses of algae/phytoplankton in satellite imagery.  
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       There are several examples of studies that showed similar ranges of model accuracy as this 
current study. This serves to illustrate that the overall model accuracy is deemed as acceptable 
when compared to these studies. Model validation of habitat suitability models using biomass and 
satellite imagery analyses was also observed in Setyawidati et al. (2018). In this study, remote 
sensing data and in situ observations were used to identify potential habitats of natural macroalgae 
in Libukang Island, Indonesia. High resolution GeoEye-1 remote sensing data was used in the 
estimation and mapping of macroalgal species in the study area. This was supported with the use 
of percentage cover and macroalgal biomass with the most dominant genera being Sargassum, 
Padina and Turbinaria. The overall model accuracy using the satellite imagery was 74.19% while 
the overall potential habitat for macroalgae was 62.3%. This latter model accuracy percentage is 
similar to that obtained from the random point analyses in this Ulva study.  
        A similar method was employed by Calleja & Juanes (2019), where Landsat-8 and Sentinel 
2A imagery were compared to the distribution of invasive plant species. Both pixel based and 
object-based imagery classification methods were employed to determine distribution of the 
invasive species. Based on the pixel-based observations, there was an overall accuracy of 70%. 
However, for the invasive species mapping using the Landset-8 imagery, there was an overall 
accuracy of 72% and 88%. In most random and non-random site comparisons in this study, similar 
accuracy percentages were obtained.  
       In another study by Harvey (2009), hyperspectral imagery was used in the classification of 
marine benthic habitats in Western Australia using a bathymetry model. The overall model 
accuracy was 95% at the broadest scale using the HPI, while when individual species were 
modelled, there was a 70% accuracy in each separate case. For this reason, it is recommended that 
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hyperspectral imagery be used in the classification of Ulva within Jamaica Bay. This will provide 
better resolution data for model validation.             
        In the study carried out by Huovinen (2020), giant kelp (brown algae) distribution and water 
clarity in the Yendegaia Fjord, Chile was mapped using high resolution Sentinel 2 imagery. 
Similarly, in this study, the spatial and temporal distribution patterns were determined using habitat 
suitability methods and were validated using drone aerial photographs. The overall model accuracy 
fell within a range of 66-82%, a range similar to that of this study when the biomass, predicted 
model out, composite bands and iso clusters were compared for both random and non-random 
points.  
         Based on the findings of these studies, the model accuracy of >70% derived from the 
comparison of biomass with predicted model output, composite bands and iso clusters at the Ulva 
sampling sites is deemed as acceptable. Additionally, based on the study by Setyawidati et al. 
(2018), where the overall model accuracy for macroalgae prediction was 62.3%, the accuracy 
derived in this study for the random points of 62.4% is also deemed as acceptable for studies of 
this type. Therefore, the method applied in this habitat suitability model can be applied to other 
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Conclusions, Limitations and Recommendations for Future Study 
       In the initial phase of this study, the main objective was to use the publicly available water 
quality data collected by the NYC Department of Environmental Protection to develop a model 
that can be used to predict the location of Ulva blooms within Jamaica Bay. This model was then 
validated using biomass data collected in the summers of 2012, 2015 and 2017 to determine how 
accurate it was, and subsequently using Sentinel 2A data that was accessed from the United States 
Geological Survey Glovis website. Several conclusions can be made from this study. 
        Firstly, the water quality parameters that were selected showed significant amounts of 
variability within the Bay to be used in the development of a model that would be used to determine 
the spatial and temporal variability of seaweed blooms, particularly from the Ulva genus and other 
genus’ such as Gracilaria and Fucus. Even though the objectives of this study did not include the 
two latter genus’, since these were also collected during fieldwork in 2017, the validation aspect 
of this study also included some amounts of analyses for these groups.  
       Of all the water quality parameters included in this model, dissolved oxygen showed some 
inconsistencies with respect to spatial variability in the year 2015. This was the only parameter 
that showed a similarity across seasonswithin this study, however, this was only confined to 2015, 
and not 2012 and 2017. Since dissolved oxygen plays a pivotal role in the growth of aquatic plants 
such as Ulva, it was necessary to include this parameter in the study. Since dissolved oxygen was 
relatively constant across all years and seasons, it adds little variability to the model, reflecting the 
relatively similar conditions observed across all sampling dates. This parameter is maintained in 
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the model because of the potential for future changes in dissolved oxygen levels which could make 
this parameter more relevant to the prediction of Ulva. 
        Another critical aspect of this study was the examination of the role of different types of 
nutrients on the growth of Ulva. To address this objective, nitrate-nitrite, ammonium, dissolved 
organic nitrogen and dissolved organic carbon were individually added to the model to examine 
the effect of each nutrient on the predictive validity of Ulva growth. There was also the application 
of the combined effect of these nutrients in predicting the growth of Ulva. It was observed that the 
model output remained constant despite the manipulation of the nutrients; for these four nutrient 
types, it did not matter which one was present since the predictions remained the same. 
Furthermore, the combined effect of all the selected nutrient sources did not influence the outcome 
of the Ulva growth prediction. One can conclude that the nutrient sources under variable conditions 
did not influence the predictive growth of Ulva in this highly eutrophic environment. This differs 
from other research that found that Ulva shows an affinity for ammonium for effective growth, 
followed by nitrate-nitrite and then other sources of nutrients (Ale et al. 2011, Shpigel et al 2019).  
        This model shows that the percent light to the bottom and temperature are the major drivers 
of Ulva growth. In this eutrophic bay, there are high supplies of nutrients available throughout the 
year, and as light and temperature increase, there is increased Ulva growth. This model shows 
predictions of Ulva presence where light and temperature are high.  
         Satellite imagery composites of several different band combinations were used for model 
validation. Based on the average reflectance for all band combinations and the resultant images, it 
was found that for the months June and July, except for the dark blue pixels that indicates the 
presence of water, the other pixel types (e.g. light blue, green, purple/red) that have higher average 
reflectance indicates the presence of algae/phytoplankton. Of even greater importance, because of 
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the peaks in the NIR and SWIR wavelengths, it gives further indication of algal/phytoplankton 
content within the water column. Because June to August have a greater distribution of high 
reflectance pixels than dark blue pixels, and because of the peaks in reflectance in the NIR and 
SWIR wavelengths during these months, it indicates higher algal/phytoplankton content than the 
months of September and October. In these latter months, because of the lower amounts of high 
reflectance pixels and the reduced prevalence of peaks in the NIR and SWIR wavelengths, it 
indicates lower abundance of algal/phytoplankton content. This was supported by the lower 
biomass and the reduced prevalence of iso clusters in September and October.  
        Additionally, the month of August showed a fair amount of high average reflectance pixels 
within the Bay but with a lower percent coverage. This means that there was a reduction in the 
algal/phytoplankton content in August as compared to June and July. However, when compared 
to September and October, there was an even greater reduction in high average reflectance pixels, 
with the greatest reduction being observed between August and September. These findings were 
also supported by the Iso cluster analyses where there was a higher extent of bright colored pixels 
that appears to show the distribution of algae/phytoplankton in June and July as compared to 
August- October. Therefore, the constant reduction of algal content from June/July to October was 
evident in both the satellite imagery analysis and the biomass data.  
        Additionally, the band combinations 4-8-11 and 12-11-4 showed the highest matches with 
the model prediction maps within this study. Other model assessments that involved the 
comparison of biomass, predicted model output, composite bands and iso clusters, showed that the 
band combination 12-8-3 band combination was the most effective in determining the presence of 
algae/phytoplankton in estuarine ecosystems. Other suitable band combinations include 11-8-2, 
12-8-4, 8-3-2, 12-11-4, 4-8-11 based on the results of this study.  
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        Even though these conclusions were drawn from the results of this study, there were fair 
amounts of limitations that were experienced during the execution of this study. For instance, in 
the creation of the water quality maps, because no data were available for the south eastern section 
of the Bay by the NYC DEP, no habitat suitability predictions could have been made for that 
section of the Bay. This placed some limit on the amounts of sites that could have been used in the 
model validation even though Ulva biomass data was available for some sampling sites in that 
area. If water quality data was available however, and predictions were made, this could have 
increased the number of matches made between the model predictions and the Ulva biomass 
categories.  
         Additionally, the resolution obtained in the satellite imagery placed a limit in determining 
the types or species of algae present in the Bay. Even though trends were deduced in the average 
reflectance obtained from a laboratory study and compared to the average reflectance obtained in 
the satellite imagery to determine types of algae present in the Bay, this differentiation process 
would have been clearer if higher resolution data were available. Therefore, there needed to be 
higher resolution satellite imagery to generate spectral signatures at the pixel level so that 
macroalgae, phytoplankton and other algal species could be differentiated. 
          Another limitation that affected the model validation process was the extent of the area 
where biomass sampling was done. Ulva biomass data only extended 40m into the water from the 
shoreline for 2017, this placed some limit on the biomass comparison with the model output. This 
missing data was filled in with the use of sentinel 2A data for both the Ulva sampling sites and 
random sites within the Bay. For the additional years 2012 and 2015, biomass data was collected 
using longer transects, this may be one reason why there was a greater number of matches with 
the Ulva predictions as compared to the year 2017 where the transects were only 40m.  
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In the initial stages of this study, it was proposed that drone technology be used to collect aerial 
photographs of the Ulva beds in Jamaica Bay. This would have provided the needed high-
resolution photos that may have facilitated better model validation. However, this type of imagery 
could not have been collected since Jamaica Bay is in close access to the major JFK airport. Had 
this technology been used it would have provided good Hyper Spectral imagery of Ulva 
distribution in the Bay. This would have been more effective than the Multi Spectral imagery used 
in the latter stage of this study. 
 All Ulva biomass categories for Jamaica Bay were low when compared to the Sfriso et al. 
(1992) categories for the Venice Lagoon. This could be one reason for the relatively low % match 
of the biomass data with the predicted model output data. 
  Even though there were several limitations associated with this study, there is much scope for 
future work that can be pursued. These include variations in other model parameters such as depth, 
salinity, dissolved organic carbon, dissolved oxygen, pH etc. These additions can be carried out to 
increase the overall % match with biomass and satellite imagery. With the manipulation of other 
water quality parameters, the modle could be used to make predictions relevant to possible future 
changes in the conditions of Jamaica Bay. This can serve to make deductions on the effect of 
changing physical conditions within the Bay. This is especially interesting since the effect of 
population growth in New York City may implicate physical conditions in Jamaica Bay.   
        Other follow up work that can be done from this study is the building of models for additional 
years such as 2013, 2014, 2016, 2018 and subsequent years to determine further patterns in the 
distribution of Ulva predictions. This can serve as a guide to the areas of the Bay that are most 
impacted by the Ulva blooms. These models, especially those subsequent to 2017, can be validated 
with MSI satellite imagery to determine areas that are significantly impacted by high Ulva 
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densities. This can help to delineate those areas of the Bay that need urgent remediation efforts to 
reduce the extent of Ulva blooms. Also, further experimental work can be done to determine 
average reflectance patterns for species of Gracilaria. This can be further compared to average 
reflectance patterns within the satellite imagery to determine types of Gracilaria species within 
the Bay. This may be important since sites such as Big Egg showed high Gracilaria measurements 
during fieldwork in the summer of 2017. 
 The models can be built to generate patterns in the Ulva distribution within Jamaica Bay may 
be essential to the work of ecological managers in reducing algal blooms within the Bay. Further, 
using the methods adapted in this study, habitat suitability models can also be built for Gracilaria 
and Fucus, since especially Gracilaria was abundant in the Bay during the 2017 sampling period. 
With such models built, remediation efforts can also be put in place to reduce blooms from 
Gracilaria and Fucus. This can significantly help to increase the ecological health of Jamaica Bay.  
With the use of satellite Hyper-Spectral Imagery rather than Multi-Spectral imagery, better 
resolution data can increase the effectiveness of model validation efforts. Additionally, even 
analyses of satellite imagery based on the distribution and presence of high average reflectance 
pixels can help in determining the density and distribution of algal or phytoplankton blooms. This 
can essentially also help to show the areas of Bay that are consistently exposed to these blooms. 
However, if these are also compared to habitat suitability models for specific algal types, better 
analyses can be done on those critical areas of the Bay that need immediate remediation.   
Further, access to higher resolution MSI satellite imagery data so that green, red, and brown 
macroalgae can be differentiated from other algal groups and phytoplankton within the Bay, can 
further help in mitigating these blooms in the Bay. If algal and phytoplankton groups can be 
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identified using satellite imagery, then it will increase the likelihood of controlling these groups 
within the Bay. 
In addition to the band combinations already explored in this study, there can be further 
exploration of other band combinations that can highlight the presence of different types of 
macroalgae within the satellite imagery. This will allow for better identification and classification 
of nuisance macroalgal/algal groups and phytoplankton within aquatic ecosystems.   
Model projections can be made based on increased atmospheric temperature and even 
increased nutrient influx into Jamaica Bay. Since these are major drivers of Ulva growth, climate 
change that can cause spikes in temperature can be modelled to determine the impact it will have 
on Ulva blooms in Jamaica Bay. Additionally, with increased population growth in New York, 
there may also be spikes in nutrient concentrations from waste-water treatment plants and 
combined sewer overflows. This can significantly impact projections in Ulva bloom distributions 
within the Bay. Therefore, making projections on the impact of increased temperature and nutrients 
in Ulva blooms in Jamaica Bay will provide important information for the Bay.   
        In summary, even though this study helped to create a satisfactory model to predict Ulva 
blooms, there are ways that it can be improved. Based on this and the recommendations for future 
work, the model provides a method for predicting the distribution of different algal and 
phytoplankton groups that can in turn help in the implementation of remediation measures for the 
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Appendix 1- Water Quality Variability 
 
 
Figure 1- Temperature variability- June 2015 and 2017 
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Figure 5- Salinity variability- June 2015 and 2017 
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Figure 31 Temperature variability- June- October 2017 
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Figure 33 Salinity variability- June- October 2017 
 
 











J1 J10 J11 J12 J2 J3 J5 J7 J8 J9A JA1 N9A
Salinity Variability- 2017
















Dissolved Oxygen Variability- 2017
June July August September October
                                                                                              245 
 
Figure 35 pH variability- June- October 2017 
 
 










J1 J10 J11 J12 J2 J3 J5 J7 J8 J9A JA1 N9A
pH Variability- 2017














June July August September October
                                                                                              246 
 
Figure 37 Ammonium variability- June- October 2017 
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Figure 39 Dissolved Organic Carbon variability- June- October 2017 
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Figure 43 Temporal variability: Temperature (September 2012, 2015, 2017) 
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Figure 45 Temporal variability: Salinity (June 2015, 2017) 
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Figure 47 Temporal variability: Salinity (August 2012, 2015, 2017) 
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Figure 55 Temporal variability: Dissolved Oxygen (June 2015, 2017) 
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Figure 57 Temporal variability: Dissolved Oxygen (August 2012, 2015, 2017) 
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Figure 69 Temporal variability: Nitrate-nitrite (October 2012, 2015, 2017) 
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Figure 75 Temporal variability: Phosphate (June 2015, 2017) 
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Figure 77 Temporal variability: Phosphate (August 2012, 2015, 2017) 
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Appendix 2- Model Development 2012 
 
 
















Figure 5-Temperature distribution- August 2012 
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Figure 6-Temperature distribution- September 2012 
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Figure 7- Salinity distribution- July 2012 
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Figure 9- Salinity distribution- September 2012 
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Figure 10-Dissolved Oxygen distribution- July 2012 
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Figure 11-Dissolved Oxygen distribution- August 2012 
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Figure 12-Dissolved Oxygen distribution- September 2012 
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Figure 13-pH distribution- July 2012 
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Figure 14-pH distribution- August 2012 
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Figure 15-pH distribution- September 2012 
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Figure 16- Ammonium distribution- July 2012 
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Figure 17- Phosphate distribution- July 2012 
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Figure 18- Dissolved Organic Nitrogen distribution- July 2012 
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Figure 19- Dissolved Organic Carbon distribution- July 2012 
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Figure 20- Nitrate-nitrite distribution- August 2012 
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Figure 21- Ammonium distribution- August 2012 
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Figure 22- Phosphate distribution- August 2012 
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Figure 23-Dissolved Organic Nitrogen distribution- August 2012 
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Figure 24-Dissolved Organic Carbon distribution- August 2012 
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Figure 25-Nitrate-nitrite distribution- September 2012 
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Figure 26-Ammonium distribution- September 2012 
 
 
                                                                                              289 
 
Figure 27-Phosphate distribution- September 2012 
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Figure 28- Dissolved Organic Nitrogen distribution- September 2012 
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Figure 33- Reclassified temperature- July 2012 
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Figure 34- Reclassified temperature- August 2012 
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Figure 35- Reclassified temperature- September 2012 
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Figure 39- Reclassified salinity- July 2012 
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Figure 40- Reclassified salinity- August 2012 
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Figure 41- Reclassified salinity- September 2012 
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Figure 42- Reclassified dissolved oxygen- July 2012 
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Figure 43- Reclassified dissolved oxygen- August 2012 
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Figure 44- Reclassified dissolved oxygen- September 2012 
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Figure 45- Reclassified pH- July 2012 
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Figure 46- Reclassified pH- August 2012 
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Figure 47- Reclassified pH- September 2012 
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Figure 48- Reclassified Nitrates- July 2012 
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Figure 49- Reclassified Ammonium- July 2012 
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Figure 50- Reclassified Phosphate- July 2012 
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Figure 51- Reclassified Dissolved Organic Nitrogen- July 2012 
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Figure 52- Reclassified Dissolved Organic Carbon- July 2012 
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Figure 53- Reclassified Nitrates- August 2012 
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Figure 54- Reclassified Ammonium- August 2012 
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Figure 55- Reclassified Phosphates- August 2012 
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Figure 56- Reclassified Dissolved Organic Nitrogen- August 2012 
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Figure 58- Reclassified Nitrates- September 2012 
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Figure 59- Reclassified Ammonium- September 2012 
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Figure 60- Reclassified Ammonium- September 2012 
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Figure 63- Reclassified % light to bottom- July 2012 
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Figure 64- Reclassified % light to bottom- August 2012 
 
                                                                                              321 
 












                                                                                              322 
Appendix 3: Model Development 2015 
 
 
Figure 1- IDW surface- Temperature (June 2015) 
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Figure 2- IDW surface- Temperature (July 2015) 
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Figure 3- IDW surface- Temperature (August 2015) 
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Figure 4- IDW surface- Temperature (September 2015) 
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Figure 8- IDW surface- Salinity (June 2015) 
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Figure 9- IDW surface- Salinity (July 2015) 
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Figure 10- IDW surface- Salinity (August 2015) 
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Figure 11- IDW surface- Salinity (August 2015) 
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Figure 15- IDW surface- Dissolved oxygen (September 2015) 
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Figure 16- IDW surface- Salinity (June 2015) 
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Figure 18- IDW surface- Salinity (August 2015) 
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Figure 19- IDW surface- Salinity (September 2015) 
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Figure 20- IDW surface- nitrate-nitrite (June 2015) 
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Figure 21- IDW surface- ammonium (June 2015) 
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Figure 22- IDW surface- phosphates (June 2015) 
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Figure 23- IDW surface- dissolved organic carbon (June 2015) 
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Figure 24- IDW surface- Dissolved Organic Nitrogen (June 2015) 
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Figure 26- IDW surface- ammonium (July 2015) 
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Figure 27- IDW surface- phosphates (July 2015) 
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Figure 28- IDW surface- dissolved organic carbon (July 2015) 
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Figure 29- IDW surface- nitrate-nitrite (August 2015) 
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Figure 32- IDW surface- dissolved organic carbon (August 2015) 
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Figure 35- IDW surface- phosphates (September 2015) 
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Figure 40- Reclassified surface- Temperature (June 2015) 
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Figure 41- Reclassified surface- Temperature (July 2015) 
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Figure 42- Reclassified surface- Temperature (August 2015) 
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Figure 48 Reclassified surface- Salinity (June 2015) 
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Figure 49 Reclassified surface- Salinity (July 2015) 
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Figure 50 Reclassified surface- Salinity (August 2015) 
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Figure 51- Reclassified surface- Salinity (September 2015) 
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Figure 52 Reclassified surface- Dissolved Oxygen (June 2015) 
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Figure 53 Reclassified surface- Dissolved Oxygen (July 2015) 
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Figure 54 Reclassified surface- Dissolved Oxygen (August 2015) 
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Figure 57 Reclassified surface- pH (July 2015) 
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Figure 58 Reclassified surface- pH (August 2015) 
 
                                                                                              370 
 
Figure 59 Reclassified surface- pH (September 2015) 
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Figure 60 Reclassified surface- ammonium (June 2015) 
 
 
                                                                                              372 
 
Figure 61 Reclassified surface- ammonium (July 2015) 
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Figure 62 Reclassified surface- ammonium (August 2015) 
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Figure 63 Reclassified surface- ammonium (September 2015) 
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Figure 64 Reclassified surface- phosphates (June 2015) 
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Figure 65 Reclassified surface- phosphates (July 2015) 
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Figure 66 Reclassified surface- phosphates (August 2015) 
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Figure 70 Reclassified surface- nitrate-nitrite (August 2015) 
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Figure 73 Reclassified surface- dissolved organic nitrogen (July 2015) 
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Figure 74 Reclassified surface- dissolved organic nitrogen (August 2015) 
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Figure 77 Reclassified surface- dissolved organic carbon (July 2015) 
 
 
                                                                                              389 
 
Figure 78 Reclassified surface- dissolved organic carbon (August 2015) 
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Figure 80 Reclassified surface- % light to the bottom (June 2015) 
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Figure 81 Reclassified surface- % light to the bottom (July 2015) 
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Appendix 4:  Model Development 2017 
 
Inverse Distance Weighted Surfaces 
 
Figure 1 IDW Surface- Temperature (June 2017) 
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Figure 3 IDW Surface- Temperature (August 2017) 
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Figure 11 IDW Surface- Salinity (June 2017) 
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Figure 12 IDW Surface- Salinity (July 2017) 
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Figure 13 IDW Surface- Salinity (August 2017) 
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Figure 14 IDW Surface- Salinity (September 2017) 
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Figure 17 IDW Surface- Dissolved Oxygen (July 2017) 
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Figure 18 IDW Surface- Dissolved Oxygen (August 2017) 
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Figure 19 IDW Surface- Dissolved Oxygen (September 2017) 
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Figure 20 IDW Surface- Dissolved Oxygen (October 2017) 
 
                                                                                              410 
 
Figure 21 IDW Surface- pH (June 2017) 
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Figure 23 IDW Surface- pH (August 2017) 
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Figure 24 IDW Surface- pH (September 2017) 
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Figure 25 IDW Surface- pH (October 2017) 
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Figure 26 IDW Surface- Nitrate-nitrite (June 2017) 
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Figure 28 IDW Surface- Nitrate-nitrite (July 2017) 
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Figure 29 IDW Surface- Nitrate-nitrite (September 2017) 
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Figure 30 IDW Surface- Nitrate-nitrite (October 2017) 
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Figure 31 IDW Surface- Ammonium (June 2017) 
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Figure 33 IDW Surface- Ammonium (August 2017) 
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Figure 35 IDW Surface- Ammonium (October 2017) 
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Figure 37 IDW Surface- Phosphates (July 2017) 
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Figure 39 IDW Surface- Phosphates (September2017) 
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Figure 40 IDW Surface- Phosphates (October 2017) 
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Figure 41 IDW Surface- Dissolved Organic Carbon (June 2017) 
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Figure 42 IDW Surface- Dissolved Organic Carbon (July 2017) 
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Figure 43 IDW Surface- Dissolved Organic Carbon (August 2017) 
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Figure 44 IDW Surface- Dissolved Organic Carbon (September 2017) 
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Figure 46 IDW Surface- Dissolved Organic Nitrogen (June 2017) 
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Figure 47 IDW Surface- Dissolved Organic Nitrogen (July 2017) 
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Figure 48 IDW Surface- Dissolved Organic Nitrogen (August 2017) 
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Figure 54 Reclassified Surface- Temperature (June 2017) 
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Figure 55 Reclassified Surface- Temperature (July 2017) 
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Figure 56 Reclassified Surface- Temperature (August 2017) 
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Figure 57 Reclassified Surface- Temperature (September 2017) 
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Figure 66 Reclassified Surface- Salinity (August 2017) 
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Figure 67 Reclassified Surface- Salinity (September 2017) 
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Figure 69 Reclassified Surface- Dissolved Oxygen (June 2017) 
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Figure 74 Reclassified Surface- pH (June 2017) 
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Figure 76 Reclassified Surface- pH (August 2017) 
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Figure 77 Reclassified Surface- pH (September 2017) 
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Figure 78 Reclassified Surface- pH (October 2017) 
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Figure 79 Reclassified Surface- Nitrate-Nitrite (June 2017) 
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Figure 80 Reclassified Surface- Nitrate-Nitrite (July 2017) 
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Figure 81 Reclassified Surface- Nitrate-Nitrite (August 2017) 
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Figure 82 Reclassified Surface- Nitrate-Nitrite (September 2017) 
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Figure 83 Reclassified Surface- Nitrate-Nitrite (October 2017) 
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Figure 84 Reclassified Surface- Ammonium (June 2017) 
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Figure 85 Reclassified Surface- Ammonium (July 2017) 
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Figure 86 Reclassified Surface- Ammonium (August 2017) 
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Figure 87 Reclassified Surface- Ammonium (September 2017) 
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Figure 89 Reclassified Surface- Phosphates (June 2017) 
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Figure 91 Reclassified Surface- Phosphates (August 2017) 
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Figure 92 Reclassified Surface- Phosphates (September 2017) 
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Figure 94 Reclassified Surface- Dissolved Organic Carbon (June 2017) 
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Figure 95 Reclassified Surface- Dissolved Organic Carbon (July 2017) 
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Figure 96 Reclassified Surface- Dissolved Organic Carbon (August 2017) 
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Figure 99 Reclassified Surface- Dissolved Organic Nitrogen (July 2017) 
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Figure 100 Reclassified Surface- Dissolved Organic Nitrogen (August 2017) 
 
 
                                                                                              481 
 











                                                                                              482 
Appendix 5: Habitat Suitability Models 
 
2012 
Ulva HSM Models: July 2012 
 
Figure 1- Ulva Suitability Model- July 2012 (All nutrients) 
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Figure 2- Ulva Suitability Model- July 2012 (Phosphates) 
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Figure 3- Ulva Suitability Model- July 2012 (Ammonium) 
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Ulva HSM Models: August 2012 
 
Figure 6- Ulva Suitability Model- August 2012 (All Nutrients) 
 
 
                                                                                              488 
 
Figure 7- Ulva Suitability Model- August 2012 (Dissolved Organic Nitrogen) 
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Figure 8- Ulva Suitability Model- August 2012 (Phosphates) 
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Figure 9- Ulva Suitability Model- August 2012 (Phosphates) 
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Ulva HSM Models: September 2012 
 
Figure 11- Ulva Suitability Model- September 2012 (Nitrate-nitrite) 
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Figure 12- Ulva Suitability Model- September 2012 (Dissolved Organic Nitrogen) 
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Figure 13- Ulva Suitability Model- September 2012 (Phosphates) 
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Figure 14- Ulva Suitability Model- September 2012 (Ammonium) 
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Habitat Suitability Models : 2015 
 
Ulva Suitability Models : June 2015 
 
Figure 16- Ulva Suitability Model- June 2015 (All nutrients) 
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Figure 17- Ulva Suitability Model- June 2015 (Dissolved Organic Nitrogen) 
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Figure 18- Ulva Suitability Model- June 2015 (Phosphates) 
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Figure 19- Ulva Suitability Model- June 2015 (Ammonium) 
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Habitat Suitability Models: July 2015 
 
 
Figure 21- Ulva Suitability Model- July 2015 (All nutrients) 
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Figure 22- Ulva Suitability Model- July 2015 (Dissolved Organic Nitrogen) 
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Figure 23- Ulva Suitability Model- July 2015 (Phosphates) 
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Figure 24- Ulva Suitability Model- July 2015 (Ammonium) 
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Habitat Suitability Models : August 2015 
 
Figure 26- Ulva Suitability Model- August 2015 (All nutrients) 
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Figure 27- Ulva Suitability Model- August 2015 (Dissolved Organic Nitrogen) 
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Figure 28- Ulva Suitability Model- August 2015 (Phosphates) 
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Figure 29- Ulva Suitability Model- August 2015 (Ammonium) 
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Habitat Suitability Models: September 2015 
 
 
Figure 31- Ulva Suitability Model- September 2015 (All nutrients) 
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Figure 32- Ulva Suitability Model- September 2015 (Dissolved Organic Nitrogen) 
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Figure 33- Ulva Suitability Model- September 2015 (Phosphates) 
 
                                                                                              515 
 
Figure 34- Ulva Suitability Model- September 2015 (Ammonium) 
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Ulva Habitat Suitability Models : 2017 
 
Habitat Suitability Models : June 2017 
 
Figure 36- Ulva Suitability Model- June 2017 (All nutrients) 
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Figure 37- Ulva Suitability Model- June 2017 (Dissolved Organic Nitrogen) 
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Figure 38- Ulva Suitability Model- June 2017 (Ammonium) 
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Habitat Suitability Models: July 2017 
 
Figure 40- Ulva Suitability Model- June 2017 (Nitrate-nitrite) 
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Figure 41- Ulva Suitability Model- July 2017 (Dissolved Organic Nitrogen) 
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Figure 42- Ulva Suitability Model- July 2017 (Phosphates) 
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Figure 43- Ulva Suitability Model- July 2017 (Ammonium) 
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Habitat Suitability Models: August 2017 
 
 
Figure 45- Ulva Suitability Model- August 2017 (All nutrients) 
 
 
                                                                                              527 
 
Figure 46- Ulva Suitability Model- August 2017 (Dissolved Organic Nitrogen) 
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Figure 47- Ulva Suitability Model- August 2017 (Phosphates) 
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Figure 48- Ulva Suitability Model- August 2017 (Nitrate-nitrite) 
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Habitat Suitability Models: September 2017 
 
Figure 50- Ulva Suitability Model- September 2017 (All Nutrients) 
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Figure 51- Ulva Suitability Model- September 2017 (Dissolved Organic Nitrogen) 
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Figure 52- Ulva Suitability Model- September 2017 (Phosphates) 
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Figure 53- Ulva Suitability Model- September 2017 (Ammonium) 
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Appendix 6- Spectral profiles 
Spectral Profiles : June 12, 2017 
 
Figure 1- Spectral profile: 8-4-3 (06-12-2017) 
 
Figure 2- Spectral profile: 12-8-4 (06-12-2017) 
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Figure 4- Spectral profile: 12-11-8 906-12-2017) 
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Figure 5- Spectral profile: 12-8-3 (06-12-2017) 
 
Spectral Profiles: July 02, 2017 
 
Figure 6- Spectral profile: 4-3-2 (07-02-2017) 
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Figure 8- Spectral profile: 8-4-3 (07-02-2017) 
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Figure 9- Spectral profile: 12-8-4 (07-02-2017) 
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Figure 10- Spectral profile: 11-8-2 (07-02-2017) 
 
 




Figure 12- Spectral profile: 12-8-3 (07-02-2017) 
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August 01, 2017 
 
Figure 13- Spectral profile: 4-3-2 (08-01-2017) 
 
 
Figure 14- Spectral profile: 8-3-2 (08-01-2017) 
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Figure 16- Spectral profile: 12-8-4 (08-01-2017) 
 
 
Figure 17- Spectral profile: 11-8-2 (08-01-2017) 
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Figure 18- Spectral profile: 12-11-4 (08-01-2017) 
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Figure 22- Spectral profile: 12-8-3 (08-01-2017) 
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Band combination 4-8-11 
 
Figure 24- Spectral profile 4-8-11 (06-12-2017) 
 
 
Figure 25- Average reflectance: 4-8-11 (07-02-2017) 
 




Figure 26- Spectral profile: 4-8-11 (08-01-2017) 
 
Figure 27- Spectral profile: 4-8-11 (09-10-2017) 
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September 10, 2017 
 
Figure 29- Spectral profile: 4-3-2 (09-10-2017) 
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Figure 31- Spectral profile: 8-4-3 (09-10-2017) 
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Figure 33- Spectral profile: 8-3-2 (09-10-2017) 
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Figure 35- Spectral profile: 12-8-4 (09-10-2017) 
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Figure 37- Spectral profile: 11-8-2 (09-10-2017) 
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Figure 41- Spectral profile: 12-11-8 (09-10-2017) 
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Figure 43- Spectral profile: 12-8-3 (09-10-2017) 
 
 
Figure 44- Average reflectance: 12-8-3 (09-10-2017) 
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Figure 45- Average reflectance: 4-3-2 (10-10-2017) 
 
Figure 46- Average reflectance: 8-4-3 (10-10-2017) 
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Figure 47- Spectral profile: 8-3-2 (10-10-2017) 
 
Figure 48- Spectral profile:12-8-4 (10-10-2017) 
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Figure 49- Spectral profile:11-8-2 (10-10-2017) 
 
Figure 50- Spectral profile:12-8-3 (10-10-2017) 
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Figure 52- Average reflectance:12-11-8 (10-10-2017) 
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Appendix 7- Iso Cluster Analyses 
 
Fig 1 Iso Cluster Analyses: 12-11-4 (06-12-2017) 
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Fig 2 Iso Clusters: 12-8-4 (06-12-2017) 
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Figure 3- Iso clusters 8-4-3 (06-12-2017) 
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Figure 3- Iso clusters 4-3-2 (06-12-2017) 
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Figure 4- Iso clusters 12-8-3 (06-12-2017) 
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Figure 5- Iso clusters 12-11-8 (06-12-2017) 
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Figure 7- Iso clusters 4-3-2 (07-02-2017) 
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Figure 8- Iso clusters 8-4-3 (07-02-2017) 
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Figure 9- Iso clusters 8-3-2 (07-02-2017) 
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Figure 10- Iso clusters 12-8-4 (07-02-2017) 
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Figure 11- Iso clusters 11-8-2 (07-02-2017) 
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Figure 12- Iso clusters 12-8-3 (07-02-2017) 
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Figure 14- Iso clusters 8-3-2 (08-01-2017) 
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Figure 15- Iso clusters 8-4-3 (08-01-2017) 
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Figure 16- Iso clusters 4-3-2 (08-01-2017) 
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Figure 17- Iso clusters 12-8-3 (08-01-2017) 
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Figure 20- Iso clusters 4-3-2 (09-10-2017) 
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Figure 21- Iso clusters 8-3-2 (09-10-2017) 
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Figure 22- Iso clusters 8-4-3 (09-10-2017) 
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Figure 23- Iso clusters 11-8-2 (09-10-2017) 
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Figure 24- Iso clusters 12-8-3 (09-10-2017) 
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Figure 25- Iso clusters 12-8-4 (09-10-2017) 
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Figure 26- Iso clusters 12-11-4 (09-10-2017) 
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Figure 28- Iso clusters 4-8-11 (06-12-2017) 
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Figure 29- Iso clusters 4-8-11 (07-01-2017) 
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Figure 30- Iso clusters 4-8-11 (08-01-2017) 
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Figure 31- Iso clusters 4-8-11 (09-10-2017) 
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Figure 33- Iso clusters 4-3-2 (09-10-2017) 
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Figure 34- Iso clusters 8-3-2 (10-10-2017) 
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Figure 35- Iso clusters 8-4-3 (10-10-2017) 
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Figure 36- Iso clusters 11-8-2 (10-10-2017) 
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Figure 37- Iso clusters 12-8-3 (10-10-2017) 
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Figure 38- Iso clusters 12-8-4 (10-10-2017) 
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Figure 39- Iso clusters 12-11-4 (10-10-2017) 
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Appendix 8 
Comparison of biomass data with composite bands- Ulva sampling sites 
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Table 15- August 01, 2017: Comparison with composite bands- 4-3-2 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08   Present 0.013  - 
Plumb Beach 0.038   Present 0.04  Present 
Big Egg 0.04   Present 0.1  - 
Cross Bay Bridge- 
West 
0.016   Present 0.02  Present 
Norton Basin 0.12   Present 0.0013  Present 
Total biomass/ 
Total % match 
0.29 100% 0.17  60% 
 
 
Table 16- August 01, 2017: Comparison with composite bands- 8-4-3 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    - 0.013  Present 
Plumb Beach 0.038   Present 0.04  Present 
Big Egg 0.04   Present 0.1  Present 
Cross Bay Bridge- 
West 
0.016   Present 0.02  - 
Norton Basin 0.12   Present 0.0013  Present 
Total biomass/ 
Total % match  
0.29  80% 0.17  80% 
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Table 17- August 01, 2017: Comparison with composite bands- 8-3-2 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    - 0.013  Present 
Plumb Beach 0.038   Present 0.04  Present 
Big Egg 0.04   Present 0.1  Present 
Cross Bay Bridge- 
West 
0.016   Present 0.02  - 
Norton Basin 0.12   Present 0.0013  Present 
Total biomass/ 
Total % match  
0.29  80% 0.17  80% 
 
 
Table 18- August 01, 2017: Comparison with composite bands- 12-8-4 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    Present 0.013   - 
Plumb Beach 0.038   Present 0.04   - 
Big Egg 0.04   Present 0.1   - 
Cross Bay Bridge- 
West 
0.016   Present 0.02  - 
Norton Basin 0.12   Present 0.0013   - 
Total biomass/ 
Total % match  
0.29  100% 0.17   0% 
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Table 19- August 01, 2017: Comparison with composite bands- 11-8-2 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    Present 0.013   - 
Plumb Beach 0.038   Present 0.04   - 
Big Egg 0.04   Present 0.1   - 
Cross Bay Bridge- 
West 
0.016   Present 0.02  - 
Norton Basin 0.12   Present 0.0013   - 
Total biomass/ 
Total % match  
0.29  100% 0.17   0% 
 
 
Table 20- August 01, 2017: Comparison with composite bands- 12-11-4 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    Present 0.013   - 
Plumb Beach 0.038   Present 0.04   - 
Big Egg 0.04   Present 0.1   - 
Cross Bay Bridge- 
West 
0.016   Present 0.02  - 
Norton Basin 0.12   Present 0.0013   - 
Total biomass/ 
Total % match  
0.29  100% 0.17   0% 
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Table 21- August 01, 2017: Comparison with composite bands- 12-11-8 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    Present 0.013   - 
Plumb Beach 0.038   Present 0.04   - 
Big Egg 0.04   - 0.1   - 
Cross Bay Bridge- 
West 
0.016   - 0.02  - 
Norton Basin 0.12   Present 0.0013   - 
Total biomass/ 
Total % match  
0.29  60% 0.17   0% 
 
Table 22- August 01, 2017: Comparison with composite bands- 12-8-3 












Presence or absence 
of red 
algae/phytoplankton 
Marine Park 0.08    Present 0.013   - 
Plumb Beach 0.038   Present 0.04   - 
Big Egg 0.04   Present 0.1   - 
Cross Bay Bridge- 
West 
0.016   Present 0.02  - 
Norton Basin 0.12   Present 0.0013   - 
Total biomass/ 
Total % match  
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Band Combination: 4-8-11 
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Appendix 9 
Comparison of biomass to Iso Clusters 
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Big 
Egg 





0.016  Present 0.01 Present - - 
Norton 
Basin 



















                                                                                              653 



































0.056  Present 0.002 Present - - 
Plumb 
Beach 
0.048  Present 0.035 Present - - 
Big 
Egg 





0.016  Present 0.01 Present - - 
Norton 
Basin 
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0.056  Present 0.002 - - Present 
Plumb 
Beach 
0.048  Present 0.035 - - Present 





0.016  Present 0.01 - - Present 
Norton 
Basin 
















                                                                                              655 

























0.08  Present 0.013 Present 
Plumb 
Beach 
0.038  Present 0.04 Present 





0.016  Present 0.02 Present 
Norton 
Basin 
















                                                                                              656 



























0.08  Present 0.013 - 
Plumb 
Beach 
0.038  Present 0.04 - 





0.016  Present 0.02 - 
Norton 
Basin 
















                                                                                              657 



























0.08  - 0.013 Present 
Plumb 
Beach 
0.038  - 0.04 Present 





0.016  - 0.02 Present 
Norton 
Basin 
















                                                                                              658 


























0.08  Present 0.013 Present 
Plumb 
Beach 
0.038  Present 0.04 Present 





0.016  Present 0.02 Present 
Norton 
Basin 
















                                                                                              659 



























0.08  Present 0.013 Present 
Plumb 
Beach 
0.038  Present 0.04 Present 





0.016  Present 0.02 Present 
Norton 
Basin 
















                                                                                              660 



























0.08  Present 0.013 - 
Plumb 
Beach 
0.038  Present 0.04 - 





0.016  Present 0.02 - 
Norton 
Basin 
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Table 18- September 10, 2017: Comparison with Iso clusters- 4-3-2 

















0.094  - 0.04 Present 
Plumb 
Beach 
0.017  - 0.003 Present 





0.005  - 0.001 Present 
Norton 
Basin 
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Table 19- September 10, 2017: Comparison with Iso clusters- 8-3-2 

















0.094   Present 0.04 - 
Plumb 
Beach 
0.017   Present 0.003 - 





0.005   Present 0.001 - 
Norton 
Basin 
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Table 20- September 10, 2017: Comparison with Iso clusters- 8-4-3 

















0.094  - 0.04  Present 
Plumb 
Beach 
0.017  - 0.003  Present 





0.005  - 0.001  Present 
Norton 
Basin 
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Table 21- September 10, 2017: Comparison with Iso clusters- (11-8-2) 

















0.094  - 0.04 Present 
Plumb 
Beach 
0.017  - 0.003 Present 





0.005  - 0.001 Present 
Norton 
Basin 
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Table 22- September 10, 2017: Comparison with Iso clusters- 12-8-3 

















0.094  - 0.04 - 
Plumb 
Beach 
0.017  - 0.003 - 





0.005  - 0.001 - 
Norton 
Basin 
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Table 23- September 10, 2017: Comparison with Iso clusters- 12-8-4 

















0.094  Present 0.04 - 
Plumb 
Beach 
0.017  Present 0.003 - 





0.005  Present 0.001 - 
Norton 
Basin 
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Table 24- September 10, 2017: Comparison with Iso clusters- 12-11-4 

















0.094  Present 0.04 - 
Plumb 
Beach 
0.017  Present 0.003 - 





0.005  Present 0.001 - 
Norton 
Basin 
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Table 25- September 10, 2017: Comparison with Iso clusters- 12-11-8 

















0.094  - 0.04 Present 
Plumb 
Beach 
0.017  - 0.003 Present 





0.005  - 0.001 Present 
Norton 
Basin 
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Band Combination: 4-8-11 





































0.092   - 0.023 Present - - 
Plumb 
Beach 
0.023  - 0.033 Present - - 
Big 
Egg 





0.006  - 0.003 Present - - 
Norton 
Basin 
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0.056  Present 0.002 Present -  - 
Plumb 
Beach 
0.048  Present 0.035 Present -  - 
Big 
Egg 





0.016  Present 0.01 Present -  - 
Norton 
Basin 
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0.08  Present 0.013 Present 
Plumb 
Beach 
0.038  Present 0.04 Present 





0.016  Present 0.02  - 
Norton 
Basin 


















                                                                                              672 



















0.094  Present 0.04  - 
Plumb 
Beach 
0.017  Present 0.003  - 





0.005  Present 0.001  - 
Norton 
Basin 
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0.058  Present 0.002 Present -  - 
Plumb 
Beach 
- Present - Present -  - 
Big 
Egg 





0.017  Present 0.001  Present -  - 
Norton 
Basin 

















































0.058  - 0.002 Present - Present 
Plumb 
Beach 
- - - Present - Present 





0.017  - 0.001 Present - Present 
Norton 
Basin 
















































0.058  - 0.002 Present - Present 
Plumb 
Beach 
- - - Present - Present 





0.017  - 0.001 Present - Present 
Norton 
Basin 
















































0.058  Present 0.002 - - Present 
Plumb 
Beach 
- Present - - - Present 





0.017  Present 0.001 - - Present 
Norton 
Basin 
















































0.058  Present 0.002 - - Present 
Plumb 
Beach 
- Present - - - Present 





0.017  Present 0.001 - - Present 
Norton 
Basin 
















































0.058  Present 0.002 - - - 
Plumb 
Beach 
- Present - - - - 





0.017  Present 0.001 - - - 
Norton 
Basin 
















































0.058  - 0.002 Present - - 
Plumb 
Beach 
- - - Present - - 





0.017  - 0.001 Present - - 
Norton 
Basin 
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0.058  Present 0.002 Present - - 
Plumb 
Beach 
- Present - Present - - 





0.017  Present 0.001 Present - - 
Norton 
Basin 
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0.058  Present 0.002 - - - 
Plumb 
Beach 
- Present - - - - 





0.017  Present 0.001 - - - 
Norton 
Basin 
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Appendix 10 
Comparison of biomass, predicted model output, composite bands and iso clusters: Ulva 
sampling sites 
 
Table 1-Comparison of biomass, predicted model output, composite bands and iso clusters: 
Band Combination 8-4-3 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present - 50% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present Present 75% 





June 0.006 (Low) - Present - 50% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present Present 87.5% 
September 0.005 (Low) Low-
Medium 
- - 50% 
Overall % match (8-4-3) 59.3% 
 
*Site selection for matches were based on whether a model prediction was made. Not in all 
cases, model predictions were made for all Ulva sampling sites. 
 







Table 2- Comparison of biomass, predicted model output, composite bands and iso clusters:               
Band Combination 12-8-3 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present Present 75% 





June 0.006 (Low) - Present Present 75% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present Present 87.5% 
September 0.005 (Low) Low-
Medium 
Present - 62.5% 
Overall % match (12-8-3) 73.4% 
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Table 3- Comparison of biomass, predicted model output, composite bands and iso clusters:  
Band Combination 4-3-2 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present - 50% 





June 0.006 (Low) - Present Present 75% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present - 62.5% 
September 0.005 (Low) Low-
Medium 
- - 37.5% 
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Table 4- Comparison of biomass, predicted model output, composite bands and iso clusters:  
Band Combination 12-11-8 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High - Present 50% 
August 0.038 (Low) High Present Present 75% 





June 0.006 (Low) - Present Present 50% 
July 0.016 (Low) Low-
Medium 
- Present 62.5% 
August 0.016 (Low) Low-
Medium 
- Present 62.5% 
September 0.005 (Low) Low-
Medium 
Present Present 87.5% 
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Table 5- Comparison of biomass, predicted model output, composite bands and iso clusters: 
Band Combination 11-8-2 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present Present 75% 





June 0.006 (Low) - Present Present 50% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present Present 87.5% 
September 0.005 (Low) Low-
Medium 
Present - 62.5% 








                                                                                              687 
 
Table 6- Comparison of biomass, predicted model output, composite bands and iso clusters: 
Band Combination 12-8-4 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present - 50% 





June 0.006 (Low) - Present Present 50% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present - 62.5% 
September 0.005 (Low) Low-
Medium 
Present Present 87.5% 
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Table 7- Comparison of biomass, predicted model output, composite bands and iso clusters: 
Band Combination 8-3-2 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present Present 75% 





June 0.006 (Low) - Present Present 50% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present Present 87.5% 
September 0.005 (Low) Low-
Medium 
- Present 62.5 
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Table 8- Comparison of biomass, predicted model output, composite bands and iso clusters: 
Band Combination 12-11-4 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present Present 75% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present - 50% 





June 0.006 (Low) - Present Present 50% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present - 62.5% 
September 0.005 (Low) Low-
Medium 
Present Present 87.5% 
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Table 9- Comparison of biomass, predicted model output, composite bands and iso clusters:  
Band Combination 4-8-11 
Location Month Biomass and 
category 
(DW/Kg/m^2) 
Model Type (HSM Predictions) Overall 
% 
match 




















June 0.023 (Low) High Present - 50% 
July 0.048 (Low) High Present Present 75% 
August 0.038 (Low) High Present Present 75% 





June 0.006 (Low) - Present - 25% 
July 0.016 (Low) Low-
Medium 
Present Present 87.5% 
August 0.016 (Low) Low-
Medium 
Present Present 87.5% 
September 0.005 (Low) Low-
Medium 
Present Present 87.5% 
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Appendix 11 
Comparisons of predicted model output to composite bands and iso clusters- Random 
points 
 
Table 1- Band Combination: 4-3-2 (June 12, 2017) 
Lat Long All 
Nutrient
s 














































































































- - - - - - - - 












- - - 
Overall % match 39% 
 
 
Table 2- Band Combination: 8-4-3 (June 12, 2017) 
Lat Long All 
Nutrient
s 








































































































- - - 


















- - - 
Overall % match 10% 
 
Table 3- Band Combination: 11-8-2 (June 12, 2017) 
Lat Long All 
Nutrient
s 


























































































Present Present 100% 
































- Present 50% 
Overall % match 67% 
 
Table 4- Band Combination: 12-8-4 (June 12, 2017) 
Lat Long All 
Nutrient
s 














































































- Present 50% 












































- Present 50% 
Overall % match 78% 
 
Table 5- Band Combination: 12-11-8 (June 12, 2017) 
Lat Long All 
Nutrient
s 














































































Present Present 100% 












































Present Present 100% 
Overall % match 89% 
 
Table 6- Band Combination: 12-11-4 (June 12, 2017) 
Lat Long All 
Nutrient
s 


































































Present Present 100% 
























































- Present 50% 
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Table 7- Band Combination: 12-8-3 (June 12, 2017) 
Lat Long All 
Nutrient
s 


























































































































- Present 50% 
Overall % match 72.2% 
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Table 8- Band Combination: 4-3-2 (July 02, 2017) 
Lat Long All 
Nutrien
ts 





















































































































High High High High High Present Presen
t 
100% 
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Overall % match 89% 
 
Table 9- Band Combination: 8-4-3 (July 02, 2017) 
Lat Long All 
Nutrien
ts 







































































































- - - - - - - - 






High High High High High - - - 
Overall % match 50% 
 
Table 10- Band Combination: 8-3-2 (July 02, 2017) 
Lat Long All 
Nutrien
ts 





































































































Present - 50% 












High High High High High Present Presen
t 
100% 
Overall % match 83.3
% 
 
Table 11- Band Combination: 12-8-4 (July 02, 2017) 
Lat Long All 
Nutrien
ts 















































































High High High High High Present Presen
t 
100% 


























High High High High High Present - 50% 
Overall % match 55.6
% 
 
Table 12- Band Combination: 11-8-2 (July 02, 2017) 
Lat Long All 
Nutrien
ts 


















































































































High High High High High Present Presen
t 
100% 
Overall % match 66.7
% 
 
Table 13- Band Combination: 12-11-4 (July 02, 2017) 
Lat Long All 
Nutrien
ts 


















































































































High High High High High Present Presen
t 
100% 
Overall % match 83.3
% 
 
Table 14- Band Combination: 12-8-3 (July 02, 2017) 
Lat Long All 
Nutrien
ts 









































High High High High High Present Presen
t 
100% 






































































High High High High High - Presen
t 
50% 
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Table 15- Band Combination: 4-3-2 (August 01, 2017) 
Lat Long All 
Nutrien
ts 

























































































High High High High High - -  
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Overall % match 22.2
% 
 
Table 16- Band Combination: 8-4-3 (August 01, 2017) 
Lat Long All 
Nutrien
ts 



















































































- - - - - - - - 






High High High High High - Present 50% 
Overall % match 39% 
 
Table 17- Band Combination: 8-3-2 (August 01, 2017) 
Lat Long All 
Nutrien
ts 













































































High High High High High - - - 












High High High High High - Present 50% 
Overall % match 50% 
 
Table 18- Band Combination: 12-8-4 (August 01, 2017) 
Lat Long All 
Nutrien
ts 







































































High High High High High Present - 50% 


















High High High High High - - - 
Overall % match 16.7
% 
 
Table 19- Band Combination: 11-8-2 (August 01, 2017) 
Lat Long All 
Nutrien
ts 

































































- Present 50% 
























High High High High High - Present 50% 
Overall % match 50% 
 
Table 20- Band Combination: 12-11-4 (August 01, 2017) 
Lat Long All 
Nutrien
ts 

















































High High - Present 50% 








































High High High High High - Present 50% 

















                                                                                              714 
Table 21- Band Combination: 12-8-3 (August 01, 2017) 
Lat Long All 
Nutrien
ts 

























































































High High High High High - - - 
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Overall % match 39% 
 
Table 22- Band Combination: 12-11-8 (August 01, 2017) 
Lat Long All 
Nutrien
ts 


















































































- - - - - - - - 






High High High High High - Present 50% 
Overall % match 39
% 
 
Table 23- Band Combination: 4-3-2 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - - - 
-
73.8397498 
40.6384367 High High High High High - - - 
-
73.8621445 
40.6258016 High High High High High - - - 
-
73.8086165 
40.0267330 High High High High High - - - 
-
73.8270994 
40.5898236 High High High High High - - - 
-
73.8763544 
40.5833343 High High High High High Present - 50% 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - - - 
Overall % match 5.5% 
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Table 24- Band Combination: 8-4-3 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - -  
-
73.8397498 
40.6384367 High High High High High - -  
-
73.8621445 
40.6258016 High High High High High - -  
-
73.8086165 
40.0267330 High High High High High - -  
-
73.8270994 
40.5898236 High High High High High - -  
-
73.8763544 
40.5833343 High High High High High Present -  
-
73.8779161 
40.5763704 High High High High High - -  
-
73.9036237 
40.5655978 - - - - - - -  
-
73.9241318 
40.5782794 High High High High High - -  
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Table 25- Band Combination: 8-3-2 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - Present 50% 
-
73.8397498 
40.6384367 High High High High High - Present 50% 
-
73.8621445 
40.6258016 High High High High High - Present 50% 
-
73.8086165 
40.0267330 High High High High High - Present 50% 
-
73.8270994 
40.5898236 High High High High High - Present 50% 
-
73.8763544 
40.5833343 High High High High High - Present 50% 
-
73.8779161 
40.5763704 High High High High High - - 50% 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - Present 50% 
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Table 26- Band Combination: 12-8-4 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - Present 50% 
-
73.8397498 
40.6384367 High High High High High - Present 50% 
-
73.8621445 
40.6258016 High High High High High - Present 50% 
-
73.8086165 
40.0267330 High High High High High - Present 50% 
-
73.8270994 
40.5898236 High High High High High - Present 50% 
-
73.8763544 
40.5833343 High High High High High Present Present 100% 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - Present 50% 
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Table 27- Band Combination: 11-8-2 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - - - 
-
73.8397498 
40.6384367 High High High High High - - - 
-
73.8621445 
40.6258016 High High High High High - - - 
-
73.8086165 
40.0267330 High High High High High - - - 
-
73.8270994 
40.5898236 High High High High High - - - 
-
73.8763544 
40.5833343 High High High High High Present - - 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - - - 
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Table 28- Band Combination: 12-11-4 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - Present 50% 
-
73.8397498 
40.6384367 High High High High High - Present 50% 
-
73.8621445 
40.6258016 High High High High High - Present 50% 
-
73.8086165 
40.0267330 High High High High High - Present 50% 
-
73.8270994 
40.5898236 High High High High High - Present 50% 
-
73.8763544 
40.5833343 High High High High High Present Present 100% 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - Present 50% 
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Table 29- Band Combination: 12-11-8 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - - - 
-
73.8397498 
40.6384367 High High High High High - - - 
-
73.8621445 
40.6258016 High High High High High Present - 50% 
-
73.8086165 
40.0267330 High High High High High - - - 
-
73.8270994 
40.5898236 High High High High High - - - 
-
73.8763544 
40.5833343 High High High High High Present - 50% 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - - - 
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Table 30- Band Combination: 12-8-3 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - - - 
-
73.8397498 
40.6384367 High High High High High - - - 
-
73.8621445 
40.6258016 High High High High High Present - 50% 
-
73.8086165 
40.0267330 High High High High High - - - 
-
73.8270994 
40.5898236 High High High High High - - - 
-
73.8763544 
40.5833343 High High High High High Present - 50% 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - - - 
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Table 31- Band Combination: 4-8-11 (June 12, 2017) 
Lat Long All 
Nutrient
s 


























































































































- - - 
Overall % match 22.2% 
                                                                                              725 
Table 32- Band Combination: 4-8-11 (July 02, 2017) 
Lat Long All 
Nutrien
ts 

















































































































High High High High High Present Presen
t 
100% 
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Overall % match 94.4
% 
 
Table 33- Band Combination: 4-8-11 (August 01, 2017) 
Lat Long All 
Nutrien
ts 



















































































- - - - - - - - 






High High High High High - Present 50% 
Overall % match 61.1
% 
 
Table 34- Band Combination: 4-8-11 (September 10, 2017) 
Lat Long All 
Nutrients 



















40.6295784 High High High High High - Present 50% 
-
73.8397498 
40.6384367 High High High High High - Present 50% 
-
73.8621445 
40.6258016 High High High High High Present Present 100% 
-
73.8086165 
40.0267330 High High High High High - Present 50% 
-
73.8270994 
40.5898236 High High High High High - Present 50% 
-
73.8763544 
40.5833343 High High High High High Present Present 100% 
-
73.8779161 
40.5763704 High High High High High - - - 
-
73.9036237 
40.5655978 - - - - - - - - 
-
73.9241318 
40.5782794 High High High High High - Present 50% 
Overall % match 50% 
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