I. INTRODUCTION
T HE HIGH albedo and insulating properties of sea ice make it climatically influential [1] . Changes in the Arctic ice cover influence shipping navigation routes, unique ecosystems above and below the ice, and the exploration of untapped gas and oil reserves [2] . The coverage of perennial or multiyear (MY) ice is of particular interest due to its greater thickness and higher albedo over seasonal or first-year (FY) ice [3] . It poses both more stability to the ice cover and more danger to sea vessels than FY ice [4] .
In order to characterize changes in sea ice, a wide variety of tools are commonly used. These include observations from ships, buoys, aircraft, and satellites. Satellite-borne microwave sensors have been used in various studies to estimate sea ice concentration and extent [1] , [5] - [9] as well as to classify sea ice as FY or MY [10] - [12] . Sea ice is, in general, very dynamic both intra-annually and interannually. In 2010, Arctic sea ice extent, which includes sea ice concentrations above 15%, fluctuated between 15.25 and 4.6 million km 2 [13] . Kwok et al. [14] report findings of interannual MY sea ice loss through a study of ice thickness. In their study, a five-year period from 2003 to 2008 was investigated during which ice draft profiles were obtained from a submarine cruise and moorings in the Chukchi and Beaufort seas. Additional estimations of the ice draft were made using a laser altimeter aboard ICESat to retrieve elevation data over the Arctic Ocean. The study concluded that, in the 4 years following 2005, there was a net loss in MY sea ice volume of 6300 km 3 , which corresponds to a 42% decrease. In terms of ice classification, microwave backscatter has been found to produce more temporally stable results than microwave brightness temperature [10] . In another study by Kwok [12] , FY ice and MY ice are classified using a fixed threshold on Ku-band backscatter obtained from the SeaWinds instrument aboard QuikSCAT. The threshold is determined to be optimal by visual inspection with collocated high-resolution RADARSAT imagery. In a separate study by Nghiem et al. [15] , Arctic sea ice is classified as seasonal, perennial, and mixed ice also using SeaWinds measurements. Although the published literature on their method is sparse, it is clear that the classifications are based on statistical analysis, noting that seasonal ice and perennial ice have distinct backscatter signatures. Their results were validated using observations from an icebreaker in the Barents Sea during October and November of 2001.
In this paper, we develop a seasonally varying threshold to discriminate between FY and MY ice during the winter. Similar to [12] , backscatter measurements from the SeaWinds instrument aboard QuikSCAT are used to classify Arctic sea ice as FY or MY ice. The classification is derived from observed trends in SeaWinds measurements over a period of seven years. These trends provide insight into the backscatter signatures of aging sea ice. The resulting classification indicates that the coverage of MY ice has reduced from year to year relative to FY ice between 2003 and 2009, as was previously reported in [14] .
The rest of this paper is organized as follows. Section II provides background on the active and passive microwave data used to study the trends of FY and MY ice, where microwave data extend over a common time period from 2003 to 2009. Passive microwave data are used to isolate regions of high ice concentrations in Section III. These regions are further analyzed in Section IV, where trends in FY and MY ice are discussed. These trends lead to a method of classification presented in Section V. Classification results are validated against Canadian Ice Service (CIS) charts in Section VI. Typical classification results and a discussion of MY ice loss are presented in Section VII.
II. DATA SOURCES
The National Aeronautics and Space Administration (NASA) launched the SeaWinds instrument aboard QuikSCAT in 1999 [16] as a quick replacement for the NASA Scatterometer, which failed in 1997. SeaWinds (hereafter referred to as QuikSCAT by convention) employs a rotating pencil beam antenna which transmits and receives at 13.4 GHz. Measurements of the normalized backscatter cross section (σ 0 ) are collected in horizontal (HH) and vertical (VV) polarizations at incidence angles of 46
• and 54.1 • , respectively. QuikSCAT achieved global daily coverage for ten years, producing a consistent and nearly uninterrupted data set over its period of operation. In 2009, its rotating antenna stalled, limiting further observations. Although QuikSCAT was designed to measure wind speed and direction over the ocean, the radar backscatter measurements collected are sensitive to land, snow, water saturation, and various types of ice.
The QuikSCAT data used in this paper have been processed using the scatterometer image reconstruction (SIR) algorithm [17] , [18] . QuikSCAT SIR images are provided in log scale at two resolutions referred to as "egg" and "slice," where egg and slice are references to the antenna footprint. Egg-based SIR images have a nominal pixel resolution of 4.45 km with an estimated effective resolution of ∼8-10 km. Slice-based SIR images have a nominal pixel resolution of 2.225 km with an estimated effective resolution of ∼5 km. The QuikSCAT egg images used in this paper are of lower resolution than slices but are less noisy. These daily polar SIR images are produced in a polar stereographic map projection.
To derive the ice classification algorithm for QuikSCAT data, a mask is applied to remove measurements over ocean and low concentrations of sea ice. The Advanced Microwave Scanning Radiometer of NASA's Earth Observing System (AMSR-E) is selected for this purpose and additionally provides a passive complement to QuikSCAT data. AMSR-E was developed by the National Space Development Agency of Japan and launched in 2002. The hardware improvements over existing spaceborne radiometers include the largest main reflector of its kind and the addition of 6.9-GHz channels. AMSR-E is currently operational and provides measurements over 6 frequencies ranging from 6.9 to 89.0 GHz. Measurements are taken at vertical and horizontal polarizations at each frequency for a total of 12 channels [19] . As with QuikSCAT, AMSR-E is in a sunsynchronous orbit and provides consistent daily coverage of the poles. The brightness temperatures obtained are sensitive to land, snow, ice, and water. AMSR-E is also available in a SIR image format using a variation of the SIR algorithm [17] , [20] .
III. FILTERING LOW-SEA-ICE-CONCENTRATION PIXELS IN QUIKSCAT DATA
For the purposes of developing a model, we exclude backscatter measurements over open water and low sea ice concentrations. This initial step effectively excludes the marginal ice zone (MIZ) where open ocean processes (particularly waves) significantly influence the backscatter in this zone. Although QuikSCAT measurements are sensitive to the ocean-ice interface, high winds often cause measurements over the ocean to appear like ice. High winds can make it difficult to isolate high ice concentrations using QuikSCAT. However, brightness temperatures obtained from the 6-GHz V (or H) channel of AMSR-E (A 6,V ) show a high contrast between ocean and ice. AMSR-E SIR images have high resolution (nominally 8.9 km/pixel for the 6-GHz channel) and span largely the same time frame as QuikSCAT. They are also readily available and are collocated with QuikSCAT SIR images. The contrast between open water and FY ice, with respect to emissivity (and brightness temperature), increases as frequency decreases [21] . Applying a fixed threshold to A 6,V is a simple and adequate method to remove measurements over the ocean and the MIZ. Using one of the previously mentioned sea ice concentration algorithms may also be appropriate for this purpose.
To illustrate the sensitivity of A 6,V to sea ice concentration, a comparison is made with ice concentration maps produced by the NASA Team (NT) sea ice algorithm [22] , [23] . The NT ice concentrations (which are provided in polar stereographic projection) were resampled using bilinear interpolation for comparison. Fig. 1 shows the typical joint histograms of NT ice concentrations and A 6,V measurements from 2004. In each case, a high correlation between A 6,V and the NT ice concentration is evident. Areas with A 6,V brightness temperatures above 220 K correspond to winter sea ice concentrations of 40% or more. For illustration, the 220 K threshold is shown in Fig. 1 (and later in Fig. 3 ). We note here that the observed distributions of QuikSCAT measurements corresponding to pixels above the threshold are not sensitive to the exact threshold on A 6,V .
An advantage of using only A 6,V is its lack of sensitivity to ice type, which prevents a bias toward the selection of FY or MY ice. A typical SIR image of A 6,V is shown in Fig. 2 , where ocean and ice measure approximately 160 K and 250 K, respectively. There is no clear distinction between FY and MY ice at this frequency. For reference, MY ice is typically located north of Greenland's coast and in the vicinity of the north pole. A typical derived sea ice mask created using this threshold approach is shown applied to a QuikSCAT SIR image in Fig. 4 for day of year (DOY) 20, 2004 . Ocean has been removed by the mask. Land has been removed using a standard Arctic land mask.
IV. TEMPORAL TRENDS OBSERVED IN QUIKSCAT MEASUREMENTS
During the winter, active microwave measurements from QuikSCAT are characteristically brighter over MY ice while lower returns are seen over FY ice. Some of the distinction between ice types is due to differences in ice salinity, porosity, surface roughness, ridges on the order of meters to kilometers in length, and the properties of snow cover. Analyses of satellite scatterometer data show a large dynamic range of Ku-band backscatter, which has a strong sensitivity to FY and MY ice [15] .
Understanding the temporal nature of sea ice backscatter allows and/or improves the classification of ice as FY or MY. To visualize temporal sea ice characteristics, we use a time series of histograms of QuikSCAT measurements. Fig. 5 shows a series of histograms for the winter of 2006-2007, where sea ice has been selected using the method described in Section III and the histograms have been normalized. The distribution from each day during the winter has approximately one large mode around −20 dB representing FY ice and one large mode around −10 dB with some smaller modes above −10 dB representing MY ice. Approximate classification of the modes is obtained due to the limited availability of other MY ice classifications. Observations suggest that FY ice backscatter quickly moves to lower values between September and mid-November. It decreases slightly (sometimes, remaining constant) during December and January and then gradually moves to higher values until mid-March. After March, the backscatter moves to lower values until June. Then, it becomes difficult to distinguish the ice type by backscatter until late September due to melting. After September, new ice forms. The variability of the FY ice trend is influenced by several factors. Some of these include new ice formation, brine drainage, ridging and rafting of ice sheets, snow metamorphism under different meteorological conditions, ice growth rate (which affects ice salinity), and atmospheric and ocean temperature fluctuations (which affect ice growth).
The backscatter signature of FY ice, in Fig. 6(a) , seems to stabilize by mid-November. The high backscatter of FY ice observed prior to mid-November may be partially explained by frost flowers, which are formed by the deposition of ice directly from the vapor phase. Frost flowers have been seen in connection with a sharp increase in backscatter for ice that is 10 to 30 cm thick. The backscatter of this FY ice may be as high as that typically seen for MY ice. As the ice thickens, the backscatter decreases by roughly 5 to 7 dB and stabilizes to commonly observed values for FY ice [25] , [26] . The gradual backscatter increases observed from February to mid-March may be accounted for by brine drainage and roughening of the surface over time. Brine drainage, which begins immediately after ice forms, leads to lower brine volume and consequently lower electromagnetic absorption. The effects of drainage, in combination with increased roughness and snowfall over time, tend to increase scattering [26] . Factors in the subsequent decrease in backscatter may be related to an increase in snow density, as discussed later.
B. Trends in MY Ice
Referring to Fig. 6(a) , the backscatter signature of MY ice during the 2004-2005 winter is seasonally dependent. Over the winter, it moves to lower backscatter values with the exception of a pause during January and February. Reduction in MY backscatter might be due, in part, to snow accumulation and/or increasing snow density. Arctic snow accumulation is the greatest in the fall, with little accumulation in December and January and then gradually increasing accumulation in spring until May [27] .
The pattern of snowfall seems to mimic the pattern of decreasing backscatter, suggesting a possible connection. The average snow density in the Arctic has been observed to gradually increase during the winter over MY ice [27] . Under dry snow conditions, snow density, grain size, and stratification are the dominant factors in determining the backscatter coefficient, which is inversely correlated with snow density [28] . In distinguishing ice type by backscatter, there is an implied assumption that backscatter increases as ice ages. In 2004 and later, the mode representing MY ice splits into as many as three or more distinguishable modes. An example of these modes is shown in Fig. 7 for the 2007-2008 winter. In the following, we show that σ 0 generally increases (to an upper limit) for MY ice after each summer melt.
To study this increase, σ 0 measurements are collocated with the position of buoys deployed in MY ice by the Cold Regions Research and Engineering Laboratory (CRREL). The buoys allow a parcel of ice to be tracked over time. The implicit assumptions are that buoys are fixed relative to a surrounding parcel of ice, that similar ice characteristics exist within a 5-km radius (QuikSCAT egg resolution), and that temporal disparities of less than one day are acceptable. Tracking the backscatter over an ice parcel provides significant information about the time-varying characteristics of the ice. Of the more than 40 buoys deployed in the Arctic between 2003 and 2009, at least 10 remained active long enough to provide MY comparisons.
Typical plots for collocated σ 0 VV measurements for various time periods are shown in Fig. 8 , where corresponding buoy tracks are shown below each plot. Very similar results were obtained using σ 0 HH. CRREL buoy 2005E, which is shown in Fig. 8(a) While it is difficult to determine the cause of increased backscatter of MY ice in all cases, a possible explanation follows. Microwave scattering results from a combination of surface and volume scatterers. Volume scattering from MY ice is largely a result of air pockets and channels within the ice. During the formation of MY ice in the summer, temperature increases in the upper layers of the ice cause brine pockets to enlarge. The enlarged pockets then tend to coalesce and form a vertical network of channels in the ice. When freshwater melt forms on the surface of the ice, it contributes to this network of channels as it percolates through the ice sheet. This process reduces the salinity of the upper 50 to 100 cm of ice to less than 1‰. These changes are a major contributing factor to the large backscatter increase of MY ice over FY ice [25] . Percolation of freshwater melt occurs each year, which may cause widening of-or additions to-the vertical network of channels within the ice sheet. Increased porosity of the ice could account for increased volume scattering.
C. Interannual Trends in Sea Ice Coverage
Interannual trends in sea ice may be observed by analyzing the distribution of σ 0 over a period of several years. Fig. 9 (a) shows a plot of daily histograms of normalized backscatter from 2003 to 2009. Fig. 9(b) shows the total area of ice isolated for each day. It shows that the total area of ice under consideration is seasonally consistent. These histograms suggest a gradual shift in the ice cover from MY to FY ice. The MY ice mode (right) becomes progressively weaker and dispersed during this period, while the FY ice mode (left) becomes progressively stronger. Since Fig. 9(a) shows that the area of sea ice under consideration does not change significantly from winter to winter, we conclude that MY ice has gradually been replaced by FY ice over this period. We note that there is some indication of a possible rebound of this trend in 2009. In addition, it should be noted that the minimum ice areas given in Fig. 9 (b) may be inaccurate due to summer melt conditions.
To illustrate the shift in sea ice cover from MY to FY ice, 
V. MY ICE CLASSIFICATION
The trends observed in sea ice backscatter for FY and MY ice appear to be interannually consistent. Each year, there is a clear separation of FY ice and MY ice. FY ice has some variations that may be due to snowfall or other weather events, but the variations are reasonably small with respect to the larger trends in ice type. For MY ice, the number of observed trends in backscatter depends on the year. The appearance of different signatures from year to year may be explained by the varying spatial coverage of MY ice of different ages. CRREL Buoy 2006F [ Fig. 8(c) ], which was deployed in MY ice, gives evidence that MY ice may return backscatter signatures as low as −15 dB.
These observations give rise to a method for FY/MY ice classification using an average of the yearly distributions. Fig. 12(a) shows the histograms of σ 0 VV for an annual period averaged over 7 years (2003) (2004) (2005) (2006) (2007) (2008) (2009) . The scales of the image are adjusted to show a minimum bin count that exists over most of the winter, which separates distributions associated with FY and MY ice. A threshold model, which is dependent on the DOY, is selected by fitting a curve to the minimum of each histogram during the winter. Artificial bounds, which are shown in 12(b), are used to approximately isolate the daily minimum. The minimum found between these bounds and the fitted curve are also shown in Fig. 12(b) . A fifth-degree polynomial is fitted using a least squares method. Although seasonal changes in the data are naturally periodic, a polynomial fit locally approximates periodic data and can be fitted to seasonal changes. Backscatter values below this threshold are classified as FY ice, and those above this threshold are classified as MY ice.
A limitation of this classification method is that MY ice can sometimes look like FY ice. Comiso suggests that ice floes near the MIZ that survive the summer melt often have passive microwave signatures similar to FY or intermediate ice later in the winter. He suggests that this is due to the intrusion of seawater into the snow-ice interface during the summer [29] . This intrusion affects active microwave signatures due to the salty ocean water entering the porous upper layers of the ice. It has been observed that microwave signatures of flooded MY ice can easily be confused with FY ice. In the Fram Strait, Tucker et al. found that surface flooding was observed on about 30% of sampled ice floes [25] . In some instances, FY ice looks like MY ice if it has undergone significant rafting and ridging and/or brine exclusion. While we have excluded the MIZ for the purpose of deriving our sea ice classification, we mention this limitation for completeness.
VI. VALIDATION
Ice charts from the CIS [30] are used to validate the classification of FY and MY ice. These charts are based on an analysis and an integration of several data sources, including weather and oceanographic information; in situ observations from land, ship, and aircraft; airborne radar; and satellite imagery. We note that validation using these charts may not be completely independent due to the use of satellite data. In addition, we note the availability of similar charts produced by the National Ice Center. Regional ice charts provide an analysis of ice conditions for a given region and date, where data up to three days prior are used to determine ice concentration, stage of development, and ice form, following World Meteorological Organization terminology. Ice charts have been available on a weekly (sometimes biweekly) basis since 2006. For validation, the most useful regions are the Western Arctic and Eastern Arctic. These regions are commonly covered by FY and MY ice. The regions themselves are divided into approximately homogeneous subregions and assigned a total ice concentration. The three most prominent ice types within the subregion are recorded with their partial concentration, stage of development and thickness, and form or floe size. The sum of the partial ice concentrations is always less than or equal to the total ice concentration for the subregion. The data for each subregion are contained in an oval chart typically referred to as an egg code.
In order to compare CIS ice charts with FY and MY ice classifications derived from QuikSCAT backscatter, ice chart stages surviving at least one melt season (old ice, second-year ice, and MY ice) are grouped as MY ice, and all other ice types are grouped as FY ice. For the purpose of comparison, the ice stage within a subregion with the highest partial ice concentration is assumed to represent the whole subregion. In order to counter the error that may be introduced by this assumption, only subregions in which the highest partial ice concentration is 70% or greater are considered. The next highest partial ice concentration for these subregions is less than 30% by definition and is assumed to make little contribution. When a range of partial ice concentrations is specified in the CIS ice charts, the average is used. For example, for the partial ice concentration of 60%-80%, a value of 70% is assumed. Each ice chart region is formatted as a shape file in SIGRID-3 format with the latitude and longitude specified for the vertices of each shape. Fig. 13 shows the Western Arctic CIS ice chart region collocated with QuikSCAT VV on DOY 42, 2008. In Fig. 13(a) , subregions within the ice chart are colored by the percent ice concentration of the ice stage with the highest concentration. Fig. 13(b) shows ice stages grouped as FY or MY ice overlaid on a QuikSCAT SIR image. The CIS ice chart appears to be a natural extension of the QuikSCAT SIR image.
For the winters (November, DOY 308, through April, DOY 120) of [2006] [2007] [2007] [2008] , and the end of 2008 (DOY 308 and on), the total average error for the Western Arctic and Eastern Arctic regions is 5.84% ± 3.52% error. For illustration, the classification error for 2008 is shown in Fig. 14(a) and (b) for the Western Arctic and Eastern Arctic regions, respectively. Summer backscatter measurements are not classified due to the high variation in backscatter over melting snow and ice. We note that there is a slight performance difference with respect to the error between the Western Arctic and Eastern Arctic regions. With a fixed threshold of −14.5 dB on σ 0 , as in [12] , the total average error is 7.16% ± 3.75% error. We conclude that, for the validation regions, a seasonally varying classification threshold performs better on average than using a fixed threshold. Further validation using CIS ice charts is limited by chart availability.
VII. DISCUSSION OF RESULTS
Results from ice classification using QuikSCAT are shown in Fig. 15 for DOY 32, 2003, through 2009 . These typical results reveal the MY ice loss trend previously noted from the temporal trends in Fig. 9 . The loss of MY ice may partially be accounted for by the advection of MY ice through the Fram Strait, as noted in multiple studies ( [31] and [32] for example). The evidence presented in this paper indicates that, while the total area of highly consolidated ice has fluctuated to a small degree between 2002 and 2009, there has been a shift from MY ice to FY ice. This shift is evident using both active and passive microwave sensors. Although this trend is consistent over the selected years, it appears that, in 2009, there may be a small increase in MY ice.
VIII. CONCLUSION
Classifying FY and MY sea ice over the winter using a Ku-band scatterometer can be accurately accomplished using a seasonally dependent threshold to separate ice types. The results are consistent with CIS ice charts. Less than 6% average ice classification error is observed for Western and Eastern Arctic regions during the winter.
Interannual trends exist in Ku-band backscatter over FY and MY sea ice. In particular, MY ice has been observed to increase in backscatter for each melt season that it survives. The spatial coverage of MY ice is also observed to decrease significantly between 2003 and 2009. However, in 2009, there is an increase observed in the MY ice cover over the previous year.
