This paper investigates codebook-based precoding for spatial modulation (SM) and generalized spatial modulation (GSM) systems. Codebook-based precoding allows the system to dispense with full channel state information at the transmitter (CSIT). This considerably reduces the feedback overhead. Phase-only codebooks with systematic structure are investigated since they avoid increasing the peak to average power ratio of the transmitted signal. It is shown that the proposed phase-only codebooks yield equivalent performance to published codebooks that involve gain and phase. In addition, a gain-only codebook is designed to supplement the phase-only codebook and reduce the bit error rate (BER) further. We also compare the performance with the Grassmannian codebooks which are proposed for other multiple-in-multiple-out (MIMO) systems. In GSM systems, several antennas are simultaneously active as a transmit antenna combination (TAC). The BER performance of unprecoded GSM systems is typically inferior to SM systems due to correlation among TACs. However, with codebook precoding, this effect is mitigated, and the performance of the GSM system becomes superior to the SM system. We investigate codebook precoding for GSM systems where precoding is performed per-TAC or per-antenna. Moreover, we investigate the GSM system where the TACs are selected adaptively based on the achievable benefit from codebook precoding. Using computer simulation, it is shown that the performance of the proposed codebooks is very promising in both SM and GSM systems. Per-antenna precoding is superior to per-TAC precoding. Adaptive TACs selection further improves performance.
Introduction
One of the main goals of the fifth-generation mobile communication (5G) systems is to considerably increase the data rate. Among the technologies to achieve this goal is the enhancement of multiple-input multiple-output (MIMO) antenna systems towards massive MIMO. The existing Long-Term Evolution (LTE) system employs up to 8 transmit antennas (TAs) [1] . On the other hand, 5G systems are expected to employ larger number of TAs to increase the spectral efficiency [2] . In conventional MIMO systems like spatial multiplexing (SMX) and transmit diversity (TD), all antennas transmit simultaneously, with a dedicated radio frequency (RF) chain for each antenna. The increase in the number of TAs and RF chains is a challenging complexity. Moreover, the RF consumes considerable power in the transmit chain [3] . To tackle this problem, spatial modulation (SM) has been introduced [3, 4] . In the original form of SM, the transmitter is equipped with N t > 1 TAs, where N t is a power of 2. Only one RF chain that can switch among these antennas is employed. At every transmission, instant K bits are transmitted, where K = log 2 (N t ) + log 2 (M). The first log 2 (N t ) bits are used to select the index of the TA to be activated (i.e., connected to the RF chain). The last log 2 (M) bits are used to select a conventional amplitude-phase modulation (APM) symbol (e.g., M-QAM) for transmission from the active antenna. The receiver, having full knowledge of the channel state information (CSI), must detect the index of the TA and the transmitted APM symbol. The advantages and disadvantages of SM are detailed in [3, [5] [6] [7] ].
An important variant of SM is the generalized spatial modulation (GSM) [8] [9] [10] . GSM employs the concept of transmit antenna combination (TAC). When the number of TAs N t is small, the available antennas are grouped into N c TACs, where each TAC includes N a active antennas. Hence, the number of TACs N c is given algorithm of [11] , with the same BER performance of SM and GSM. This is achieved by employing augmented Lagrangian (AL) with dual ascent optimization [13] . In [14] , a precoding algorithm is developed for SM under per-antenna power constraint: strict per-antenna power constraint, and average per-antenna power constraint. The goal of power constraint is to reduce the peak to average power ratio (PAPR). In [15] , a GSM precoder is designed to maximize the mutual information between the discrete channel input, i.e., the transmitted symbols, and the channel output. In [16] , two forms of precoders are considered for GSM. The first is based on diagonalizing the channel using singular value decomposition (SVD). The second is based on the pseudo-inverse of the channel. In [17] , analog precoding is considered for GSM in millimeter wave channels. Since precoding is performed in the analog domain phase-only precoding is assumed. Similar to [15] , the precoder is designed to maximize the mutual information between the channel input and channel output. The research in [18] also considers a GSM system for the millimeter wave channel. However, a hybrid precoder is assumed with both analog and digital precoders. The analog, phase-only, precoder is used in the RF chain, while a complex values precoder is implemented digitally. Similar to [15, 17] , the precoders are designed to maximize the mutual information. The work in [19] by the same authors of [18] provides another version of the hybrid precoder that focuses on GSM with SMX to increase the spectral efficiency. Finally, in [20] , four precoding methods are proposed for GSM. The first method is based on grouping the TAs having similar impulse response. The second method applies SVD to the channel matrix and selects the TACs based on their singular values. The third method applies DFT before SVD then TACs are selected. The fourth method is based solely on precoding with selected columns of the DFT matrix.
There are two challenging assumptions in all previously outlined precoding methods: (1) the need for full CSIT, and (2) the high complexity requirement. CSIT may be readily available in time division duplex (TDD) systems, where the uplink and downlink channels are reciprocal. However, the RF front-end may not be similar in the transmitter and receiver. This can adversely affect the CSIT reciprocity of the uplink and downlink. In frequency division duplex (FDD) systems, CSIT requires feedback from the receiver to the transmitter. This may consume considerable uplink bandwidth, especially with large number of transmit and receive antennas. Moreover, all the previously outlined methods employ the CSIT to design an optimum precoder. This is typically achieved through iterative optimization techniques that usually suffer from high complexity and little compatibility with parallel processing.
To eliminate the requirement of full CSIT and considerably reduce complexity, several papers consider codebook-based precoders with limited feedback. Almost all these papers are devoted for SM. GSM received very little attention in that regard. A codebook, consisting of sufficient number of codewords, is shared by the transmitter and receiver. The receiver employs the CSI to select the best codeword and feeds-back its index to the transmitter. Hence, the feedback overhead is minimized. The work in [21] proposes an SM precoding method that is based on increasing the ED between only the two constellation points with MED. The receiver finds the antenna pair with MED. Then, it selects a quantized gain for one of the two antennas and a quantized phase difference between the two antennas that maximize the MED. The receiver feeds-back four indexes to the transmitter: the two indexes of the antenna pair, the index of the selected gain, and the index of the phase difference. This method is denoted as transmit precoding (TPC). Despite its simplicity, the TPC method improves the BER performance considerably. The work in [22] modifies the TPC method to provide gain precoding only, i.e., without phase precoding. This slightly reduces the feedback overhead at the cost of some performance degradation. In [23] , an algorithm employing the Lloyd algorithm is presented to design a precoding codebook. The codewords are matched to a large set of training CSI realizations. Starting with an initial codebook, each CSI realization is associated with the nearest codeword. Then, each codeword is optimized for its associated subset of training CSI realizations using the centroid criterion. The updated codewords are considered an initial codebook for the next iteration. Another codebook design is presented in [24] , where a codebook is generated from complex Gaussian random variables with zero mean and unit variance. The codewords are normalized for a fixed total power. It is shown that even this randomly generated codebook provides a modest BER performance improvement compared to the SM without precoding. The work in [25, 26] presents codebook-based precoding for space shift keying (SSK) system, which is a simplified version of SM where the information is transmitted through the TA index only. On the other hand, the work in [27] presents codebook-based precoding for SM systems where several phase-only and gain-only codebooks are investigated. This work does not consider GSM systems. Finally, in [28] , a phase-only codebook is designed for GSM operating in line-of-sight millimeter wave channels. The codebook is based on DFT matrix and a moderate performance gain is achieved. To the best of the author's knowledge, there is no work that investigates codebook precoding for GSM systems in non-line-of-sight Rayleigh fading channels.
Several other works in the literature attempt to improve the performance of SM and GSM systems without employing precoding. For example, the work in [29] considers fully generalized SM (F-GSM) system where the number of active antennas N a is allowed to change from 1 to N t . All active antennas transmit the same APM symbol. The same work also introduces the fullquadrature SM (F-QSM) system. In this system, the real and imaginary parts of the APM symbol are transmitted on different set of antennas. Similar to F-GSM, the set may include from 1 to N t antennas. The F-GSM and F-QSM are shown to improve the spectral efficiency and reduce the BER. The work in [30] employs signal space diversity (SSD) to improve the BER performance of the conventional SM system. SSD involves phase rotation of the AMP symbols such that each bit is represented in both the real and imaginary parts of the symbol. This is followed by interleaving the imaginary parts of two successive symbols. Using this formulation, transmit diversity is achieved and the BER is reduced. In [31] , a new optimized bit-to-symbol mapping method is introduced for the case of single receive antenna. The method assumes partial CSIT knowledge. The main concept is to reduce the Hamming distance between SM symbols with close Euclidean distance. To achieve this goal, TA selection bits are mapped based on the magnitude of the channel gain, while modulation baits are mapped to PSK symbols based on the phase of the channel. Using this approach, a significant BER reduction is achieved.
It can be concluded from the aforementioned background that SM and GSM precoding techniques that dispense with full CSIT did not receive sufficient attention in the literature. These methods are important and deserve further investigation and development. Hence, this paper investigates codebook-based SM and GSM precoding. The advantages of the codebook-based precoding can be summarized as follows:
There is no need for full CSIT. Searching the codebook for the best codeword is simple and can be done using parallel processing. BER performance is significantly better than SM or GSM without precoding.
In this paper, we investigate several codebooks with systematic structure that is easy to generate. The set of the antenna gains that constitute the codewords is limited. This allows efficient hardware implementation of the digital complex multipliers. Since the set of gains is predefined and limited, multiplication with the APM symbols can be implemented as a look-up table. Specifically, the contribution of the paper can be summarized as follows:
1-The paper investigates the performance of phaseonly codebooks, including Walsh-Hadamard and quasi-orthogonal sequences. 2-The paper presents a design for a gain-only codebook and investigates its performance. 3-The performance of the combined use of the phaseonly and gain-only codebooks is investigated. We show that they exceed published literature results. 4-The performance of Grassmannian line packing codebooks, which are frequently used by other MIMO systems, is compared to the previous codebooks. 5-We compare two schemes of precoding for GSM:
per-antenna precoding and per-TAC precoding. We show that per-antenna precoding is superior to per-TAC precoding. 6-We propose a system where the GSM TAC-set is selected adaptively. The receiver selects the specific TAC-set that provides the best precoded performance. Its index is fed-back to the transmitter alongside the codeword index. 7-Complexity analysis of the process of selecting the best codeword is provided.
Compared to our work in [27] , contributions 4, 5, 6, and 7 above are new in the current paper. We show by simulation that the BER performance with the phaseonly codebook and gain-only codebook, separately, is similar to the published codebook-based precoders performance for SM, with equal number of feedback bits. The BER performance is improved further with the employment of the combined codebook, with the cost of few extra feedback bits. The Grassmannian line packing codebook provides inferior performance to the proposed codebooks. For the case of GSM, it is shown that perantenna precoding provides better performance than per-TAC precoding since it has the potential of extra diversity gain. When the best TAC-set is adaptively selected the GSM system performance increases further.
The paper is organized as follows. The next section presents the GSM system model with codebook precoding, for which SM is a special case. Section 3 clarifies the method for selecting the best codeword from the codebooks. Sections 4 and 5, respectively, introduce the phase-only and gain-only codebooks employed in this paper and how they are generated. Section 6 presents the general complex (gain and phase) codebooks. Section 7 discusses the computational complexity required to select the best codeword. Section 8 is devoted for the simulation results and compares with published results. The last section concludes the paper.
Notation: (.) * , (.) T , and (.) H indicate conjugate, transpose, and Hermitian transpose, respectively. Boldface upper-case and lower-case letters denote matrices and vectors, respectively. Italic upper-case or lower-case letters represent scalar variables. The notation diag(x) denotes a diagonal matrix with the vector x in its diagonal. The notation ‖ x ‖ refers to the Euclidean norm of the vector x. The notation x refers to the mean of the vector x.
System model of GSM with codebook precoding
The GSM system model under consideration is shown in Fig. 1 . The transmitter, which is equipped with N t TAs, is capable of activating N a antennas simultaneously, where N t > N a ≥ 1. For SM systems N a = 1 and N t is a power of 2. The N t TAs are grouped in transmit antenna combinations (TACs). Each TAC includes N a antennas. There are N tac ¼ N t N a ways of choosing N a different antennas from the available N t antennas. The GSM system employs only N c ≤ N tac TACs, where N c should be a power of 2. Hence, N c is given by -sets that can be used. The first set can be {I 0,0 ={0, 2}, I 0,1 ={0, 3}, I 0,2 ={1, 2}, and I 0,3 ={1, 3}}. The second set can be {I 1,0 ={0, 1}, I 1,1 ={0, 3}, I 1,2 ={1, 2}, I 1,3 ={2, 3}}. The 15 sets are listed in Table 1 for clarity.
The GSM system can either permanently use one of the TAC-sets {I l,k } (i.e., the index l is fixed), or the GSM receiver adaptively selects the set {I l,k } and feeds-back the index l to the transmitter alongside the precoding codeword index. If the TAC-set is fixed, the set l is selected such that the antenna overlap among I l , k , k=0, 1, …, N c −1, is minimized [8, 9] .
In the previous example, one good choice is {I 0,k , k = 0, 1, 2, 3}, where each antenna is included in two TACs only. On the other hand, the set {I 14,k } is not favorable since antenna 0 is used in 3 TACs. For N t = 5 and N a = 2 we have N c = 8. The first TAC-set can be selected as {I 0,k , k = 0, 1, …, 7}={{0, 2}, {0, 3}, {0, 4}, {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}}. In this case, each antenna is overlapped 3 times, except antenna 2, which is overlapped 4 times. For arbitrary values of N t and N a , a method is described in [19] to select the TACs with minimum overlap. The case of adaptive selection of the TAC-set is presented in the next section. For the convenience of notation, for the remainder of this section, we will drop the index of the TAC-set and use I k as the set of antennas in the kth TAC in the selected TAC-set.
There are two main GSM schemes in the literature: GSM with multiplexing and GSM with diversity. In the first scheme, at each transmission instant, N a APM symbols are transmitted simultaneously from the N a active antennas [10, 13, 15, 16] . In the second scheme, only one APM symbol is transmitted from the N a active antennas [8, 9, 11, 20, 32] . One common goal for both schemes is to increase the number of TACs, which is particularly useful when N t is small, as explained in the first section of this paper. An additional goal for the GSM multiplexing scheme is to increase the transmission rate N a times. This comes at the cost of increased interference and higher receiver complexity. On the other hand, the GSM diversity scheme, with proper precoding, increases the diversity order and reduces the BER.
In this paper, we employ the GSM scheme with diversity. One TAC-set, including N c TACs, is selected for transmission. One APM symbol is selected for transmission from all N a antennas in the TAC (i.e., rank 1 transmission). In the transmitter side, K = log 2 (N c ) + log 2 (M) bits are taken every transmission instantly. The first log 2 (N c ) bits select the index of one TAC for transmission. The next log 2 (M) bits select one of M-ary APM complex symbols s m (e.g., M-ary QAM). The M-ary symbols are normalized such that E[|s m | 2 ] = 1. To normalize the transmission power, the selected symbol s m is divided by a factor ffiffiffiffiffiffi N a p before transmission from the selected TAC.
A precoding vector p is employed to precode the GSM signal before transmission. The precoder p is a selected codeword from a codebook that is known to the receiver and transmitter. The receiver selects the codeword p and feeds-back the index of the selected codeword to the transmitter (feedback is not shown in Fig. 1 ). In this paper, we consider two methods for precoding:
Combination precoding (CP): this is shown in Fig. 2a , where one element of the precoder p multiplies the whole TAC. Hence, the codeword length is N p = N c with power constraint ‖p‖ 2 = N p .
Full precoding (FP): this is shown in Fig. 2b . In this case each antenna in the TAC is multiplied by a different codeword element. Hence, the codeword length is N p = N c N a with power constraint ‖p‖ 2 = N p .
The signal is transmitted through a frequency non-selective Rayleigh fading channel whose CSI is represented by the (N r ×N t ) matrix H. Elements of H are independent and identically distributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance. The CSI can be written as H ¼ ½h 0 ; h 1 ; …; h N t −1 , where the vector h n is the nth column of H. When symbol s m , m = 0, 1, …, M−1, is transmitted from the kth TAC, k = 0, 1, …, N c -1, the received signal can be written as
In (1), the (N r ×1) complex vector w represents the additive white Gaussian noise (AWGN) whose elements Table 1 TAC-sets for GSM with N t = 4, N a = 2 
In (2), I k {j} is the actual jth transmit antenna index in the kth TAC. As a clarification example, in the first TAC-set in Table 1 (i.e., the first column), if k = 3 (i.e., the last TAC) we get I k {0} = 1 and I k [1] = 3. For convenience of notation the constellation vector in (2) is rewritten as
Using the N v = M N c possible constellation vectors we can form the (N r × N v ) constellation matrix V, which is given by:
Since the receiver has full knowledge of the CSI, the precoding vector p and the selected TAC-set it can prepare the constellation matrix V. In this paper, we assume that the receiver employs maximum likelihood (ML) detection criteria [33] to detect the received signal (1). The receiver selects the column from (4) with MED to the received vector of (1), i.e., :
From the detected antenna and symbol indices fk;mg the transmitted bits are reproduced. Using ML detection, the union bound of the BER is given by [33] 
In (6), D i, j is the number of bit errors if a transmitted vector v i is erroneously detected as v j , and Q(.) is the Qfunction, defined as QðxÞ
Þdu . Note that if N a = 1 and N t is a power of 2, the GSM system reverts back to the SM system.
Codeword and TAC-set selection

Codeword selection
Here, we first assume that the TAC-set is fixed, and the receiver needs to select the best codeword in the shared codebook. As described in the previous section, a codeword p is used in the transmitter for precoding the transmitted signal in (1) and also used in the receiver ML detection in (5) . Hence, careful selection of the codeword p is critical for the performance of the GSM system. Since the Q-function rapidly decays with an increasing argument, the BER bound of (6) is dominated by the term with smallest argument of the Q-functions. Hence, to reduce (6) the MED between pairs of constellation vectors in (4) should be maximized. In most of the published literature, this is done at the transmitter by optimizing the precoder p based on the knowledge of the CSIT [11] [12] [13] . To avoid the need for CSIT, and due to the advantages mentioned earlier, in this paper we adopt the codebook-based precoding. The transmitter and receiver share the same codebook(s). Only the receiver needs full CSI knowledge to select the best codeword(s). The receiver feeds-back the selected index to the transmitter. We assume sufficiently slow fading channel such that, given the reverse channel bandwidth, the feedback rate is feasible. This is the same concept employed in codebook based SMX in LTE and 5G [1] . Let P be the (N p ×B) shared codebook matrix which includes B codewords arranged in columns (i.e., the codebook size is B). The receiver selects from the codebook P the best codewordp that maximizes the MED as follows:
The receiver feeds-back to the transmitter log 2 (B) bits with the index of the best codeword. In the next section, we present several candidate codebooks that we consider in this paper.
TAC-set adaptive selection
In addition to codeword selection, the GSM system can employ adaptive TAC-set selection. In this case, a number N set,max ≤ N set of TAC-sets is shared between the transmitter and the receiver. The receiver selects the specific TAC-set and feeds-back its index to the transmitter with the selected codeword index. For example, and referring to Table 1, the GSM system may select one TAC-set from the first N set,max = 2, 4, 8 or 15 TACsets from Table 1 . The selected TAC-set is signaled to the transmitter through ⌈log 2 (N set,max )⌉ feedback bits.
Recall that Equations (2) to (7) are for a specific fixed TAC-set, where we dropped the index l of the TAC-set, i.e., we used I k in lieu of I l,k . Returning back the index of the TAC-set, the constellation vectors in (3) should be denoted as v l,n . Consequently, joint selection of the best codewordp and the best TAC-set indexl is given byl
An important design aspect is the selection of the TAC-sets to be considered in the search. As mentioned in Section 2, we should select first the TAC-sets with minimum overlap among their antennas. From these sets, we select the TAC-sets with minimum overlap among their TACs. Referring to Table 1 , each of the first 3 TAC-sets (I 0,k , I 1,k and I 2,k , k = 0, 1, 2, 3) has 2 overlapping antennas within the TAC-set. There is no TAC overlap among these TAC-sets. To select more TACsets, we allow for more overlap among the antennas in the same TAC-set, then we add TAC-sets with minimum TACs overlap with the previously selected TACsets. Obviously, the best order of the TAC-sets is not unique. Table 2 shows an example of the first 16 TAC-sets for N t = 5 and N a = 2 where the previously explained order is used.
Phase-only codebooks
In this section, we present two codebooks that include phase rotation only: Walsh-Hadamard (WH) codebook and quaternary quasi-orthogonal sequences (QOS) codebook. Phase-only codebooks are used in 5G systems [1] since they provide significant performance gain over unprecoded systems with low complexity and without increasing the PAPR. Our goal is to employ efficient codebooks with widely diverse codewords such that, given any CSI realization, there is a high probability to find a codeword that is close in Euclidean distance to the optimum precoder. Another goal is to employ codebooks with a systematic structure where a limited set of gains and phases are used to build the codewords. This leads us to the logical choice of employing an orthogonal matrix to be the basis of the codebook. The orthogonality property itself is not directly important. The zero or low correlation among the codewords makes them as different as possible, which increases the chance of finding a codeword that increases the MED.
Define α as the rotation angle that wraps around the AMP constellation points to the same points (regardless Table 2 TAC-sets for GSM with N t = 5, N a = 2
of the bit to symbol mapping). For M-ary QAM, α = π/2, while for M-ary PSK, α = 2 π/M. Phase rotation of one TA by nα (where n is any integer) does not change the MED in (7) with respect to any other TA. Hence, the phase angles of the phase-only codebooks have to be modified as explained below. Walsh-Hadamard (WH) codebook consists of B ϕ =N p codewords of length N p , where N p is a power of 2. Since the elements of the WH matrix are ± 1, it provides phase rotation by 0 and π. Hence, the WH codebook P is formed by converting all elements of value -1 of the WH matrix to exp(j α/2). The WH codebook is desirable when reducing the number of feedback bits is critical.
Quaternary quasi-orthogonal sequences (QOS) codebook are first proposed for code division multiple access (CDMA) systems to provide additional spreading codes to increase the CDMA system capacity. A set of QOSs is generated by multiplying all columns of the WH matrix by a masking function. Good masking functions are typically found with the aid of extensive computer search. In this paper, we employ quaternary QOS (i.e., 4 phases) designed in [34] . Table 6 of [34] provides 4 masking functions for codeword length 8 ≤ N p ≤ 256. For N p = 4 we develop 4 masking functions in the same manner. Using the 4 masking functions, we generate a codebook of size B ϕ ≤ 4N p . QOS from the same masking function are orthogonal, while QOS from different masking functions have ffiffiffiffiffiffi N p p correlation. Elements of the QOS take values from {+1, +j, -1, -j}. To form the QOS codebook P, these values are converted into {exp(j n α/4), n = 0, 1, 2, 3}, respectively.
One weakness of the phase-only codebooks is clear from its name, phase rotation only. In case of SM systems, or GSM-CP systems, phase rotation cannot increase the MED if the MED is between constellation vectors emanating from the same antenna, but with different symbols. Referring to (2), if the two constellation vectors with MED have the same index k (i.e., same antennas in SM system or same TAC in GSM system with CP) but different m, phase rotation cannot improve the MED.
Gain-only codebook
In this section, we design a gain-only (i.e., positive real elements) codebook with codebook size B g . We denote this codebook by G to distinguish from the phase-only codebook P. The codewords are g m , m = 0, 1, …, B g −1.
The goal is to build G with a limited set of gain elements {g l , l=0, 1, …, L-1} satisfying g min < g l < g max . The pairwise correlation coefficient ρ between any two codewords is upper limited by ρ < ρ max . For any two codewords g m and g n of length N p , the Pearson correlation coefficient is given by
where g is the mean of the vector g. To design the codebook G, we first select five parameters:
The number of desired codewords B g The number of quantized gain levels, L The minimum allowed gain value,g min < 1
The maximum allowed gain value, g max > 1, and The maximum correlation coefficient, ρ max
The codebook is designed numerically with the following steps:
1-Form an initial codebook G 1 that includes all combinations of L N p codewords of length N p , i.e.,
that the updated ‖g m ‖ 2 = N p . The normalized codebook, denoted as G 2 , contains now many identical codewords. 3-Eliminate from G 2 all codeword duplications, keeping the first occurrence. Also eliminate any codeword with any gain element g k > g max or g k < g min , k=0, 1, N p -1. The updated codebook is G 3 . 4-To build the desired codebook G, we iteratively select from G 3 codewords with pairwise correlation coefficient ρ < ρ max . Initially, the first codeword of G 3 is g 0 = [1, 1, , 1] T . The number of codewords in G 3 is K, (K < L N p −1) which will be updated during the iterations. The following iterative steps are performed to build G. (4) is repeated using the initial G 3 , but with a smaller value of ρ max .
Step 1 prepares an initial codebook whose codewords g m include all possible combinations of integers from 1 to L. In step 2, each codeword is normalized to meet the power constraints of ‖g m ‖ 2 = N p . This normalization leads to some duplicated codewords. In step 3, the duplicated codewords are eliminated. Also, any codeword that includes a gain element outside the design limit g min < g l < g max is eliminated. Finally, in step 4, we select codewords with pairwise correlation coefficient lower than a design limit, ρ max . Since the number of codewords after step 3 is very large, the iterative procedure in step 4 circumvents the calculation of the full correlation matrix among all codewords. The value of ρ max is selected low enough such that sufficient codewords in G 3 are eliminated to reach the desired size of the codebook G. In this paper, we use L = 6; g min = 0.2 and g max = 1.9. The value of ρ max is adjusted to get the desired codebook size. Lower value of ρ max yields a smaller codebook size B g . For N p = 4, we select ρ max as 0.3 and 0.6 to get B g = 4 and 8, respectively. For N p = 8, we select ρ max as 0.12 and 0.4 to get B g = 8 and 16, respectively. For other values of B g , the maximum correlation ρ max is changed to get the required size. For larger values of N p ≥ 16, the size of the initial codebook G 1 in step 1 ( L N p ) may be too large to be handled, depending on the available computational power. In this case, G 1 is formed from the random selection of the codewords with as many codewords as possible by the computational power.
General complex values codebook
In this section, we introduce two proposed codebooks whose elements are complex. The first codebook is the combination of the previous phase-only and gain-only codebooks. The second codebook is based on Grassmannian line packing.
Combined phase and gain codebook
We employ a phase-only codebook of size B ϕ and a gain-only codebook of size B g . A complex codebook of size B = B ϕ B g is formed using Hadamard product of each codeword in the phase-only codebook by each codeword in the gain-only codebook. The receiver searches the B codewords to select the best codeword using (7) . Alternatively, the two codebooks can be searched successively. The phase-only codebook is searched using (7) to find the best codeword. This codeword is applied to the constellation vectors as per (2) . Then, the gain-only codebook is searched using the phase-precoded the precoded constellation vectors to find the gain-only codeword. The final codeword is the Hadamard product of the selected phase-only and gainonly codewords. The advantage of this solution is to reduce the search to B ϕ + B g codewords, instead of B ϕ B g codewords. Although not shown in the numerical results to limit space and avoid crowding figures, we found that the performance loss is small.
Grassmannian line packing codebook
Following the same concept mentioned earlier, we need to employ a codebook with widely separated codewords such that, given a limited codebook size, the probability of finding a good codeword is increased. This goal matches with line packing in the complex Grassmannian manifold with unitary lines (i.e., codewords). Grassmannian codebooks are recommended for space-time block coding [35] and spatial multiplexing [36, 37] MIMO systems. Here, we use the Grassmannian codebooks for SM MIMO systems. The set of codewords are selected to maximize the minimum chordal distance between any pair of codewords, i.e., the Grassmannian codebook P is built with complex unitary codewords p i according to
Several techniques are available in the literature [38] . In this paper, we employ codebooks that are generated according to Section 4 of [39] . The complex scaling factors in this codebook are random-like, which may increase the complexity.
Complexity comparison
In this section, we calculate the complexity of the precoding process presented in this paper and compare it to one of the recently published efficient optimization methods in the literature [13] . As it is customary, complexity calculation is based on the number of complex multiplications. Here, we focus on the complexity of the receiver side for selecting the optimal codeword. All calculations that can be done once offline and stored in memory are not counted.
For each codeword, the receiver needs to calculate all constellation vectors in (2) . Complex multiplications of the APM symbols s m with the codeword elements p k and the division by ffiffiffiffiffiffi N a p are performed offline and stored in memory. They are not repeated for each new fading channel realization. Now, we show the complexity required to test the codewords in the codebook:
Each constellation vector in (2) requires N r complex multiplications for GSM-CP or N r N a complex multiplications for GSM-FP. If the TAC-set is fixed, the number of constellation vectors is given by
Otherwise, if the TAC-set selection is adaptive, the number of constellation vectors needing calculation becomes M N tac . For example, and referring to Table 2 . If the TAC-set is adaptive, we need to calculate constellation vectors corresponding to all N tac ¼
When we test a specific TAC-set in (8) , the constellation vectors for the N c ¼ 2 b log 2 N tac c ¼ 8 corresponding to the TACs (with the ✓ sign in each column of Table 2 ) are used.
After calculating the constellation vectors we need to apply (7) or (8) . Denote the number of constellation vectors by C (C = M N c or C = M N tac ).
To calculate (7) or (8), we require N r ðC 2 −CÞ 2 magnitude-square calculations. This is equivalent to N r ðC 2 −CÞ 4 complex multiplications.
We add the complexity of calculating the C constellation vectors and the complexity of applying (7) or (8) .
The total complexity to test the B codewords is
where
and Table 3 compares the complexity of the different GSM codebook precoding schemes presented in this paper. For reference, we select a codebook size B = 64 codewords. Complexity of larger codebooks requires scaling. We also show the complexity of SM precoder optimization method of [13] which is one of the most efficient methods in the literature. It is clear from the table that the complexity of SM codebook precoding is almost 25% of the optimization method of [13] . Employing GSM with FP and adaptive TAC-set increases the complexity by about 167% but it is still less complex than the SM precoder optimization of [13] , while the performance increases considerably.
Numerical results and discussion
In this section, we show the numerical results for SM and GSM under Rayleigh fading channel model as described in Section 2. Unless otherwise mentioned, the modulation is QPSK. We first discuss the BER performance of the GSM system and compare it with other systems in the literature. Then, we discuss the diversity gain obtained by the presented schemes of the GSM system.
BER discussion
For SM, we compare with the codebook-based system of [23] which, to the best knowledge of the author, provides the best codebook-based BER performance. We denote this system as the MMD-CB. The BER of the MMD system of [11, 13] , which requires CSIT to optimize the codeword, is shown as a reference to clarify the loss in dB when CSIT is not utilized. We use BER = 1E-4 as the reference for performance comparison. In all figures, the legends SM and GSM refer to systems without precoding. If the codebook legend includes a number, it is the codebook size. Figure 3 shows the BER performance of SM with phase-only precoding and gain-only precoding when the sizes of the QOS codebook B ϕ (B ϕ ≤ 4 N t ) and the gainonly codebook B g change. We select the SNR per receive antenna to be 20 dB to make the BER close to 1E-4. It appears from the figure that most BER reduction is achieved at codebook sizes 8 and 16 for N t = 4 and 8, respectively. This corresponds to 3 and 4 feedback bits, respectively. If the codebook size is doubled (requiring one more feedback bit) an error floor starts to appear. This can be explained by the increased level of correlation among the codewords. For example, consider the case of N t = 8 with QOS codebook. When the codebook size is less than 8 all codewords (before phase rotation by angle α, as explained previously) are orthogonal, and they yield a considerable BER reduction. As the codebook size is doubled, the full orthogonality is lost and the BER starts to bottom out. This error floor behavior is consistent with the results shown in Fig. 8 of [24] for the random codebook.
It is also interesting to note that the gain-only codebook is more effective than the QOS codebook for N t = 4. This can be explained by the fact that with N t = 4 and QPSK constellation, each constellation vector in (4) has 3 other constellation vectors from the same antenna and 12 from other antennas. For N t = 8, these two values are 3 and 28, respectively (a much smaller ratio). Since the phase-only precoding is not useful when the MED is between two constellation vectors from the same antenna (but different QPSK symbols), the QOS is less effective for N t = 4 than the gain-only codebook. Figure 4 shows the BER performance of SM for N t =8 and N r =2. As expected, codebook precoding yields considerable performance gain. WH codebook. The cost is to increase the required feedback to 6 bits. It is important to note here that if we employ QOS codebook alone, or gain-only codebook alone, with 2 6 = 64 codewords we do not get the gain achievable by combining the two codebooks to get a gainphase codebook. Finally, we can note that the combined gain-phase codebook is about 1.6 dB away from the optimized MMD precoding. Two important points are noted: a) The MMD-CB codebook with 16 codewords provides slightly better BER performance compared to the QOS codebook or the gain-only codebook with the same size. When we combine the gain-only codebook of size 16 with only 4 QOS codewords, the performance exceeds the MMD-CB codebook and becomes 1.6 dB away of the optimum MMD precoding. The cost is 2 extra feedback bits.
b) The Grassmannian codebook is inferior to the phase-only or gain-only codebooks. This again confirms the previous observation that SM precoding has quite different requirements than other MIMO systems. We now switch attention to GSM systems. We consider a GSM system with N t = 5, N a = 2, and N r = 2. Hence, the number of TACs is N c = 8. For the adaptive GSM TAC-set selection, the number of TAC-sets is N set = 30. However, we employ up to N set,max = 16 TAC-sets, given in Table 2 . Figure 5 shows the BER performance of the GSM system with CP (GSM-CP). The first TAC-set of Table 2 is used. It can be noted that the unprecoded GSM system provides poorer performance than the SM system with N t = 8 (see Fig. 4 ). However, with codebook precoding the performance improves considerably compared to unprecoded GSM. However, it is still inferior to the SM system with N t = 8 (see Fig. 4 ), even with the slightly larger size codebooks. The combined gainphase codebook provides the best performance, followed by the QOS codebook and the WH codebook. The gainonly codebook provides the least performance. This is due to the high correlation among the TACs. Hence, just changing the gain of two correlated TACs does not increase the MED as much as phase rotation can do.
To improve the performance of GSM, we employ the GSM system with FP (GSM-FP). In this system, the codeword size is increased to N p = N a × N c = 16. The performance of the GSM-FP system is shown in Fig. 6 . It can be seen that the system is further improved with codebook precoding, compared to the GSM-CP system. As expected, the gain-phase codebook provides the best performance, followed by the QOS codebook. The gain-only codebook is now better than the WH codebook. With GSM-FP, a different gain to each antenna in the TAC causes a phase rotation, which improves the performance. Figure 7 compares the performance of the GSM-CP (solid lines) and GSM-FP systems (dashed lines) with QOS codebook and gain-phase codebook. Using QOS with 32 codewords for both systems, the GSM-FP provides about 1.8 dB gain over to the GSM-CP. This gain is 1.3 dB for the gain-phase codebook with size 256 for both systems. In both GSM systems, the gain-phase codebook is superior to the phase-only QOS codebook. This figure suggests that GSM-FP is preferred to GSM-CP. Now, we consider the GSM system with adaptive TACset selection. Figure 8 shows the performance of the GSM-FP system with TAC-set selection, as described in Section 3. Here, we employ QOS codebook with size 64 codewords. We also show a case with a combined gain-only codebook with size 16 and QOS codebook with size 16. The unprecoded GSM system is shown for reference. Similar to Fig. 6 the GSM-FP (i.e., with N set,max = 1) provides a performance gain due to codebook precoding alone. Figure 8 shows also the performance improvement when increasing the TACsets to N set,max = 4, 8, and 16. About 0.6 dB is gained when 4 TAC-sets are used. The gain achieved with 16 TAC-sets is about 1.2 dB compared to GSM-FP. Finally, when the gain-phase codebook (Gain16+QOS16) is used with N set,max = 16 the gain becomes 1.4 dB compared to GSM-FP.
This gain clarifies that adaptive TAC-set selection is a source for additional performance gain that can be added to the codebook precoding to make the GSM systems more attractive. While not shown here, the GSM-CP also benefits from adaptive TAC-set selection. However, similar to the results of Fig. 7 , with adaptive TAC-set selection the GSM-FP is still superior to the GSM-CP.
Diversity gain discussion
Conventional SM systems (i.e., without precoding) transmit from only one antenna at a time and do not possess transmit diversity. They can only realize receive diversity when N r > 1. However, it is shown in [24] that SM systems with precoding can achieve transmit diversity, even if the codebook is randomly generated. We show here that when the GSM system is employed with codebook precoding the diversity order is higher than SM systems.
The diversity order is given by the slope of the probability of error at high SNR [40] as BER = cγ −D , where c is a constant and D is the diversity order. If we define γ 1 and γ 2 as the SNR in decibels at which the corresponding BER BER 1 = 10 BER 2 , we can estimate the diversity order aŝ
The diversity orders of different schemes are presented in Table 4 . For the SM and GSM systems with precoding, we rely on BER 1 = 1E−4 and BER 2 = 1E−5. For the SM and GSM systems without precoding, we rely on BER 1 = 1E−3 and BER 2 = 1E−4.
It can be seen from Table 4 that both the conventional SM and GSM systems (without precoding) achieve only receive diversity with order 2 (first two rows). With precoding, both the SM and GSM-CP systems increase the diversity order to 4.1 (third and fourth rows). The GSM-FP system with fixed TAC-set increases the diversity order to 5 (fifth row). Using the GSM-FP with 16 adaptive TAC-sets, the diversity order increases to 5.3 (sixth row).
Conclusions
We presented a codebook-based precoding for SM system and GSM system with diversity. Codebook-based precoding avoids the need for full CSIT and requires limited feedback bits. We present phase-only and gainonly codebooks with systematic structure that is independent of the channel state information. The quasi-orthogonal sequences codebook provides BER performance equivalent to other results in the literature. When supplemented with the gain-only codebook with low correlation among codewords the performance improves considerably. Codebook precoding is shown to be beneficial for SM and GSM systems. We also present two GSM systems with precoding: transmit antenna combination precoding (CP) and full combination precoding (FP). We show that the FP system outperforms the CP system. Moreover, we propose a GSM where the transmit antenna combination is adaptively selected. We show that this system provides further performance improvement for the GSM system. 
