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By means of classical density functional theory and its dynamical extension, we consider a colloidal
fluid with spherically-symmetric competing interactions, which are well known to exhibit a rich bulk
phase behavior. This includes complex three-dimensional periodically ordered cluster phases such
as lamellae, two-dimensional hexagonally packed cylinders, gyroid structures or spherical micelles.
While the bulk phase behavior has been studied extensively in earlier work, in this paper we focus on
such structures confined between planar repulsive walls under shear flow. For sufficiently high shear
rates, we observe that microphase separation can become fully suppressed. For lower shear rates,
however, we find that e.g. the gyroid structure undergoes a kinetic phase transition to a hexago-
nally packed cylindrical phase, which is found experimentally and theoretically in amphiphilic block
copolymer systems. As such, besides the known similarities between the latter and colloidal sys-
tems regarding the equilibrium phase behavior, our work reveals further intriguing non-equilibrium
relations between copolymer melts and colloidal fluids with competing interactions.
I. INTRODUCTION
Various recent theoretical and simulation studies have
predicted that colloidal suspensions interacting via short-
ranged attractive forces in addition to longer-ranged re-
pulsive forces can self-organize into periodically ordered
cluster phases (also termed in the literature inhomoge-
neous bulk phases, mesophases, or microphases) with-
out any external fields [1–5]. Remarkably, even for
spherically-symmetric interaction potentials, the mor-
phologies of such structures can be very complex, includ-
ing lamellar (L), spherical micelles (S) on cubic lattices
(e.g. BCC), hexagonally packed cylinders (HEX), or gy-
roids (G). These phases are formed by low- and high den-
sity domains, where within the latter local packing frac-
tions can reach up to 40% , but in low-density regimes
the packing fraction can be less than 1% . Unfortunately,
an experimental validation of ordered pattern formation
in colloidal systems is still lacking, although the existence
of unordered cluster phases and gels has been reported in
experiments [6–8] and computer simulations [9–12]. This
is probably because many long-living metastable cluster
states can be present, and hence it is not clear whether
periodic microphases are dynamically accessible in ex-
periments. However, recent simulations have suggested
that at least simple structures such as the lamellar phase
should in principle be obtainable [13].
Remarkably, self-assembly of ordered phases has been
observed experimentally and theoretically in systems
that exhibit fundamentally different types of interactions,
e.g. strongly orientation-dependent forces such as those
present in block copolymers [14, 15], where chain con-
nectivity is frustrated by the immiscibility of different
polymer components, or oil-water mixtures containing
∗ daniel.stopper@uni-tuebingen.de
hydrophilic and hydrophobic ions leading to microphase-
separation of the solvent [16]. In particular, for block
copolymers and colloidal suspensions intriguing quantita-
tive similarities are observed in terms of the bulk phase
behavior; more specifically, these similarities are mani-
fested in an unique ordering of structures S → HEX →
G → L → G → HEX → S upon increasing the volume
fraction of the constituents. A line akin to a spinodal sep-
arates the disordered fluid-type region from microphase-
separated states. This universal behavior has been ra-
tionalized by showing that both systems can be charac-
terized by the same Landau-Brazovskii free-energy func-
tional [17]. Hence, the formation of ordered patterns
seems to be a general result of complex physical mech-
anisms leading to a competition between configurational
energy and entropy, irrespective of its precise microscopic
origin.
In experiments and simulations upon block copoly-
mers, samples are often exposed to external forces such
as confining geometries, shear flow, or electrical fields in
order to pin down static, dynamic, and mechanical prop-
erties of self-assembled structures, as a comprehensive
understanding of underlying microscopic mechanisms is
crucial for technological and industrial applications such
as drug delivery [18, 19], nanoscale patterning [20, 21] or
lithography [22]. Typically, shear forces are applied in
order to generate longer-ranged order of specific types of
structures, as spontaneously formed configurations usu-
ally exhibit a large number of defects, or to drive phase
transitions between distinct types of phases in a con-
trolled way [23]. For instance, both experimental and
simulation results have seen shear-induced phase transi-
tions G → HEX [24, 25].
In light of the latter and the known analogies between
colloidal systems and block copolymers in equilibrium, in
this work we theoretically investigate the effect of shear
on (confined) colloidal microphases, as predictions from
theory and simulations can play a key rule in guiding
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2experimental investigations. To this end, we consider a
colloidal fluid exhibiting competing interactions which is
confined between to planar repulsive barriers. We employ
classical density functional theory (DFT) [26] and its dy-
namical extension (DDFT) [27, 28], which form powerful
and well established tools for describing both equilibrium
[29–35] and dynamic (non-equilibrium) phenomena [36–
42]. In particular, we make use of a recently developed
version of DDFT that is capable of capturing fundamen-
tal aspects of sheared colloidal suspensions such as shear-
induced migration and laning transitions [42–44].
The precise model system that we consider is a two-
Yukawa fluid in addition to a hard core with diameter
σ, which is a typical colloidal model system when inves-
tigating competing interactions. We employ a standard
mean-field approach to describe the non-hard-core inter-
actions [33, 45], where the hard core is modeled within
Rosenfeld’s fundamental measure theory (FMT) [30, 46].
However, note that the qualitative phase behavior is not
sensitive to the precise type of the interaction – e.g. a
square-well-linear-ramp [4] or a patchy attraction in ad-
dition to a spherical repulsion [47] have also been consid-
ered.
In this work we focus on the L and G phases; the for-
mer structure presumably obeys the simplest morphol-
ogy which minimizes numerical challenges but allows us
to study fundamental aspects. The G phase, which sep-
arates space into two labyrinths of cylindrical passages
that never meet, is of particular interest as such complex
structures do not occur only in soft-matter systems. For
instance, they are also prominent in the wings of specific
types of butterflies or birds [48, 49] acting as biophotonic
crystals responsible for structural coloring. The paper is
structured as follows. In Sec. II we first introduce the
model system with a brief overview of the DFT formal-
ism (Subsec. II A). This is followed by a short discussing
regarding the bulk phase behavior (Subsec. II B), and
in Subsec. II C we put focus on the influence of confin-
ing geometries on colloidal microphases. Subsequently,
in Subsec. II D we give a brief introduction to a DDFT
version that is capable of describing shear flow. In Sec.
III we present our results complemented by discussions
regarding the numerical implementation and the behav-
ior of the L and G phases under shear. Finally, in Sec.
IV we present a summary of our findings and provide an
outlook for future work.
II. THEORY
A. A DFT for the model system
We consider a two Yukawa-fluid, with an attractive
head close to the hard core, and a repulsive tail at longer
distances. The interaction potential reads
βφ(r) = βφhs(r) + βφtail(r) , (1)
where φhs(r) is the usual hard-sphere potential, and β =
1/(kBT ) denotes the inverse temperature. The longer-
ranged, non-hard-core interactions is (r ≥ σ)
βφtail(r) = A
(
−σ
r
e−z1(r/σ−1) +B
σ
r
e−z2(r/σ−1)
)
, (2)
where A is a dimensionless measure of the potential
depth, and B fixes the amplitude ratio between the at-
traction and repulsion. The parameters z1 and z2 (with
z1 > z2) control the interaction range of the attraction
and repulsion, respectively.
Within the framework of DFT, the grand-potential
functional of the one-body density ρ(r) is given by [26]
Ω[ρ] = Fid[ρ] + Fex[ρ] +
∫
dr ρ(r)(Vext(r)− µ) , (3)
with the chemical potential µ of the particle reservoir,
and an external potential Vext(r). The ideal-gas intrinsic
Helmholtz free-energy functional is known analytically
βFid[ρ] =
∫
dr ρ(r)
(
ln(Λ3ρ(r))− 1) , (4)
in which Λ is the thermal wavelength. All the parti-
cle interactions are contained in the (generally unknown)
excess part Fex[ρ],
βFex[ρ] = βF
hs
ex [ρ] +
1
2
∫∫
dr′dr ρ(r)ρ(r′)βφtail(|r− r′|) .
(5)
For the hard-sphere part, for simplicity here we employ
the original Rosenfeld functional [46], but obviously more
accurate versions such as the White-Bear versions [50,
51] can be applied. The non-hard-core interactions are
treated in a standard mean-field approach [33, 45], but
with the range of the attraction extended down to the
core [52]. The equilibrium density profile ρeq(r) can then
formally be obtained from minimizing Ω[ρ] w.r.t. the
density, which yields the formal expression
ρeq(r) = ρb exp(−βVext(r) + c(1)(r) + βµex) , (6)
where µex denotes the excess part of the chemical po-
tential µ, and ρb = N/V the reservoir bulk density. The
corresponding reservoir packing fraction is η = ρbpiσ
3/6.
However, Eq. (6) has to be solved numerically, e.g.
using a Picard iteration scheme, but more sophisticated
versions can be employed [53]. The quantity c(1)(r) is
referred to as the one-body direct correlation function,
defined via
c(1)(r) = −β δFex[ρ]
δρ(r)
, (7)
which can be viewed as a (negative) local chemical po-
tential. The system is influenced by two planar repul-
sive walls described by the following external potential
3Figure 1. Bulk phase diagram as borne out by DFT for
the present model system, reproduced from Ref. [2]. η =
piρbσ
3/6 denotes the reservoir packing fraction, and 1/A is
the inverse interaction strength, which can be viewed as an
effective temperature (cf. Eq. (2)).
(H2 > H1)
Vext(z) = V0
{
1 ; if z < H1 or z > H2 ,
e−(z−H1)
2/(4σ2) + e−(z−H2)
2/(4σ2) ; else ,
(8)
with V0 = 50kBT . The quantity H ≡ H2 −H1 controls
the distance between the walls.
B. Bulk phase behavior
The typical bulk phase behavior of colloidal systems
with competing interactions has been studied in detail in
various previous studies employing Landau-type theories
[1, 17], density functionals [2, 3, 52, 54], or computer sim-
ulations [4, 5]. Therefore, we do provide only a compact
repetition of known results so far.
For sufficiently chosen parameters z1, z2, and B in the
interaction potential Eq. (2) introduced in Sec. II A,
one finds a region in the phase diagram (e.g. in the
temperature-density plane, where 1/A takes the role of an
temperature) preempting the usual gas-liquid binodal in
which the homogeneous bulk state ρ(r) = ρb is unstable
w.r.t. arbitrary small density fluctuations. This insta-
bility region is enclosed by the so-called λ line. Within
mean-field theory, the λ line is related to a diverging
peak in the static structure factor S(k) of the homo-
geneous system for a small but non-zero wavenumber
0 < kc  2pi/σ – recall that the gas-liquid-spinodal,
which describes the region in which a macroscopic phase
separation into a gas and a liquid inevitably occurs is
related to a divergence in S(k) at k = 0. The static
structure factor analytically can be calculated via [45]
S(k) =
1
1− ρbĉ(k) , (9)
where ĉ(k) for the present system is the three-dimensional
(3D) Fourier-transform of the direct pair-correlation
function c(r) given by
c(r = |r− r′|) = − β δ
2Fex[ρ]
δρ(r)δρ(r′)
∣∣∣∣
ρ=const.
. (10)
Within the region enclosed by the λ line, the present
mean-field DFT predicts that a periodically ordered in-
homogeneous cluster state can lower the free energy of
the system compared to the homogeneous bulk. A more
detailed analysis reveals that in specific regions lamellar,
cylindric-hexagonal tubes, gyroid, or spherical-micelles-
like structures are thermodynamically the most stable
phases thereby showing a unique ordering, see Fig. 1.
Importantly, this pattern-formation is also predicted by
computer simulations [4]. Note also that, in addition to
the λ line where S(kc) diverges, there exists a typically
broader region in the phase diagram, where S(kc) ex-
hibits a growing, but finite peak at low wave numbers.
This may be related to unordered cluster phases provided
that the peak height and width exceeds a certain thresh-
old [9–12].
C. Colloidal microphases in confined geometries
Facing the rich bulk phase behavior of the present sys-
tem, a confining geometry introduces additional param-
eters, thereby making the problem considerably richer
and more complex. For two planar repulsive barriers,
we expect at least two parameters to become important:
First, the separation H of the walls will influence the
phase behavior of the system – e.g., if H < L0, where
L0 denotes the typical bulk length scale (i.e., periodic-
ity length) of a certain cluster morphology, it is possible
to suppress the formation of this specific structure. In
particular, if the separation of the walls becomes suffi-
ciently small such that it is no longer commensurate with
the periodicity length of any possible cluster states, it is
possible to completely suppress microphase separation.
This, for instance, has been demonstrated in a previous
work addressing two-dimensional systems with compet-
ing interactions confined between planar walls [55]. A
second quantity that becomes worth studying is the pre-
ferred orientation P of structures relative to the walls.
For instance, it has been shown experimentally that in
copolymer systems the orientation of G phases can be
controlled by tuning substrate-polymer interactions [56].
Thus, taking all parameters into account, one finds a
four-dimensional phase space spanned by the quantities
(A, η, H, P) if the parameters z1, z2, and B in Eq.
(2) are kept constant. In principle, it is then possible
to deduce the most thermodynamic stable cluster phase
at each point in phase space, by comparing the grand
potentials of all structures – although, from a practical
point of view, this seems to be out of reach within rea-
sonable computational effort as a full three-dimensional
4vs
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(a) (b)
Figure 2. (a) Microscopic picture of the effect of shear flow on colloidal suspensions: Particles that are subject to distinct
shear velocities tend to overtake each other, which generates a distortion of two-body correlation functions. (b) A schematic
picture of a periodically ordered cluster state under shear where two effects take place: in addition to the microscopic ‘overtake-
mechanism’ shown in (a), the high-density domains themselves are getting deformed due to a non-vanishing density gradient
along the flow direction.
minimization of DFT (even for one point in phase space)
is numerically intensive [2, 3, 53]. In this work we there-
fore do not focus on determining the full phase behavior;
in fact, we pick up a state point within the bulk phase
diagram (e.g., where the gyroid is predicted to be stable)
and choose the external potential such that the wall sep-
aration is H = nL0 where n ∈ N (typically n = 2, 3, 4).
The orientation P is chosen such that two planes of the
unit cell are faced parallel to the wall barriers – irrespec-
tive of whether another orientation may be energetically
favored.
D. Dynamic DFT and shear flow
For particles that are subject to overdamped Brown-
ian motion, dynamic DFT (or DDFT) [27, 28] forms a
valuable theoretical tool for investigating dynamic (non-
equilibrium) phenomena, as was demonstrated in various
studies comparing DDFT to experiments and/or com-
puter simulations, see, e.g., Refs. [36, 38, 40, 57]. The
theory assumes that correlations out of equilibrium in-
stantaneously (i.e., at each point in time) can be mapped
to a corresponding equilibrium situation described by
a suitable external potential. In particular, standard
DDFT has been extended to describe flowing solvents
around external potentials [58] (e.g. a colloid immersed
in a sea of non-interacting advected polymers). The key
equation of the advected-DDFT reads
∂ρ(r, t)
∂t
+∇ · (v(r)ρ(r, t)) = D0∇
(
ρ(r, t)∇ δβΩ[ρ]
δρ(r, t)
)
,
(11)
where v(r) is the flow field, D0 = σ
2/τB is the Stokes-
Einstein diffusion coefficient, and τB is the Brownian
time. Ω[ρ] is precisely the equilibrium grand-potential
functional (3).
For fluids with ‘simple’ types of interactions, the particle
density confined between planar walls depends only on
the direction normal to these walls. For the present ex-
ternal potential given by Eq. (8) this means ρ(r) = ρ(z).
Now assume a simple shear profile of the solvent, with
flow direction parallel to the barrier boundaries, such
that the particle motion is not directly hindered by the
external potential. A suitable choice in light of Eq. (8)
is
v(r) = γ˙(z −H/2)eˆx = PeD0
R2
(z −H/2)eˆx , (12)
where γ˙ is the shear rate, and Pe = γ˙R2/D0 denotes
the Peclet number which we use as a synonym to shear
rate, as the particle hard-core radius R is kept constant
in this work. Unfortunately, for such flow profiles, Eq.
(11) gives rise to ∇· (v(r)ρ(r, t)) = 0, which immediately
results in the key equation of standard DDFT
∂ρ(r, t)
∂t
= D0∇
(
ρ(r, t)∇ δβΩ[ρ]
δρ(r, t)
)
. (13)
However, for particles with a repulsive (hard) core this
cannot be correct (see Fig. 2 (a)) [43]: particles that
are exposed to distinct solvent velocities tend to overtake
each other, resulting in a pressure component normal to
the walls. In experiments it has been demonstrated that
this effect can lead to shear-induced migration at walls,
and, when shear becomes sufficiently strong, particles
can self-organize into characteristic layers reminiscent of
a crystal (so-called laning transition) in order to slide
past one another more efficiently [59, 60]. This failure
of DDFT has been traced back to the key assumption of
the latter, namely that equilibrium sum rules hold also
out of equilibrium [43]. This is equivalent to neglecting
any coupling between particle interactions and external
flow fields. A method that bypasses this shortcoming
was first suggested in [43], and a very promising correc-
tion to DDFT recently was derived, which is exact in the
dilute limit and in principle is applicable to all kind of
particle interactions [42, 44]. Here, the flow field v(r) in
the left-hand side of Eq. (11) is corrected according to
v(r)→ v(r) + vfl(r), where
vfl(r) =
∫
dr′ ρ(r′)K(r− r′) , (14)
and K(r) is the so-called flow kernel, which implements
the physical mechanism of one particle moving past an-
other.
5For the present system, however, we have a different
situation as the density of a modulated phase may de-
pend on all three space variables x, y, z. This can result
in a non-zero advection term ∇· (v(r)ρ(r, t)) due to non-
vanishing density gradients along the flow direction as is
depicted schematically in Fig. 2 (b). Thus, we have a su-
perposition of two effects: the flow drives a deformation
of the structures themselves, and, within high-density
domains of the latter, particles undergo the microscopic
‘overtake’ mechanism discussed previously. Thus, a key-
task is to determine the flow kernel K – in this paper,
as a first-order approximation, we employ the flow kernel
for hard spheres [44], as it has an analytic form that can
be Fourier-transformed also analytically (see Appendix
B). This means that Eq. (14) can be solved very effi-
ciently using Fourier-methods during the numerical time
integrations of Eq. (11), which is a crucial aspect in three
dimensions. Moreover, as we will demonstrate in the next
Section III, the flow kernel becomes negligible in the limit
of low shear rates Pe < 1.
As a side remark we finally note that in this work we
solve the DDFT in three dimensions up to long times
t ∼ 102τB , which requires an adequate solver for elliptic
partial differential equations that is accurate on the one
hand, but also allows for sufficiently large time steps ∆t
in order to obtain reasonable computation times. To
this end, we employ a method called exponential time
differencing [61], which during our investigations turned
out to be very accurate for diffusive equations. The
formalism is presented in Appendix A. We tested the
method by integrating several equilibrium density pro-
files (e.g., the G structure) forward in time without any
shear up to t ∼ 103τB , employing (i) an explicit Euler-
forward integrator, (ii) an implicit Crank-Nicholson
integrator, and (iii) the exponential time differencing
method. For all three methods we used a time step of
∆t = 10−4τB . In equilibrium without any shear, we
expect that ∂ρ(r, t)/∂t = 0 irrespective of up to which
times the DDFT equations are numerically solved for –
however, we found that only method (iii) did not give
rise to a systematic decay of structure in the density
profiles after very long integration times. In particular,
the common but simple Euler-forward algorithm turned
out to be highly unstable with the chosen time step,
manifested in numerical divergences after relatively
short times after shear set in. It could only be stabilized
by choosing a very small time step of ∆t = 10−6τB .
III. RESULTS AND DISCUSSION
A. Lamellar and gyroid structures confined by
repulsive walls
In Fig. 3 (a) we show a gyroid structure confined be-
tween repulsive walls according to Eq. (8) with distance
H = 3L0 and L0 ≈ 25σ, and in (b) a lamellar phase with
(a)
H=3L0
z
x
y
(b)
H=4L0
Figure 3. (a) Gyroid structure between repulsive walls with
distanceH = 3L0 (z-axis is perpendicular to the walls, dashed
lines are guides to the eye indicating the latter) as obtained
from numerically solving Eq. (6) (see text for further de-
tails). Periodic boundary conditions are applied along x- and
y-directions; white means highest particle density, and black
zero density. (b) Lamellar-type structure with planes perpen-
dicular to the walls with separation H = 4L0. The coordinate
system applies to (a) and (b). The reservoir packing fraction
is η = 0.12 in (a), and 0.15 in (b). The inverse attraction
strength is 1/A = 0.22 in both cases.
planes oriented perpendicular to the walls (this type
of orientation we will refer to as ‘transversal’ ), where
H = 4L0 and L0 ≈ 8σ. There is no shear force applied
to the system at this point. Note also that for the
present structures the periodicity length L0 is the same
in all three spatial directions. The coordinate system
holds for (a) and (b) and furthermore for all subsequent
figures that show three-dimensional data. The dashed
white lines are guides to the eye indicating the position
of the repulsive walls. White areas correspond to highest
particle densities (ρ(r)σ3 ≈ 0.8) and black means zero
density. Periodic boundary conditions are applied in x-
and y-directions. The reservoir bulk packing fraction is
η = 0.12 for the gyroid, and η = 0.15 for the lamellar
phase. In both cases and throughout this work, we fix
6z1 = 1.0, z2 = 0.5, B = 0.2, and the inverse attraction is
1/A = 0.22. We see that the gyroid forms closed tubes
close to the repulsive barriers, but its morphology is not
distorted at the center between the repulsive barriers;
the perpendicular lamellae form characteristic bulges
at the walls and its density distribution is invariant
along the y-direction. Interestingly, while we find the
rather complex G and the more simple parallel-oriented
L phase also for small wall separations with H ∼ L0
(although here the G structure is significantly affected
by the walls), the transversal L phase, as well as the
spherical BCC and HEX phases, could not be stabilized
for H . 4L0.
The structures are obtained by numerically solving Eq.
(6) massively in-parallel on graphics cards via a standard
Picard iteration scheme in presence of the walls. It is con-
venient to perform three-dimensional DFT calculations
on computing devices that allow for a high paralleliza-
tion, as standard sequential or slightly parallelized algo-
rithms lead to unreasonably high effort in terms of com-
puting time [62]. One typically has to employ an initial
guess ρinit(r) for the density that already resembles the
desired microphase [2]. This is due to the fact that the
free-energy landscape can be very complex, i.e., within
the region enclosed by the λ line there can exist a lot of
metastable cluster states. This means that during the
Picard iteration the system easily can become trapped in
a local minimum, which may be far away from the de-
sired structure when simply employing a random noise
term above the bulk profile as an initial input. For in-
stance, a suitable guess for the transversal L structure
reads ρinit(r) = ρb(1 + γ sin(2pix/L0)) exp(−βVext(z)),
where γ controls the strength of the perturbation and
typically γ = 0.1 is sufficient. For the G, a more com-
plex approximation based on Fourier-expansions has to
be used; it can be found in Ref. [63]. The optimal peri-
odicity length L0 of a specific microphase can be found
by minimizing the grand potential functional Ω[ρ] in Eq.
(3) w.r.t. both the density ρ(r) and the size of the unit
cell without any external potential [2, 47].
The displayed G structure has a total volume of V =
Lx×Ly×Lz = 2L0× 2L0× 3L0 = 12L30. In Ref. [62] we
have shown that typically 10 points per hard-core radius
R are necessary in order to guarantee that packing effects
on the one-particle level are properly described, provided
that particle densities are sufficiently low such that the
system is still in a non-crystal phase. However, for the
gyroid shown in Fig. 3 (a) a resolution of ∼ 10 points/R
would require at least a total amount of 1024×1024×1536
grid points (L0 ≈ 50R). The (dynamic) DFT calcula-
tions shown in this work have been performed on high-
performance graphics cards with an memory amount of
12 Gigabytes, which allow for domains consisting of max-
imal 256× 256× 512 grid points. This corresponds to a
spatial resolution of 3 points/R. Thus, in order to de-
scribe a domain consisting of 1024 × 1024 × 1536 grid
points, an amount of memory of roughly 500 Gigabytes
Figure 4. (a) Steady-state density profiles ρ(z)σ3 along the z-
axis for several Peclet numbers: Pe = 0.5 (blue), 2.0 (green),
3.0 (yellow), and 4.0 (red). The black line shows the respective
equilibrium density profile without any shear. Lower figures
plot the corresponding two-dimensional cut of the 3D density
in the x-z-plane for Pe = 2.0 (b) and Pe = 4.0 (c). Blue means
zero, and red highest density. The dashed lines in (b) and (c)
are guides to the eye marking the locations of the repulsive
barriers, and the black arrows indicate the shear flow.
is needed. However, up to this date, such large comput-
ing resources are not yet available on graphics cards. We
have verified that the overall G structure essentially is un-
affected by the coarse grid resolution, but single-particle
packing effects that may occur within high-density do-
mains cannot be resolved anymore. This we concluded
by comparing the bulk gyroid structure of a large system
with V = (3L0)
3 to a smaller system with V = L30, where
for the latter situation a resolution of 10 points/R was
employed (with 5123 grid points in both cases; this was
possible since a purely equilibrium DFT-program is less
memory intensive than a DDFT-program).
In contrast, the periodicity length of the lamellar phase
(L0 ∼ 8σ) is much smaller compared to the G phase,
hence allowing for a spatial resolution of ∼ 10 points per
radius. More precisely, for the situation shown in Fig. 3
(b) the total volume is V = 3L0×L0×4L0 with a domain
size of 384× 128× 512 grid points.
B. Lamellar phases under steady shear
1. Parallel orientation and effects of high shear rates
We start with considering the L phase, with the lamel-
lae being oriented parallel to the repulsive walls. As
for the transversal configuration, the reservoir packing
fraction is set to η = 0.15. For the given potential
parameters (cf. Sec. III A) this structure corresponds
to the most stable thermodynamic state, whereas the
transversal lamellae shown in Fig. 3 (b) are metastable
w.r.t. the former (though they represent also a local
7energetic minimum of the system). This can be con-
cluded by comparing the grand potentials of these two
structures. The separation of the walls is kept constant
at H = 2L0. Starting with an equilibrated density
profile, we integrated ρ(r) forward in time according to
Eqs. (11) – (14) employing a time step of ∆t = 10−4τB .
The parallel oriented lamellar phase is most suitable
to pin down effects of the flow kernel K(r), as the den-
sity varies only normal to the walls, i.e. ρ(r) = ρ(z).
Hence, when the flow kernel is neglected, a simple shear
flow has no impact on the density as the advection term
in Eq. (11) vanishes identically. In Fig. 4 (a) the re-
sulting steady-state profiles are shown along the z-axis
for four different shear rates Pe = 0.5 (blue), 2.0 (green),
3.0 (yellow) and 4.0 (red). For the lowest shear rate,
we see that the flow kernel only has a minimal impact on
the density profile –it is nearly indistinguishable from the
equilibrium state without shear (black line). This is to be
expected, since for shear rates Pe < 1, the single contri-
butions to the flow kernel become very small (all but one
scale with ∼ Pe2). Note that although here we only con-
sidered the flow kernel for hard spheres, this argument
does not change even when having access to a flow kernel
that fully treats the longer-ranged interactions. Thus,
for sufficiently small shear rates, the flow kernel may be
omitted. This is particularly important when consider-
ing density distributions that give rise to a non-vanishing
contribution in the advection term ∇ · (v(r, t)ρ(r, t)), as
we will see in the subsequent subsection III B 2. However,
with increasing Pe, microphase separation becomes in-
creasingly suppressed, and particles in the vicinity of the
wall boundaries become more localized. This is in line
with shear-induced migration of the particles. In Figs.
4 (b) and (c) the respective density distribution is plot-
ted in the x-z-plane for Pe = 2.0 (b) and 4.0 (c), where
blue means zero and red corresponds to high-density do-
mains. Figure 5 displays the kinetic pathway of the L
phase driven out of equilibrium with Pe = 4.0. For short
times t∗ = t/τB after shear sets in, the high density
domains exhibit sharply peaked one-particle correlation
peaks, most pronounced for t∗ = 0.5 (blue curve). As
time goes by, the region in between the lamellae is con-
tinuously filled up, indicating that clusters are dissolved
due to shear. At the same time, the correlation peaks
become less pronounced, which finally yields the steady-
state profile at t∗ ≈ 8. See [64] for a movie illustration
in which the behavior of the parallel-oriented L phase
under different shear rates up to t∗ = 8.0 (color-code
corresponds to the steady-state profiles shown in Fig. 4
(a)) is demonstrated.
This behavior can be understood as follows. Due to the
linear shear profile, particles located close to the walls are
moving faster than particles located at the center. This
generates a pressure normal to the walls, and as a result,
for sufficiently high shear, cluster formation is completely
suppressed. In a recent work Scacchi et al. derived sta-
bility thresholds for the laning transition as a function of
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Figure 5. Kinetic pathway of the transition from a parallel
lamellar- to the dissolved phase at Pe = 4.0 for times t∗ = 0.0
(black), 0.1 (green), 0.5 (blue), 1.0 (orange), 2.0 (brown), and
6.0 (red). The latter is already nearly indistinguishable from
the steady-state profile shown in Fig. 4 (a).
particle interaction strength and bulk density [42]. The
strong localizations that are apparent in Fig. 5 in the
high-density domains for short times indicate the onset of
such a laning transition – for longer times, when regions
with high density become increasingly flattened out, one
continuously moves out of the instability region in which
laning occurs. When shear is switched off after reaching
the steady-state profile, the particles self assemble back
into a (lamellar) cluster phase.
In the following subsections investigating the behav-
ior of a transversal oriented L phase (Sec. III B 2) and
G phase (Sec. III C) under shear, we will consider only
shear rates with Pe < 1. For these more complex cluster
morphologies it turned out that the numerics for Pe > 1
can become challenging, manifested in numerical instabil-
ities and divergences; the one-particle peaks that emerge
upon high shear can become even more localized than
for the simple parallel L phase shown in Fig. 5. In or-
der to bypass these difficulties, presumably (i) additional
tensorial corrections to the original Rosenfeld functional
should be taken into account, since it is well known to
yield divergences when the particle density becomes too
localized [65, 66], and (ii) a higher grid resolution beyond
the maximal 10 points per hard-core radius R employed
herein may be necessary. Unfortunately, these two points
could not be addressed in this work due to limitations in
terms of the available amount of graphics memory.
2. Transversal orientation
As a second case, we consider a lamellar phase where
planes of the lamellae are located normal to the wall, and
where the flow direction is also normal to the lamellae (cf.
Fig. 3 (b)). The density distribution has a non-vanishing
gradient along the flow direction (x-direction), thus the
advective term in Eq. (11) gives a non-zero contribution.
8Figure 6. Transition of an initially transversal to a parallel L
phase under shear flow with Pe = 0.25 for times t∗ = 0.0 (a),
0.50 (b), 1.0 (c), 2.0 (d), 4.0 (e) and 8.0 (f). The dashed lines
are guides to the eye marking the position of the repulsive
walls, and yellow arrows in (a) indicate the shear flow. In [64]
a movie illustration can be found.
In Fig. 6 we display the resulting temporal behavior for
Pe = 0.25 in the x-z-plane (the configuration is transi-
tionally invariant along the y-direction). The color-code
is the same as in Fig. 4, and the plotted times are t∗ = 0
(a), 0.5 (b), 1.0 (c), 2.0 (d), 4.0 (e), and 8.0 (f). For
short times t∗ . 1.0 we see that the lamellae are increas-
ingly distorted by the flow, but they are not completely
destroyed (Figs. 6 (a)–(c)). At some point in time, how-
ever, there is a kinetic phase-transition where the ini-
tial structure is completely destroyed. Close to the wall
boundary particles start to form stripes, and in between
ρ(r) shows a ‘turbulent’ behavior (Fig. 6 (d)). Subse-
quently, the particles self-aggregate into stripes parallel
to the flow direction, which finally results in a perfect
parallel-oriented L structure (see Fig. 6 (e)–(f)). In [64]
we show a movie to further illustrate the behavior of the
transversal L phase under shear up to times t∗ = 8.0.
When shear is switched off, unlike to the case of high
shear, the system stays in the configuration of parallel
lamellae. This is indeed not too surprising as for the
chosen state point the parallel configuration is the most
stable configuration (as discussed at the beginning of Sec.
III B 1).
C. Gyroid phase under steady shear
In this subsection we examine the behavior of the G
phase under shear, a structure that obeys a significantly
(a) (b)
(d)(c)
(f)(e)
(d)
y
x
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Figure 7. Gyroid structure between repulsive walls under
steady shear with Pe = 0.25 at times: t∗ = 0.0 (a), 0.5 (b),
1.0 (c), 2.0 (d), 4.0 (e), and 12.0 (f). Yellow arrows indicate
shear flow along x-direction.
more complex morphology than a lamellar, 2D-hexagonal
or BCC phase. We consider two cases: first, a moderate
shear with Pe = 0.25 as in the previous section, and a
very weak shear with Pe = 0.01. In Fig. 7 we show the
time evolution of the full 3D density under shear with Pe
= 0.25 for times t∗ = 0.0 (a), 0.5 (b), 1.0 (c), 2.0 (d),
4.0 (e) and 12.0 (f), and in Fig. 8 the corresponding x-
z-plane view is displayed for the same times. The color
code is as in Fig. 4, and as for the transversal L phase,
in [64] a movie is provided up to times t∗ = 14.0. As
for the transversal-oriented L phase, the gyroid becomes
increasingly distorted along the flow direction, where up
to t∗ . 1.0 the morphology with a highly interconnected
network is clearly identifiable. However, in the y-z-plane,
normal to the flow direction, stronger deformations are
emerging. For longer times, the gyroid morphology is
no longer visible, and is replaced by a turbulent-like sys-
tem of small tubes and lamellae where interconnections
perpendicular to the flow direction nearly vanished. Sub-
sequently, this structure reorders into 2D-hexagonally ar-
ranged cylinders, with translational invariance along the
flow direction (Figs. 7 (d)–(f)), although some deviations
are present close to the barrier boundaries. When switch-
ing shear off after reaching the final state, we find that
the system is trapped in a metastable thermodynamic
minimum: the density distribution does not change any-
more when time goes by. This can be attributed to a
9Figure 8. x-z-plane view of the sheared gyroid at a constant
y-coordinate for times 0.0 (a), 0.5 (b), 1.0 (c), 2.0 (d), 4.0
(e), and 12.0 (f). The dashed lines are guides to the eye
marking the position of the repulsive walls, yellow arrows in
(a) indicate the shear flow, and in [64] a movie illustration
can be found.
rather complex free-energy landscape – while for the cho-
sen values of η,A,B, z1 and z2 (see Sec. III A) the initial
G represents the most stable microphase (cf. Fig. 1), the
HEX phase can also exist but is metastable w.r.t. the G
phase. Furthermore, one should bear in mind that a gen-
eral property of DDFT is that random-noise fluctuations
are treated in a mean-field fashion, since fluctuations
are averaged out during the derivation of DDFT from
the underlying microscopic stochastic equations [27, 28].
As such, the system cannot overcome possible energy
barriers between distinct types of cluster states by sim-
ply ‘waiting’ for a sufficiently long time period in order
to minimize its free energy; moreover it is a priori not
clear whether stochastic fluctuations would be sufficient
to drive the system towards its global energetic minimum.
Hence, applying shear drives a topological phase tran-
sition G → HEX, thereby dramatically changing the
Euler-characteristic χG of the initial structure; χG is
strongly negative due to the highly inter-connective net-
work, while the final structure presumably obeys a very
small Euler characteristic χhex, as the latter would be
zero for perfect cylinders without any defects. What is
striking about the present results is that similar shear-
induced instabilities causing topological phase transitions
G → HEX have been observed for block copolymers in
both computer simulations [25] and experiments [24].
Moreover, transitions from transversal L → parallel L
structures under weak shear have also been reported [67].
While it is well known that equilibrium bulk properties
(a) (b)(b)
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Figure 9. (a) 3D-frontal view on the y-z-plane at a constant
x-coordinate showing the steady-state configuration of the
sheared gyroid phase with Pe = 0.25. (b)-(d) Same as in
(a) but with Pe = 0.01 for times t∗ = 200 (b), 300 (c) and
400 (d).
of self-organized cluster phases of colloidal systems with
competing interactions and block copolymers obey a uni-
versal behavior, for out-of-equilibrium phenomena this
has not been reported before. Considering the simulation
study of sheared block copolymers in Ref. [25], even the
kinetic pathway (for interested readers cf. Figs. 6,7, and
8 in Ref. [25]) reveals intriguing analogies with our find-
ings. These parallels can be explained by rationalizing
that dynamic processes in block copolymer systems often
make use of equations of motion that (from a mathemati-
cal point of view) are similar to the colloidal DDFT equa-
tions (see, e.g., Ref. [68]; further references are given in
Ref. [23]). In Fig. 9 we compare the final state (reached
at t∗ ≈ 12) of the sheared G phase for Pe = 0.25 (a) to
long-time results at t∗ = 200 (b), 300 (c), and 400 (d) for
Pe = 0.01. Calculation of these results took more than
1 month of computation time. Note that the total shear
strain Pe · t for (a) and (c) is the same, yet the impact
on density is significantly different. For the latter, we see
that (for all times) the shear is too weak to destroy inter-
connections between the cylinders located perpendicular
to the flow direction. These results beg the question of
whether a minimal shear rate exists, below which the sys-
tem cannot be driven out of its (local) thermodynamic
minimum, i.e., below which the initial Euler characteris-
tic does not change significantly over time. We think that
such a minimal shear rate exists, but presumably it can
become very small with a corresponding Peclet number
of order 10−3 – 10−5 or even below. Unfortunately, this
cannot be validated straight forwardly, as for such small
shear rates possible changes of the density due to shear
in turn will take place on time scales of 103τB – 10
5τB
which would require several months or years of compu-
tation time. Thus, at this point we cannot provide an
proper answer to this question. One may also address
this question by analytically expanding the DDFT in the
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limit of very low shear rates around an equilibrium state
such as the G phase, which, however, is beyond the scope
of the current work.
IV. SUMMARY AND OUTLOOK
In this work, we employed classical density functional
theory and its dynamical extension to investigate the
effect of (steady) shear flow on self-assembled colloidal
microphases. The latter are periodically ordered clus-
ter phases that arise due to a competition between at-
tractive and repulsive interparticle forces; the loss in en-
tropy due to spatially ordering is (over-)compensated by
a gain in configurational energy. Remarkably, such clus-
ters can show complex non-spherical morphologies such
as Gyroid phases, albeit the underlying particle interac-
tions can be spherically-symmetric [2, 4]. In particular,
the bulk phase behavior of the present system shows in-
triguing similarities with block copolymers [1, 14, 15, 17],
and here we demonstrated that these similarities are not
bound to equilibrium situations: upon applying a steady
shear flow, the system is driven out of equilibrium which
results in kinetic phase-transitions depending on the re-
spective Peclet number. For sufficiently weak shear with
Pe < 1, we showed that one can induce e.g. a G →
HEX transition, which both in experiments and com-
puter simulations [23–25] has been observed for block
copolymers. Similarly, a transversal oriented L phase
(lamellae perpendicular to wall boundaries and flow di-
rection) reorientates itself under shear into a parallel L
structure, which also was observed in particle dynam-
ics simulations of block copolymers [67]. In contrast, at
higher shear rates with Pe > 1, we found that clusters are
destroyed and the fluid obeys a phase transition into an
unordered, dissolved phase; this is a direct consequence
of the hard-core interactions between particles, and in
this work is accounted for by a recent version of dynam-
ical DFT [44], adequately capturing effects of sheared
colloidal suspensions. In particular, in this regime the
behavior seems to be different to block copolymers: upon
increasing shear, the latter typically do not dissolve but
rather tend to form distinct clusters compared to lower
shear rates [67]. The present results open perspectives
to future work, where the regime Pe > 1 may be studied
in more detail. Here, it would be interesting to study
the behavior of more complex structures such as a gy-
roid or BCC phase under high shear; another interest-
ing (and important) point is to go beyond the flow ker-
nel for pure hard spheres. However, these points require
that very high computer resources are available. In the
high-shear regime, microphases need to be described on
three-dimensional grids with spatial resolutions that al-
low to properly account for packing effects on the one-
particle scale (see Secs. III A and III B). However, up to
this date, the treatment of very large systems with do-
main sizes consisting of ∼ (1024)3 grid points seems to
be out of reach within the framework of (dynamic) DFT,
even when employing modern high-performance graph-
ics cards to significantly speedup calculations as we have
done in this work.
Finally, it is important to note that in this work we ne-
glected hydrodynamic interactions (HI) i.e., we assumed
that the colloidal particles instantaneously follow the flow
field without distorting the latter significantly. A cou-
pling between particles and solvent may be incorporated
via solving the 3D Stokes equations for incompressible
flow
η∇2v(r)−∇p = −ρ(r)f(r) , (15)
where η is dynamic viscosity, p a pressure field enforcing
the incompressibility constraint, and f(r) is a body force
exerted on the solvent, in the present context given by
f(r) = −∇βΩ[ρ]
δρ(r)
. (16)
Equations (15) and (16) may then be solved self-
consistently with suitable boundary conditions along
with Eq. (11). Preliminary results for Pe < 1 (here
we completely neglected the flow kernel as incorporating
both of the latter and HI is numerically extremely expen-
sive) indicate that HI seem to not impact significantly the
phase transitions shown in this work. For higher shear
rates (e.g. Pe = 1.5 while neglecting the flow kernel), we
obtain a non-linear, slightly oscillatory flow profile along
the shear-gradient axis similar to results provided in Ref.
[67] for block copolymers. However, a more detailed anal-
ysis of the influence of HI, in particular at higher shear
rates, will be subject of future work.
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Appendix A: Exponential Time Differencing
For simplicity, we consider the standard DDFT equa-
tion without any external flow (that can be included
straight forwardly) for a single-component system in
three dimensions, which is given by [27, 28]
1
D0
∂ρ
∂t
= ∇2ρ(r, t)−∇
(
ρ(r, t)∇c(1)(r, t)
)
+∇ (ρ(r, t)∇βVext(r, t)) . (A1)
We present a numerical time integrator employed in this
work that turned out to be very accurate for diffusive-
type partial differential equations such as Eq. (A1). The
method, known as exponential time differencing [61], is a
numerical integrator that treats the diffusive term ∼ ∇2ρ
exactly. In Fourier-space, the DDFT equation can be
written as
∂ρk
∂t
= Lkρk +Nk , (A2)
where Lk := −D0|k|2 is the Laplace operator in Fourier-
space, and Nk contains the Fourier-transform of the re-
maining terms (typically non-linear in the density) of Eq.
(A1). For sake of readability in this section we write
fk ≡ f̂(k), where f̂(k) denotes the three-dimensional
Fourier-transform of a function f(r). Thus, k denotes
not the absolute value of k, but an index describing a
specific Fourier-mode k = (kx, ky, kz).
Equation (A2) can be rearranged as follows
∂
∂t
(
ρke
−Lkt) = (∂ρk
∂t
− Lkρk
)
e−Lkt = Nke−Lkt .
(A3)
Integrating over a small time step ∆t, we obtain the
following relation∫ t+∆t
t
dt′
∂
∂t′
(
ρke
−Lkt′
)
=
∫ t+∆t
t
dt′Nk(t′)e−Lkt′ ,
(A4)
which yields the exact result
ρk(t+∆t) = ρk(t)e
Lk∆t+eLk(t+∆t)
∫ t+∆t
t
dt′Nk(t′)e−Lkt′ .
(A5)
One can now approximate the integrand
Nk(t′) = Nk(t) + Nk(t)−Nk(t−∆t)
∆t
(t′ − t)
+O((t′ − t)2) , (A6)
giving rise to
ρk(t+ ∆t) = ρk(t)e
Lk∆t + I1 + I2 , (A7)
where
I1 ≡ NkLk
(
eLk∆t − 1) ,
I2 ≡
(Nk(t)−Nk(t−∆t)
∆t
)(−∆t
Lk −
1
L2k
(
1− eLk∆t)) .
(A8)
Neglecting I2 in most cases provides already a very ac-
curate approximation to the dynamics described with
DDFT, and is used throughout this work. In particu-
lar, the implementation effort is comparable to that of
a simple Euler-forward algorithm. We found that this
time integrator stays stable (and accurate, checked by it-
erating equilibrium density profiles) for very long times
t ∼ 103τB using time steps of ∆t = 10−4 in three dimen-
sions, and up to t ∼ 105τB employing ∆t = 10−3τB in (ef-
fectively) one dimensional situations (tested for sheared
hard-spheres between planar hard walls) and a grid spac-
ing of δ = R/10. This numerical integrator may also be
important for situations where local chemical potential
gradients become very small resulting in slow particle
dynamics.
Appendix B: Fourier-transform of the flow kernel
K(r) for hard spheres
For shear flow which flows in x-direction and has a
gradient along the z-axis, the flow kernel for hard spheres
can be written as [44]
K(r) = −D0
(
Pe
xz
r2
h1(r) (B1)
+ Pe2
(
x2z2
r4
h2(r) +
x2 − z2
4r2
h3(r)
+
x2 + z2
4r2
h4(r) +
1
2
h5(r)
))
∇ exp(−βuhs(r))
(B2)
≡ K1(r) +K2(r) +K3(r) +K4(r) +K5(r) ,
where the functions hi(r) are given by
h1(r) =
16
3r˜3
, (B3)
h2(r) =
2
3
(
1
r˜
− 16
r˜5
)
, (B4)
h3(r) =
8
27
(
3
r˜
− 4
r˜3
)
, (B5)
and
h4(r) = −32
63
(
5
r˜3
− 12
r˜5
)
, (B6)
h5(r) = − 4
945
(
105
r˜
− 200
r˜3
+
144
r˜5
)
, (B7)
and r˜ = r/R. Using the flow kernel for hard spheres
as a ‘zero-order’ perturbation for the present system, we
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can calculate analytically the Fourier-transform of K(r)
which is needed for an efficient calculation of the flow
field vfl(r). To this end, note that ∇ exp(−βuhs(r)) =
δ(r − σ)r/r and
xnα exp(−ik · r) = in
∂n
∂knα
exp(−ik · r) , (B8)
where n ∈ N denotes an arbitrary exponent and xα =
x1, x2, x3 correspond to the spatial directions x, y, z.
Hence, the Fourier-transform of e.g. the α-component
of K1(r) is given by (k = |k|)
K̂α1 (k) = −D0Pe
∫
dr exp(−ik · r)x1x3
r2
h1(r)δ(r − σ)xα
r
= iD0Pe
∂3
∂k1∂k3∂kα
(
4pi
k
∫
dr sin(kr)
h1(r)
r2
δ(r − σ)
)
= iD0Pe
∂3
∂k1∂k3∂kα
(
4pi
k
sin(σk)
h1(σ)
σ2
)
, (B9)
which can be evaluated analytically. Similar, we obtain
K̂α2 (k)
D0Pe
2 = −i
∂2
∂k21
∂2
∂k23
∂
∂kα
(
4pi
k
sin(σk)h2(σ)
σ4
)
, (B10)
K̂α3 (k)
D0Pe
2 = i
(
∂2
∂k21
− ∂
2
∂k23
)
∂
∂kα
(
4pi
k
sin(σk)h3(σ)
4σ2
)
,
(B11)
K̂α4 (k)
D0Pe
2 = i
(
∂2
∂k21
+
∂2
∂k23
)
∂
∂kα
(
4pi
k
sin(σk)h4(σ)
4σ2
)
,
(B12)
K̂α5 (k)
D0Pe
2 = −i
∂
∂kα
1
2
(
4pi
k
sin(σk)h5(σ)
)
. (B13)
