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Resum
L’homologia persistent e´s un me`tode que permet extreure propietats topolo`giques
globals d’una mostra discreta de punts. La idea consisteix en construir una filtra-
cio´ de complexos simplicials a partir de la mostra discreta, aleshores l’homologia
persistent aprofita la functorialitat de l’homologia simplicial per fer el seguiment de
propietats topolo`giques al llarg de la filtracio´. Les propietats que tinguin una vida
me´s llarga dins la filtracio´ so´n propietats candidates a ser propietats reals de les
dades.
En aquesta memo`ria es prete´n motivar aquesta eina, desenvolupar-ne la teoria
matema`tica que la soste´ i evidenciar-ne la seva aplicabilitat.
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Actualment, gra`cies la cie`ncia i l’enginyeria s’estan generant grans conjunts de dades
de diferents tipus. Davant aquesta creixent produccio´ de dades, cal donar eines que
ens ajudin a analitzar-les per poder-ne extreure conclusions. Sovint, considerar la
forma global de les dades pot aportar informacio´ qualitativa important del fenomen
que representen les dades. Sembla interessant, doncs, considerar la topologia com
a eina per a l’ana`lisi de dades, ja que e´s un camp que do´na informacio´ qualitativa i
global dels espais.
En aquest treball mostrem com la topologia s’aplica en aquest a`mbit. Consi-
derarem dades presentades com a una mostra discreta de punts (nu´vol de punts)
extreta d’un espai topolo`gic X. L’objectiu e´s poder desxifrar les caracter´ıstiques
topolo`giques de l’espai X a partir del nu´vol de punts. En aquest treball exposarem
una eina, l’homologia persistent, que es basa en la topologia algebraica per entendre
l’estructura i distribucio´ de les dades.
L’extraccio´ d’informacio´ topolo`gica d’una mostra discreta de punts d’un espai
topolo`gic X planteja certs problemes; per poder inferir propietats topolo`giques de
l’espai en si, necessitem que la mostra sigui cont´ınua. Una qu¨estio´ a resoldre e´s:
com podem unir els punts de manera que l’espai topolo`gic resultant descrigui de
la manera me´s fiable l’espai topolo`gic X? Una idea seria unir els punts formant
s´ımplexs de manera que l’espai topolo`gic resultant sigui un complex simplicial del
que se’n pot calcular l’homologia. Tot i aix´ı, la informacio´ que puguem extreure
d’aquest complex simplicial contindra` soroll, propietats topolo`giques no pro`pies de
l’espai X que emergeixen en el mostreig o en la construccio´ del complex simplicial.
En l’article [20], s’explica diferents maneres de generar complexos simplicials a partir
d’un conjunt discret de punts (vegeu tambe´ seccio´ 6 d’aquest treball). Els complexos
simplicials resultants depenen d’un para`metre , tal que si  ≤ ′, aleshores K ⊆
K′ . Pero`, quin e´s l’ adequat que haur´ıem d’escollir?
L’homologia persistent aborda aquestes qu¨estions pero` en lloc de centrar-se en
l’eleccio´ d’, considera la filtracio´ dels complexos indexada per  i estudia l’homologia
de tota la filtracio´. Les propietats topolo`giques que persisteixen en la filtracio´
so´n considerades com a propietats de l’espai topolo`gic X, i les que tenen una vida
me´s curta so´n considerades soroll. Aix´ı doncs, obtenim una eina que e´s robusta
al soroll que pot contenir el conjunt de dades i, a me´s, la informacio´ obtinguda no
depe`n de la construccio´ del complex simplicial
Els grups d’homologia persistent van ser definits per primer cop per Vanessa
Robins (1999, citat en [9] i [11]). L’any 2002, Edelsbrunner, Letscher i Zomorodian
[10] van introduir l’homologia persistent equipant-la amb un algoritme efectiu de
ca`lcul aix´ı com amb diagrames per a la visualitzacio´ dels resultats. Davant la gran
aplicabilitat observada, s’ha escrit un gran volum de literatura sobre l’homologia
persistent en els u´ltims anys. Actualment, es poden trobar exel·lents articles in-
troductoris [3], [9], [11], [14], [25], [24], articles que en discuteixen l’estabilitat [5],
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algoritmes de ca`lcul i softwares que implementen els algoritmes [10], [27], [20] i va-
riants de l’homologia persistent (per una breu introduccio´ a algunes variants vegeu
[9]) entre d’altres.
En aquest treball donarem la definicio´ de l’homologia persistent aix´ı com una
descripcio´ algebraica definida en [27] i mostrarem com construir diagrames que ens
serveixin per visualitzar la persiste`ncia, finalment, donarem tambe´ algoritmes de
ca`lcul i explicarem algunes aplicacions.
Estructura de la memo`ria
En la seccio´ 2 d’aquest treball farem una revisio´ pre`via de conceptes de topolo-
gia algebraica necessaris per a la comprensio´ del treball. Presentarem l’homologia
simplicial, n’estudiarem la functorialitat i veurem que e´s efectivament computable.
Donarem tambe´ un exemple de ca`lcul usant el software Macaulay2.
En la seccio´ 3 revisarem la teoria de mo`duls sobre un domini d’ideals principals.
Definirem la forma normal d’Smith d’una matriu amb coeficients en un domini d’i-
deals principals i l’acompanyarem d’un algoritme de ca`lcul. Donarem la demostracio´
del teorema d’estructura per a mo`duls finitament generats en un domini d’ideals
principals tant en el cas graduat amb en el cas no graduat. Requerirem d’aquesta
teoria tant per a la descripcio´ algebraica de l’homologia persistent com per a la
derivacio´ d’algoritmes.
En la seccio´ 4 parlarem de persiste`ncia, donant definicio´, descripcio´ algebraica,
visualitzacio´ i algoritmes de ca`lcul.
En la seccio´ 5 explicarem com construir complexos simplicials a partir d’un nu´vol
de punts. Exposarem tambe´ algunes aplicacions de l’homologia persistent, explicant
me´s detalladament un exemple aplicat a la neurocie`ncia.
Per acabar, en la seccio´ 6 exposarem conclusions i proposarem possibles conti-
nuacions per a aquest treball.
2
2 Homologia
L’homologia e´s una eina que classifica els espais topolo`gics en termes de connexio´.
Els nombres de Betti ens donen informacio´ sobre el nombre de forats de diferents
dimensions en l’espai estudiat. En aquesta seccio´ parlarem de l’homologia simplicial,
ja que e´s l’eina ba`sica per a la definicio´ de l’homologia persistent, i la relacionarem
amb l’homologia singular amb un teorema. Explicarem alguns resultats d’a`lgebra
homolo`gica i finalment en donarem un algoritme de ca`lcul.
2.1 Complex simplicial
L’homologia simplicial esta` definida per a complexos simplicials. A cada complex li
assigna una successio´ de grups que ens donen informacio´ sobre el nombre de forats
en diferents dimensions. A continuacio´ definirem el concepte de complex simplicial
i l’acompanyarem d’altres definicions necessa`ries per a aquest treball.
Definicio´ 2.1.1. Un complex simplicial e´s un parell (V,Σ), on V e´s un conjunt
finit v0, v1, ..., vn i Σ e´s una famı´lia de subconjunts no buits de V tal que si σ ∈ Σ i
τ ⊆ σ aleshores τ ∈ Σ.
Als elements de V se’ls anomena ve`rtexs del complex simplicial i als elements de
Σ se’ls anomena s´ımplexs del complex simplicial.
Definicio´ 2.1.2. Sigui K = (V,Σ) un complex simplicial. Si σ ∈ Σ, es defineix
dim(σ) = #σ − 1
i aleshores
dim(K) = max{dim(σ) | σ ∈ Σ}.
Definicio´ 2.1.3. Sigui K = (V,Σ) un complex simplicial, un subcomplex simplicial
de K e´s un parell L = (VL,ΣL) tal que VL ⊆ V i ΣL ⊆ Σ i si σ e´s un s´ımplex d’L i
τ ⊆ σ aleshores τ ∈ ΣL.
Definicio´ 2.1.4. Sigui K un complex simplicial. Una filtracio´ de K e´s una successio´
de subcomplexos simplicials tal que
∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K
Definicio´ 2.1.5. Siguin {v0, v1, ..., vn} n + 1 punts afinament independents d’Rn.
La realitzacio´ geome`trica del s´ımplex n-dimensional de ve`rtexs v0, v1, ..., vn e´s el
subconjunt d’Rn
∆(v0, v1, ..., vn) =
{
x ∈ Rn | x =
n∑
i=0





∆(v0, v1, ..., vn) s’anomena envoltura de v0, v1, ..., vn.
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Si no e´s necessari precisar els ve`rtexs del s´ımplex, la realitzacio´ geome`trica d’un
s´ımplex n-dimensional (n-s´ımplex) el denotarem per ∆n.
Usant la bijeccio´ φ : V → {0, 1, ..., n}, podem associar a un complex simplicial un
espai topolo`gic |(V,Σ)| com a subespai d’Rn+1 definit per la unio´ ∪σ∈Σc(σ). On c(σ)
e´s ∆({eφ(s)}s∈σ) i {ei}n0 denoten n+1 punts d’Rn+1 tals que ei = (0, 0, ..., 0, 1i+1, 0, ..., 0).
A aquesta assignacio´ l’anomenem realitzacio´ geome`trica del complex simplicial K.
Definicio´ 2.1.6. Sigui X un espai topolo`gic, diem que X e´s triangulable si existeix
un complex simplicial (V,Σ) tal que |(V,Σ)| ∼= X. A aquest complex simplicial se
l’anomena triangulacio´ d’X.
Definicio´ 2.1.7. Siguin K = (VK ,ΣK), L = (VL,ΣL) dos complexos simplici-
als. Una aplicacio´ simplicial de K a L e´s una aplicacio´ ϕ : VK → VL tal que si
{vi0 , vi1 , ..., vik} ∈ VK aleshores {ϕ(vi0), ϕ(vi1), ..., ϕ(vik)} ∈ VL.
Aix´ı doncs, els complexos simplicials juntament amb les aplicacions simplicials
entre ells formen una categoria: la categoria dels complexos simplicials.
2.2 Grups d’homologia simplicial
Un cop definit que` e´s un complex simplicial, podem construir el concepte de grup
d’homologia d’un complex simplicial.
Definicio´ 2.2.1. Sigui K = (V,Σ) un complex simplicial. S’anomenen cadenes de
K de dimensio´ p a les combinacions lineals de s´ımplexs de K de dimensio´ p amb
coeficients a Z.
Definicio´ 2.2.2. Sigui σ un s´ımplex. Diem que dues ordenacions dels ve`rtexs de σ
so´n equivalents si difereixen per una permutacio´ de signe parell. Aquesta distincio´
do´na lloc a dues classes d’equivale`ncia, cada classe s’anomena orientacio´ de σ.
Definicio´ 2.2.3. Un s´ımplex juntament amb una orientacio´ e´s un s´ımplex orientat.
Per indicar que un s´ımplex σ = {vi0 , vi1 , ..., vip} el dotem d’una orientacio´ el
notarem per [σ] = [v0, v1, ..., vn].
Definicio´ 2.2.4. Definim el grup de p-cadenes d’un complex simplicial orientat
K, que denotarem per Cp(K), com el grup abelia` lliure generat pels s´ımplexs p-





Si p ≤ 0 o p ≥ dim(K) aleshores definim Cp(K) com el grup trivial.
Definicio´ 2.2.5. Sigui K = (V,Σ) un complex simplicial. Definim, per tot p ∈ Z,
l’operador vora ∂p : Cp(K) → Cp−1(K) com el morfisme de grups abelians definit
per:
∂p[vio , vi1 , ..., vip ] =
p∑
j=0
(−1)j[vio , vi1 , ..., vˆij , ..., vip ]
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En dimensions en que` Cp(K) e´s el grup trivial, ∂p e´s el morfisme trivial.
Proposicio´ 2.2.6. Sigui K un complex simplicial orientat, aleshores ∂p ◦ ∂p+1 ≡ 0
per tot p ≥ 1.
Demostracio´. En efecte, es te´:
∂p−1∂p[vo, v1, ..., vp] =
∑p
i=0(−1)i∂p−1[v0, ..., vˆi, ..., vp] =∑
j<i(−1)i(−1)j[v0, ..., vˆj, ..., vˆi, ..., vp] +
∑
j>i(−1)i(−1)j−1[v0, ..., vˆi, ..., vˆj, ..., vp]
I els termes d’aquests dos sumants es cancel·len dos a dos. 
Definicio´ 2.2.7. Un complex de cadenes e´s una successio´ de grups abelians i mor-
fismes de grups abelians
...
∂n+1−−−→ Cn ∂n−→ Cn−1 ∂n−1−−−→ ...
tals que ∂n ◦ ∂n+1 ≡ 0 ∀n.
Definicio´ 2.2.8. El conjunt de grups de p-cadenes d’un complex simplicial K
juntament amb els morfismes vora corresponents formen un complex de candenes
(C?(K), ∂), anomenat complex de cadenes simplicials.
A tot complex simplicial K tenim associat un complex de cadenes (C?(K), ∂).
De ∂2 = 0 podem deduir que Im ∂p+1 ⊆ ker ∂p per tot p ≥ 1. Aleshores podem
definir:
Definicio´ 2.2.9. Sigui K un complex simplicial. S’anomena grup p-e`ssim d’homo-
logia simplicial de K a:
Hp(C?(K)) := ker ∂p/ Im ∂p+1
Per simplificar la notacio´ sovint eliminarem la dimensio´ i escriurem H(K) :=
⊕pHp(K).
Definicio´ 2.2.10. ker ∂p s’anomena grup de p-cicles i es denota per Zp. Im ∂p+1
s’anomena grup de p-vores i es denota per Bp.
Definicio´ 2.2.11. Sigui K un complex simplicial. Es defineix el p-e`ssim nombre
de Betti de K al rang del grup d’homologia p-e`ssim. El notarem per βp.
Definicio´ 2.2.12. Dues p-cadenes c i c′ es diu que so´n homo`logues si c−c′ = ∂p+1d
per alguna p+ 1-cadena d.
L’homologia simplicial i l’homologia singular guarden una forta relacio´, de fet es
te´ el segu¨ent teorema:
Teorema 2.2.13. Si K e´s un complex simplicial i |K| la seva realitzacio´ geome`trica
aleshores
Hsimpl(K) ∼= Hsing(|K|)
on Hsimpl(K) denota l’homologia simplicial de K i Hsing(|K|) denota l’homologia
singular de |K|.
La demostracio´ d’aquest teorema es basa en la subdivisio´ barice`ntrica, pero`
aquesta demostracio´ queda fora dels objectius d’aquest treball.
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2.3 Morfismes de complexos de cadenes
A continuacio´ veurem com l’homologia simplicial e´s functorial. Me´s endavant, veu-
rem que per la construccio´ de l’homologia persistent s’aprofita aquesta functoriali-
tat.
Definicio´ 2.3.1. Siguin (C?, ∂) i (D?, ∂
′) dos complexos de cadenes, un morfisme
f? : C? → D? de complexos de cadenes e´s una successio´ de morfismes de grups
abelians fn : Cn → Dn per tot n tals que
fn−1 ◦ ∂n = ∂n ◦ fn ∀n.
Proposicio´ 2.3.2. Sigui f? : C? → D? un morfisme de complexos de cadenes.
Aleshores f? passa al quocient i indueix un morfisme
H?(f?) : H?(C?)→ H?(D?)
tal que si z ∈ Zp(C?) e´s un representant de [z] ∈ Hp(C?) aleshores H?(f?)([z]) =
[f(z)].
Demostracio´. 1. Si z ∈ Zp(C?) tenim que ∂p(z) = 0 i fp(z) ∈ Dp.
Pero` ∂p(fp(z)) = fp−1(∂p(z)) = 0 ⇒ fp(z) ∈ Zp(D?).
Tenim doncs que fp(Zp(C?)) ⊆ Zp(D?)
2. Si z ∈ Bp(C?) tenim que ∃z′ ∈ Cp+1 tal que ∂p+1(z′) = z.
Pero` fp(z) = fp(∂p+1(z
′)) = ∂p(fp(z′)) ⇒ fp(z) ∈ Bp(D?).
Tenim doncs que fp(Bp(C?)) ⊆ Bp(D?).
Per tant, f passa al quocient. 
Lema 2.3.3. 1. H?(Id?) = IdH?(C?)
2. H?(f? ◦ g?) = H?(f?) ◦H?(g?)
Demostracio´. Sigui z ∈ Zp aleshores es te´:
1. H?(Id?)([z]) = [Id(z)] = [z]⇒ H?(Id?) = IdH?(C?)
2. H?(f?) ◦H?(g?)[z] = H?(f?)[g(z)] = [f(g(z))] = [f ◦ g(z)] = H?(f? ◦ g?)[z]

2.4 Homologia amb coeficients arbitraris
Sigui R un anell commutatiu i unitari amb unitat 1R, existeix una generalitzacio´
de la definicio´ de grup p-e`ssim de cadenes d’un complex simplicial K. S’anomena
R-mo`dul p-e`ssim de cadenes de K al R-mo`dul lliure generat pels s´ımplexs ordenats
de dimensio´ p de K, i es nota per Cp(K;R).
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Aix´ı podem estendre tambe´ l’operador vora ∂p : Cp(K;R) → Cp−1(K;R) a
morfismes d’R-mo`duls definint-lo de la mateixa manera que a 2.2.5, substitu¨ınt (−1)
per (−1R). Usant la mateixa demostracio´ que a la proposicio´ 2.2.6 es demostra que
∂2 ≡ 0. Definim Zp com el nucli de ∂p : Cp(K;R)→ Cp−1(K;R) i Bp−1 com la seva
imatge.
Aleshores, obtenim un complex d’R-mo`duls (C?(K;R), ∂) del que podem definir
l’R-mo`dul p-e`ssim d’homologia com:
Hp(C?(K;R)) := ker ∂p/ Im ∂p+1
On ∂, aqu´ı, e´s l’extensio´ de l’operador vora a morfisme d’R-mo`duls. Es defineix el
p-e`ssim nombre de Betti amb coeficients a R com
βp(K,R) := rang(Hp(K;R)).
Els resultats i definicions anteriors s’estenen fa`cilment a partir d’aquestes defi-
nicions.
2.5 Computabilitat de l’homologia simplicial
Una de les grans avantatges de l’homologia simplicial e´s que e´s efectivament compu-
table. En aquesta seccio´ donarem un algoritme per calcular l’homologia simplicial
d’un complex simplicial generalitzant l’algoritme proposat a [18]. En aquesta seccio´
usem resultats de mo`duls sobre un domini d’ideals principals que podeu trobar a la
seccio´ 3.
El me`tode esta`ndard per calcular l’homologia e´s el me`tode de reduccio´. Aqu´ı
explicarem l’algoritme per homologia amb coeficients a dominis d’ideals principals.
Considerarem R un domini d’ideals principals amb element neutre per la suma 0 i
element oposat d’m, −m; element neutre pel producte 1 i element invers d’m, m−1.
Sigui (C?(K), ∂) un complex de cadenes simplicials amb coeficients a R. Cp e´s
un R-mo`dul lliure, aleshores les p-cares orientades de K formen una base de Cp,
anomenada base esta`ndard. Ara, podem definir la matriu de l’operador vora ∂p :
Cp → Cp−1 respecte la base esta`ndard. Obtenim una matriu Mp de dimensio´ mp−1×
mp amb entrades en R, on mp i mp−1 so´n els rangs de Cp i Cp−1 respectivament.










on lp=rangMp=rangM˜p, bi ≥ 1 i b1|b2|...|blp , d’on puguem extreure informacio´ sobre
els mo`duls d’homologia de K. Per a me´s detalls vegeu el cap´ıtol 3 d’aquest treball.
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L’algoritme per reduir la matriu Mp a la forma normal d’Smith esta` explicat a la
demostracio´ del teorema 3.1.1.
2.5.1 Algoritme
E´s amb la forma normal que podem calcular l’homologia simplicial d’un complex
de cadenes. Primer provarem el segu¨ent teorema:
Teorema 2.5.1. Sigui (C?(K), ∂) un complex de cadenes simplicials amb coeficients
a R. Aleshores, per cada p existeixen submo`duls Up, Vp,Wp de Cp tals que
Cp = Up ⊕ Vp ⊕Wp,
on ∂p(Up) ⊂ Wp−1, ∂p(Vp) = 0 i ∂p(Wp) = 0. A me´s, existeixen bases de Up i de
Wp−1 de manera que la matriu de ∂p : Up → Wp−1 relativa a aquestes bases e´s de la
forma
B =
b1 0. . .
0 bl

on bi ≥ 1 i b1|b2|...|bl.
Demostracio´. Definim, com ja hem fet altres vegades, Zp := ker ∂p i Bp := Im ∂p+1.
Definim Wp := {c ∈ Cp|∃m 6= 0 : mc ∈ Bp}, aquest e´s un submo`dul de Cp. Vegem-
ho:
E´s clar que 0 ∈ Wp. Veiem que c ∈ Wp implica −c ∈ Wp; si mc = ∂d, obtenim
∂(−d) = −∂(d) = −(mc) = m(−c). Ara, si mc = ∂d i t ∈ R es te´ ∂td = t∂d = tmc,
per tant tmc ∈ Wp. Finalment, si mc ∈ Bp i nd ∈ Bp, mn(c+d) = n(mc)+m(nd) ∈
Wp.
Com que Cp no te´ torsio´, tenim que mc = ∂p+1d implica que 0 = ∂pmc = m∂pc
que implica ∂pc = 0. Aleshores,
Bp ⊂ Wp ⊂ Zp ⊂ Cp.
Considerem ara la projeccio´
Zp → Hp(C?(K))→ Hp(C?(K))/Tp(C?(K)),
on Tp(C?(K)) e´s el submo`dul de torsio´ d’Hp(C?(K)). El nucli d’aquesta projeccio´
e´s Wp, ja que els elements de Wp so´n els elements de torsio´ en Hp(C?(K)). Per
tant, pel primer teorema d’isomorfia tenim que Zp/Wp ∼= Hp/Tp. Sabem que Hp/Tp
no te´ torsio´, llavors e´s un mo`dul lliure. Ara, si c1 + Wp, ..., ck + Wp e´s una base de
Zp/Wp i d1, ..., dl e´s una base de Wp tenim que c1, ..., ck, d1, ..., dl e´s una base de Zp.
E´s clar, doncs, que Zp = Vp ⊕Wp, on Vp e´s el mo`dul amb base c1, ..., ck.














Aleshores obtenim el segu¨ent resultat:
Lema 2.5.2. 1. el+1, ..., en e´s una base de Zp
2. e′1, ..., e
′





l e´s una base de Bp−1
Demostracio´. Demostrem primer (1). Considerem c ∈ Cp. Aleshores c e´s de la
forma c =
∑n





Notem que bi 6= 0 per tot 0 ≤ i ≤ l, per tant c ∈ Zp si, i nome´s si, ai = 0 per tot
i = 0, ..., l. E´s clar que el+1, ..., en genera Zp i so´n linealment independents. Hem
demostrat (1).
Ara demostrem (2). Veiem que e′1, ..., e
′
l ⊆ Wp−1, ja que ∂pei = bie′i. D’altra




i e´s una p− 1 cadena tal que d ∈ Wp−1 i satisfa`





















l generen Wp−1 i
so´n linealment independents.
Per demostrar (3) notem que {b1e′1, ..., ble′l} genera Bp−1. En efecte, si d ∈ Bp−1




i per algun c =
∑n
i=1 aiei. A me´s, com que bi 6= 0,
tenim que {b1e′1, ..., ble′l} so´n independents. 
Per acabar, escollim bases {e1, ..., en} de Cp i {e′1, ..., e′m} de Cp−1 com abans i
Up el mo`dul generat per {e1, ..., el} aleshores tenim que
Cp = Up ⊕ Zp.
A me´s, si escollim Vp i Wp com abans tals que Zp = Vp ⊕ Wp, obtenim una
descomposicio´ de Cp tal que ∂(Vp) = 0 i ∂(Wp) = 0. L’existe`ncia de les bases
desitjades per Up i Wp−1 se segueixen del lema.

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Ara hem vist que Cp(K) = Up ⊕ Vp ⊕Wp amb Zp = Vp ⊕Wp. Aleshores
Hp(K) = Zp/Bp ∼= Vp ⊕ (Wp/Bp) ∼= (Zp/Wp)⊕ (Wp/Bp).
Aqu´ı, Zp/Wp e´s lliure i Wp/Bp e´s de torsio´. Calculant doncs, aquests dos mo`duls
obtenim Hp(K). Considerem la matriu associada a ∂p : Cp → Cp−1 respecte la base
esta`ndard. Aplicant l’algoritme de reduccio´ obtenim la forma normal d’Smith, i
aplicant el lema anterior conclu¨ım els resultats segu¨ents:
1. El rang de Zp e´s igual al nombre de columnes nul·les.
2. El rang de Wp−1 e´s igual al nombre de files no nul·les.
3. Existeix un isomorfisme
Wp−1/Bp−1 ∼= R/b1 ⊕R/b2 ⊕ ...⊕R/bl
Aleshores, la matriu de ∂p ens do´na els coeficients de torsio´ d’Hp−1(K) i el rang
de Zp. Per altra banda, la matriu de ∂p+1 ens do´na el rang de Wp i la difere`ncia del
rang de Zp i Wp ens do´na el nombre de Betti d’Hp(K).
2.5.2 Exemple de ca`lcul usant Macaulay2
A continuacio´, donarem un exemple del ca`lcul de l’homologia d’una triangulacio´ de
l’ampolla de Klein amb el software Macaulay2 (per a una descripcio´ me´s detallada
vegeu la seccio´ E de l’ape`ndix).
Hem escollit una triangulacio´ de 9 ve`rtexs, 27 arestes i 18 cares de l’ampolla de
Klein. Agafant aquesta triangulacio´ calculem l’homologia amb coeficients a Z i a
Z2.
Amb aquestes comandes calculem l’homologia de la triangulacio´ amb coeficients
a Z. Els grups d’homologia obtinguts so´n H0 = Z, H1 = Z⊕ Z2, H2 = 0. Aix´ı els
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nombres de Betti corresponents so´n β0 = 1, β1 = 1, β2 = 0. El Macaulay2 presenta




, que, en efecte, e´s Z⊕ Z2.
Aqu´ı es mostra el ca`lcul de l’homologia de la triangulacio´ amb coeficients a Z2.
Els grups d’homologia obtinguts so´n H0 = Z2, H1 = Z2⊕Z2, H2 = Z2 i els nombres
de Betti corresponents so´n β0 = 1, β1 = 2, β2 = 1.
La difere`ncia entre els nombres de Betti e´s degut al fet que amb coeficients a
Z2, l’homologia e´s incapac¸ de detectar la part de torsio´ d’H1 amb coeficients a Z, a
canvi augmenta la dimensio´ d’ H1.
Notes bibliogra`fiques
Per a una descripcio´ me´s detallada dels conceptes de complex simplicial, grups d’-
homologia, morfismes de complexos i homologia amb coeficients arbitraris consulteu
les refere`ncies [19] i [18]. El concepte de realitzacio´ geome`trica l’he definit seguint
l’article [3]. Per al ca`lcul de l’homologia simplicial he seguit l’algoritme proposat
en [18] per al cas Z pero` l’he generalitzat per a mo`duls sobre un domini d’ideals
principals. Per a la definicio´ i un desenvolupament de la teoria d’homologia singular
vegeu [19].
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3 Mo`duls sobre dominis d’ideals principals
En aquesta seccio´ discutirem alguns resultats sobre mo`duls amb coeficients en do-
minis d’ideals principals (PID) i demostrarem tambe´ el teorema d’estructura de
mo`duls sobre un PID. En l’u´ltim subapartat donem una demostracio´ detallada del
teorema d’estructura per al cas de mo`duls graduats finitament generats sobre un
PID. Els resultats per al cas no graduat es poden trobar a [16]. Considerarem R
un anell commutatiu i unitari amb element neutre per la suma 0 i element neutre
pel producte 1.
Definicio´ 3.0.1. Un R-mo`dul M es diu que e´s finitament generat si existeixen n





on λi ∈ R per tot i. Tambe´, si M esta` generat per un sol element, diem que M e´s
c´ıclic.
Aleshores, un R-mo`dul e´s finitament generat si existeix un morfisme µ : Rn →M
exhaustiu.
Definicio´ 3.0.2. Un R-mo`dul es diu que e´s finitament presentat si existeix un
morfisme µ : Rn →M tal que el nucli d’aquest morfisme e´s finitament generat.
Definicio´ 3.0.3. Sigui M un R-mo`dul. Un element m ∈ M e´s diu que e´s un de
torsio´ si existeix r ∈ R diferent de zero tal que rm = 0.
Proposicio´ 3.0.4. Els elements de torsio´ d’un mo`dul M formen un submo`dul d’M
anomenat submo`dul de torsio´, aquest mo`dul el notarem per Mtor.
Demostracio´. Cal veure que el conjunt T d’elements de torsio´ d’M formen un
submo`dul. E´s clar que T e´s no buit, ja que 0 ∈ T . Ara, siguin r, s ∈ R i x, y ∈ M
elements no nuls tals que rx = 0 i sy = 0, aleshores rs(x+ y) = 0, com que R e´s un
PID, rs 6= 0, per tant x+ y ∈ T . Siguin r ∈ R i m ∈M no nuls tals que rm = 0, es
te´ m+(−m) = 0, per tant 0 = r(m+(−m)) = rm+r(−m) = 0+r(−m) = r(−m);
tenim doncs que si m ∈ T aleshores tambe´ −m ∈ T . Finalment, siguin r i m com
abans i t ∈ R tals que rm = 0, es te´ rtm = trm = 0, per tant tm ∈ T . 
E´s fa`cil de comprovar que M/Mtor e´s un mo`dul lliure de torsio´.
De la mateixa manera que en grups abelians, podem definir un mo`dul lliure:
Definicio´ 3.0.5. Un R-mo`dul M es diu que e´s lliure si te´ una base, e´s a dir, si
existeixen elements e1, e2, ..., en tals que tot element m ∈ M diferent nu nul es pot
expressar de manera u´nica com la suma dels elements e1, e2, ..., en amb coeficients
a R. A l’enter n se l’anomena rang d’M .
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De la unicitat exigida resulta que un mo`dul lliure e´s lliure de torsio´.
Sigui M R-mo`dul. Considerem el morfisme ϕ : Rn →M definit per (r1, ..., rn) 7→
r1x1 + ...+ rnxn per certs x1, ..., xn ∈M diferents. Diem que x1, ..., xn:
1. so´n linealment independents si el morfisme ϕ e´s injectiu.
2. so´n un sistema generador si el morfisme ϕ e´s exhaustiu.
Aleshores una base d’M e´s un conjunt d’elements linealment independents d’M
que generen M .
Lema 3.0.6. Sigui M un R-mo`dul lliure de rang n amb R un domini d’ideals
principals. Qualsevol submo`dul N d’M te´ un sistema generador de cardinalitat com
a molt n.
Demostracio´. Demostrem aquest resultat per induccio´. Tots els ideals d’R so´n
principals (R e´s un PID), e´s a dir que tot ideal I = (d) per algun d ∈ R. Per tant,
si M te´ rang n = 1 tenim que M ∼= R, i per tant quan parlem de submo`dul d’R,
estem parlant d’ideals. Aixo` demostra el cas n = 1.
Suposem ara que M te´ rang n > 1 i que el lema es compleix per tot mo`dul lliure
de rang inferior. Sigui {m1, ...,mn} una base d’M , i definim M ′ com l’R-mo`dul
lliure generat per {m1, ...,mn−1}. Sigui N un submo`dul d’M i sigui N ′ = N ∩M ′.
Per hipo`tesi d’induccio´, N ′ te´ un sistema generador de no me´s de n − 1 elements,
ja que N ′ e´s un submo`dul d’un R-mo`dul lliure de rang n− 1. Tot element x ∈ M
s’expressa de manera u´nica com x =
∑n
i=1 αi(x)mi. L’aplicacio´ x 7→ αn(x) e´s un
morfisme d’R-mo`duls d’M a R. Si αn(N) = {0}, aleshores N ⊆M ′, el que implica
que N = N ′, per tant N esta` generat per n− 1 elements. Suposem ara que αn(N)
e´s un ideal I no nul d’R, llavors e´s de la forma I = (d) per algun d ∈ R. Escollim
h ∈ N tal que αn(h) = d. Si x ∈ N , tenim que αn(x) = rd per algun r ∈ R.
Definim y = x − rh, satisfa` αn(y) = 0, per tant y ∈ N ∩M ′ = N ′. E´s clar doncs,
que x = y+ rh ∈ N ′+Rh. Obtenim que N = Rh+N ′. Com que N ′ te´ un sistema
generador de no me´s de n− 1 elements, N e´s generat per no me´s d’n elements. 
3.1 Forma normal d’Smith
A partir d’ara, en aquesta subseccio´, R sera` un domini d’ideals principals.
Teorema 3.1.1. Siguin C i C ′ R-mo`duls lliures de rang n i m respectivament.
Sigui f : C → C ′ un morfisme d’R-mo`duls. Aleshores, existeixen bases de C i de







On di ≥ 1 i d1|d2|...|ds
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Una matriu en aquesta forma es diu que esta` en forma normal d’Smith. La
demostracio´ d’aquest teorema e´s constructiva. Consisteix en donar un algoritme de
reduccio´ d’una matriu A (amb coeficients a un domini d’ideals principals) a una
matriu A˜ que e´s en forma normal d’Smith.
Abans d’explicar l’algoritme de reduccio´ en si, recordarem alguns conceptes ne-
cessaris.
Notacio´ 1. Es diu que a, b ∈ R so´n associats i es nota per a ∼ b si a = bu, on u
denota un element unitat d’R.
Es diu que b ∈ R e´s un divisor propi de a si c no e´s unitat i c 6∼ a. Es diu que
c1, c2 divisors propis de a so´n diferents si c1 6∼ c2.
Com que R e´s un domini d’ideals principals, en particular e´s un domini de
factoritzacio´ u´nica, per tant tot element a ∈ R no nul i no unitat e´s producte finit
d’elements irreductibles (els u´nics divisors d’un element irreductible so´n les unitats
i elements associoats): a = pn11 p
n2
2 · ... · pntt on els pi so´n divisors propis diferents
i ni > 0 per tot i = 1, ..., t. Aleshores, un element no nul i no unitat de R te´ un
nombre finit de divisors propis.
Considerem ara una A = (aji ), 1 ≤ i ≤ m, 1 ≤ j ≤ n. En l’algoritme usarem 4
operacions elementals, so´n operacions reversibles:
(i) intercanviar la columna j per la columna k
(ii) substituir una columna j per q(columna j), q element unitat d’R
(iii) substituir una columna j per (columna j) + q(columna k), q ∈ R
(iv) substituir la columna j per q(columna j) + p(columna k) i la columna k per




sigui invertible per tal que sigui una operacio´ reversible.
Tambe´ usarem 4 operacions ana`logues per files. Cal observar que aplicar operacions
elementals (i), (ii), (iii), (iv) en les columnes (resp. files) e´s equivalent a multiplicar
per la dreta (resp. esquerra) per matrius invertibles.
En efecte, si volem intercanviar la columna j per la columna k, cal multiplicar
la matriu A per la dreta per una matriu T que coincideix amb la identitat excepte
en les entrades tkj i t
j




k que so´n 0. Substituir
una columna j per q(columna j) equival a multiplicar per la dreta per una matriu
T ′ que coincideix amb la identitat excepte en l’entrada tjj que te´ valor q. Si volem
substituir la columna j per (columna j) + q(columna k) hem de multiplicar per la
dreta per una matriu T ′′ que coincideix amb la identitat excepte en l’entrada tjk,
que te´ valor q. I finalment, aplicar l’u´ltima operacio´, equival a multiplicar per una
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matriu T ′′′ que coincideix amb la identitat excepte en les entrades tjj = q, t
k
j = r,
tjk = p i t
k
k = s.
Per fer operacions en les files, cal seguir el mateix procediment pero` multiplicant
per l’esquerra per les matrius anteriors transposades.
Procedim ara a explicar l’algoritme de reduccio´. Considerem una matriu A de
dimensio´ n×m.
Pas 1. Ens fixem en l’element a11 de la matriu A. Si aquest element e´s no nul,
ja hem acabat. Si l’element e´s nul, busquem una columna k, 2 ≤ k ≤ m tal que
ak1 6= 0 i intercanviem la columna 1 per la columna k.
Pas 2. Suposem que a = a11 no divideix alguna entrada b = a
k
1 de la seva fila.
Aleshores si c = MCD(a, b) (existeix perque` som en un PID), existeixen r, s ∈ R
tals que es te´ la igualtat segu¨ent:
ar + bs = c.
Aquesta igualtat s’anomena igualtat de Be´zout. Partint d’aquesta igualtat arribem
a a′r + b′s = 1 si a = ca′ i b = cb′. Aleshores podem definir la matriu invertible











k que tenen valors r,−b1, s, a respectivament. Al multiplicar la
nostra matriu, la que volem reduir, per la dreta per T0, obtenim una nova matriu
A˜ tal que l’entrada a11 e´s c i l’entrada a
k
1 e´s 0.
Repetim aquest procediment fins que l’entrada en la posicio´ (1,1) divideixi tota la
fila 1. E´s clar que les entrades en la posicio´ (1,1) despre´s d’aplicar el pas divideixen
a les entrades anteriors a aplicar-lo.
Observacio´ 3.1.2. Notem que arribem a la situacio´ en que` l’entrada (1, 1) di-
videix tota la fila en temps finit. En efecte, sigui δ : R → Z≥0 definida per
δ(x) = #{p1, p2, ..., pr} si pr11 pr22 · ... · prtt e´s la descomposicio´ en producte d’elements
irreductibles d’x. Aleshores cada cop que apliquem el pas 2, substitu¨ım l’entrada a
en (1, 1) pel valor c = MCD(a, b), i obtenim δ(c) ≤ δ(a).
Ara, usant operacions elementals fem zero totes les entrades de la fila. Si
ak1/a
1
1 = q substitu¨ım la columna k per (columna k)− q(columna 1).
Pas 3. Seguint un esquema similar al del pas anterior, pero` usant multiplicacio´
per matrius per l’esquerra, fem que l’entrada a11 de la matriu divideixi tota la
columna i fem zero totes les entrades de la columna excepte a11. Fent aquest pas
pot ser que tornem a tenir elements en la fila 1 que no so´n zero. Aleshores tornem
al pas 2.
Observacio´ 3.1.3. Les entrades a11 so´n divisors propis de les anteriors entrades o
be´ unitats. Per tant, arribem en un nombre finit de passos a la situacio´ en que` a11
divideix a tota la seva fila i a tota la seva columna.
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Aix´ı, finalment fem zero totes les entrades de la fila i la columna de a11. Un
cop arribat a aquesta situacio´, repetim tot el proce´s pero` amb la matriu resultant
d’eliminar la primera fila i la primera columna. Ara, l’element a11 de la nova matriu
e´s l’element a22 de l’anterior i les dimensions de la nova matriu so´n (n−1)× (m−1).
Pas 4. Repetint els passos 1, 2 i 3 arribem a la situacio´ en que` obtenim una




s, 1 ≤ s ≤ min{m,n} so´n no nul·les i la
resta d’entrades so´n nul·les. Tot i aix´ı, pot ser que no se satisfaci la condicio´ de
divisibilitat a11|a22|...|ass. Suposem que ai := aii 6 |ai+1 := ai+1i+1. Aleshores sumem la fila
i+1 a la fila i, obtenim un element en la fila de ai que no e´s divisible per ai. Aleshores
procedim com en el pas 2 per obtenir una nova entrada a′i = MCD(ai, ai+1). Fem
el mateix que en el pas 3 per tornar a obtenir una matriu diagonal. Ara, la nova
entrada a′i+1 e´s combinacio´ lineal de ai, ai+1, per tant a
′
i|a′i+1. Amb una justificacio´
similar a la dels passos anteriors podem demostrar que despre´s d’un nombre finit
de passos arribem a la situacio´ en que` a1|a2|...|as.
3.2 Teorema d’estructura per a mo`duls finitament generats
sobre un PID
E´s a partir de la forma normal d’Smith que podem demostrar el teorema d’estruc-
tura per a mo`duls finitament generats sobre dominis d’ideals principals.
Teorema 3.2.1. Sigui R un domini d’ideals principals i sigui M un R-mo`dul no
nul finitament generat.
1. M e´s suma directa de mo`duls,
M ∼= R/(d1)⊕R/(d2)⊕ ...⊕R(ds)⊕Rk,
on els di so´n elements no nuls i no unitats d’R i di|dj per tot i ≤ j.
2. k i els elements d1, ..., ds estan un´ıvocament determinats per M .
Als elements d1, ..., ds els anomenem factors invariants. Dividirem la demostracio´
en dues parts, primer demostrarem existe`ncia de la descomposicio´ en suma directa
i despre´s demostrarem la unicitat.
3.2.1 Existe`ncia de la descomposicio´
Lema 3.2.2. Sigui R un anell commutatiu i unitari. Sigui M un R-mo`dul lliure
amb base {v1, v2, ..., vn}. Siguin {w1, ..., wn} elements d’M i C ∈ Matn(R) que
satisfa`
[v1, ..., vn]C = [w1, ..., wn]. (3.1)
Aleshores {w1, ..., wn} e´s una base d’M si, i nome´s si, C e´s invertible en Matn(R).
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Demostracio´. Demostrem la primera implicacio´. Suposem que {w1, ..., wn} e´s una





Definim D := (di,j). Podem doncs, reunir les n equacions anteriors en una sola
equacio´:
[w1, ..., wn]D = [v1, ..., vn].
Ara, de l’equacio´ 3.1 obtenim que
[v1, ..., vn]CD = [v1, ..., vn].
Per tant, 0 = [v1, ..., vn](Id− CD). Com que els {v1, ..., vn} so´n base, en particular
so´n linealment independents, obtenim que Id = CD. Tenim doncs que C te´ una
inversa per la dreta, el que implica que det(C) e´s unitat, per tant C e´s invertible.
Demostrem ara la segona implicacio´. Suposem que C e´s invertible, aleshores
podem reescriure l’equacio´ 3.1 com
[v1, ..., vn] = [w1, ..., wn]C
−1.
Aixo` implica que cada vj e´s combinacio´ lineal dels wi’s, per tant {w1, ..., wn} genera
M . Ara, suposem que existeixen λ1, λ2, ..., λn tals que
∑
i λiwi = 0. Llavors,
0 = [w1, ..., wn]
λ1...
λn




Com abans, la independe`ncia lineal de {v1, ..., vn} obliga a C
λ1...
λn






 = 0. Hem demostrat doncs que els {w1, ..., wn} so´n linealment
independents i generen M i per tant so´n base. 
A partir d’ara suposarem R un domini d’ideals principals.
Teorema 3.2.3. Sigui M un R-mo`dul lliure de rang n i sigui N un submo`dul.
Aleshores existeix una base {v1, ...vn} d’M , un enter s ≤ n i elements d1, d2, ..., ds
d’R tals que di|dj si i ≤ j i {d1v1, ..., dsvs} e´s una base d’N . En particular, N e´s
un R-mo`dul lliure de rang s.
Demostracio´. Sigui {m1, ...,mn} una base d’M . Si N = (0) el teorema e´s trivial.
Suposem doncs N 6= (0). Pel lema 3.0.6, existeix un sistema generador d’N amb
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no me´s d’n elements. Sigui {e1, ..., es} un sistema generador d’N amb la mı´nima






[e1, ..., es] = [m1, ...,mn]A, (3.2)
on A denota la matriu n × s, A = (ai,j). Pel teorema 3.1.1, existeixen matrius
invertibles P ∈Matn(R) i Q ∈Mats(R) tals que A′ = PAQ e´s una matriu diagonal
diag(d1, d2, ..., ds) tals que di|dj si i ≤ j. Tenim tambe´ que P−1A′Q−1 = A, per tant
podem reescriure l’equacio´ 3.2 com
[e1, ..., es]Q = [m1, ...,mn]P
−1A′.
Definim {v1, ..., vn} per [v1, ..., vn] = [m1, ...,mn]P−1 i {w1, ..., ws} per [w1, ..., ws] =
[e1, ..., es]Q. Pel lema 3.2.2, {v1, ..., vn} e´s una base d’M . A me´s, com que Q e´s inver-
tible, {w1, ..., ws} genera N , ja que obtenim l’equacio´ [w1, ..., ws]Q−1 = [e1, ..., es],
el que equival a dir que els elements ej es poden expressar com a combinacio´ lineal
dels wi’s. Per la minimalitat d’s, cap subconjunt estrictament inclo`s en {w1, ..., ws}
genera N , podem afirmar doncs que cap wi e´s nul. Finalment, per com hem escollit
{w1, ..., ws} i {v1, ..., vn} obtenim
[w1, ..., ws] = [v1, ..., vn]A
′ = [d1v1, ..., dsvs].
Com que tots els wi’s so´n no nuls, dj e´s no nul per tot j. De la independe`ncia lineal
de {v1, ..., vs} podem deduir que {w1, ..., ws} tambe´ so´n linealment independents.
E´s clar doncs que {w1, ..., ws} e´s una base d’N i, en particular, N e´s un mo`dul lliure
de rang s. 
Amb aquests resultats podem ja demostrar l’existe`ncia de la descomposicio´ en
suma directa de l’enunciat del teorema d’estructura.
Demostracio´. Considerem M un R-mo`dul finitament generat. Sigui {x1, ..., xn} un
sistema de generadors d’M amb mı´nima cardinalitat. Ara considerem F un R-





i rixi. Sigui N el nucli de ϕ. Com que N e´s un submo`dul
d’F , pel teorema 3.2.3, N e´s un R-mo`dul lliure de rang s ≤ n i existeix una base
{v1, ..., vn} d’F i elements no nuls d1, ..., ds d’R tals que {d1v1, ..., dsvs} e´s una base
d’N i di|dj si i ≤ j. ϕ e´s exhaustiva, per tant M = Imϕ, tenim doncs:
M ∼= F/N = (Rv1 ⊕ ...⊕Rvn)/(Rd1v1 ⊕ ...⊕Rdsvs).
Lema 3.2.4. Siguin A1, ..., An R-mo`duls i Bi ⊆ Ai submo`duls. Llavors,
(A1 ⊕ ...⊕ An)/(B1 ⊕ ...⊕Bn) ∼= A1/B1 ⊕ ...⊕ An/Bn.
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Demostracio´. Considerem el morfisme φ : A1 ⊕ ... ⊕ An → Ai/Bi ⊕ ... ⊕ An/Bn
definit per (ai, ..., an) 7→ (a1 + B1, ..., an + Bn). El nucli d’aquesta aplicacio´ e´s
B1 ⊕ ...⊕Bn ⊆ A1 ⊕ ...⊕ An, aix´ı doncs,
(A1 ⊕ ...⊕ An)/(B1 ⊕ ...⊕Bn) ∼= A1/B1 ⊕ ...⊕ An/Bn.

Podem observar que Rvi/Rdivi ∼= R/(di), ja que l’aplicacio´ r 7→ rvi + Rdivi e´s
exhaustiva amb nucli Rdi = (di).
Ara, juntament amb el lema 3.2.4 obtenim que:
M ∼= Rv1/Rd1v1⊕ ...⊕Rvs/Rdsvs⊕Rvs+1⊕ ...⊕Rvn ∼= R/(d1)⊕ ...⊕R/(ds)⊕Rn−s.

3.2.2 Unicitat de la descomposicio´
Abans de demostrar la unicitat del teorema donarem algunes definicions. Aqu´ı
tambe´ considerem R un domini d’ideals principals amb element unitat 1.
Definicio´ 3.2.5. Sigui M un R-mo`dul. Aleshores, definim ann(x) = {r ∈ R :
rx = 0}. De la mateixa manera, si S ⊆ M e´s un subconjunt d’M , podem definir
ann(S) = {r ∈ R : rx = 0}.
Observacio´ 3.2.6. ann(x) e´s un ideal d’R i ann(S) = ∩x∈Sann(x), per tant ann(S)
e´s tambe´ un ideal d’R.
Definicio´ 3.2.7. Qualsevol generador d’ann(x) s’anomena per´ıode d’x. Qualsevol
generador d’ann(S) s’anomena per´ıode d’S.
Notem que si a e´s el per´ıode d’x, Rx ∼= R/ann(x) ∼= R/(a). Com abans,
necessitem alguns lemes previs per poder realitzar la demostracio´.
Lema 3.2.8. Sigui M un R-mo`dul finitament generat. Aleshores:
(a) si M = A⊕B on A e´s un submo`dul de torsio´ i B e´s lliure, llavors A = Mtor
(b) si M = Mtor ⊕ B on B e´s lliure, el rang de B esta` un´ıvocament determinat
per M
Demostracio´. Comencem demostrant (a). E´s clar que si B e´s lliure, e´s lliure de
torsio´. Per tant, els elements de torsio´ so´n a A, llavors A = Mtor. Demostrem
(b). Pel teorema d’estructura, M = A ⊕ B on A e´s de torsio´ i B e´s lliure. Per
l’apartat (a) del lema, A = Mtor, aleshores B ∼= M/Mtor i per tant el seu rang
queda determinat. 
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Lema 3.2.9. Sigui M un R-mo`dul, x ∈M , ann(x) = (a) i p ∈ R un irreductible.
(a) si p|a llavors Rx/pRx ∼= R/(p)
(b) si p 6 |a llavors pRx = Rx.
Demostracio´. Considerem ϕ : R→ Rx tal que r 7→ rx, que te´ nucli kerϕ = (a). Si
p|a, (a) ⊆ (p) i Imϕ|(p) e´s pRx.
Observacio´ 3.2.10. Sigui ϕ : M → M un morfisme de mo`duls exhaustiu amb
nucli K. Sigui N un submo`dul d’M tal que N = ϕ−1(N). Aleshores existeix un
isomorfisme entre M/N i M/N , equivalentment M/N ∼= (M/K)/(N/K).
Usant aquesta observacio´ obtenim R/(p) ∼= Rx/pRx. Ara, si p 6 |a, aleshores
MCD(a, p) = 1 (p e´s irreductible). Per la identitat de Be´zout, existeixen s, t ∈ R
tals que sp+ta = 1. Per tot r ∈ R, rx = 1rx = (sp+ta)rx = (sprx+tarx) = (sprx),
el que implica Rx = pRx.

Lema 3.2.11. Sigui p ∈ R un irreductible i suposem pM = 0. Aleshores M e´s
un espai vectorial sobre R/(p). A me´s, si ϕ : M → M e´s un morfisme de mo`duls
exhaustiu, M e´s tambe´ un R/(p)-espai vecotial i ϕ e´s R/(p)-lineal.
Demostracio´. Considerem l’aplicacio´ ψ : R → End(M) tal que ψ(r)(m) = rm.
Com pM = {0}, tenim pR ⊆ kerψ. Aleshores, ψ factoritza per R/(p), e´s a dir,
existeix ψ˜ : R(p) → End(M) tal que ψ = ψ˜ ◦ pi, on pi : R → R/(p) e´s l’aplicacio´
quocient. De l’existe`ncia de ψ˜ obtenim que M e´s un R/(p)-mo`dul. Com que p
e´s irreductible, R/(p) e´s cos. Aix´ı doncs, M e´s un R/(p)-espai vectorial. L’accio´
d’R/(p) en M ve donada per
(r + (p))x = ψ˜(r + (p))(x) = ψ(r)(x) = rx.
Suposem que ϕ : M → M e´s un morfisme de mo`duls exhaustiu. Per x ∈ M ,
pϕ(x) = ϕ(px) = 0. Llavors pM = pϕ(M) = {0}, i per tant M e´s tambe´ un
R/(p)-espai vectorial. Finalment,
ϕ((r + (p))x) = ϕ(rx) = rϕ(x) = (r + (p))(ϕ(x)),
tenim doncs que ϕ e´s R/(p)-lineal. 
Seguidament demostrarem la unicitat del teorema 3.2.1.
Demostracio´. Suposem que M te´ dues descomposicions en suma directa:
M ∼= A0 ⊕ A1 ⊕ ...⊕ As, on
1. A0 e´s lliure
2. ∀i ≥ 1, Ai ∼= R/(ai)
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3. ai 6= 0, no so´n unitats i ai|aj∀i ≤ j
i M ∼= B0 ⊕B1 ⊕ ...⊕Bt, on
1. B0 e´s lliure
2. ∀i ≥ 1, Bi ∼= R/(bi)
3. bi 6= 0, no so´n unitats i bi|bj∀i ≤ j
Cal veure que rang(A0) = rang(B0), s = t i (ai) = (bi) per tot i. Pel lema 3.2.8
tenim que
Mtor = A1 ⊕ ...⊕ As = B1 ⊕ ...⊕Bt.
Aixo` implica rang(A0) = rang(B0).
(as) ⊆ (ai) per tot i = 1, ..., s i (bt) ⊆ (bi) per tot i = 1, ..., t, aix´ı doncs as
i bt so´n per´ıodes d’Mtor. En un domini d’integritat, dos elements que generen el
mateix ideal so´n associats. Podem assumir doncs que as = bt = m. Procedirem
ara per induccio´ en el nombre de factors irreductibles en una factoritzacio´ d’m. Si
el nombre e´s 1, aleshores m e´s irreductible i tots els ai i bi so´n associats d’m, en
aquest cas nome´s cal demostrar s = t. Tenim que mMtor = {0}, i pel lema 3.2.11
Mtor e´s un R/(m)-espai vectorial de la forma (R/(m))
s ∼= (R/(m))t i per tant cal
s = t.
Suposem ara que el nombre de factors irreductibles en una descomposicio´ d’m e´s
me´s gran que 1 i que la unicitat es compleix per tots els mo`duls de torsio´ finitament
generats amb un per´ıode amb una factoritzacio´ me´s curta que la d’m.
Sigui p un irreductible en R. Considerem l’endomorfisme d’Mtor x 7→ px, aquest
endomorfisme envia Ai a Ai per tot i. Pel lema 3.2.9 si p|ai tenim Ai/pAi ∼= R/(p),
pero` si p 6 |ai tenim Ai/pAi = {0}. Aleshores tenim,
Mtor/pMtor ∼= (A1⊕ ...⊕As)/(pA1⊕ ...⊕pAs) ∼= (A1/pA1⊕ ...⊕As/pAs) ∼= (R/(p))k
on k e´s el nombre de ai’s tals que p|ai. Obtenim que p(Mtor/pMtor) = {0}, altre cop
pel lema3.2.11 k = dim(Mtor/pMtor) com a R/(p)-espai vectorial. Fent el mateix
amb l’altra descomposicio´ arribem a que el nombre de bi’s tals que p|bi e´s tambe´ k.
Si p e´s un irreductible que divideix a1, aleshores p|ai per tot 1 ≤ i ≤ s i a me´s p
divideix exactament s bi’s, d’aqu´ı obtenim que s ≤ t. Utilitzant el mateix argument
pero` agafant un irreductible q tal que q|b1 obtenim t ≤ s, e´s clar doncs, que s = t.
Fixem un irreductible p tal que p|a1. Aleshores p|aj i p|bj per 1 ≤ j ≤ s. Sigui
k′ l’u´ltim ı´ndex tal que ak′ e´s associat de p. Llavors, pAj = {0} per tot j ≤ k′ i pAj
e´s c´ıclic de per´ıode aj/p per tot j > k
′. Per tant, pMtor ∼= pAk′+1 ⊕ ...⊕ pAs.
De la mateixa manera, si k′′ e´s l’u´ltim ı´ndex tal que bk′′ e´s associat de p obtenim
pBj = {0} per tot j ≤ k′′, pBj c´ıclic de per´ıode bj/p per j > k′′ i pMtor ∼=
pBk′′+1 ⊕ ...⊕ pBs.
Finalment, aplicant la hipo`tesi d’induccio´ en pM , que te´ per´ıode m/p, tenim que
k′ = k′′ i (ai/p) = (bi/p), e´s a dir (ai) = (bi), per tot i > k′. A me´s per 1 ≤ i < k′
tenim (ai) = (p) = (bi), ja que so´n associats. 
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D’acord amb aquesta descomposicio´, R/(d1) ⊕ ... ⊕ R/(ds) e´s el submo`dul de
torsio´ d’M i Rn−s e´s lliure.
3.3 Teorema d’estructura per a mo`duls graduats
En aquesta seccio´ readaptarem el teorema d’estructura per a mo`duls sobre dominis
d’ideals principals. Considerem K un cos i l’anell graduat K[t], aquest anell e´s un
domini euclidia`, aixo` implica que e´s tambe´ un domni d’ideals principals. Aleshores
si considerem un K[t]-mo`dul graduat M podr´ıem aplicar el teorema d’estructura
anterior. Tot i aix´ı el teorema d’estructura per a mo`duls graduats requereix parar
atencio´ en alguns matisos.
Lema 3.3.1. Siguin M,N dos R-mo`duls graduats i f : M → N un morfisme
graduat. Aleshores ker f e´s tambe´ un R-mo`dul graduat.
Demostracio´. Sabem que f(Mi) ⊆ Ni. Aleshores podem considerar el morfisme f
com ⊕ifi, on fi : Mi → Ni. Sigui m ∈ M , m tambe´ pot ser descomposat com a
suma de components homoge`nies, e´s a dir m =
∑





i fi(mi). Si m ∈ ker f vol dir que fi(mi) = 0 per tot i.
Tenim que ker f = ⊕i ker fi = ker f ∩Mi i per tant e´s un submo`dul graduat. 
Teorema 3.3.2. Sigui K un cos. Considerem M un mo`dul graduat no nul sobre
l’anell graduat K[t]. Aleshores M descomposa de manera u´nica llevat d’isomorfisme
com:
(⊕iTαiK[t])⊕ (⊕iT γiK[t]/ti).
On Tαi denota una traslacio´ en el grau d’αi unitats.
Demostracio´. Considerem {m1,m2, ...,mn} un sistema generador d’elements homo-
genis d’M amb mı´nima cardinalitat. α1, α2, ..., αn denotaran els graus dels elements
m1,m2, ...,mn respectivament. Considerem ara el mo`dul lliure ⊕ni=1TαiK[t]. Sigui
f el morfisme graduat f : ⊕ni=1TαiK[t] → M definida per f(ei) = mi, on e1, ..., en
e´s una base homoge`nia de ⊕ni=1TαiK[t]. Aquesta aplicacio´ e´s exhaustiva. Sigui N
el nucli d’aquesta aplicacio´, pel lema anterior, e´s tambe´ un mo`dul graduat. Pel
teorema 3.2.3 sabem que existeixen una base [v1, ..., vn] de ⊕ni=1TαiK[t], un enter r i
elements d1, ..., dr ∈ K[t] tals que di|di+1 de manera que [d1v1, ..., drvr] e´s base d’N .
Aplicant el teorema d’isomorfia obtindr´ıem
M ∼= (⊕ri=1T degviK[t]/(di))⊕ (⊕ni=r+1T degvi)
Cal veure que els ideals (di) so´n de la forma (t
i). Seguint la demostracio´ del
teorema 3.2.3, els elements di apareixen en la reduccio´ a la forma normal d’Smith de
la matriu G tal que [n1, ..., nr] = [e1, ..., en]G, on [n1, ..., nr] e´s un sistema generador
homogeni de cardinalitat mı´nima d’N . Com que les dues bases so´n homoge`nies, els
coeficients de la matriu tambe´ ho han de ser.
Observacio´ 3.3.3. La matriu G e´s la matriu associada al morfisme graduat g :
N → ⊕ni=1TαiK[t], e´s a dir g(Ni) ⊆ TαiK[t]. E´s clar doncs que la matriu G e´s una
matriu n× s que compleix deg(nj) = deg(gji ) + deg(ei).
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Readaptem la reduccio´ d’una matriu a la forma normal d’Smith amb coeficients
a K[t]. En aquest cas, com que hem de ser sensibles al grau, ens resultara` me´s
convenient no fer intercanvis de columnes o files. So´n necessa`ries nome´s 2 tipus
operacions:
(i) multiplicar una fila per una unitat q ∈ K[t].
(ii) substituir una fila k per la fila k + qj on q ∈ K[t].
S’utilitzen tambe´ 2 operacions ana`logues per columnes.
1. Escollim una entrada gji no nul·la amb grau mı´nim de la columna de me´s a
l’esquerra.
2. Operant amb files i columnes usant l’operacio´ (ii) fins a obtenir zeros a les
entrades de la fila i la columna de gji .
3. Tornem al pas 1, considerant ara la matriu obtinguda en eliminar la fila i i la
columna j de l’anterior.
Cal veure que aquestes operacions no alteren l’homogne¨ıtat de la matriu. E´s clar
que multiplicar per una unitat no altera l’homogne¨ıtat, ja que les unitats en K[t]
so´n els elements de grau 0.
Lema 3.3.4. Considerem una columna j i una columna k d’una matriu associada a
un morfisme graduat respecte bases homoge`nies. Aleshores, la difere`ncia en el grau
entre gji i g
k




i′ per tot i, i
′ = 1, ..., n.
E´s a dir, si tenim
G =

. . . gj1 . . . g
k
1 . . .
. . . gj2 . . . g
k
2 . . .
...
...
. . . gjn . . . g
k
n . . .

Aleshores deg(gj1)− deg(gk1) = deg(gj2)− deg(gk2) = ... = deg(gjn)− deg(gkn).
Demostracio´. En efecte, la matriu compleix deg(nj) = deg(g
j
i ) + deg(ei). Aleshores
deg(gji )− deg(gki ) =
(
deg(nj)− deg(ei)
)− (deg(nk)− deg(ei)) = deg(nj)− deg(nk).
Ara, deg(gji′) − deg(gki′) =
(
deg(nj) − deg(ei′)
) − (deg(nk) − deg(ei′)) = deg(nj) −
deg(nk). 
























Aleshores, deg(g1i )− deg(g1l ) = deg(g2i )− deg(g2l ) = ... = deg(gsi )− deg(gsl ). Aquest
lema ens assegura que en el pas 2 de l’algoritme de reduccio´ no generem entrades
no homoge`nies. Aix´ı doncs, un cop redu¨ıda la matriu G a la forma normal d’Smith,
obtenim una matriu tambe´ homoge`nia. Els elements homogenis de K[t] so´n de la
forma atn, a ∈ K. Pero` K[t]/(atn) = K[t]/(tn). Aix´ı doncs, queda demostrada




Una discussio´ me´s completa de mo`duls sobre dominis d’ideals principals la podeu
trobar a [12], cap´ıtol 10 i 11 i [16], cap´ıtol 8. L’enunciat del teorema d’estrucura per
a mo`duls graduats finitament generats sobre un PID es pot trobar a [26], cap´ıtol 3,
teorema 3.19, o be´ en [27] teorema 2.1. Tot i aix´ı es presenta sense demostracio´, la
demostracio´ que es descriu en aquest treball l’he proposat jo.
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4 Persiste`ncia
En aquest cap´ıtol exposarem la teoria matema`tica darrere la persiste`ncia. Donarem
la definicio´ de l’homologia persistent i mo`dul de persiste`ncia i acompanyarem aques-
ta teoria amb diagrames que ens permetin visualitzar la persiste`ncia de l’homologia
aix´ı com algoritmes de ca`lcul.
4.1 Homologia persistent
L’homologia persistent intenta captar les propietats topolo`giques que perduren al
llarg d’una filtracio´. Suposem que tenim una filtracio´ finita d’un complex simplicial
K:
∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K
Per tot 0 ≤ i ≤ j ≤ m es te´ la inclusio´ Ki ⊆ Kj. Aquestes inclusions indu-
iexen un morfisme en l’homologia ii,jp : Hp(Ki) → Hp(Kj) per a cada dimensio´ p.
Aquest morfisme envia classes d’homologia d’Hp(Ki) a la classe d’homologia Hp(Kj)
que la conte´. Aix´ı doncs, a la filtracio´ hi tenim associada una successio´ de grups
d’homologia
0 = Hp(K0)→ Hp(K1)→ ...→ Hp(Km) = Hp(K)
per a cada dimensio´ p. En cada pas de Ki a Ki+1 pot ser que s’afegeixi un s´ımplex σ.
Aquest s´ımplex pot generar un nou cicle z, i per tant una nova classe en l’homologia,
o tambe´ pot fer que la classe d’un cicle z′ es fusioni amb una classe ja existent o es
converteixi en vora. En el primer cas, apareix una classe en Hp(Ki+1) que no existia
en Hp(Ki). I en el segon cas, tota la classe de z
′ d’Hp(Ki) es fusiona a Hp(Ki+1)
amb una altra classe. Ens interessen les classes que tenen vides llargues, les classes
que persisteixen al llarg d’un major nombre de complexos.
Definicio´ 4.1.1. Definim els p-e`ssims grups d’homologia (i,j)-persistent com les
imatges dels morfismes indu¨ıts per les inclusions, H i,jp := Im i
i,j
p , per 0 ≤ i ≤ j ≤ m.
Al rang de Im ii,jp l’anomenem p-e`ssim nombre de Betti (i,j)-persistent.
Aix´ı doncs, els grups d’homologia (i, j)-persistent consisteixen en les classes de
Ki que segueixen existint com a tals a Kj. Aleshores, els p-e`ssims grups d’homologia
(i, j)-persistents tambe´ es podrien veure com Zp(Ki)/(Bp(Kj) ∩ Zp(Ki)).
Proposicio´ 4.1.2. H i,jp
∼= Zp(Ki)/(Bp(Kj) ∩ Zp(Ki))
Demostracio´. Considerem el morfisme indu¨ıt per la inclusio´Ki ⊆ Kj ii,jp : Hp(Ki)→
Hp(Kj). Pel primer teorema d’isomorfia tenim Im(i
i,j
p )
∼= Hp(Ki)/Ker(ii,jp ). Ara, el
nucli d’aquest morfisme ii,jp so´n els cicles de Zp(Ki) que so´n vores a Bp(Kj). E´s a
dir,
Im(ii,jp )
∼= Hp(Ki)/Ker(ii,jp ) ∼= Hp(Ki)/(Zp(Ki)∩Bp(Kj)) ∼= Zp(Ki)/(Zp(Ki)∩Bp(Kj)).

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Sigui [z] una classe en Hp(Ki), diem que neix a Ki si [z] 6∈ H i−1,ip . Si [z] neix a
Ki diem que mor a Kj si i
i,j−1
p ([z]) 6∈ H i−1,j−1p pero` ii,jp ([z]) ∈ H i−1,jp .
Figura 1: En aquest dibuix es pot veure el seguiment d’una classe d’Hp(Ki) que
neix a Ki i mor a Kj. La classe γ neix a Ki ja que no e´s a la zona ombrejada
(Im ii−1,ip ) d’H
i
p i mor a Kj ja que la seva imatge per i
i,j
p recau a la zona ombrejada
(Im ii−1,jp ) d’H
j
p . Adaptat de [8].
Definicio´ 4.1.3. Si [z] e´s una classe en Hp(Ki) que neix a Ki i mor a Kj diem
que la persiste`ncia de [z] e´s j − i. Si una classe d’equivale`ncia no mor, la seva
persiste`ncia e´s ∞.
Definim µi,jp com el nombre de classes de dimensio´ p que neixen a Ki i moren a
Kj. Tenim que β
i,j−1
p − βi,jp e´s el nombre de classes de dimensio´ p que neixen a i o
abans i moren a j, tambe´ βi−1,j−1p −βi−1,jp e´s el nombre de classes que neixen a i− 1
o abans i moren a j. Aleshores es te´:
µi,jp = β
i,j−1
p − βi,jp − (βi−1,j−1p − βi−1,jp ).
4.2 Mo`dul de persiste`ncia
En aquesta seccio´ intentarem entendre l’estructura de l’homologia persistent. Ara,
R denotara` un anell commutatiu i unitari. Comenc¸arem amb un parell de definici-
ons.
Definicio´ 4.2.1. Un complex de persiste`ncia e´s una famı´lia de complexos de cade-
nes {Ci?}i≥0 sobre R juntament amb morfismes de complexos cadenes fi : Ci? → Ci+1?
per tot i ≥ 0.
Aix´ı, els complexos de cadenes d’una filtracio´ finita d’un complex simplicial K
juntament amb les inclusions ij : C
j
? → Cj+1? formen un complex de persiste`ncia.
Definicio´ 4.2.2. Un R-mo`dul de persiste`ncia e´s una famı´liaM d’R-mo`duls {M i}i≥0
juntament amb homomorfismes ϕi : M i →M i+1.
L’homologia p-dimensional amb coeficients a R d’un complex de persiste`ncia com
el d’abans e´s doncs un mo`dul de persiste`ncia.
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Definicio´ 4.2.3. Diem que un complex de persiste`ncia {Ci?}i≥0 (respectivament
mo`dul de persiste`ncia {M i, ϕi}i≥0) e´s de tipus finit si cada component del complex
(mo`dul) e´s un R-mo`dul finitament generat i si els morfismes f i (ϕi) so´n isomorfis-
mes per i ≥ m per algun m ∈ Z.
Aleshores, si partim d’un complex simplicial K amb una certa filtracio´ (finita),
obtenim un complex de persiste`ncia de tipus finit i un mo`dul de persiste`ncia de
tipus finit sobre Z.
Si M = {M i, ϕi} i N = {N i, ψi} so´n mo`duls de persiste`ncia, un morfisme de
mo`duls de persiste`ncia f? : M → N e´s una successio´ de morfismes d’R-mo`duls
{fi}i≥0, fi : M i → N i per tot i ≥ 0 tal que el segu¨ent diagrama e´s commutatiu per
tot i ≥ 0:
M i M i+1




E´s a dir, tal que fi+1 ◦ ϕi = ψi ◦ fi.
Aleshores, e´s fa`cil de comprovar que els mo`duls de persiste`ncia juntament amb els
morfismes entre ells formen una categoria. La categoria de mo`duls de persiste`ncia,
que notarem per MP.
Considerem ara el segu¨ent functor:
Suposem que tenim un R-mo`dul de persiste`ncia M = {M i, ϕi}i≥0. Considerem





on l’accio´ d’R[t] ve donada per t(m0,m1,m2, ...) = (0, ϕ0(m0), ϕ1(m1), ...).
Veiem que, efectivament, α e´s functorial. En efecte, α envia mo`duls de per-
siste`ncia a mo`duls graduatsR[t]. Cal veure ara que tot morfisme f? ∈ HomMP (M,N )
te´ associat un morfisme α(f) ∈ Hom(α(M), α(N )) tal que:
1. α(IdM) = Idα(M) per tot M∈MP
2. Si g? : N → L e´s un morfisme de mo`duls de persiste`ncia, aleshores α(g?◦f?) =
α(g?) ◦ α(f?)
Considerem f? ∈ Hom(M,N ). Definim α(f?) : α(M)→ α(N ) com α(f?)(m0,m1, ...) =
(f0(m
0), f1(m
1), ...) ∀m = (m0,m1, ...) ∈ α(M). E´s clar que e´s un morfisme gradu-
at, en efecte:
α(f?)(t(m
0,m1,m2, ...)) = α(f?)(0, ϕ





1)), ...) = t(f0(m
0), f1(m
1), ...) = tα(f?)(m
0,m1, ...). Tambe´,
si m = (m0,m1, ...) i n = (n0, n1, ...) es te´ α(f?)(m + n) = (f0(m
0 + n0), f1(m
1 +
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n1), ...) = (f0(m
0), f1(m
1), ...) + (f0(n
0), f1(n
1), ...) = α(f?)(m) + α(f?)(n). A me´s,
α(f?)(M
i) ⊆ (N i). Hem demostrat doncs que e´s un morfisme graduat.
Vegem ara que α preserva el morfisme identitat i la composicio´ de morfismes.
1. Tenim que α(IdM) : α(M) → α(M) i Idα(M) : α(M) → α(M). Ara,
α(IdM)(m0,m1, ...) = (Id0(m0), Id1(m1), ...) = (m0,m1, ...) = Idα(M)(m0,m1, ...).
2. α(g?◦f?)(m0,m1, ...) = (g0◦f0(m0), g1◦f1(m1), ...) = α(g?)(f0(m0), f1(m1), ...) =
α(g?) ◦ α(f?)(m0,m1m...).
Teorema 4.2.4 (Zomorodian i Carlsson [27], cf. Corbet i Kerber [6]). Sigui R un
anell commutatiu i noetheria`. Aleshores, α defineix una equivale`ncia de categories
entre els mo`duls de persite`ncia sobre R de tipus finit i els mo`duls graduats finitament
generats sobre R[t].
Demostracio´. Volem veure que existeix un functor β : PMt.f. → Gr −modf.g. tal
que αβ w IdPMt.f. i βα w IdGr−modf.g. . On PMt.f. denota la categoria de mo`duls de
persiste`ncia de tipus finit sobre R i Gr−modf.g. denota la categoria de R[t]-mo`duls
graduats finitament generats.
Veiem primer que siM = {Mi, ϕi}i∈N e´s un mo`dul de persiste`ncia de tipus finit
sobre R aleshores α(M) e´s un R[t]-mo`dul graduat finitament generat.
Sigui D ∈ N tal que per tot i ≥ D ϕi : Mi →Mi+1 e´s un isomorfisme. Sigui Gi un
sistema generador d’Mi. Volem veure que ∪Di=0Gi e´s un sistema generador d’α(M).
Cal veure doncs, que cada element homogeni en α(M) = ⊕i∈NMi esta` generat per
la unio´ dels Gi’s. Aix´ı doncs, fixem un k ∈ N i un mk ∈ α(M) homogeni de grau k.
Si k ≤ D aleshores mk esta` generat per Gk. Si k > D, veiem que mk esta` generat
per GD. Definim ϕD,k := ϕD ◦ ϕD+1 ◦ ... ◦ ϕk−1. Sigui mD = ϕ−1D,k(mk), aquest
element existeix, ja que ϕi e´s un isomorfisme per tot i ≥ D. mD esta` generat per
GD i per tant mk esta` generat per ϕD,k(GD). Ara, ϕD,k(GD) = tk−DGD i tk−D ∈ R[t],
obtenim doncs que mk esta` generat per GD.
Sigui M = ⊕i∈NMi un mo`dul graduat sobre R[t]. Definim el functor β(M) =
M0
ϕ0−→ M1 ϕ1−→ ... on ϕi(mi) = t ·mi. Seguint el mateix esquema que per α podem
veure fa`cilment que efectivament e´s un functor. Volem veure que β(M) e´s un mo`dul
de persiste`ncia de tipus finit.
Viem primer que cada Mi d’M e´s finitament generat. Com que M e´s un R-
mo`dul finitament generat i R e´s noetheria`, tenim que M e´s un mo`dul noetheria`.
Per tant, tot submo`dul d’M e´s finitament generat, en particular M≥k := ⊕i≥kMi.
Sigui m1,m2, ...,ms un sistema de generadors d’M , i m ∈ M≥k. Aleshores m =∑
i∈Jm rimi, on ri ∈ R[t] i Jm ⊆ {1, 2, ..., s}; ara be´, si resulta que m ∈ Mk tenim
que ri so´n de grau 0 i mi ∈ Mk per tot i ∈ Jm, e´s clar doncs que Mk e´s finitament
generat i que per tant tot Mi per i ∈ N e´s finitament generat.
Cal veure ara que existeix D tal que la multiplicacio´ per t en β(M) e´s un iso-
morfisme d’Mi a Mi+1 per tot i ≥ D.
Lema 4.2.5. Sigui R un anell noetheria`. Aleshores, tot R-mo`dul finitament generat
e´s finitament presentat.
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Usant el lema 4.2.5 i el teorema B.12, podem definir un morfisme graduat
µ : R[t]n → M tal que el seu nucli e´s finitament generat. Per tant podem defi-
nir E = {e1, ..., em} com un sistema generador homogeni de kerµ. Definim tambe´
{g1, g2, ..., gn} com a un sistema generador homogeni d’M iD := max{deg(gj), deg(ek)|1 ≤
j ≤ n, 1 ≤ k ≤ m}.
Sigui y ∈ Mi+1 amb i ≥ D. Aleshores y =
∑n
j=1 λjgj i λj ∈ R[t] homogenis han
de ser de grau com a mı´nim 1. Podem escollir y = ty′ amb y′ ∈ Mi, el que implica
que la multiplicacio´ per t do´na lloc a un morfisme exhaustiu.
Sigui ara y ∈ Mi tal que ty = 0. Sigui x ∈ R[t]n tal que µ(x) = y. Aleshores
µ(tx) = ty = 0. Podem afirmar doncs que tx ∈ kerµ i per tant tx = ∑mj=1 λ˜jej.
Cada λ˜j e´s un polinomi homogeni de grau com a mı´nim 1 (els ej tenen grau com a
molt D i tx te´ grau com a mı´nim D+1). Tenim que tx =
∑m
j=1 tλjej = t
∑m
j=1 λjej,
on tλi = λ˜i. Com que R[t]
n e´s lliure, obtenim que x =
∑m
j=1 λjej, e´s a dir x ∈ kerµ
i per tant y = 0. Aixo` demostra que la multiplicacio´ per t e´s injectiva. Llavors, la
multiplicacio´ per t en β(M) e´s un isomorfisme d’Mi a Mi+1 per tot i ≥ D. 
Amb aquesta corresponde`ncia, hem aconseguit captar en una sola estructura l’-
homologia d’un complex simplicial filtrat. Guardem el moment en el qual una classe
neix usant el coeficient de polinomi. Aquest teorema ens diu que no sembla haver-
hi un teorema de classificacio´ pels mo`duls de persiste`ncia, ja que sabem d’a`lgebra
commutativa que no tenim un teorema de classificacio´ per a mo`duls graduats sobre
Z[t]. Ara be´, si l’anell R sobre el que definim l’R-mo`dul e´s un cos, s´ı que tenim
classificacio´. Si K e´s un cos, aleshores K[t] e´s un domini d’ideals principals i pel








on αi, γj ∈ Z i Tα denota una α-traslacio´ en el graduat.
A continuacio´ relacionarem de manera bijectiva les classes mo`dul isomorfisme de
K[t]-mo`duls amb objectes que s’adaptin be´ a la nostra construccio´ de l’homologia
persistent.
Definicio´ 4.2.6. Un P-interval e´s un parell ordenat (i, j) tal que 0 ≤ i < j ∈ Z.
Definim Q(i, j) = T iF [t]/(tj−i) per a tot P-interval (i, j). Per a un P-interval
(i,∞) es te´ Q(i,∞) = T iF [t]. Per a un conjunt S = {(i0, j0), (i1, j1), ..., (in, jn)} de
P-intervals definim
Q(S) = ⊕nk=0Q(ik, jk).
Proposicio´ 4.2.7. La corresponde`ncia S → Q(S) defineix una bijeccio´ entre els
conjunts finits de P-intervals i els mo`duls graduats finitament generats obre l’anell
K[t].
Corol·lari 4.2.8. Les classes mo`dul isomorfisme de mo`duls de persiste`ncia de tipus
finit (amb coeficients a un cos) estan en corresponde`ncia bijectiva amb els conjunts
finits de P-intervals.
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El teorema d’estructura per a mo`duls graduats finitament generats sobre un PID
ens assegura que existeix una base per aquest mo`dul, aquesta base ens proporciona
una base compatible per tots els espais vectorials Hp(Ki) al llarg de la filtracio´.
Cada P-interval (i, j) representa una classe d’homologia (un element de la base)
que neix a i i mor a j.
4.3 Visualitzacio´
E´s convenient representar l’homologia persistent en diagrames per tal de visualitzar
la col·leccio´ de nombres de Betti. E´s a dir, visualitzar l’evolucio´ de l’homologia al
llarg de la filtracio´. Com abans, seguim considerant una filtracio´ finita d’un complex
simplicial K:
∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K
Considerem un multiconjunt Dgmp(K) en Z
2
tal que un punt (i, j) ∈ Dgmp(K)
si existeix una classe d’Hp(Ki) nascuda a Ki que mor a Kj. Un punt (i,∞) pertany a
Dgmp(K) si una classe nascuda a Ki no mor. Aleshores, el punts (i, j) ∈ Dgmp(K)
apareixen amb multiplicitat µi,jp . Si estem treballant amb coeficients en un cos,
aquest multiconjunt coincideix amb el conjunt de P-intervals en corresponde`ncia
amb el mo`dul de persiste`ncia que volem representar. Aquest multiconjunt s’ano-
mena p-e`ssim diagrama persistent de la filtracio´ i es denota per Dgmp(K).
Els diagrames persistents poden ser visualitzats en el pla d’eixos naixement-mort,
es dibuixa un punt (i, j) si aquest pertany al diagrama. La persiste`ncia de cada
classe e´s la dista`ncia vertical del punt que representa la classe (o les classes) a l’eix
diagonal. A me´s, del diagrama se’n poden llegir els nombres de Betti persistents,
el p-e`ssim nombre de Betti (l, k)-persistent e´s el nombre de punts amb multiplicitat
en el quadrant superior esquerra amb cantonada (l, k). En efecte, una classe aug-
mentara` en 1 el rang d’Hk,lp si la seva persiste`ncia e´s i − j amb i ≤ l i j > k, e´s a
dir, el punt recau en el quadrant definit.
Lema 4.3.1. Sigui ∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K una filtracio´. Per a cada
parell d’´ındexs 0 ≤ k ≤ l ≤ m i cada dimensio´ p el p-e`ssim nombre de Betti







Demostracio´. En efecte, βk,lp compta el nombre de classes de Kk que segueixen vives
a Kl. Per tant, inclou totes les classes que neixen a o abans de Kk, e´s a dir, les
classes de Ki on i ≤ k i a me´s moren despre´s de Kl, e´s a dir les classes que tambe´
so´n a Kj on j > l. 
Aix´ı doncs, els diagrames de persiste`ncia guarden la informacio´ dels grups d’ho-
mologia persistent.
Tambe´, podem visualitzar la persiste`ncia de cada classe com un interval semio-
bert en l’eix dels ı´ndexs. Si una classe [z] neix a Ki i mor a Kj, li podem assignar un
interval [i, j) que l’anomenem k-interval de [z]. Si [z] no mor, li assignem l’interval
[i,∞). Com abans, si estem treballant amb coeficients en un cos, els intervals ve´nen
donats per la bijeccio´ del corol·lari 4.2.8.
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Si representem aquests intervals en el pla on l’eix vertical representa una orde-
nacio´ (arbitra`ria) de classes d’homologia obtenim un barcode. Una representacio´
gra`fica de l’homologia de la filtracio´, on queda reflectida la persiste`ncia de cada
classe al llarg de la filtracio´. En la figura 2 tenim el barcode per l’homologia en
dimensio´ 1 d’una filtracio´.
Figura 2: Exemple d’un barcode en dimensio´ 1 d’una filtracio´, on K0 ⊆ K1 ⊆ K2 ⊆
K3 so´n complexos simplicials d’aquesta. A la dreta podem observar tambe´ el 1r
diagrama persistent de la filtracio´. Adaptat de [7].
Un barcode ens do´na els nombres de Betti persistents, si volem saber el nombre
de Betti (i, j)-persistent cal trac¸ar una l´ınia vertical en x = i i x = j, aleshores el
nombre de segments horitzontals que duren tot l’interval [i, j) correspon al nombre
de Betti buscat. Tambe´, si dibuixem una l´ınia vertical en x = i, el nombre d’in-
terseccions d’aquesta l´ınia amb intervals ens do´na el nombre de Betti del complex
simplicial Ki de la filtracio´. La visualitzacio´ en forma de barcode e´s la me´s usual
actualment.
De la interpretacio´ dels mo`duls de persiste`ncia com a mo`duls graduats finitament
generats sobre un PID podem treure informacio´ de quan un element e+Blk e´s base
d’H l,l+pk per algun l, p ∈ Z. En efecte, si el cicle e neix a Ki i mor a Kj aleshores es
te´ que e 6∈ Blk per tot l < j, i per tant e 6∈ Bl+pk per l + p < j. A me´s, l ≥ i i p ≥ 0.
Llavors, aquestes tres inequacions defineixen un triangle en el pla index-persiste`ncia
on el cicle e i els seus homo`legs defineixen un element de la base d’H l,l+pk .
Per tal de visualitzar aquests triangles, estenem a triangles en el pla ı´ndex-
persiste`ncia. Per exemple, l’interval [i, j) es pot estendre al triangle amb ve`rtex
{(i, 0), (j, 0), (i, j− i)} tal que e´s tancat pel costat ij i pel costat i(j − i) i obert pel
costat restant.
Aix´ı doncs, es te´ el segu¨ent resultat:
Proposicio´ 4.3.2. βl,kp correspon al nombre de triangles en el pla ı´ndex-persiste`ncia
que contenen el punt (l, k).
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Figura 3: En aquesta imatge es mostra l’extensio´ a triangles dels p-intervals mos-
trats a dalt. Imatge: [26].
Demostracio´. En efecte, si un punt (l, k) recau dins un p-triangle generat per l’in-
terval [i, j) es te´ i ≤ l ≤ k ≤ j, el que vol dir que la classe representada per aquest
interval persisteix de l a k, augmentant el rang d’H l,kp en una unitat. 
E´s important destacar que quan treballem amb coeficients en un cos, obtenim un
invariant (llevat d’isomorfisme) per a cada mo`dul de persiste`ncia, els P-intervals.
Obtenim doncs automa`ticament una representacio´ clara i concisa (diagrames o bar-
codes) de com evoluciona l’homologia al llarg de la filtracio´.
4.4 Algoritmes per al ca`lcul de l’homologia persistent
Un cop constru¨ıda l’homologia persistent e´s natural preguntar-nos si e´s possible
efectuar-ne el ca`lcul. En aquesta seccio´ veurem que s´ı que e´s possible i donarem
alguns algoritmes de ca`lcul.
4.4.1 Algoritme esta`ndard per coeficients en un cos arbitrari
A continuacio´ explicarem un algoritme per al ca`lcul dels P-intervals (intervals de
persiste`ncia) d’un complex simplicial filtrat quan ens trobem amb coeficients en un
cos. Aquest algoritme va ser presentat per A. Zomorodian i G. Carlsson [27]. E´s
una generalitzacio´ del primer algoritme per al ca`lcul de l’homologia persistent [10].
Aquest primer algoritme consisteix en aparellar s´ımplex. Suposem que tenim un
complex simplicial filtrat K, e´s a dir, tenim
∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K.
Sigui σi un s´ımplex del complex simplicial Ki i σj un s´ımplex del complex simplicial
Kj, 0 < i, j ≤ m. Aleshores, l’algoritme aparella σi i σj si al afegir σi al complex
simplicial, aquest crea un cicle que es converteix en vora amb l’aparicio´ de σj a la
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filtracio´. Aix´ı doncs, l’algoritme ens do´na un conjunt de parelles de s´ımplex que ens
diuen quan ha nascut i mort un cicle, e´s a dir, e´s do´na la col·leccio´ de P-intervals.
Aquest algoritme per aixo` te´ certes restriccions, s’aplica nome´s amb coeficients a
Z2 i per a subcomplexos simplicials d’S3.
L’algoritme que explicarem amb detall a continuacio´ aprofita l’estructura del
mo`dul de persiste`ncia. Com en l’homologia simplicial, l’algoritme consisteix en la
reduccio´ de les matrius ∂p. Aquest nou algoritme ens permet calcular l’homologia en
cossos arbitraris. Gra`cies a aixo`, tot i que en l’homologia sobre un cos no obtenim
torsio´, podem comparar els resultats obtinguts amb diferents cossos i ser sensibles
a la torsio´. A me´s no te´ restriccions en la dimensio´.
Usarem un exemple per explicar el procediment i usarem com a cos K els nombres
reals. Considerem la filtracio´ K en la figura 4:
Figura 4: complex simplicial filtrat. Imatge de [27]
Primer de tot, cal dotar els s´ımplexs de la filtracio´ d’un ordre total. L’ordre ha
de ser compatible amb la filtracio´, e´s a dir:
1. si un s´ımplex σ pertany a Ki, aleshores σ ≤ τ si τ apareix per primer cop en
un Kj tal que i ≤ j.
2. si dimσ ≤ dimτ aleshores σ ≤ τ .
En la taula 4.4.1 es pot veure com hem dotat d’un ordre total els s´ımplexs de la
filtracio´ de la figura 4.
Considerem el cos K, aleshores el mo`dul de persiste`ncia correspon a un K[t]-
mo`dul. Ara, tambe´ ens podem mirar el complex de persiste`ncia associat a la nostra
filtracio´, com un K[t]-mo`dul. E´s a dir, nosaltres partim del complex de persiste`ncia
→ Ci? ϕ
i−→ Ci+1? →
i ens el mirem com un K[t]-mo`dul graduat ⊕Ci? on l’accio´ de t ve donada per
tx = ϕix si x ∈ Ci.
En la taula 4.4.1, es mostra el grau dels s´ımplexs de la filtracio´ de K com a
elements homogenis del K[t]-mo`dul.
La manera d’expressar les cadenes en el K[t]-mo`dul graduat ⊕Cip dependra` del
moment de la filtracio´ en que` han aparegut per primera vegada els elements de la
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base i del moment en que` s’estigui considerant la cadena. Per exemple, considerem
la cadena ad + cd + ac del complex K4 de la filtracio´ de la figura 4. L’expressio´
d’aquesta cadena en el K[t]-mo`dul e´s t2 ·ad+t2 ·cd+t·ac. La cadena ha de tenir grau
4, ja que ens la mirem com un element de C41(K), per aixo` cal portar els elements
ad, cd, ac de la base a aquest moment. ad te´ grau 2 (neix a K2), per l’estructura
del mo`dul graduat, si multipliquem aquest element per t2, pertanyera` a C41 .
a b c d ab bc cd ad ac abc acd
0 0 1 1 1 1 2 2 3 4 5
Taula 1: Graus dels s´ımples de la filtracio´ K.
Durant tota la seccio´ usarem la notacio´ {ei} i {eˆj} per representar bases ho-
moge`nies de Cp i Cp−1 respectivament. Tambe´, Zp i Bp representaran, com fins ara,
ker ∂p i Im ∂p+1 respectivament.
La matriu de ∂1 relativa a les bases esta`ndard (que so´n homoge`nies) de C1 i C0
e´s: 





0 0 t t 0
0 1 −t 0 t2
t −t 0 0 0
−t 0 0 −t2 −t3

Observacio´ 4.4.1. La base de Cp−1 esta` ordenada en ordre descendent en el grau.
Qualsevol matriu Mp relativa a bases homoge`nies te´ la segu¨ent propietat:
degeˆi + degMp(i, j) = degej.
Resulta que, com que Im ∂p ⊆ kerp−1, podem representar la matriu de ∂p respecte
bases homoge`nies de Cp i Zp−1. Sempre podem trobar una base homoge`nia de Zp−1
ja que al ser el nucli del morfisme ∂p−1 e´s un submo`dul graduat. Aleshores quan
redu¨ım la matriu a la forma normal d’Smith,
1. Cada element bi de {b1, b2, ..., bl} (elements no nuls de la diagonal en la matriu)
contribueix a un terme de torsio´ K[t]/bi amb una traslacio´ αi = degeˆi d’Hp−1.
(En l’algoritme del ca`lcul per l’homologia simplicial ja hav´ıem vist que els
elements no nuls de la matiu en la forma normal d’Smith corresponien als
coeficients de torsio´.)
2. Les files nul·les contribueixen a un terme lliure amb traslacio´ γj = degeˆj.
L’algoritme es basa, doncs, en calcular inductivament en la dimensio´ aquestes
representacions de les matrius.
A. Zomorodian i G. Carlsson proposen un parell de simplificacions que fan que
el temps d’execucio´ de l’algoritme disminueixi:
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Suposem que tenim la matriu Mp de ∂p representada relativa a la base esta`ndard
de Cp i a una base homoge`nia de Zp−1, volem calcular una base homoge`nia de Zp
per poder representar la matriu de ∂p+1 relativa a la base esta`ndard de Cp i la base
calculada.
Per aixo` redu¨ım la matriu Mp a la forma escalonada per columnes. Una matriu
escalonada per columnes e´s una matriu tal que:
1. Les columnes nul·les de la matriu, si n’hi ha, so´n a la part dreta d’aquesta.
2. El primer element no nul de cada columna esta` com a mı´nim una fila per sota
de l’element no nul de la columna de l’esquerra.
Els primers elements no nuls de la matriu escalonada per columnes s’anomenen
pivots. D’a`lgebra lineal, sabem que el nombre de columnes amb pivots en la forma
escalonada per columnes e´s rangMp = rangBp−1. A me´s, les columnes nul·les
formen la base desitjada per Zp.









t 0 0 0 0
t 1 0 0 0
0 t t 0 0
0 0 t 0 0

on z1 = ad− cd− t · bc− t · ab, i z2 = ac− t2 · bc− t2 · ab. Aquestes cadenes formen
una base homoge`nia per Z1.
El procediment per reduir una matriu a la forma escalonada per columnes e´s
eliminacio´ gaussiana en les columnes. Ens fixem en la primera fila, si te´ me´s d’un
pivot, agafem la columna de me´s a l’esquerra que tingui el pivot a la primera fila i
eliminem els altres pivots de la primera fila. Si no te´ me´s d’un pivot, no fem res.
Despre´s ens fixem en la segu¨ent fila i procedim de la mateixa manera. Aix´ı fins a
acabar les files. Un cop acabat, tindrem com a ma`xim un pivot per fila. Despre´s
reordenem les columnes per obtenir la matriu escalonada.
Lema 4.4.2. Els pivots d’una matriu en forma escalonada per columnes tenen el
mateix grau que en la matriu en forma normal d’Smith. A me´s, el grau dels elements
de les bases de les files e´s tambe´ el mateix.
Demostracio´. Partim de la nostra matriu en forma escalonada per columnes. Hem
ordenat els elements de la base de Zp−1 en ordre decreixent en el grau. Com que
per tota j fixada degej e´s constant, tenim que degMp(i, j) = c− degeˆi. Aleshores,
degMp(i, j) e´s mono`tonament creixent per files. Aix´ı doncs, comenc¸ant per l’es-
querra, podem eliminar els elements per sota de les columnes de cada pivot sense
alterar el grau del pivot ni el grau dels elements de la base en les files. Reordenant
les files i les columnes arribem a la forma normal d’Smith. 
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El lema ens diu el segu¨ent:
Corol·lari 4.4.3. Sigui Mˆp la matriu de ∂p en forma normal d’Smith relativa a les
bases {ej} i {eˆi} de Cp i Zp−1 respectivament. Si la fila i te´ un pivot Mˆp(i, j) = tn,
aleshores contribueix en T degeˆiK[t]/tn a la descripcio´ d’Hp−1. D’altra banda, si una
fila j no te´ pivot, contribueix en T degeˆjK[t] en la descripcio´ d’Hp−1. Equivalentment,
si la fila i te´ un pivot Mˆp(i, j) = t
n, obtenim un P-interval (deg eˆi, deg eˆi + n). Si
la fila i no te´ pivot, obtenim un P-interval (deg eˆi,∞).
Aix´ı doncs, en el nostre exemple obtindr´ıem els P-intervals en dimensio´ 0:
{(1, 2), (1, 1), (0, 1), (0,∞)}.
Fins ara, de la representacio´ matricial de ∂p relativa a la base esta`ndard de
Cp i una base homoge`nia de Zp hem pogut extreure la descripcio´ de l’homologia
persistent en dimensio´ p− 1 com a mo`dul graduat finitament generat aix´ı com els
P-intervals en dimensio´ p − 1. Ara volem representar la matriu ∂p+1 relativa a la
base esta`ndard de Cp+1 i la nova base calculada de Zp per tal de poder extreure de
∂p+1 els P-intervals en dimensio´ p.
Lema 4.4.4. Per representar ∂p+1 relativa a la base esta`ndard de Cp+1 i la nova
base calculada de Zp, simplement eliminem en Mp+1 les files que corresponen a
columnes pivot en Mˆp.
Demostracio´. La demostracio´ d’aquest lema utilitza el fet que ∂p ◦ ∂p+1 = 0, podeu
trobar la demostracio´ detallada a [27], lema 4.2. 
Aleshores, en el nostre exemple, la matriu M2 respecte la base esta`ndard per C2







Hem obtingut aquesta matriu aplicant el lema anterior, e´s a dir, hem constru¨ıt la
matriu de ∂2 relativa a les bases esta`ndard i despre´s n’hem eliminat les files que
corresponen a les columnes pivots de Mˆ1.
E´s clar que aquest algoritme te´ el mateix temps d’execucio´ que l’eliminacio´ gaus-
siana, que e´s com a molt O(m3), om m e´s el nombre de s´ımplexs en la filtracio´. E´s
doncs un algoritme efectiu per al ca`lcul dels P-intervals.
Actualment hi ha un gran nombre de softwares que tenen implementat aquest
algoritme. Alguns exemples serien javaPlex, que calcula l’homologia amb coeficients
aQ i a Fp i do´na una visualitzacio´ de l’output en forma de barcode. Un altre exemple
seria Perseus, un software destinat al ca`lcul ra`pid de l’homologia persistent, calcula
l’homologia amb coeficients a Z2 i do´na una visualitzacio´ de l’output en forma de
diagrama de persiste`ncia. jHoles, DIONYSUS i PHAT calculen l’homologia amb
coeficients a Z2 i no donen visualitzacio´ de l’output, simplement els P-intervals.
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4.4.2 Algoritme per coeficients en un domini d’ideals principals
Finalment, explicarem un algoritme per coeficients en un domini d’ideals principals.
Si l’homologia la tenim expressada amb coeficients en un domini d’ideals principals
R, el mo`dul de persiste`ncia del nostre complex filtrat correspon a un mo`dul gradu-
at finitament generat sobre R[t], si R no e´s un cos, no podem aplicar el teorema
d’estructura. Tot i aix´ı e´s possible calcular els grups d’homologia H i,jp per i, j deter-
minats. Aqu´ı donarem un algoritme per efectuar aquest ca`lcul. Aquest algoritme
tambe´ esta` proposat per A. Zomorodian i G. Carlsson en [27].
Suposem que tenim una filtracio´
∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K.
L’algoritme procedeix, tambe´, com l’algoritme de l’homologia simplicial. Usant
la forma normal d’Smith. El nostre grup d’homologia ve donat per la definicio´
H i,jp
∼= Zp(Ki)/(Zp(Ki)∩Bp(Kj)). Aleshores, cal construir una matriu que expressi
els elements de Zp(Ki) ∩ Bp(Kj) com a combinacio´ lineal d’una base de Zp(Ki) i
reduir-la a la forma normal d’Smith. Per trobar aquesta matriu procedim aix´ı:
1. Redu¨ım la matriu de ∂ip a la forma normal d’Smith i obtenim una base {zj}
per Zip := Zp(Ki).
2. Redu¨ım la matriu de ∂jp+1 i obtenim una base {bl} de Bjp := Bp(Kj).
3. Definim N = [{bl}{zj}], aquesta matriu te´ per columnes els elements de les
bases {bl} i {zj}.
Redu¨ım la matriu N a la forma normal d’Smith. Aleshores podem extreure una
base {uq} del nucli de N . Cada element uq = ∑l λql bl +∑j γqj zj. E´s a dir els coefi-
cients de uq respecte les bases obtingudes de Bjp i Z
j
p so´n u




1 , ..., γ
q
s).
Aleshores 0 = Nuq = Bλq + Zγq, on λq = (λq1, ..., λ
q
r) i γ
q = (γq1 , ..., γ
q
s). Per
tant, obtenim la igualtat Bλq = −Zγq, el que implica que {Bλq}q genera el mateix
mo`dul que {Zγq}q. E´s clar que {Bλq}q i {Zγq}q generen Bjp ∩Zip, a me´s de la inde-
pende`ncia lineal de {bl} i {zj} se segueix que tambe´ so´n linealment independents.
Obtenim doncs que tant {Bλq}q com {Zγq}q so´n una base de Bjp ∩ Zip = Bi,jp .
Amb una d’aquestes dues bases constru¨ım la matriu M i,jp+1, ara la redu¨ım a la
forma normal d’Smith i obtenim els coeficients de torsio´ d’H i,jp . El p-e`ssim nombre
de Betti (i,j)-persistent e´s rangZp(Ki)− rang(Bjp ∩ Zip).
Notes bibliogra`fiques
Els grups d’homologia persistent van ser introdu¨ıts per Vanessa Robins (1999, citat
en [9] i [11]). Al 2002, Edelsbrunner, Letscher i Zomorodian [10] van definir tambe´
l’homologia persistent i van donar el primer algoritme efectiu de ca`lcul. El concepte
de mo`dul de persiste`ncia va ser definit per Zomorodian i Carlsson en [27], tot i aix´ı
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recentment Corbet i Kerber [6] han trobat un contraexemple per a l’equivale`ncia
de categories proposada en el teorema 3.1 de l’article. Cobert i Kerber revisen i
generalitzen aquesta equivale`ncia de categories. En [27] donen l’algoritme de ca`lcul
de generalitzat per a coeficients en un cos i l’algoritme per a coeficients en un PID.




Un cop desenvolupada la teoria de l’homologia persistent e´s interessant veure com
s’aplica a la pra`ctica. Per aixo` en aquesta seccio´ explicarem com construir complexos
simplicials a partir d’un nu´vol de punts, el primer pas per al ca`lcul de l’homologia
persistent, i donarem alguns exemples d’aplicacions en la cie`ncia explicant me´s
detalladament un d’ells.
5.1 Construccio´ de complexos simplicials
Hem vist que l’homologia persistent treballa amb complex simplicials filtrats. En
aquesta subseccio´ mostrarem com construir complexos simplicials a partir de nu´vols
de punts. Considerarem que els nu´vols de punts so´n una mostra de punts extreta
d’un espai topolo`gic. Perque` ens siguin u´tils les construccions de complex simpli-
cials, aquestes han d’aproximar l’homologia de l’espai, per aixo` en aquesta seccio´
donarem alguns resultats que garanteixen aquesta aproximacio´.
Suposarem X un espai topolo`gic i U = {Ui}i∈I un recobriment de X.
Definicio´ 5.1.1. S’anomena nervi de U i es nota per NU al complex simplicial tal
que {i0, i1, ..., ip} defineix una cara de NU si, i nome´s si, Ui0 ∩ Ui1 ∩ ... ∩ Uip 6= ∅
Aquest complex simplicial no te´ per que` reflectir la topologia de l’espai X en
concret, pero` resulta una eina molt u´til si s’apliquen certes restriccions a U .
Teorema 5.1.2 (Nerve Theorem, Borsuk, 1948). Si U una col·leccio´ finita de con-
junts tancats i convexos en un espai euclidia`. Aleshores el nervi de U , NU , e´s del
mateix tipus d’homotopia que X.
Ara que tenim aquesta eina per generar complexos simplicials, e´s important
trobar recobriments adients de l’espai topolo`gic X.
5.1.1 Complex de Cˇech
Si X e´s un espai me`tric, un recobriment molt usual e´s el recobriment per boles,
B(X) = {B(x)}x∈X per algun .
Definicio´ 5.1.3. Sigui V ⊆ X, al nervi de {B(v)}v∈V se l’anomena complex de
Cˇech adjuntat a V i . El notarem per C(X, ).
Aquest complex simplicial e´s u´til, ja que si X e´s un subespai d’un espai euclidia`,
el teorema 5.1.2 s’aplica i aleshores C(X, ) e´s homoto`picament equivalent a la unio´
de les boles {B(x)}x∈X .
Tot i tenir bones propietats topolo`giques, en termes de computabilitat e´s poc
eficient. Do´na un nombre molt gran de s´ımplex, en el pitjor dels casos, el nombre
de s´ımplexs que conte´ el complex e´s 2o(|X|) i la dimensio´ dels s´ımplexs generats pot
ser, en el pitjor dels casos |X| − 1 ([20]). A me´s, requereix comprovar un gran
nombre d’interseccions. Aixo` motiva la segu¨ent definicio´.
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5.1.2 Complex de Vietoris-Rips
Considerarem ara X un espai me`tric.
Definicio´ 5.1.4. Sigui d la me`trica d’X i  > 0. Definim el complex de Vietoris-
Rips, V R(X, ) com el complex simplicial tal que els seus ve`rtexs so´n els punts d’X
i {x0, x1, ..., xp} defineix una cara de V R(X, ) si, i nome´s si, d(xi, xj) ≤  per tot
0 ≤ i, j ≤ p.
Aquest complex e´s me´s senzill de computar, primer es construeix un graf els
ve`rtexs del qual so´n els punts d’X i les seves arestes so´n {(x, y) ∈ X × X|x 6=
y i d(x, y) ≤ . Un cop constru¨ıt aquest graf, podem construir el complex de
Vietoris-Rips de la segu¨ent manera: {x0, ..., xk} e´s un s´ımplex de V R(X, ) si, i
nome´s si, tota parella de ve`rtexs de {xo, ..., xk} esta` connectada per una aresta.
Aix´ı a difere`ncia del complex de Cˇech, es pot emmegatzemar com un graf i despre´s
reconstruir-lo.
Tot i aix´ı, el complex de Vietoris-Rips, com el complex de Cˇech, te´, en el pitjor
dels casos, 2o(|X|) s´ımplexs i pot produir s´ımplex de dimensio´ |X| − 1 ([20]).
Un altre problema del complex de Vietoris-Rips e´s que no sabem quina informacio´
sobre X ens do´na el seu tipus d’homotopia. Tot i aix´ı podem trobar una relacio´
entre el complex de Vietoris-Rips i el complex de Cˇech, per tal de poder aprofitar
els beneficis del nerve theorem.
Teorema 5.1.5. Sigui X un conjunt de punts en Rd i C(X, ). Aleshores es com-
pleix:
C(X, ) ⊆ V R(X, ) ⊆ C(X, 2).
Demostracio´. Es pot veure la demostracio´ d’aquest teorema en [8], cap´ıtol III.2. 
Aix´ı doncs, gra`cies a aquest teorema, tenim una garantia teo`rica que l’homologia
del complex de Vietoris-Rips s’assimila a la de l’espai.
5.1.3 Complex de Delaunay
Una solucio´ al problema de la computabilitat dels complexos simplicials anteriors
e´s el complex de Delaunay. Aquest complex s’utilitza per a subespais d’espais
euclidians, aix´ı doncs suposarem X ∈ Rd. El complex de Delaunay e´s un complex
molt usat en geometria computacional. El valor d’aquest complex recau en que` te´
un control sobre la dimensio´ dels s´ımplexs, a difere`ncia dels complexos de Cˇech i
Vietoris-Rips.
La construccio´ d’aquest complex consisteix en la seleccio´ d’un subconjunt L ⊆ X,
anomenat el conjunt de punts de refere`ncia. Aleshores definim la cel·la de Voronoi
associada a λ per
Vλ = {x ∈ X|d(x, λ) ≤ d(x, λ′) ∀λ′ ∈ L}.
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Figura 5: Aqu´ı es pot veure com a partir d’un nu´vol de punts es construeixen
el complex de Cˇech (abaix a l’esquerra) i el complex de Vietoris-Rips (abaix a la
dreta). Imatge de [14]
Figura 6: Diagrama de Voronoi de 9 punts en el pla. Imatge de [8].
E´s clar que les cel·les de Voronoi formen un recobriment d’X. El conjunt de les
cel·les s’anomena diagrama de Voronoi.
Definicio´ 5.1.6. Definim el complex de Delaunay adjuntat a L com el nervi del
recobriment format per les cel·les de Voronoi.
Diem que L e´s en posicio´ general si cap subconjunt de d+ 2 punts en L recau en
una (d−1)-esfera. El que implica que cap subconjunt de d+2 cel·les de Voronoi del
diagrama de Voronoi pot tenir interseccio´ no buida. Per tant, si assumim posicio´
general, els s´ımplexs del complex de Delaunay tenen com a ma`xim d+ 1 ve`rtexs, e´s
a dir dimensio´ com a molt d.
Quan L e´s en posicio´ general, el complex de Dalaunay do´na una triangulacio´
de l’envoltura (vegeu seccio´ 2.1) d’L, aquest resultat e´s molt u´til en geometria
computacional.
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Figura 7: Aqu´ı podem veure la realitzacio´ geome`trica del complex de Delaunay. El
complex esta` superposat a les cel·les de Voronoi de 9 punts. Imatge de [8].
La complexitat del complex de Delaunay, e´s a dir el nombre de s´ımplexs que
conte´, e´s O(|L|d/2), [20]. A difere`ncia dels complexos anteriors, la seva complexitat
depe`n de la dimensio´ de l’espai. Aix´ı doncs, en dimensions altes, el complex de
Delaunay pot seguir sent costo´s de computar.
5.1.4 Witness complex
Quan l’espai me`tric X e´s finit, el complex de Delaunay, en general, e´s discret, ja
que perque` dues cel·les de Voronoi tinguin interseccio´ no buida, cal que hi hagi
punts que estiguin a la mateixa dista`ncia tant d’un punt del conjunt de punts de
refere`ncia com d’un altre punt de refere`ncia. Aixo` motiva la construccio´ del segu¨ent
complex simplicial.
Sigui L ⊆ X un subconjunt finit. Definim mx = d(x,L).
Definicio´ 5.1.7. Sigui  > 0, definim el witness complex com el complex simplicial
W (X,L, ) tal que {l0, l1, ..., lp} defineix una cara de W (X,L, ) si, i nome´s si,
existeix un punt x ∈ X tal que d(x, li) ≤ mx + .
Els punts del conjunt de refere`ncia, usualment s’escullen de manera aleato`ria
o be´ pel me`tode max-min quan X e´s finit. Aquest darrer me`tode consisteix en
escollir un punt l1 de X de manera aleato`ria, aleshores el segu¨ent punt l2 e´s escollit
de manera que d(l1, l2) e´s ma`xima, i aix´ı reiteradament.
La complexitat del witness complex e´s 2O(|L|) ([20]).
Notem que per  ≤ ′ es do´nen les inclusions segu¨ents
C(X, ) ⊆ C(X, ′)
V R(X, ) ⊆ V R(X, ′)
W (X,L, ) ⊆ W (X,L, ′).
De manera que tenim una filtracio´ de complexos simplicials parametritzada per la
recta real.
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5.2 Exemple d’aplicacio´ en la cie`ncia
Com ja hem comentat, l’homologia persistent esta` donant grans resultats en l’ana`lisi
de dades provinents d’experiments cient´ıfics. Alguns exemples destacats serien l’es-
tudi realitzat per Carlsson, Ishkhanov, de Silva i Zomorodian de l’estructura to-
polo`gica d’imatges naturals [4]. En l’estudi, es proposen analitzar el comportament
local de l’espai d’imatges naturals i observen que te´ la topologia de l’ampolla de
Klein. Un altre exemple seria el treball realitzat per de Silva i Ghrist en que` utilitzen
l’homologia persistent per provar la cobertura de xarxes de sensors [21]. Actual-
ment, s’esta` usant tambe´ en neurocie`ncia ([22], [2]). Singh, Memoli, Ishkhanov,
Sapiro, Carlsson i Ringach van utilitzar per primer cop en neurocie`ncia l’homologia
persistent per estudiar el comportament d’una poblacio´ de neurones, i van compro-
var que l’activitat cortical quan esta` estimulada i quan no ho esta` e´s molt similar.
Tambe´, Bardin, Spreeeman i Hess [2] es proposen caracteritzar les propietats globals
de l’estructura de les xarxes neuronals.
A continuacio´, farem una breu explicacio´ de l’experiment realitzat en [22], parant
atencio´ en els me`todes utilitzats per a l’aplicacio´ de l’homologia persistent.
E´s sabut en neurocie`ncia que les connexions entre les neurones guarden molta
informacio´ sobre com s’estructura el cervell. E´s per aixo` que, per estudiar el co`rtex
visual primari (V1), Singh, Memoli, Ishkhanov, Sapiro, Carlsson i Ringach en [22]
es proposen analitzar l’activitat conjunta de les neurones. El co`rtex visual e´s a
l’escorc¸a del lo`bul occipital i e´s l’encarregat del processament dels est´ımuls visuals.
Concretament, el co`rtex visual primari e´s la part del cervell que s’encarrega de
l’ana`lisi de baix nivell de la informacio´ que rep de les ce`l·lules retinianes.
Resultats anteriors a aquest estudi, sostenen la hipo`tesi que l’entorn, e´s a dir,
els est´ımuls rebuts, configuren l’activitat del V1, Simoncelli i Olshausen (2001,
citat en [22]). El fet que els est´ımuls configurin l’activitat del V1, va fer pensar
a Ben-Yishai, Bar-Or i Sompolinsky (1995, citat en [22]) que si l’activitat cortical
e´s sensible a l’orientacio´ dels objectes i considerant l’orientacio´ com una variable
circular, aleshores els patrons d’activitat haurien de tenir la topologia d’un cercle.
S’havia observat tambe´, que el V1 te´ activitat quan no rep est´ımuls, el que havia
fet pensar que les neurones tambe´ s’activen de manera aleato`ria. Pero` Kenet et al.
(2003, citat en [22]), observa` que els patrons d’activitat del co`rtex visual primari
quan no rep est´ımuls tendeixen a reproduir els patrons que s’observen quan se
l’esta` estimulant. Aix´ı doncs, aixo` contradiria la hipo`tesi que les neurones tenen un
comportament aleatori quan no reben est´ımuls.
E´s clar, doncs, que aquestes qu¨estions es poden reduir a qu¨estions topolo`giques.
Singh, Memoli, Ishkhanov, Sapiro, Carlsson i Ringach apliquen l’homologia persis-
tent a l’estudi de poblacions de neurones en el co`rtex visual primari.
L’experiment en [22] consisteix en enregistrar l’activitat del V1 en dues condici-
ons: esponta`nia i estimulada. En la primera (condicio´ esponta`nia), el co`rtex visual
no rep cap est´ımul, mentre que en la segona (condicio´ estimulada) s´ı. Per dur a
terme aquest estudi s’implanta` electrodes en el co`rtex visual primari de 3 macacos
(Macaca fascicularis). Durant la condicio´ esponta`nia, els ulls dels macacos eren
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tancats i durant la condicio´ provocada se’ls ensenya` fragments de pel·l´ıcules. S’en-
registra` l’activitat cortical durant 24 minuts en cada situacio´. El cont´ınuum de les
dades obtingudes va ser fraccionat en segments de 10 segons.
Per a cada segment de 10s, escolliren les 5 neurones amb me´s activitat i es va
generar un nu´vol de punts consistent en punts en R5 en el que cada coordenada
indica el nombre d’impulsos emesos per una de les neurones durant 50ms d’aquests
10s. Aix´ı doncs, per cada segment obtenim un nu´vol de punts de 200 punts en R5.
Generats ja els nu´vols de punts, es va seleccionar 35 punts de refere`ncia de
cada un dels nu´vols de punts usant el me`tode del max-min (vegeu subseccio´
anterior). Per trencar amb la possible depende`ncia dels resultats amb l’eleccio´
del punt inicial del me`tode max-min, es va iniciar el me`tode en cada un dels
200 punts. Amb aquests conjunts de punts de refere`ncia es computaren els weak
witness complexos (Ww()), una varitant del witness complex (vegeu subseccio´
anterior). El weak witness complex d’un nu´vol de punts depe`n d’un para`metre
 ∈ R de manera que si  ≤ ′ aleshores Ww() ⊆ Ww(′).
Per a  molt gran, el weak witness complex pot ser car de computar, per aixo`
es va mesurar el radi de cobertura de cada conjunt de punts de refe`ncia: RL :=
maxx∈Xminl∈Ld(x, l), on X denota el nu´vol de punts i L un conjunt de punts de
refere`ncia. Aleshores, van usar aquest radi de cobertura com a cota superior per a
.
Un cop obtingudes les filtracions dels complexos, l’homologia persistent de cada
una de les filtracions va ser calculada amb coeficients a Z2. Obtinguts els barcodes,
van expressar la llarga`ria dels P-intervals com a fraccions del radi de cobertura. Es
va acceptar com a propietat topolo`gica rellevant les propietats que corresponien a P-
intervals de llarga`ria de me´s de 0.3 el radi de cobertura. Les signatures topolo`giques
(nombres de Betti β0, β1, β2) obtingudes van ser:
Figura 8: Il·lustracions d’objectes consistents amb les signatures topolo`giques ob-
servades en el barcodes. Sota cada il·lustracio´ apareix la terna (β0, β1, β2). Imatge
de [22].
Per efectuar els ca`lculs es va utilitzar PLEX, un paquet de funcions Matlab
destinades a la topologia computacional.
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En la figura 9 es mostren els histogrames de les frequ¨e`ncies relatives de cada
signatura topolo`gica. L’eix horitzontal representa les signatures obtingudes en els
barcodes ordenades de la mateixa manera que en la figura anterior. Els histogrames
de la columna de l’esquerra mostren les signatures obtingudes durant la condicio´
esponta`nia i els de la dreta durant la condicio´ provocada. En la primera fila, es
mostra la frequ¨e`ncia relativa de les signatures si es considera soroll qualsevol propi-
etat topolo`gica corresponent a un P-interval de llarga`ria me´s petita que 0.5 vegades
el radi de cobertura. Aix´ı la segona i tercera fila corresponen a les frequ¨e`ncies de
les signatures amb una llarga`ria d’interval mı´nima de 0.3 i 0.4 vegades el radi de
cobertura, respectivament.
Figura 9: Frequ¨e`ncies relatives de les signatures topolo`giques en la condicio´ es-
ponta`nia (columna de la dreta) i condicio´ estimulada (columna de l’esquerra). Ca-
da fila representa les signatures amb una llarga`ria mı´nima d’interval (threshold).
Imatge de [22].
Es pot veure clarament com les signatures dominants so´n la del cercle i la de
l’esfera. E´s interessant observar que tot i que les frequ¨e`ncies relatives so´n diferents,
les signatures topolo`giques predominants observades tant en la condicio´ esponta`nia
com en la condicio´ estimulada so´n les mateixes.
Per comprovar que els barcodes obtinguts no podien resultar d’una situacio´ en
la qual els impulsos neuronals fossin independents, e´s a dir, no estiguessin dotats
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d’una organitzacio´ conjunta, es va calcular la suma total d’impulsos generats en
els segments de 10s. Despre´s es va generar un nou conjunt de dades repartint el
total dels impulsos neuronals de manera aleato`ria en el temps. D’aquesta manera
es destrueix qualsevol possible relacio´ entre els impulsos neuronals. Es va veure que
la probabilitat d’obtenir P-intervals en dimensio´ 1 i 2 de me´s 0.3 vegades el radi de
cobertura per casualitat era de menys de 0.005.
Es fa patent, doncs, en aquest article que l’homologia persistent e´s una eina
molt u´til que resol eficac¸ment qu¨estions cient´ıfiques que emergeixen en l’actualitat.
Gra`cies a ella, es va poder caracteritzar topolo`gicament els patrons neuronals en
el co`rtex visual primari. A me´s, a partir d’aquesta caracteritzacio´ es va poder
reafirmar la hipo`tesi que els patrons durant la condicio´ esponta`nia i la condicio´
estimulada guarden una forta relacio´, ja que les signatures topolo`giques dominants
en ambdues condicions eren les del cercle i l’esfera.
Notes bibliogra`fiques
L’eleccio´ del complex simplicial que es vol construir a partir d’un nu´vol de punts
depe`n del cas particular, aix´ı com el software a utilitzar. Otter, Porter, Tillmann,
et. al. [20] donen una explicacio´ detallada dels complexos simplicials que es poden
construir a partir d’un nu´vol de punts i donen tambe´ els softwares actuals destinats
al ca`lcul de l’homologia persistent. En refere`ncia a les aplicacions de l’homologia
persistent, es pot trobar un gran nombre d’articles en els que` s’ha usat aquesta eina
a part dels citats en aquest treball.
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6 Conclusions
L’objectiu d’aquesta memo`ria ha estat motivar i exposar una eina per a la inter-
pretacio´ de propietats topolo`giques a partir d’una mostra discreta de punts. La
topologia algebraica, fins fa poc una branca de les matema`tiques molt teo`rica, ha
servit com a base per al desenvolupament de l’homologia persistent. Aquesta ha
establert un pont entre la topologia i la matema`tica computacional que actualment
esta` donant molt bons resultats en diversos a`mbits aplicats [2], [4], [21], [22].
En aquest treball hem descrit com l’homologia persistent ens permet cone`ixer
l’homologia de l’espai topolo`gic sobre el qual es disposa un nu´vol de punts. Com
hem vist, l’homologia persistent aprofita la functorialitat de l’homologia simplicial
per fer el seguiment de propietats topolo`giques al llarg d’una filtracio´ de complexos
simplicials. Les propietats que tinguin una vida me´s llarga dins la filtracio´ so´n
propietats candidates a ser propietats reals de les dades.
Un cop definida l’homologia persistent la dotem d’una estructura algebraica.
Zomorodian i Carlsson [27] proposen una corresponde`ncia entre els mo`duls de per-
siste`ncia sobre un anell R i els mo`duls graduats finitament generats sobre R[t]. Tot
i aix´ı, recentment, el juny del 2018, Corbet i Kerber [6] van trobar un contraexem-
ple per a aquesta corresponde`ncia, i van observar que calia demanar que l’anell R
fos un anell noetheria`. Aquest treball inclou aquesta nova versio´ revisada de la
corresponde`ncia.
Aquesta corresponde`ncia permet, quan treballem amb coeficients en un cos, as-
signar a cada mo`dul de persiste`ncia un invariant (respecte isomorfismes) anomenat
conjunt de P-intervals. A me´s, aquest invariant pot ser representat de manera
clara en diagrames anomenats barcodes. Per poder descriure aquesta estructura
ens ha calgut usar teoria de mo`duls sobre dominis d’ideals principals. En el cap´ıtol
3 hem fet una revisio´ d’aquesta teoria, especificant la demostracio´ del teorema d’es-
tructura de mo`duls graduats finitament generats sobre dominis d’ideals principals,
demostracio´ que ha estat proposada per mi.
Dotar l’homologia persistent d’una estructura algebraica permet derivar algorit-
mes generals i efectius. Per aixo`, en aquest treball exposem l’algoritme proposat en
[27] per al ca`lcul dels P-intervals quan treballem amb coeficients en un cos. Tambe´
hem inclo`s un algoritme per al ca`lcul dels p-e`ssims grups d’homologia persistents
quan es treballa amb coeficients en un domini d’ideals principals [27].
Finalment, hem pogut comprovar com l’homologia persistent e´s una eina satis-
facto`ria donant exemples d’aplicacions en la cie`ncia, [2], [4], [21], [22]. Hem explicat
amb me´s detall un dels exemples [22] resaltant com s’ha utilitzat l’homologia per-
sistent per a l’ana`lisi de patrons neuronals en el co`rtex visual primari.
Crec que aquest treball fa pale`s que l’homologia persistent e´s un me`tode per a
l’ana`lisi de dades robust i sustentat en una teoria so`lida que el converteix en una
eina de gran projeccio´ en el futur.
Com a continuacio´ d’aquest treball es podria considerar relacionar l’homologia
persistent amb la teoria de Morse. Tambe´ seria interessant incloure una discussio´
47
completa sobre successions espectrals, relacionant-la amb la persiste`ncia. A me´s
a me´s, ate`s que una propietat molt important de l’homologia persistent e´s la seva
estabilitat, una discussio´ sobre el teorema d’estabilitat [5] i les seves consequ¨e`ncies
seria, tambe´, una bona continuacio´ d’aquest treball.
Ja per acabar, mencionar que els coneixements adquirits a les assignatures de
topologia algebraica, estructures algebraiques i topologia i geometria global de cor-
bes i superf´ıcies ens han donat els fonaments per a la realitzacio´ d’aquest treball.
Aquesta base ens ha perme`s assimilar els conceptes nous exposats en aquest tre-
ball. Quant a les compete`ncies adquirides durant el grau, aquestes m’han perme`s
fer una cerca bibliogra`fica eficient i exhaustiva tant en recursos virtuals com en
paper. A me´s m’han perme`s construir demostracions rigoroses aix´ı com avaluar les
demostracions elaborades per altres autores.
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Ape`ndixs
A Teoria de categories
Definicio´ A.1. Una categoria C consisteix en:
1. Una col·leccio´ O, els elements de la qual s’anomenen objectes.
2. Una col·leccio´ Hom(a, b) de morfismes de a a b per cada parell ordenat a, b ∈
O.
3. Una operacio´ de composicio´ ◦ : Hom(a, b) × Hom(b, c) → Hom(a, c) per a
cada terna ordenada a, b, c ∈ O. ◦(f, g) e´s un morfisme de a a c i es nota f ◦g.
A me´s, es compleix que
1. (h ◦ f) ◦ g = h ◦ (f ◦ g) per a cada morfisme g : a→ b, f : b→ c, h : c→ d.
2. per tot a ∈ O, existeix un morfisme identitat Id ∈ Hom(a, a) tal que f◦Id = f
per tot f ∈ Hom(a, b) i Id ◦ g = g per tot g ∈ Hom(b, a).
Definicio´ A.2. Un functor d’una categoria C a una altra categoria D (F : C → D
consisteix en:
1. Una aplicacio´ O(C)→ O(D)
2. Una aplicacio´ Hom(C) → Hom(D) tal que si f ∈ HomC(a, b) aleshores
F(f) ∈ HomD(F(a),F(b))
A me´s,
1. F(Ida) = IdF(a) per tot objecte a de C.
2. F(g ◦ f) = F(g) ◦ F(f) per tots els morfismes f : a→ b i g : b→ c de C.
Definicio´ A.3. Sigui F : C → D un functor. Es diu que F e´s:
1. ple si el morfisme Hom(C)
F−→ Hom(D) e´s exhaustiu.
2. fidel si el morfisme Hom(C)
F−→ Hom(D) e´s injectiu.
3. plenament fidel si e´s ple i fidel.
4. essencialment exhaustiu si per tot Y ∈ D existeix un X ∈ C tal que Y ∼=
F(X).
Podem definir tambe´ morfismes entre functors, aix´ı, podem definir la categoria
de functors.
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Definicio´ A.4. Siguin F ,G : C → D dos functors. Definim transformacio´ natural
φ : F → G donant una una famı´lia {φ(A) : F(A)→ G(A), A ∈ O(C)} de morfismes
tals que perA ∈ C i f : A→ B tenim φ(B)◦F(f) = G(f)◦φ(A). φ e´s un isomorfisme
natural si per tot A ∈ C φ(A) e´s un isomorfisme, si existeix un isomorfisme natural
entre F i G escrivim F ' G.
Transformacions naturals φ : F → G, ψ : G → H poden ser composades donant
lloc a ψ ◦ φ : F → H posant (ψ ◦ φ)(A) = ψ(A) ◦ ψ(A) per tot A ∈ C.
Definim la transformacio´ natural identitat 1F : F → F agafant 1F(A) = 1F(A)
per tot A ∈ C.
Definicio´ A.5. Un functor F : C → D e´s una equivale`ncia de functors si existeix
un altre functor G : D → C tal que G ◦ F ' 1C i F ◦ G ' 1D.
Es te´ un teorema que do´na una caracteritzacio´ les equivale`ncies de categories per
tal de no haver de construir un functor G de manera que es compleixi la propietat
anterior. El teorema e´s el segu¨ent:
Teorema A.6. Un functor F : C → D e´s una equivale`ncia de categories si, i nome´s
si, es compleix:
1. F e´s plenament fidel.
2. F e´s essencialment exhaustiu.
Notes bibliogra`fiques
Per una descripcio´ me´s detallada de teoria de categories enfocada a l’homologia
podeu consultar [18].
B Anells commutatius
En aquest ape`ndix exposarem alguns resultats i definicions que hem requerit al llarg
del treball. Al llarg d’aquesta seccio´ R denotara` un anell commutatiu i unitari. L’e-
lement unitat el notarem per 1 i l’element neutre per la suma el notarem per 0. Quan
vulguem indicar els generadors d’un ideal usarem la notacio´ I = (a1, a2, ..., an).
Diem que a ∈ R no nul e´s un divisor de zero si existeix un element b ∈ R no nul
tal que ab = 0. Diem que c ∈ R e´s unitat si existeix d ∈ R tal que cd = 1.
Definicio´ B.1. Un anell R es diu que e´s un domini d’integritat si no te´ divisors de
zero.
Un element p ∈ R es diu que e´s irreductible si no e´s unitat i per cada b, c ∈ R
tals que p = bc es te´ que o be´ b e´s unitat, o be´ c e´s unitat. Es diu que a, b ∈ R so´n
associats i es nota per a ∼ b si a = bu, on u denota un element unitat de R.
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Proposicio´ B.2. Sigui R un domini d’integritat. Aleshores a|b si, i nome´s si,
(b) ⊆ (a). A me´s, a i b so´n associats si, i nome´s si, es te´ (a) = (b).
Definicio´ B.3. Diem que un ideal I ⊆ R e´s un ideal principal si esta` generat per
un u´nic element, e´s a dir I = (a).
Definicio´ B.4. Un domini d’integritat R es diu que e´s un domini d’ideals principals
si tots els ideals d’R so´n principals.
Un element d ∈ R e´s diu que e´s el ma`xim comu´ divisor (MCD) d’a i b si d|a i
d|b i si c e´s un divisor comu´ d’a i de b aleshores c|d. Es pot definir de la mateixa
manera un ma`xim comu´ divisor d’n elements.
Proposicio´ B.5. Sigui R un domini d’ideals principals. Per qualssevol elements
no nuls a1, a2, ..., an ∈ R existeix el seu ma`xim comu´ divisor.
Si d = MCD(a, b) aleshores (d) = (a, b).
Definicio´ B.6. Diem que un element no nul d’un anell R te´ una factoritzacio´
u´nica en irreductibles si a = p1p2...pr amb pi irreductible per tot i = 1, ..., r i la
factoritzacio´ e´s u´nica llevat de reordenacio´ i associats.
Definicio´ B.7. Un domini d’integritat R es diu que e´s un domini de factoritzacio´
u´nica (UFD) si tot element no nul i no unitat d’R te´ una factoritzacio´ u´nica en
irreductibles.
Proposicio´ B.8. Tot domini d’ideals principals R e´s un domini de factoritzacio´
u´nica.
Definicio´ B.9. Un domini d’integritat R e´s diu que e´s un domini euclidia` si existeix
una aplicacio´ pi : A→ N ∪ {0} que satisfa`:
1. pi(0) = 0,
2. Donat a ∈ R no nul i b ∈ R existeixen q, r ∈ R tals que b = qa + r i
pi(r) < pi(a).
Proposicio´ B.10. Tot domini euclidia` R e´s un domini d’ideals principals.
Aix´ı doncs obtenim les inclusions segu¨ents:
Dominis euclidians ⊂ Dominis d’idelas principals ⊂ Dominis de factoritzacio´ u´nica
Definicio´ B.11. Un anell R es diu que e´s noetheria` si es compleixen les segu¨ents
condicions equivalents:
1. Tot conjunt no buit d’ideals d’R te´ un element maximal.
2. Tota cadena ascendent d’ideals d’R e´s estaciona`ria.
3. Tot ideal d’R e´s finitament generat.
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La condicio´ 2 la podem reescriure com: Donada una cadena d’ideals I1 ⊆ I2 ⊆
... ⊆ In ⊆ In+1 ⊆ ... existeix k ∈ Z tal que Ik = Ik+1 = ...
E´s clar de la definicio´ que si R e´s un domini d’ideals principals, aleshores R e´s
noetheria`.
Teorema B.12 (Teorema de la base de Hilbert). Sigui R un anell noetheria`. Ales-
hores l’anell de polinomis amb una variable t amb coeficients a R , R[t], e´s tambe´
un anell noetheria`.
Notes bibliogra`fiques
Per un aprofundiment en la mate`ria d’anells commutatius podeu consultar [1], [16]
o [17].
C R-mo`duls
En aquest ape`ndix, si M e´s un grup, definirem + com l’operacio´ interna, 0 com
l’element neutre del grup i −m com l’element oposat d’m ∈ M . R denotara` un
anell commutatiu i unitari amb element neutre pel producte 1.
Definicio´ C.1. Sigui R un anell commutatiu unitari, amb element unitat 1. Un
R-mo`dul M consisteix en un grup abelia` (M,+) i una operacio´ · : R×M →M tal
que ∀r, s ∈ R i ∀x, y ∈M :
1. (rs)x = r(sx)
2. (r + s)x = rx+ sx
3. r(x+ y) = rx+ ry
4. 1x = x
Definicio´ C.2. Una accio´ d’un anell R a un grup abelia` e´s un morfisme ϕ : R →
End(M).
Donada una accio´ d’R a M podem definir l’aplicacio´
R×M →M
definida per (r,m) 7→ ϕ(r)(m) = rm.
Del fet que ϕ sigui un morfisme i ϕ(r) sigui un endomorfime obtenim les 4
propietats d’un R-mo`dul. D’altra banda, si es te´ un producte R ×M → M que
compleix les 4 propietats dels R-mo`duls, definint ϕ(r) : M →M per ϕ(r)(m) = rm,
obtenim que ϕ(r) : M → M e´s un endomorfime i que ϕ : R → End(M) e´s un
morfisme d’anells.
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Definicio´ C.3. Sigui M un mo`dul i N un subgrup d’M , aleshores diem que N e´s
un submo`dul si per tot r ∈ R i n ∈ N es compleix rn ∈ N .
Observacio´ C.4. Aix´ı, un grup abelia` lliure es pot definir com un Z-mo`dul. A
me´s, si K e´s un cos, aleshores el K-mo`dul e´s un K-espai vectorial.
Definicio´ C.5. Siguin M i N dos R-mo`duls. Una aplicacio´ f : M → N es diu que
e´s un morfisme d’R-mo`duls si ∀r, s ∈R i ∀x, y ∈M es compleix
f(rx+ sy) = rf(x) + sf(y)
.
Els R-mo`duls juntament amb els morfismes d’R-mo`duls defineix la categoria
d’R-mo`duls, que denotarem per R−mod.
Definicio´ C.6. La suma directa d’R-mo`duls M1,M2, ...,Mn e´s el producte cartesia`
juntament amb les operacions




s) = (x1 + x
′
1, x2 + x
′




r(x1, x2, ..., xn) = (rx1, rx2, ..., rxn).
La suma directa d’M1,M2, ...,Mn es nota per M1 ⊕M2 ⊕ ...⊕Mn.
Definicio´ C.7. Sigui M un R-mo`dul i N un submo`dul. Aleshores podem definir
el quocient M/N de la mateixa manera que en grups, M/N = {x + N : x ∈ M},
aqu´ı com que M e´s un grup abelia` N e´s subgrup normal. Definim l’operacio´ interna
x+N + y +N = (x+ y) +N. L’aplicacio´ quocient ve definida per pi : M →M/N
pi(m) = m+N . E´s clar que M/N e´s un R-mo`dul i pi e´s un morfisme d’R-mo`duls.
Teorema C.8. Sigui ϕ : M → N un morfisme d’R-mo`duls exhaustiu i K el seu
nucli. Sigui pi : M → M/K el morfisme quocient. Existeix un isomorfisme d’R-






Demostracio´. De teoria de grups sabem que existeix un isomorfisme de grups abe-
lians ϕ˜ : M/K → N que satisfa` ϕ = ˜varphi ◦ pi. Nome´s cal comprovar que e´s un
morfisme d’R-mo`duls, e´s a dir, que respecte l’accio´ d’R. En efecte,
ϕ˜(r(m+N)) = ϕ˜(rm+N) = ϕ(rm) = rϕ(m) = rϕ˜(m+N)

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Definicio´ C.9. Sigui M un R-mo`dul. Diem que e´s un mo`dul noetheria` si la famı´lia
de tots els submo`duls d’M satisfa` la condicio´ de cadenes ascendents, e´s a dir si per
qualsevol cadena ascendent de submo`duls d’M
M0 ⊆M1 ⊆ ...
existeix un enter n tal que Mn = Mn+1 = Mn+2 = ...
Proposicio´ C.10. Un R-mo`dul e´s noetheria` si, i nome´s si, tot submo`dul d’M e´s
finitament generat.
Si R e´s un anell noetheria`, un R-mo`dul finitament generat M e´s noetheria`.
Lema C.11. Sigui R un anell noetheria`. Aleshores un R-mo`dul finitament generat
e´s finitament presentat.
Notes bibliogra`fiques
Per un aprofundiment en la mate`ria podeu consultar [12], [16] o [17].
D Anells graduats i mo`duls graduats
En aquest ape`ndix quan ens referim a anell voldrem dir un anell commutatiu i
unitari.
Definicio´ D.1. Un anell R es diu que e´s graduat si existeix una famı´lia {Ri|i ∈
N ∪ {0}} de subgrups additius d’R tal que R = ⊕i∈N∪{0}Ri i RiRj ⊆ Ri+j
Als elements del conjunt ∪i∈N∪{0}Ri se’ls anomena elements homogenis. A un
element x ∈ Ri es diu que e´s un element homogeni de grau i i escrivim deg(x) = i.
Definicio´ D.2. Sigui R un anell graduat, un R-mo`dul graduat e´s un R-mo`dul M tal
que M = ⊕i∈N∪{0}Mi on cada Mi e´s un subgrup additiu d’M i per cada i, j ∈ N∪{0}
RiMj ⊆Mi+j.
Aqu´ı, tambe´, als elements del conjunt ∪i∈N∪{0}Mi se’ls anomena elements homo-
genis. Un element x ∈ Mj es diu que e´s un element homogeni de grau j i escrivim
deg(x) = j.
Definicio´ D.3. Sigui M un mo`dul graduat. Un mo`dul graduat N es diu que e´s un
submo`dul graduat d’M si e´s un submo`dul d’M que a me´s satisfa` Ni = N ∩Mi.
Definicio´ D.4. Un morfisme de mo`duls graduats f : M → N e´s un morfisme de
mo`duls tal que f(Mi) ⊆ Ni ∀i.
Els mo`duls graduats juntament amb els morfismes graduats formen una catego-
ria, que denotarem per GR−mod.
La suma directa i el quocient i el nucli d’un morfisme graduat es construeixen
de la mateixa manera que en el cas no graduat. Un mo`dul graduat es diu que e´s
finitament generat si el mo`dul en si ho e´s.
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Lema D.5. Sigui M = ⊕i∈N∪{0}Mi un mo`dul graduat finitament generat. Alesho-
res, sempre podem escollir un sistema de generadors homogeni.
Demostracio´. Suposem m1,m2, ...,ms un sistema generador no homogeni. Alesho-
res podem escriure cada mi com mi =
∑
k≥0mik on cada mik ∈ Mk, d’aquesta
manera els mik , i = 1, 2, ..., s i k ≥ 0 formen un sistema generador. Cal observar
que e´s un sistema generador finit: mi =
∑
k≥0mik e´s una suma finita ja que M e´s
finitament generat. 
Notes bibliogra`fiques
Per una discussio´ de mo`duls graduats enfocada a l’homologia persistent podeu con-
sultar [24] i [23].
E Macaulay2
Existeix una gran quantitat de softwares de codi obert dirigits a la investigacio´ ma-
tema`tica, com per exemple el Macaulay2, un software obert dedicat a la geometria
algebraica i a l’a`lgebra commutativa. Aquest software te´ implementades operaci-
ons aritme`tiques ba`siques, operacions amb funcions, i funcions per a treballar amb
matrius, anells i ideals. A me´s a me´s, conte´ paquets per al ca`lcul de l’homologia
simplicial. En aquesta seccio´ de l’ape`ndix farem un breu resum de com utilitzar el
Macaulay2 per calcular l’homologia d’un complex simplicial.
Quan s’inicia el Macaulay2, apareix un text com aquest:
Si volem carregar algun paquet cal, introduir les comandes load "nomdelpaquet.m2";
Explicarem com usar algun d’aquests paquets amb exemples.
E.1 Simplicialcomplexos.m2
El primer paquet que usarem sera` Simplicialcomplexos. E´s un paquet que serveix
per manipular amb complex simplicials. Inclou diverses funcions, a continuacio´
exposarem les funcions me´s relacionades amb aquest treball:
• boundary: do´na el subcomplex simplicial consistent en totes les cares no
maximals del complex posat com a input.
• chainComplex: do´na el complex de cadenes associat a un s´ımplex.
• coefficientRing: do´na l’anell sobre el qual esta definit el complex simplicial.
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• dim: do´na la dimensio´ del complex simplicial.
• faces: do´na les cares de la dimensio´ demanada d’un s´ımplex.
• facets: do´na les cares maximals del s´ımplex.
• HH SimplicialComplex: calcula l’homologia del complex simplicial.
• simplicialComplex: serveix per crear un complex simplicial.
Els ve`rtexs en aquest paquet so´n variables en un anell de polinomis, i cada
s´ımplex e´s representat com el producte de les variables corresponents.
Per comenc¸ar a treballar amb el paquet, cal que el carreguem com hem explicat
abans. Si volem definir un complex simplicial, cal primer que definim un anell de
polinomis amb els ve`rtexs que necessitem per definir el complex i despre´s definir-lo
donant les seves cares maximals. Per exemple suposem que necessitem 4 ve`rtexs,
podr´ıem fer una cosa com aquesta:
Aqu´ı hem escollit com a anell de polinomis R = Z. Ara que hem vist com funci-
ona la funcio´ simplicialComplex, farem una petita demostracio´ de com s’apliquen
les altres funcions.
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Amb aquestes comandes calculem la dimensio´ de K2 i demanem les cares de
dimensio´ 1 de K1, per aixo` usem la funcio´ faces, que demana com a input un
enter que simbolitza la dimensio´ de les cares i un complex simplicial. Trobem
despre´s les cares de maximals de K2 usant facets. Seguidament, demanem l’anell
de coeficients sobre el que s’ha definit K2. Finalment, obtenim el subcomplex
format per les cares no maximals de K2.
A continuacio´ explicarem com calcular el complex de candenes i l’homologia d’un
complex simplicial.
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Amb aquesta sequ¨e`ncia de comandes hem obtingut el complex de cadenes associ-
at a K1 i K2. Observeu que en el Macaulay2 es consideren els s´ımplexs de dimensio´
-1, e´s a dir, el s´ımplex buit. Despre´s calculem algunes matrius d’operadors vora.
Fixeu-vos que l’operador vora ∂0 no e´s l’aplicacio´ 0 com nosaltres hav´ıem definit,
aixo` ve donat per la consideracio´ del (-1)-s´ımplex. Per evitar aixo` podem carregar
el paquet "SpectralSequences.m2" i usar C = truncate(chainComplex K1,1),
d’aquesta manera eliminem el mo`dul de dimensio´ -1 del complex de cadenes.
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Finalment hem calculat l’homologia de K2. La funcio´ prune ens diu a que` e´s
isomorf el mo`dul demanat, aix´ı podem extreure els nombres de Betti. Si volgue´ssim,
podr´ıem calcular nome´s un grup d’homologia determinat, per calcular el primer grup
d’homologia usar´ıem la comanda HH 1 C2.
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