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Abstract
The aim of this paper is to give a survey of HFD and HFC type spaces. These are subspaces of
Cantor cubes 2λ with very flexible combinatorial properties that yield many basic examples of S and
L spaces as well as numerous other interesting topological spaces.
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1. Introduction
Throughout this paper we use standard terminology and notation as, e.g., in [8,12,17].
Thus Fn(A,B) denotes the set of all finite functions ε whose domain D(ε)⊂ A and range
R(ε)⊂ B . We also set H(S)=Fn(S,2) for any set S.
Since the structures we will study are mostly subspaces of products of the form 2I (here
2 is the two-point discrete space), we list below some special notation that will be used in
studying these.
If ε ∈Fn(I,2)=H(I) then
[ε] = {f ∈ 2I : ε ⊂ f }
denotes the elementary basic clopen set determined by ε. If I is a set of ordinals and
b ∈ [I ]<ω , b = {βi : i ∈ n = |b|} where βi is the ith member of b in its increasing order.
Now, if ε ∈ 2n then we denote by ε ∗ b that element of H(I) which has b as its domain and
satisfies ε ∗ b(βi)= ε(i) for all i ∈ n.
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For any (usually infinite) cardinal µ and r ∈ ω we denote by Drµ(I) the collection of all
sets B ∈ [[I ]r ]µ such that the members of B are pairwise disjoint. We shall write
Dµ(I)=
⋃{Drµ(I): r ∈ ω}.
If B ∈Dµ(I) then n(B)= |b| for any b ∈ B . Now, if B ∈Dµ(I) and ε ∈ 2n(B) then
[ε,B] =
⋃{[ε ∗ b]: b ∈B}
is called a Dµ-set in 2I . The most important case of the above is when µ = ω, so we
shall often omit the lower index ω of D in this case. So, e.g., a D-set in 2I is a Dω-set.
Clearly, any D-set is dense open and has product (Lebesgue) measure 1 in 2I . We call an
uncountable set H ⊂ 2ω a D-Luzin set if for any D-set [ε,B] in 2ω we have∣∣H \ [ε,B]∣∣ ω.
So then any ordinary Luzin set or Sierpinski set is a D-Luzin set.
If X = {fα : α ∈ κ} ⊂ 2λ then a matrix F :κ × λ→ 2 may be defined by the formula
F(α,β)= fα(β),
and vice versa, if F :κ × λ→ 2 is a matrix then from
fα = F(α,−)
we obtain a subspace X = {fα : α ∈ κ} of 2λ. In this case we say that F represents X. The
representation is one-one if α = α′ implies fα = fα′ for any {α,α′} ∈ [κ]2.
Hereditarily separable (in short: HS) and hereditarily Lindelöf (in short: HL) subspaces
of 2λ will play a crucial role in what follows. So in the following preliminary results
we formulate criteria to decide when a subspace X of 2λ is HS or HL. These criteria
can also serve as motivation for the concepts of HFD and HFC type structures, although,
historically, this was not the case.
1.1. Let X ⊂ 2λ. Then
(i) X is HS iff for every set Y ∈ [X]ω1 there are a Z ∈ [Y ]ω and I ∈ [λ]ω such that
Z  (λ \ I) is dense in Y  (λ \ I).
(ii) X is HL iff for every Dω1 -set [ε,B] in 2λ there is a C ∈ [B]ω such that
[ε,B] ∩X ⊂ [ε,C].
Proof. (i) The implication from left to right is obvious, so assume now that X is not HS.
Then there is Y = {fα : α ∈ ω1} ⊂ X left-separated in this ω1-type ordering. So for each
α ∈ ω1 we have a bα ∈ [λ]<ω such that [fα  bα]  fβ whenever β ∈ α ∈ ω1. Without loss
of generality, the collection {bα: α ∈ ω1} is a ∆-system with root b so that fα  b = fβ  b
for all α,β ∈ ω1. But then for any Z ∈ [Y ]ω and I ∈ [λ]ω there is an α ∈ ω1 with β ∈ α
for all fβ ∈ Z and bα \ b ⊂ λ \ I , hence clearly[
fα  (bα \ b)
]∩Z = ∅,
and so Z  (λ \ I) is not dense in Y  (λ \ I).
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(ii) Again, it is obvious that if X is HL then the required condition is satisfied.
Conversely, if X is not HL then we have a right-separated Y = {fα ∈ α ∈ ω1} ⊂X, where
for every α ∈ ω1 we have bα ∈ [λ]<ω so that fβ /∈ [fα  bα] whenever α ∈ β ∈ ω1. Like
above, we may assume that B = {bα: α ∈ ω1} ∈Dnω1(λ) and that fα  bα = ε ∗ bα for some
ε ∈ 2n and for all α ∈ ω1. Clearly, then we have
[ε,B] ∩ Y ⊂ [ε,C]
for any C ∈ [B]ω. ✷
As is well known, neither HS nor HL is a productive property. So we say that a space X
is HSn (HLn) if Xn is HS (HL). It is easy to extend the criteria of 1.1 to those characterizing
when X ⊂ 2λ is HSn (respectively HLn).
Also, X is called strongly HS (respectively HL) if it is HSn (respectively HLn for all
n ∈ ω). Finally, an Sn space (Ln space) is a T3 space that is HSn but not HL (respectively
HLn but not HS). Also, we can talk about strong S and strong L spaces.
2. HFD-type spaces
The aim of this section is to introduce certain general classes of spaces from which one
can obtain S spaces with all sorts of interesting properties. As we shall see in Section 3,
the natural “duals” of these classes will do the same for L spaces.
2.1. Definition.
(i) A map F :κ × λ → 2 with κ  ω, λ  ω1 is called an HFD matrix if for every
A ∈ [κ]ω, B ∈Dω1(λ) and ε ∈ 2n(B) there are α ∈A and b ∈ B such that
fα = F(α,−)⊃ ε ∗ b.
(Recall that the last line simply says that F(α,βi)= ε(i) holds for each i < n(B) =
|b|, where βi is the ith member of b in its increasing order.)
(ii) X ⊂ 2λ is said to be an HFD space if there exists an HFD matrix F :κ × λ→ 2 such
that X = {fα : α ∈ κ}. In this case X is said to be represented by F .
The HFD matrix representation of an HFD space is not necessarily one–one, however
it almost is. This is made clear by the next very simple observation, which in particular
implies that if F :κ × λ→ 2 represents X then |X| = κ .
2.2. If F :κ × λ→ 2 is an HFD matrix then∣∣{α ∈ κ : fα = F(α,−)= f }∣∣<ω
for every f ∈ 2λ.
Proof. Suppose, indirectly, that A ∈ [κ]ω is such that fα = f for each α ∈ A. We can
choose a B ∈ [λ]ω1 (∼= D1ω1(λ)) and an i ∈ 2 with f (β) = i for all β ∈ B . But then for
ε = {〈0,1 − i〉} ∈ 21 we have ε ∗ {β} ⊂ fα whenever α ∈ A and β ∈ B , contradicting that
F is HFD. ✷
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The matrix approach to HFD spaces makes the unified treatment and dualization easier.
That is why we chose to follow it here, but it can be avoided. This is shown by the next
internal characterization of HFD spaces that was the original definition. It also explains the
terminology: HFD = Hereditarily Finally Dense.
2.3. The following two conditions (i) and (ii) are equivalent for X ⊂ 2λ (λ > ω):
(i) X is HFD;
(ii) X is infinite and for every A ∈ [X]ω there is a B ∈ [λ]ω such that A (i.e., A  (λ \B))
is dense in 2λ\B (such an A is also called finally dense).
Proof. (i) ⇒ (ii). Using 2.1 we can choose an HFD matrix F :κ × λ→ 2 representing X
in a one–one manner (i.e., such that fα = fβ if α = β). Given A ∈ [κ]ω we have to show
that A˜ = {fα : α ∈ A} is finally dense. To this end we define by transfinite induction an
increasing sequence of countable sets Bν ⊂ λ as follows. If ν ∈ ω1 andBµ has been defined
for all µ ∈ ν put B ′ν =
⋃{Bµ: µ ∈ ν}. If A˜ is dense in 2λ\B ′ν we are done. Otherwise we
can choose an εν ∈H(λ \B ′ν ) such that A˜ ∩ [εν] = ∅, then we put Bν = B ′ν ∪D(εν). We
claim that there is a ν ∈ ω1 such that A˜ is dense in 2λ\B ′ν . If this were not the case then we
could choose a set I ∈ [ω1]ω1 , an n ∈ ω, and ε ∈ 2n such that, putting bν =D(εν), we had
εν = ε ∗ bν
for each ν ∈ I . But then A ∈ [κ]ω, B = {bν : ν ∈ I } ∈Dω1(λ) and ε would not satisfy the
requirement for the HFD-ness of F , a contradiction.
(ii)⇒ (i). LetX = {fα : α ∈ κ} be a one–one enumeration ofX and define F :κ×λ→ 2
by F(α,β) = fα(β). We claim that F is an HFD matrix. Indeed, given A ∈ [κ]ω, B ∈
Dω1(λ) and ε ∈ 2n(B) choose first a set C ∈ [λ]ω such that A˜ = {fα : α ∈ A} is dense
in 2λ\C . But then for every b ∈ B with b ∩C = ∅ we have A˜∩ [ε ∗ b] = ∅, i.e., fα ⊃ ε ∗ b
for some α ∈A. ✷
Remark. In what follows we shall consider a formally more general notion of HFD spaces
then the one given above in that, instead of λ, we may take any uncountable set (e.g.,
in 2.3(ii)).
The most interesting property of HFD spaces is of course that they are HS. Before
proving this however we introduce a larger class of spaces which still has this property. The
reason why we think it worth while to deal with the particular class of HFD spaces will,
we hope, be clear from the extra results we can prove for them but not for the larger class.
2.4. Definition.
(i) F :κ × λ→ 2 with κ,λ > ω is said to be an HFDw matrix (the subscript w stands for
“weak”) if for every A ∈ [κ]ω1 , B ∈Dω1(λ) and ε ∈ 2n(B) there is an α ∈A such that∣∣{b ∈B: fα = F(α,−)⊃ ε ∗ b}∣∣= ω1.
(ii) X ⊂ 2λ is called an HFDw space if it is represented by an HFDw matrix.
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It should be clear that every HFD matrix (with κ > ω) is also HFDw, hence an
uncountable HFD space is HFDw. That an HFDw space X must be uncountable (in fact,
we have |X| = κ) follows from the following easy result corresponding to 2.2.
2.5. If F :κ × λ→ 2 is HFDw then∣∣{α ∈ κ : fα = f }∣∣ ω
for each f ∈ 2λ.
Corresponding to 2.3, we have the following characterization of HFDw spaces.
2.6. Let X ⊂ 2λ with λ > ω, then the following are equivalent:
(i) X is HFDw;
(ii) X is uncountable and for every Y ∈ [X]ω1 there is an A ∈ [Y ]ω that is finally dense.
Proof. (i) ⇒ (ii). Let F :κ × λ→ 2 represent X and choose Y ∈ [κ]ω1 . Write
Y =
⋃
{Yν : ν ∈ ω1},
where |Yν | = ω for each ν ∈ ω1 and ν < µ implies Yν ⊂ Yµ. We propose to show that
Y˜ν = {fα : α ∈ Yν} is finally dense for some ν ∈ ω1. To this end we again inductively
define sets Bν ∈ [λ]ω as follows. For ν ∈ ω1 put B ′ν =
⋃{Bµ: µ ∈ ν}. If Y˜ν is not dense
in 2λ\B ′ν then pick εν ∈H(λ \B ′ν ) such that Y˜ν ∩ [εν] = ∅ and then put Bν = B ′ν ∪D(εν).
If no Y˜ν is finally dense then we can choose I ∈ [ω1]ω1 , n ∈ ω and ε ∈ 2n in such a way
that
εν = ε ∗ bν
holds for each ν ∈ I (of course bν =D(εν)). But then B = {bν : ν ∈ I } ∈Dnω1(λ) and for
any µ ∈ ω1 and α ∈ Yµ we have
{ν ∈ I : ε ∗ bν = εν ⊂ fα} ⊂ µ,
contradicting that F is HFDw.
(ii) ⇒ (i) Let {fα : α ∈ κ} be a one–one enumeration of X and define F by F(α,β)=
fα(β). Given A ∈ [κ]ω1 , B ∈Dω1(λ) and ε ∈ 2n(B) choose a ∈ [A]ω and C ∈ [λ]ω such
that a˜ is dense in 2λ\C . Clearly, then there is an α ∈ a ⊂A such that∣∣{b ∈ B: ε ∗ b ⊂ fα}∣∣= ω1. ✷
Now, applying 2.6(ii) and the general criterion 1.1(i) for deciding when a subspace of 2λ
is HS we immediately get what we wanted.
2.7. Every HFDw (hence every HFD) space is HS.
Now we can show how S spaces can be obtained from HFDw spaces. This will be an
easy consequence of the fact that the HFD and HFDw properties are very “stable” in the
sense made precise by the following proposition.
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2.8. Let X ⊂ 2λ be HFD (or HFDw).
(i) Infinite (uncountable) subspaces of X are also HFD (HFDw).
(ii) If I ∈ [λ]ω1 then X  I is also HFD (HFDw).
(iii) For each f ∈X let f ′ ∈ 2λ be given such that∣∣{α ∈ λ: f (α) = f ′(α)}∣∣ ω,
and put X′ = {f ′: f ∈X}. Then X′ is also HFD (HFDw).
Proof. (i) and (ii) are obvious. To see (iii) consider Y ′ ∈ [X′]ω (Y ′ ∈ [X′]ω1 ) and choose
Y ⊂ X such that Y ′ = {f ′: f ∈ Y }. (Note that 2.2 (respectively 2.5) implies |X| = |X′|.)
In the first case Y is finally dense and in the second some Z ∈ [Y ]ω is. It is easy to see,
however, that then so is Y ′, respectively Z′ = {f ′: f ∈ Z}, because every f ′ differs from
f only at a countable number of places. ✷
This immediately yields one of the main results of this section.
2.9. If there is an HFDw space then there is an S space.
Remark. 2.9 contains a very weak assumption for the existence of an S space. In fact it is
so weak that we do not even know whether the converse of 2.9 is valid, i.e., whether the
existence of an S space is equivalent to that of an HFDw space.
Proof of 2.9. If there is an HFDw space then by 2.8(i) and (ii) there is also one of the form
X = {fα : α ∈ ω1} ⊂ 2ω1 .
Let us now define for α ∈ ω1 the function f ′α ∈ 2ω1 by the following stipulations:
f ′α(ν)=
{0, if ν ∈ α;
1, if ν = α;
fα(ν), if α ∈ ν.
Then X′ = {f ′α : α ∈ ω1} is right-separated in type ω1, hence X′ is not Lindelöf, but by
2.8(iii) it is HFDw, hence HS. Thus, in fact, X′ is a canonical S space. ✷
Thus we see that HFDw spaces give us S spaces and our next aim is to show that the
stronger HFD spaces, having pleasant topological properties, yield a number of further
interesting applications.
2.10. If X ⊂ 2λ is HFD (HFDw) and C ⊂ X is compact then |C| < ω (respectively
|C| ω).
Proof. Indeed otherwiseC would be finally dense hence there would exist a set A ∈ [λ]ω
such thatC  (λ\A)= C1 is dense in 2λ\A. But C1 is also compact as the continuous image
of the compact C, hence we had C1 = 2λ\A. But then, by 2.8(ii), 2λ\A  2λ would be HFD
(HFDw), which is clearly not the case (e.g., 2λ is not HS). ✷
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Corollary. An HFD space X does not contain a non-trivial convergent sequence (even if
its limit point is not in X).
Indeed, a non-trivial convergent sequence with its limit point forms an infinite compact
space. Note, moreover, that if X ⊂ 2λ is HFD and F ⊂ 2λ is any finite set then X ∪ F is
also HFD.
In order to describe some further properties of HFD spaces we first need a definition.
2.10. Definition. Let X ⊂ 2λ be HFD and A ∈ [X]ω. We put
J (A)= {I ∈ [λ]ω: ∀ε ∈H(I)(∣∣A∩ [ε]∣∣= ω implies that
A∩ [ε] is dense in 2λ\I)}.
2.12. If X ⊂ 2λ is HFD and A ∈ [X]ω then J (A) is closed and unbounded in [λ]ω.
Proof. Suppose that {In: n ∈ ω} ⊂ J (A) and In ⊂ In+1 for every n ∈ ω. We have to show
that I =⋃{In: n ∈ ω} ∈ J (A). But if ε ∈ H(I) then there is an n ∈ ω with ε ∈ H(In),
hence |[ε] ∩ A| = ω implies that [ε] ∩ A is dense in 2λ\In and thus in 2λ\I as well. This
shows that J (A) is closed.
To show the cofinality of J (A) fix any K ∈ [λ]ω and then by induction on n ∈ ω define
In ∈ [λ]ω as follows. Put I0 =K , and if In has been defined let
Hn =
{
ε ∈H(In):
∣∣A∩ [ε]∣∣= ω}.
Then for each ε ∈Hn there is a set Jε ∈ [λ]ω such that A ∩ [ε] is dense in 2λ\Jε . Then we
put
In+1 = In ∪
⋃
{Jε: ε ∈Hn}.
We claim that I =⋃{In: n ∈ ω} ∈ J (A). Indeed, if ε ∈H(I) and |A∩ [ε]| = ω then there
is n ∈ ω with ε ∈H(In), hence ε ∈Hn, consequently A∩ [ε] is dense in 2λ\Jε and thus in
2λ\I as well. ✷
The following technical result will have a number of important consequences.
2.13. Let X ⊂ 2λ be HFD, A ∈ [X]ω , I ∈ J (A) and g ∈ 2λ. If g  I is an accumulation
point of A  I (in 2I ) then g is an accumulation point of A (in 2λ).
Proof. Let ε ∈ H(λ) be such that g ∈ [ε]. We can write ε = ε1 ∪ ε2, where ε1 ∈ H(I)
and ε2 ∈H(λ \ I). Since g  I is an accumulation point of A  I we have |A ∩ [ε1]| = ω,
hence I ∈ J (A) implies that A ∩ [ε1] is dense in 2λ\I . But [ε] = [ε1] ∩ [ε2] then implies
|A∩ [ε]| = |A∩ [ε1] ∩ [ε2]| = ω showing that g is an accumulation point of A. ✷
The projection map on subspaces of 2λ is in general not closed. The next result yields a
somewhat weaker assertion of this sort for HFD spaces.
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2.14. If X ⊂ 2λ is HFD, A ∈ [X]ω and I ∈J (A) then A  I is closed in X  I . (The closure
A is of course taken in X!)
Proof. Since A is dense in A and the projection map is continuous, A  I is dense in
A  I . Therefore it suffices to show that A  I contains every accumulation point of A  I
(in X  I ). Thus let g ∈ X be such that g  I is an accumulation point of A  I . By 2.13
then g is an accumulation point of A, i.e., g ∈A, consequently g  I ∈A  I . ✷
Since an HFD space X is HS, every infinite closed set in X is of the form A for some
A ∈ [X]ω . This is what makes 2.14 well-applicable, as, e.g., in the proof of the following
result.
2.15. Every HFD space is hereditarily collectionwise normal.
Proof. Since a normal HS space is collectionwise normal (cf. [8]) and being HFD is a
hereditary property, it suffices to show that every HFD space is normal. Thus consider two
disjoint closed subsets of the HFD space X ⊂ 2λ; in view of our above remark we may
take them to be A and B where A,B ∈ [X]ω. Since A∩B = ∅ there is a set J ∈ [λ]ω such
that A  J ∩ B  J = ∅ and because J (A) ∩ J (B) is (closed and) unbounded in [λ]ω we
may pick an I ∈ J (A)∩J (B) such that I ⊃ J .
From 2.14 we know that A  I and B  I are both closed in X  I , moreover we
claim that they are also disjoint. Indeed, if this were false then we could find f ∈ A and
g ∈ B such that f  I = g  I . Now we distinguish two cases: First, if f  I ∈ A  I then
f  I = g  I /∈ B  I (since A  I ∩ B  I = ∅), consequently g  I is an accumulation
point of B  I because g  I ∈ B  I and B  I is dense in B  I . But then, using 2.13
and the fact that f  I = g  I , we get that f is also an accumulation point of B , hence
f ∈ B , contradicting A ∩ B = ∅. If, on the other hand f  I = g  I /∈ A, then g  I is an
accumulation point of A  I , hence with a similar argument as above we get g ∈A, again
a contradiction.
Thus we have indeed that A  I and B  I are disjoint closed sets in the metrizable hence
normal space X  I ⊂ 2I , consequently we may choose disjoint open neighbourhoods for
them, say U and V . But then the inverse images of U and V under the projection map
from X to X  I yield disjoint open neighbourhoods of A and B in X, and the proof is
completed. ✷
Our next results will concern HFD spaces with a special property expressed by the
following definition.
2.15. Definition. Let * be a cardinal number. The set X ⊂ 2λ with λ > ω is said to be *-
complete if for every h ∈Hω1(λ)=Fn(λ,2;ω1) we have |[h] ∩X| *, where, of course,
[h] = {f ∈ 2λ: h⊂ f }.
Let us remark that obviously every 1-complete X ⊂ 2λ is also λω-complete, hence 2ω-
complete, consequently any 1-complete X has cardinality  2ω.
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Now we show that HFD spaces that are complete in this sense have interesting topol-
ogical properties.
2.17. If X⊂ 2λ is a 1-complete HFD then X is countably compact. In particular then X is
an S space.
Proof. To show that X is countably compact we pick an A ∈ [X]ω and show that A has an
accumulation point inX. Using again thatJ (A) is unbounded in [λ]ω we choose I ∈ J (A)
such thatA  I is infinite. Since 2I is (countably) compact there is an h ∈ 2I ⊂Hω1(λ) such
that h is an accumulation point of A  I . The 1-completeness of X implies the existence of
an f ∈X with h⊂ f , moreover 2.13 implies that this f is an accumulation point of A.
To see that X is an S space observe that a countably compact HFD space is never
Lindelöf, because a countably compact Lindelöf space is compact, but by 2.10 every
compact subset of an HFD space is finite. ✷
Another interesting restriction that completeness puts on the topology of HFD spaces is
the following.
2.18. If an HFD space X ⊂ 2λ is *-complete then for every infinite closed set F ⊂ X we
have |F | *.
Proof. Since X is HS, there is a set A ∈ [F ]ω such that F = A. We can again choose an
I ∈ J (A) such that A  I is infinite. Let h ∈ 2I be an accumulation point of A  I in 2I ,
then by the *-completeness of X we have∣∣{f ∈X: h⊂ f }∣∣ *.
But by 2.13 every f ∈ X with h ⊂ f is an accumulation point of A, hence a member of
A= F , consequently |F | *. ✷
We close this topic of complete HFD spaces by showing that it is not more difficult
to produce complete HFD spaces than ordinary HFD spaces of cardinality  2ω. More
precisely, we have the following result.
2.19. Suppose X ⊂ 2λ is an HFD space with |X| = *  2ω. Then there is an HFD space
X′ ⊂ 2λ which is also *-complete.
Proof. As is shown in 4.4(i), we must have λ 2ω, consequently we also have |Hω1(λ)| =
2ω  *. Therefore Hω1(λ) can be written in the form
Hω1(λ)= {hν : ν ∈ *},
where for each h ∈Hω1(λ) we have∣∣{ν ∈ *: hν = h}∣∣= *.
Let us define the equivalence relation ∼ on X as follows: For f,g ∈X let
f ∼ g ←→ ∣∣{α ∈ λ: f (α) = g(α)}∣∣ ω.
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Then every equivalence class of ∼ in X must be finite because if A ∈ [X]ω would consist
of pairwise ∼-equivalent elements then A could not be finally dense, just on the contrary,
its elements would all coincide outside a countable subset of λ. We may thus assume thatX
actually consists of pairwise ∼-inequivalent elements.
We can now write X = {fν : ν ∈ *}, in this case however a one–one enumeration is
chosen. Let us then define for ν ∈ ω1 a function f ′ν ∈ 2λ as follows:
f ′ν(α)=
{
hν(α), if α ∈D(hν);
fν(α), otherwise.
By 2.8(iii) then X′ = {f ′ν : ν ∈ *} is HFD and X′ is also *-complete because ν = µ implies
f ′ν = f ′µ since fν ∼ fµ and both fν and fµ were only modified at a countable number of
places. ✷
We now turn to give an application of HFD spaces to certain topological games. To play
such a game we choose a space X a property P of subsets of X (examples of P below
will be P =D = dense in X and P = SD= somewhere dense in X) and an ordinal α. The
game obtained in this way is denoted by GPα (X) and is played by two players I and II in
the following way:
A play of GPα (X) consists of α rounds, played in order α, where each round consists of
first I choosing a non-empty open U ⊂X and then II picking a point p ∈ U . Player I wins
if the set of all points picked by II has property P , otherwise II wins. These games were
introduced in [5] where they were named point-picking games. The following results were
also proved there: If X is T3 then I has a winning strategy for GDω (X) [GSDω (X)] if and
only if π(X) = ω[π0(X) = ω], where π0(X) = min{π(G): G ∈ τ (X) \ {∅}}. The result
concerning the case of SD can easily be strengthened by replacing ω with any ordinal
α < ω2, simply because the union of finitely many nowhere dense sets is nowhere dense.
This in turn implies the same kind of strengthening for the case of D. Now, HFD spaces
can be used to show that these strengthenings are already sharp. Note that if λ > ω then for
any dense subspace X of 2λ we have π(X)= π0(X)= λ > ω (cf. [16]).
2.20. If X ⊂ 2λ is HFD and dense in 2λ then I has a winning strategy in the game GD
ω2
(X)
(hence in GSD
ω2
(X) as well).
Proof. Let us begin by describing I ’s strategy. He starts by choosing an arbitrary set
I0 ∈ [λ]ω and in the first ω rounds he plays all the open sets [ε]∩X with ε running through
H(I0). This is possible because |H(I0)| = ω. Now suppose n ∈ ω \ {0} and the first ω · n
rounds have already been played, moreover a set In−1 ∈ [λ]ω has been defined. Let An be
the set of all points picked by player II in the first ω · n rounds. Then clearly An ∈ [X]ω,
hence by 2.12 we can choose a set In ∈J (An) such that In−1 ⊂ In. Player I ’s strategy for
the next ω rounds then is to play all the open sets [ε] ∩X where ε runs through H(In).
Now we have to show that player I ’s strategy described above is winning, i.e., that the
set A=⋃{An: n ∈ ω} is dense in X (i.e., in 2λ). Let us put I =⋃{In: n ∈ ω} and consider
any ε ∈H(λ). Then ε = ε1 ∪ ε2, where ε1 ∈ H(I) and ε2 ∈H(λ \ I). Let n ∈ ω be such
that ε1 ∈H(In). Since I ’s strategy forces An+1  In to be dense in 2In we have∣∣[ε1] ∩An+1∣∣= ω,
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moreover In+1 ∈ J (An+1), ε1 ∈ H(In) ⊂ H(In+1) and ε2 ∈ H(λ \ I) ⊂ H(λ \ In+1),
consequently
[ε2] ∩ [ε1] ∩An+1 = [ε] ∩An+1 = ∅.
This indeed shows that A is dense. ✷
To conclude this topic, let us note that given any HFD space X ⊂ 2λ a very slight
modification of X will yield an HFD of the same size that is dense in 2λ.
We have seen now that HFD and HFDw spaces can be used to obtain S spaces of various
kinds. But can they be used to obtain strong S spaces? The problem of course is that we
do not know whether finite powers of HFD spaces are necessarily HS or not. In fact, as we
shall see later, this is not necessarily so, however a natural strengthening of the notions of
HFD and HFDw spaces can be found with the help of which this problem can be avoided.
The basic definition here is as follows.
2.21. Definition.
(i) Let κ  ω (κ > ω), λ > ω, k ∈ ω and F :κ×λ→ 2. F is said to be an HFDk (HFDkw)
matrix if for every A ∈ Dkω(κ) (A ∈ Dkω1(κ)), B ∈ Dω1(λ) and ε0, . . . , εk−1 ∈ 2n(B)
there is an a ∈A such that∣∣{b ∈ B: ∀i ∈ k[fαi = F(αi,−)⊃ εi ∗ b]}∣∣= ω1,
where αi is the ith element of a in its increasing order.
Note that in the case of HFDk an equivalent definition is obtained if the above subset
of B is only required to be non-empty instead of having cardinality ω1. Thus we
immediately see that HFD1(w) =HFD(w) and that, if κ > ω, HFDk →HFDkw.
(ii) X ⊂ 2λ is called an HFDk(w) space if there is an HFDk(w) matrix F :κ × λ→ 2 that
represents it.
(iii) If F :κ×λ→ 2 is HFDk (HFDkw) for all k ∈ ω then F is called a strong HFD (HFDw)
matrix. Similarly, X ⊂ 2λ is defined to be a strong HFD (HFDw) space if it can be
represented by a strong HFD (HFDw) matrix.
The reason why HFDk(w) spaces were introduced is made clear by the following result
generalizing 2.7.
2.22. If X ⊂ 2λ is a HFDkw space then Xk is HS. Consequently a strong HFDw space is
strongly HS and an S space that is strong HFDw is also a strong S space.
Proof. We prove this by induction on k. Of course the case k = 1 is just 2.7. Now assume
that statement to be valid for k and show that then it is also true for k + 1. Thus consider
X ⊂ 2λ that is HFDk+1w represented by F :κ × λ→ 2 in a one–one manner. Note that X
inherits from F a κ-type ordering which we shall denote by ≺. Assume, indirectly, that
Xk+1 is not HS. Then Xk+1 contains a subset {−⇀xα : α ∈ ω1} left separated in type ω1, where−⇀xα = 〈xα,0, . . . , xα,k〉. With the help of the usual ∆-system and counting arguments we
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may assume without loss of generality that there is a B ∈Dω1(λ), where B = {bα: α ∈ ω1},
and ε0, . . . , εk ∈ 2n(B) such that the left separating neighbourhood of −⇀xα is of the form([ε0 ∗ bα] × · · · × [εk ∗ bα])∩X.
For any p ∈X and i < k + 1 let us put
Sp,i = {α: xα,i = p} and Sp =
k⋃
i=0
Sp,i .
We claim that |Sp|  ω for each p ∈ X. Indeed, |Sp| = ω1 would imply |Sp,i | = ω1 for
some i < k + 1 and if we denote by −⇀yα the element of Xk obtained by deleting from −⇀xα
its ith coordinate xα,i , then {−⇀yα: α ∈ Sp,i} would clearly be an uncountable left separated
subset of Xk , contradicting our inductive assumption. Using that |Sp|  ω for all p ∈ X
allows us to perform a further thinning out of our original left separated sequence with the
resulting (and re-enumerated) sequence already satisfying |Sp| 1 for each p ∈X.
We may also assume that the sequences −⇀xα are all isomorphic with respect to the above
mentioned κ-type ordering≺ of X inherited from F , hence by suitably arranging the order
of factors in the product Xk+1 =X× · · · ×X we may actually assume that for each α we
have xα,i ≺ xα,j if i < j < k + 1. Thus if we now put for α ∈ ω1
aα = {xα,i: i < k+ 1}
then the HFDk+1w property of X implies the existence of α ∈ ω1 such that∣∣{β ∈ ω1: −⇀xα ∈ [ε0 ∗ bβ] × · · · × [εk ∗ bβ]}∣∣= ω1.
But this contradicts that, by left separation,
−⇀xα /∈ [ε0 ∗ bβ] × · · · × [εk ∗ bβ]
whenever α < β . ✷
It is straight–forward to check that the argument given in the proof of 2.8(iii) is valid
for HFDk and HFDkw spaces as well for any given k, i.e., if X is HFDk (HFDkw) and every
element of X is modified at a countable number of coordinates then the resulting space
X′ is also HFDk (HFDkw). Hence the existence of a strong HFDw space implies that of a
strong S space.
To obtain strong S spaces was the main reason why HFDk(w) spaces were introduced,
but as we shall show below they have other uses as well. To start with, however, we have to
describe a property of certain HFDw subspaces of 2ω1 that is quite interesting in itself. In
this we shall use the following piece of notation: if f ∈ 2ω1 and f (ν)= 1 for some ν ∈ ω1
then
γ (f )=min{ν ∈ ω1: f (ν)= 1}.
If f (ν)= 0 for all ν ∈ ω1 then we put γ (f )= ω1.
2.23. Suppose that X ⊂ 2ω1 is an HFDw with the following property:
for every α ∈ ω1 we have
∣∣{f ∈X: γ (f ) < α}∣∣ ω. (∗)
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Then there exists a ν ∈ ω1 such that f ∈ 2ω1 and ν  γ (f ) imply f ∈X. (Of course, the
closure here is taken in 2ω1 .)
Proof. Assume, indirectly, that for each ν ∈ ω1 there is a gν ∈ 2ω1 such that γ (gν)  ν
and gν /∈ X. Let εν ∈ H(ω1) be chosen in such a way that gν ∈ [εν] ⊂ 2ω1 \ X. We may
assume without any loss of generality that {D(εν): ν ∈ ω1} forms a ∆-system with root D
such that D <Dν =D(εν) \D for each ν. Let us put
Y = {f ∈X: ∃δ ∈D(f (δ)= 1)}.
It follows from (∗) that |Y |  ω, consequently X \ Y is finally dense, i.e., there exists
an α ∈ ω1, such that X \ Y is dense in 2ω1\α . We can now pick a ν ∈ ω1 such that
D ⊂ ν  γ (gν) and Dν ⊂ ω1 \ α. But then for all δ ∈D we have
εν(δ)= gν(δ)= 0,
hence if f ∈X \ Y satisfies f ∈ [εν Dν], and such an f ∈X \ Y exists because X \ Y is
dense in 2ω1\α , then f ∈ [εν] as well, a contradiction. ✷
If we examine the above proof we see that the HFDw property of X was not used in its
full strength. Instead, it would have been sufficient to assume that X \ Y is finally dense
for each Y ∈ [X]ω . In the following corollary of 2.23 however the assumption that X is
HFDw is really essential because 2.23 has to be applied to each uncountable subset of X.
2.24. Suppose that X ⊂ 2ω1 is HFDw and satisfies condition (∗) of 2.23. Then every closed
subspace of X is either countable or co-countable.
It turns out that the conclusion of 2.24 is actually sufficient to yield an S space.
2.25. If X is an uncountable T3 space in which every closed (or equivalently: open) set is
either countable or co-countable then X is an S space.
Proof. We may assume that every point p ∈ X has a countable open neighbourhood Up
because, as X is T2, this may fail for at most one point of X, and that point can be simply
“thrown away”. It is also clear from our assumption on X that X is CCC, hence if we take
a maximal disjoint family U of countable open subsets of X then ⋃U is a countable dense
set in X. This shows that X is separable and since our assumption on (the open sets in) X is
inherited by all its subspaces we actually get that X is HS. Finally, since X is uncountable,
the open cover {Up: p ∈X} shows that X is not Lindelöf, i.e., X is an S space. ✷
After this little detour let us get back to our original aim, the example that makes use
of HFDkw, more precisely HFD2w spaces. This concerns the following problem: Suppose X
is T3, |X| = κ and for every subspace Y ⊂ X with |Y | = |X| = κ we know that Y is
separable; is it true then that X is HS? In other words, if every large subspace of X is
separable, is X necessarily HS? It was shown in [13] that the answer to this question is
affirmative if κ = ω1 or cf(κ) = ω1, moreover a consistent example was also constructed
there (under the assumption of ♣+ 2ω  κ) showing that the above restriction on cf(κ) is
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indeed necessary. Below we shall give another example to the same effect that, as we shall
show in Section 4, is compatible with 2ω < κ , in fact with 2ω = ω1 as well.
2.26. Suppose cf(κ)= ω1 < κ and there exists an HFD2w spaceX ⊂ 2ω1 with |X| = κ . Then
there also is a 0-dimensional T2 (hence T3) space R such that |R| = κ , for every S ∈ [R]κ
the subspace S is separable but R is not HS, in fact R contains a discrete subspace D of
size ω1.
Proof. Using the appropriate version of 2.8(iii) we may assume that there is a subset
Z ⊂X such that |Z| = ω1 and Z satisfies condition (∗) of 2.23.
For α ∈ ω1 let gα ∈ 2ω1 be defined by
gα(ν)=
{
1, if α = ν,
0, if α = ν,
moreover h ∈ 2ω1 be such that h(ν) = 0 for every ν ∈ ω1. Let us put D = {gα: α ∈ ω1}.
We may clearly assume that
X ∩ (D ∪ {h})= ∅,
then D is a closed discrete set in X ∪D taken as a subspace of 2ω1 , because h is the only
accumulation point of D in 2ω1 .
It follows from our assumptions that X can be written in the form
X =
⋃
{Xf : f ∈Z},
where (i) |Xf | < κ for each f ∈ Z. We shall use the following piece of notation in our
construction:
If Y is any subset of Z then
S(Y )=
⋃{{f } ×Xf : f ∈ Y}.
Clearly, we have |S(Z)| = κ .
The space R that we wish to produce may now be defined as
R = ω1 ∪ S(Z)
with the topology specified as follows. Firstly, S(Z) will be an open subspace of R with
the subspace topology that it inherits from Z×X. Note that S(Z) with this topology is HS
because Z×X is; this is where we use the fact X is HFD2w, together with 2.22.
Next, for any α ∈ ω1, a neighbourhood basis for α in R will be formed by the sets of
the form
W(α,U)= {α} ∪ S(U \ {gα}),
where U is any clopen neighbourhood of gα in D ∪ Z such that U ∩D = {gα}. It is easy
to see that in this way W(α,U) will be a clopen neighbourhood of α in R and that
W(α,U) ∩ω1 = {α}.
It easily follows then that R is 0-dimensional T2, moreover that ω1 is a closed discrete set
in R, hence R is not HS.
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We still have to show that every subspace of R of size κ is separable. Since T ⊂R and
|T | = κ imply |T ∩ S(Z)| = κ and S(Z) is HS, this will be an immediate consequence of
the following claim: If T ⊂ S(Z) and |T | = κ then |ω1 \ T R| ω, i.e., all but countably
many points in ω1 are in the R-closure of T . To establish this claim let us first note that
by (i) for
Y = {f ∈Z: T ∩ ({f } ×Xf ) = ∅}
we have |Y | = ω1. But then 2.23 can be applied to Y , hence there is a ν ∈ ω1 such that
g ∈ 2ω1 and γ (g)  ν imply g ∈ Y . It follows then that gα ∈ Y whenever α  ν. But
then for any clopen neighbourhood U of gα in D ∪ Z we have U ∩ Y = ∅, consequently
W(α,U) ∩ T = ∅, because if f ∈ U ∩ Y then {f } ×Xf ⊂W(α,U). This completes the
proof of the claim and thus of 2.26. ✷
Hodel proved in [10] that under GCH for any infinite T2 space X the number of all
closed subsets of X of size |X| equals o(X), i.e., the number of all closed subsets of X. He
also asked if this is provable in ZFC. The space R constructed above in 2.26, with some
additional cardinal arithmetic, yields a counterexample to this question.
2.27. Assume cf(κ)= ω1 < κ < 2ω1 and κω = κ , moreover there is an HFD2w space of size
κ . Then there is a 0-dimensional T2 space R with |R| = κ in which the number of closed
sets of size κ is κ , while o(R)= 2ω1 > κ .
Proof. The space R constructed from X in 2.26 has clearly (at most) κω = κ closed
subsets of size κ since such a subset is separable, and o(R)  2ω1 is immediate from
the existence of an uncountable discrete subspace in R. Finally, o(R) κω1 = 2ω1 because
hd(R)= ω1. ✷
3. HFC-type spaces
We start again with the “dual” notion of HFC and HFCw matrices. Observe that the dual
definitions can simply be obtained by switching the roles of A and B in the definitions of
HFD (HFDw) matrices.
3.1. Definition.
(i) A map F :κ × λ→ 2 with κ  ω1 and λ  ω is called an HFC matrix if for every
A ∈ [κ]ω1 , B ∈Dω(λ) and ε ∈ 2n(B) there are α ∈A and b ∈ B such that
fα = F(α,−)⊃ ε ∗ b.
Accordingly, a (necessarily uncountable) set X ⊂ 2λ is said to be an HFC space if it is
represented by an HFC matrix.
(ii) F :κ × λ→ 2 with κ,λ > ω is said to be an HFCw matrix if for every A ∈ [κ]ω1 ,
B ∈Dω1(λ) and ε ∈ 2n(B) there is a b ∈B such that∣∣{α ∈A: fα ⊃ ε ∗ b}∣∣= ω1.
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Again, X ⊂ 2λ is a HFCw space if it can be represented by an HFCw matrix. Clearly,
every HFC is also HFCw if λ > ω.
We leave it to the reader to verify that if F is an HFCw matrix on κ × λ (or HFC if
λ= ω) then for every f ∈ 2λ we have∣∣{α ∈ κ : fα = f }∣∣ ω,
hence the matrix representation of an HFC or HFCw space can always be assumed to be
one–one. Similarly as in the case of the HFD(w) spaces a simple matrix-free character-
ization of HFC(w) spaces can be given:
3.2. (i) X ⊂ 2λ with |X|>ω is HFC if and only if for every B ∈Dω(λ) and ε ∈ 2n(B)∣∣X \ [ε,B]∣∣ ω,
i.e., every Dω-set in 2λ finally covers X.
(ii) X ⊂ 2λ with |X|>ω and λ > ω is HFCw if and only if for every B ∈Dω1(λ) there
is a C ∈ [B]ω such that for any ε ∈ 2n(B)∣∣X \ [ε,C]∣∣ ω.
Roughly speaking, this says that every Dω1 -set in 2λ has a sub-Dω-set which finally
covers X.
Proof. (i) If X = {fα : α ∈ κ} is a one–one enumeration of X and F :κ × λ→ 2 is defined
by
F(α,β)= fα(β),
then it is immediate from the definition that F is an HFC matrix exactly if X satisfies the
above condition.
(ii) Just as above, if F 1–1 represents X that satisfies the above condition then it is
immediate that F is an HFCw matrix. To see the converse, assume, indirectly, that F
is an HFCw matrix, B ∈ Dω1(λ) but for every C ∈ [B]ω there is an ε ∈ 2n(B) with
|X \ [ε,C]| > ω. Let us now write B = {bν : ν ∈ ω1} and Cν = {bµ: µ ∈ ν} for ν ∈ ω1.
Since 2n(B) is finite, an ε can be chosen that works simultaneously for all Cν . We may then
pick by induction on ν ∈ ω1 points xν ∈X \ [ε,Cν] such that xν = xµ if ν = µ. Let αν ∈ κ
be such that xν = fαν and A= {αν : ν ∈ ω1} ∈ [κ]ω1 . Since F is HFCw there is a bµ ∈ B
with ∣∣{ν: fαν = xν ∈ [ε ∗ bµ]}∣∣= ω1,
contradicting that xν /∈ [ε ∗ bµ] ⊂ [ε,Cν] if µ ∈ ν. ✷
Remark. Note that what (i) says in the case of λ= ω is simply that X ⊂ 2ω is an HFC if
and only if X is a D-Luzin set in the sense of Section 1. In particular, then every ordinary
Luzin set or Sierpinski set in 2ω is an HFC.
Also, as a curiosity, let us mention here the following easily provable fact: X ⊂ 2λ is an
HFD exactly if |X| ω and |X \ [ε,B]|<ω for any Dω1 -set [ε,B] in 2λ.
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From 3.2 and the criterion 1.1(ii) for the HL-ness of subspaces of 2λ we immediately
obtain the following basic result.
3.3. Every HFCw (hence every HFC) space is HL.
Similarly again to the HFD case, the HFC(w) property has analogous stability features
that we make precize in the following proposition. Here we again consider a slightly
generalized version of HFC(w) spaces in that we allow them as subspaces of arbitrary
products 2I .
3.4. (i) An arbitrary uncountable subspace of an HFC(w) space is again HFC(w).
(ii) If X ⊂ 2I is HFC (HFCw) and J ⊂ I is infinite (uncountable) then X  J is HFC
(HFCw).
(iii) If F :κ×λ→ 2 is an HFC(w) matrix and F ′ :κ×λ→ 2 is such that for each β ∈ λ∣∣{α ∈ κ : F ′(α,β) = F(α,β)}∣∣ ω,
then F ′ is also HFC(w).
Proof. (i) and (ii) are obvious from the definitions. To see (iii), consider A ∈ [κ]ω1 ,
B ∈ Dω(λ) (respectively B ∈ Dω1(λ) in the HFCw case) and ε ∈ 2n(B) (in the HFCw
case choose B ′ ∈ [B]ω accordingly). Since there are only countably many α ∈ κ with
F ′(α,β) = F(α,β) for some β ∈ B (respectively β ∈ B ′) the conclusion now follows
immediately. ✷
If X ⊂ 2ω1 is HFCw and the HFCw matrix F :ω1 × ω1 → 2 one–one represents it then
by 3.4(iii) the following matrix F ′, obtained by “slightly” modifying F , is also HFCw:
F ′(α,β)=
{0, if α ∈ β,
1, if α = β,
F(α,β), if β ∈ α.
But if we set
f ′α = F ′(α,−)
then X′ = {f ′α : α ∈ ω1} is clearly left-separated, hence X′ is an L space. Thus we got the
following result:
3.5. The existence of an HFCw space implies the existence of an L space.
HFC(w) spaces have an interesting property: they have large, more precizely maximum
possible weight (or character). Actually, this property was the original motivation behind
the introduction of HFC spaces. As it turns out, however, this property is already possessed
by all the HFCw spaces.
3.6. If X ⊂ 2λ is HFCw (note that then λ > ω) and p ∈X has no countable neighbourhood
in X then
χ(p,X)= λ.
Consequently w(X)= χ(X)= λ.
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Proof. Suppose that χ(p,X) < λ and V is a neighbourhood base of p in X with |V|< λ.
Let us choose i ∈ 2 in such a way that |{β ∈ λ: p(β)= i}| = λ. Since
|V|< λ ω1,
we may pick a neighbourhood V ∈ V in such a way that |B| ω1 where
B = {β ∈ λ: V ⊂ [εβ ]}
and εβ = {〈β, i〉}. Since X is HFCw it follows that ⋃{2λ \ [εβ]: β ∈ B} finally covers X,
hence V ⊂⋂{[εβ]: β ∈ B} must be countable.
To see the second statement recall that, by 3.3, X is HL hence it may contain at most
countably many points with a countable neighbourhood, moreover X itself is uncount-
able. ✷
An immediate corollary of 3.6 is that if λ > 2ω then any HFCw space X in 2λ is an L
space because a separable T3 space has weight  2ω.
Next we consider the “dual” notions corresponding to the HFDk
(w) spaces. These can be
used to obtain strong L spaces from appropriate HFC(w) spaces.
3.7. Definition. Fix k ∈ ω. A map F :κ × λ→ 2 with κ  ω1 and λ ω (λ ω1) is called
an HFCk (HFCkw) matrix if for every A ∈ Dkω1(κ) and B ∈ Dω(λ) [B ∈ Dω1(λ)] and for
any ε0, . . . , εk−1 ∈ 2n(B) there exists b ∈ B such that∣∣{a ∈A: ∀i ∈ k(fαi ⊃ εi ∗ b)}∣∣= ω1,
where {αi : i ∈ k} is the increasing enumeration of the elements of a. F is a strong HFC(w)
matrix if it is HFCk(w) for all k ∈ ω. Finally HFCk(w) spaces are the ones represented by the
same kind of matrices; similarly for strong HFC(w) spaces.
It is easy to check that every HFCk(w) space is HL
k
, hence we immediately obtain the
following result.
3.8. If there is a strong HFCw space then there is a strong L space.
This result, however, is also a consequence of the following one, which shows that the
full duality that is known to exist between strong S and L spaces also occurs between
strong HFD and HFC spaces.
3.9. A matrix F :κ×λ→ 2 is strong HFD(w) if and only if its dual F ∗ :λ×κ→ 2 is strong
HFC(w).
Proof. We show that if F is strong HFD then F ∗ is strong HFC. The remaining three
implications can be proved in exactly the same way.
To see that, given k ∈ ω, F ∗ is HFCk we consider B ∈ Dkω1(λ), A ∈ Dω(κ) and
δ0, . . . , δk−1 ∈ 2n(A). Then for each i ∈ n(A) we define εi ∈ 2k = 2n(B) as follows:
εi(j)= δj (i).
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Since F is HFDn(A) we conclude that there exist b ∈ B and (uncountably many) a ∈ A
such that
F(αi,−)⊃ εi ∗ b
whenever i < n(A). But this is equivalent to
F ∗(βj ,αi)= δj (i)
for all i and j ; of course, here αi is the ith member of a and βj is the j th member of b,
which is exactly what we wanted to show, namely
F ∗(βj ,−)⊃ δj ∗ a. ✷
4. Existence results for HFDs and HFCs
We start this section by results which show that in certain generic extensions of V we
can obtain HFDs and HFCs in a rather straightforward way. Actually, in order to give
a general treatment of these results which also emphasizes the really important steps in
the forcing arguments we formulate the results in terms of the properties of the resulting
extensions of the universeV , without the direct use of forcing. To this end we first introduce
some definitions.
4.1. Definition. Let W ⊃ V be an extension of V and r ∈ 2ω ∩W . We say that r is a D-
real over V if r belongs to every D-set in the sense of V , i.e., for every A ∈D(ω)∩V and
ε ∈ 2n(A) we have
W |= r ∈ [ε,A].
Note that since D-sets are both dense open and of Lebesgue-measure 1 in 2ω, both
Cohen and random generic reals are D-reals.
4.2. Suppose that W ⊃ V is an extension of V such that
(i) ωW1 = ωV1 ;
(ii) there is in W a D-real r over V ;
(iii) if, in W , A⊂ V and |A| = ω1 then there is a B ∈ [A]ω such that B ∈ V .
Then there exists a strong HFCw (hence by 3.9 also a strong HFDw) matrix in W .
Proof. Let us start by choosing, in V , one–one maps hα :α→ ω for all α ∈ ω1 in such a
way that if α = β then∣∣R(hα)∩R(hβ)∣∣<ω.
We claim then that if the matrix F :ω1 ×ω1 → 2 satisfies
F(α,β)= r(hα(β))
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whenever β < α < ω1 then F is a strong HFCw matrix. Since, by (iii), for every A ∈
Dω1(ω1) there is a B ∈ [A]ω ∩ V , this will clearly follow if we show that for every
B ∈Dω(ω1)∩ V , a ∈ [ω1 \ ∪⋃B]<ω and ε :a× n(B)→ 2 there is a set b ∈B satisfying
F(α,βj )= ε(α, j)
for all α ∈ a and j ∈ n(B), where, of course, βj is the j th member of b.
Since by our choice of the maps hα∣∣∣⋃{R(hα)∩R(hα′): {α,α′} ∈ [a]2}∣∣∣<ω,
we may assume that no hα[b] for α ∈ a and b ∈ B intersects this finite set, consequently
for every b ∈B
hα[b] ∩ hα′ [b] = ∅
if α and α′ are distinct elements of a. Thus if we put for b ∈B
b˜ =
⋃{
hα[b]: α ∈ a
}
,
then |b˜| = |b|.|a| and εb : b˜→ 2 may be defined without any conflict by putting
εb
(
hα(βj )
)= ε(α, j).
Another consequence of this assumption is that if b1, b2 ∈B and b1 = b2 then b˜1 ∩ b˜2 = ∅,
hence B˜ = {b˜: b ∈ B} ∈D(ω)∩ V . Clearly, there is a δ ∈ 2n(B˜) such that∣∣{b ∈B: εb = δ ∗ b˜}∣∣= ω,
consequently, as r is a D-real over V , there is a b ∈ B such that δ ∗ b˜ = εb ⊂ r , i.e.,
F(α,βj )= r
(
hα(βj )
)= εb(hα(βj ))= ε(α, j)
holds whenever α ∈ a and βj is the j th member of b, and this was to be shown. ✷
Since a generic extension W = V [r] of V obtained by adding a Cohen or random real
r to V is well known to satisfy conditions (i)–(iii) of 4.2 we immediately get the following
corollary.
4.3. If r is Cohen or random generic over V then there is a strong HFCw and thus also a
strong HFDw matrix in V [r].
This result yields us strong HFDw and HFCw spaces and thus strong S and L spaces, but
only of the minimal possible cardinality and weight ω1. Before we turn to our next results
in which it is shown that one can obtain HFDs and HFCs of larger size we first formulate
a result that gives the natural upper bounds for these sizes.
4.4. (i) If X ⊂ 2λ is HFDw then
λ 2ω and |X| 2ω1 .
(ii) If X ⊂ 2λ is HFCw then
λ 2ω1 and |X| 2ω.
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Proof. (i) We may of course assume that X is dense in 2λ, hence d(2λ) = d(X) = ω,
which is only possible if λ 2ω. To see the second inequality consider, e.g., the projection
map of X into 2ω1 . Since X is HFDw this map must be countable-to-one because every
uncountable subset of X is finally dense. Thus we clearly have |X| 2ω1 .
(ii) Here |X|  2ω is obvious because X is HL. Now, to show λ  2ω1 let us fix a set
Y ∈ [X]ω1 and for any α ∈ λ and i ∈ 2 put
Y iα =
{
f ∈ Y : f (α)= i}.
Clearly, it suffices to show that the map α $→ Y 0α is countable-to-one. Assume, on the
contrary that A ∈ [λ]ω1 and Y 0α = Y 0 for all α ∈ A. Because of the symmetry of 0 and 1,
we may also assume that |Y 0| = ω1. This, however, is not possible if X is HFCw, for then⋃{[{〈α,1〉}]: α ∈A} must finally cover X. ✷
Of course, 4.4 is equivalent to the statement that if F :κ × λ→ 2 is an HFDw (HFCw)
matrix then κ  2ω1 and λ 2ω (respectively κ  2ω and λ 2ω1 ).
Before giving our next result we need a definition again.
4.5. Definition. If W is an extension of the universe V and I ∈ V then a map F : I → 2
in W is said to be a D-map over V if the following is satisfied in W : For every A ∈ [V ]ω
there are an “intermediate” extension V ′ of V (i.e., such that V ⊂ V ′ ⊂ W ) and a set
J ∈ V ′ ∩ [I ]ω with the property that A ∈ V ′ and for every map B ∈ V ′ that satisfies
D(B) ∈Dω(I \ J )
and
B(b) ∈ 2b
for all b ∈D(B) we have F ⊃ B(b) for some b ∈D(B), i.e.,
F ∈
⋃{[
B(b)
]
: b ∈D(B)}.
Of course, this definition is motivated by the well known fact that both Cohen and
random generic maps over V are also D-maps over V (cf., e.g., [18]).
4.6. Suppose V ⊂W and F :κ × κ → 2 in W is a D-map over V , where κ is an uncount-
able cardinal in W . Then F is both a strong HFD and strong HFC matrix.
Proof. We give the proof for the strong HFD case, the other case being completely
analogous. Thus we consider any A ∈Dkω(κ) and choose V ′ and J with V ⊂ V ′ ⊂W and
J ∈ [κ×κ]ω as in 4.5. We may assume that J = J1×J1 for some J1 ∈ V ′ ∩[κ]ω. That F is
HFDk will immediately follow if we show that for any b ∈ [κ \J1]<ω and ε0, . . . , εk−1 ∈ 2b
there is a member a ∈A such that
F(αi, β)= εi(β)
holds for every β ∈ b and for each i < k, with αi being the ith element of a. To see this
first note that
C = {a× b: a ∈A} ∈Dω(κ × κ \ J )∩ V ′,
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hence if the map B with domain C is defined in such a way that B(a × b) ∈ 2a×b with
B(a × b)(αi, β)= εi(β)
for each a × b ∈ C then
F ∈ [B(a × b)]
for some a ∈A, which was to be shown. ✷
In view of our above result we immediately get from 4.6 the following corollary.
4.7. If F :κ × κ → 2 is a Cohen or random generic map over V then, in V [F ], F is both
a strong HFD and strong HFC matrix.
To see that the bounds for κ and λ given is 4.4 are sharp we need one more result whose
proof combines the ideas of those of 4.2 and 4.6.
4.8. Suppose that our ground model V satisfies 2ω = λ, 2ω1 = κ and there is in V a family
{Sα : α ∈ κ} ⊂ [λ]λ such that |Sα ∩ Sβ | ω if {α,β} ∈ [κ]2. If W is an extension of V in
which there is a D-map F :λ× λ→ 2 over V , then there exists a strong HFD matrix on
κ × λ (hence also a strong HFC matrix on λ× κ) in W .
Proof. Let us fix in V for each α ∈ κ the increasing bijection σα :λ→ Sα . Then we define,
in W , the matrix G :κ × λ→ 2 by putting
G(α,ν)= F (ν,σα(ν)).
In order to show that G is HFDk we pick A ∈ Dkω(κ) and then, since F is a D-map
over V , we choose J ∈ [λ]ω and an intermediate extension V ′ with A, J ∈ V ′ such that 4.5
is satisfied (with J × J instead of J ).
It follows from our assumption about the sets Sα that the set
S =
⋃{
Sα ∩ Sβ : {α,β} ∈
[⋃
A
]2}
is countable and also S ∈ V ′. We claim that if b ∈ [λ \ (J ∪ S)]<ω and ε0, . . . , εk−1 ∈ 2b
then there is an a ∈A for which
G(αi, ν)= εi(ν)
whenever αi is the ith member of a and ν ∈ b. Indeed, for any a ∈A let us put
c(a)= {〈ν,σαi (ν)〉: ν ∈ b, i ∈ k},
then by b ⊂ λ \ S we have c(a)∩ c(a′)= ∅ if a, a′ ∈A and a = a′, hence
C = {c(a): a ∈A} ∈D(λ× λ) ∩ V ′.
Thus, if B with domain C is defined by
B
(
c(a)
)(
ν,σαi (ν)
)= εi(ν),
then the fact that F is a D-map yields exactly our claim. ✷
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Baumgartner has shown in [3] that it is consistent with ZFC to have in V the following:
2ω = λ, 2ω1 = κ and there is a family {Sα : α ∈ κ} ⊂ [λ]λ as required in 4.8, while λ  κ
are arbitrarily large regular cardinals. Thus we get the following corollary.
4.9. It is consistent with ZFC to have a strong HFD matrix F : 2ω1 × 2ω → 2 (hence also
a strong HFC matrix F ∗ : 2ω × 2ω1 → 2) with 2ω and 2ω1 being, independently of each
other, as big as you wish.
If we compare the above results with those of Sections 2 and 3 we immediately get a
number of interesting topological consequences, let us mention a few of these here.
4. 10. It is consistent with 2ω = λ and 2ω1 = κ being arbitrarily big that there exists a
hereditarily collectionwise normal strong S space X ⊂ 2λ with |X| = κ such that
(i) X is countably compact;
(ii) every compact subspace of X is finite;
(iii) if F ⊂X is closed in X then either F is finite or |F | = |X| = κ .
Before we formulate our result on HFC spaces we first give a lemma.
4.11. Suppose X⊂ 2λ is an HFC(w) space with λ 2ω and |X| = κ . Then there also exists
an HFC(w) space X′ ⊂ 2λ with |X′| = κ and such that every countable subspace of X′ is
closed and discrete. (Note that such an X′ is automatically an L space.)
Proof. Let F :κ × λ→ 2 be an HFC(w) matrix representing X. Since |X| = κ  2ω we
can arrange all pairs 〈E,α〉 with E ∈ [κ]ω and α ∈ κ \E in a sequence {〈Eν,αν〉: ν ∈ λ}.
We may then define F ′ :κ × λ→ 2 as follows:
F ′(α, ν)=
{0, if α ∈Eν ,
1, if α = αν ,
F(α, ν), otherwise.
By 3.4(iii) it follows that F ′ is also an HFC(w) matrix, hence if X′ is the space represented
by F ′ then X′ is as required. Indeed, if E ∈ [X′]ω then by our construction no point of X′
outside of E can be a limit point of E, hence every countable subset of X′ is closed and
therefore closed discrete. ✷
Comparing this with 3.6 we get the following result.
4.12. It is consistent with 2ω = κ and 2ω1 = λ being arbitrarily big that there is a strong L
space X ⊂ 2λ with |X| = κ such that every countable set in X is closed discrete, hence for
any subspace Y ⊂X we have either w(Y )= ω or w(Y )= χ(Y )= λ= 2ω1 .
As a curiosity we mention here the following “converse” to 4.12.
4.13. If X is a T3 space with w(X) > 2ω and such that for any Y ⊂X either w(Y )= ω or
w(Y ) > 2ω, then X is an L space.
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Proof. Clearly, it suffices to show that X is HL. Indeed, otherwise X would contain a
subspace Y right separated in type ω1. Then w(Y ) ω1 since it is right separated, while
every proper initial segment of Y (in its right separating well-ordering) has weight  2ω
hence ω1 w(Y ) ω1 · 2ω = 2ω, a contradiction. ✷
Now we turn to a new manner of obtaining HFDs and HFCs via the combinatorial
principles W(κ) and V (κ). Let us start by giving the definition of W(κ).
4.14. Definition. We use W(κ) to denote the following statement:
There is a tree T of height ω1 + 1 and a function S with domain ω1 such that
(i) |Tω1 | = κ and |Tα| ω if α ∈ ω1;
(ii) for α ∈ ω1 we have S(α)⊂ [Tα]ω and |S(α)| ω;
(iii) for any a ∈ [Tω1]ω there is a γ ∈ ω1 such that pω1α [a] ∈ S(α) if α ∈ ω1 \ γ .
Here pβα for α  β denotes the canonical projection from the β th level Tβ of T to the
αth level Tα , i.e., if t ∈ Tβ then pβα (t) is the (unique) T -predecessor of t at level α.
The principle W(κ) is related to other well known combinatorial principles. First of all,
W(ω1) is easily seen to be equivalent to CH, whileW(ω2) is a consequence of the existence
of an (ω1,1)-morass, thus in particular W(ω2) is valid in the constructible universe, L
(see [6]).
Another way of obtaining W(κ) for large κ is by forcing. We present the details of this
here because this has not been published before.
4.15. Suppose that CH holds in V and W is an extension of V such that the following three
conditions hold in W :
(1) for every ordinal α we have
cf(α)= cfV (α);
(2) [V ]ω ⊂ V ;
(3) there is a function f ∈ ωω11 eventually majorizing every g ∈ V ∩ ωω11 , i.e., for every
g ∈ V ∩ ωω11 there is a γ ∈ ω1 with g(α) < f (α) if α ∈ ω1 \ γ .
Then W(κ) holds in W , where κ = (2ω1)V .
Proof. Using CH, let us commence with writing in V for α ∈ ω1
PV (α)= {t(α)σ : σ ∈ ω1}
and [
PV (α)
]ω = {a(α)σ : σ ∈ ω1},
where PV stands for the power set operator in V and the enumerations are 1–1 if α  ω.
Then, still in V , for any t ∈ PV (ω1) we define gt ∈ ωω11 as follows:
gt (α)=min
{
σ : t ∩ α = t(α)σ
}
.
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Since cfV (κ) > ω1 we also have, by (1), cf(κ) > ω1, hence from |PV (ω1)| = κ and (3)
we obtain in W a set H ⊂ PV (ω1) with |H | = κ and an ordinal α0 ∈ ω1 such that for any
t ∈H we have gt (α) < f (α) if α ∈ ω1 \ α0.
We now define the tree T required in 4.14 by specifying its levels Tα and the maps pβα .
We put Tω1 =H and for α ∈ ω1
Tα =
{
t ∩ (α0 + α): t ∈H
}
,
moreover for α  β  ω1 and t ∈ Tβ we set
pβα (t)= t ∩ (α0 + α).
This clearly yields a tree of height ω1 + 1 for which |Tω1 | = κ and for α ∈ ω1
Tα ⊂
{
t(α0+α)σ : σ < f (α0 + α)
}
,
hence |Tα| ω.
Next we define the map S on ω1 by putting
S(α)= {a(α0+α)σ : σ < f (α0 + α)} ∩ [Tα]ω.
To see that S satisfies 4.14(iii) consider any a ∈ [Tω1]ω = [H ]ω. Then a is in V by (2),
hence so is the function h ∈ ωω11 defined below:
h(α)=
{
0, if
∣∣{t ∩ α: t ∈ a}∣∣<ω,
σ, if {t ∩ α: t ∈ a} = a(α)σ .
Thus we can choose γ ∈ ω1 such that h(α) < f (α) if α ∈ ω1 \ γ , moreover we may also
assume that |{t ∩ α: t ∈ a}| = ω for these α. But then γ  α0 + α < ω1 implies
pω1α [a] = a(α0+α)h(α0+α) ∈ S(α). ✷
Next we show how one can find models V and W that satisfy the assumptions of 4.15
and consequently we obtain the consistency ofW(2ω1) with 2ω1 being as large as you wish.
4.16. Suppose that CH holds in V . Then V has a generic extension W = V [G] such that
(2ω1)W = (2ω1)V and W(2ω1) holds in W .
Proof. We define a notion of forcing 〈P,〉 as follows:
P = ω<ω11 ×
[
ω
ω1
1
]ω
,
moreover if 〈p,K〉, 〈q,L〉 ∈ P then
〈p,K〉 〈q,L〉 ←→
p ⊃ q ∧K ⊃ L∧ (∀g ∈L)(∀α ∈D(p) \D(q))(p(α) > q(α)).
Standard arguments show that 〈P,〉 is ω1-closed and, using CH, that it has the ω2-CC.
Thus if G is P -generic over V then (1) and (2) of 4.15 are satisfied in V [G].
Next we put
f =
⋃{
p: (∃K)(〈p,K〉 ∈G)}
and claim that f is as required by 4.15(3).
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Indeed, for any α ∈ ω1 the set
Dα =
{〈p,K〉 ∈ P : α ∈D(p)}
is clearly dense in 〈P,〉, hence f ∈ ωω11 , moreover for any g ∈ ωω11 ∩ V
Eg =
{〈p,K〉 ∈ P : g ∈K}
is also dense in 〈P,〉, and thus we get that f eventually majorizes g.
Finally, since |P | = 2ω1 in V , by counting nice names for subsets of ω1 (see [17]) we
obtain that (2ω1)V [G] = (2ω1)V , hence putting all this together and using 4.15 our proof is
completed. ✷
Let us note for those who know what Baumgartner’s axiom is (see, e.g., [25] and [27])
that the above notion of forcing 〈P,〉 has the necessary conditions for the applicatibility
of this axiom, assuming of course that we also have CH. Consequently, this partial order,
with suitably chosen dense sets, may be used to show that BACH implies W(κ) whenever
κω < 2ω1 .
Our next aim is to show how W(κ) can be used to construct HFDs and HFCs. In order
to do this we first introduce some notation and then give an alternative version of W(κ).
First, to homogenize the notation, we shall use S(ω1) to denote [Tω1]ω . We shall also
omit the superscript ω1 from pω1α , i.e., we write pα = pω1α . For any set A ∈ S(α) (with
α  ω1) we define the ordinal β(A) < ω1 as follows:
β(A) = min{β  α: pαβ A is one–one ∧ (∀γ )(β  γ  α→ pαγ [A] ∈ S(γ ))}.
Let us emphasize that according to the definition of W(κ) this β(A) is less than ω1 even if
α = ω1. We shall write pαβ(A)[A] = A∗. Since pαβ(A)  A is one–one, its inverse that maps
A∗ onto A exists; we shall denote it by pA. Note that if α1 ∈ α \ β(A) and A1 = pαα1 [A]
then β(A)= β(A1), A∗ =A∗1 and pA1 = pαα1 ◦ pA.
Now we are ready to formulate and prove the above mentioned alternative version of
W(κ).
4.17. Let T and S be as in 4.14. Then we can define a map R on ω1 such that
(i) R(α) is a countable collection of one–one maps of ω into Tα for each α ∈ ω1;
(ii) for any one–one map r :ω→ Tω1 there is a γ ∈ ω1 such that if α ∈ ω1 \ γ then
pα ◦ r ∈ R(α).
Proof. Since W(κ) implies CH, for any A ∈⋃{S(α): α ∈ ω1} we may arrange all the
one–one maps of ω into A in a sequence{
hAν : ν ∈ ω1
}
.
Then, for any α ∈ ω1 we put
R(α)= {pA ◦ hA∗ν : A ∈ S(α)∧ ν  α}.
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Clearly R(α) is a countable collection of one–one maps of ω into Tα . To show (ii), consider
any one–one map r ∈ (Tω1)ω with range r[ω] =A. Then pβ(A) ◦ r is a one–one map of ω
into A∗, hence there is a ν ∈ ω1 for which
pβ(A) ◦ r = hA∗ν .
Now, if γ = max{β(A), ν} then for α ∈ ω1 \ γ and B = pα[A] we have B ∈ S(α) and
A∗ = B∗, hence
pα ◦ r = pB ◦ pβ(A) ◦ r = pB ◦ hA∗ν = pB ◦ hB
∗
ν ∈R(α),
thus the proof is completed. ✷
In what follows we shall denote by R(ω1) the set of all one–one maps of ω into T (ω1).
Then, if r ∈R(α) for some α  ω1 we define β(r) similarly as β(A) was defined above:
β(r)=min{β  α: (∀γ )(β  γ  α→ pαγ ◦ r ∈R(γ ))}.
Clearly β(r) < ω1, even if r ∈R(ω1).
4.18. W(κ) implies the existence of a strong HFD matrix F on κ × ω1 (hence also that of
a strong HFC matrix on ω1 × κ).
Proof. Consider the tree T of 4.15 and the map R of 4.17. We may assume that Tω1 = κ .
By transfinite induction on ν ∈ ω1 we are going to define maps
Gν :Tν → 2,
and then our matrix F will be defined by
F(α,β)=Gβ
(
pβ(α)
)
whenever 〈α,β〉 ∈ κ × ω1.
As a preparation for the induction let us denote for ν ∈ ω1 by J (ν) the obviously
countable set of all triples 〈r, k, ε〉 such that r ∈ R(ν), k ∈ ω and ε ∈ 2k×b where
b ∈ [ν + 1 \ β(r)]<ω. The induction will be carried out in such a way that for any ν ∈ ω1
the following inductive hypothesis I (ν) be satisfied:
I (ν): For every 〈r, k, ε〉 ∈ J (ν) the set
Z(r, k, ε)= {n ∈ ω: (∀i ∈ k)(∀β ∈ b)[ε(i, β)=Gβ(pνβ(r(n · k + i)))]}
is infinite.
Now, assume ν ∈ ω1 and Gµ has already been defined for each µ ∈ ν in such a way that
I (µ) holds. Let us first consider the set J ′(ν) of all those triples 〈r, k, ε〉 ∈ J (ν) for which
the set b that occurs in the domain k× b of ε satisfies b ⊂ ν (and not only b⊂ ν + 1). Let
us note that if b⊂ µ+ 1 ν then we clearly have
Z(r, k, ε)=Z(pνµ ◦ r, k, ε),
where pνµ ◦ r ∈R(µ) if b = ∅ hence by I (µ) we know that Z(r, k, ε) is infinite.
Next we consider an ω-type enumeration{〈rj , kj , εj ,πj 〉: j ∈ ω}
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of the set of all quadruples 〈r, k, ε,π〉 with 〈r, k, ε〉 ∈J ′(ν) and π ∈ 2k that is ω-abundant,
i.e., for any such quadruple 〈r, k, ε,π〉 we have∣∣{j : 〈rj , kj , εj ,πj 〉 = 〈r, k, ε,π〉}∣∣= ω.
The function Gν :Tν → 2 will now be defined recursively, in ω steps in such a way that,
for each step, Gν(t) is defined only for finitely many t ∈ Tν . Suppose that we are to do
step j of this construction. Since, as we have seen above, Z(rj , kj , εj ) is infinite, we may
choose nj ∈Z(rj , kj , εj ) in such a way that nl = nj for l < j , moreover for each i ∈ kj
Gν
(
rj (nj · kj + i)
)
is still undefined. Then, what we actually do in step j is to put
Gν
(
rj (nj · kj + i)
)= πj (i)
for every i ∈ kj . Note that this will imply nj ∈Z(rj , kj , εˆj ) where
εˆj = εj ∪
{〈〈i, ν〉,πj (i)〉: i ∈ kj}.
If, after all the ω steps have been done, there remain t ∈ Tν for which Gν(t) is not defined
then for these t the values Gν(t) can be chosen arbitrarily.
To check that I (ν) will be valid, consider a triple 〈r, k, ε〉 ∈ J (ν) \ J ′(ν), i.e., such
that for k × b = D(ε) we have ν ∈ b. We put ε′ = ε  k × (b \ {ν}), then we have
〈r, k, ε′〉 ∈ J ′(ν), moreover we let π ∈ 2k be defined by the stipulations
π(i)= ε(i, ν)
for i ∈ k. But then for any j ∈ ω with〈
r, k, ε′,π
〉= 〈rj , kj , εj ,πj 〉
we made sure in our construction that
nj ∈Z(r, k, ε),
hence clearly |Z(r, k, ε)| = ω.
Having defined Gν :Tν → 2 for each ν ∈ ω1 we put as promised
F(α, ν)=Gν
(
pν(α)
)
for α ∈ κ and ν ∈ ω1. To show that F is strong HFD we consider A ∈ Dkω(κ) for some
k ∈ ω. Let A = {a(n): n ∈ ω} be a one–one enumeration of A, then we define r ∈ R(ω1)
with the following stipulations:
r(n · k + i)= α(n)i ,
where, of course, α(n)i is the ith member of a(n). Clearly, it will suffice to show that for
every b ∈ [ω1 \ β(r)]<ω and for every ε ∈ 2k×b there is an a(n) ∈A such that
F
(
α
(n)
i , β
)= ε(i, β)
for all i ∈ k and β ∈ b.
To see this, choose γ ∈ ω1 \ β(r) such that b⊂ γ + 1. Then pγ ◦ r ∈ R(γ ), hence
〈pγ ◦ r, k, ε〉 ∈J (γ ),
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consequently, by I (γ ) we have
Z(pγ ◦ r, k, ε) = ∅.
But for any n ∈Z(pγ ◦ r, k, ε) we have
F
(
α
(n)
i , β
) = F (r(n · k + i), β)=Gβ(pβ(r(n · k + i)))
= Gβ
(
p
γ
β
(
pγ ◦ r(n · k + i)
))= ε(i, β)
whenever i ∈ k and β ∈ b, and this was to be shown. ✷
Of course we could again list a number of immediate topological consequences of W(κ)
in the vein of, e.g., 4.10 and 4.12. These in turn could be broken into consequences of
special cases of W(κ), namely CH, V = L (or the (ω,1)-morass), BACH etc. We think
that the details of this can be safely left to the reader. We mention only one corollary
of 4.18 (and of 2.26 and 2.27) whose analogue was not mentioned after 4.9. (Recall that
W(κ) implies CH!)
4.19. If cf(κ) = ω1 < κ and W(κ) holds then there exists a 0-dimensional T2-space R
with |R| = κ such that for every S ∈ [R]κ the subspace S is separable but R is not HS.
Moreover, if κω = κ < 2ω1 is also valid then o(R) = 2ω1 is greater than the number of
closed subsets of R of size κ . This condition, together with W(κ), will be satisfied, e.g.,
in the generic extension V [G] of 4.16 if one starts with a ground model V in which
κω = κ < 2ω1 holds (in addition to CH).
Below we formulate a weakening of W(κ) that is a natural candidate for a principle
that yields the analogues of the HFD and HFC type consequences of W(κ) to the case of
HFDws and HFCws.
4.20. Definition. Let us denote by V (κ) the following statement:
There is a tree T of height ω1 + 1 and a function S with domain ω1 such that
(i) |Tω1 | = κ and Tα  ω if α ∈ ω1;
(ii) for α ∈ ω1 we have S(α)⊂ [Tα]ω and |S(α)| ω;
(iii) for any A ∈ [Tω1]ω1 there is an a ∈ [A]ω and a γ ∈ ω1 such that pα[a] ∈ S(α) if
α ∈ ω1 \ γ .
Actually, to obtain the full analogue of 4.18, i.e., that V (κ) implies the existence of a
strong HFDw matrix on κ × ω1, we seem to need a modified, stronger version of V (κ)
corresponding to the version of W(κ) given in 4.17.
This modified version, say V ′(κ), is obtained by replacing in 4.20 the function S with
another function R, moreover (ii) and (iii) with conditions (ii′) and (iii′) as follows:
(ii′) for α ∈ ω1, R(α) is a countable set of one–one ω-sequences of elements of [Tα]<ω;
(iii′) every one–one ω1-sequence A :ω1 → [Tω1]<ω has an ω-type subsequence a such
that for some γ ∈ ω1 we have −→pα ◦ a ∈R(α) whenever α ∈ ω1 \ γ .
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The reader can easily check that essentially the same proof as in 4.18 yields indeed that
V ′(κ) implies the existence of a strong HFDw matrix on κ ×ω1. The problem is, however
that we do not know whether V (κ) implies V ′(κ) or not. We do get a weaker, but still
interesting consequence of V (κ):
4.21. V (κ) implies the existence of an HFDw matrix on κ × ω1.
Proof. Let T and S be as in 4.20. For any set A ∈ S(α) we shall put again
β(A)=min{β  α: pαβ A is one–one ∧ (∀γ )(β  γ  α)→ pαγ [A] ∈ S(γ )}.
By induction on ν ∈ ω1 we define maps Gν :Tν → 2 as follows. Let, for ν ∈ ω1, J (ν) be
the set of all pairs 〈A,ε〉 with A ∈ S(ν) and ε ∈H(ν + 1 \ β(A)), moreover
J ′(ν)= {〈A,ε〉 ∈J (ν): ε ∈H (ν \ β(A))}.
Throughout the construction of the maps Gν we keep valid the following inductive
hypothesis I (ν): for every 〈A,ε〉 ∈ J (ν) we have |Z(A,ε)| = ω, where Z(A,ε) =
{t ∈ A: (∀β ∈ D(ε))(ε(β) = Gβ(pνβ(t)))}. The actual construction of Gν requires ω-
abundantly enumerating in an ω-sequence all triples 〈A,ε, i〉 with 〈A,ε〉 ∈ I ′(ν) and i ∈ 2,
and then in step n putting Gν(t) = i for some t ∈ Z(A,ε) where 〈A,ε, i〉 is the nth term
of the above enumeration. It is easy to check then that, if we identify Tκ with κ , the matrix
F(α,β)=Gβ
(
pβ(α)
)
is indeed HFDw. ✷
We just briefly mention here the combinatorial principle “stick” that claims the existence
of a familyA⊂ [ω1]ω such that |A| = ω1 and for every uncountableB ⊂ ω1 there is A ∈A
with A⊂ B . Thus “stick” is a weakening of both CH and the principle “club”. We leave it
to the reader to verify that, e.g., the principle “stick” implies V (ω1) and hence the existence
of a HFDw.
Let us now return to the definitions of HFDs and HFCs, cf. 2.1 and 3.1. The reader might
have wondered why we allowed the case of countable HFD spaces (i.e., HFD matrices on
ω× λ) or HFC spaces of countable weight (i.e., HFC matrices on κ ×ω). Certainly, these
objects do not seem to yield directly neither S or L spaces, even though their definitions
do make sense. We show below, however, that these defects are only apparent, because
the existence of a countable HFD implies that of an uncountable HFD and similarly the
existence of an HFC of countable weight implies that of an HFC of uncountable weight.
Before we formulate the exact statements of these results we recall the following well
known result (see [17], Theorem 5.9).
4.22. There exists a sequence 〈fα : α ∈ ω1〉 of one–one maps fα :α → ω such that if
α < β < ω1 then fα =∗ fβ  α (i.e., fα(ν)= fβ(ν) for all but finitely many ν ∈ α).
We may now formulate and prove the above mentioned results about transforming
countable HFDs (respectively HFCs of countable weight) into uncountable HFDs (respec-
tively HFCs of weight ω1).
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4.23. (i) For every matrix F :ω×ω1 → 2 there exists a matrix G :ω1 × ω1 → 2 such that
if, for any k ∈ ω, F is HFDk then so is G. In particular, if F is strong HFD then so is G.
(ii) For every matrix F :ω1 ×ω→ 2 there is a matrix G :ω1 ×ω1 → 2 such that if F is
HFCk then so is G. In particular, if F is strong HFC then so is G.
Proof. (i) Let us consider the sequence 〈fα : α ∈ ω1〉 given in 4.22 and, given F , let us
define the matrix G :ω1 × ω1 → 2 by setting
G(α,β)= F (fβ(α),β)
whenever α ∈ β ∈ ω1.
Now, if F is HFDk we have to show thatG is also HFDk . To see this we let A ∈Dkω(ω1),
B ∈Dω1(ω1) and ε0, . . . , εk−1 ∈ 2n(B). We may assume, without any loss of generality, that
for some γ ∈ ω1⋃
A⊂ γ <min
⋃
B
and that there is a finite set s ∈ [γ ]<ω such that for every β ∈⋃B we have
fβ  γ \ s = fγ  γ \ s.
We might also assume that
⋃
A∩ s = ∅, hence for any α ∈⋃A and β ∈⋃B we have
fβ(α)= fγ (α).
Now {
fγ [a]: a ∈A
} ∈Dkω(ω),
and as F is HFDk on ω× ω1 there exist a ∈A and b ∈ B such that
F
(
fγ (αi), βj
)= εi(j)
for all i ∈ k and j ∈ n(B). But, by the above,
F
(
fγ (αi), βj
)= F (fβj (αi), βj )=G(αi,βj ),
and the proof is completed.
(ii) In this case G :ω1 ×ω1 → 2 is chosen in such a way that
G(α,β)= F (α,fα(β))
holds whenever β < α < ω1. The verification of the fact that this G will be HFCk if F is,
is completely analogous to the above argument for the HFD case and therefore we omit the
details. ✷
According to our remark made after 3.2 we know that X ⊂ 2ω is HFC if and only if
it is a D-Luzin set. Thus we immediately obtain that the existence of a D-Luzin set (in
particular of a Luzin or a Sierpin´ski set) implies the existence of an HFC in 2ω1 and thus
the existence of an L space.
We shall now deal with a couple of more specialized existence results concerning HFDw
and HFCw spaces (or matrices). They will make use of a common weakening of the notions
of HFDw and HFCw that we formulate below. This will be given only for the case of
matrices on ω1 ×ω1 because this suffices for the applications.
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4.24. Definition. F :ω1 × ω1 → 2 is said to be an HFw matrix if for every A ∈ [ω1]ω1 ,
B ∈Dω1(ω1) and ε ∈ 2n(B) there are α ∈A and b ∈B such that
F(α,−)= fα ⊃ ε ∗ b.
It is clear that both HFDw and HFCw matrices are HFw. It is more surprising however
that, in a sense made precise by our next result, we can also say that an HFw matrix is
either HFDw or yields an HFCw matrix.
4.25. Let F :ω1 ×ω1 → 2 be an HFw matrix.
(i) If F is not HFDw then there is an A ∈ [ω1]ω1 such that F A×ω1 is HFCw.
(ii) If F is not HFCw then there is an A ∈ [ω1]ω1 such that F A×ω1 is HFDw.
Proof. If F is not HFDw then there are A ∈ [ω1]ω1 , B ∈Dω1(ω1) and ε ∈ 2n(B) such that
for every α ∈A we have∣∣{b ∈ B: fα ⊃ ε ∗ b}∣∣ ω.
In other words, we can define a map g :A→ ω1 such that for any α ∈ A if b ∈ B and
b ⊂ ω1 \ g(α) then fα ⊃ ε ∗ b. We may of course assume that if α,β ∈A and α < β then
g(α) < g(β).
We now show that F  A× ω1 is HFCw. Suppose, indirectly, that this is not the case,
i.e., we can find A′ ∈ [A]ω1 , C ∈Dω1(ω1) and η ∈ 2n(C) such that∣∣{α ∈A′: fα ⊃ η ∗ c}∣∣ ω
whenever c ∈ C. Of course, we may again find a map h :C → ω1 such that if c ∈ C and
α ∈A′ \ h(c) then fα ⊃ η ∗ c. We may also assume that c⊂ h(c) holds whenever c ∈C.
Now, by induction on ν ∈ ω1 we pick αν ∈A′, bν ∈B and cν ∈C satisfying
αν < bν < cν
in the following way. Suppose µ ∈ ω1 and αν , bν , cν have already been defined for ν ∈ µ.
Then first αµ ∈A′ is picked in such a way that h(cν) < αµ for every ν < µ. Given αµ we
choose bµ ∈ B such that bµ ⊂ ω1 \ g(αµ) and then cµ ∈ C satisfying bµ < cµ.
Having completed the induction, we put dµ = bµ ∪ cµ and consider the sets
{αν : ν ∈ ω1} ∈ [ω1]ω1
and
{dµ: µ ∈ ω1} ∈Dω1[ω1].
Since F is HFw we must have ν,µ ∈ ω1 such that fαν ⊃ δ ∗ dµ, where δ = εDη. This,
however, is impossible because if ν  µ then bµ ⊂ ω1 \ g(αµ) ⊂ ω1 \ g(αν) implies
fαν ⊃ ε ∗ bµ, and if µ < ν then αν > h(cµ) implies fαν ⊃ η ∗ cµ. (Note that δ ∗ dµ =
ε ∗ bµ ∪ η ∗ cµ.) This contradiction shows us that F A×ω1 is indeed HFCw.
The completely analogous proof of (ii) is left to the reader. ✷
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If, as usual, we say that a subspace X ⊂ 2ω1 is HFw if it can be represented by an HFw
matrix, then 4.24 may also be phrased as follows: If X ⊂ 2ω1 is HFw and not HFDw (not
HFCw), then it has an HFCw (HFDw) subspace. Moreover, if X ⊂ 2ω1 satisfies |X| = ω1
then it is easy to check (and is left to the reader) that the following statements (i)–(iii) are
equivalent.
(i) X is an HFw;
(ii) every Y ∈ [X]ω1 is finally dense;
(iii) every Dω1 -set in 2ω1 finally covers X.
In view of the above we see that the existence of an HFw implies the existence of an S
space or an L space. On the other hand, we do not know a model of set theory in which
there is no HFw. Compare this with the following “empirical” facts: there is a model with
no S spaces but none is known with no L spaces.
It follows from 2.24 that the existence of an HFDw space implies also the existence
of an uncountable subspace X ⊂ 2ω1 with the property that every open set in X is either
countable or co-countable. Next we present certain partial converses of this fact; in the
proofs HFws will play a crucial role.
4.26. Let τ be a topology on ω1 satisfying the following two properties:
(∗) every U ∈ τ is either countable or co-countable;
(∗∗) for every α ∈ ω1 there exist two disjoint open sets U0,U1 ∈ τ such that
ω1 \ β ⊂ U0 \ α ∩U1 \ α
for some β ∈ ω1. (Clearly, the latter assumption on U0 and U1 is by (∗) equivalent
to requiring that both U0 \ α and U1 \ α be uncountable.)
Then there is an HFDw space.
Proof. First, using (∗∗), we inductively pick elements αν ∈ ω1 and sets U(ν)0 ,U(ν)1 ∈ τ
such that for each ν ∈ ω1 we have U(ν)0 ∩U(ν)1 = ∅ and
ω1 \ αν+1 ⊂U(ν)0 \ αν ∩U(ν)1 \ αν.
This can also be done in such a way that µ< ν implies αµ < αν .
For any ε ∈H(ω1) we define
Uε =
⋂{
U
(ν)
ε(ν): ν ∈D(ε)
}
.
Let us put for any ε ∈H(ω1) \ {∅}
εˆ = minD(ε).
We claim that Uε \αεˆ = ∅ for each ε ∈H(ω1)\{∅}. This is proved by induction on n= |ε|.
For n= 1 the claim is obvious. Now, if |ε| = n+ 1 > 1 let us put ε′ = ε  (D(ε) \ {εˆ}). By
the inductive hypothesis we have Uε′ \ αεˆ′ = ∅, moreover
αεˆ < αεˆ+1  αεˆ′ ,
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consequently, because U(εˆ)
ε(εˆ)
\ αεˆ is dense in ω1 \ αεˆ+1, we have
Uε′ ∩U(εˆ)ε(εˆ) \ αεˆ =Uε \ αεˆ = ∅.
By (∗), for every ν either U(ν)0 or U(ν)1 is countable, thus we may assume without any loss
of generality that U(ν)0 is countable for all ν. Now, for every α ∈ ω1 we define fα ∈ 2ω1 by
the stipulation
fα(β)= 0 ←→ α ∈U(β)0 .
We shall show that X = {fα : α ∈ ω1} ⊂ 2ω1 is HFDw. In fact, first we show that X is HFw.
To see this we let A ∈ [ω1]ω1 and B ∈ Dω1(ω1), moreover ε ∈ 2n(B). It follows from our
above considerations that the set
G(B,ε)=
⋃
{Uε∗b: b ∈ B} ∈ τ
is uncountable, hence by (∗) it is in fact co-countable. In particular we have A∩G(B,ε) =
∅, hence there are α ∈A and b ∈ B such that
α ∈ Uε∗b.
But it is clear from the definition of fα that then
fα ⊃ ε ∗ b
holds as well. This shows that X is indeed HFw. Moreover, for each β ∈ ω1 we have∣∣{α: fα(β)= 0}∣∣= ∣∣U(β)0 ∣∣ ω,
hence the family B = {{β}: β ∈ ω1} ∈ Dω1(ω1) and the function {〈0,0〉} show that no
Y ∈ [X]ω1 can be HFCw, consequently, by 4.25, X is HFDw. ✷
We do not know whether, for a T2 or T3 topology τ , condition (∗∗) is actually implied
by (∗), but our next result shows that this is at least consistently so.
4.27. Assume MAω1 for countable partial orders (or equivalently that the real line is not
the union of ω1 nowhere dense sets). Then the following three statements are equivalent:
(i) There exists a HFDw space.
(ii) There exists an uncountable 0-dimensional T2 (hence T3) space in which every open
set is countable or co-countable.
(iii) There exists an uncountable T2 space in which every open set is countable or co-
countable.
Proof. (i) ⇒ (ii) is shown in 2.24 and (ii) ⇒ (iii) is trivial. Moreover, the proofs of these
implications do not make use of MAω1 (countable). To prove (iii) ⇒ (i) assume that τ is a
T2 topology on ω1 satisfying (∗). Clearly, we may assume that the weight of τ is ω1, since
ω1 many open sets will show that it is T2.
Now we distinguish two cases. If for every α ∈ ω1 there are distinct elements β0, β1
of ω1 such that whenever βi ∈ Ui ∈ τ (i ∈ 2) then |Ui \ α| = ω1 then, since τ is T2, (∗∗)
of 4.26 is clearly satisfied.
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Otherwise there is an α ∈ ω1 such that for all but one β ∈ ω1 \ α there is a τ -
neighbourhood U of β such that |U \ α| ω. Thus, by possibly throwing away countably
many points, we may assume that every point has a neighbourhood with countable closure.
Then, possibly with the use of a further shrinking, we may assume that τ has the following,
even stronger, property: every point α ∈ ω1 has a neighbourhood U such that U ⊂ α + 1.
We show that then τ again satisfies (∗∗).
To see this, fix α ∈ ω1 and then let us put
ν =min{µ ∈ ω1 \ α: |µ \ α| = ω1}.
That this ν ∈ ω1 exists follows from the fact that τ is HS, established in the proof of 2.25.
Obviously ν is a limit ordinal, thus there is an ω-type increasing sequence {νi : i ∈ ω} ⊂ ν
such that
⋃{νi : i ∈ ω} = ν. For every i ∈ ω then |νi \ α| ω, hence there is a γ ∈ ω1 \ α
such that ω1 \ γ ⊂ ν \ α and⋃{
νi \ α: i ∈ ω
}⊂ γ.
Note that then for every G ∈ τ if G \ γ = ∅ then G∩ ν is cofinal in ν.
Let B be a basis of the topology τ of cardinality ω1 and put
B′ = {B ∈ B: B \ γ = ∅}.
We define a partial order 〈P,〉 as follows: P consists of all functions h :n→ ν \ α,
where n ∈ ω and h(i)  νi for all i ∈ n. If h,h′ ∈ P then we set h  h′ if and only if
h⊃ h′. Obviously, P is countable. It is also easy to see that for all n ∈ ω and for all B ∈ B′
the sets
EB,n =
{
h ∈ P : ∃k  n[h(k) ∈ B]}
are dense in 〈P,〉, because B ∩ ν is cofinal in ν. Thus by MAω1 (countable) there exists a
generic set G ⊂ P over the family of dense sets {EB,n: n ∈ ω,B ∈ B′}. Let us putH =⋃G
then H :ω→ ν \ α and H(i)  νi for all i ∈ ω, hence S = R(H) is an ω-type (cofinal)
subset of ν \ α such that S ∩B = ∅, in fact |S ∩B| = ω, for every B ∈ B′.
Since MAω1 (countable) also implies that ω1 many infinite subsets of ω always have
property B (or equivalently: can be reaped, cf. [9]), S can be written in the form S =
S0 ∪ S1, S0 ∩ S1 = ∅, |S0| = |S1| = ω, where |Si ∩ B| = ω holds whenever i ∈ 2 and
B ∈ B′. Thus we also have ω1 \ γ ⊂ Si for i ∈ 2.
Write S = {σn: n ∈ ω} in its increasing, ω-type order and for each n ∈ ω pick Un ∈ τ
such that
σn ∈ Un ⊂Un ⊂ σn + 1.
Then for each n ∈ ω
Vn =Un \
⋃{
Um: m< n
}
is a neighbourhood of σn such that Vn ∩ Vm = ∅ if n =m. Thus if we put
Gi =
⋃
{Vn: σn ∈ Si}
for i ∈ 2, then G0 and G1 are disjoint open sets with Si ⊂Gi \ α, hence clearly |Gi \ α| =
ω1, showing that (∗∗) is indeed satisfied. ✷
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In our next application of 4.25 we show that the existence of a Suslin tree implies the
existence of an HFCw space. This yields an L space quite different from a Suslin line,
because the latter is first countable while the former is very much not so (cf. 3.6).
4.28. The existence of a Suslin tree implies the existence of an HFCw space.
Proof. Let T be a normal Suslin tree, we may assume that T ⊂ 2<ω1 with extension as the
tree ordering. The αth level Tα of T is then obtainable as
Tα =
{
t ∈ T : D(t)= α}= T ∩ 2α.
Let us note that the normality of T implies that if t ∈ Tα and ε ∈H(ω1 \ α) then t has an
extension s ∈ T such that ε ⊂ s.
Now, for any t ∈ T with t ∈ Tα we define ft ∈ 2ω1 as follows:
ft (ν)=
{
t (ν), if ν ∈ α,
0, if ν ∈ ω1 \ α.
We claim that X = {ft : t ∈ T } is HFCw. Since no countable subset of X can be finally
dense it is trivial that X has no HFDw subspace, thus by 2.25 it will suffice to show that X
is HFw.
To see this we consider any A ∈ [T ]ω1 , then by a well known property of Suslin trees
there is an s ∈ T such that A is dense above s, i.e., every extension of s in T has an exten-
sion in A. An immediate consequence of this and our above remark is that for every ε ∈
H(ω1 \D(s)) there is a t ∈A such that ε ⊂ ft , which clearly implies that X is HFw. ✷
5. CCC-destructibility
In this section we examine the question if some of the HFD and HFC type properties
can or cannot be destroyed by CCC forcings. Of course, this is very closely related to the
question if they contradict MAω1 or not.
In [19] this question had already been touched upon, for example Silver’s result is given
that MAω1 (σ -centered) (or equivalently p > ω1) destroys both HFDs and HFCs. On the
other hand, Szentmiklóssy’s following celebrated result from [24] is also treated in detail:
the existence of an S-space is consistent with MAω1 . This result is relevant to what we do
here because its proof proceeds by first constructing from CH a special kind of HFD space
(called tight HFD) and then showing that the HS-ness of a tight HFD is CCC-indestructible
(while, of course, HFD-ness will be lost by the σ -centered forcing that introduces MAω1
(σ -centered)).
What about the “dual” question of obtaining a CCC-indestructible L-space from an
HFC? Surprizingly, this cannot be done, at least not from CH! Indeed, Soukup proved
in [22] that if CH holds then any X ⊂ 2ω1 that is an HFC contains a strong HFC subspace,
and so its HL-ness is CCC-destructible. The latter statement, as well as its dual, follow
from the next result.
5.1. (i) If X ⊂ 2ω1 is a strong HFDw then the HS-ness of X is CCC-destructible.
(ii) If X ⊂ 2ω1 is a strong HFCw then the HL-ness of X is CCC-destructible.
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Proof. We only give the proof of (ii), since that is what we need next; the proof of (i)
is completely analogous. So let X = {fα : α ∈ ω1} be a 1–1 enumeration of X (clearly,
|X| = ω1 may be assumed). We can also assume that fα(α)= 1 holds for every α ∈ ω1.
Now define the poset 〈P,〉 by P = {p ∈ [ω1]<ω: ∀β,α ∈ p(β < α ⇒ fα(β) = 0)}
and p  q iff p ⊃ q . Then 〈P,〉 is CCC: By a simple ∆-system and counting argument
for this it suffices to show that if {pν : ν ∈ ω1} ⊂ P with {pν : ν ∈ ω1} ∈Dnω1(ω1) then there
are µ< ν < ω1 such that, maxpµ < minpν , and fα(β)= 0 for all α ∈ pν and β ∈ pµ, as
then pν ∪ pµ ∈ P extends both pν and pµ. This in turn is clear from the HFCnw property
of X.
Since 〈P,〉 is CCC, there is some p ∈ P such that p  |Γ | = ω1, hence p  |⋃Γ | =
ω1, where Γ is the name for a P -generic set. It is also clear that
⋃
Γ is forced to be a right
separated subspace, hence p forces that X is not HL. ✷
Now we present Soukup’s result.
5.2. If CH holds then any HFC space X ⊂ 2ω1 contains a strong HFC subspace.
Proof. For any x ∈X, B ∈Dnω(ω1) and ε∈2n let W(B,ε, x)={b∈B: ε ∗ b ⊂ x},
moreover let U(B) = {x ∈ X: ∃ε ∈ 2n(|W(B,ε, x)| < ω)}. Then U(B) is always
countable: Indeed, |U(B)| = ω1 would imply that for some fixed ε ∈ 2n and B0 ∈ [B]<ω
we had {x ∈X: W(B,ε, x)= B0} = ω1, contradicting 3.2(i) with B \B0 instead of B .
Now let ϑ be a large enough regular cardinal and 〈Nα : α ∈ ω1〉 be an ∈-chain (i.e.,
Nα ∈ Nα+1 for every α ∈ ω1) of countable elementary submodels of Hϑ with X ∈ N0.
By CH we have Hω1 ⊂ N =
⋃{Nα : ∈ ω1}, in particular we have Dω(ω1) ⊂ N . For any
α ∈ ω1 we may also pick a gα ∈ X ∩ (Nα+1 \ Nα). We claim that Y = {gα : α ∈ ω1} is a
strong HFC.
To see this let B ∈ Dnω(ω1) and α ∈ ω1 be chosen so that B ∈ Nα . Fix k ∈ ω and−⇀ε = 〈εi : i ∈ k〉 ∈ (2n)k ; if we can show that for any α  α0 < · · ·< αk−1 there is a b ∈ B
with εi ∗ b⊂ gαi for all i ∈ k, then Y is shown to be HFCk , and so we will be done.
Now B ∈ Nα implies U(B) ∈ Nα and so, by |U(B)|  ω, U(B) ⊂ Nα as well. Thus
gα0 /∈ U(B), hence B1 = W(B,εo, gα0) is infinite. But clearly, B1 ∈ Nα0+1 ⊂ Nα1 , so
gα1 /∈ U(B1) ⊂ Nα1 and, as before, B2 = W(B1, ε1, gα1) is infinite. Continuing this in
k steps we arrive at an infinite Bk ⊂ B such that for every b ∈ Bk we have εi ∗ b ⊂ gαi for
all i ∈ k, hence the proof is completed. ✷
We now turn to another result of Soukup (see [23]) which yields a very powerful
method for constructing CCC-indestructible structures, in particular HFDnws and HFCnws
for any fixed n. The result has gone through several “stages of development” before it got
its present succinct and easily applicable form. Unfortunately, the proof of it is still too
technical and lengthy to be given here. We start with a few definitions.
5.3. Definition.
(i) Let K be any set and n ∈ ω. Then we write Sn(K) for the family of all sets S such that
S ⊂ Fn(ω1,K), |S| = ω1, |s| = n for each s ∈ S, moreover D(s) ∩D(t) = ∅ for any
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{s, t} ∈ [S]2. (In other words, S is a set of functions whose domains form an element
ofDnω1(ω1) and whose ranges are contained in K.) Note that any s ∈ S is an n-element
subset of ω1 ×K .
(ii) Now let E ⊂ [ω1 ×K]2, i.e., E is a graph on ω1 ×K . Then E is called n-solid if for
any S ∈ Sn(K) there is a pair {s, t} ∈ [S]2 such that [s, t] ⊂ E, i.e., for any v ∈ s and
w ∈ t we have {v,w} ∈E.
The graph E on ω1 ×K is called strongly solid if it is n-solid for every n ∈ ω.
Soukup’s above mentioned result now reads as follows.
5.4. Assume 2ω1 = ω2 and E be a strongly solid graph on ω1×K . Then for any fixed n ∈ ω
there is a CCC notion of forcing P such that, in V P , the graph E is CCC-indestructibly
n-solid.
For us, perhaps the most interesting application of 5.4 is that, starting from a strong
HFDw (respectively HFCw), for any fixed n ∈ ω both CCC-indestructible HFDnw spaces
and CCC-indestructible HFCnw spaces may be obtained consistently. The following
definition tells us how to choose K and the graph E ⊂ [ω1 × K]2 to a given X ⊂ 2ω1
that is a strong HFDw (respectively HFCw).
5.4. Definition. Let X = {fα : α ∈ ω1} ⊂ 2ω1 , where the fα ’s form a 1–1 enumeration
of X. Also, let D be a countable dense subset of 2ω1 . Set K = [ω1]<ω ×D and define the
graph E on ω1 ×K as follows. (For simplicity, we shall write the elements of ω1 ×K in
the form 〈ν, b, d〉 instead of 〈ν, 〈b, d〉〉.)
First, let J = {〈ν, b, d〉 ∈ ω1 ×K: ν ∩ b= ∅} and define E ∩ [J ]2: If both 〈ν, b, d〉 ∈ J
and 〈ν′, b′, d ′〉 ∈ J then {〈ν, b, d〉, 〈ν′, b′, d ′, 〉} ∈ E if either d = d ′ or ν < ν′ and fν ⊃
d  b′ = d ′  b′. Any other edge, i.e., one having an end point outside of J , is put in E, or
formally: E ⊃ [ω1 ×K]2 \ [J ]2.
The connection between the HFDnw property of X and the n-solidity of E is now given:
5.6. For any n ∈ ω, X is HFDnw exactly if E is n-solid.
Proof. Assume X is HFDnw and let S = {sα : α ∈ ω1} be chosen from Sn(K). Clearly, we
may assume that sα ⊂ J for every α ∈ ω1. For any α we have sα = {〈να,i , bα,i, dα,i〉: i ∈ n}
with να,i < να,j if i < j . By thinning out if necessary, we may assume that
(i) dα,i = di is the same for all α ∈ ω1;
(ii) for each bα =⋃{bα,i : i ∈ n} we have |bα| = m, bα < να+1,0, hence B = {bα: α ∈
ω1} ∈Dmω1(ω1), and di  bα = εi ∗ bα with a fixed εi ∈ 2m for every i ∈ n.
Setting aα = {να,i : i ∈ n} we may then apply the HFDnw property of X to A =
{aα: α ∈ ω1} ∈ Dnω1(ω1), B ∈ Dmω1(ω1) and 〈εi : i ∈ n〉 and so obtain α < β < ω1
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such that fνα,i ⊃ εi ∗ bβ holds for every i ∈ n. Now, let σi = 〈να,i, bα,i, di〉 ∈ sα and
*j = 〈νβ,j , bβ,j , dj 〉 ∈ sβ . Then either di = dj , hence {σi, *j } ∈E, or di = dj and so
fνα,i ⊃ εi ∗ bβ = dj  bβ = dj  bβ,j ,
hence again {σi, *j } ∈E, proving [sα, sβ ] ⊂E.
Now, to see the converse, assume that E is n-solid and to check that X is HFDnw
consider A = {aα = {να,i : i ∈ n}: α ∈ ω1} ∈ Dnω1(ω1), B = {bα: α ∈ ω1} ∈ Dmω1(ω1) and−⇀ε = 〈εi : i ∈ n〉 ∈ (2m)n. Without loss of generality we may assume that aα < bα < aα+1
hold for all α ∈ ω1. Also, as D is dense in 2ω1 , we may pick for α ∈ ω1 and i ∈ n a point
dα,i in D such that dα,i ⊃ εi ∗ bα . Thus we can define sα ∈ Fn(ω1,K) with domain aα for
any α by
sα =
{〈να,i , bα, dα,i〉: i ∈ ω}.
Then να,i ∈ aα < bα imply sα ∈ J for every α. Moreover, as D is countable, we may
assume that dα,i = di is the same for every α ∈ ω1 and i ∈ n.
By n-solidity, there are α < β < ω1 such that [sα, sβ ] ⊂ E, in particular{〈να,i, bα, di〉, 〈νβ,i, bβ, di〉} ∈E ∩ [J ]2
for every i ∈ n. But να,i < νβ,i then implies fνα,i ⊃ di  bβ = di,β  bβ = εi ∗ bβ for all
i ∈ n proving the HFDnw property of X. ✷
It should be clear that 5.6 has a dual for HFCnws: In the definition of the graph E one
has to replace the condition ν < ν′ with ν > ν′ to obtain the graph Ê on ω1 ×K , and then
the above proof dualizes to the following:
5.7. X = {fα : α ∈ ω1} ⊂ 2ω1 is HFCnw exactly if Ê is n-solid.
Now, from 5.4, 5.6 and 5.7 we immediately obtain that if in our ground model V we
have 2ω1 = ω2 and there is a strong HFDw (HFCw) space X then for any fixed n ∈ ω there
is a CCC extension V P of V in which X is CCC indestructibly HFDnw (HFCnw).
So by a further CCC forcing that introduces MAω1 we obtain a model which shows
the compatibility of MAω1 with the existence of a HFDnw (HFCnw). In fact, as was shown
by Soukup, these procedures can be dovetailed to obtain a model in which all these hold
simultaneously:
5.8. Assume 2ω1 = ω2 and there is a strong HFDw space (hence a strong HFCw as well).
Then in a suitable CCC extension we have MAω1 and for every n ∈ ω there are HFDnw and
HFCnw spaces, hence Sn and Ln spaces as well.
Of course, this is the most we may expect because by Kunen’s classical result there are
no strong S or L spaces under MAω1 .
The following application of 5.4 will start again from a strong HFDw (respectively
HFCw) but will yield a CCC-indestructible S-group (respectively L-group) in 2ω1 . As
was shown by Roitman in [20], if X ⊂ 2ω1 is strongly HS (respectively HL) then A(X),
the subgroup of 2ω1 generated by X is HS (respectively HL). Thus if, e.g., X is strongly
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HFDw then A(X) is HS, however the problem is how to make A(X) CCC-indestructibly
HS? This question is answered by the following result of Soukup.
If X = {fα : α ∈ ω1} ⊂ 2ω1 then for any a ∈ [ω1]<ω we write fa =∑{fα : α ∈ a}, then
A(X)= {fa : a ∈ [ω1]<ω}.
Now, with an application of 5.4 in mind, let K = [ω1]<ω×[ω1]<ω×D, where D is a fixed
countable dense set in 2ω1 . Similarly as above, we shall write the elements of ω1 ×K in
the form 〈ν, a, b, d〉, and single out a subset J ⊂ ω1 ×K by
J = {〈ν, a, b, d〉 ∈ ω1 ×K: ν = mina minb and fa ⊃ d  b}.
Then we define the graph E ⊂ [ω1 ×K]2 by
[ω1 ×K]2 \ [J ]2 ⊂E
and
E ∩ [J ]2
= {{〈ν, a, b, d〉, 〈ν′, a′, b′, d ′〉}: (d = d ′) or (ν < ν′ and fa ⊃ d  b′ = d ′  b′)}.
The following lemma can be proved then by similar arguments as 5.6 was.
5.9. Let X and E be as above.
(i) If X is strongly HFDw then E is strongly solid.
(ii) If E is 1-solid then A(X) is HS.
Again, if X is strongly HFCw and in the second part of the definition of E we replace
ν < ν′ by ν > ν′, then a dual version is obtained. So with applying 5.4 we get the following
result of Soukup.
5.10. If 2ω1 = ω2 and there is a strong HFDw (hence HFCw, as well), then in a suitable
CCC extension of our ground model there are CCC-indestructible S and L subgroups
of 2ω1 . In particular, the existence of both S and L groups is compatible with MAω1 .
Finally, as a third application of 5.4 we mention the following result of Soukup: We
can have a CCC-indestructible first countable O-space. (An O-space is an uncountable
T3-space in which every open set is either countable or co-countable.) Since any O-space
is an S-space, this also yields a CCC-indestructible first countable S-space. It should be
mentioned that this latter result was first obtained by Avraham and Todorcˇevic´ [1], and
their method served as the starting point for Soukup’s results.
Let us now sketch the construction. The first step of this, similarly as in [1], is to force
a generic first countable, 0-dimensional T2, right separated topology τ on ω1. This is
done by the following notion of forcing Q: The elements of Q are triples q = 〈a,n,u〉
where a ∈ [ω1]<ω, n ∈ ω and u :a × n → P(a) such that α ∈ u(α, k) ⊂ α + 1 for
α ∈ a and k ∈ n. For q = 〈a,n,u〉 and q ′ = 〈a′, n′, u′〉 we have q  q ′ iff a ⊃ a′,
n  n′, u′(α, k) = u(α, k) ∩ a′ for 〈α, k〉 ∈ a′ × n′, moreover u′(α, i) ∩ u′(β, j) = ∅
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implies u(α, i)∩ u(β, j)= ∅ and u′(α, i)⊂ u′(β, j) implies u(α, i)⊂ u(β, j) for suitable
〈α, i〉 and 〈β, j 〉. It is easy to check that if G is Q-generic then, in V [G], the sets
U(α, k)=⋃{u(α, k): 〈a,n,u〉 ∈G, α ∈ a, k < n} form a clopen base for a first countable
T2 topology τ on ω1 which is right separated and such that ω, in fact every infinite ground
model subset of ω, is τ -dense.
We also set K = ω × ω and single out a subset J ⊂ ω1 × K by J = {〈α, k, d〉: d ∈
U(α, k)}, and then define a graph E ⊂ [ω1 ×K]2 by [ω1 ×K]2 \ [J ]2 ⊂E and E∩[J ]2 =
{{〈α, k, d〉, 〈α′, k′, d ′〉}: d = d ′ or α ∈U(α′, k′) or α′ ∈U(α, k)}.
The following lemma, with a standard amalgamation proof, yields both that Q is CCC
and that E will be strongly solid in V [G].
5. 11. Assume n ∈ ω and {qα: α ∈ ω1} ⊂ Q, moreover {sα: α ∈ ω1} ∈ Sn(K) are given
in V . Then there are α < β < ω1 and a q ∈Q such that q  qα, qβ and q  [sα, sβ ] ⊂E.
Finally, the following statement insures that 5.4 be applicable to yield a CCC extension
in which 〈ω1, τ 〉 is a CCC-indestructible O-space.
5. 12. If E is 2-solid, then every element of τ (that is the topology generated by the sets
U(α, k)) is either countable or co-countable.
Proof. Assume H ∈ τ and ω1 \ H are both uncountable. Pick {να : α ∈ ω1} ∈ [H ]ω1 ,
{µα: α ∈ ω1} ∈ [ω1 \ H ]ω1 with µα < νβ for α < β < ω1 and kα, dα ∈ ω for all α ∈ ω1
such that U(να, kα)⊂H and dα ∈ ω∩U(να, kα). We may assume that dα = d is the same
for all α ∈ ω1. Since, by genericity, we clearly have U(µ,0)= µ+ 1 for each µ ∈ ω1, we
can also have d ∈U(µα,0), hence 〈να, kα, d〉 ∈ J and 〈µα,0, d〉 ∈ J for all α. Now, setting
sα = {〈να, kα, d〉, 〈µα,0, d〉} we have {sα : α ∈ ω1} ∈ S2(K) and so by the 2-solidity of E
there are α < β < ω1 with [sα, sβ ] ⊂E∩[J ]2. In particular, then {〈µα,0, d〉, 〈νβ, kβ, d〉} ∈
E ∩ [J ]2 which by µα /∈ H ⊃ U(νβ, kβ) implies νβ ∈ U(µα,0)= µα + 1, contradicting
µα < νβ . ✷
Putting these together we obtain the following.
5. 13. If 2ω1 = ω2 then in a suitable CCC extension there is a CCC-indestructible first
countable O-space. So the existence of a first countable O-space is compatible with MAω1 .
Note that, by 4.27, this also yields an alternative proof of the compatibility of an HFDw
with MAω1 .
6. Higher cardinal versions
There are many ways in which HFDs and the other concepts introduced in Sections 2
and 3 may be extended to higher cardinals. In this section we are going to consider several
applications of these, without any attempt to give a complete treatment.
Perhaps the most fruitful higher cardinal version is the following:
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6.1. Definition. Fix an uncountable cardinal κ and a natural number k. A matrix F :κ ×
κ → 2 is called a κ-HFDkw (respectively κ-HFCkw) matrix if for any A = {aα: α ∈ κ} ∈
Dkκ(κ), B = {bα: α ∈ κ} ∈ Dκ (κ) and 〈εi : i ∈ k〉 ∈ (2n(B))k there are α < β < κ
(respectively β < α < κ) such that F(ζα,i,−) = fζα,i ⊃ εi ∗ bβ for every i ∈ k, where
ζα,i is the ith member of aα in its increasing order.
F is a strong κ-HFDw if it is κ-HFDkw for all k ∈ ω. Also, the dual definition with
β < α instead of α < β gives the κ-HFCkw (respectively strong κ-HFCw) matrices. Finally,
X = {fα : α ∈ κ} ⊂ 2κ is a κ-HFDkw (etc.) space if it can be represented by a κ-HFDkw (etc.)
matrix.
Of course, the stronger concepts of κ-HFD, etc. can be also be defined, as was done,
e.g., in [11], and their existence can be shown to be consistent, e.g., from 2<κ = κ or by
forcing. The amazing thing about the strong κ-HFDws (or κ-HFCws) is that their existence
is provable in ZFC, e.g., for cardinals of the form κ = λ+ where λ is any uncountable
regular cardinal (and also for many singular λ).
This is a highly non-trivial fact that follows from Shelah’s celebrated coloring theorem
to be given below. Let us emphasize that the perhaps most significant case of λ= ω1 (i.e.,
κ = ω2) had been missing until quite recently and was only proven in [21]. We start with a
definition.
6.2. Definition. Let κ  ω and σ be any cardinals. Then Col(κ, σ ) denotes the following
statement: There is a coloring c : [κ]2 → σ such that for any A= {aα: α ∈ κ} ∈Dκ (κ) and
for any h :n(A)× n(A)→ σ there are α < β < κ such that c({ζα,i, ζβ,j })= h(i, j) holds
for every 〈i, j 〉 ∈ n(A)× n(A), where ζα,i is the ith element of aα in its natural ordering.
Shelah’s main coloring theorem now can be formulated as follows:
6.3. If λ is an uncountable regular cardinal and κ = λ+ then Col(κ, κ) holds.
It is now straightforward to check that the next statement is valid.
6.4. If Col(κ,2) holds and c : [κ]2 → 2 establishes this, then let F :κ × κ → 2 be defined
so that F(α,β)= c({α,β}) for any {α,β} ∈ [κ]2. Then F is both a strong κ-HFDw and a
strong κ-HFCw matrix.
Many of the results of Sections 2–4 that were formulated for (strong) HFDw or HFCw
spaces may now be “lifted” to (strong) κ-HFDw and κ-HFCw spaces and yield ZFC
theorems that are higher cardinal versions of the consistency results given for ω1. This
is so easy that we do not give any details here.
We do give however several other applications that show the usefulness of these
concepts in quite different areas as well.
Our first application taken from [15] solves a problem of Scott Williams that asked
if any scattered Tychonov space has a weaker topology that is compact T2 (see [26],
Problem 2.1.23).
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6.5. Let κ be a regular cardinal and X = {fα : α ∈ κ} ⊂ 2κ be a κ-HFDw such that
fα(α)= 1 and fα(β)= 0 whenever β < α < κ. (∗)
Then X is scattered and no finer topology on X is compact T2.
Proof. Let us note first of all that the κ-version of 2.8(iii) implies that if there is a κ-HFDw
then there is also one having property (∗). Clearly, X is right-separated (i.e., scattered),
moreover the κ-version of 2.24 implies that every open (or closed) set S in X satisfies
either |S|< κ or |X \ S|< κ .
Now, assume indirectly that τ is a weaker compact T2 topology on X. Then by the
above, X has a unique complete τ -accumulation point, say g.
For every fα ∈X\{g} then fα has a τ -neighbourhoodUα with g /∈ U τα and so |U τα |< κ .
Let us pick for any such α a finite set Dα ∈ [κ]<ω such that Eα = X ∩ [εα] ⊂ Uα , where
εα = fα Dα . There is a set S ∈ [κ]κ such that {Dα : α ∈ S} forms a ∆-system with rootD.
Let δ ∈ κ be chosen so that D ⊂ δ. Note that for every α ∈ κ \ δ we have fα D ≡ 0.
Let us now set for each α ∈ κ
Fα =
⋂{
E τβ : β ∈ κ \ α
}
.
Then 〈Fα : α ∈ κ〉 is an increasing sequence of τ -closed sets, hence, as every subset of X
in its original topology, and so in τ as well, has a dense subset of size < κ , it must be
eventually constant, i.e., there is an α0 ∈ κ so that Fα = Fα0 whenever α ∈ κ \ α0.
Now, let V be a τ -neighbourhood of g such that Fα0 ∩V τ = ∅. Since g is a complete τ -
accumulation point of {fα : α ∈ S} we have |S′| = κ , where S′ = {α ∈ S: fα ∈ V }. Since X
is κ-HFDw, its subset Y = {fα : α ∈ S′ \ δ} is finally dense in 2κ , i.e., there is an α1 ∈ κ \ δ
so that Y is dense in 2κ\α1 . Clearly there is an α2 ∈ κ \ α0, with Dα \ D ⊂ κ \ α1 for
α  α2, hence for any finite set a ∈ [κ \ α2]<ω we have Y ∩⋂{Eα : α ∈ a} = ∅, hence
V ∩⋂{Eα : α ∈ a} = ∅. But then, by compactness we also had ∅ = V τ ∩⋂{Eτα : α ∈
κ \ α2} = V τ ∩ Fα2 = V τ ∩Fα0 , contradicting the choice of V . ✷
Note that, as Col(ω2,2) is provable in ZFC, 6.5 yields us a ZFC counterexample of
size ω2 to S. Williams’ question and that the existence of an ordinary HFDw gives one of
size ω1, the minimum possibility. However, it remains an open question if the existence of
a counterexample of size ω1 is provable in ZFC?
Before turning to the next application, let us note that if we have a coloring c : [κ]2 → σ
that establishes Col(κ, σ ) then the same way as in 6.4 we can define a subspace X =
{fα : α ∈ κ} ⊂ D(σ)κ (where D(σ) is the discrete space on σ ) that has κ-HFDw-like
properties, in particular if κ = λ+ then hd(X), hL(X)  λ. This observation is the basis
for the following result which yields ZFC examples of 0-dimensional T2-spaces showing
that the well known inequality |X| 2s(X)ψ(X) cannot be improved to |X| s(X)ψ(X). So
far (see, e.g., [14, 1.1]), only consistent examples of this sort have been known.
6.6. Let c : [κ]2 → ω establish Col(κ,ω), where κ = λ+. We define a subspace X =
{fα : α ∈ κ} of (ω+ 1)κ as follows:
fα(β)=
{
ω, if β = α,
c
({α,β}), if β = α.
Then ψ(X)= ω, while hd(X), hL(X) λ.
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Proof. It is clear that ψ(X) = ω, moreover the κ-HFDw (respectively κ-HFCw) like
property of X easily implies hd(X)  λ (respectively hL(X)  λ) and so s(X)  λ as
well. It suffices for this to note that a basic neighbourhoodBε of fα in X is still determined
by a finite function ε ∈ Fn(κ,ω), where
Bε =
{
g ∈X: g(ν)= ε(ν) if ν = α and g(α) ε(α)}.
Hence the non-existence of a left (right) separated subset of X of size κ follows from that
of the appropriate object in D(ω)κ .
If λ = 2ω is regular then κ = λ+, by 6.3, satisfies Col(κ,ω) and so we get a space X
from 6.6 with s(X) hd(X), hL(X) 2ω, ψ(X) = ω but |X| = (2ω)+. This is still not a
ZFC example, however the choice λ= (2ω)+ yields one! ✷
Our final example involves still another modification of the concept of an HFD. We say
that an infinite subspace X ⊂ 2κ is a (κ,µ)-HFD if for every infinite set Y ⊂ X there is
a set of co-ordinates J ∈ [κ]<µ so that Y is dense in 2κ\J . Also, X ⊂ 2κ is said to be a
(κ,→)-HFD if for every Y ∈ [X]ω there is an α in κ such that Y is dense in 2κ\α. Clearly,
if κ is regular then (κ,→)-HFD is the same as a (κ, κ)-HFD. Concerning this concept we
have the following interesting open problem that was raised in [7]:
6.7. Is the existence of a (c,→)-HFD provable in ZFC?
We think that the answer to this question is quite likely affirmative, however we only
have the following partial result. In order to formulate it, we recall that the reaping number
r is defined as the smallest cardinal of a family A⊂ [ω]ω that cannot be reaped by some
set b ⊂ ω (or equivalently, A does not have property B). In [2] it has been shown that
r =min{πχ(p,ω∗): p ∈ ω∗}, and so as πχ(p,ω∗) cf(c) for all p ∈ ω∗ by [4], r  cf(c),
hence r = c if c is regular. Also, it is routine to check that MA(countable) implies r = c,
hence r = c is consistent with any cardinal arithmetic.
6.8. If r = c then there is a (c,→)-HFD.
Proof. Let us set [ω]ω = {Aα: α ∈ c}. By induction on α ∈ c we are going to define
functions fn,α ∈ 2α for n ∈ ω such that the following two inductive hypotheses be valid:
I (α): if β < α then fn,β ⊂ fn,α for any n ∈ ω; J (α): for every β < α the set
{fn,α : n ∈Aβ} is dense in 2α\β .
Now assume that α ∈ c and the fn,β have been defined for all β < α so that I (β) and
J (β) hold.
If α is limit then we simply set
fn,α =
⋃
{fn,β : β < α},
clearly I (α) and J (α) will be satisfied. Next, if α = β + 1, then for every ε ∈H(β) set
Zβε = {n: fn,β ⊃ ε}
and
Zβ = {Aβ} ∪
({
Zβε : ε ∈H(β)
}∩ [ω]ω).
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Then |Zβ |< c = r , hence there is a set B ⊂ ω that reaps Zβ , i.e., |B ∩ Z| = |Z \B| = ω
for all Z ∈Zβ . Let us then define fn,α by
fn,α ⊃ fn,β and fn,α(β)= 1 iff n ∈ B.
It is obvious that I (α) and J (α) will be again satisfied.
Having completed the induction we simply put
fn =
⋃
{fn,α : α ∈ c}
for all n ∈ ω and observe that, from the inductive hypotheses J (α), {fn: n ∈ Aβ} will be
dense in 2c\β for all β ∈ c, hence the set {fn: n ∈ ω} is indeed a (c,→)-HFD. ✷
6.8 is taken from [7] where it was also noticed that if S ⊂ 2κ is a countable (κ,→)-HFD
then S ∪ (2κ)0 is a separable non-compact but initially cf(κ)-compact space (here (2κ)0 is
the set of all f ∈ 2κ that are eventually equal to 0). Thus, in particular, if cf(c) > ω1 and
there is (c,→)-HFD then there is a separable initially ω1-compact and non-compact 0-
dimensional T2-space. To get this conclusion, however, we do not need the full force of a
(c,→)-HFD, but only that
(i) every infinite subset of S has a limit point in (2c)0;
(ii) S has a limit point outside of (2c)0.
Such an S ⊂ 2c one can actually get in ZFC.
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