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する．
Ｖ(８ｔ）←（１－α)Wsf)＋α(ｒｔ+,＋7Ｖ(８t+,)）
ここでｔは現在の時間，８tは現在の状態，８t+1は次の状態，ｒｔは環境から得られる報酬，α(o＜α二'）
は学習率，γ(o≦７＜1)は減衰率である．
Q-1earning
Q-learning['7]は，現在の状態行勤評価値Ｑ(Ｍ)に現在の状態から遷移可能な状態の最大状態行勤評価
値を減衰した値を反映させ，Ｑ(Ｍ)を強化する手法である．環境との試行錯誤による相互作用の繰り返し
を通してＱ(Ｍ)を推定する．次式を用いてＱ(Ｍ)を更新する．
Ｑ例信('-.)Q(Ｍ１+・(叶脳ＱＭ）
ここでｓは現在の状態，αは現在の状態における行動，ｓ'は次の状態，α'は次の状態における行動の候補，
Ａは現在の状態ｓで行えるすべての行動,ｒは環境から得られる報酬,α(ｏ＜α二1)は学習率,７(o二γ＜1）
は減衰率である．
Actor-Critic
Actor-Critic[71['2]は，行動を司るActor部と評価を司るCritic部に分かれている．Actor部で行動を選
択し，Critic部で行動の評価を行う．以下の更新式を用いてActor部で行動優先度Ｐ(sMzt)，Critic部で
状態評価値ｖ(８t)を更新する．行動優先度及び状態評価値の更新はエージェントが行動する度に行われる．
ActorCriticの学習モデルは図６である．
行動優先度
Ｐ(８t,ａｔ）←Ｐ(８ｔ,ａｔ)＋αＴＤ－Ｅｒｌｗ
ＴＤ－助γｏｒ＝ｒｔ＋Ｗ(８t+,)－Ｖ(８ｔ）
状態評価値
Ｖ(８t）←（１－α)Ｖ(８t)＋α(rf+,＋Ｗ(８t+,)）
ここで８ｔは状態,『tは環境から得られる報酬,ａｔは選択された行動,γ(O≦γ＜1)は減衰率,α(O＜α二1）
は学習率，Ｐ(８t,ａｔ)は行動優先度，Ｖ(８t)は行動前の状態評価値，Ｖ(８t+1)は行動後の状態評価値，ＴＤ－
ルァのはＴＤ誤差である．行動優先度は，状態８tで行動ａｔのそれぞれを選択する(優先させる)傾向を与
える値である．ＴＤ誤差は，選択された最新の行動ａｔを評価するのに使われる．ある行動に対しＴＤ誤差
が正の場合ならその行動を選択する傾向を強め，負の場合ならその行動を選択する傾向を弱める．
動
図６ActorCriticのモデル
2.4経験強化型
経験強化型は，報酬を獲得できる行動を優先して選択するため最適,性は保障されない．ただし，環境同定
型に比べて非ＭＤＰｓの場合でも学習しやすく，学習速度が速い経験強化型の代表例として，ProfitSharing
がよく知られているず次の節よりProfitShanngについて説明をする．
一丁
エージェント
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ProfitSharing
ProfitSharing[3]は，報酬を得たときにそれまでに使用した状態行勤評価値８t,ａｔを＿括して強化する手
法である．次式を用いて状態行動評価値ｗ(sMLt)を更新する．
Ｗ(８t,ａｔ）←Ｗ(8t,ａｔ)＋八t,rT,Ｔ）
八t,rT,Ｔ）＝DT-t-1rＴ
ここで，ｒは報酬，β(O二β≦1)は減衰率，ｔは現在時刻，Ｔは報酬が発生した時刻である．ノは強化関数
であり，状態行動評価値を強化する関数である．
2.5行動選択法
行動選択法とは，エージェントの行動選択器を司る部分である．上述したQ-learningとProfitSharing
にはよく用いられる行動選択法がある．ここではその行動選択法を説明する．
E-greedy選択法
Q-learningの行動選択法としてE-greedy選択法がよく用いられる．E-greedy選択法とは，Ｅ(O二Ｅ二１）
の確率でランダムに行動を選択し，それ以外の(１－E)の確率では，現在の状態のおいて最大の評価値を持
つ行動を選択する方法である．
ルーレット選択法
ProfitShaJPingの行動選択法としてルーレット選択法がよく用いられる．ルーレット選択法は，ある状態
sにおける各状態行勤評価値Ｗ(８，αi)を全状態行勤評価値の合計Ｚ＠Ｗ(Ｍ)で害'１り，確率を求め，その確
率により行動を選択する方法である．
Ｐ(ｑｉｌ８）＝Ｗ(s,α`)/ＥａＷ(８，α）
3．状態認識
本研究では，エージェントの３つの構成のうち状態認識器に注目する．文献['１では，赤外線近接センサに
よる障害物との距離だけを状態として扱ってきた．図７のような障害物の少ない迷路問題では距離情報だけ
でも学習が見られた．迷路問題はスタートおよびゴールが与えられ，ゴールまでの道には複数の壁が存在
する．しかし，図８のような目標状態に類似した状態(目標類似状態)が複数存在するような迷路問題では
エージェントが目標に到達することが困難になり学習がなされなかった．従来使用してきた距離センサだけ
では学習するには情報が不十分であったと考えた．そのため目標類似状態を判別する方法が必要であった．
そこで，従来からエージェントに搭載されている距離センサによる距離情報だけでなく，カメラによる視
覚情報も状態認識処理に加えることで，目標類似状態と目標状態を区別できるようになるはずである．そ
して，図８のような目標類似状態が複数存在する迷路でも目標状態に到達することが可能になり学習の進
行が見られるようになるのではないかと考えられる．
ＳＴＡＲＴＧＯＡＬ２
図８目標類似状態が複数存在する迷路図７障害物の少ない迷路
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4．実験
本実験の目的は，文献['１で良い結果が得られたProfitSharingを強化学習手法としてエージェントに適用
し，目標類似状態が複数存在する迷路問題を対象とし，エージェントにカメラを搭載した場合と搭載しない
場合の比較実験を行い，視覚情報の有効性を検証する．本実験はシミュレータで行う．以下ではKheperallの説明，Webotsの説明，実験環境(実験問題)，実験設定，実験結果と考察の順に説明する．
4.1Kheperall
KheperaIIは，強化学習の研究においてよく用いられるロボットである'5][6]・
エージェントとして扱うロボットKheperallについて述べる．Kheperallの外形を図９に示す．Kheperall
の仕様を以下に示す．
・直径70[mm］
。高さ30[mm］
。重さ80[g］
・ＣＰＵモトローラ68331プロセッサ24[MHz］
･ＲＡＭ512[Kbyte］
・Flashメモリ512[Kbyte］
・ＤＣモータ(速度2～60[Cm/secD2つ
・赤外近接センサと光センサが一体化したものを図10の６箇所に装備
・赤外線センサの有効範囲は70[mm］
図９Kheperall 図１０Kheprallのセンサ位置
4.2Webots
Webotsは，知能ロボット研究者や教育者，技術者のための高機能シミュレータであり，KheDlw DousIょ，大l｣月ELL小ソ１Ｗﾘﾌﾞr冗百ヤ弱〔官有，枚'何F百のための局機能シミュレータであり，K PeraJ[Ｉのシ
ミュレートでよく用いられる．ロボットの自律動作技術，進化ロボット技術などの知的ロボット技術一般の
実験や，コンピュータ視覚系，人工知能技術などの研究に適した研究開発ツールである．
４３実験環境(実験問題）
問題として迷路問題を扱う．実験で用いた迷路は，図１１のような目標類似状態が複数存在する迷路を用
いる．迷路は離散的な環境ではなく連続的な環境となっている．迷路のサイズは縦60[cm]横60[cm]とする．図１１のＳの地点はスタート，Ｇの地点はゴール，Ｘの地点は行き止まりとしている．また，Ｇの地点
には青色のマークがあり，Ｘの地点には黒色のマークがある．エージェントはカメラで青色を見つけたら
ゴール，黒色を見つけたら行き止まりと判断する．
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4.4実験設定
エージェントの設定は，Kheperallの外形及びセンサの設定と同一である．エージェントは１回の行動選
択につき，図１２に示すように前進，左に４５度回転，左に９０度回転，右に４５度回転，右に９０度回転，後
退のどれか１つを行う．１回の行動につき１ステップとする．スタートからゴールまで到達することを１学
習とする．また，図１０の全ての距離センサが障害物を認識した場合，前方に壁があるとし，カメラによる
状態認識を行う．このときエージェントは図１１のＸの地点で黒色を見つけたら行き止まりと判断する．ま
た図１１のＧの地点で青色を見つけたらゴールと判断し１学習終了とする．ProfitSharingのパラメータ設
定は，各初期状態行勤評価値を0.1,減衰率を0.95,報酬を１０とする．両学習法の学習回数は10000回と
する．また，１学習の上限ステップ数20000で実験を行う．
図１２１状態における行動の候補図１１実験問題の目標類似状態が複数存在する迷路
4.5実験結果と考察
図１３にカメラ有り，図１４にカメラ無しの結果を示す．縦軸は１回の学習かかったステップ数，横軸は
学習回数を示す．図１３は，上限20000ステップを越える事がほとんど無く，多くの場合10000ステップ以
下でゴールに到達していることが見られる．それに対し図１４は，上限20000ステップを越えている事が頻
繁に見られる．また，カメラ有りの平均ステップ数は２５７３であるのに対し，カメラ無しの平均ステップ数
は7053であることから，カメラ有りのほうがカメラ無しより少ないステップ数でゴールに到達できること
がわかった．しかし，カメラの有無に関わらずステップ数の収束が見られなかったので学習がなされている
とは言い難い．学習がなされなかった原因として，行き止まりの判別だけでは学習に対する有効な情報とし
て不十分であることが考えられる．
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図１４カメラ無しの実験結果図１３カメラ有りの実験結果
5．むすび
文献[']では，目標類似状態が多数存在する迷路問題に対してエージェントが目標類似状態と目標状態を
判別できず学習の進行が見られない問題があった．
本論文では，エージェントにカメラという視覚情報を与えることで目標類似状態と目標状態を判別でき
るのではないかと考えた．そして強化学習エージェントに対する視覚`情報の有効性についての検証を行う
ため，目標類似状態が複数存在する迷路問題を対象としてエージェントにProfitSharingを適用し，カメラ
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を搭載する場合としない場合の比較実験を行った．その結果，エージェントにカメラを搭載した結果のほうがゴールに到達し易く，少ないステップ数でゴールに到達できることを示した．しかし，カメラの有無に関わらず学習がなされていないことがわかった．
本研究では，目標状態と目標類似状態の判別を行えるようにしたが，それ以外に迷路のＴ字路や十字路などの特徴的な場所を判別することが可能になれば，学習がなされるのではないかと考えられる．
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Reinfbrcementlearningisknowntobeaframeworkofthelearningcontrolbywhichanagentadapts
himselftoenvironmentthroughtrialanderrorlnourpastresearch,weobservedthatthereinfbrcement
leamingagentwithdistancesensorｓｃｏｕｌｄｎｏｔｌｅａｒｎｏｎｔｈｅｍａｚｅｐｒｏｂｌｅｍhavingplaceswherearevery
similartothegoalpoint、Tbovercomethis,weaddacameraasvisualinfbrmationtothereinfbrcement
learningagent・Ibshowtheeffectivenessofvisualinfbrmation,ｗｅｃｏｍｐａｒｅｔｗｏａｇｅｎｔｓｗｉｔｈｃａｍｅｒａａｎd
nocameraonthediflicultmazeproblem・Ｔｈｅｒｅｓｕｌｔｓｈｏｗｓｔｈａｔｔｈｅｎｕｍｂｅｒｏｆｓtepstheagentwith
camerareachesthegoalislessthanthatoftheagentwithoutcamera．
