Introduction
In recent years more and more studies try to estimate intervention or other types of treatment effects on the basis of so-called "routine data" provided by insurance companies. Due to a multitude of accounts randomization and/or randomized control trials on the basis of that archive data often cannot be conducted. The retrospective character of these data as well as ethical reasons hampers the application of standard control trials and therefore systematic bias due to selection processes must be suspected. The estimation of a "causal effect" therefore relies on the performance of methods primarily used in observational studies. We will focus on the comparison of different approaches all based on the propensity score [1] if a randomized control trial (often seen as a "gold standard" in evaluation research and many other disciplines) is not possible for whatever reasons. All these procedures try to model selection bias by making treatment and control group as similar as possible before the intervention. Several studies have been conducted in order to compare different strategies to estimate a causal effect. These studies compare propensity score weighting and matching for binary outcomes (see for instance [2] [3] [4] [5] ) for different matching methods [6, 7] , as well as for multivalued treatment [8] The studies mentioned above differ considerably with respect to their conclusions. None of these studies included "entropy balancing" as a distinguished approach to achieve balance between treatment and control group(s).
The remainder of this paper is organized as follows. First, we will address basic problems of causal analysis. Next, we will present possible strategies to deal with these problems; all based on propensity concepts, namely propensity score matching, IPTW (inverse probability treatment weighting) and entropy balancing. We will then present methods to evaluate these strategies. Afterwards, we will describe the difference-in-difference model as the causal model of interest. Thereafter, we will apply the described methods to routine health insurance data from an illustrative example study. Finally, we will discuss our findings and draw some conclusions.
Basics of Causal Analyses
The main goal of evaluation studies always is to causally attribute the difference between the study groups to the treatment, intervention or any other type of systematic difference introduced by the research design. "The main question of impact evaluation is one of attribution-isolating the effect of the program from other factors and potential selection bias" ([9] p. 4). Or, evenly important: "Inferences about the effect of treatments involve speculations about the effect one treatment would have on a unit which, in fact, receives some other treatment". The central problem ("Fundamental Problem of Causal Inference" [10] ) to solve is the problem of counterfactual that is to evaluate the difference between two potential outcomes for the same unit. Literature on the topic of causal inference and propensity methods in particular is vast and will not be pursued or reviewed in detail.
The framework of potential outcomes
The data consist of Y the observed outcome, T indicating the treatment status 0 or 1 and X a set of characteristics which are suspected to be related to both T and Y. It is of central importance to look at "potential outcomes" and not directly on realized outcomes. For each individual i two possible outcomes exist: which cannot be directly observed since an individual can only be observed for one status of T and therefore frequently is named "counterfactual" (see for instance [11] and ▶ The observed response is defined as Y TY
, which implies the so-called "Stable Unit Treatment Value Assignment" -SUTVA [12] . It says that the observed outcome only depends on the potential outcome and the treatment status and not on other individuals from the data. This additionally means that it is assumed that every person of the population has the same probability of being chosen for the treatment group. Since we must expect that differences between potential outcomes are different for each individual we will refer to expectations E(Y 0 ) and E(Y 1 ).
According to the research question different forms of treatment effects are to be estimated.
← the expected difference for individuals sampled from the total population.
ATT (Average Treatment Effect for the Treated
← the expected difference for individuals sampled from the population which actually is exposed to treatment. E(Y 0 |T = 1) can never be observed and has to be substituted by a properly preprocessed or selected control group.
We must assume that both the outcome and the treatment assignment depend on a set of covariates X. Randomization will, on expectation, balance both groups with respect to both measured and unmeasured characteristics such making causal inference straightforward. In observational studies and/or non-randomized designs the assignment of individuals might not be independent from individually varying characteristics and data must be preprocessed to control for selection on observable variables [13, 14] and to make both groups as similar as possible.
In order to reduce the high dimensionality of X the so called "propensity score"(called ρ(X) in the following) is used; the probability of being a member of the treatment group conditioning on X:ρ(X) ≡ P(T = 1|X). If this score is known then X⊥T|ρ(X) -"Treatment assignment and the observed covariates are conditionally independent given the propensity score" ([15] p. 44 theorem 1). In observational studies this score is unknown and has to be estimated [15, 16] . In most instances this is done by either a logit or a probit model. However, "……conditioning on the propensity score allows one to replicate some of the characteristics of a randomized control trial (RCT) " ([17] p. 2038)."Conditioning on ρ(X) balances the distribution of Y 0 and Y 1 with respect to T" 1 , ([18] p. 265 ). This is possible if certain assumptions hold:
(1) unconfoundedness (Y 0 ,Y 1 )⊥T|X Potential outcomes are independent of treatment assignment given a set of observed covariates -X (2) overlap 0 < P(T = 1|X) < 1 The probability of receiving a treatment must be positive for all values of X and never equal 0 or 1, so for any X there must be both "treated" and "untreated" subjects.
If both conditions hold then necessarily P(T = 1| Y 0 ,Y 1 ,X) = P(T = 1|X) and treatment assignment is "strongly ignorable" in the sense of Rosenbaum & Rubin ([15] p. 45 theorem 3]) and it assumed that (Y 0 ,Y 1 )⊥T|ρ(X) -conditioning on the propensity score alone is acceptable.
It is assumed that the propensity score distributions are similar for both groups and sufficient "overlap" is observed. The overlapping regions define the "common support". Observations from the control group outside the common support are inappropriate for comparison particularly for the estimation of the ATT. Nearest neighbor matching with a caliper excludes observation outside the area of common support but for weighting methods this has to be done "by hand". Crump. et.al. [19] for instance advocated to discard all observations outside a particular range [α,1-α] searching for an "optimal" subpopulation. Consequently, assumption 2 is defined as:
for some c > 0, c < P(T = 1|X) < 1 − c (see [19] p. 189 assumption 2)
But defining any cut-off (c) may lead to heavy reduction of both groups if one group is much smaller than the other. Most importantly, cut-off criteria based on the propensity score alone are arbitrary and might not be justified easily [20] , so we do not further pursue this approach.
So far, if treatment effects are defined for persons sampled from the whole population, the ATE (average treatment effect) will gain external validity. If the effect will be valid only for those exposed to treatment, the ATT (average treatment effect of the treated) should be estimated, and conditional independence is based on weaker assumptions: (Y 0 ) ⊥ T| X and P(T = 1|X) < 1. In most instances only the assumption E(Y 0 |T = 1) − E(Y 0 |T = 0) = 0 (the difference between treatment and control group with respect to the potential outcome WITHOUT treatment) can be substantiated and the estimated effects are of internal validity only. The other assumption E(Y 1 |T = 1) − E(Y 1 |T = 0) = 0 (sometimes called: "absence of differential treatment bias") can rarely be justified which particularly holds for the empirical example outlined below.
Typically, the estimated propensity score is used by matching on the score, stratification or subclassification, covariate adjustment or inverse probability treatment weighting (IPTW) based on the estimated propensity score ([1] chapter 5, 6 & 7, [21] ). All these methods tend to yield unbiased estimates only if assumptions 1 & 2 hold. We will focus only on matching and weighting strategies as well as on a relatively new strategy called entropy balancing and apply them in our illustrative example.
Matching, weighting and entropy balancing

Matching
In case of matching control individuals are searched which are similar with respect to a distance measure. Matching is employed to make the multivariate distribution of all covariates X as similar as 1 In the original text D instead of T and P instead of ρ -changed here to achieve notational consistency ▶table 1 The relation between potential outcome and treatment assignment.
Potential outcome study group Y 0 Y 1
Treatment (T = 1) counterfactual observable
Control (T = 0) observable counterfactual possible by selecting appropriate control observation(s) for each treatment observation. There are, at least, four types of distance measures: exact, Mahalanobis distance and the propensity score or the linear logits predicted by the logit-model. We only will focus on the last one. "Similarity" usually is defined by the standard deviation of the distance measure -the caliper which is defined as proportions of the linear logits [22] . Matching can be done 1:1 or 1:k with and without replacement after each draw. With replacement allows a control subject to be matched to different treatment subjects. The advantage is that the order of the subjects in the control-group has no effect on the matched sets. To obtain optimally similar groups used afterwards in a parametric mixture model the following steps have to be passed ([23] p. 5 section 1.4): "1. Defining "closeness": the distance measure used to determine whether an individual is a good match for another, 2. Implementing a matching method, given that measure of closeness, 3. Assessing the quality of the resulting matched samples, and perhaps iterating with steps (1) and (2) until well-matched samples result, and 4. Analysis of the outcome and estimation of the treatment effect, given the matching done in Step (3)".
As an example we will use the linear propensity score D ij = |logit(e i ) − logit(e j )| as distance measure which is seen as very effective for reducing bias induced by confounders [24] . Following the advices of Austin [25] a caliper of 0.2 is acceptable."The rationale for matching on the logit of the propensity score is that the logit of the propensity score is more likely to be normally distributed than the propensity score itself" ([25] p. 152). For 1:k matching matched control units are weighted proportional to the number of treatment units they are matched to [26] . This weighting procedure must not be mixed up with the weighting strategies described below.
Weighting
Weighting employs the PS to generate weights for each single observation. Dependent on the research question several kinds of weights are proposed in the literature (see [27] p. 392 Table 1 ), and to describe and evaluate all possibilities is far beyond the scope of this article. We will employ weights based on Inverse Probability treatment Weights (IPTW). ATE weights for the groups are defined
which results in 1/P(X) for the treatment and 1/(1-P(X)) for the control group. Since we want to compare different approaches with entropy balancing we will focus on weighting schemes for which the target population is the population of the treated. Weights for the AT T are defined as
so weights for the treatment individuals are 1 and subjects of the control-group are weighted by P(X)/(1-P(X)) (comp. [1] p. 244). Whatever weighting is employed it is always necessary to check the common support, which sometimes make discarding necessary.
Problems with matching and weighting Basically, all approaches are conducted to generate a "pseudo-population" were all observations are conditionally exchangeable ( [28] p. 177) and the (potentially) weighted control group provides a surrogate outcome for the counterfactual outcome (see [29] p. 335).
One essential drawback of matching and weighting approaches is the "propensity score tautology" [30, 31] since repeated estimation of the propensity score, implementing a matching algorithm, computing weights and evaluating balance not necessarily yields optimal results with respect to balance even if the complexity of the propensity model is very high. Because the generating process for the propensity score is unknown, finding the "correct" model in order to mimic a randomized experiment turns out to be a sometimes never ending story from step 1 to step 3. Furthermore, all matching procedures necessarily yield different (sub)-groups for both treated and untreated subjects, which may result in severe problems too: "Increasing the number of untreated subjects matched to each treated subject will increase the size of the matched sample, probably resulting in estimates of treatment effect with increased precision. However, increasing the number of untreated subjects matched to each treated subject may result in the matching of increasingly dissimilar subjects. This may increase bias in estimating the effect of treatment" ([32] p. 1093).
The matching procedures are sometimes called "pruning" instead, but pruning the data at hand is considered an important disadvantage particularly for some methods like for instance exact matching: "Moreover, exact matching has the disadvantage in many applications of using relatively little of the data. Finding matches is often most severe if X is high dimensional (another effect of the curse of dimensionality) or contains continuous variables. The result may then be a preprocessed data set with very few observations that leads to a parametric analysis with large standard errors."( [13] p. 212). Discarding individuals from the intervention group outside the common support may also cause problems in estimating the ATT since the focal group might be changed (comp. [23] p. 13). Unfortunately, most preprocessing methods are prone to result in low balance [30, 33] or: "Even worse, matching may counteract bias reduction for the subsequent treatment effect estimation when improving balance on some covariates decreases balance on other covariates." ([34] p. 26) Summarizing, one could say :"At least given the current state of the literature, only the propensity score tautology is useful in practice. Other theoretical results have no direct bearing on practice" ([13] p. 219]).
Another fundamental critique directly addresses the theorem 1 [15] mentioned above. The motivation was that it is easier to match on one scalar (propensity score) than on the high-dimensional X, but: "Balancing on π only is unbiased but inefficient ex ante, leaving researchers with more model dependence, discretion, and bias ex post"([35] p. 13).
Entropy balancing
To avoid the necessity to check the balance again and again and for the other reasons just mentioned a relatively new approach gained increasing attention which is called "entropy balancing" [34] .
" Entropy balancing is a preprocessing procedure that allows researchers to create balanced samples for the subsequent estimation of treatment effects. The preprocessing consists of a reweighting scheme that assigns a scalar weight to each sample unit such that the reweighted groups satisfy a set of balance constraints that are imposed on the sample moments of the covariate distributions. The balance constraints ensure that the reweighted groups match exactly on the specified moments " . ( [34] p. 30 
section 3)
If (Y 0 )⊥ T| X is equal to (Y 0 ) ⊥ T| ρ(X) than balance on all covariates X can be achieved relying on this single score. Consequently, the counterfactual mean can be written as E(Y (0) |T = 1 = ∫E[Y|ρ(X) = ρ,T = 0]f p|T − 1 (ρ)dρ where f p|T = 1 is the distribution of the propensity score in the target population (treatment group). The main goal is to preprocess the control group in such a way that the weighted density f * X|T − 0 corresponds to f X | T = 1 Entropy balancing tries to achieve covariate balance directly and can be seen as a generalization of the propensity score weighting approach to use a weighted average of the control-group to esti-
(see [34] p. 30 eq. 1).
For each control unit a weight ω i is supplied which is obtained by minimizing the loss function:
For the loss function h(ω i ) the so-called directed Kullback entropy divergence between ω i and the base weight q i is chosen: ω i log(ω i /q i ) The base weights are set to q i = 1/n 0 (n 0 = size of the control group). ωlog(ω) is also seen as the Shannon entropy metric (comp. [34] p. 31 footnote 9). The loss function needs balance as well as normalizing constraints: with for all i c ri (X i ) = m r defines R balance constraints imposed on the covariate (X) moments of the control group. m r containes the r th order moment of a particular covariate X j from the treatment group; the moment functions are specified for the control group as c X X ri i ij r ( ) = [34] . Weights have to sum to a constant -usually but not necessarily -one. Furthermore, weights must be constrained to be nonnegative because the distance metric is not defined for negative weights. The derivation of the iterative computation scheme to minimize the loss-function H(ω) can be found in section 3.2 of Hainmueller [34] .
Conventional approaches in a first step try to estimate the weights by means of a logistic regression. A second step then becomes necessary to check whether the weights actually balance the covariate distributions. "Entropy balancing tackles the adjustment problem from the reverse and estimates the weights directly from the imposed balance constraints. Instead of hoping that an accurately estimated logistic score will balance the covariates stochastically, the researcher directly exploits her knowledge about the sample moments and starts by prespecifying a potentially large set of balance constraints that imply that the sample moments in the reweighted control group exactly match the corresponding moments in the treatment group."([34] p. 31) In doing so it exactly matches the covariate moments for the groups to be compared within its optimization problem [31] . The application of the entropy balancing procedure has the potential to improve balance in the covariate distribution with a maximum retention of information. The procedure of entropy balancing provides us with weights for the subjects of the control-group which can be employed subsequently in explanatory models.
Methods to evaluate balance
As said before it is of vital importance that the density of the weighted control group f * X|T = 0 mirrors the density f X|T = 1 . For evaluation of balance in our illustrative example we will calculate the standardized mean differences, variance ratios, skewness ratios for each covariate and presented them as box-plots over all covariates employed to estimate the propensity score (comp. [4] p. 244 Fig 2 and [27] p. 395 Fig. 2 ). Ideally, these box-plots are a simple line at 0 for differences or 1 for ratios. This method provides an intuitive way to compare a huge amount of different numbers; the existence of outliers, indicating bad balance, can be quickly identified. We want to underpin that even the evaluation of the first 3 moments is not sufficient since imbalances can exist anywhere within a distribution, and distributional equivalence is a key feature within the framework of potential outcomes [36] . Auxiliary, distributional equivalence will be checked by means of weighted Q-Q plots [37] . Since balance is not a problem of inference but rather a problem of the sample only, statistical testing is not warranted [17, 38, 39] . It is shown that, for instance,t-statistic decreases if only more and more control units are dropped which falsely suggests a better balance (comp. [30] p. 496 Fig. 1 ).
The parametric mixture model (Difference in Difference)
In the 2 nd step, we will estimate the causal model of interest (see [40] : 402 pp) using the data from pre-and post-period of our illustrative example. Thereby, either the pruned samples or the weights derived from the 1 st step are applied to the causal model. Given a two-period setting where t = 0 before the treatment and t = 1 after the treatment implementation, letting Y t T and Y t C be the respective outcomes for treatment and control units in time t, the DD (Difference in Difference) method will estimate the average treatment impact (using differences as counterfactual): The interaction coefficient β is the difference in change between intervention and control group. It represents the DD. ρ and γ pick up the difference between treatment and control at baseline and change over time for the control group respectively. Conditional expectations of differences between measurement occasions for each group can be written as ( [9] p. 73 eq. 5.3a & 5.3b): Subtracting the second equation from the first yields exactly DD. DD (the interaction parameter β) is an unbiased estimator only if the potential source of selection bias is additive and time invariant and ε it is uncorrelated with t, T i1 and T i1t . The latter is called the parallel trend assumption. It means that, given the "treatment" group would have received no treatment, change between measurement occasions will be the same as in the control group. Comparing the change for the treatment group only will result in DD + γ; estimation of the difference between the 2 groups after treatment only will yield DD + ρ. Therefore, both parameters -γ and ρ -must be part of the model.
Software
On our illustrative example, data management, data analyses and graphical displays were conducted using STATA 15 [41] . The entropy balancing was estimated by ebalance [42] for STATA. Nearest neighbor matching was done using MatchIt [43] for R [44] .Covariate balance was estimated by covbal [45] , different forms of weights and their balancing performance by means of pbalchk and propwt for STATA developed by Mark Lunt downloaded at http:// personalpages.manchester.ac.uk/staff/mark.lunt. The weighted Q-Q-plots were generated by qqplot3 for STATA [37] .
Application
Data
We used data from a prospective controlled intervention-study with two measurement occasions. Data contain 35 857 chronically ill insurants with diabetes, congestive heart failure, arteriosclerosis, coronary heart disease or hypertension of one German sickness fund. Insurants were randomized into two groups: the intervention group (IG, N = 18 019) was offered an individual telephone coaching to improve health behavior and slow down disease progression while the control group (CG, N = 17 838) received treatment as usual. For reasons of data protection, randomization took place before the insurants' consent to participate was obtained. Finally, only 4 430 of originally 18 019 insurants randomized to the IG consented to participate. The estimation of treatment effects therefore relies on the performance of methods used in observational studies as outlined above. Treatment effects were analyzed in terms of costs from the perspective of the sickness fund, distinguishing the categories outpatient costs, medication costs, and total costs.
Matching, weighting and entropy balancing
All further analyses are based on the data available for the control group and those who actually participated (Control group = 17 838 Intervention group = 4 430). In the first step we estimated the logit model with 87 predictors which turned out to fit the data fairly well (chi 2 = 22 367 df = 22 180 p = 0.19). Since the set of predictors have no missings the whole set keeps available to estimate the predicted probabilities. The model comprises gender, age, occupational status, disease management program, status of health insurance, level of care, Federal state of residence, baseline values of health care services and costs as well as the 31 constituents of the Elixhauser comorbidity index [46] (for details see Appendices A-e, Online). Linear logits were used for matching. From the predicted probabilities the IPT-weights for the ATT were computed. We do not present the parameters of the logit model, since they are of minor interest. All analyses were restricted to estimate the ATT in order to provide a sound comparison with the ATT obtained from entropy balancing. As examples for matching we present results for nearest neighbor 1:1 matching without and 1:4 with replacement, the latter is considered to elicit lowest bias [32] . For both models the linear logit with a caliper of 0.1 standard deviations was used. Discarding observations outside the common support was allowed for both groups. ▶ table 2 shows how the two matching algorithms result in different subsamples for which the smaller one (1:1 matching) is not a strict subset of the other (1:4 matching). For both approaches 70 observations from the control group and only 1 observation from the treatment group had to be discarded.
For the weighting approaches the sample size did not change as no observations had to be discarded. Last not least, the same 87 predictors were employed for entropy balancing. To achieve convergence for the iterative procedure a difference of 0.0001 was allowed as the maximum deviation across all specified moments. It turned out that, except for medication costs, all 3 moments could be balanced perfectly without any loss of observations. Medication costs could be balanced for mean and variance only.
All four balancing approaches were evaluated with respect to their performance and employed in the mixture models for 3 different cost categories (outpatient costs, medication costs and total costs).
Balancing checks
In the first step we check whether the propensity score shows enough common support. It turns out that even 60 quantiles always contain observations from both the control and treatment group. Looking at the box-plots (▶fig. 1) it becomes obvious that each of the propensity score based models contributes quite well to the balance of means (upper left panel : standardized mean differences). Unfortunately, this does not hold for variance and skewness ratios. Arrows within each panels point to an outlier for the 1:1 matching model, the 1:4 model with replacement as well as for the ATT weighting, indicating that these balancing procedures do not work acceptably well for the baseline values of this predictor. Looking at the Appendices we find that for each method medication costs generate the greatest difference.
Surprisingly, the box-plots for the entropy balancing approach (most right box-plot in each panel) yield a line at zero or one (ratios), with virtually no distribution around. Numerical values show that all confounders could be balanced perfectly for the first 3 moments, except again for medication costs. In the lower left panel (skewness ratios) of ▶fig. 1 we see an x above the 1-line in the box plot for entropy balancing. After entropy balancing, the skewness for medication costs is still 32.429 for treatment and 25.781 for the control group (13.05 for raw data). This is the one and only differ-ence for all the 3 moments to be found for entropy balancing (see Appendices c-e Online).
Q-Q-Plots unweighted and weighted
The quantile-quantile plots for continuous variables are only shown for those outcome variables for which the mixture model is presented below although the propensity score model comprises several other continuous variables. Outpatient costs may both serve as an example for an exceptionally good working balance, medication costs for a less perfect balance (skewness), and total costs are presented because they were the primary outcome of the study the data come from.
The Q-Q plots (▶figs. 2 -4) clearly demonstrate the superiority of entropy balancing with respect to distributional equivalence at baseline. As already mentioned this does not hold for medication costs, as the skewness still differs between the two groups at baseline. We checked distributional equivalence for all the other continuous variables adopted to estimate the propensity score and found a similar pattern for all these characteristics, too. In order to save space, we pick out three as an example.
Mixture model (pre-post)
For raw data and for each of the 4 propensity score based approaches a mixture model was estimated employing either the pruned samples, or the weights at the individual level (level 2). The first parameter ("treatment") models the mean-difference between treatmentand control-group at baseline. The second parameter (follow up) is the change between measurement occasions for the control group. The interaction parameter portrays the difference in change between treatment and control group. Although the interaction parameter represents the ATT both change parameters should be interpreted as an additive linear combination. All types of costs shown in ▶table 3 decline for the control group, but the interaction parameter which denotes the ATT is positive so the decline is less for the treatment group.
For each example we observe considerably different interaction effects, which clearly show the suspected model dependence estimating the ATT. The two matching models are based on different parts of the original sample so it becomes unclear what kind of a population these groups are representative for. Balance at baseline is acceptable only, or at least best for the entropy balancing approach. Looking at the results for the weighting methods based 22 197 observations (Control group = 17 768 Intervention group = 4 429) after discarding observations outside the common support (see ▶ table 2) it becomes obvious that both the IPT weighting and the entropy balancing yield less biased results, with respect to baseline balance compared to the two matching models. Following the advice of Crump et.al. [19] discarding outside the range of 0.1 -0.9 results in a control group of 16 589 and an intervention group of size 4377 which means that 1249 obs. from the control group and 53 obs. from the intervention group need to be discarded. Obviously, the target population is changed implicitly and it is impossible to decide whether this truncation can be neglected. For sake of comparability we decided to keep all observations except those discarded before, also because the distribution of the PS is very similar for both groups.
Discussion
The use of propensity score analyses has become most popular for causal analysis not only in the field of observational studies. These methods are widely employed if it is impossible to conduct a ran-domized control trial for reasons whatsoever. The strand of literature available provides a virtually unmanageable amount of different approaches for each of which the applied scientist will find their advocates and detractors. This paper was aimed to compare selected methods employing the same set of covariates which were suspected to be connected both with the outcome characteristics at baseline and the treatment assignment. We focused on matching and weighting, but did not consider stratification or direct covariate adjustment. We do not discuss matching on propensity score compared to matching on X and the inefficiency from reducing the high-dimensional space of X [47] . However, it could be clearly shown that entropy balancing is superior at least compared to the other methods since it balances not only for means, but also for variance and skewness. This is in line with findings of other investigators like for instance Marcus [48] , who also observed the superiority of entropy balancing. It is not surprising that all of these approaches yield results far away from the so-called "naïve" estimator, for which particularly the interaction effect must be severely biased. This also holds for all the other cost categories (e.g. hospital costs and rehabilitation costs) not presented here. It also was shown that the estimates differ considerably between the 4 models applied to estimate the ATT. We focused on the ATT because the definition of a target population is considered an important problem of causal inference. The target population is defined both by the population both groups are drawn from, or -more realistically -by the population the actual intervention groups is representative. The latter sometimes is hard to determine. Discarding individuals outside the common support has no considerable effect in our application and all the conclusions from comparing the different approaches are still valid even for the total sample. Of course, this only holds because the amount of individuals subject to discarding is very small compared to the overall N which might not the case for other applications.
Weighting of regression models commonly is employed in order to reduce bias. However, it is well-known that weighting affect the standard error of parameters and we always have to face the tradeoff between bias and efficiency [40] . Even though we undoubtedly tend to prefer less bias sacrificing efficiency it is obvious that there is not one and only one way to substitute an RCT. Methods presented above always only control for observed variables and never for unobserved -perhaps unobservable -confounders. Replication of an RCT using propensity scores is always conditional on observed variables, and unobserved variables may still differ considerably between treatment and control group.
Several restrictions should be mentioned. First of all, we only present two models for matching, although there exist much more possibilities [2, 3] . Secondly, we only employed a logit model to estimate the propensity score for the first three approaches presented, although there are several other concepts like for instance Generalized Boosted Models [49] which are based on decision trees. This iterative procedure includes interactions and polynomials and perhaps provides a better propensity score model. To evaluate this is beyond the scope of this article, too. Thirdly, a linear mixture model to predict costs was employed, without controlling for all the confounders again. Since costs have a lower limit of zero several other parameterizations are conceivable. Finally, in our example all the covariates are free of missing values so we do not employ any method to deal with missing values (compare [4, 50] and Appendix b, Online). This will be not the case in most instances. Of course, all other problems resulting from the necessity to estimate the unknown propensity score still apply.
Consequences
Most importantly it is recommended to always check balances between treatment and control group both in RCT and in observational studies. Randomization may fail, but there are ways to han- dle this situation. As results show, to balance with respect to the mean of confounders only is sufficient for dichotomous covariates but not for continuous ones, as distributional equivalence is of vital importance. Entropy balancing seems to be -at the moment -a method which at least in big samples allows for balancing the first three moments which results in very similar distributions for both groups. The parametric model may yield a parameter indicating no difference at baseline between treatment-and control-group but we should not forget that this indicates only differences in means.
The interaction parameter as an indicator for the average treatment effect may nevertheless be biased. Inspection of the Q-Q plots and the distribution of moments for all covariates of the PS model is absolutely necessary. Furthermore, one should not restrict the PS model to only a few covariates but rather employ as much as possible regardless whether these variables show any significant effect or not. Inference is obsolete in the framework of constructing a balancing score. It is advisable to dichotomize all the categorical variables taking care of linear dependencies, and to decompose all indices as we have done for the Elixhauser Index. This decomposition instead of using summarizing indices considerably facilitates and improves the balancing procedure.
Nevertheless, it becomes clear that even small deviations from a multivariate balance may result in considerable differences of the estimated parameters in the second step. We purposely show results for the "medical costs", knowing that all the different procedures only yield a questionable balance which results in very different estimations for the ATT.
We want to underpin that there is no "gold-standard" on how to correct for selection bias, as there are always unobserved confounders which may result in hidden bias (compare [51] chap. 4). Last not least, the definition and theoretical justification of the target population is of vital importance and one should keep in mind that searching for the "optimal subpopulation" might implicitly change that target, which will sacrifice the generalizability of treatment effects.
