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Abstract
During the past decade, perfect, almost perfect and maximum nonlinear functions on 1nite
1elds have been thoroughly investigated. The main tool to investigate these functions is the
Walsh–Hadamard transform. This is a special version of the more general discrete Fourier trans-
form. It is the purpose of this paper to show that the main results on nonlinear functions can
be easily generalized to the case of arbitrary abelian groups if the Walsh–Hadamard transform
is replaced by the discrete Fourier transform. This approach has three advantages:
• Proofs become more transparent.
• The connection with (relative) di&erence sets becomes apparent.
• It yields possible generalizations to nonlinear functions on abelian groups.
? 2003 Elsevier B.V. All rights reserved.
1. Introduction: nonlinear functions and relative dierence sets
Let K and N be additively written 1nite groups with |K | = m and |N | = n. We
consider functions f :K → N which are, in some sense, as far from homomorphisms
as possible. Note that a homomorphism  has the property (g+ a)−(g)=(a) for
all g; a∈K or
|{g∈K : (g+ a)− (g) = b}| ∈ {0; m}:
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This motivates the following de1nition of perfect nonlinearity. A function f :K → N
is perfect nonlinear if
|{g∈K : f(g+ a)− f(g) = b}|= m
n
∀a∈K \ {0}; b∈N: (1)
For future reference, we denote the above quantity by f(a; b):
f(a; b) := |{g∈K : f(g+ a)− f(g) = b}|:
Note that
∑
b∈N f(a; b) = m, hence the f’s are as uniformly distributed as possible
if f(a; b) = m=n for all a 	= 0. Obviously, f(0; 0) = m and f(0; b) = 0 for b 	= 0.
In many cases, for instance if n does not divide m, it is impossible that (1) holds.
Therefore, we call a function f :K → N almost perfect nonlinear if∑
a;b
[f(a; b)]26
∑
a;b
[g(a; b)]2 ∀g :K → N (2)
but f is not perfect nonlinear. We note that in some papers [20,26,27], the term almost
perfect nonlinear is used di&erently: A function is called almost perfect nonlinear if it
is not perfect nonlinear and if f(a; b)6 2 for all (a; b) 	= (0; 0). For the important
binary case (K and N are elementary abelian 2-groups of the same size), the two
de1nitions coincide, see Section 5.
In the next section, we will recall the discrete Fourier transform for abelian groups.
With this concept at hand, it will be possible to de1ne maximum nonlinear functions
and the connection to (almost) perfect nonlinear functions. The new approach in this
paper shows that maximum and perfect nonlinearity are concepts that can be de1ned
and investigated over arbitrary abelian groups. There is no reason to restrict to the
1nite 1elds case. In all proofs, you need only the discrete Fourier transform; you make
no use of the special form of the Fourier transform for elementary abelian groups. It
is one purpose of this paper to advertise this more general approach.
With each function f :K → N , we associate a subset Df ∈K × N :
Df := {(g; f(g)): g∈K}:
In my opinion, Df is the correct object that one should study in order to investigate
the function f. For instance, we will show that Df is perfect nonlinear if and only if
Df is a relative di&erence set. Again, this has been known in the case that K and N
are elementary abelian, but it also holds in the much more general case of arbitrary
abelian groups.
The reader may argue why it should be interesting to consider abelian groups. It
seems that in most applications (in particular in cryptography) people use nonlinear
functions on 1nite 1elds. However, there is no technical reason why you should restrict
yourselves to this case. For instance, the Russian analogue of the DES uses S-boxes
that represent functions between a cyclic and an elementary abelian group (both of
order 16), see [38].
In order to investigate properties of Df, it is useful to apply group rings and group
algebras. Let R be a commutative ring with identity, and let G be an arbitrary group.
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Then
R[G] :=


∑
g∈G
agg: ag ∈R


is the set of all formal sums of group elements in G with coeJcients from R. This set
is a ring with componentwise addition(∑
agg
)
+
(∑
bgg
)
:=
∑(
ag + bg
)
g
and the following multiplication:(∑
agg
)(∑
bhh
)
:=
∑
g;h∈G
(agbh)gh=
∑
g
(∑
h
ahbh−1g
)
g:
If R is a 1eld F, the group ring is actually a vector space and hence an algebra, the
so-called group algebra.
We de1ne(∑
agg
)(−1)
=
∑
agg−1:
Subsets A ⊂ G are identi1ed with∑
g∈A
g∈R[G];
hence the coeJcients which occur in A are just 0 and 1 (note that we assume that
R contains an identity element). The numbers f(a; b) have the following group ring
interpretation (here G = K × N ):
Df · D(−1)f =
∑
(a;b)∈G
f(a; b) (a; b) in Z[G]: (3)
This equation resembles the standard equation that people working in di&erence sets
use frequently. We are now going to de1ne (relative) di&erence sets. Then Eq. (3)
will show immediately that perfect nonlinear functions are the same objects as relative
di&erence sets!
Let G be an arbitrary group containing a normal subgroup N . A subset R ⊂ G is
called a relative (m; n; k; )-di0erence set if the following holds:
(R1) |G|= mn; |N |= n:
(R2) |R|= k:
(R3) The list of nonidentity quotients r(r′)−1 with r; r′ ∈R covers every element in
G \ N precisely  times and no element in N \ {1} is covered.
If n = 1, this is the usual de1nition of a di&erence set (each element 	= 1 has the
same number of representations r(r′)−1). In this situation, we omit the parameter n
in the parameter quadruple and just speak about (m; k; )-di0erence sets. The termi-
nology “di&erence set” refers to additively written groups. Since we write our groups
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multiplicatively, the name quotient set would be more appropriate. However, the term
di&erence set is quite common in the mathematical literature.
Relative di&erence sets have been introduced in [21] as a generalization of di&erence
sets. We refer to [4] for an excellent treatment of di&erence sets.
We say that a di&erence set is abelian, cyclic, etc. if the group G has the respective
property.
Here are some examples:
• {1; 2; 4}∈Z7 is a (7; 1; 3; 1)-di&erence set.
• {(0; 0); (1; 1); (2; 1); (3; 1)∈Z2×Z4 is a (4; 2; 4; 2)-di&erence set relative to Z2×{0}.
The relative di&erence set is called splitting if G=K×N , i.e. if N has a complement
in G. If k = m the di&erence set is called semiregular. Note that each semiregular
relative di&erence set gives rise to a function f :K → N : The set R contains at most
one element from each coset of N , otherwise there would be nonidentity elements in N
which can be written as a quotient with elements from R. Since the number of cosets
is also the number of elements in R, we have a function f :K → N such that
R= {(g; f(g): g∈K} ⊂ K × N:
This gives the following observation:
Theorem 1. Let K and N be arbitrary 2nite groups and f :K → N . The set
R := {(g; f(g)): g∈K} ⊆ K × N
is a semiregular splitting (|K |; |N |; |K |; |K |=|N |-di0erence set in K × N relative to
{1} × N if and only if f is perfect nonlinear.
Therefore, all of the many theorems about semiregular splitting relative di&erence
sets are results about perfect nonlinear functions. This has been well known for the
case = 1; but apparently the theorem stated above is not so well known.
Finally, we mention an important though easy projection argument for relative dif-
ference sets, see [21].
Lemma 2 (projection argument). Let R be a relative (m; n; k; )-di0erence set in G
relative to N . If H6N then the image of R under the canonical epimorphism  :G →
G=H is an (m; n=|H |; k; |H |)-di0erence set in G=H relative to N=H . In particular, if
H = N we obtain an (m; k; n)-di0erence set in the usual sense.
This lemma shows that we may think of relative di&erence sets as extensions of
di&erence sets. The converse problem of lifting a di&erence set to a relative di&erence
set has been discussed in [1–3].
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2. Basic tool: discrete Fourier transform
Let f be, as before, a function between two groups K and N . If we study f(a; b)
we investigate di&erential properties of f. It is well known that the discrete Fourier
transform (DFT) of f is a useful tool to investigate such properties. In this paper we
take a slightly di&erent point of view. We study the Fourier transform on the abelian
group G=K ×N and investigate the Fourier transform of the set Df ⊆ G. This is the
standard approach in the theory of di&erence sets, and I think it is also appropriate if
one studies functions f :K → N , not only if they correspond to relative di&erence sets
(as described in Section 1).
Unfortunately, we can apply the Fourier transform only for abelian groups. Therefore,
we assume from now on that G is abelian.
We describe the Fourier transform for the group algebra C[G]. Later on, we will
apply the results only for subsets D ⊆ G and the corresponding group algebra elements.
We refer the reader to any good text book on algebra for proofs of the main facts
about the discrete Fourier transform. Applications of the DFT to di&erence set problems
can be found in [5,34].
Let G be a (1nite) abelian group. It is well known that there are |G| di&erent ho-
momorphisms  :G → C. These homomorphisms are called characters. The characters
form a group Gˆ isomorphic with G. The identity of this group is the mapping that
sends each group element to 1; this character 0 is called the principal character.
In the two extremal cases of cyclic groups and of elementary abelian groups, char-
acters can be easily described. Let us begin with the cyclic case G= 〈g〉. Let v=e2i=v
be a complex vth root of unity. If v is the order of G, then the mappings
j :G → C
gt → (jv)t ;
j = 0 : : : v− 1, are the characters of G.
Now let G be an elementary abelian group of order pa. We may think of G as the
additive group of the 1nite 1eld Fpa . A somehow canonical homomorphism Fpa → Fp
is the trace mapping:
trace : Fpa → Fp;
 →
a−1∑
i=0
p
i
: (4)
The group of characters of G consists of the following homomorphisms:
!:Fpa → C;
 → trace(·!)p :
Here we identify the elements of Fp with the integers modulop. Note that 2 =−1. It
is this special case of the discrete Fourier transform that you can 1nd in most papers on
nonlinear functions. However, in this paper it becomes clear that most of the theorems
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hold in the much more general context of arbitrary abelian groups rather than just
elementary abelian groups.
We note that the trace mapping can be de1ned for arbitrary 1eld extensions Fqa of
Fq, where q is a prime power (just replace p in (4) by q). We write traceqn=q to denote
this more general trace mapping.
The following orthogonality relations for characters are well known:
Theorem 3 (orthogonality relations). Let G be a 2nite abelian group with identity
element eG. Let Gˆ denote its character group. Then the following two identities hold:∑
∈Gˆ
(g) =
{
0; g 	= eG;
|G|; g= eG
(5)
and ∑
g∈G
(g) =
{
0;  	= 0;
|G|;  = 0:
(6)
Proof. We just indicate how to prove (6). We have
A :=
∑
g∈G
(g) =
∑
g∈G
(gh) = A(h);
hence A = 0 if there is an h∈G with (h) 	= 1. But such an element h exists if and
only if  	= 0.
We extend characters by linearity to homomorphisms C[G] → C. If D∈C[G] we
call
Dˆ :=
∑
∈Gˆ
(D) in C[Gˆ]
the Fourier transform of D. The mapping
$:C[G]→ C[Gˆ];
D → Dˆ
is called the discrete Fourier transform (DFT). The most important properties of $
are summarized in the following result. We indicate a proof that shows that the main
properties are simple consequences of the orthogonality relations.
Theorem 4. Let D be an element in the group algebra C[G]. Then the following
holds:
dg =
1
|G|
∑
∈Gˆ
(D)(g−1) (Fourier inversion); (7)
∑
g∈G
|dg|2 = 1|G|
∑
∈Gˆ
|(D)|2 (Parseval′s equation): (8)
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Proof. We have∑

(Dg−1) =
∑

∑
h
dh(h)(g−1) =
∑
h
dh
∑

(hg−1) = |G|dg
using the orthogonality relation (6). This proves the Fourier inversion formula. For
the second equation, use (1) to compute the coeJcient of the identity in D · D(−1).
This coeJcient is
∑
g d
2
g, but also 1=|G| |(D)|2 (using (1)) since (D(−1)) = (D),
where — denotes complex conjugation.
Fourier inversion has an important consequence. The Fourier transform of a group
algebra element D uniquely determines D, or, in other words, $ is a bijection.
Now we apply the DFT to study nonlinear functions f :K → N . For the case of ele-
mentary abelian groups, this is contained in [8] and [39]. Using the Fourier transform,
we obtain the following alternative formulation for almost perfect nonlinearity:
Theorem 5. A function f :K → N is (almost) perfect nonlinear if and only if∑

|(Df)|46
∑

|(Dg)|4 ∀g :K → N:
Proof. Use the observation that the character values of DfD
(−1)
f are |(Df)|2; then
apply Parseval’s equation (8) to (3).
Now we use the discrete Fourier transform to 1nd another criteria how to measure
the nonlinearity of certain functions. As before, K and N are abelian groups of orders
m and n, and f :K → N . In this case, some character values (Df) are known:
(Df) =


m if  = 0;
0 if  is principal on N
but  	= 0:
(9)
The equality (Df) = 0 holds since (Df) = (K) for characters principal on N (in
this case, use (6)).
If f is linear then the set Df ⊆ K×N is a subgroup H of K×N . Then the character
values (Df) are as follows |K |= m):
(Df) =
{
m if  is principal on N;
0 if  is nonprincipal on N:
Note that |(Df)|6m since (Df) is the sum of m roots of unity. We are far away
from homomorphisms if the maximum value of |(Df)| is small. In the extremal
case where the maximum is as small as possible, the function f is called maximum
nonlinear. More precisely: f is maximum nonlinear if
max
 =0
|(Df)|6max
 =0
|(Dg)| ∀g :K → N:
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We call max =0 |(Df)| the maximum nonlinearity of f. We obtain the following
lower bound for the maximum nonlinearity:
Theorem 6. Let f :K → N be a function between two abelian groups K and N of
order m and n. Then
max|(Df)|¿
√
m:
Proof. Using (8), we obtain∑
∈Gˆ
|(Df)|2 = m|K × N |= m2n:
The values (Df) are known if  is principal on N , see (9). We get∑
|N =0
|(Df)|2 = m2n− m2 = m2(n− 1):
There are precisely m characters principal on N (which are basically the characters of
G=N ), hence we have m(n− 1) characters nonprincipal on N . This shows
max|(Df)|2¿m:
The proof also shows that max|(Df)|2 = m if and only if |(Df)|2 = m for all
characters nonprincipal on N . But this is precisely the “dual” de1nition of a relative
di&erence set:
Theorem 7. Let G be an abelian group of order m · n, and let N be a subgroup of G
of order n. Then R ⊆ G is a relative (m; n; k; ) di0erence set if and only if
|(R)|2 =


k2 if  = 0;
k − n if |N = 0; but  	= 0;
k if |N 	= 0:
(10)
Proof. Use Fourier inversion to see that
RR(−1) = k + (G − N )
if |(R)|2 satis1es (10).
If we specialize this theorem to the case of semiregular di&erence sets (where k=m),
we obtain the following:
Theorem 8. A function f :K → N between abelian groups is maximum nonlinear with
a maximum nonlinearity
√|K | if and only if Df is a relative (|K |; |N |; |K |; |K |=|N |)-
di0erence set in K × N .
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We refer to the next section for more on perfect nonlinear functions. The connection
between maximum nonlinear functions and almost perfect nonlinear functions will be
discussed in Section 5.
3. Perfect nonlinear functions
There are many papers in the literature on relative di&erence sets, in particular
semiregular ones.
It is beyond the scope of this paper to describe all possible constructions of relative
di&erence sets, even if we restrict ourselves to the case of semiregular splitting di&er-
ence sets. Back in 1995 it was easily possible to survey the known constructions, see
[34] and [35]. Since then, many new constructions have been found, see, for instance
[4]. In particular, we mention the building set construction due to Davis and Jedwab
[10]. This concept has been mainly introduced to construct di&erence sets in the usual
sense (i.e. the forbidden subgroup is trivial), but it can be also used to construct relative
di&erence sets.
Here we just survey the extremal cases. Let us begin with semiregular relative dif-
ference sets in 2-groups.
Result 9. There are no abelian splitting relative di0erence sets in K × N relative to
N if |K |= 2n and |N |¿ 2(n=2).
This shows, as a corollary, that there are no perfect nonlinear functions F2n → F2n
at all. However, in order to prove this nonexistence result, it is not necessary to use
the nontrivial Result 9; a very elementary argument is given in Section 5.
Result 9 is due to Schmidt [37]. In the case of elementary abelian groups G, it is
contained in [33]. If n is odd, one can improve this result. Moreover, if n is even the
bound in Result 9 is best possible:
Result 10. (1) There are no splitting relative (22t+1; 2; 22t+1; 2t+1)-di0erence sets. (2)
Splitting relative (22t ; 2t ; 22t ; 2t) exist.
The 1rst part of the proof is easy: Just take a character  of order 2 which is
nontrivial on the forbidden subgroup of order 2. Such a character exists if the di&erence
set is splitting. We apply this character to a putative relative di&erence set R and obtain
|(R)|2 = 22t+1; since  has order 2, (R) is an integer, which is impossible. For the
second part, we refer to [33] and [37].
We note that many constructions of nonsplitting relative di&erence sets in 2-groups
are known. They can be obtained via projections from the so-called classical
examples:
Result 11. Relative (2n; 2n; 2n; 1)-di0erence sets exist in (Z4)n relative to (Z2)n.
For a proof, see [34], for instance.
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In the case of odd characteristic, relative (pn; pn; pn; 1)-di&erence sets exist. All the
known examples are elementary abelian. However, there are more examples (splitting
and nonsplitting) in other abelian groups if |N |¡pn, see [34], for instance.
We know four in1nite series of elementary abelian (pn; pn; pn; 1) relative di&erence
sets. We de1ne the sets using the corresponding function f : Fpn → Fpn such that
R = {(x; f(x)): x∈ Fpm} ⊂ (Fpn ;+) × (Fpn ;+), i.e., f is the corresponding perfect
nonlinear function.
Result 12. Let p be an odd prime. The following functions xd are perfect nonlinear
on Fpn :
1. d= 2;
2. d= pk + 1, where n=gcd(n; k) is odd;
3. d= (3k + 1)=2 where p= 3, k is odd and gcd(n; k) = 1.
Moreover, the function
f(x) = x10 + x6 − x2
de2ned on F3n with n= 2 or n odd is perfect nonlinear.
These are the only known examples of perfect nonlinear functions in 1nite 1elds of
odd characteristic. For proof, we refer to [12] (the 1rst two cases and the nonpower
example) and [9,27] for the third series.
It would be interesting to know whether perfect nonlinear functions may exist in
other abelian groups, in particular in groups which are not p-groups. That this is
impossible if |K |= |N | follows from the following result [6]. The case p=2 is already
contained in [23], see also [29].
Result 13 (Blokhuis, Jungnickel, Schmidt). Let R be an abelian (n; n; n; 1)-relative dif-
ference set in a group G. Then n has to be a prime power, say n= pb. If p is odd,
then the rank of G is at least pb+1. If p= 2, the group has to be as in Result 11.
Finally, we mention that one knows only a few examples of non-p-groups containing
semiregular (m; n; k; )-relative di&erence sets. The case n=2 corresponds to Hadamard
di&erence sets or, equivalently, bent functions. We refer to [4] for more on Hadamard
di&erence sets. This is a somehow degenerate case since it is actually a di&erence
set rather than a relative di&erence set case. More examples of semiregular relative
di&erence sets with n¿ 2 in non-p-groups are in [11].
4. Dierence sets with the classical parameters
One of the most interesting series of di&erence sets are those with the parameters(
qn+1 − 1
q− 1 ;
qn − 1
q− 1 ;
qn−1 − 1
q− 1
)
;
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where q is a prime power. The complement of such a di&erence set D ⊂ G, i.e. the
set G \ D, is a di&erence set with parameters(
qn+1 − 1
q− 1 ; q
n; qn − qn−1
)
: (11)
We call these the Singer parameters. Singer [40] was the 1rst who constructed such
di&erence sets in cyclic groups using 1nite 1elds. His construction is as follows: Take
the multiplicative group of Fqn and the set of elements whose trace is 1. It is not
diJcult to see that this set is a relative di&erence set with parameters(
qn+1 − 1
q− 1 ; q− 1; q
n;
qn − qn−1
q− 1
)
: (12)
Projection (see Lemma 2) yields the desired di&erence sets.
Now consider the sequence (ai)i¿0 de1ned by
ai = tracepn=p(i);
where  is a primitive element of Fpn , and p is a prime. This sequence is periodic
with periodicity qn − 1, i.e. ai+qn−1 = ai. These sequences are called m-sequences.
The element trace(i) is an element of Fp, hence we may think of ai as a residue
modulop. Therefore, it make sense to compute aip , where p is a complex pth root
of unity. Using these complex numbers, we obtain the most important property of
m-sequences, namely their good correlation properties. More precisely, we have the
following well-known result.
Result 14. Let (ai) be an m-sequence. Then
Ca(t) :=
qn−2∑
i=0
aip 
ai+t
p =
{
qn − 1 if t ≡ 0 mod qn − 1;
−1 otherwise:
(13)
The value Ca(t) is called an autocorrelation coeJcient. The autocorrelation function
can be de1ned, of course, for all periodic sequences with entries from Fp. If t is
a multiple of the period, then Ca(t) is called the in-phase, otherwise the out-phase
autocorrelation coeJcient. We refer the reader to [25,30] and [36] for more on auto-
and also crosscorrelation properties of sequences.
The connection between m-sequences and (relative) di&erence sets is obvious. Every
m-sequence gives rise to a relative di&erence set using the Singer construction described
above.
In the case p = 2, we can actually say more. Again, this result is well known and
easy to prove.
Result 15. Let D be a subset of the cyclic group of order 2n−1 (the residues modulo
2n − 1), and let di be the corresponding sequence de2ned by
di =
{
1 if i∈D;
−1 otherwise:
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Then D is a di0erence set with parameters (11) if and only if
2n−2∑
i=0
didi+t =
{
2n − 1 if t ≡ 0mod 2n − 1;
−1 otherwise:
In my opinion, the most interesting questions about sequences with autocorrelation
−1 and about di&erence sets with Singer parameters are the following:
Question 16. (1) Find (all?) sequences (ai) whose autocorrelation function satis2es
(13). (2) Find (all?) cyclic di0erence sets with the classical Singer parameters (11).
Note that Result 15 shows that the two questions coincide if q = 2. In this case, a
lot of progress related to the question above has been obtained during the last years.
In the next result, we summarize all known series of di&erence sets with the clas-
sical Singer parameters where q = 2. By now, all known di&erence sets with these
parameters are covered by some general construction. To state the result, we de1ne the
sets
M5 := {6};
Mn := {6; 2(3n+1)=4; 3 · 2(n+1)=2 + 4} if n ≡ 1mod 4; n¿ 7;
Mn := {6; 2(3n+1)=4; 3 · 2(n+1)=2 + 4} if n ≡ 3mod 4; n¿ 7:
Result 17. Let F2n be the 2nite 2eld with 2n elements, and let  be a primitive element
of F2n . The following subsets D of the cyclic multiplicative group F∗2n are cyclic
di0erence sets with the classical Singer parameters (11):
1. D = {x: trace2n=2(x) = 1} (Singer di&erence set);
2. D= {x: trace2s=2[(trace2n=2s(x))r] = 1}, where s|n, gcd(r; 2s − 1) = 1 (GMW dif-
ference sets);
3. D = {xd + x} \ {0}, where d∈Mn (Maschietti’s hyperoval construction);
4. D = {(x + 1)d + xd} \ {0}, where d= 22k − 2k + 1, n= 3k ± 1 (No case);
5. D={(x+1)d+xd+1}\{0}, where d=22k−2k+1, gcd(k; n)=1 (Dillon–Dobbertin
Theorem).
We refer the reader to [24] for series (2), and [32] for case (3). Case (4) has been
conjectured by No, Chung and Yun, and has been proven by Dillon (see [13,14]). This
1nal paper [14] also contains series (5), which is by far the most powerful construction
of di&erence sets with the Singer parameters.
There are some more series of so-called cyclotomic di0erence sets, see [5]. They
are de1ned in the additive groups of 1nite 1elds Fq. The most famous examples are
the quadratic residues in case q ≡ 3mod 4. If q is a prime and q=2n− 1, these exam-
ples may also yield di&erence sets with Singer parameters. They are not included in
Result 17.
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We call two di&erence sets D1 and D2 in G equivalent if there is a group automor-
phism  and an element t such that D2 ={(d)+ t: d∈D1}. The inequivalence of the
Maschietti di&erence sets is discussed in [22], the Dillon–Dobbertin case in [18]. The
GMW di&erence sets are not only inequivalent but the corresponding designs are actu-
ally nonisomorphic, see [31]. We refer to [4] for a discussion of the relation between
di&erence sets and designs.
Currently, many researchers try to extend the results to the case q 	= 2. In this
situation, sequences with autocorrelation −1 do not necessarily yield di&erence sets or
relative di&erence sets. However, we can say the following:
Theorem 18. Let (di) be a sequence with period pn − 1 and di ∈ Fp. Let ! be a
primitive element in Fp. If di+(pn−1)=(p−1) = ! · di, then the following holds:
All out-of-phase autocorrelation coe:cients of (di) are −1 if and only if
R := {06 i6pn − 2: di =1} is a relative di0erence set with parameters (12) where
q= p.
Proof. We work in the group algebra C[G] where G= 〈g〉 is the cyclic group of order
pn − 1. We de1ne
D0 =
∑
di=0;06i¡pn−2
gi;
N =
p−2∑
i=0
g(p
n−1)=(p−1);
M =
p−2∑
i=0
ip−1 · g(p
n−1)=(p−1):
It is not diJcult to see that
D0 + RN = G; (14)
D0 + RM =
pn−2∑
i=0
d·ig
i (= : S): (15)
The correlation properties of (di) imply
S US(−1) = 2n − G; (16)
where US =
∑
d−1i x
i. Eqs. (14) and (15) above show
S = G + R(M − N ):
Now we apply the discrete Fourier transform. It is suJcient to show that R has the
character values that a relative di&erence set has to have, see (10). We know that R
is a relative di&erence set, i.e. has the correct character values, if S is an m-sequence.
Hence, the same must hold for any sequence S with (16). This proves the nontrivial
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part of our theorem. It is easier to justify that the existence of the relative di&erence set
implies the existence of the sequence with autocorrelation −1 (again, use (14)).
This theorem shows that the construction of di&erence sets from sequences with
autocorrelation −1 is actually a construction of relative di&erence sets.
All the known examples of di&erence sets with Singer parameters are actually pro-
jections of relative di&erence sets. It would be interesting to know whether there are
other examples.
5. Almost perfect nonlinear functions
We know from Result 9 that there are no perfect nonlinear functions F2n → F2n . So
it is a natural question to ask what are almost perfect nonlinear functions (APN). If
f :K → N and K and N are both elementary abelian 2-groups, then
f(x + a)− f(x) = f((x + a) + a)− f(x + a)
shows f(a; b) ≡ 0mod 2. Therefore, the best we can expect is f(a; b)∈{0; 2} for
(a; b) 	= (0; 0). This shows that the two de1nitions of almost perfect nonlinear func-
tions in Section 1 coincide in the case of elementary abelian 2-groups. Moreover, the
easy argument shows the nonexistence of perfect nonlinear functions without using the
nontrivial Result 9.
In the next result, we summarize the state-of-the-art on almost perfect nonlinear
(power) mappings in elementary abelian 2-groups. For proof, we refer the reader to
[15–19].
Result 19. Let f(x) = xd be a mapping F2n → F2n . Then f is an APN function if
1. d= 2k + 1, gcd(n; k) = 1 (Gold case);
2. d= 22k − 2k + 1, gcd(n; k) = 1 (Kasami case);
3. d= 2n − 2 ≡ −1mod 2n − 1, n odd (Kloosterman case);
4. d= 24k + 23k + 22k + 2k − 1, n= 5k (Dobbertin case);
5. d= 2k + 3, n= 2k + 1 odd (Welch case);
6. d= 22k + 2k − 1, 4k + 1 ≡ 0mod n (Niho case).
It is easy to see the connection between maximum nonlinear and almost perfect
nonlinear functions f :K → N where K and N are both elementary abelian 2-groups
of order m= 2n. We know∑
∈Gˆ
(Df)4
m2
=
∑
(a;b)∈K×N
[f(a; b)]2;
The minimum on the right-hand side is m2 + 4(m2 − m)=2, and the minimum is at-
tained precisely for almost perfect nonlinear functions. We recall that f(0; 0) = m2
and f(0; b) 	= 0 for b 	= 0. In the APN case, there are (m2 − m)=2 elements (a; b)
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with f(a; b) = 2. We obtain
2m4 − 2m36
∑
 =0
(Df)46max
 =0
(Df)2
∑
 =0
(Df)2 = max
 =0
(Df)2(m3 − m2);
where we have used Parseval’s equation (8) for the last equality sign. This gives the
following result for elementary abelian 2-groups, see [8,39]:
Theorem 20. Let f :K → N where K and N are elementary abelian groups of order
2n. Then
max
 =0
[(Df)]2¿ 2n+1:
Therefore, if n is odd the maximum nonlinearity is 2(n+1)=2. In this case, the function
is almost perfect nonlinear:
Corollary 21. A function f :K → N with elementary abelian 2-groups K and N of
size 22t+1 each is almost perfect nonlinear if it is maximum nonlinear.
The converse is not true. In Result 19, Cases 3 and 4 are not maximum nonlinear.
We note that all known APN mappings and all known maximum nonlinear mappings
F2n → F2n are explained by a theorem, i.e. there are no sporadic examples known. It
should be also mentioned that the maximum nonlinearity of the Welch and Niho case in
Result 19 has been proven only recently, see [7,28]. The proof of this highly nontrivial
result used the APN property crucially.
I would like to 1nish this paper with the following question:
Question 22. Try to 2nd more APN mappings or prove that the list in Result 19 is
complete, similarly for maximum nonlinear functions.
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