In this paper we study a q-analogue of the convolution product on the line in detail. A convolution product on the braided line was defined algebraically by Kempf and Majid. We adapt their definition in order to give an analytic definition for the q-convolution and we study convergence extensively. Since the braided line is commutative as an algebra, all results can be viewed both as results in classical q-analysis and in braided algebra. We define various classes of functions on which the convolution is well-defined and we show that they are algebras under the defined product. One particularly nice family of algebras, a decreasing chain depending on a parameter running through (0, 1], turns out to have 1/2 as the critical parameter value above which the algebras are commutative. Morerover, the commutative algebras in this family are precisely the algebras in which each function is determined by its q-moments. We also treat the relationship between q-convolution and q-Fourier transform. Finally, in the Appendix, we show an equivalence between the existence of an analytic continuation of a function defined on a q-lattice, and the behaviour of its q-derivatives.
Introduction
The classical Fourier transform F and the classical convolution product are closely tied to each other by the homomorphism property F (f * g) = F (f )F (g), while both operations have a conceptual interpretation on the real line R considered as locally compact abelian group. The great importance of classical convolution in theory and applications is a strong motivation to study for any interesting generalization of the classical Fourier transform the corresponding convolution. The present paper and its sequel will consider convolution related to a q-Fourier transform involving the q-exponential function E q as a kernel. This transform was analytically introduced by the second author in [Koo97] , Section 8, and it was earlier considered algebraically by Kempf and Majid [KM94] , where it occurs as the special case for the braided line of their general theory of Fourier transform on "braided covector algebras". The braided line, a deformation as a braided group of the algebra of functions on R, is the simplest non-trivial example of a braided covector algebra. It was first introduced in a rudimental way by the second author in Section 6.8 of [Koo90] and in full detail by S. Majid, see [Maj93] , [Maj95] . The Fourier transform on a braided covector algebra of type A n (a braided analogue of function space on R n ) was studied in more detail by the first author in [Car98] .
In [KM94] Kempf and Majid also defined convolution for those braided covector algebras which have an integral which is bosonic and invariant under translation. A slight adaptation of their definition in case of the braided line (where the integral is not bosonic) is the starting point of our analytic definition of qconvolution f * γ g on R given below (here γ denotes the choice of a q-lattice). Two other motivations for this definition can be given: the formal limit for q → 1 yields classical convolution, and F γ (f * γ g) = (F γ f ) (F γ g) holds if we take for F γ the q-Fourier transform of [Koo97] involving E q as a kernel.
The aim of the present paper is to find suitable function spaces for f and g such that their q-convolution f * γ g is well-defined, and to find function classes on which associativity and commutativity hold. Let us introduce some notation for explaining this.
Throughout this paper q is fixed such that 0 < q < 1. The q-derivative of a function f is given by ( for x ∈ C such that the q-derivatives (∂ e g)(x) are well-defined for all e ∈ Z ≥0 and the sum on the right converges absolutely.
By the asymmetric form of our definition of f * γ g, the initial choices of function classes for f and g are quite different: for f the moments µ e,γ (f ) should behave as O(q αe 2 2 b e ) for e → ∞ with α, b > 0 (we call this of left type α), while for g the q-derivatives (∂ k g)(x) at x should behave as O(R k ) for k → ∞ with R > 0. We also need functions on L(γ) which extend to analytic functions, on a disk centered at 0, or on a strip centered at R. Some equivalent characterizations of function spaces derived in this paper may have independent interest (see for instance the Appendix).
Commutativity of the convolution product is the hardest and most interesting issue of this paper. Both the homomorphism property and the interpretation on the (commutative) braided line suggest commutativity, but we find significant counterexamples. An explanation is that the q-Fourier transform of f only depends on the moments of µ e,γ (f ) and that µ e,γ (f * γ g) is symmetric in f and g, but that f in certain function classes is not completely determined by its moments. For getting commutativity we need functions f (and g) in the convolution product for which the strict moments ν e,γ (f ) behave as O(q αe 2 2 b e ) for e → ∞ with α > 1/2, b > 0 (we call this of strict left type α > 1/2), and which are holomorphic on a strip around R. It turns out that the q-Gaussian x → e q 2 (−x 2 ), which has has strict left type 1/2, does not commute with many entire functions of strict left type > 1/2.
Part of the results of this paper occurred in the recent dissertation [Car99] by the first author. She will discuss some further aspects of q-convolution in a subsequent paper.
Further notations
We denote as usual (a; q) k :
may also be denoted as f (X). This will be useful for functions like f X e : x → f (x)x e and e q 2 (−X 2 ): x → e q 2 (−x 2 ). For q-hypergeometric series the notation of Gasper & Rahman [GR90] will be followed.
Motivation of the definition of q-convolution
We will give three different motivations for our Definition 1.1 of q-convolution in the following three remarks.
Remark 2.1 The braided line (see [Maj95] ) is a braided Hopf algebra A which, as an algebra, is equal to the (commutative) algebra C[[x]] of formal power series in x, and which has braiding Φ(
Then the q-analogue of Taylor's formula is given by
where ∂ denotes the q-derivative. The original formal definition of a convolution on any braided covector algebra A with a bosonic integral : A → C invariant under translation, was given by Kempf & Majid [KM94] as follows:
(2.2)
In the case of the braided line we take for the integral γ (defined by (1.1)). This integral is invariant under translation (see [KM94] , and [Koo97] and [Car98] for an analytic proof), but it is not bosonic. Associativity will fail for the convolution defined by (2.2). Therefore, we slightly modify (2.2) into
When we substitute the q-Taylor formula (2.1) into (2.3) then we formally get formula (1.3) (with (1.2) substituted), i.e., our original definition of q-convolution.
We may interpret f * γ g formally as the action of a pseudo-q-differential op-
⊗ ∂ e is the weak braided Fourier transform considered in [Car98] (with q 2 instead of q). ♠ Remark 2.2 The formal limit for q ↑ 1 of formula (1.3) is the classical convolution product:
3 Recall the two q-exponentials (see [GR90] ):
where |x| < 1 in the infinite sum defining e q (x). In [Koo97] a q-Fourier transform pair was presented as folllows:
where b q and c q (γ) are given by
Write the second transform in (2.5) as φ = F γ ψ. Then an immediate formal computation shows that
The transform F γ is essentially the weak braided Fourier transform F ′ S (γ) (see Remark 2.1 and reference [Car98] ). Equation (2.8) will be rigorously proved for suitable f and g in Section 7. ♠ For later use we recall the formulas (9.8), (9.14) in [Koo97] (for n ∈ Z ≥0 ):
3 Good function spaces for q-convolution
In general, it is not true that (f * γ g)(x) can be expanded as a (possibly formal) power series if g(x) has a convergent power series expansion. The reason is that the coefficients of an expansion in powers of x of (f * γ g)(x) will be in general infinite series themselves. We want to find conditions on f and g so that, with the given definition, (f * γ g)(x) makes sense on some subset of the complex plane. One should give conditions on the growth of the moments |µ e,γ (f )| of f and of the power series coefficients of g. For this purpose we will now introduce the class of functions of left type α. For convenience, we also give here some variants of this definition and corresponding notation which will be needed later in the paper.
Recall the definitions of the function spaces I γ and I ∞ γ , given in the Introduction. The "intersection" of a H-space defined in (c) or (d) with one of the I-spaces (i.e. I γ , I ∞ γ or a space defined in (a) or (b)) will be denoted by putting the two symbols H and I behind each other. Here we mean intersection in a special sense. For instance, H D I ∞ γ will denote the space of the functions on L(γ) belonging to I ∞ γ which coincide within some disk centered in 0 with the restriction of a (necessarily unique) holomorphic function on that disk. Note that, conversely, a function f ∈ H D I ∞ γ is in general not uniquely determined by the function in H D with which it has a common restriction within some disk. We will always assume for the "intersections" just defined that γ is less than the parameter a (radius of a disk or half width of a strip) occurring in H D a or H S a . Clearly, this assumption is not restrictive, since γ may be replaced by q k γ for arbitrary k ∈ Z ≥0 .
and similarly for µ replaced by ν.
Example 3.2 (a) By (2.9) the q-Gaussian e q 2 (−X 2 ) belongs to I ∞ γ for each γ > 0 and µ 2k,γ (e q 2 (−X 2 )) = c q (γ) (q; q 2 ) k q k 2 +k , µ 2k+1,γ (e q 2 (−X 2 )) = 0.
Hence e q 2 (−X 2 ) is of left type 1/2 on L(γ). It is also of strict left type 1/2 on L(γ).
Indeed, if f ∈ I ∞ γ is an even and nonnegative function then
Hence E q 2 (−X 2 ) is of left type 1 on L(1). It is also of strict left type 1 on L(1) by a similar argument as in (a). ♠ Remark 3.3 Let g ∈ H D R with g(x) = l c l x l and put G(r) := l |c l |r l . (We will repeatedly use this convention.) Note that then also ∂ k g ∈ H D R . Since |c l | ≤ ( p |c p |r p )r −l for every r < R, we can also say that, for every |x| < r < R,
(3.1)
It will be shown in the Appendix that condition (3.1) together with equality of left and right q-derivatives at 0 is equivalent to analyticity. ♠
If g can be continued analytically on a starlike domain Ω centered in 0, then f * γ g is well-defined and analytic on Ω.
Proof: We want to show that (f * γ g)(x) has a convergent power series expansion for |x| < a. Let g(x) := l c l x l . Then direct computation gives
For every r < a and every x ∈ C such that |x| < r one has
for some C > 0. Hence, by dominated convergence, we may invert the order of summation in formula (3.2) so that, for |x| < a, we have
while the power series of (f * γ g)(x) converges absolutely for |x| < a.
Let now g be continued analytically on a starlike domain Ω centered in 0. It can be proved by induction that for every starlike compact set K contained in Ω, |(∂ e g)(x))| ≤ ||g|| K 2 e |x| e (1−q) e for every nonzero x ∈ K, where · K denotes the supremum norm. Let s > 0. Then, for x ∈ K with |x| ≥ s,
Hence, on each set {x ∈ K | |x| > s} with K ⊂ Ω a starlike compact set and s > 0, the series expressing (f * γ g)(x) is uniformly convergent, with E e=0
It follows that f * γ g is analytic on each set {x ∈ Ω | |x| > s} with s > 0. Since we already showed that f * γ g is analytic on {x ∈ C | |x| < a}, this completes the proof.
(q 2 ;q 2 ) k for |x| < 1, and since this has analytic continuation
for every e and k in Z ≥0 . Hence ∂ e g ∈ H D a I ∞ γ . If g ∈ H D a I γ but not necessarily in I ∞ γ , the above conclusion still holds for k = 0 and e ∈ Z ≥0 . Then ∂ e g ∈ H D a I γ . Proof: If e = 0 the statement is trivial. Let e > 0 and g ∈ H D a I ∞ γ . Then for every r ∈ (γ, a) one has:
Hence, by iterating the process we get:
Therefore we get the statement with B = 2G(r)rγ (r−γ) . The conclusion for k = 0 if g ∈ H D a I γ is also clear from the proof.
is always invariant under translation, in the notation of Section IV in [Car98] . In particular, this result will then follow without assuming condition (c) in that Section, since by the above Lemma the partial q-derivatives of g(x) are automatically q-integrable.
♠ We can conclude:
Proof: By Lemma 3.5 we know that γ |∂ e g| ≤ Ad e for some A, d > 0. Hence for some B > 0 we have that |(∂ e g)(ǫq −k γ)| ≤ Bd e q k for every ǫ = ±1 and every e, k ∈ Z ≥0 . Then the proof that f * γ ′ g is well-defined on L(γ) is similar to the second part of the proof of Lemma 3.4. We still have to show that γ |f * γ ′ g| < ∞. By assumption, |µ e,γ ′ (f )| ≤ Cq α 2 e 2 b e for some constants C, b and α > 0. Then
Corollary 3.7 Let f ∈ I ω γ ′ and let g ∈ H D a I γ . Then ∂ k (f * γ ′ g) and f * γ ′ ∂ k g are also absolutely q-integrable on L(γ) for every k ∈ Z ≥0 .
Proof: By Proposition 3.6 we know that f * γ ′ g ∈ H D a I γ . Hence ∂ k (f * γ ′ g) ∈ H D a I γ by Lemma 3.5. By Lemma 3.5 we also know that ∂ k g ∈ H D a I γ , so that f * γ ′ ∂ k g ∈ H D a I γ by Proposition 3.6.
Associativity of q-convolution
The next step will be to investigate associativity. In order to do this, we need to know under which hypotheses (f * γ g) * γ h and f * γ (g * γ h) are well-defined. For f * γ (g * γ h) this was essentially described in Lemma 3.4 and Proposition 3.6, i.e., f and g need to be of left type, and h has to belong to H D or to H D I γ .
In order to understand when (f * γ g) * γ h is well-defined, and to prove associativity, we need to investigate the behaviour of µ e,γ ′ (f * γ g). We will use the following lemmas.
otherwise.
In particular,
Proof: By the braided Leibniz rule we know that
When we apply γ to both sides with f replaced by ∂ a−1 f , then by absolute q-integrability we obtain:
By repeating this procedure we get the statements of the Lemma.
Proof: By Lemma 3.5 X k ∂ j f is absolutely q-integrable on L(γ) for every j and k. By Lemma 4.1 µ k+e,γ (∂ j f ) = 0 unless e + k > j. For e + k > j we have
Lemma 4.3 Let f ∈ H D a I ω γ and let g be defined, together with its q-derivatives, on a domain Ω. Let x ∈ Ω be such that, for some R > 0, |∂ e g(x)| = O(R e ) as e → ∞. Then, for every k ∈ Z ≥0 ,
In particular, the result holds if g ∈ I γ and x ∈ L(γ), or if g is analytic on a starlike domain Ω centered in 0 and x ∈ Ω.
Proof: We know that ∂ k (f * γ g), ∂ k f * γ g and f * γ ∂ k g are well-defined on some disk centered in 0, and that they have convergent power series expansions there. We have:
Proof: Since ∂ l (f * γ ′ g) = f * γ ′ ∂ l g by Lemma 4.3 and ∂ l g ∈ H D a I ∞ γ by Lemma 3.5, we might as well reduce to the case l = 0. Then
for some C, α, b > 0. Again by Lemma 3.5, there exists for any r ∈ (γ, a) a constant B > 0 such that
By the above results we know that for suitable f and g their convolution product f * γ ′ g ∈ H D a I ∞ γ . Next question is then whether f * γ ′ g is of left type too. The answer is positive. We need the following Lemma.
In particular, γ (f * γ g) = ( γ f ) ( γ g).
Proof: By Lemma 4.4 (f * γ g) X k is absolutely q-integrable on L(γ ′ ). Then
Again by Lemma 3.5 and by dominated convergence we may interchange integration and summation over e. Then, by Lemma 4.1:
If γ = γ ′ then, by symmetry, the expression on the right equals µ k,γ (g * γ f ) = q k 2 +k 2 
for some b, c, C, C ′ > 0.
Remark
We have just seen that if f ∈ H D I ω γ,α and g ∈ H D I ω γ ′ ,β then f * γ g ∈ H D I ω γ ′ ,η , where η depends only on α and β and is such that 1 η = 1 α + 1 β . ♠ We are ready to show that our convolution is associative.
Theorem 4.7 Let f ∈ H D I ω γ and g ∈ H D I ω γ ′ . Let h be defined, together with its q-derivatives, on a domain Ω and let x ∈ Ω be such that, for some R > 0, |(∂ e h)(x)| = O(R e ) as e → ∞. Then ((f * γ g) * γ ′ h)(x) = (f * γ (g * γ ′ h))(x). In particular, the equality holds for every x ∈ Ω if h is analytic on a starlike domain Ω centered at 0 and it holds for every
Proof: By the previous results all series involved converge absolutely on a neighbourhood of 0. We will show that the two expressions coincide whenever they are well-defined. On the one hand
where we used equation (4.2) and Proposition 4.4.
On the other hand
The two expressions will coincide if for one of them the double sum is absolutely convergent. This is certainly the case for Proof: Let f ∈ I sω γ,α . Then there are constants C, b > 0 such that
Hence every term of the sum on the left-hand side is dominated by the right-hand side. In particular,
Therefore, if α > 1, or if α = 1 and q j− 1 2 < γb −1 , we have |f (±q −j γ)| = 0 since the left hand side does not depend on r. If 0 < α < 1 then, since the left hand side is independent of r, it will be in particular smaller than the right-hand side evaluated for r :
, and the first statement follows. Next we will prove the converse statement. By boundedness of f on the set {±q j γ | j ≥ 0} it follows that, for some M > 0, we have γ −γ |t k f (t)|d q t ≤ 2Mγ k+1 for all k ∈ Z ≥0 . Then,
for some M 2 , b > 0 and with α := 1 − β −1 , since the infinite sum is dominated by
Remark By Proposition 5.1 the pointwise product of functions f ∈ I sω γ,α and g ∈ I sω γ,β satisfies the estimate
Thus η > 1 2 in all cases. This will be useful for finding examples in connection with commutativity of q-convolution. ♠
Examples
• As a consequence of Proposition 5.1 all functions belonging to H D I sω γ,1 must be of the form f E q 2 (−q 2p γ −2 X 2 ) for some p ∈ Z and some analytic function f . Moreover, functions of strict left type α > 1 must be identically zero.
• The family of functions f c (c > 0) given by f c (z) := e −c(log(z 2 +1)) 2 provides for every α ∈ (0, 1) an example of a function which is of strict left type α on L(γ) for each γ > 0. Indeed, f c ∈ H S 1 , and for every γ > 0 there
• Let E q 2 (−X 2 ) be the function defined by
This function belongs with parameter value 1/2 to a family of entire functions interpolating between e q 2 (−X 2 ) and E q 2 (−X 2 ), see also [Ata96] . By formula (2.3) and Remark 2.4 in [KS92] with z = −q and n = 2k − 1 we have:
Hence, for γ = 1, E q 2 (−(q −k γ) 2 ) = O(q 2k 2 ) as k → ∞, which shows that E q 2 (−X 2 ) is of strict left type 3/4 on L(1). ♠ Proof: This is a consequence of Lemma 4.5 together with the fact that f * γ g depends only on the q-moments µ e,γ (f ) and not on the values of f (x for every γ > 0 and ǫ ∈ (0, 1/2).
Commutativity of q-convolution
We investigate commutativity now. We begin with a lemma.
Lemma 6.1 Let f ∈ H D I sω γ,>1/2 be such that γ f X k = 0 for every k ∈ Z ≥0 . Then f (x) = 0 for every x in some neighbourhood of zero. In particular, if f ∈ H S I sω γ,>1/2 , then f (x) = 0 in each point x where f is analytic.
Proof: Let f have power series f (x) = l a l x l with radius of convergence > γ. Then
Here the third and the fourth equality are justified by dominated convergence. Indeed,
and (use that f has strict left type > 1/2)
Hence |f (x)| 2 = 0 if x = ǫq k γ with k ∈ Z ≥0 and ǫ = ±1. If moreover f ∈ H S I sω γ,>1/2 then f = 0 because it is analytic on a strip and vanishes on a sequence with limit point in the strip.
Remarks
• Note the crucial role of analyticity of f on a strip around R in order to conclude in the above Lemma that f vanishes everywhere on L(γ).
• The proof of the above Lemma showed that for any f ∈ H S the power series of f E q 2 (−q 2 γ −2 X 2 ) is absolutely q-integrable on L(γ). ♠ Theorem 6.2 H S I sω γ,>c is a commutative algebra for every c ∈ [1/2, 1).
Proof: If f, g ∈ H S I sω γ,>c then f * γ g − g * γ f satisfies the hypothesis of Lemma 6.1.
The following Theorem shows that H S 1 I sω γ,1/2 is far from commutative as a q-convolution algebra. Afterwards we give two other examples of noncommutativity. Theorem 6.3 Let g(x) := e q 2 (−x 2 ) (so g ∈ H S 1 I sω γ,1/2 ). Let f ∈ H S I sω γ,>1/2 be an entire function, not identically zero. Then (Q −n f ) * γ g = g * γ (Q −n f ) for n sufficiently large.
Proof: For the discrete q-Hermite II polynomials
the following Rodrigues type formula was given in [Koo97] , formula (8.28):
Also note by formula (II.6) in [GR90] that
It follows that (f * γ e q 2 (−X 2 ))(x) =f (x) e q 2 (−x 2 ) for |Im(x)| < 1. In fact,f is an entire function, which we will show by uniform absolute convergence on compacta of the series definingf (x). Indeed, for k = 2h + ǫ with ǫ = 0, 1:
In combination with Definition 3.1(a) this shows that, for any M > 0, the series ∞ k=0 Φ(x) |µ k,γ (f )| (q;q) k is uniformly convergent in x for |x| ≤ M. Suppose that moreover f ∈ I sω γ . Substitute the q-integral for µ k,γ (f ) (see (1.2)) in equation (6.2). Then we can interchange q-integral and sum in the resulting expression, by combination of the above estimates with Definition 3.1(b). It follows thatf can be seen as a q-integral transform of f with kernel K(t, x):
By equations (6.1) and (2.4) we have K(t, i) = E q (iqt). Thereforẽ
From now on assume that f ∈ I ω γ,>1/2 and entire, not identically zero. For λ = 0 putf
is well-defined for all λ ∈ C and entire in λ. Iff λ (i) = 0 for λ = q n k , where n k → ∞ in Z as k → ∞, thenf λ (i) = 0 for all λ ∈ C. Hence, by Lemma 6.1, f is identically zero, which contradicts our assumption. Thus for n ∈ Z sufficiently large we havef q n (i) = 0, hence (Q −n f ) * γ e q 2 (−X 2 ) = q n e q 2 (−X 2 )f q n does not extend to a function analytic at i. On the other hand e q 2 (−X 2 ) * γ (Q −n f ) is entire by Lemma 3.4. Hence the two products are different.
Remark 6.4 (a) Let f ∈ I sω γ . Then we can express the kernel K(t, x) (defined by (6.3)) also as a q-hypergeometric function:
For the first identity use formula (3.29.12) in [KS96] . For the second identity use formula (III.1) in [GR90] .
(b)
Since there are functions f and g in H S I sω γ,1/2 for which F := f * γ g−g * γ f ≡ 0, there exists a function F ∈ H S I sω γ,1/2 , not identically zero, for which γ F X k = 0 for every k ∈ Z ≥0 . In view of Lemma 6.1 we can state that, for α ∈ (0, 1], the algebra H S I sω γ,α is commutative iff each function f in this algebra is determined by its moments µ e,γ (f ) (e ∈ Z ≥0 ). ♠ It follows from formulas (6.5) and (2.4) that
Therefore, the estimate |g 0 (±γq −k )| = O(q β 2 k 2 c k ) as k → ∞ is valid for some c > 0 if and only if β ≤ 1. This result combined with Proposition 5.1 implies that g 0 is not of strict left type on L(γ).
The vanishing of all q-moments of g 0 can also be seen directly from the formula γ·∞ −γ·∞
x n e q (±ix) d q x = γ·∞ −γ·∞
x n e q 2 (−x 2 )E q (±ix) d q x = 0 (n ∈ Z ≥0 , γ > 0), which follows from formula (8.21) in [Koo97] by substitution of t = ±q −1 . Hence γ·∞ −γ·∞
x n g 0 (x) d q x = Re γ·∞ −γ·∞
x n e q (ix) d q x = 0. ♠ Example 6.6 Define a function g on L(1) by g(±q k ) := (−1) k q k e q 2 (−q 2k ) (k ∈ Z).
Then g cannot be extended to a function in H D since it is alternating on a sequence approaching to zero. On the other hand, |g(±q −k )| = q −k (−q −2k ; q 2 ) ∞ = q k 2 (−q 2 ; q 2 ) k (−1; q 2 ) ∞ = O(q k 2 ) as k → ∞, and |g(±q k )| ≤ 1 if k ∈ Z ≥0 . Hence, by Proposition 5.1 it follows that g ∈ I sω 1, 1 2 . Clearly, µ 2n+1,1 (g) = 0 for all n ∈ Z ≥0 . Furthermore, µ 2n,1 (g) = 2(1 − q) ∞ k=−∞ (−1) k q (2n+2)k e q 2 (−q 2k ) = 2(1 − q) (−1; q 2 ) ∞ 1 ψ 1 (−1, 0; q 2 , −q 2n+2 ) = 0 for n ∈ Z ≥0 , where we used Ramanujan's 1 ψ 1 summation formula, see (II.29) in [GR90] . (C. Berg [Ber98] used the same vanishing case of the 1 ψ 1 in connection with the indeterminate moment problem related to discrete q-Hermite II polynomials.) We conclude that g * 1 f = 0 for every f .
Next we consider f * 1 g for some f ∈ I ω 1 . Since g is not in H D , we cannot use the results of Section 3 in order to be sure that (f * 1 g)(x) is well-defined for suitable x. However, we can reason as follows. From the inequality |(∂h)(x)| ≤ |h(x)|+|h(qx)|
(1−q)|x| for every l, p ∈ Z ≥0 and k ∈ Z. For k such that q k γ < r it follows by (8.1) that ∞ m=0 q m (∂ l+1 g)(ǫq k+m γ) is absolutely convergent. Hence both sides of equation (8.2) converge to a finite limit as p → ∞.
It follows by induction with respect to n that g(x) = n k=0 n k q (1 − q) k x k (∂ k g)(q n−k x). Hence by dominated convergence we can take the limit for n → ∞ and g(x) = ∞ k=0
x k l k Then, since the q-integral is q-periodic, the limit for k → ∞ of c q,γ (±q k γ) = c q (γ), and (∂ p c q,γ )(x) ≡ 0 on L(γ). The power seriesc q (x) is then trivially the constant c q (γ) defined by (2.7). However, the function c q (z) := z e q 2 (−X 2 ), coinciding with c q,γ on every L(γ) for γ > 0, is not analytic. Indeed the limit of c q (x) for x → 0 cannot exist.
• Consider the function f (ǫq k γ) := (−ǫq k γ; q) ∞ on L(γ).
Clearly lim k→∞ f (ǫq k γ) = 1.
One checks that (∂ n f )(ǫq k γ) = q ( n 2 )
(1−q) n (−ǫq k+n γ; q) ∞ so that the limit for k → ∞ is well-defined. The majorization for |(∂ n f )(ǫq k γ)| is clearly verified for every n ∈ Z ≥0 , k ∈ Z and γ > 0. Hence f can be extended to the power series E q (x) = ∞ k=0 q ( k 2 ) x k (q;q) k . Since the limits for k → ∞ of the q-derivatives do not depend on γ, we have checked that E q (x) = (−x; q) ∞ . ♠
