Knowledge-based models are ubiquitous in pure and applied sciences. They often involve unknown parameters to be estimated from experimental data. This is usually much more difficult than for black-box models, only intended to mimic a given input-output behavior. The output of knowledge-based models is almost always nonlinear in their parameters, so that linear least squares cannot be used, and analytical solutions for the model equations are seldom available. Moreover, since the parameters have some physical meaning, it is not enough to find some numerical values of these quantities that are such that the model fits the data reasonably well. One would like, for instance, to make sure that the parameters to be estimated are identifiable. If this is not the case, all equivalent solutions should be provided. The uncertainty in the parameters resulting from the measurement noise and approximate nature of the model should also be characterized. This paper describes how guaranteed methods based on interval analysis may contribute to these tasks. Examples in linear and nonlinear compartmental modeling, widely used in biology, are provided.
Introduction
This paper aims at pointing out system identification [1] [2] [3] as a provider of countless challenging applications for researchers in guaranteed computation.
It is a counterpart to [4] , the goal of which was to point out guaranteed computation as a promising tool for system identification. We would like to explain why, in our opinion, validated numerical methods cannot be dispensed with when dealing with knowledge-based models, to explain how test cases can be built and to show the contributions and limitations of some methods presently available.
Our aim in system identification is to build a model M of a system S, i.e., of a part of the universe that we have decided to consider as a whole, with which we interact through signals. We may act on S via inputs, which are signals known and more or less under control. We endure the action on S of perturbations, which are signals not under control and more or less unknown. We sample outputs, which are measured signals produced by S. Finally, we may be interested in the values taken by state variables, which correspond to internal signals that cannot be observed directly.
A model M of S is a rule to compute quantities that should resemble quantities of interest about S, based on available information. This model often involves a vector p of parameters to be estimated from prior knowledge, and experimental data collected on S. For the sake of simplicity, p will be assumed to be constant, but the methodology to be described can be extended to time-varying parameters. Models may be used, e.g., to deepen understanding (physics, chemistry, biology...), to estimate quantities for which no sensor is available (software sensors), to test hypotheses (fault diagnosis, quality control), to predict behaviors (engineering design, economic forecast), to control processes (adaptive control, optimal control), to process signals (noise reduction, data compression, filtering, interpolation), to train operators (simulators for aircrafts, power plants, patients), etc. There are two extreme types of models: behavioral (or black-box ) models and knowledge-based (or white-box ) models. Actual models are often in between (grey-box models), but extreme situations are worth considering. Typical examples of behavioral models are polynomials, neural networks, Kriging predictors and support vector machines. They merely approximate observed behavior, without requiring prior knowledge on the process generating the data. As a result, they make it difficult to take prior information into account, and have a restricted domain of validity. Their structure can be chosen so as to facilitate parameter estimation and model simulation, but since their parameters have no concrete meaning, the estimated values of these parameters are of no particular interest. This is not the type of models considered in this paper. Knowledge-based models, on the other hand, are built from first principles and aim at much more than just mimicking observed behavior. They cannot be derived without prior knowledge (or hypotheses) and may have a large domain of validity. For knowledge-based models, fitting the data is not enough, and all acceptable parameter estimates should be obtained.
Compartmental models
We shall illustrate the difficulty of parameter estimation for knowledge-based models on compartmental models [5, 6] . Compartmental models are widely used in biology, pharmacokinetics, chemical engineering, etc. They are described by circles and arrows. Each circle represents a tank (or compartment), and the outside is a compartment with a special status, indexed by zero. The ith tank contains a quantity x i of material. The vector of all x i s is the state vector x. Tanks exchange material as indicated by arrows. The flow r ij from Compartment j to Compartment i depends on the values taken by x and p. The flow from the outside to Compartment j is denoted by r j0 . It depends on the inputs u and may depend on the parameters. The model consists of a state equation and an observation equation. The state equation
is trivial to obtain by writing down mass-balance equations for each compart-
Usually the vector r 0 = (r 10 , · · · , r n0 ) T satisfies
so the input u enters linearly in the state equation. The observation equation
expresses how the model outputs relate to state variables. Typical situations for one given output are
(1) is then linear in the state.
An important special case is that of linear compartmental models, where it is usually assumed that the flow leaving a compartment is proportional to the content of this compartment, i.e., r ij (x, p) = k ij x j , where k ij is one of the parameters to be estimated. Then
Together with a linear observation equation (1), this forms a linear model. Note that even if the model is linear, its output is nonlinear in its parameters, because the parameters in F(p) appear in a matrix exponential in the solution for x of the differential equation. This implies that nonlinear estimation is inescapable even for linear knowledge-based models.
Least-squares estimation
Let y be the known vector of all measured system outputs, and y m (p) be the vector of all corresponding model outputs. Parameter estimation then boils down to the determination of p from y. The most classical approach for this purpose is via the minimisation of a cost function, and the most commonly used cost function is the sum of the squares of the differences between y and y m (p), i.e., p = arg min
Because y m is nonlinear in p, this problem can usually not be solved analytically, and one most often resorts to local techniques or to random search, neither of which can guarantee its results. By contrast, deterministic global optimization based on interval analysis, such as Hansen's algorithm [7] , can be used to formulate proven statements about the localization of all global minimizers of the cost function. Consider, for example, the seemingly simple linear compartmental model described by Figure 1 , see [8] .
Its state equation is readily obtained from conservation law as
where
The quantity of material in Compartment 2 is assumed to be observed, so
Assume that there is no input (u ≡ 0) and that the initial condition is
The least-square estimate of p is obtained by minimizing
For sixteen data points and ε = 10 −9 , it takes about one day on a Pentium at 200 MHz to enclose all global minimizers of the cost function in two tiny boxes in parameter space. The existence of two global minimizers of the cost function is not surprising, as it can be proven that this model is only locally identifiable [9] , but it should be stressed that this result has been obtained here without any identifiability study. The disappointing duration of the computation is due to multioccurrences of p in the expression for the cost. The optimization time can be drastically decreased to about 90s via an intermediate parametrization of y m (t i , p) in terms of α(p), λ 1 (p) and λ 2 (p). It should be noted that the parameter uncertainty resulting from the uncertainty in the data has nothing to do with the size of the boxes computed by Hansen's algorithm and remains to be characterized.
Parameter bounding
An attractive alternative to parameter optimisation is parameter bounding, which simultaneously addresses the estimation of the parameters and their uncertainty [10] [11] [12] [13] . In parameter bounding (or set estimation), one looks for the set of all parameter vectors that are consistent with the experimental data, the model structure, and bounds on the errors one is prepared to accept. Each experimental datum y (t i ) is assumed to correspond to some known interval [e i , e i ] of acceptable errors, and p ∈ [p] 0 is deemed acceptable if e i y (t i ) − y m (t i , p) e i for all i = 1, . . . , n y . ×3 leads to the results in Table 1 . Computation was performed on an Athlon 1800+, and based on the closed-form expression (4) of the solution for y m (t i , p). Volume of outer approximation of S 1.7 · 10 −3 4 · 10 −4 1.2 · 10 −4 Table 1 Results using a closed-form expression Figure 3 presents projections of the outer approximation S of S obtained using a closed-form expression with ε = 0.0025. It illustrates the consequences of a lack of global identifiability. An alternative approach, which can be used when no closed-form solution of the model equations is available or when the state equation is uncertain or involves perturbations, is based on a guaranteed numerical integration of the state equation
Parameter estimation then amounts to characterizing
where w is a state perturbation, assumed to be bounded, and u is a known input. We shall assume that the observations satisfy
where p * is the "true" value of the parameter vector, v is some measurement noise also assumed to be bounded and
Sivia requires a tight enclosure of y m (t i , [p]), which in turns requires the integration of a dynamical system with large [p] . The pessimism resulting from the wrapping effect may be so large that for general models, guaranteed numerical integration may become unfeasible in practice. This is not so for the special class of cooperative systems, for which tight enclosures of y m (t i , [p]) are easily obtained.
Definition 1
The dynamical system x = f (x, t) , where f (x, t) is continuous and differentiable is cooperative on a domain D if
Solutions of dynamical systems that can be enclosed between cooperative systems are then easily bracketed using the following theorem.
Theorem 1 ( [16])
Given the model x = f (x, p, w, u) , if there exists a pair of cooperative systems x = f (x, t) and x = f (x, t) such that
An inclusion function for the output y m (t i , [p]) of a model such as that described by (5) can then be obtained through the following steps.
(1) Find a pair of cooperative systems satisfying
with a guaranteed ODE solver [17, 18] , to get
Let us apply this procedure to the previous example. A closed-form expression for y m (t i , p) is then no longer needed, as for any
Since x = f x, p, p, u and x = f x, p, p, u are cooperative, it is then easy to get an inclusion function for y m (t i , p). Using the same interval data as before, Sivia working with inclusion functions obtained using the cooperativity and the guaranteed numerical integration toolbox VNODE [18] now leads to the results summarized in Table 2 . Volume of outer approximation of S 2.5 · 10 −3 6 · 10 −4 Table 2 Results with guaranteed integration
The shape and volume of the solution obtained for ε = 0.005 are similar to those obtained for ε = 0.0025 with a closed-form solution for y m (t i , p). However, the computing time is more than 100 times larger than that required with a closed-form expression.
Assume now that k 01 in (3) is no longer constant, but is described by a Michaelis-Menten model k 01 (x 1 ) = a 1 + bx 1 .
The state equation (2) becomes nonlinear, with
Again, only Compartment 2 is observed, with input and initial conditions as before. It is still easy to obtain an inclusion function based on guaranteed numerical integration, thus bypassing the need for a closed-form solution. For any p ∈ p, p such that p 0, f (x, p, u) can be bracketed between
The two associated systems are cooperative, as p 0, and an inclusion function for y m (t i , p) may again be built by guaranteed numerical integration.
Two sets of data points are now considered. The first one was generated by the same linear model as before. With the initial search box
corresponding to parameters k 12 and k 21 treated as known a priori, Sivia provides an outer approximation S of S whose projection on the (a, b) −plane is described by Figure 4 . By projecting of S on the a and b axes, one gets A second data set was generated by a nonlinear system. Intervals containing the measured outputs of this system are represented on Figure 5 . As b cannot be zero, the second set of data could not have been generated by a linear model, given the bounds on the errors.
Conclusions
Methods based on interval analysis have definite advantages over local iterative methods as far as system identification is concerned. Since no acceptable parameter estimate may escape, structural identifiability studies can be bypassed. Although based on floating-point numerical computations, all statements on the parameter estimates can be rigourously proved. Examples have shown the feasibility of the approach for models defined by nonlinear ODEs, even when no closed-form solution is available for their outputs. When applicable, the concept of cooperativity drastically simplifies the obtention of the required inclusion functions.
If the initial model is already cooperative, as is the case for most compartmental models, the derivation of the two bracketing state-space models is trivial, and may be computed automatically. When it is not cooperative, the derivation is more difficult and may be very conservative. In such a case, Müller's theorem [19] may be used to obtain two bracketing state-space models that are less conservative and can readily be used in the algorithms described here.
