In molecular biology sequence alignment is a crucial tool in studying structure and function of molecules as well as evolution of species. In the segment-to-segment variation of the multiple alignment problem the input can be seen as a set of runs of non-gapped matches (diagonals) between pairs of sequences. Given a weight function that assigns a weight score to every possible diagonal, the goal is to choose a consistent set of diagonals of maximum weight. We show that the segment-to-segment multiple alignment problem is equivalent to a novel formulation of the Maximum Weight Trace (MWT) problem. Solving the generalized MWT (GMWT) problem to optimality therefore improves upon the previous greedy strategies that are used for solving the segment-to-segment multiple sequence alignment problem. We show that the GMWT can be stated in terms of an integer linear program and then solve the integer linear program using methods from polyhedral combinatorics. This leads to a branch-and-cut algorithm for segment-to-segment multiple sequence alignment. Finally we report on our rst computational experience.
Introduction
From a mathematical point of view, the alignment problem is an optimization problem: the goal is to nd a`best' alignment of a given sequence set. Therefore the most important question in sequence alignment is how to de ne what a`good' alignment is. While biologists are able to assess the quality of alignments from experience and knowledge, computer programs need a mathematically de ned objective function or scoring scheme by which alignments can be evaluated. The problem is to nd an objective function that is in accordance with biology in as many situations as possible.
Several objective functions have been proposed for sequence alignment. The most widely used scoring scheme was de ned by Needleman and Wunsch, 1970 . Given a similarity matrix that gives a score to every possible pair of individual amino acid residues, they de ned the score of a pairwise alignment of protein sequences as the sum of similarity scores of aligned MPI f ur Informatik, Im Stadtwald, 66123 Saarbr ucken, Germany y GSF { National Research Center for Environment and Health, Institute of Biomathematics and Biometry, Ingolst adter Landstr. 1, 85764 Neuherberg, Germany.
z corresponding author pairs of residues minus a gap penalty for every gap inserted into the sequences. This objective function is appropriate if sequences are globally related, as is known from daily experience as well as from statistical theory (see BT86, TKF92] MAHD98] have proposed an objective function for sequence alignment that can be applied to both, locally and globally related data sets. This function is based on the comparison of whole segments of the sequences under consideration. We say that an alignment realizes a segment pair if all residues in the segment pair are matched. Therefore we can consider alignments as consistent collections of segment pairs (so-called diagonals since they appear as diagonals in the respective dynamic programming matrix). Here consistency means that an alignment exists such that all segment pairs are realized. A weight function w is used that gives a positive weight score w(D) to every possible diagonal D, and the overall score of an alignment is then de ned as the sum of weights of the diagonals it realizes. The goal in the Complete Maximum Consistent Diagonals (CMCD) problem is then to nd an alignment in which a maximum weight set of diagonals is matched. In the (Sparse) Maximum Consistent Diagonals (MCD) problem we are given a subset of all possible diagonals.
If two sequences are to be aligned, an optimal alignment according to this novel objective function, i.e. a consistent collection of segment pairs with maximum sum of weights, can be found by a modi cation of the well known dynamic programming technique. For multiple sequence alignment a greedy strategy can be employed. In a rst step, all pairwise alignments are constructed. Next, all diagonals contained in one of these pairwise alignments are sorted according to their weights and included one-by-one into the multiple alignment as long as they are consistent with the diagonals already included (see MDW96] for details). An implementation of this algorithm is called DIALIGN (short for DIagonal ALIGNment).
Diagonal with highest weight In the greedy approach, diagonal D 4 is the rst diagonal to be included into the alignment. This prevents the correct alignment of the motif and also leads to a lower overal score of the resulting multiple alignment.
The greedy strategy used in the DIALIGN program works reasonably e cient in terms of computing time and memory. However, this strategy has an inherent disadvantage. Once a diagonal is included into the alignment, it is xed and cannot be removed at a later stage of the algorithm. In Figure 1 , for example, there is a motif contained in all of the three sequences. Diagonal D 4 , however, is not consistent with this motif. Since D 4 is the diagonal with the highest weight, it is contained in the optimal pairwise alignment of sequence 1 and sequence 3, and in the greedy procedure, it is the rst one to be included into the multiple alignment. As a result, the motif cannot be correctly aligned. The resulting multiple alignment would consist of the diagonals D 1 , D 4 , and D 5 and therefore would have a score of 1.9 + 2.6 + 0.2 = 4.7. In contrast, an alternative alignment that would`correctly' align the motif, could consist of diagonals D 1 , D 2 , D 3 , and D 5 , with score of 1.9 + 1.7 + 1.5 + 0.2 = 5.3
In the DIALIGN program, a modi cation of the greedy strategy was used that sometimes helps to exclude`wrong' diagonals from the alignment. Diagonals are not sorted according to their weights, but rather according to so-called overlap weights where motifs occurring in more than two sequences are preferred to motifs occurring in only two sequences (for details, see Morgenstern et al., 1996) . In situations such as the one shown in Figure 1 , this may lead to the correct alignment.
However, to our knowledge, there exists no e cient algorithm that solves the (G)MCD problem to optimality. The main goal of this paper is to show that the (G)MCD problem can be formulated in terms of another multiple sequence alignment problem, the Generalized Maximum Weight Trace (GMWT) problem. The original Maximum Weight Trace problem was introduced in 1991 by Kececioglu Kec91, Kec93] as a model for the nal alignment phase of DNA sequence assembly. In the MWT problem the letters of the k input strings are viewed as vertices V in a judiciously chosen subgraph of the complete k-partite graph G = (V; E). Every edge e 2 G has a positive weight representing the gain of aligning the endpoints of the edge. We say that an alignment realizes an edge if it places the endpoints into the same column of the alignment array. The set of edges realized by an alignment A is called the trace of A, denoted trace(A), and the weight of an alignment is the sum of the weights of the edges that it realizes. The goal is to compute an alignment of maximum weight.
Reinert et al. RLM
+ 97] gave a formulation of the MWT in terms of an integer linear program (ILP). Additionally they showed that an implementation of a branch-and-cut algorithm is able to solve instances of the problem to optimality, the size of which is intractable for dynamic programming based approaches. We will show that the ILP can be modi ed such that the resulting generalized formulation accounts for numerous multiple sequence alignment problems, amongst them the original MWT and the (G)MCD. Solving the GMWT to optimality therefore immediately yields optimal solutions to these problems.
In Section 2 we will show how to generalize the MWT formulation in such a way, that it captures the original MWT problem and the (G)MCD problem. First we give a graphtheoretic characterization of the GMWT in terms of forbidden subgraphs. Then we use this characterization to formulate the integer linear program and sketch the branch-and-cut approach for solving the ILP. In Section 3 we describe in detail two possible ways to generate the input diagonals for the MCD problem. The rst takes a subset of the DIALIGN input, the second takes diagonals from locally optimal alignments with a ne gap costs. Finally we show computational results using an adaption of the branch-and-cut program proposed in RLM
2 The Generalized MWT formulation Let be a nite alphabet and let^ = f?g, where \?" (dash) is a symbol to represent \gaps" in strings. The input of a multiple sequence alignment algorithm is a set S = fS 1 ; S 2 ; : : : ; S k g of k nite strings over the alphabet . In the Generalized Maximum Weight
Trace formulation (GMWT) we view the letters of the strings S i = (s i1 ; : : : ; s in i ) as vertices V in a subgraph of the complete k-partite graph G, in which we allow multiple edges between two nodes. We call this graph the alignment graph. We say that an alignment realizes an edge if it places the endpoints into the same column of the alignment array. The set of edges realized by an alignment A is called the trace of A, denoted trace(A).
In addition the edge set E is partitioned into certain sets T 2 E and each element t 2 T is an integral unit that can be realized by an alignment, that means either all edges in t are realized or none. This implies that the elements of T must itself be a trace. We call the elements in T blocks. Each block t 2 T has a weight w t representing the gain of realizing that block.
In contrast to the MWT formulation the weight of an alignment is now the sum of the weights of all blocks t 2 T that it realizes. The goal is to compute an alignment of maximum weight. Note that the edge set E together with its partition T can encode a variety of di erent alignment formulations. The solution of the GMWT will always yield the multiple alignment that agrees most with the speci c input de ned by the partition T. The following gures show the partitions that model the original MWT and the MCD problem:
The partition into the singletons ffeg j e 2 Eg (see Figure 2) . Here a single edge is the integral unit that can be choosen by an alignment. The edges may stem for example from the superposition of matches occurring in (sub)optimal gobal alignments. This partition corresponds to the original MWT problem.
Alignment graph with 18 edges in E. T is a partition into singleton sets ffe 1 g; : : : ; fe 18 gg. A partition into sets of edges that form a consecutive run of matches (diagonal) (see Figure 3 ). Here several edges are the integral unit. An alignment is required either to realize all or none of the edges in such a unit. The sets may stem for example from matches from optimal local alignments. This partition corresponds to the MCD problem.
A graph-theoretic characterization of the GMWT problem
In this section we give a graph-theoretic characterization of traces in a form that is helpful for expressing GMWT as an integer linear program. First we introduce some notations.
Alignment graph with 16 edges. T is a partition into 4 sets t 1 ; t 2 ; t 3 ; t 4 2 t 1 2 t 2 2 t 3 2 t 4
Figure 3: A partition into four diagonals.
A mixed graph is a tuple G = (V; E; A), where V is a set of vertices, E is a multiset of edges and A is a multiset of arcs. We denote an edge e as an unordered pair of its incident nodes, i.e., e = fu; wg and an arc a as an ordered pair of its source and sink node, i.e., a = (u; v). A path in a mixed graph is an alternating sequence v 1 ; e 1 ; v 2 ; e 2 ; : : : ; v k of vertices and arcs or edges such that either e i = fv i ; v i+1 g 2 E or e i = (v i ; v i+1 ) 2 A, for all i, 1 i < k. A path is called a mixed path if it contains at least one arc in A and one edge in E. A mixed path is called a mixed cycle i the rst and the last vertex on the path is the same. Since a mixed path P (or a mixed cycle C) is determined by the set of arcs and edges in P (respectively in C), we identify paths and cycles by their set of edges and arcs.
It is convenient to extend the alignment graph to a mixed graph G = (V; E; A) by adding a set of directed arcs A = f(s ij ; s ij+1 )j 1 i k; 1 j < n i g:
We call this graph the extended alignment graph (EAG). We call the edges in E alignment edges and and the arcs in A horizontal arcs which are given weight 0.
A mixed cycle R in the EAG G is called critical if for all i, 1 i k, all vertices in R \ S i occur consecutively in R, i.e, a critical mixed path visits every sequence at most once. The extended alignment graph gives us a simple way of testing whether its edge set represents a trace or not by simply looking for a critical mixed cycle in it. Note that the following argument is completely independent from the partition T of the alignment edges. The proof was originally given in RLM + 97] and is repeated here, because it also describes the method with which an EAG without a critical mixed cycle can be transformed into a multiple alignment that realizes its edges. is some i such that the vertices in R \ S i are not consecutive in R. Let y be the rightmost vertex in R \ S i and let Q be the subpath of R starting in y and ending in the next vertex x on R \ S i . If x = y, then either Q or R without the \loop" Q is a mixed cycle smaller than R. If x 6 = y, then Q together with the path of arcs between x and y is a mixed cycle smaller than R. In both cases we have a contradiction. Thus G 0 contains no mixed cycle. Let C 1 , : : : , C m be the connected components of (V; F). De ne a directed graph with vertex set fC 1 ; : : : ; C m g and arc set (C i ; C j ) i there is an arc (x; y) 2 A with x 2 C i and y 2 C j . This graph is acyclic (since G 0 has no mixed cycle) and hence may be sorted topologically. We obtain an alignment that realizes F by making each component a column of the alignment and by ordering the columns as given by the topological ordering. Using Theorem 1 the GMWT problem reads now as follows:
Generalized Maximum Weight Trace problem: Given an EAG G = (V; E; A) and a partition T of E with weights w t 8t 2 T.
Find a set M T of maximum weight such that S t2M t does not induce a critical mixed cycle on G.
The ILP formulation
In this section we give an ILP formulation for the GMWT. We are given an EAG G = (V; E; A) and a partition T 2 E of blocks. Note that the only conditions on T are 1) every t 2 T is a trace, i.e., t does not induce a mixed cycle in G and 2) T is a partition, i.e. any edge in E is contained in exactly one element of T. A feasible set over T is a set M of blocks such that the union U = S t2M t does not induce a mixed cycle in G. In that case U is a trace according to Theorem 1. The incidence vector M for a subset M T is de ned by setting M t = 1 if t 2 M and setting M t = 0 if t = 2 T. We de ne the trace polytope as the ; if e 2 A maps each edge e 2 E to the element of T in which e is contained and each arc a 2 A to the empty set. As a shorthand we write v(C) := fv(e)je 2 Cg, C E A. It is now easy to formulate GMWT as an integer linear program. For every block t 2 T the binary variable x t 2 f0; 1g indicates, whether t is in the solution or not. for a valid inequality fx f 0 that \cuts o " the solution x, i.e, fy f 0 for all y 2 P T (G) and f x > f 0 ; fx j fx = f 0 g is called a cutting plane. The search for a cutting plane is called the separation problem. Any cutting plane found is added to the linear program and the linear program is resolved. The generation of cutting planes is repeated until either an optimal solution is found or the search for a cutting plane fails. In the second case a branch step follows: One generates two subproblems by setting one fractional variable x e to 0 in the rst subproblem and to 1 in the second subproblem and solves these subproblems recursively. This gives rise to an enumeration tree of subproblems. Lower bounds from heuristics or approximation algorithms are used to limit the size of this tree. Even if the program cannot be solved to optimality the value of the actual solution yields a guaranteed error bound on a heuristic solution as for example given by the greedy approach.
The most e ective cutting planes are the ones that de ne facets of the trace polytope P T (G), since these are the constraints that appear in an irredundant description of P T (G) by linear inequalities. Due to the NP-hardness of our problem, we cannot expect to be able to nd a full description of the facial structure of P T (G) by linear inequalities. Nevertheless, a partial description of the facial structure of P T (G) by linear inequalities is useful for the design of a branch-and-cut algorithm. Reinert et al. RLM + 97] described classes of facetde ning inequalities and e cient ways to separate them. One can show that all theorems from the above paper still hold in slightly modi ed form and that the algorithm for the GMWT di ers only in the de nition of the ILP variables. However, due to space limitations the modi ed proofs are not given here.
Computational results
We adopted two ways to generate diagonals as input for the branch-and-cut algorithm. The rst takes the set of diagonals that are computed by DIALIGN. The weight of DIALIGNs greedy solution is used as a lower bound for the branch-and-cut algorithm. In the second approach we compute (sub)optimal local alignments between two sequences that do not share (mis)matches. We call the procedure that produces the diagonals LOCAL. In the following we decribe the two approaches in more detail.
Diagonals computed by DIALIGN:
In the DIALIGN program, the algorithm greedily picks the best diagonal from all possible diagonals which is consistent with previously choosen diagonals. Although this input could be modelled in the GMWT formulation it is far too big. Therefore we input solely diagonals stemming from optimal pairwise alignments, that are consistent in the respective pairwise alignments. The alignments are optimal in the sense of our scoring function, i.e. consistent collections of diagonals with maximum sum of weights, and can be calculated by a modi cation of the usual dynamic programming technique.
The 
Diagonals computed by LOCAL:
In this approach we rst proceed as follows for all pairs of sequences. First we compute an optimal local alignment with a ne gap costs. This naturally gives rise to a number of diagonals by cutting the alignment at the gapped positions and taking the consecutive runs of (mis)matches as a diagonal. Then we continue to compute the next best local alignment between these two sequences that shares no matches or mismatches with alignments already output. We stop this procedure when the length of the local alignments falls below a given value. For a pair of sequences we now have a collection of diagonals stemming from \good" local alignments which is not necessarily consistent but does not share a common (mis)match. Figures 5 and 6 show the result of two runs of our algorithm, which indicate the quality of the two greedy heuristics used in DIALIGN and LOCAL. The rst gure shows an alignment of a set of six globin sequences, where the input was generated using the LOCAL procedure. The second Figure shows an alignment of ten globin sequences, where the input was generated using DIALIGN. In both cases all ve motifs that are used by McClure et al. for evaluating the quality of an alignment are perfectly aligned. Small letters indicate that the respective residue is not contained in any diagonal. Figure 5 shows that the optimal solution of 2067 is much higher than the pure greedy approach taken in LOCAL which yields only a score of 1278. On the other hand, in Figure  6 one can see that the improved greedy approach taken by DIALIGN yields already the optimal solution which is proved by running the branch-and-cut algorithm. In this paper we show how to generalize the Maximum Weight Trace problem in such a way that it captures a host of multiple sequence alignment formulations, amongst them the original MWT and the MCD formulation. The GMWT can be solved to optimality by a branch-and-cut algorithm, which is to our knowledge the rst algorithm that is able to do 
