Traffic signs are basic and important elements in maps. They are related to traffic regulations, profoundly affecting/managing the travel mode of human beings and efficiency of vehicle running. Traffic sign mining technology is applied in many research fields such as traditional map update, high-precision map establishment and automatic driving. Image based traffic sign identification technology has the advantages of low cost and high efficiency over manual processing mode, and traffic sign detection has thus become a significant task with the pacing advancement of autonomous driving. However, many common object detection methods cannot be directly applied to this task, as the size of traffic signs are very small yet they vary considerably. Due to such characteristics, features of traffic signs are difficult to capture, and are harder to discriminate between classes. To address this problem, we proposed a selective feature fusion based Faster R-CNN with Arc-Softmax loss, which optimizes the detection performance from the two following ways: network structure and loss function. We discover that each Faster R-CNN layer is only capable of detecting targets within a certain size range. By carefully selecting and combining different layers' feature maps, we can extract features that effectively represent traffic signs of various sizes. Then, Arc-Softmax loss penalizes the angular distances between the feature vectors of different signs, and their corresponding weight vectors of the last fully connected layers, thereby encouraging intra-class compactness and inter-class separability between learned features. Extensive analysis and experiments on the challenging Tsinghua-Tencent 100K benchmark Permission to make digital
INTRODUCTION
Recent years have witnessed the great success of convolutional neural networks (CNNs) in object detection. The CNN based detection framework such as Faster R-CNN [22] , SSD [18] have achieved state-of-the-arts result on PASCAL VOC [5] or COCO [17] datasets. However, the detection targets in those datasets are universal objects. These objects occupy large proportions of the image, and they possess clearly distinguishable features for different classes. On the contrary, a typical traffic sign is very small and their sizes vary. Therefore, only a few of those detection methods can be directly applied to the task of traffic sign detection. With the development of autonomous driving and unmanned aerial vehicle, detecting small objects accurately has become one of the most challenging problems in the real-world applications.
Many existing popular detection approaches cannot be used for small object detection. In Faster R-CNN [22] , the region proposal network (RPN) generates proposals from the last convolution layer of the feature extraction network, so they have large receptive field, and that they contain rich semantic information. However, due to small size of the traffic signs, a large receptive field is unnecessary as rich semantic information may contain extra noises. This leads to the traffic signs being wrongly classified at times. Moreover, the feature maps generated from the last convolution layer have low resolution, resulting in fewer number of anchors. Therefore, it is difficult to do bounding box regression for all ground truth bounding boxes that have distinctive sizes and locations. In addition, the feature maps are obtained through many instances of pooling and convolutional operation. During pooling operation, the positional information of the ground truth bounding box could be lost, thus making the bounding box regression process harder. Although some research [2, 32] aimed at tackling the problem of small object detection, but they still have their drawback. One way [3] is to increase the input size of the image many times larger. This approach does increase the detection accuracy but it results in heavy time consumption. Some others [4] use a two-step method by training two CNNs for detection and classification independently. But it is not end-to-end trainable, and does not work well when the training data is small. As for traffic sign detection, Zhu et al. [33] collected a large-scale realistic traffic-sign benchmark dataset named Tsinghua-Tencent 100K Dataset. Also, they achieved an impressive result on a CNN build upon the OverFeat [26] framework, but their detection speed is relative slow due to its high computational cost. Li et al. [14] proposed a novel idea: Using perceptual generative adversarial networks [7] to generate super-resolved features for small objects. However, generative adversarial networks are difficult to train and are not applicable to industrial production.
In this paper, we propose a selective feature fusion based Faster R-CNN [22] combined with a Arc-Softmax loss function to detect small traffic signs. Firstly, we carefully select and combine different levels of features in CNN, so that the combined features are effective for representing various traffic signs in the dataset. Secondly, in order to reduce misclassification rate for similar traffic signs, we propose a Arc-Softmax loss function that replaces the original softmax cross-entropy loss. In this way, the angular distances between the learned features and their corresponding weight vectors of the fully connected layers are penalized. Therefore, CNNs are being forced to learn more discriminative features for different classes of traffic signs.
To fully evaluate our proposed method, we compare it with a series of up-to-date approaches that were already tested on Tsinghua-Tencent 100K Dataset [33] . We use mean average precision (mAP), precision rate and recall rate as the evaluating indicators. Result shows that our method achieves the state-of-art performance on this dataset, demonstrating its practicality and robustness on traffic sign detection.
The contributions of this paper are as follows: 1. We proposed a selective feature fusion method based on residual networks (ResNet [9] ), serving as the feature extraction network for detecting small traffic signs.
2. We invented a new loss function, namely Arc-Softmax loss, that encourages the inter-class dispension and intra-class compactness of deep learned features, thus producing a more distinguishable feature for the classifier.
The rest of the paper is organized as follows: in Section 2 we discuss related work. Details of our method are given in Section 3. The experimental results are presented in Section 4. Finally, we give our conclusions in Section 5.
RELATED WORK 2.1 Traffic Sign Detection
Traffic sign detection has become a significant task in autonomous driving. The small size of these traffic signs has made the task difficult, and various methods have been proposed to address this problem. Zhu et al [33] developed a new CNN for traffic sign detection build upon the OverFeat [26] framework. Meng et al [21] break the input images into small patches to a Small-Object-Sensitive-CNN, producing patch-level object detection results for small size traffic signs. Cheng et al [24] used a LOcal COntext based Faster R-CNN (LOCO) approach for traffic sign detection, which utilizes the regional proposal network for proposal generation, and local context information surrounding proposals for classifying. Li et al [14] proposed a new Perceptual Generative Adversarial Network (Perceptual GAN) model that improves small object detection through narrowing representation difference of small objects from the large ones, thereby boosting the overall performance for traffic sign detection.
Feature Fusion Based CNN
In detection and classification task, numerous CNNs have shown that the feature fusion method [27] can greatly increase the capability of feature extraction, thus providing a more promising result. Fu et al [6] proposed a Deconvolutional Single Shot Detector to introduce additional large-scale context in object detection and improve accuracy, they show that using the fusion of multi-scale feature is more preferable than using low-level feature in DNN. Jeong et al [11] analyzed how to use feature maps effectively, and designed a âĂĲrainbow concatenationâĂİ approach for feature fusion. Experiments show that it reduces the number of duplicate bounding boxes generated by SSD, and it also improves the detection mAP. Lin et al. [15] constructed a Feature Pyramid Network based on Faster R-CNN [22] by building high-level semantic feature maps at all scales. This approach combines high-level semantic feature with high resolution low-level features in each block of its backbone network, and it produces prediction on each block independently.
Loss Functions
Loss functions are central to CNN as they define the learning target. The cross-entropy loss with softmax function is widely used since the beginning of machine learning. To the best of our knowledge, there are two main directions for the enhancement of loss functions. On one hand, some people uses metric learning [25, 30] to guide the CNN during training process. For example, Wen et al. [31] proposed center loss that reduces the feature distance between samples within the same class. Liu et al. [19] introduced large-margin softmax loss that increases inter-class distance by forcing an angular margin between different class. On the other hand, some uses a penalty factor to guide CNN to focus on hard samples. Take focal loss [16] for an example, it adds a penalty to the easily classiïňĄed negatives samples, so CNN can give more attention to the hard negatives. Overall, these loss functions all demand a more difficult learning goal than the cross-entropy loss with softmax function does. Therefore, most CNNs can have better performance by using these loss functions.
OUR METHOD
In this section, we explain the details of our selective feature fusion based CNN and Arc-Softmax loss. The former acts as a feature extraction network for region proposal, it is capable of detecting small traffic signs. The latter loss function is designed to further encourages intra-class compactness between the learned features.
Feature Fusion based ResNet for RPN
Before we look into the architecture of our feature fusion based ResNet [9] , we would like to analyze the characteristic, advantages and weakness of using Pure ResNet [9] or using Feature Feature Pyramid [15] ResNet [9] for RPN. Architecture 1 : Pure ResNet for RPN In A, He et al. [9] first put forward the deep residual learning framework. For both the classification and the object detection tasks, they shows that replacing the network of VGG-16 [28] with ResNet-101 [9] can significantly improve on the model performance. However, they often failed to detect small objects like bottles or plants, because the features contain less information as they are extracted from the bottom convolutional layer in ResNet-101 [9] . Despite this, the features of irrelevant objects surrounding the small object may be mixed into the small objects' feature map. Consequently, extracting features from the last convolution layer of ResNet [9] is not a wise choice for detecting small object. Architecture 2 :Feature Pyramid ResNet [9] for RPN Feature pyramid network [15] is designed to detect objects on different scales. The FPN [15] uses high resolution, low-level features and rich semantic, high-level features at the same time. Notice that, the final prediction is performed separately on each fused feature layer, which is different from the conventional feature fusion method. In this way, it achieves the state-of-the-art single-model results on COCO [17] detection benchmark. However, their network cannot be directly adapted to detecting small objects that vary in scales. In traffic sign detection task, large signs are not common, so the feature fused branches for detecting large objects are unnecessary, and they may introduce extra-noises for small objects. Moreover, these branches bring about additional computational complexity as each FPN [15] branch does not share any parameters. Using the TT100K [33] dataset, the input images are of high-resolution (2048 × 2048) and the memory consumes more. Architecture 3 : Our Feature Fusion Based ResNet [9] For RPN Motivated by Hu et al. [10] and Xu et al [29] , we use a selective feature fusion method based ResNet [9] for RPN build upon ResNet (shown in figure 2 ). We find that each layer is best used for extracting features for a certain range of objects. So using pure shallow features is good for detecting small objects. However, despite the fact that nearly half of traffic signs in TT100K have small sizes, the areas among all traffic signs still varies in a large extent. Therefore, we need to carefully combine deeper features so that the corresponding area range is just big enough to cover the common object sizes in the dataset. To do this, we combine the last four layer of feature map to form only one fused feature layer. (Res-Block2+ResBlock3+ResBlock4+ResBlock5). In this way, the features of small objects could also contain both the semantic information and the positional information needed. Compared with using pure ResNet [9] for RPN, we find this modification boosts the detection performance significantly.
3.1.1 Network Details. Our implementation is derived from the publicly available Faster R-CNN [22] implemented by Tensorflow [1] toolbox, but we made a number of significant modifications. Instead of using the ResBlock5 for feature extraction, we upsample the ResBlock5(the feature from resBlock5) to the size of ResBlock4, and conduct a element-wise sum operation with it, resulting in ResBlock45(the combination of ResBlock4 and ResBlock5). Then we do the similar operation with ResBlock45 and ResBlock3... Finally, we have ResBlock2345.
Arc-Softmax Loss
3.2.1 Intuition. Our intuition comes from the probability distribution of data. As shown in figure 3, let θ i defines the angle between the feature vector x i and the weight vector W y i , where W is the weight of the last fully connected layer and y i is the ground truth class label that sample i belongs to. We observed that the θ i forms a Gaussian distribution, and the mean angle value of x i is exactly the angle of W y i (which is zero). Moreover, we observed that the sum of each dimension of W y i and x i is also nearly zero. Therefore, we define the conditional distribution [23] as follows:
where σ θ 2 denotes the variance of θ mentioned above, σ x i 2 and σ W y i represents the variance of x i and W y i respectively.
As is shown in the equation 1, maximizing 
that is:
where n equals to the number of classes in classification task, m equals to the number of samples in training data. N (0|θ, σ 2 ),
However, L2 regularization is often added to CNN, and it is used for penalizing large weights (W y i ); Batch normalization is also added to adjust x i ; So that leaves us the only regularization term θ 2 left. Note that θ 2 can be calculated as follows:
Therefore, this inspired us to add the above regularization term into the final softmax cross-entropy loss.
3.2.2 Definition. Following the notation above, the Arc-Softmax loss is defined as:
In this formula, the first term is the original softmax crossentropy loss, the second term is the angular regularization term that explicitly encourages intra-class compactness. λ is used for choosing the appropriate σ for the Gaussian distribution. It can be also seen as a trade-off between the cross-entropy loss and the angular regularization term.
The proposed Arc-Softmax loss are trainable and can be optimized with standard SGD. In figure 4 , we showed that different value of λ results in distinct Gaussian distribution of the trained features. Note that we do not show the testing accuracy in the form of 2D features above, which is only meant as a rough visual demonstration. Later in this paper, in contrast with original softmax cross-entropy loss, we will show that we can achieve a better testing accuracy by using our Arc-Softmax loss. Discussion 1 : The necessity of using angular constraint If we only use softmax cross-entropy loss to supervise the training process, the embedded features would have a relatively large intraclass variance. Also, if the angular features do follow a Gaussian distribution, the softmax cross-entropy loss cannot guarantee that the resulted features are the best Gaussian distributed features for classification. Therefore, the angular constraint is added to adjust the value of σ for the Gaussian distribution, and to find a better feature distribution for classification. Discussion 2 : Compared with existing losses Based on the original softmax cross-entropy loss, a variety of loss functions are designed to further reduce the intra-class distance and increase the inter-class distance. Center loss [31] minimized the Euclidean distance within the same class. However, features learned by softmax cross-entropy loss obtain an intrinsic angular distribution, so it is more natural to introduce angular margin. L-softmax loss [19] forces a larger cosine distance between different classes, while ours reduces cosine distance within the same class. COCO loss [20] directly minimized the cosine distance by modifying the softmax function, but it calculates the intra-class distance within a minibatch. This is not a wise approach as the feature distribution in a mini-batch cannot represent the feature distribution of the whole training dataset.
EXPERIMENTS 4.1 Datasets and Evaluation Metrics
We evaluate our approach on Tsinghua-Tencent 100K [33] Dataset, which contains 30,000 traffic sign instances. We use all types of traffic signs shown in the TT100K [33] during training, and we ignore the classes whose instances are less than 100 during testing. The evaluation metric is the same as Zhu et.al [33] (mAP@[0.5]). We report our detection performance on 45 classes of traffic signs using precision rate and recall rate. Also, we report our detection performance according to different sizes, including small(area < 32×32), medium(32×32 < area < 96×96) and large(area > 96×96).
Implementation Details
We use the pretrained ResNet-101 [9] model to initialize our backbone network. As for other convolutional layers and fully connected layers, the parameters are all initialized with truncated normal distribution. Note that we use a standard deviation of 0.01 for classification and 0.001 for bounding box regression. The implementation is based on the publicly available Faster R-CNN framework built on the Tensorflow [1] platform.
The whole network is trained with a momentum optimizer on a single Tesla P40 GPU. The value of weight decay is 0.0001. We train the network for 10,000 iterations. The initial learning rate is 0.001, and it decays to 0.0001 at 70,000 iterations. During training, the input image size is 2800 × 2800, the RPN selects 256 object proposals from only one training image during each mini-batch. In each minibatch, 64 of object proposals are foreground that overlap with a ground truth bounding box with at least 0.7 IoU, and the rest are background. In order to find the appropriate anchors for TT100K [33] dataset, we apply k-means [8] algorithm to the ground-truth bounding boxes, and finally fixed the anchor ratios to [0.8, 1, 1.2], and set the anchor sizes to [3, 4, 7, 10, 16] . Moreover, we calculate and subtract the pixel mean for all training images, which is [103, 116, 123] in BGR order. To show the effectiveness of our model, we did not use any data argumentation methods during training. During testing, our feature fusion based Faster R-CNN [22] can process one high-resolution image within 1.2 second.
Performance Comparision
We evaluate our model on TT100K [33] in terms of average recall and accuracy, and we compare our approach with other state-ofthe-arts. First, we use the mean recall and precision for 45 traffic signs as the evaluation metric, it can be seen in table 3 that our method outperforms the previous state-of-the-art method of Zhu et al. [33] and Li et al. [14] , reaching the mean recall as 92.5% and mean accuracy as 93.1%. Then we split the whole testing dataset into three category(small, medium and large), as shown in table 1, we achieved the best detection result on medium and large objects, and a justifiable detection result on small objects. Finally, we show the comparisons of recall and accuracy for each category in table 2. Our method achieves the 100% accuracy while maintaining a high recall in these categories: "il100", "ph4", "pl100", "pr40". In addition, our approach achieves 90%+ recall and accuracy in 28 out of 45 categories. We pick several detection results from the TT100K [33] testing dataset. As shown in figure 5 , due to the high resolution of the images, we had to resize the image to a small scale and expand the key detection region (marked by red rectangles), in order to see the detected traffic signs clearly (marked by the green rectangles). It can be seen that our method can detect and classify small traffic signs accurately.
In the previous work on TT100K [33] dataset, Zhu et al.
[33] used a "OverFeat" based CNN for detection, but it requires data augmentation and a very long detection time; Li et al. [14] achieved a higher detection performance but their "PGAN" is difficult to train. On the contrary, our proposed method is relatively easy to implement, and is also very effective in the real-world dataset.
Ablation Studies
In this section, we demonstrate the effectiveness of our feature fusion strategy and Arc-Softmax loss. We conduct several experiments to show that these modification are essential in detecting small objects like traffic signs.
The Effectiveness of Feature Fusion.
It is effective to combine multiple layers of features during training. Table 4 provides the experiments and results that proves this point. We explore multiscale features extracted from the last layer of each res-block, i.e. (res2cx, res3dx, res4fx, res5cx) in terms of ResNet-101 [9] . We will henceforth refer to these as (res2, res3, res4, res5) features. Note that we did not use Arc-Softmax or other hard sample mining strategy in the following experiments.
Notice that in each row of table 4, the mAP shown in the "All" coloum is always higher than the mAP for "Small", "Medium" and "Large". This is because we confined the predicted bounding boxes to a certain size range. For example, when calculating mAP for small objects, we only count the predicted bounding boxes that is smaller than 32 × 32 pixels. However, if a bounding box is slightly larger than 32 × 32 pixels and it has a IoU >0.5 with a ground truth box, we do not consider this as a correct prediction.
First, we used the single layer feature (res1, res2, res3, res4, res5) as the input to RPN. It shows that res2, res3 and res4 feature is the most capable for detecting small, medium, large objects respectively. This phenomenon is consistent with our understanding that the shallow feature is the most suitable for detecting small objects, whereas deeper feature is the best used for detecting larger objects. Due to the fact that most traffic signs in TT100K [33] dataset have small and medium sizes, using res3 as the RPN input gives us the best detection performance. In conclusion, when using single layer feature, we need to select the feature map that is most capable of detecting objects whose area is most common in the training dataset.
Then, we tried different kinds of feature fusion approaches. We find that combining features from different layers does bring about improvements, compared with using only one of them. However, it does not mean that the more feature we combine, the better performance we would obtain. For example, in table 4, using Res2345 is better than using Res12345. This is because Res1 feature is useful for predicting super small objects, but the dataset contains few of them, so Res1 features would bring much noises in the learning process. We believe that each feature layer is only best at detecting targets within its corresponding range. In figure 6 , we give the number of traffic signs of each size in TT100K. We assume a pattern (In %)   class  i2  i4  i5  il100  il60  il80  io  ip  p10  p11  p12  p19  p23  p26  p27 Faster R-CNN (R)  60  76  80  74  89  77  72  64  62  61  53  73  75  78  81  Faster R-CNN (A)  44  46  45  41  57  62  41  39  45  38  60  59  65  50 In summary, feature layers should be chosen and combined according to samples so that they cover the common area range in the dataset.
4.4.2
The Effectiveness of Arc-Softmax Loss. To fully evaluate the superiority of the Arc-Softmax loss function, we not only apply our proposed loss function into the detection framework, but also test this loss function on public dataset. Results show that the deeplylearned features with Arc-Softmax loss become more discriminative, thus boosting the performance on a variety of classification tasks. In the detection task, we replace the softmax cross-entropy loss with our Arc-Softmax loss. Table 5 shows that we can achieve a better mAP by using Arc-Softmax loss.
In the classification tasks, we test the Arc-Softmax loss on MNIST [13] and Cifar10 [12] datasets. Due to the fact that it is difficult to achieve the state-of-art accuracy on both datsets, we use two toy examples to demonstrate the performance improvement that Arcsoftmax loss produces (ResNet18 [9] for Cifar10 [12] classification task; LeNet [13] for MNIST [13] classification task).
The classification accuracy on Cifar10 [12] and MNIST [13] dataset are shown in figure 7 . It is obvious that simply using the softmax cross-entropy loss (in this case λ is 0) is not a good choice. Properly choosing the value of λ can improve the classification accuracy of the deeply learned features. In order to achieve the best performance improvement on different training tasks, we need to carefully assign λ with distinctive values. For example, setting λ = 0.1 is a good choice for Cifar10 [12] classification; However, we need to increase the value of λ if the training task is easy, such as MNIST [13] classification. Therefore, we have the assumption that, it is the task difficulty that influences the optimal value of λ. Figure 7 : Classification accuracy on MNIST [13] and Cifar10 [12] dataset with different λ for Arc-Softmax loss
APPLICATIONS 5.1 Dataset
Our algorithm has been applied in practical scenarios and achieved significant performance improvement. We set up a dataset (DVR-1000k) to evaluate the performance of the algorithm in a real scenario. The dataset is a set of images taken by vehicle-mounted driving vehicle recorders in dozens of cities in China. The original data size contains 1000 thousands of images, and the resolution of every image is 1080P. The collection scenes of these pictures contain four seasons, all road scenes, morning, noon and evening scenes. Also the occlusion and blur targets are all reserved as shown in the figure 8 .
After we have collected all the images, we conduct data cleansing by throwing out invalid images (black images), deduplicating similar images. Then, we combined image recognition algorithm and manual operation together to label the location and category of traffic signs in every image.
The final retained data size is 300K, among which 50K is the test set, including 1200K test boxes which covering 164 types of traffic signs. There are 16 types of unofficial traffic signs, but the number of common sign categories is 158, which is also greater than the traffic sign types in TT100K dataset.
During the labeling process, we focused on the problem of category imbalance, so we adopted a single-category upper limit method to alleviate the natural imbalance of traffic sign data.
Compared with TT100K, our own dataset are more suitable for evaluating detection methods, because of our dataset has the following properties:
• Lager data size; • More categories covered;
• Various complex scenarios (rainy days, evening, etc.);
Experimental Results for DVR-1000k
The detection results for DVR-1000k can be seen in figure 8 . It shows that, our detection method still works very well, even if there are blurry scenes. We compared the above methods on the dataset. A the algorithm of Li et al. is not completely open source, it can not be directly reproduced. We choose 0.5 as score threshold to output results. Our algorithm achieves higher performance in DVR-1000K. Some experimental results are shown in the table 6.
CONCLUSION
In this paper, we proposed a selective feature fusion based Faster R-CNN [22] with Arc-Softmax loss to address the challenging problem of small traffic sign detection. The overall detection performance is improved from the perspectives of both the network structure and loss function. On one hand, the proposed selective feature fusion based CNN is not only useful of detecting small traffic signs that varies in scale, but also capable of capturing both high-level semantically strong features and low-level positional information. On the other hand, the Arc-Softmax loss encourages inter-class dispension and intra-class compactness for features learned by the CNN. In this way, the features for different classes of traffic signs are more discriminative and easier to be classified. Compared with other methods that has already been evaluated on TT100K [33] dataset, our proposed model achieved the best detection performance, indicating the superiority and robustness of our approach. 
