























ZEROS OF RANKIN–SELBERG L-FUNCTIONS IN FAMILIES
PETER HUMPHRIES AND JESSE THORNER
Abstract. Let Fn be the set of all cuspidal automorphic representations π of GLn with
unitary central character over a number field F . We prove the first unconditional zero
density estimate for the set S = {L(s, π × π′) : π ∈ Fn} of Rankin–Selberg L-functions,
where π′ ∈ Fn′ is fixed. We use this density estimate to prove:
(i) a strong average form of effective multiplicity one for GLn;
(ii) that given π ∈ Fn defined over Q, the convolution π × π̃ has a positive level of distri-
bution in the sense of Bombieri–Vinogradov;
(iii) that almost all L(s, π×π′) ∈ S have a hybrid-aspect subconvexity bound on Re(s) = 1
2
;
(iv) a hybrid-aspect power-saving upper bound for the variance in the discrepancy of the
measures |ϕ(x+ iy)|2y−2dxdy associated to GL2 Hecke–Maaß newforms ϕ with trivial
nebentypus, extending work of Luo and Sarnak for level 1 cusp forms; and
(v) a nonsplit analogue of quantum ergodicity: almost all restrictions of Hilbert Hecke–
Maaß newforms to the modular surface dissipate as their Laplace eigenvalues grow.
1. Introduction and statement of the main result
Let AF be the ring of adèles over a number field F with absolute norm N = NF/Q and
absolute discriminant DF . Let Fn be the set of cuspidal automorphic representations π =⊗
v πv of GLn(AF ), where the (restricted) tensor product runs over all places of F and π is
normalized so that its central character is trivial on the diagonally embedded copy of the
positive reals. Let qπ be the arithmetic conductor of π, C(π) ≥ 1 the analytic conductor of
π (see (3.3)), and Fn(Q) = {π ∈ Fn : C(π) ≤ Q}. The analytic conductor C(π) is a useful
measure for the arithmetic and spectral complexity of π. Our normalization for the central
characters ensures that |Fn(Q)| is finite.
Given π ∈ Fn and π′ ∈ Fn′, let L(s, π × π′) be the associated Rankin–Selberg L-function,
and let π̃ ∈ Fn and π̃′ ∈ Fn′ be the contragredient representations. When π′ ∈ {π̃, π̃′},
work of Brumley [29, Appendix] and the authors [30] shows that there exists an absolute
and effectively computable constant c1 > 0 such that L(s, π× π′) has a “standard” zero-free
region of the shape
(1.1) Re(s) ≥ 1− c1
(n+ n′)3 log(C(π)C(π′)(|Im(s)|+ 3)n[F :Q])
apart from at most one real simple zero. This is comparable to the classical zero-free region
for Dirichlet L-functions. Brumley ([8] and [41, Appendix]) proved a much narrower zero-
free region for all choices of π and π′. The generalized Riemann hypothesis (GRH) asserts
that L(s, π × π′) 6= 0 for Re(s) > 1
2
. Zeros that lie close to the line Re(s) = 1 typically
cause the most damage in applications, and one observes that a zero-free region of the
shape Re(s) ≥ 1 − δ for some constant δ > 0 is often times sufficient to obtain arithmetic
consequences that are commensurate with what GRH predicts.
Since strong zero-free regions for Rankin–Selberg L-functions remain out of reach, it is
useful to show that zeros near the line Re(s) = 1 must be sparse. A suitable quantitative
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formulation can serve as a proxy for a zero-free region of the shape Re(s) ≥ 1 − δ. Famous
consequences of this philosophy include Hoheisel’s proof [27] that pn+1 − pn ≪ p1−1/33000n
(where pn is the n-th prime) and Linnik’s proof [44] that there exists an absolute and effec-
tively computable constant B > 0 and a prime p ≤ qB such that p ≡ a (mod q).
To quantify our notion of “sparse”, we define for σ ≥ 0 and T ≥ 1 the quantity




, T ) is roughly of size T log(C(π)C(π′)T ) via the argument principle and





Nπ×π′(σ, T ) ≪n,n′,[F :Q] (C(π)C(π′)T [F :Q])10
7(n′n)4(1−σ).
follows from work of Soundararajan and Thorner [65, Corollary 2.6]. Therefore, while an
arbitrary Rankin–Selberg L-function L(s, π × π′) does not yet have a standard zero-free
region, the proportion of zeros near the line Re(s) = 1 is vanishingly small. It follows from




Nπ×π′(σ, T ) ≪n,n′,[F :Q] (C(π′)QT [F :Q])10
7(n′n)4(1−σ).
If max{n, n′} ≥ 5, then (1.2) holds under certain unproven progress towards the generalized
Ramanujan conjecture (GRC) (see (3.2)). When n ≥ 1 and π′ ∈ F1 is the trivial represen-
tation, Thorner and Zaman [66, Theorem 1.2] unconditionally proved (1.2). Their methods
are strong enough to prove (1.2) when n ≥ 1 and π′ ∈ Fn′ satisfies GRC.
We prove the first unconditional zero density estimate for any family of Rankin–Selberg
L-functions of the shape {L(s, π × π′) : π ∈ Fn(Q)}.
Theorem 1.1. Let n, n′ ≥ 1 and ε > 0. If 1
2
≤ σ ≤ 1, π′ ∈ Fn′, and Q, T ≥ 1, then
∑
π∈Fn(Q)
Nπ×π′(σ, T ) ≪n,n′,[F :Q],ε (C(π′)QT [F :Q])9(n+1)max{n,n
′}(1−σ)+ε.
Remark. Let S ⊆ Fn (for example, a family of automorphic representations in the sense





Nπ×π′(σ, T ) ≪n,n′,[F :Q],ε (C(π′)QT [F :Q])9(n+1)max{n,n
′}(1−σ)+ε.
If there exists a constant δ = δn,[F :Q] > 0 such that |S(Q)| ≫n,F Qδ, then (1.3) is nontrivial
when σ > 1 − δ
9(n+1)max{n,n′} . Brumley and Milićević [9] proved (among other things) that
|Fn(Q)| ≫n,F Qn+1, but the flexibility of Theorem 1.1 for subfamilies follows from the upper
bound




proved by Brumley, Thorner, and Zaman [10, Theorem A.1].2
1Both [10] and [65] assumed that F = Q. The proofs can be made uniform over other number fields F
with minor modifications.
2In [10, Appendix A], the convention is that the analytic conductor does not include DF -dependence.
Here, we include DF dependence in our definition of the analytic conductor. This is why (1.4) visibly differs
from in [10, Theorem A.1].
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The main new tool required to prove Theorem 1.1 is a large sieve inequality. To describe
this, let n denote an integral ideal in the ring of integers OF of F , and we let µF (n) be the
Möbius function on the integral ideals of OF . Let π ∈ Fn and π′ ∈ Fn′. Let λπ(n) denote the
n-th Hecke eigenvalue of π, let λπ×π′(n) denote the n-th Dirichlet coefficient of L(s, π × π′),
and let µπ×π′(n) denote the n-th Dirichlet coefficient of L(s, π × π′)−1.
We detect zeros of L(s, π × π′)MX(s, π × π′) instead of L(s, π × π′), where





approximates L(s, π × π′)−1. The zero detection process pioneered by Montgomery [52]












In order to provide a strong bound for (1.6) as one averages over π ∈ Fn(Q), one is led to













|b(n)|2, x > QC ,
where b is an arbitrary function and C is a suitable constant.
If n is squarefree and coprime to the product qπqπ′ of the conductors of π and π
′, then
µπ×π′(n) = µF (n)λπ(n)λπ′(n). Therefore, assuming that L(s, π×π′) is well-approximated by
its “unramified squarefree part” in the sense that we have








, Re(s) ≥ 1− δ
for some fixed δ = δn,n′,[F :Q] ∈ (0, 1), where the product is over prime ideals p of OF not
dividing qπqπ′, the sums in (1.5) and (1.6) could be replaced by sums over squarefree integral
ideals coprime to qπqπ′. One might then appeal to recent work of Thorner and Zaman [66,














|b(n)|2, x > Qn2+n|Fn(Q)|.
We could choose b(n) = λπ′(n)µF (n)a(n), where a is another arbitrary function, in which
case λπ(n)b(n) = µπ×π′(n)a(n). Thus, for x > Q
















This would provide us with a version of (1.7) that is perfectly suited for our purposes.
However, without substantial progress3 toward GRC beyond what is known uncondition-
ally, the approximation (1.8) is not yet known hold in a region of the shape Re(s) ≥ 1 − δ
when n and n′ are large. Therefore, we require a large sieve inequality for µπ×π′(n) without
3The uniform bounds θn, θn′ ≤ 14 − δ would suffice. See (3.2).
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the highly convenient restriction to squarefree n. When n is not squarefree, the coefficients
µπ×π′(n) do not exhibit a clean relationship with λπ(n)λπ′(n) that we can exploit. This
renders (1.9) useless for our purposes. Despite this setback, we prove the following result.
Theorem 1.2. Let b be a complex-valued function supported on the integral ideals of OF .































Remark. Theorem 1.2 recovers (1.9) when π′ = 1 and T = 1.
Theorem 1.2 provides the first nontrivial unconditional mean value estimates for the
Dirichlet coefficients λπ×π′(n) or µπ×π′(n) where n and n
′ are allowed to be arbitrary. Theo-
rem 1.2 follows from a more general large sieve inequality (Proposition 4.1) for sequences of
products of Schur polynomials evaluated on the set Aπ(p) of Satake parameters of π. We use
explicit relationships amongst Aπ(p), Aπ′(p), λπ×π′(n), and µπ×π′(n) arising from Cauchy’s
identities to circumvent the need for an approximation like (1.8). The large sieve inequalities
in Theorem 1.2 are not sharp in the Q-aspect, but they are sharp in the length-aspect once
x is a suitably large power of Q (this uses (1.4)) while T is a suitably small power of x. This
suffices to prove Theorem 1.1.
2. Applications
We will now describe some applications of Theorem 1.1.
2.1. Notation. In what follows, we write f ≪ν g, f = Oν(g), and f ≫ν g to denote that
there exists a constant c > 0 such that |f | ≤ c|g| in the stated range. The implied constant
c, which is effectively computable unless otherwise stated, will depend at most on ν, n, n′,
and [F : Q]. The expression f ≍ν g means that f ≪ν g and g ≪ν f . We use ε > 0 to denote
an arbitrarily small quantity that depends at most on n, n′, and [F : Q].
2.2. Strong zero-free region. Let π ∈ Fn and π′ ∈ Fn′. If π′ ∈ {π̃, π̃′}, then L(s, π × π′)
has the standard zero-free region (1.1) apart from a possible Landau–Siegel zero, which must
be both real and simple. In all other cases, it follows from work of Brumley (see [8], [29,
Section 1], and [41, Appendix]) that there exists an absolute and effectively computable
constant c2 > 0 such that L(s, π × π′) 6= 0 in the much narrower region
(2.1) Re(s) ≥ 1− c2
(C(π)C(π′)(3 + |Im(s)|)[F :Q])4n′n .
Theorem 1.1 implies that aside from a few exceptional π ∈ Fn(Q), a much stronger zero-free
region for L(s, π × π′) holds, regardless of whether π′ ∈ {π̃, π̃′}.
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Theorem 2.1. Let ε > 0, A > 0, n, n′ ≥ 1, and π′ ∈ Fn′. For all except OA,ε((C(π′)Q)ε) of






19nmax{n, n′} log(C(π)C(π′)(3 + |Im(s)|)[F :Q]) if |Im(s)| ≤ C(π)
A,
c2
(C(π)C(π′)(3 + |Im(s)|)[F :Q])4n′n if |Im(s)| > C(π)
A.
Remark. The same conclusion holds when Fn(Q) is replaced by a subfamily S(Q) that grows
polynomially in Q.
2.3. Effective multiplicity one. Let π, π′ ∈ Fn(Q) have (restricted) tensor product rep-
resentations π =
⊗





v. Assume GRH for L(s, π × π̃) and L(s, π × π′)
and that πp and π
′
p are tempered for all prime ideals p|qπqπ′. If Y = (logQ)2 and πp ∼= π′p
p ∤ qπqπ′ with Np ≪ Y , then π = π′. Graham and Ringrose [24] proved that primitive
Dirichlet characters to modulus at most Q are not determined by their values at primes
p ≤ (logQ) log log logQ. This is can be extended to GL2 via work of Humphries [28, Section
6.2] and a twisting argument. Therefore, we expect Y ≪ε (logQ)1+ε to suffice.
Brumley [8], improving on work of Moreno [53], showed that there exists a constant Bn > 0
such that one may take Y = QBn with no assumptions of GRH or temperedness. This result
makes effective the multiplicity one theorems of Jacquet and Shalika [35, Theorem 4.8] and
Piatetski-Shapiro [60]. Currently, any fixed Bn > 2n suffices [45].
When n = 2, we have an average result that is commensurate with what GRH predicts.
Specifically, let F♭2 be the subset of π ∈ F2 with squarefree conductor and trivial central
character, and let π′ ∈ F♭2. For all ε > 0, there exists an effectively computable constant
Nε > 0, depending at most on ε and [F : Q], such that
(2.2) |{π ∈ F♭2(Q) : πp ∼= π′p for all p ∤ qπ with Np ≤ (logQ)Nε}| ≪ε Qε.
In particular, the implied constant does not depend on π′. This was proved by Duke and
Kowalski [17, Theorem 3] when F = Q in a stronger form under the assumption of GRC.
See Brumley’s Ph.D. thesis [7, Corollary 5.2.2] for a proof that does not use GRC.
If π ∈ F2 and π̃ ∈ F2 is the contragredient representation, then π ⊗ π̃ exhibits an isobaric
decomposition 1⊞ Ad2π, where Ad2π is the adjoint square lift of π from GL2 to GL3. The
arguments in [7, 17] rely on two key properties of Ad2π for π ∈ F2:
(1) Gelbart and Jacquet [20] proved that Ad2π is an isobaric automorphic representation
of GL3(AF ), complete with a comprehensive criterion by which one can determine
whether Ad2π is cuspidal (and hence lies in F3).
(2) If F♭2(Q) ⊆ F2(Q) is the subset of nondihedral π, then the preimage of the map
Ad2 : F♭2(Q) → F3(Q2) has cardinality Oε(Q1/2+ε) for all ε > 0.
In generalizing the strategy of Duke and Kowalski to GLn for n ≥ 3, one encounters some
deep open problems. If π ∈ Fn, then for Re(s) sufficiently large, L(s, π × π̃) factors as
ζF (s)L(s, π,Ad
2), where Ad2 is the adjoint square lift from GLn to GLn2−1 and ζF (s) is the
Dedekind zeta function of F . Apart from some special cases, the following obstacles arise:
(1) The adjoint square lift is not yet known to be automorphic for n ≥ 3, and if it were,
there is no known criterion for cuspidality.
(2) It is not known when the preimage of the lifting Ad2 : Fn → Fn2−1 is small.
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Despite these setbacks, we can use Theorem 2.1 to prove a GLn analogue of (2.2) when
π′ is fixed. In fact, using recent work of the authors [30], we can allow C(π′) to grow mildly
with Q while keeping all implied constants effective.
Theorem 2.2. Let ε > 0, n ≥ 1, and π′ ∈ Fn. Let Q be sufficiently large with respect to




|{π ∈ Fn(Q) : πp ∼= π′p for all p ∤ qπqπ′ with Np ≤ (logQ)41n
2/ε}| ≪ε Qε.
Remark. The same conclusion holds when Fn(Q) is replaced by a subfamily S(Q) that grows
polynomially in Q.
The proof is very flexible. For instance, if ε > 0 and C(π′) ≪ε Qc3ε
2/(n4[F :Q]2), then the
same proof with minor changes in choices of parameters produces the bound
|{π ∈ Fn(Q) : πp ∼= π′p for all p ∤ qπqπ′ with Np ≤ Qε}| ≪ε Qε.
While the number of p for which one needs to check that πp ∼= π′p is larger, the range of C(π′)
is greatly extended, and the threshold Np ≤ Qε (reminiscent of Vinogradov’s conjecture on
the size of the least quadratic nonresidue) still greatly improves on Np ≪ε Q2n+ε from [45].
2.4. Automorphic level of distribution. Let Λ(m) be the von Mangoldt function, equal
to log p ifm is a power of a prime p and zero otherwise. The celebrated Bombieri–Vinogradov
theorem states that if θ < 1
2


















This may be viewed as an average form of GRH for Dirichlet L-functions. As part of his
proof [6], Bombieri proved a strong form of the zero density estimate in Theorem 1.1 for
Dirichlet L-functions. We call any θ for which (2.3) holds a level of distribution for the
primes. Elliott and Halberstam conjectured that any fixed θ < 1 is a level of distribution for
the primes.
Number theorists have proved several interesting extensions and variations of (2.3). For
example, Murty and Murty [55] proved that primes in the Chebotarev density theorem have
a positive level of distribution. To describe a different direction for automorphic represen-
tations over Q, we let m ≥ 2 and consider π ∈ Fn with conductor qπ. Let Λ(m) be the von

















, Re(s) > 1.
Note that aπ(p) = λπ(p). For fixed θ <
1
n2−2 , Wong [71, Theorem 9] proved that if π satisfies
GRC and L(s, π × (π̃ ⊗ χ)) has no Landau–Siegel zero for all primitive Dirichlet characters





















This conditionally endows π × π̃ with a positive level of distribution θ. In particular, (2.4)
holds unconditionally (with θ < 1
2
) for π associated to nondihedral holomorphic cuspidal
Hecke eigenforms on congruence subgroups of SL2(Z).
Let π ∈ Fn. Using Theorem 1.1, we unconditionally endow π× π̃ with a notion of positive
level of distribution. In particular, we avoid recourse to unproven progress toward GRC or
the absence of Landau–Siegel zeros.






































The implied constants are ineffective.
Remark. The theorem remains the same when |aπ(m)|2 (respectively |λπ(p)|2) is replaced
by aπ×π̃(m) (respectively λπ×π̃(p)). Also, the theorem remains the same when the sum over
m (respectively p) has the additional constraint that m (respectively p) is coprime to qπ.
With additional work, the condition that gcd(q, qπ) = 1 can be removed under the additional
hypothesis that π 6= π ⊗ χ for all primitive quadratic Dirichlet characters.
In addition to Theorem 1.1, we also require a standard zero-free region and some under-
standing of possible Landau–Siegel zeros associated to the twists L(s, π×(π̃⊗χ)) as χ varies
among primitive Dirichlet characters. A standard zero-free region for L(s, π× π̃) (apart from
a possible Landau–Siegel zero) has been known for a long time when π = π̃ (see [53], for
example), but such a zero-free region when π 6= π̃ was only recently proved by the authors
[30]. Informed by the ideas therein, we prove the following result, which appears to be new
to the literature and might be of independent interest.
Theorem 2.4. Let Q ≥ 3 and π ∈ Fn. There exists an effectively computable constant
c4 = c4(π) > 0 such that for all primitive Dirichlet characters χ (mod q) with q ≤ Q and
gcd(q, qπ) = 1 apart from at most one exception, the L-function L(s, π × (π̃ ⊗ χ)) does not
vanish in the region
Re(s) ≥ 1− c4
log(Q(|Im(s)|+ 3)) .
If the exceptional character χ1 (mod q1) exists, then L(s, π× (π̃⊗χ1)) has at most one zero,
say β1, in this region; β1 is both real and simple; and χ1 must be quadratic. Moreover, for
all ε > 0, there exists an ineffective constant cπ(ε) > 0 such that β1 ≤ 1− cπ(ε)q−ε1 .
Remark. Theorem 2.4 implies that if π ∈ Fn satisfies π̃⊗ψ 6= π for all primitive characters ψ
of order at most 2, then each L-function in the family {L(s, π × (π̃ ⊗ χ)) : χ quadratic} has
a standard zero-free region and is of the form L(s, π1 × π2) with π2 /∈ {π̃1, π̃2}. This appears
to be the first such infinite family of GLn ×GLn Rankin–Selberg L-functions when n ≥ 3.
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2.5. Bounds for Rankin–Selberg L-functions. It is a classical problem for Dirichlet
L-functions to find strong bounds on the critical line Re(s) = 1
2
. The Phragmén–Lindelöf
convexity principle shows that if qχ is the conductor of a primitive Dirichlet character χ, then
|L(1
2
, χ)| ≪ q1/4; improving this bound by replacing 1/4 with a smaller exponent is known as
a subconvex bound. The multiplicative version of the classical large sieve inequality combined
with an approximate functional equation shows that for almost all χ, we have the bound
|L(1
2
, χ)| ≪ε qεχ for all ε > 0, consistent with the generalized Lindelöf hypothesis (GLH). Up
to the explication of the ε, the bound |L(1
2
, χ)| ≪ε qεχ is optimal and follows from GRH.
For π ∈ F2, GLH predicts that |L(12 , π)| ≪ε C(π)ε. Michel and Venkatesh [49] proved
that there exists a fixed positive δ > 0 such that |L(1
2
, π)| ≪F C(π)1/4−δ. When F = Q, a
sharp mean value estimate for Hecke eigenvalues proved by Deshouillers and Iwaniec [16],
in conjunction with the approximate functional equation, implies the bound |L(1
2
, π)| ≪ε
(qT )ε for almost all π ∈ F2 of arithmetic conductor q, trivial central character, and whose
archimedean part C(π)/q of the analytic conductor C(π) lies in the dyadic interval [T, 2T ].
For π ∈ Fn with n ≥ 3, the best uniform result towards the bound |L(12 , π)| ≪ε C(π)ε
predicted by GLH is that of Thorner and Soundararajan [65, Corollary 2.7], namely
(2.5) |L(1
2





We mention three results that improve on (2.5) in an average sense, each having complemen-
tary strengths. Jana [36, Theorem 6] extended the GLH-on-average bound of Deshouillers
and Iwaniec to the family of cuspidal automorphic representations of GLn(AQ) of arithmetic
conductor 1. Blomer [4, Corollary 5] proved the corresponding result for the family of cuspi-
dal automorphic representations of GLn(AQ) of a large given arithmetic conductor q, trivial
central character, and whose archimedean components are principal series representations
such that the associated Laplace eigenvalue is bounded. Thorner and Zaman [66, Theorem
1.3] proved that there exists a constant c5 = c5(n, [F : Q]) > 0 such that if 0 ≤ δ ≤ 1, then




1016n3 }| ≪ |Fn(Q)|δ.
Unlike the preceding results, (2.6) is uniform in both the arithmetic conductor and spectral
aspects, but the savings over (2.5) is not comparable to GLH on average.
Given π ∈ Fn and π′ ∈ Fn′, the best bound for Rankin–Selberg L-functions on the critical
line is due to Soundararajan and Thorner [65, Corollary 2.7], who proved when F = Q that
(2.7) |L(1
2
, π × π′)| ≪ |L(3
2




(logC(π × π′))1/(1017(n′n)3) .
The best general upper bound that is currently known for |L(3
2
, π × π′)|2 is larger than any
fixed power of logC(π × π′) [42, Theorem 2]. The factor of |L(3
2
, π × π′)|2 can be removed
under partial progress toward GRC, which is available in some special cases. The bound
|L(1
2
, π × π′)| ≪ε (C(π × π′))ε is predicted by GLH.
In order to improve (2.7) on average with uniformity in π and π′, one might first try to
mimic the approach that worked well for Dirichlet L-functions and GL2 L-functions using
trace formulae, approximate functional equations, the spectral large sieve, Voronŏı summa-
tion, etc. While such methods have seen great success for GLn × GLn′ with n, n′ ∈ {1, 2},
suitably uniform and flexible versions of these tools do not appear to be available yet in the
general setting. Using a period integral approach that completely avoids the aforementioned
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tools, Blomer [3, Theorem 2] proved an optimal second moment bound for |L(1
2
, f × g)| in
the special case where f and g are extremely “spectrally close”. Here, f is a tempered,
spherical Hecke–Maaß newform for the group SLn(Z) with spectral parameter ~νf ∈ iRn−1
and g varies over an orthogonal basis B of tempered Hecke–Maaß newforms g for the group
SLn(Z) with spectral parameters ~νg ∈ iRn−1 satisfying ‖~νf − ~νg‖ ≤ 1; this last condition
ensures that f and g are spectrally close, so that the analytic conductor of f × g exhibits
extreme conductor-dropping. A consequence of Blomer’s result is that if δ > 0 and ε > 0,
then
(2.8) |{g ∈ B : ‖~νf − ~νg‖ ≤ 1, |L(12 , f × g)| ≥ ‖~νf‖
δ}| ≪ε ‖~νf‖1−2δ+ε.
Since |{g ∈ B : ‖~νf − ~νg‖ ≤ 1}| ≍ ‖~νf‖ by Weyl’s law for SLn, the generalized Lindelöf
hypothesis for |L(1
2
, f × g)| holds on average over the g that are spectrally close to f .
Along the same lines as (2.6), we use Theorem 1.1 to prove the following result.
Theorem 2.5. Let n, n′ ≥ 1 be integers, and let π′ ∈ Fn′ and t ∈ R. Let C(π × π′, t)
be defined as in (3.8). For all ε > 0, there exists an effectively computable constant c6 =
c6(n, n
′, [F : Q], ε) > 0 such that
|{π ∈ Fn(Q) : |L(12 + it, π × π




1011nmax{n,n′}}| ≪ε (C(π′)(3 + |t|)[F :Q]Q)ε.
Remark. The same conclusion holds when Fn(Q) is replaced by a subfamily S(Q) that grows
polynomially in Q.
In contrast with Blomer’s work, Theorem 2.3 provides a much smaller power-saving im-
provement over (2.7), but the improvement is uniform in the arithmetic conductor and
spectral aspects. The exceptional set in Theorem 2.5 is a much smaller than that of (2.8).
Finally, Theorem 2.5 removes the requirements that π and π′ be “spectrally close”, F = Q,
n = n′, and qπ = qπ′ = 1.
2.6. Hybrid-aspect averaged discrepancy bounds. Shnirelman [67], Colin de Verdière
[15], and Zelditch ([74] in the compact case, [75] in the noncompact case) proved the quantum
analogue of geodesic flow on a finite volume Riemannian manifold X being ergodic. To be
more specific, let ∆ denote the Laplace–Beltrami operator on X , and let (ϕk)
∞
k=1 be an
orthonormal basis of L2-integrable eigenfunctions of ∆. Let λk be the Laplace eigenvalue
of ϕk; we may order (ϕk)
∞
k=1 so that (λk)
∞
k=1 is monotonically nondecreasing. Consider the
probability measures dµk := |ϕk|2dµ, where dµ is the volume form on X . If the geodesic flow
on the unit cotangent bundle is ergodic (which happens, for instance, when X has negative






when A is a “nice” set (e.g., compact sets with smooth boundary or geodesic balls). This






when X has negative curvature, which would alleviate the need to pass to a density one
subsequence. This has been termed quantum unique ergodicity.
Let Γ = SL2(Z). The orbifold Γ\H has attracted much attention because of its arithmetic
structure. The volume form dµ(z) is the measure y−2 dx dy (where z = x+iy), and µ(Γ\H) =





k=1 denote an orthonormal basis of Maaß cusp forms satisfying ∆ϕk(z) = λϕϕk(z),





). We may diagonalize the space of Maaß cusp forms so that we
may take each ϕk to be a newform. Necessarily, each such ϕk is an eigenfunction of all Hecke
operators and the involution ϕk(z) 7→ ϕk(−z). We call such an eigenfunction a Hecke–Maaß
newform. It is expected that the cuspidal spectrum of Γ\H is simple, in which case every
Maaß cusp form is a Hecke–Maaß newform.
Let 1B be the indicator function for an injective geodesic ball B in Γ\H, and for a prob-
ability measure ν on Γ\H, define the discrepancy







If D(µk) → 0 as k → ∞, as predicted by the quantum unique ergodicity conjecture, then
the measures dµk converge in the weak-* topology to (3/π)dµ. The rate of decay of D(µk)
as k → ∞ then quantifies the rate of convergence. Watson’s thesis [69] shows that GLH










for every fixed injective geodesic ball B ⊆ Γ\H. Young refines this by explicating the
dependence on B in the error term in (2.10) under the assumption of GLH [73, Proposition
1.5]. In particular, he conditionally proves small scale quantum unique ergodicity, namely
that the error term in (2.10) is smaller than the main term so long as µ(1B) is a little
larger than λ
−1/6
k . Moreover, even if µ(1B) is smaller than λ
−1/6
k , he obtains bounds for
the error term in (2.10) uniform in B that are strong enough to imply the optimal bound
D(µk) ≪ε λ−1/4+εk , thereby resolving under GLH a conjecture of Luo and Sarnak [48, p. 210].
Unconditionally, there are no known individual bounds D(µk) other than the work of




with an unspecified rate of convergence. On the other hand, unconditional bounds for D(µk)
on average are quite strong. Luo and Sarnak [48, Theorem 1.5] proved a strong quantitative











Chebyshev’s inequality then implies that for fixed positive real numbers α and β satisfying
2α + β < 1/21, we have that D(µk) ≤ λ−αk for all ϕk with λk ≤ T outside of an exceptional
set of density T−β.
For an integer q ≥ 1, consider the orbifold Γ0(q)\H associated to the congruence subgroup
Γ0(q) of SL2(Z). Let ϕ be a weight zero Hecke–Maaß newform of level qϕ on Γ0(qϕ)\H with
trivial nebentypus and Laplace eigenvalue λϕ > 0. The pushforward to Γ\H of the L2-mass






for each bounded measurable function H on Γ\H. We use a slightly weaker though more
convenient variant of Theorem 2.5 (see Corollary 6.1 below) to prove the following result.
Theorem 2.6. Let ϕ denote a Hecke–Maaß newform with trivial nebentypus, Laplace eigen-






2 ≪ Q− 11013 .
The implied constant is ineffective.
Remark. The implied constant is ineffective because in order to bound the contribution from
the dihedral ϕ ∈ F (Q), we need Siegel’s ineffective lower bound for L-functions at s = 1
associated to primitive quadratic Dirichlet characters.
The numerical quality of the power savings in (2.11) relies heavily on the aforementioned
mean value estimate for the (spectrally normalized) Fourier coefficients of Maaß cusp forms
on Γ\H with λϕ ≤ Q proved by Deshouillers and Iwaniec [16]. Their result is uniform in the
level q, but the proof of Theorem 2.6 requires a large sieve inequality that averages over a
larger family, namely the weight zero Hecke–Maaß newforms ϕ with Laplace eigenvalue λϕ
level qϕ satisfying λϕqϕ ≤ Q (cf. [32, Problem 7.25]). The only unconditional GL2 large sieve
inequality that exhibits such uniformity is (1.9); unfortunately, the Q-dependence is not
strong enough to prove Theorem 2.6 using the approach in [48],4 which involves a spectral
expansion with respect to a basis of incomplete Eisenstein series and incomplete Poincaré
series. Our approach, which involves a spectral expansion with respect to a basis of unitary
Eisenstein series and Hecke–Maaß newforms, is well-suited for an application of Theorem 2.5.
2.7. Nonsplit quantum ergodicity. Let E = Q(
√
D) be a real quadratic field with narrow
class number 1, and let (φj)
∞
j=1 be an orthonormal basis of Hilbert Maaß cusp forms on
SL2(OE)\H×H. Consider the signed measure dµj(z) := φj(z, z) dµ(z) on Γ\H obtained by
restricting the function φj(z1, z2) on SL2(OE)\H × H to the diagonal embedding of Γ\H.











Our final application pertains to the following conjecture regarding the signed measures dµj.




Here C(Asφj) denotes the archimedean part of the analytic conductor of the Asai transfer
Asφj of φj, as introduced in [1]. It is given by
(2.13) C(Asφj) := (3 + |t1,j + t2,j |)2(3 + |t1,j − t2,j |)2,
where t1,j, t2,j are the two archimedean spectral parameters of φj .
This conjecture may be thought of as a nonsplit analogue of quantum unique ergodicity in
configuration space for Γ\H, where the restriction of a Hilbert Maaß cusp form φj(z1, z2) on
SL2(OE)\H × H to the diagonal embedding of Γ\H replaces the restriction of ϕk(z1)ϕk(z2)
4When n = 2, the Q-dependence in (1.9) can be improved slightly using progress toward GRC that is
only available for π ∈ F2. This improvement still leaves much to be desired in the Q-aspect.
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on Γ\H×Γ\H to the diagonal embedding of Γ\H, where ϕk is a Maaß cusp form on Γ\H. As
we show in Lemma 9.1, if φj is additionally an eigenfunction of all the Hecke operators, then
µj(Γ\H) = 0 except on the rare occasion that φj is the base change of a Hecke–Maaß newform
on Γ0(D)\H of level D and nebentypus χD, the primitive quadratic character modulo D.
Thus, Conjecture 2.7 may be interpreted as stating that the restriction of a Hilbert Hecke–
Maaß newform φj to Γ\H dissipates, rather than equidistributes, as C(Asφj) → ∞ apart
from when φj is a base change.
Conjecture 2.7 seems out of reach by current methods. When φj is the base change of
a cuspidal holomorphic Hecke eigenform of even weight k and H is a fixed Hecke–Maaß
newform, Nelson has shown that the analogue of (2.12) holds as k → ∞ [58, Theorem B].
His method is also valid when φj is the base change of a Hecke–Maaß newform provided one
additionally assumes GRC, but no longer applies when φj is not a base change.
A natural weakening of Conjecture 2.7 is the conjecture that there exists a density one
subsequence φjn for which (2.12) holds for allH ∈ Cb(Γ\H); this in turn may be thought of as
a nonsplit analogue of quantum ergodicity, as described in Section 2.6. We use Corollary 6.1
to prove the following result towards this, where we instead first fix a nice test function H
and then show that, apart from a very small number of exceptional Hilbert Hecke–Maaß
newforms φj, |Dj(H)| decays polynomially in C(Asφj).
Theorem 2.8. Fix H ∈ C∞c (Γ\H) and ε > 0. Let (φj)∞j=1 be an orthonormal basis of Hilbert
Hecke–Maaß newforms, and for Q > 1, let FAs(Q) := {φj : Q ≤ C(Asφj) ≤ 2Q}. Then for
all 0 < δ < 1
2
· 10−12ε, we have that




As we point out in Lemma 9.7, Theorem 2.8 is nontrivial once ε < 1
2
. We emphasize
that in Theorem 2.8, the density one sequence is dependent on the choice of test function
H ∈ C∞c (Γ\H), in contrast to classical quantum ergodicity results. One would like to
overcome this via a diagonalization and approximation argument, as in [74, Section 6].
Unfortunately, there is a major hindrance in our setting: µj is a signed measure, rather than
a probability measure. A diagonalization and approximation argument would require strong
control over the total mass of the measure |µj|, which we presently lack.
There is also an analogue of Conjecture 2.7 when D < 0, so that E is an imaginary
quadratic field and φj is a Bianchi Maaß cusp form. We explain in Section 9.4 how the same
methods allow one to prove a nonsplit quantum ergodicity result in the imaginary quadratic
case akin to Theorem 2.8.
Overview of the paper. In Section 3, we recall basic properties of standard L-functions
and Rankin–Selberg L-functions that we will use in our proofs. In Section 4, we prove
Theorem 1.2 along with a corollary on mean values of Dirichlet polynomials, which is the
crux of our proof of Theorem 1.1 in Section 5. We then prove Theorems 2.1 and 2.5 in
Section 6, Theorem 2.2 in Section 7, Theorem 2.6 in Section 8, Theorem 2.8 in Section 9,
and Theorems 2.3 and 2.4 in Section 10.
Acknowledgements. We thank Yao Cheng, Gergely Harcos, Subhajit Jana, and Rizwanur
Khan for helpful comments.
13
3. Properties of L-functions
We recall some standard facts about L-functions arising from automorphic representations
and their Rankin-Selberg convolutions. See [8, 21, 34, 50, 65].
3.1. Standard L-functions. Given π ∈ Fn, let π̃ ∈ Fn be the contragredient representa-
tion and qπ be the conductor of π. We express π as a restricted tensor product
⊗
v πv of
smooth admissible representations of GLn(Fv), where v varies over places of F . When v is
nonarchimedean and the prime ideal p corresponds with v, then the local L-function L(s, πp)
is defined in terms of the Satake parameters Aπ(p) = {α1,π(p), . . . , αn,π(p)} by










We have αj,π(p) 6= 0 for all j whenever p ∤ qπ, and when p|qπ, it might be the case that there










The Euler product and Dirichlet series converge absolutely when Re(s) > 1.







Γv(s+ µj,π(v)), Γv(s) :=
{
π−s/2Γ(s/2) if Fv = R,
2(2π)−sΓ(s) if Fv = C.
Luo, Rudnick, and Sarnak [47] and Mueller and Speh [54] proved that there exists θn ∈
[0, 1
2
− 1/(n2 + 1)] such that we have the uniform bounds
(3.2) |αj,π(p)| ≤ Npθn and Re(µj,π(v)) ≥ −θn,
and GRC asserts that in (3.2), one may take θn = 0. We have qπ = qπ̃, and for each p and
each v, we have the equalities of sets {αj,π̃(p)} = {αj,π(p)} and {µj,π̃(v)} = {µj,π(v)}.
Let rπ be the order of the pole of L(s, π) at s = 1. The completed L-function
Λ(s, π) = (s(s− 1))rπ(DnFNqπ)s/2L(s, π)L(s, π∞)
is entire of order 1, and there exists a complex number W (π) of modulus 1 such that for all
s ∈ C, we have the functional equation
Λ(s, π) = W (π)Λ(1− s, π̃).
Let d(v) = 1 if Fv = R and d(v) = 2 if Fv = C. The analytic conductor of π [33] is given by





(3 + |it+ µj,π(v)|d(v)), C(π) := C(π, 0).
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3.2. Rankin–Selberg L-functions. Let π ∈ Fn and π′ ∈ Fn′. There exist suitable complex
numbers αj,j′,π×π′(p) such that












If p ∤ qπqπ′, then we have the equality of sets
(3.5) {αj,j′,π×π′(p)} = {αj,π(p)αj′,π′(p)}.
The Rankin-Selberg L-function L(s, π × π′) associated to π and π′ is of the form
L(s, π × π′) =
∏
p






Let qπ×π′ be the arithmetic conductor of π × π′. At an archimedean place v of F , there
are n′n complex Langlands parameters µj,j′,π×π′(v) from which we define








Using the explicit descriptions of αj,j′,π×π′(p) and µj,j′,π×π′(v) in [29, 65], one sees that
(3.6) |αj,j′,π×π′(p)| ≤ Npθn+θn′ , Re(µj,j′,π×π′(v)) ≥ −θn − θn′ .
Let
rπ×π′ = − ord
s=1
L(s, π × π′), κπ×π′ = Res
s=1
L(s, π × π′)
∏
p|qπqπ′
L(s, πp × π′p)−1.
By our normalization for the central characters of π and π′, we have that rπ×π′ = 0 and
κπ×π′ = 0 if and only if π 6= π̃′. Otherwise, rπ×π̃ = 1 and κπ×π̃ > 0. The function
(3.7) Λ(s, π × π′) = (s(s− 1))rπ×π′ (Dn′nF Nqπ×π′)s/2L(s, π × π′)L(s, π∞ × π′∞)
is entire of order 1, and there exists a complex number W (π × π′) of modulus 1 such that
Λ(s, π × π′) satisfies the functional equation
Λ(s, π × π′) = W (π × π′)Λ(1− s, π̃ × π̃′).
As with L(s, π), the analytic conductor of π × π′ is given by
(3.8)







(3 + |it+ µj,j′,π×π′(v)|d(v)),
C(π × π′) := C(π × π′, 0).
The combined work of Bushnell and Henniart [12] and Brumley [29, Appendix] yields
(3.9) C(π × π′, t) ≪ C(π × π′)(3 + |t|)[F :Q]n′n, C(π × π′) ≪ C(π)n′C(π′)n.
It follows from work of Li [42, Theorem 2] (with minor adjustments when F 6= Q) that
there exists an absolute and effectively computable constant c7 > 0, which we assume to be
sufficiently large for future convenience, such that
(3.10) lim
σ0→σ





log logC(π × π′)
)
, σ ∈ [1, 3].
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We can change π′ to π′ ⊗ |det|it; at the archimedean places, this has the effect of adding it
to each µj,j′,π×π′(v). We then apply functional equation, the Phragmén–Lindelöf principle,




|(σ0 − 1)rπ×π′L(σ0 + it, π × π′)|












Lemma 3.1. If π ∈ Fn, X ≥ 3, and ε > 0, then
∑
Nn≤X λπ×π̃(n)/Nn ≪ε C(π)ε logX.










L(s, π × π̃).
The desired bounded now follows from (3.11) with σ = 1, t = 0, and π′ = π̃. 
Since |αj,j′,π×π′(p)| ≤ Np, we have the bound
∏
p|qπqπ′















Since |{p : p|n}| ≪ (logNn)/ log log Nn by the proof of [70, Lemma 1.13b], it follows that
(3.12) κπ×π̃ ≪ε C(π)ε
3.3. Rankin–Selberg combinatorics. A partition µ = (µi)
∞
i=1 is a sequence of nonincreas-
ing nonnegative integers µ1 ≥ µ2 ≥ · · · with only finitely many nonzero entries. For a par-
tition µ, let ℓ(µ) be the number of nonzero µi, and let |µ| =
∑∞
i=1 µi. For a set {α1, . . . , αn}
of real numbers and a partition µ with ℓ(µ) ≤ n, let sµ({α1, . . . , αn}) be the Schur poly-
nomial det[(α
λ(j)+n−j
i )ij ]/ det[(α
n−j
i )ij] associated to µ. If |µ| = 0, then sµ({α1, . . . , αn}) is
identically one. By convention, if ℓ(µ) > n, then sµ({α1, . . . , αn}) is identically zero.












, p ∤ qπqπ′.





sµ(Aπ(p))sµ(Aπ′(p)), p ∤ qπqπ′.
For an integral ideal n with factorization n =
∏
p p
ordp(n) (with ordp(n) = 0 for all but finitely











where (µp)p denotes a sequence of partitions indexed by prime ideals and
(3.14) µ[n] := {(µp)p : |µp| = ordp(n) for all p}.
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(1− αj,π(p)αj′,π′(p)Np−s), p ∤ qπqπ′.




∗ = (µ∗i )
∞
i=1 be the dual partition defined by µ
∗
i = |{j : µj ≥ i}|. It follows from











, p ∤ qπqπ′,






sµp(Aπ(p))sµ∗p(−Aπ(p)), gcd(n, qπqπ′) = OF .
Lemma 3.2. If gcd(n, qπqπ′) = OF , then we have |µπ×π′(n)| ≤ 12(λπ×π̃(n) + λπ′×π̃′(n)).






















The first sum equals λπ×π̃(n) by (3.13). For the second sum, note that since |µ| = |µ∗|, we




















where the last equality holds because αj,π′(p)αj′,π′(p) = (−αj,π′(p))(−αj′,π′(p)). 
4. Proof of Theorem 1.2





µ[n] → C, α : Fn(Q) → C














For convenience, we define 1(n,q) to equal one when gcd(n, q) = OF and zero otherwise.
Proposition 4.1. Let x ≥ 1 and Q, T ≥ 1. Define
























We have the bound








Proof. We observe that
















By the duality principle for bilinear forms, (4.2) is bounded by the supremum over the

















Let φ be a fixed smooth test function, supported in a compact subset of [−2, 2], such that





























































φ(y)esydy. It follows from a standard contour integral calculation using









L(s, π × π̃′)∏
























L(s, π × π̃′)xsφ̂(s/T )∏




















Recall that κπ×π̃′ > 0 when π = π
′, and κπ×π̃′ = 0 otherwise. Since ‖α‖2 = 1 and φ is fixed,



















The desired result follows from (3.12). 
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We use Proposition 4.1 to prove Theorem 1.2.













If (µp)p ∈ µ[n], then by (3.14), we have |µp| = ordp(n) and















































































the result for the sum involving λπ×π′(n) is handled in the same manner. 
Corollary 4.2. Let π′ ∈ Fn′ and Q, T ≥ 1. If X ≥ Qn2+nT [F :Q]n2+ε|Fn(Q)| and Y satisfies



































Proof. We prove the first result; the second result is proved completely analogously. A formal
generalization of [19, Theorem 1] to number fields tells us that if c(n) is a complex-valued
function supported on the integral ideals of OF with
∑





















We choose b(n) = Nn−1−
1



















































The desired result now follows from Lemma 3.1 and our choices of X and Y . 
5. The zero density estimate: proof of Theorem 1.1
Let n, n′ ≥ 1 be integers, let π ∈ Fn(Q) and π′ ∈ Fn′. Let s = σ + it. We assume that
n′n[F : Q] ≥ 2, for otherwise we could appeal to the stronger results in [52].
We have the bound |{ρ = β + iγ : β ≥ 0, |γ − t| ≤ 1}| ≪ logC(π × π′, t) for all t ∈ R
[32, Proposition 5.7]. We decompose the rectangle [σ, 1]× [−T, T ] into disjoint boxes of the
shape [σ, 1] × [y, y + 2(logX)2], each of which contains ≪ (logC(π × π′, T ))3 zeros. If we
write nπ×π′ for the number of such boxes containing at least one zero ρ of L(s, π× π′), then
Nπ×π′(σ, T ) ≪ (log(C(π′)QT ))3nπ×π′.
We will use Montgomery’s ideas for detecting nontrivial zeros [52] to estimate nπ×π′ . Let




′n[F :Q]/2)|Fn(Q)|, Y := X
2
3−2σ .











If ρ = β + iγ is a nontrivial zero of L(s) with β ≥ σ > 1
2





























+ κπ×π′MX(1)Γ(1− ρ)Y 1−ρ.
20 PETER HUMPHRIES AND JESSE THORNER
It follows from (3.11), Lemmata 3.1 and 3.2, and partial summation that if Re(w) = 1−β+
(log Y )−1, then
(5.3)
|1− L(ρ+ w)MX(ρ+ w)|
= |L(ρ+ w)| · |L(ρ+ w)−1 −MX(ρ+ w)|


















≪ε C(π)εC(π′)ε(|γ + Im(w)|+ 1)ε(logX)/X.






















































ε + C(π′)ε)Y 1−σ logX),
where we have invoked (3.9). The Cauchy–Schwarz inequality and (5.4) imply that


























|L(ρ+ w)MX(ρ+ w)| · |dw|.
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Collecting the contributions from all boxes and applying the inequality of arithmetic and
geometric means, we find that
nπ×π′ ≪ε Y 2(1−σ)(log Y )2C(π)εC(π′)ε
∫ T
−T






















≪ε Y 2(1−σ)(log Y )2C(π)εC(π′)ε
∫ T
−T









































follows from (3.6) (to bound the ramified Euler factors) and (3.11). Temporarily writing
L = L(1 + 1
log Y
+ iv) and MX =MX(1 +
1
log Y
+ iv), we deduce from (3.11) that
|1− LMX |2 = |L|2|L−1 −MX |2
≪ε QεC(π′)εT ε|L−1 −MX |2
≪ε QεC(π′)εT ε(|L−1 −MXlog Y |2 + |MXlog Y −MX |2).
A computation similar to (5.3) shows that |L−1 −MXlog Y | ≪ 1. Recalling the definitions of
























































Nπ×π′(σ, T ) ≪ε C(π′)εQεT ε(Y
1
2
−σX + Y 2(1−σ)) ≪ε (C(π′)QT )εX
4(1−σ)
3−2σ .








Using (1.4), we find that
∑
π∈Fn(Q)
Nπ×π′(σ, T ) ≪ε C(π)εQεT 5ε(C(π′)QT [F :Q])9(n+1)max{n,n
′}(1−σ).
The theorem follows once we rescale ε to ε/5. 
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6. Zero-free regions and bounds for Rankin–Selberg L-functions
Proof of Theorem 2.1. Fix A ≥ 1, and define
δ :=
ε
9(n+ 1)max{n, n′}+ 1 , B := (A+ 2)(9(n+ 1)max{n, n
′}+ 1).




Nπ×π′(σ, T ) ≪A,ε (C(π′)QA+1)
ε
B (C(π′)QT [F :Q])9(n+1)max{n,n
′}(1−σ)
once we rescale ε. For each integer j ∈ [2, A logQ], we iteratively apply (6.1) with
T = Tj := e
j − 3, σ = σj := 1−
δ logQ






B exceptions at most A logQ times. Thus, for all





B A logQ≪A,ε (C(π′)Q)ε
exceptions, we dyadically build the zero-free region
Re(s) ≥ 1− ε logQ
19nmax{n, n′} log(C(π′)Q(|Im(s)|+ 3)[F :Q]) , |Im(s)| ≤ Q
A.
for L(s, π × π′). Since C(π) ≤ Q, we conclude that the more restrictive zero-free region
Re(s) ≥ 1− ε logC(π)
19nmax{n, n′} log(C(π)C(π′)(|Im(s)|+ 3)[F :Q]) , |Im(s)| ≤ C(π)
A
holds for all π ∈ Fn(Q) with at most OB,ε((C(π′)Q)ε) exceptions, as desired. 
Proof of Theorem 2.5. Let ε > 0 and π′ ∈ Fn′. Rescale ε to ε/(54nmax{n, n′} + 3) in
Theorem 1.1 so that
∑
π∈Fn(Q)






54nmax{n, n′}+ 3 ,
so that ∑
π∈Fn(Q)










if C(π′) ≤ Q and
|t| ≤ Q1/[F :Q],
(C(π′)(3 + |t|)[F :Q]Q)ε otherwise.
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Let 0 ≤ α ≤ α0 and π ∈ Fn(Q). We mimic the proof of [65, Theorem 1.1], while replacing
π′ with π′ ⊗ |det|it, which has the effect of adding it to all of the archimedean parameters










logC(π × π′, t) + 2 log |L(3
2











logC(π × π′, t) + 2 log |L(3
2




Nπ×π′(1− α, |t|+ 6) +O(1).
By (3.10) and (3.11), there is an effectively computable constant c8 = c8(n, n










log(C(π × π′, t)) + α
107
Nπ×π′(1− α, |t|+ 6) + c8.
Theorem 2.5 now follows from (6.3) and (6.4). 
In our proofs of Theorems 2.6, 2.8, and 9.13, we will use the following result, which is
more convenient and slightly weaker than Theorem 2.5.
Corollary 6.1. Let n, n′ ≥ 1 be integers and π′ ∈ Fn′. If ε > 0, C(π′) ≤ Q, and |t| ≤
Q1/[F :Q], then
|{π ∈ Fn(Q) : |L(12 + it, π × π





Remark. The same conclusion holds when Fn(Q) is replaced by a subfamily S(Q) that grows
polynomially in Q.
Proof. The proof of Theorem 2.5, namely (6.3) and (6.4), shows that if C(π′) ≤ Q and
|t| ≤ Q1/[F :Q], then for all ε > 0, there exists an effectively computable constant c9 =
c9(n, n
′, [F : Q], ε) > 0 such that for all except ≪ε Qε of the π ∈ Fn(Q), we have
log |L(1
2






logC(π × π′, t) + c9,
where 0 ≤ α ≤ α0 and α0 is defined by (6.2). By (3.9), we have
log |L(1
2










C(π′)n(3 + |t|)n′n[F :Q]
)
+ c9.
once we enlarge c9 accordingly. If C(π) is sufficiently large with respect to n, n














C(π′)n(1 + |t|)n′n[F :Q]
)
.
The number of π ∈ Fn(Q) such that C(π) is not sufficiently large with respect to n, n′,
[F : Q], and ε is Oε(1) per (1.4), and the corollary follows. 
5There are some small changes that are required in order to maintain uniformity in F . Ultimately, these
changes do not affect the proof in a meaningful way.
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7. Effective multiplicity one on average
In this section, we consider the family of cuspidal automorphic representations Fn(Q) over
a number field F . Recall our convention that implied constants are allowed to depend on n,
[F : Q], and ε unless specifically mentioned otherwise. For π1, π2 ∈ Fn define the numbers




















Lemma 7.1. Let π′ ∈ Fn. There exist absolute and effectively computable constants c10 ∈
(0, 1); c11, c12, c13, c14 ≥ 1; and c15 ∈ (0, 1) such that the following are true.
(1) The L-function L(s, π′ × π̃′) has at most one zero, say β1, in the region
Re(s) ≥ 1− c10
log(C(π′)n(|Im(s)|+ e)n2[F :Q]) .
If β1 exists, then it must be real and simple and satisfy β1 ≤ 1− C(π′)−c11n.
(2) If A ≥ c12, log logC(π′) ≥ c13n4[F : Q]2, and x ≥ C(π′)c14A









(1− ξβ1−1)(1 +O(e−c15A)) if β1 exists,
x
2
(1 + O(e−c15A)) otherwise.









Proof. This is [30, Theorem 2.1] with δ = 0 and x replaced with x/2. 
Corollary 7.2. Let π, π′ ∈ Fn(Q), and let x = 12(logQ)B, where B ≥ n2 + 1 is a suitably











Proof. Let π, π′ ∈ Fn(Q). In Lemma 7.1, the lower bound on C(π′) only serves to ensure
that the implied constants are absolute. This was pertinent in [30], but it is not pertinent
here. Thus, we may replace the two conditions log logC(π′) ≥ c13n4[F : Q]2 and x ≥
C(π′)A
2c14n3[F :Q] log(en[F :Q]) with the single condition C(π′) ≪ x1/(A2c14n4[F :Q]2).
We want to refine Lemma 7.1 so that one only sums over n such that gcd(n, qπqπ′) = OF .
Using (3.2) and (3.6), we find that the contribution to Lemma 7.1(2) arising from n such























which is ≪ x1−
1
n2+1 . Thus, in the worst case where β1 in Lemma 7.1(1), it follows from
Lemma 7.1(2) and the above discussion that if C(π′) ≪n,[F :Q] x1/(A








This implies the desired result. 
Lemma 7.3. Let n ≥ 3, A > 0, and ε > 0. Let B ≥ n2+1 depend at most on n and [F : Q].
Let π ∈ Fn(Q), π′ ∈ Fn((logQ)A), and π 6= π′. Let x = 12(logQ)B. Let Φ be a fixed smooth
function supported on a compact subset of [1
4
, 2] such that 0 ≤ Φ(t) ≤ 1 for all t ∈ [1
4
, 2] and
Φ(t) = 1 for t ∈ (1
2
, 1]. If L(s, π × π′) does not vanish in the region Re(s) ≥ 1 − ε
20n2
and








Proof. Writing Φ̂(s) =
∫∞
0
Φ(t)ts−1dt for the Mellin transform of Φ (which is an entire











(s, π × π̃′)Φ̂(s)xsds,
where LS(s, π × π̃′) = L(s, π × π̃′)
∏
p|qπqπ′ L(s, πp × π̃
′
p)
−1. A standard contour integral





where ρ ranges over all zeros (trivial and nontrivial) of LS(s, π × π̃′).
Since Φ is compactly supported and Φ̂ is entire, it follows that for any R ≥ 2, we have
|Φ̂(s)| ≪R min{1, |s|−ReRe(s)}. Note that the reciprocals of the Euler factors of L(s, π × π̃′)
at prime ideals p|qπqπ′ and all of the trivial zeros of L(s, π × π̃′) have no zeros with real
part greater than 1 − 2/(n2 + 1) per (3.2) and (3.6). Since for any t ∈ R there are ≪
logQ+ log(|t|+ 2) zeros ρ = β + iγ of LS(s, π × π̃′) that satisfy 0 < β < 1 and |γ − t| ≤ 1,








Φ̂(ρ)xρ +O(T 1−R log(QT )x+ T log(QT )xσ0).
We choose T = logQ = (2x)1/B and σ0 = 1− ε/(20n2), in which case our hypotheses imply











The desired result follows from choosing R = max{B(1− σ0), 3}. 
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Proof of Theorem 2.2. Let 0 < ε < 1, let Q be sufficiently large with respect to ε, and let




Suppose in order to obtain a contradiction that π 6= π′ and πp ∼= π′p for all p ∤ qπqπ′ with
Np ≤ 2x. Then Aπ(p) = Aπ′(p) for all p ∤ qπqπ′ with Np ≤ x. By (3.5) and (7.1), it
follows that Λπ×π̃′(n) = Λπ′×π̃′(n) for all n such that gcd(n, qπqπ′) = OF and Nn ≤ x. Since










Recall the parameter A in Corollary 7.2. If
(7.3) C(π′) ≪ x1/(A2c14n4[F :Q]2)
and L(s, π × π̃′) 6= 0 in the region {s ∈ C : Re(s) ≥ 1 − ε
20n2
, |Im(s)| ≤ logQ}, then by

























In particular, we find that 1 − 2c11
A2c14n2















It remains to choose A so that we determine a suitable power of logQ in our upper bound
for C(π′) while ensuring that B = 41n2/ε satisfies (7.4). Recall that β1 ≤ 1−C(π′)−c11n and
A ≥ c12 in Lemma 7.1. Since the bound on β1 only worsens as c11 grows, we may assume that









ensure that the desired contradiction is achieved for B = 41n2/ε. Per (7.2), our choices for A
and B ensure that C(π′) ≤ (logQ)41/(3240c11n4[F :Q]2). Our use of Lemma 7.3 assumes the zero-
free region for L(s, π × π̃′) stated therein. By Theorem 2.1, our choices of A and B ensure
that L(s, π × π̃′) has the desired zero-free region for all except Oε(Qε) of the π ∈ Fn(Q),
provided that Q is sufficiently large with respect to ε and |Im(s)| ≤ logQ. 
8. Hybrid-aspect quantum ergodicity for GL2 Hecke–Maaß newforms




+ t2ϕ > 0. Then ϕ is an eigenfunction of the hyperbolic Laplacian ∆, all of the
Hecke operators, and the involution T−1 sending ϕ(z) to ϕ(−z). The eigenvalue Wϕ of ϕ for
T−1 is either 1 or −1, leading to the respective Fourier expansions
(8.1)













where ρ(ϕ) is a normalizing constant that we will soon specify. We consider the family
F (Q) := {ϕ : λϕqϕ ≤ Q}.
It follows from work of Brumley and Milićević [9] that F (Q) ≍ Q2.
Let (ϕj)
∞
j=1 be the sequence of Hecke–Maaß newforms on Γ\H normalized to have Petersson
norm 1, and let E(·, 1
2





be the level q Petersson inner product. For a bounded measurable function H on Γ\H and





We always consider ϕ to be normalized so that µϕ is a probability measure. Subject to this
normalization, we take the constant ρ(ϕ) in (8.1) to be such that λϕ(1) = 1.
8.1. Preliminaries. Let B(w, r) be an injective geodesic ball on Γ\H of radius r centered









Choose T ≥ e and define















The inequality D(µϕ) = max{DT (µϕ), DT (µϕ)} ≤ DT (µϕ) +DT (µϕ) implies that
D(µϕ)
2 ≪ DT (µϕ)2 +DT (µϕ)2.
We first bound DT (µϕ)
2 using the work of Soundararajan [64].
Lemma 8.1. Let ϕ ∈ F (Q). If T ≥ e, then DT (µϕ)2 ≪ (log T )2/T .





∣∣∣ ≤ µϕ(1B(w,r)) +
3
π
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Consequently, for integers m,m1, m2 ≥ 1 and a prime p, we have the bounds




|λϕ(m1m2/d2)|, |λϕ(pm)| ≤ |λϕ(p)λϕ(m)|+ |λϕ(m/p)|.
With these inequalities along with the multiplicative structure of the Hecke eigenvalues












































µϕ({z ∈ C : |Re(z)| ≤ 12 , Im(z) ≥ 1}).
Since ϕ is normalized so that µϕ is a probability measure and there exists a fundamental
domain of Γ0(q)\H containing the set {z ∈ C : |Re(z)| ≤ 12 , Im(z) ≥ 1}, it follows that the
above display is ≪ (log T )/
√
T . Thus, DT (µϕ) ≪ (log T )/
√
T , and the result follows. 
Lemma 8.2. Let ϕ ∈ F (Q). If M,T ≥ e, then
DT (µϕ)










with an absolute implied constant.
Proof. We follow the strategy in [48, Section 5], which we include for completeness. Let











d(z, w) := log
|z − w|+ |z − w|
|z − w| − |z − w|
is the hyperbolic distance between two points z and w in H. It follows from these definitions
that Kr(z, w) = 1B(w,r)(z). We spectrally expand Kr(z, w) using [32, Theorem 15.7]. If hr(t)
is the Selberg–Harish-Chandra transform of kr(z, w) (see [32, Lemma 15.6]), then





















We smooth the sum and the integral in (8.2) as follows. Let ψε(z, w) be a nonnegative
mollifier supported inside of a ball of radius ε with the property that
∫
H
ψε(z, w)dµ(z) = 1.
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We can and will choose ψε(z, w) so that ψε(z, w) ≪ ε−2 and its Selberg–Harish-Chandra
transform h(ε) satisfies |h(ε)(t)| ≪ 1 for |t| ≤ ε−1 and is rapidly decreasing for |t| > ε−1.
Given B(w, r) as above, we consider B(ζ, r−2ε) and B(ζ, r+2ε), subject to the convention








It follows by construction that kr−2ε ∗ ψε(z) ≤ 1B(w,r)(z) ≤ kr+2ε ∗ ψε(z). These two convo-
lutions have the following expansions per [48, Equation 48]:










































+ it)〉1〈E(·, 12 + it), |ϕ|
2〉qϕdt.
Therefore, we have
































ψε(z, w) dµ(z) = 1 while hr±2ε(
i
2
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We first handle the contribution from the cuspidal spectrum. Note that by the Cauchy–























|〈ϕk, |ϕ|2〉qϕ|2 + ε2.






































+ it), |ϕ|2〉qϕ|2dt+ ε2.
The lemma now follows by replacing ε with 1/M . 
We now relate the inner products |〈ϕk, |ϕ|2〉qϕ|2 and |〈E(·, 12 + it), |ϕ|2〉qϕ|2 in Lemma 8.2
to values of L-functions on the critical line. Let πϕ, πk ∈ F2 correspond with ϕ and ϕk,
respectively. Abusing notation, we use ϕ and πϕ interchangeably, and similarly for ϕk and
πϕk . Let qAd2ϕ be the arithmetic conductor of Ad
2ϕ. The positive integer qAd2ϕ is a perfect
square satisfying
√
qAd2ϕ|qϕ; moreover, we have
√
qAd2ϕ = qϕ if and only if qϕ is squarefree
[59, Proposition 2.5].
Lemma 8.3. Let ε′ > 0, and let Wk = W (ϕk) ∈ {−1, 1} be the root number of ϕk. We have
|〈ϕk, |ϕ|2〉qϕ|2 ≪ε′ (qϕ(3 + |tϕ|))
ε′















2 (1 + |2tϕ − tk|
1




Proof. Nelson, Pitale, and Saha [59, Cor. 2.8, Thm 3.1, and Prop. 3.3] proved that

















where ω(n) is the number of prime divisors of n, τ(n) is the number of divisors of n, and
θ ∈ [0, 7/64] is the best exponent towards GRC for π ∈ F2. While they state their results in
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the case where ϕ is in fact a holomorphic cuspidal newform of weight k, level q, and trivial
nebentypus, their calculations are purely local. Therefore, their result carries over to Hecke–
Maaß newforms having trivial nebentypus without any changes. This uses [69, Theorem 2]
to show that the archimedean normalized local integral I∗∞ in [59, Theorem 3.1] equals 1 if
ϕk is even and 0 if ϕk is odd.
In [25], it is shown that for all ε′ > 0, we have
L(1,Ad2ϕ)−1 ≪ε′ (qϕ(3 + |tϕ|))
ε′
2 , L(1,Ad2ϕk)
−1 ≪ε′ (3 + |tk|)
ε′
2 .
If ϕ is dihedral, then the upper bound on L(1,Ad2ϕ)−1 is ineffective because it relies on
Siegel’s ineffective upper bound on L(1, χ)−1, where χ is a primitive quadratic Dirichlet
character. The lemma now follows from the definition of qAd2ϕ, Stirling’s formula (see [13]
for a similar computation), and the convexity bound for L(1
2
, ϕk). 
Lemma 8.4. If t ∈ R and ε′ > 0, then
|〈E(·, 1
2
+ it), |ϕ|2〉qϕ|2 ≪ε′ (qϕ(3 + |tϕ|))ε
′






Proof. This is proved via the unfolding method (as in [57]), standard bounds for the Riemann
zeta function (including Weyl subconvexity), and the lower bound for L(1,Ad2ϕ) in the proof
of Lemma 8.3. 
In order to bound the desired averages of the inner products in Lemmata 8.3 and 8.4, we
require an understanding of the central values of the pertinent L-functions on average. We
obtain such an understanding using Corollary 6.1.




+3ε) of the ϕ ∈ F (Q), we have the bound
|L(1
2





Similarly, let ϕk be an L
2-normalized Hecke–Maaß newform on Γ\H. If C(ϕk) ≤ Q, then
for all except Oε(Q
1
2
+3ε) of the ϕ ∈ F (Q), we have the bound
|L(1
2





Proof. We give the details for the second part only. The details for the first part are simpler.
We will separately estimate the cardinalities
(8.3) |{ϕ ∈ F (Q) : ϕ nondihedral, |L(1
2






(8.4) |{ϕ ∈ F (Q) : ϕ dihedral, |L(1
2





If ϕ1, ϕ2 ∈ F (Q) are such that Ad2ϕ1 = Ad2ϕ2, then by [17, Theorem 2], there exists a
primitive quadratic Dirichlet character χD modulo D with D ≤ Q2 such that ϕ1 = ϕ2 ⊗χD.
Consequently, there are Oε(Q
1/2+ε) elements of F(Q) having the same given adjoint square
lift.
If ϕ ∈ F (Q) is nondihedral, then it follows from work of Gelbart and Jacquet [20] that
Ad2πϕ ∈ F3. Therefore, since C(ϕk) = C(πk) ≤ Q and C(Ad2ϕ) ≪ C(ϕ)2, the above
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If ϕ ∈ F (Q) is dihedral, then there exists a real quadratic extension E/Q of discriminant
D > 1 and a Hecke character χ of E such that ϕ is the automorphic induction of χ; in
particular, ϕ has arithmetic conductor D2 ≤ Q [28, Lemma 4.2]. The adjoint square lift of ϕ
has the isobaric decomposition Ad2ϕ = χD⊞ϕ
′⊗χD, where ϕ′ is the automorphic induction
of χ2 and χD denotes the primitive Dirichlet character modulo D corresponding to E/Q.
This gives us the factorization
L(s,Ad2ϕ× ϕk) = L(s, ϕk ⊗ χD)L(s, (ϕ′ ⊗ χD)× ϕk).
We have D2 ≤ Q and C(ϕk ⊗ χD) = D2C(ϕk), and
C((ϕ′ ⊗ χD)× ϕk) = q(ϕ′⊗χK)×ϕk(3 + |2tϕ + tk|)2(3 + |2tϕ − tk|)2,
where q(ϕ′⊗χD)×ϕk divides D
4. The number of dihedral ϕ ∈ F (Q) corresponding to the same
ϕ′ is Oε(Q
1/2+ε), since this is equivalent to the number of dihedral ϕ ∈ F (Q) having the
























By Corollary 6.1, this is ≪ε Q
1
2
+3ε. The proposition follows by combining the dihedral and
nondihedral contributions. 
8.2. Proof of Theorem 2.6.























Proof. We provide the details for the contribution from the inner products |〈ϕk, |ϕ|2〉qϕ|2.
The contribution from the inner products |〈E(·, 1
2
+ it), |ϕ|2〉qϕ|2 is handled almost identically
except that we use Lemma 8.4 instead of Lemma 8.3.



















2 (1 + |2tϕ − tk|
1







ϕ ∈ F (Q) : |L(1
2













(3 + |tϕ|)4(3 + |tk|)6)
1
4













1−2θ (1 + |tϕ|)(1 + |tk|)
(1 + |2tϕ − tk|
1















(1 + |tk|)(1 + |tϕ|)
(1 + |2tϕ − tk|
1






















We wastefully apply the bound
(1 + |tk|)(1 + |tϕ|)
(1 + |2tϕ − tk|
1
2 )(1 + |2tϕ + tk|
1
2 )
≪ 1 + |tk|3/2,
since the supremum of the left-hand side as tϕ varies is achieved when 2tϕ = ±tk. Via
the Weyl law |{tk : |tk| ≤ M}| ∼ 112M2 + O(M logM) [31, Chapter 11] and the inclusion















From Proposition 8.5, we have sup|tk|≪M |Ek(Q)| ≪ε Q
1
2
+3ε, while the sum over ϕ ∈ F (Q) is
handled by partial summation since |F (Q)| ≍ Q2. The desired result then follows. 
































, ε′ = 1
1013
, and T =M2 = Q
1
1013 . 
9. Nonsplit quantum ergodicity
Let F = Q and let E = Q(
√
D) be a real quadratic field with ring of integers OE , where
D > 0 is a fundamental discriminant; we assume for simplicity that E has narrow class
number 1. A Hilbert Hecke–Maaß newform of level OE is a smooth function φ : H×H → C
for which








for zj = xj + iyj ∈ H with j ∈ {1, 2}, so that
∆1φ(z1, z2) = λ1,φφ(z1, z2), ∆2φ(z1, z2) = λ2,φφ(z1, z2)
for some λ1,φ =
1
4
+ t21,φ, λ2,φ =
1
4
+ t22,φ (and necessarily t1,φ, t2,φ ∈ R ∪ −i[− 764 , 764 ]),
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• φ is automorphic, so that φ(γz1, σ(γ)z2) = φ(z2, z2) for all γ ∈ SL2(OE), where γz :=
az+b
cz+d
and σ(γ)z := σ(a)z+σ(b)
σ(c)z+σ(d)
for γ = ( a bc d ) and σ the nontrivial Galois automorphism
of E,
• φ is of moderate growth,
• φ is cuspidal, and
• φ is a joint eigenfunction of every Hecke operator.
There is a diagonal embedding H →֒ H×H given by the map z 7→ (z, z). A Hilbert Hecke–
Maaß newform φ is SL2(Z)-invariant when restricted to the diagonal embedding of H; thus
φ(z, z) may be viewed as the restriction of a Hilbert Hecke–Maaß newform to the modular
surface Γ\H.
9.1. Period integrals involving Hilbert Maaß cusp forms. We consider φ(z, z) inte-
grated over Γ\H against a Laplacian eigenfunction H . We assume that φ is L2-normalized,
so that ∫
SL2(OE)\H×H
|φ(z1, z2)|2 dµ(z1, z2) = 1, dµ(z1, z2) :=





We have that vol(SL2(OE)\H × H) = 2
√
DξE(2), where ξE(s) := D
s/2ΓR(s)
2ζE(s) denotes
the completed Dedekind zeta function. There are three cases of interest:
(1) H is a constant,
(2) H is an Eisenstein series,
(3) H is a Hecke–Maaß newform.
In each case, the corresponding period integral
∫
Γ\H φ(z, z)H(z) dµ(z) may be associated
to certain L-functions, as we now elucidate; we postpone the proofs of these identities to
Section 9.2.
9.1.1. Nonsplit quantum limits. We first consider the case of H = 1. We completely classify
the possible values of
∫
Γ\H φ(z, z) dµ(z); we may think of these possible values as quantum
limits in this nonsplit setting.
Lemma 9.1. Fix a real quadratic number field E = Q(
√
D) with narrow class number 1,
and denote by χD the quadratic Dirichlet character modulo D associated to E. Let φ be a
L2-normalized Hilbert Hecke–Maaß newform with positive first Fourier coefficient. Then
∫
Γ\H












if φ is the base change of a nondihedral
Hecke–Maaß newform ϕ of weight 0,
level D, nebentypus χD, and Laplacian
eigenvalue λϕ = λ1,φ = λ2,φ,
0 otherwise.
Remark. From this, one can readily show that there exist absolute constants c1, c2 > 0 such






φ(z, z) dµ(z) ≪D exp(c2
√
logC(Asφ)).
These are consequences of [2, 25, 42].
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9.1.2. Restrictions of Hilbert Hecke–Maaß newforms and Eisenstein series. Next, we take
H to be an Eisenstein series E(z, 1/2 + it) with t ∈ R.
Lemma 9.2 (Cf. [14, Lemma 4.3]). Let φ be an L2-normalized Hilbert Hecke–Maaß newform
















Here Asφ denotes the Asai transfer of φ, as introduced in [1], while ξ(s) := ΓR(s)ζ(s)
denotes the completed Riemann zeta function.
9.1.3. Restrictions of Hilbert Hecke–Maaß newforms and Hecke–Maaß newforms. Finally,
we take H to be a Hecke–Maaß newform ϕj.
Lemma 9.3 (Cf. [14, Theorem 5.6]). Let φ be an L2-normalized Hilbert Hecke–Maaß new-
form and let ϕk be an L

















9.1.4. Conditional bounds. For the sake of posterity, we record bounds towards these period
integrals under the assumption of the generalized Lindelöf hypothesis.
Lemma 9.4. Assume the generalized Lindelöf hypothesis. Let φ be an L2-normalized Hilbert









Similarly, let ϕk be an L
2-normalized Hecke–Maaß newform on Γ\H. Then
∫
Γ\H















and we may assume without loss of generality that Wk = 1. The generalized Lindelöf
hypothesis bounds the L-functions present on the left-hand side of (9.2) by OD,tk,ε(C(Asφ)
ε).





±1 it1,φ ±2 it2,φ ±3 itk)
ΓR(1)2
∏
± ΓR(1± 2it1,φ)ΓR(1± 2it2,φ)ΓR(1± 2itk)
.
By Stirling’s formula, this is asymptotic to
8π exp(−πΩ(tk, t1,φ, t2,φ))
∏
±1,±2
(3 + |t1,φ ±1 t2,φ ±2 tk|)−
1
2 ,
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where
(9.3)





if |t1,φ| ≥ |t2,φ| and |t1,φ|− |t2,φ| ≤ |t| ≤ |t1,φ|+ |t2,φ|
or |t2,φ| ≥ |t1,φ| and |t2,φ|−|t1,φ| ≤ |t| ≤ |t1,φ|+|t2,φ|,
|t1,φ| − |t2,φ| − |t| if |t1,φ| ≥ |t2,φ| and |t| ≤ |t1,φ| − |t2,φ|,
|t2,φ| − |t1,φ| − |t| if |t2,φ| ≥ |t1,φ| and |t| ≤ |t2,φ| − |t1,φ|,
|t| − |t1,φ| − |t2,φ| if |t| ≥ |t1,φ|+ |t2,φ|.
The result then follows. 
9.1.5. Unconditional bounds. As an application of Theorem 2.5 (or rather Corollary 6.1), we
are able to unconditionally prove subconvex bounds towards these period integrals provided
one excises a sparse subfamily of Hilbert Hecke–Maaß newforms. In order to show this, we
first require some auxiliary results on fibers of the Asai transfer.
Lemma 9.5. Let E be a real quadratic extension of Q with narrow class number 1, and let
Π and Π′ be cuspidal automorphic representations of GL2(AE) of conductor OE. Then the
Asai transfers AsΠ and AsΠ′ are equal if and only if Π′ ∈ {Π,Πσ}, where σ is the nontrivial
Galois automorphism of E.
Proof. From [38, Theorem 7.1], if Π and Π′ are cuspidal automorphic representations for
which AsΠ = AsΠ′, then there exists a Hecke character ω of E×\A×E such that either
Π = Π′ ⊗ ω or Πσ = Π′ ⊗ ω. Since Π and Π′ are unramified at every nonarchimedean place,
ω must also be unramified at every nonarchimedean place. The number of such characters
is the narrow class number of E. Since the narrow class number equals 1 by hypothesis, ω
must be the trivial character. 
Lemma 9.6. Let E be a real quadratic extension of Q with narrow class number 1, and
let Π be a cuspidal automorphic representation of GL2(AE) of conductor OE. If AsΠ is
noncuspidal, then Π is the base change of a nondihedral cuspidal automorphic representation
π of GL2(AQ) of conductor D, and central character ωE/Q, the quadratic Hecke character of
Q×\A×Q corresponding to the quadratic extension E/Q. We have the isobaric decomposition
AsΠ = (Ad2π ⊗ ωE/Q)⊞ 1, and π is unique up to a twist by ωE/Q. Finally, if Π and Π′ are
the base changes of π and π′ respectively, then Ad2π = Ad2π′ if and only if Π = Π′.
Proof. Necessarily, Π must be nondihedral, since it is unramified at every nonarchimedean
place, so [39, Theorem B (a)] implies that AsΠ is noncuspidal if and only if Π = Πσ. From
the work of Langlands [40], the condition Π = Πσ can only be met if Π is the base change of a
cuspidal automorphic representation π of GL2(AQ). In this case, the automorphic induction
of Π to an automorphic representation AIE/QΠ of GL4(AQ) is noncuspidal and has the
isobaric decomposition π⊞ (π⊗ωE/Q). By comparing these representations, we see that the
central character of π must be ωE/Q and the conductor of π must be D.
The cuspidal automorphic representation π must be unique up to a twist by ωE/Q, since
it is shown in [40] that two cuspidal automorphic representations π and π′ of GL2(AQ) have
identical base change if and only if π′ = π⊗ωE/Q. Furthermore, Krishnamurthy [39, Theorem
B (c)] has shown that we have the isobaric decomposition AsΠ = (Ad2π ⊗ ωE/Q)⊞ 1.
Next, we observe that π must be nondihedral, for otherwise there would exist some Hecke
character χ of E×\A×E such that π is the automorphic induction AIE/Qχ of χ, but then Π
would have the isobaric decomposition χ⊞ χ, and in particular would not be cuspidal.
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Finally, we note that if Ad2π = Ad2π′, then from [61, Theorem 4.1.2], there must exist
a Hecke character ω of Q×\A×E such that π = π′ ⊗ ω. Since π and π′ both have conductor
D and central character ωE/Q, necessarily ω is either trivial or equal to ωE/Q; in either case,
the base change of π′ must be equal to that of π. 
We may use Lemma 9.6 to give a lower bound for FAs(Q) := {φ : Q ≤ C(Asφ) ≤ 2Q}.




Proof. By positivity, it suffices to bound from below the number of φ ∈ FAs(Q) that are a base
change, as in Lemma 9.6. This is precisely the number of nondihedral Hecke–Maaß newforms











Q by the Weyl law. 
We now apply Corollary 6.1 to prove subconvex bounds for almost all period integrals.
Proposition 9.8. Let ε > 0 and Q > 1. If |t| ≤ Q, then for all except OD,ε(Qε) of the
φ ∈ FAs(Q), we have the bound
|L(1
2
+ it,As φ)| ≤ C(Asφ) 14− ε18·1011 (3 + |t|).
Similarly, let ϕk be an L
2-normalized Hecke–Maaß newform on Γ\H. If C(ϕk) ≤ Q, then
for all except OD,ε(Q
ε) of the φ ∈ FAs(Q), we have the bound
L(1
2





Proof. Given a Hilbert Hecke–Maaß newform φ ∈ FAs(Q) with archimedean spectral pa-
rameters t1,φ and t2,φ, let Π denote the underlying cuspidal automorphic representation of
GL2(AE). This has conductor OE , and its two archimedean components are principal series
representations with spectral parameters t1,φ and t2,φ. The Asai transfer AsΠ of Π is an
automorphic representation of GL4(AQ) of analytic conductor C(Asφ)D. If Π is the base
change of π, as in Lemma 9.6, then Ad2π ⊗ ωE/Q is a cuspidal automorphic representation
of GL3(AQ), since π is nondihedral, and also has analytic conductor C(Asφ)D.
By decomposing FAs(Q) into two parts depending on whether the Asai transfer is cuspidal
or not, we deduce via Lemma 9.5 and Lemma 9.6 that for t ∈ R,




18·1011 (3 + |t|)}|




18·1011 (3 + |t|)}|




18·1011 (3 + |t|)}|.
Here F4(Q) and F3(Q) are as in Section 1 with F = Q. Similarly, for an L
2-normalized Hecke–
Maaß newform ϕk on Γ\H with corresponding automorphic representation π′ of GL2(AQ),





≤ 2|{π ∈ F4(2DQ) : |L(12 , π × π
′)| ≥ C(π) 12− ε9·1011C(π′)}|
+ |{π ∈ F3(2DQ) : |L(12 , π × π
′)L(1
2
, π′)| ≥ C(π) 12− ε9·1011C(π′)}|.
Once Q is sufficiently large with respect to D, the result follows from Corollary 6.1 together
with the convexity bounds for ζ(1
2
+ it) and L(1
2
, π′). 
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9.2. Proofs of Lemmata 9.1, 9.2, and 9.3. The Fourier expansion of a Hilbert Hecke–
Maaß newform φ is
(9.4)



















Lemma 9.9 ([14, Lemma 3.2]). Let φ be an L2-normalized Hilbert Hecke–Maaß newform.
Then





Proof. This is essentially proven in [14, Lemma 3.2], albeit with some minor errata; we sketch
the main ideas. First, we let Φ denote the adèlic lift of φ. Then by [68, Proposition 6] and









Here dg denotes the Tamagawa measure, so that Z(AE)GL2(E)\GL2(AE) has volume 2, and
we have taken q = 1 in [14, (3.16)] and corrected the erroneous factor 2−2δD to instead be
1/16. Our result differs additionally from that in [14, (3.16)] since our definition (3.7) of the
completed L-function includes the arithmetic conductor and the discriminant. It remains to
note that ∫
Z(AE)GL2(E)\GL2(AE)




|φ(z1, z2)|2 dµ(z1, z2),
where the normalising factor comes from comparing the volume of Z(AE)GL2(E)\GL2(AE)
with respect to the Tamagawa measure to that of SL2(OE)\H×H with respect to dµ. 
Lemma 9.10 (Cf. [14, Lemma 4.3]). Let φ be a Hilbert Hecke–Maaß newform, and suppose










Proof. Consider the integral ∫
Γ\H
φ(z, z)E(z, s) dµ(z).
By unfolding via the automorphy of φ(z, z) and then inserting the Fourier expansion (9.4),
























The integral over x vanishes unless α = σ(α), so that α = n for some n ∈ Z \ {0}, in which
case it is equal to 1. The remaining integral over y is equal to
Ds/2
8|n|s
ΓR(s+ it1,φ + it2,φ)ΓR(s+ it1,φ − it2,φ)ΓR(s− it1,φ + it2,φ)ΓR(s− it1,φ − it2,φ)
ΓR(2s)
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The desired identity thereby follows. 
Proof of Lemma 9.1. Taking the residue of both sides of (9.7) at s = 1, we see that
∫
Γ\H






From Lemma 9.6, Λ(s,Asφ) has a pole at s = 1 if and only if φ is the base change of a
nondihedral Hecke–Maaß cuspidal newform ϕ of weight 0, level D, and nebentypus χD. If
this is the case, then Λ(s,Asφ) = Λ(s,Ad2ϕ⊗ χD)ξ(s), and consequently∫
Γ\H




Finally, we note that Λ(s,Ad2φ) = Λ(s,Ad2ϕ)Λ(s,Ad2ϕ ⊗ χD), and so if φ is normalized









Proof of Lemma 9.2. This follows from (9.7) via analytic continuation. 
Proof of Lemma 9.3. If Wk = −1, then the result follows upon making the change of vari-























Here all measures involved are the Tamagawa measures, Φ denotes the adèlic lift of φ, Ψk
denotes the adèlic lift of ϕk, and we have used [14, Proposition 6.14] to determine the local









where the normalising factor comes from comparing the volume of Z(AQ)GL2(Q)\GL2(AQ)
with respect to the Tamagawa measure to that of Γ\H with respect to dµ, while via (9.6),
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as ϕk is L
2-normalized. It remains to insert the identity (9.5). 











Lemma 9.11. For a Hilbert Hecke–Maaß newform φj and for H ∈ C∞c (Γ\H), we have that

































































where Ω(t, t1,j , t2,j) is as in (9.3). Since H is smooth and the Laplacian is self-adjoint, we
have via the Cauchy–Schwarz inequality that
〈H,ϕk〉 = λ−Nk 〈∆NH,ϕk〉 ≤ λ−Nk ‖∆NH‖2
for any nonnegative integer N . Similarly,
〈H,E(·, 1
2
+ it)〉 ≪supp(H) (3 + |t|)−2N log(3 + |t|)‖∆NH‖2,
where the implicit constant depends on the support of H ; this follows by using the Maaß–
Selberg relation [31, Equation 6.35] to bound the L2-norm of E(z, 1/2 + it) restricted to a
compact set A ⊆ Γ\H by Osupp (A)(log(3 + |t|)). The desired bound (9.9) for |Dj(H)| then
follows by employing the bounds
L(1,Ad2φj) ≫ε′ C(Asφj)−ε
′
, L(1,Ad2ϕk) ≫ε′ C(ϕk)−ε
′










Thus, from (9.9), there exists a constant c16 = c16(H,D, ε
′) > 0 such that

































We may therefore apply Proposition 9.8 to see that if δ + 3ε′ < 1
18
· 10−11ε, then provided
that Q is sufficiently large with respect to H,D, ε′, ε,













where the last line once again follows from the Weyl law. The result then follows by taking
ε′ = 1
55
· 10−12ε and rescaling ε. 
9.4. Nonsplit quantum ergodicity for imaginary quadratic fields. Finally, we con-
sider the analogous problem in the setting of imaginary quadratic fields instead of real
quadratic fields. Let E = Q(
√
D) be an imaginary quadratic field with ring of integers
OE , where D < 0 is a fundamental discriminant; we assume for simplicity that E has
class number 1. In place of H × H ∼= (SL2(R) × SL2(R))/(SO(2) × SO(2)), we work
on hyperbolic three-space H3 ∼= SL2(C)/SU(2), where we identity H3 with the subspace
{P = x+ iy+ jr : x, r ∈ R, y > 0} of the Hamiltonian quaternions. A Bianchi Hecke–Maaß
newform of level OE is a smooth function φ : H3 → C for which















so that ∆φ(P ) = λφφ(P ) for some λφ = 1+4t
2
φ (and necessarily tφ ∈ R∪−i[− 764 , 764 ]),
• φ is automorphic, so that φ(γP ) = φ(P ) for all γ ∈ SL2(OE), where





with the inverse and multiplication performed in the quaternion division algebra,
• φ is of moderate growth,
• φ is cuspidal, and
• φ is a joint eigenfunction of every Hecke operator.
There is an embedding H →֒ H3 given by the map x+ iy 7→ x+ iy; we write z for both the
element x + iy ∈ H2 and for x + iy ∈ H3. A Bianchi Hecke–Maaß newform φ is SL2(Z)-
invariant when restricted to this embedding; thus φ(z) may be viewed as the restriction of a
Bianchi Hecke–Maaß newform to the modular surface Γ\H.
Given an orthonormal basis (φj)
∞
j=1 of Bianchi Maaß cusp forms on SL2(OE)\H3, we
consider the signed measure dµj(z) := φj(z) dµ(z) on Γ\H. Analogous to Conjecture 2.7, we
pose the following.





There are two notable differences between Conjectures 2.7 and 9.12:
(1) In the latter, we take the limit as C(φj) tends to infinity, rather than C(As φj); this
is due to the fact that C(φj) ≍ C(Asφj) in this setting.
(2) In the latter, we additionally insert a factor C(φj)
−1/4; this is due to the fact that
the main term µj(Γ\H)
∫
Γ\HH(z) dµ(z) may grow as fast as C(φj)
1/4 in this setting.
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Akin to Lemma 9.1, if φj is additionally an eigenfunction of all the Hecke operators, then
µj(Γ\H) = 0 except on the rare occasion that φj is the base change of a Hecke–Maaß
newform on Γ0(D)\H of level −D and nebentypus χD, the primitive quadratic character
modulo D. Thus, Conjecture 9.12 may be interpreted as stating that once normalized by a
multiplicative factor C(φj)
−1/4, the restriction of a Bianchi Hecke–Maaß newform φj to Γ\H
dissipates, rather than equidistributes, as C(φj) → ∞ apart from when φj is a base change.
We claim that the following result towards a quantum ergodicity analogue of Conjecture
9.12 holds.
Theorem 9.13. Fix H ∈ C∞c (Γ\H) and ε > 0. Let (φj)∞j=1 be an orthonormal basis of
Bianchi Hecke–Maaß newforms, and for Q > 1, let FAs(Q) := {φj : Q ≤ C(φj) ≤ 2Q}. Then
for 0 < δ < 1
2
· 10−12ε, we have that






The proof of Theorem 9.13 is by the same methods as that of Theorem 2.8. There is only
one major difference: while the analogues of Lemmata 9.1, 9.2, and 9.3 are valid in this













± ΓC(1± 2itφ)ΓR(1± 2itk)
.
By Stirling’s approximation and the fact that ΓC(s) = ΓR(s)ΓR(s+ 1), this is asymptotic to
8π2 exp(−πΩ(tk, tφ))(1 + |2tφ|)
∏
±




0 if |t| ≤ 2|tφ|,
|t| − 2|tφ| if |t| ≥ 2|tφ|.
The fact that these gamma factors grow with C(φ) for fixed tk is why we must include the
additional factor C(φj)
−1/4 in (9.10).
10. Automorphic level of distribution
In what follows, let F = Q and n ≥ 2. Let π ∈ Fn have arithmetic conductor qπ, and let
χ be a primitive Dirichlet character modulo q. We will allow π to be fixed, so for notational
compactness, we introduce the definition Lχ(s) := L(s, π× (π̃⊗χ)). If q and qπ are coprime,
then Lχ(s) is entire if and only if χ is nontrivial, since π̃⊗χ 6= π̃, which is clear by comparing
the arithmetic conductors of qπ̃⊗χ and qπ̃. If χ is trivial, then Lχ(s) = L(s, π × π̃). We also
define Λχ(s) := Λ(s, π × (π̃ ⊗ χ)).






































The local calculations in [46, Lemma 2.1] show that if χ (mod q) is a primitive Dirichlet
character and gcd(q, qπ) = 1, then






Therefore, for all m ≥ 1, we have
(10.1) aπ×(π̃⊗χ)(m) = aπ×π̃(m)χ(m).
It follows from (3.5) and (10.1) that if gcd(m, qπ) = 1, then aπ×(π̃⊗χ)(m) = |aπ(m)|2χ(m).
We now provide a convenient factorization of Lχ(s) that will alleviate the need for us to
distinguish the case where gcd(m, qπq) > 1.
Lemma 10.1. Let π ∈ Fn. Let ψ (mod q) be a Dirichlet character with q coprime to the




1 if χ is trivial,
0 otherwise.
There exists a function Hπ(s;χ, ψ) such that in the region Re(s) ≥ 1− 1n2 ,
(1) Hπ(s;χ, ψ) is holomorphic.
(2) |Hπ(s;χ, ψ)| ≪π log(q(3 + |Im(s)|)).



































This is holomorphic and bounded as claimed for Re(s) ≥ 1− 1
n2
by (3.6). If ψ is not primitive
























which is bounded as claimed using (3.6) again. 
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10.1. Proof of Theorem 2.3. We follow Gallagher’s proof of the Bombieri–Vinogradov
theorem in [18], with n ≥ 2 and π ∈ Fn fixed at the onset. Note that the function





























The integrals, which equal ψk(y; q, a)− ψk(e−λy; q, a) and ψk(eλy; q, a)− ψk(y; q, a) respec-










where ϕ is Euler’s totient function. Thus, we have the bounds
max
y≤x















































































(A(k2 + k + 2) + k2 + k), λ = (log x)−2(B+1)/(k
2+k+2).
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|aπ(pj)|2 log p≪π x1−
1
37 ,
so the contribution from the prime powers is negligible for our range of q. The prime power
contribution is even smaller when n = 2 because of the bound θ2 ≤ 764 due to Kim and
Sarnak [37, Appendix] and Blomer and Brumley [5]. 
10.2. Proof of Proposition 10.2. Let π ∈ Fn, k = 9n2 + 9n+ 1, Q = xθ for some fixed
























































Since a primitive character χ (mod q) induces characters to moduli that are a multiple of q,
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where β1 is the exceptional zero in Theorem 2.4. The term x
β1−1/βk1 is omitted if β1 does
not exist.
If β1 exists as in Theorem 2.4 and the supremum is achieved when R ≤ (log x)4B , then
we apply Theorem 2.4 with ε = 1
8B
and conclude that the contribution from such a zero
is absorbed in our error term. If the supremum is achieved when R > (log x)4B, then
contribution from β1 is trivially absorbed in our error term. Hence (10.5) is


















Let us now consider the zeros ρ with |ρ| < 1
4
. The number of such zeros is ≪ R2 logR.
From the consideration of the corresponding zeros 1−ρ of Lχ(s), we deduce that |ρ| ≫ x−
1
4k .
Hence the contribution from these zeros is ≪ Rx 14+ k4k logR ≪ Qx 12 logQ ≪B x(log x)−B.
Define T0 = 0 and Tj = 2
j−1 for j ≥ 1. The above discussion shows that (10.6) is
(10.7)










































If |ρ| ≥ 1
4
and Tj−1 ≤ |γ| ≤ Tj , then |ρ| ≥ max{Tj−1, 14} ≥ Tj/4 and |ρ| ≫ |γ| + 3.

















θ T k−1j )
β−1.
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Since ρ = β + iγ 6= β1, it follows from Theorem 2.4 that













































|{ρ = β + iγ : β ≥ σ, |γ| ≤ T, Lχ(ρ) = 0}|.
By (3.9), there exists an effectively computable constant c17 = c17(n) > 0 such that
{π̃ ⊗ χ : χ (mod qχ) primitive, gcd(qχ, qπ) = 1, qχ ≤ Q} ⊆ Fn(c17C(π)Qn).






















θ T k−1j )
−σdN∗π(1− σ, Tj , R)





θ T k−1j )
















Our choices for θ, k, and δ ensure that (10.8) is ≪π,ε (RTj)ε. Thus, (10.7) is
(10.9)























A straightforward optimization calculation shows that there exists a constant c18 = c18(π) >
0 such that (10.9) is
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10.3. Proof of Theorem 2.4. While the proof of Theorem 2.4 contains only standard
techniques, such zero-free regions for Lχ(s) are new even in the case when χ is trivial. The
case when χ is trivial was first handled unconditionally in [30], and the ideas therein inform
our approach here. Similar results in special cases can also be found in [51]; these rely on
unproven progress toward GRC. The work of Li [42] alleviates the need for such a hypothesis.
Lemma 10.3. [30, Theorem 2.1(1)] Let π ∈ Fn. There exists an absolute and effectively
computable constant c19 > 0 such that L(s, π× π̃) has at most one zero, say β1, in the region
Re(s) ≥ 1− c19/ log(C(π)n(|Im(s)|+ e)n
2
). If β1 exists, then it must be real and simple, and
there exists an absolute and effectively computable constant c20 such that β1 ≤ 1−C(π)−c20n.
Lemma 10.4. [32, Lemma 5.9] Let Π be an isobaric automorphic representation of GLm(AF ).
Let r ≥ 1 be the order of the pole of L(s,Π × Π̃) at s = 1. There exists an absolute and






contains at most r real zeros of L(σ,Π× Π̃).
Furthermore, if the Dirichlet coefficients of −L′
L
(s,Π) are nonnegative and r′ ≥ 0 is the
order of the pole of L(s,Π) at s = 1, then there exists an absolute and effectively computable






contains at most r′ real zeros of L(σ,Π).
Lemma 10.5. Let π ∈ Fn. Let χ (mod q) be a nontrivial primitive Dirichlet character such
that gcd(q, qπ) = 1. There exists an effectively computable constant c23 = c23(n) > 0 such
that Lχ(s) has at most one zero, say β1, in the region
(10.10) Re(s) ≥ 1− c23
log(qC(π)(|Im(s)|+ 3)) .
If the exceptional zero β1 exists, then it is real and simple, and χ is quadratic. If χ is
quadratic and β1 exists, then Lχ(1) > 0.
Proof. Let ρ = β + iγ be a nontrivial zero of Lχ(s). First, suppose that either γ 6= 0 or χ is
not real-valued. We define Π = π ⊞ π ⊗ χ ⊗ |det|iγ ⊞ π ⊗ χ ⊗ |det|−iγ. This is an isobaric
(noncuspidal) representation of GL3n(AQ). We have the factorization
(10.11) L(σ,Π× Π̃) = L(σ, π × π̃)3Lχ(σ + iγ)2Lχ(σ − iγ)2Lχ2(σ + 2iγ)Lχ2(σ − 2iγ).
Our assumption that gcd(q, qπ) = 1 ensures that none of π×(π̃⊗χ), π×(π̃⊗χ), π×(π̃⊗χ2),
and π × (π̃ ⊗ χ2) contain the trivial representation as a constituent. Since L(s, π × π̃) is
holomorphic on C apart from a simple pole at s = 1, L(s,Π× Π̃) is holomorphic on C apart
from a triple pole at s = 1. The functional equation of Lχ(s) and the fact that π × π̃ is
self-dual imply that if Lχ(ρ) = 0, then Lχ(ρ) = 0. Thus, L(s,Π × Π̃) has a zero of s = β
of order at least 4, and Lemma 10.4 implies that L(σ,Π × Π̃) (hence Lχ(σ + iγ)) does not
vanish when σ ≥ 1− c21/ logC(Π× Π̃). Since logC(Π× Π̃) ≍ log(qC(π)(|γ|+ 3)) by (3.9),
we proved the desired result when Im(s) 6= 0 or χ is not quadratic.
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If γ = 0 and χ is quadratic, then (10.11) reduces to L(σ,Π × Π̃) = L(σ, π × π̃)5Lχ(σ)4.
This L-function has a pole of order 5 at s = 1. We have logC(Π × Π̃) ≍ log(qC(π)). If
Lχ(s) = 0 in the interval s ∈ [1− c21/(6 logC(Π× Π̃)), 1), then only a single simple zero β1
could exist without contradicting Lemma 10.4.
Even χ is quadratic and β1 exists, we still have that Lχ(1) > 0. Observe that
(10.12) Res
s=1
L(s, π × π̃)Lχ(s) = Lχ(1) Res
s=1
L(s, π × π̃).
By (10.1), the pk-th Dirichlet coefficient of log(L(s, π × π̃)Lχ(s)) is k−1aπ×π̃(pk)(1 + χ(pk)),
which is nonnegative. Thus, the left hand side of (10.12) is positive, as is Ress=1L(s, π× π̃).
We conclude that Lχ(1) is positive. 
We now bound β1 in Lemma 10.5 (if it exists) using the ideas of Goldfeld [22] and Hoffstein
and Lockhart [25]. We begin with an auxiliary calculation. Let χ (mod q) and χ′ (mod q′) be
distinct nontrivial quadratic Dirichlet characters such that gcd(q, qπ) = 1 and gcd(q
′, qπ) = 1,
and let ψ be the primitive character that induces χ′χ (whose conductor is necessarily coprime
to qπ). These coprimality restrictions ensure that qπ⊗χ = qπq
n and qπ⊗χ′ = qπ(q
′)n [12], which
in turn ensures that π̃ 6= π̃ ⊗ χ and π̃ 6= π̃ ⊗ χ′. We similarly deduce that π̃ 6= π̃ ⊗ ψ.
Define Π⋆ := π× π̃⊞π× (π̃⊗χ)⊞π× (π̃⊗χ′)⊞π× (π̃⊗ψ), and consider the L-function
(10.13) L(s,Π⋆) = L(s, π × π̃)Lχ(s)Lχ′(s)Lψ(s).
By the above discussion, L(s,Π⋆) is holomorphic apart from a simple pole at s = 1. It
follows from (10.1) that if k ≥ 1, then the pk-th Dirichlet coefficient of logL(s,Π⋆) equals
k−1aπ×π̃(p
k)(1 + χ(pk) + χ′(pk) + ψ(pk)) ≥ 0.
The nonnegativity of 1+χ(pk)+χ′(pk)+ψ(pk) follows from the fact that this sum is a Dirichlet
coefficient of the Dedekind zeta function of a biquadratic field, and the nonnegativity of
aπ×π̃(p
k) follows from [65, Proposition A.1]. Upon exponentiating, we find that the m-th
Dirichlet coefficient λΠ⋆(m) of L(s,Π
⋆) is nonnegative. Recall from Lemma 10.3 that Lχ(1),
Lχ′(1), and Lψ(1) are positive.










L(s+ β,Π⋆)xsΓ(s) ≪π,ε Lχ(1)(q′q)ε(1− β)−1x1−β .
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Proposition 10.6. Recall the notation and hypotheses of Lemma 10.5. If β1 exists for a
primitive character χ (mod q) such that gcd(q, qπ) = 1, then for all ε > 0, there exists an
(ineffective) constant c′π(ε) > 0 such that Lχ(1) ≥ c′π(ε)q−ε.
Proof. It suffices to take 0 < ε < 1. Let χ (mod q) and χ′ (mod q′) be primitive quadratic
Dirichlet characters, let ψ be the primitive character that induces χ′χ, and recall the defini-
tion of L(s,Π⋆) from (10.13). Our proof consists of two cases.
First, suppose that for all primitive quadratic Dirichlet characters ω, the L-function Lω(s)
does not vanish for s ∈ (1− ε
2
, 1). It then follows that there exists a constant c24 = c24(π) > 0
such that L(s,Π⋆) 6= 0 in the interval s ∈ (1−c24/ log(q′q), 1). Since the Dirichlet coefficients
of L(s,Π⋆) are nonnegative and the residue of L(s,Π⋆) at s = 1 is Lχ(1)Lχ′(1)Lψ(1), it follows
from [25, Proposition 1.1] and (3.11) that
Lχ(1)Lχ′(1)Lψ(1) ≫π (log q′q)−1.
Since each of the L-values on the left hand side are positive and are bounded per (3.11), the
desired result follows.
Second, suppose that there exists χ′ (mod q′) and β ∈ (1 − ε
2
, 1) such that Lχ′(β) = 0.
We may assume that q′ is minimal, subject to this condition. Now, let χ be arbitrary. If
q < q′, then the minimality of q′ ensures that Lχ(s) does not vanish for s ∈ (1 − ε2 , 1), and
the preceding case implies the desired result. Suppose now that q ≥ q′. If Lχ(s) has no
real zero within a distance of c23/ log(3q
′qC(π)) of s = 1, then since q ≥ q′, Lχ(s) has no
real zero within a distance of 1
2
c23/ log(3qC(π)) of s = 1. Again, the desired result follows
by the preceding case. Finally, suppose that Lχ(s) has a real zero within a distance of
c23/ log(3q
′qC(π)) of s = 1. At this stage, we assume that χ 6= χ′.
From Lemma 10.4, L(s,Π⋆) has at most one real zero within a distance of c23/ log(3q
′qC(π))
from 1. Since we have supposed that Lχ(s) has a real zero within a distance of c23/ log(3q
′qC(π))
of s = 1, the above discussion indicates that this is the sole real zero for L(s,Π⋆) within a
distance of c23/ log(3q
′qC(π)) of s = 1. It follows that the zero β of Lχ′(s) must satisfy









Since Lχ′(β) = 0, it follows that L(β,Π
⋆) = 0. Using (10.15), the above bounds on β, and
the fact that q ≥ q′, we find that












Choosing x = q2n
2
/Lχ(1)
2 (which is greater than 3 because of (3.9) and (3.11)) and solving






Upon rescaling ε to ε/(n2+2+ε), we have Lχ(1) ≥ dπ(ε/(n2+2+ε))q−ε. As long as χ 6= χ′,
the implied constant is effective. Once we suitably adjust the implied constant to account
for the solitary case where χ = χ′, then the desired result holds for arbitrary χ.
Corollary 10.7. Recall the notation and hypotheses of Lemma 10.5. If β1 exists, then for
all ε > 0, there exists an (ineffective) constant cπ(ε) > 0 such that β1 ≤ 1− cπ(ε)q−ε.
Proof. If β1 exists, then there exists σ ∈ [β1, 1] such that L′χ(σ)(1− β1) = Lχ(1) ≥ c′π( ε2)q−
ε
2
by Proposition 10.6 and the mean value theorem. The result follows once we establish the
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bound L′χ(σ) ≪π,ε q
ε
2 for σ ∈ [1−bn/ log(3qC(π)), 1]. To prove this, we observe via Cauchy’s








(z − 1)2dz ≪ (log q) max|ξ−1|≤ 1
log q
|Lχ(ξ)|,
in which case the desired bound follows from (3.11). 
We will show that among the primitive characters χ (mod q) with q ≤ Q, we encounter
very few with the property that Lχ(s) has an exceptional zero.
Lemma 10.8. Let Q ≥ 3. There exists an effectively computable constant c25 = c25(n) > 0
with the property that there is at most one real-valued primitive Dirichlet character χ (mod q)
with q ≤ Q such that Lχ(s) has a real zero β1 satisfying β1 > 1− c25/ log(C(π)Q).
Proof. Suppose to the contrary that χ and χ′ are two distinct such characters. Consider the
isobaric automorphic representation of GL3n(AQ) given by Π
∗ = π ⊞ π ⊗ χ ⊞ π ⊗ χ′. By
construction, the Rankin–Selberg L-function L(σ,Π∗ × Π̃∗) factors as L(s, π × π̃)L(s,Π⋆)2,
with L(s,Π) as in (10.13), and has a pole of order 3 at s = 1. Thus, by Lemma 10.4,
L(σ,Π∗ × Π̃∗) has at most 3 zeros in the region σ ≥ 1 − c21/ logC(Π∗ × Π̃∗). If both Lχ(σ)
and Lχ′(σ) vanish in this region, then this contributes at least four zeros to L(σ,Π
∗ × Π̃∗),
a contradiction. Since the moduli of χ and χ′ are at most Q, it follows from (3.9) that
logC(Π∗ × Π̃∗) ≍ log(C(π)Q). The lemma now follows. 
Proof of Theorem 2.4. This follows from Corollary 10.7 and Lemmata 10.3, 10.5, and 10.8.

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Sci. École Norm. Sup. (4), 11(4):471–542, 1978.
[21] R. Godement and H. Jacquet. Zeta functions of simple algebras. Lecture Notes in Mathematics, Vol.
260. Springer-Verlag, Berlin-New York, 1972.
[22] D. M. Goldfeld. A simple proof of Siegel’s theorem. Proc. Nat. Acad. Sci. U.S.A., 71:1055, 1974.
[23] I. S. Gradshteyn and I. M. Ryzhik. Table of integrals, series, and products. Elsevier/Academic Press,
Amsterdam, eighth edition, 2015. Translated from the Russian. Translation edited and with a preface
by Daniel Zwillinger and Victor Moll.
[24] S. W. Graham and C. J. Ringrose. Lower bounds for least quadratic nonresidues. In Analytic number
theory (Allerton Park, IL, 1989), volume 85 of Progr. Math., pages 269–309. Birkhäuser Boston, Boston,
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