Chillers are important part of several processes in the Chemical, Petro-Chemical, Pharmaceutical, Beverage and Food industries. Controlling these processes at an advantageous operating point is essential to achieve high productivity and profitability. Ultimately control system design and controller tuning depend on accurate process knowledge in the form of dynamic mathematical models. But attempts to develop analytical models often stumble upon problems such as unknown physical parameters. In this work, system identification, an established modeling technique, is used to build a non-linear dynamic model of a chiller from raw Input-Output data. Two dynamic nonlinear stochastic models where obtained, one more compact and the other with more terms but more precise, showing good simulation results and average prediction errors between 3.65%-5.23%.
Introduction
Linear dynamical models played an important part in technological development which found its first engineering applications in the aerospace industry in the 1960s and then later transitioned to other areas like automatic control systems, engineering, communications, digital signal processing, navigation, economics, also due to the lowering of the cost of computing power.
Most real systems are non-linear, therefore a linear model most often cannot fully explain the dynamics. The model structure is unknown, so the structure detection algorithm should be able to determine the order of both static and dynamic non-linearities, order of the derivatives, also what inputs should the model have and if there is any interaction between different inputs. These should all translate into the final mathematical representation of the dynamic system. Black box model are based solely on the input/output data of processes. This is useful when analytical model development is not feasible or very time consuming. This is the case when number of equations is large, there are unknown/unmeasured inputs, the physical phenomenon maybe not be fully understood or auxiliary data about the design of components of the process may not be available. NARMAX model identification methods was developed in the 1980´s. Korenberg [2] [6] proposed a "fast" orthogonal algorithm (earlier algorithms relied on explicit creation of orthogonal functions) for identifying nonlinear difference equation and finite memory discrete Volterra series. Later, Billings and co-workers [4] [5] proposed a generalized form of nonlinear difference equation in stochastic form (NARMAX model) enabling it to take measurement noise into account and later developed a more reliable version [3] that was applied in the multi input multi output non-linear case [7] . [1] developed a structure selection and parameter estimation algorithm for the polynomial NARMAX by extending some techniques based on decomposition of the regression matrix.
In this work the fast recursive orthogonal least square algorithm is presented as an alternative to analytical modeling and other blackbox methods (Neural Networks, ANFIS), to develop a nonlinear stochastic model for the evaporating temperature. The model presented in this paper can be used for future development of controllers based on stochastic models for refrigeration systems. Certain basic aspects concerning nonlinear system identification is mentioned with a broad multidisciplinary audience in mind. Model validation is realized by simulation with a set of 3 validation experiments.
Theoretical

Compact Matrix Representation of Nonlinear Systems
The generic linear in parameter representations of stochastic models can be show in Eq. (1)
Where is white noise input, is the nonlinear model output vector, − 1 is an m by n rectangular matrix (m>n) where number of rows correspond to the length of the identification experiment and the column dimensions of − 1 correspond to the number of candidate regressors which are build from predetermined combinations of lagged independent input and output terms, say − 1 , − 2 , − 1 , − 2 . These combinations also form non-linear regressors when powers are quadratic, cubic or higher, the same is true for cross products of regressors. They can be also be regressors of more complex function such as log, tanh, exponential, wavelets, which for part of the NARMAX extended model set [8] . is parameter vector and the structure detection problem ultimately involves estimating each element or row of in an orthonormal basis.
Orthogonal Least Squares (OLS) estimation with QR decomposition of regressor matrix.
The basic idea behind the OLS estimator is to define an auxiliary model, Eq (2) whose terms are orthogonal over the estimation data set, and the columns of and w span the same subspace, so that each individual model coefficient can be estimated in the presence of correlated noise and then mapped back to initial model as the final step. The strength of the algorithm lies in the ability to rank (ERR) and select the most significant model terms from a large initial candidate model term set. Earlier Methods which exploited orthogonal properties used special inputs with orthogonal properties (like Gaussian white noise) or expanded the model in terms of specific orthogonal functions (Chebychev Polynomials, Laguerre Functions, etc). [8] = ∑ g w k +
The linear parameter for g for the auxiliary orthogonal model can be found by Moore-Penrose pseudo-inverse, Eq. (3). = w w w y
Which is a function of the orthogonal regressors , which can be obtained by QR decomposition of the regressor matrix , Eq. (4), by the classical GramSchmidt algorithm, modified (rank revealing) GramSchmidt algorithm or the Golub-Householder algorithm.
= !
Where is an " × $ matrix with orthogonal columns w , w % , w & , … , w ( ( is not square!) and ! is an invertible $ × $upper triangular matrix.A square matrix is invertible if the nullspace of the matrix R)* ! + contains only the zero vector, consequently is also full rank. As stated before, since the space spanned by the columns of (, -. ! ¹ is the same subspace spanned by the columns of Q,, , then it's possible to write:
In the classical Gram-Schmidt algorithm each column of and parameter of vector (Eq. (3)) can be estimated stepwise from column 1,2,3...,n (Eq. (6)(7)(8)) because each column vector (0 , 0 % , … of is orthogonolized by removing its components in the direction of all the previously computed orthonormal basis vectors of Q, the coefficients of these removed components form the columns of the R matrix as it can be seen in Eq. (10) . The linear coefficients of the auxiliary model, Eq. (2), can be mapped back to original coefficients of the nonlinear difference equation by multiplying = ! .
The coefficient 2 3,4 , Eq. (9) 
The Error Reduction Ratio (ERR)
Assuming that the residual signal in Eq. (2), , is uncorrelated with past outputs or that is whitened by regressors in , the total output variance in Eq. (2) 
To estimate simultaneously, substitute with Eq.(3)
The Fast Recursive Orthogonal Least Square Algorithm (FROLS)
The simultaneous structure detection and parameter estimation algorithm first makes a full search in the matrix for the regressor with highest ERR, Eq. (11) 
This parameter vector and final matrix can be usedfor validation by simulation with real process data.
The Average Output Error (AOE)
The (AOE) average output error [10] , Eq. (15), is a performance criterion evaluating the error of the one steap ahead prediction of the model and the actual measured output normalized by the output variable its self. These deviation from the measured output is estimated at each sampling instant and the divided by the number of samples. This results in the average normalized deviation between the model and the measurement. In Eq. () is the measured value, P is the predicted value, Q is the sample number and N is the total number of samples in the experiment.
Materials and Methods
A vapour compression pilot plant, Fig (1) , was used to obtain the Input-Output data for the model. The plant is equipped with Pt-100 temperature sensors, frequency inverters, pressure and flow sensors. Analog signal (4-20 mA) from the sensors is digitalized by a programmable logic controller (PLC) and the data is recorded on a PC with SCADA software running Open Platform Communications (OPC Foundation) protocol. 
Results and Discussion
It's usually unreasonable to suppose that a model for a chiller is linear due to the inherited non-linear nature of real systems. These nonlinearities are responsible for different static gains and time constants depending on the magnitude of the input and the operating point of the process. Physically this behavior has a direct link to real thermodynamics of the process. When positive and negative inputs are analyzed, it's very clear that physical process of raising temperature or lowering temperature is fundamentally different, hence its non-linear. One problem when modeling time invariant models from real data is that there are also unknown and unmeasured states and inputs effecting the output which may show up in the identification and validation data.
The identification experiment, Fig. (2) , was designed to excite the static nonlinearities of the process. The compressor frequency starts at 50Hz and then positive and negative steps (±5Hz,±10Hz,±15Hz) are applied returning to the 50Hz initial condition, so non-linear effects should appear in the data because U +10VW ≠ 2 × U +5VW and U +15VW ≠ 3 × U +5VW . Steps with different amplitudes from other steady-states are also explored if different dynamic and/or static nonlinearities show up in the data. A small low frequency drift can be observed in the evaporating temperature in Fig, (2) , this is can be noted more clearly at the evaporating temperature signal behaviour each time the input returns to 50Hz. This might be caused by unknown disturbances or unknown physical phenomenon. Evaporating temperature and compressor frequency has negative static gain [ \ , the physical reasons for this can be explained: positive steps in frequency increase the rotation speed of the compressor, resulting in higher refrigerant flow at higher gas pressure at discharge and condensation. The thermostatic expansion valve is subjected to a higher pressure differential resulting in lower evaporation pressure and temperature. Fig (2) . The Error Reduction Ratio (ERR) for the regressors of that responsible for the biggest reduction in unexplained variance of are shown in Table 1 . The first term is responsible for 0.999 reduction in unexplained variance, if the predetermined threshold for the SERR to stop structure detection was 0.99, as suggested in [8] , then the resulting model would be a first order AR linear model, least-square estimation of its parameter coincides with its ERR value and model validation of this linear AR model Several candidate models (Table 2) where proposed, with the model with fewest terms having the four regressors with highest ERR. The fourth regressor is the first term in table 1 that is nonlinear and it's also important that any model contains at least one term relating the input to the output. The most significant variables are initially selected according to the ERR values, they make greater contribution compared to the later selected variables. But most of the later selected variables makes little contribution to the system output and this means that SERR function will become flat after certain point, based on which the model order or structure can be determined. In this work, the point in which the SERR function flattens was used to determine the model candidate with highest number of terms, which was 15, always strictly following the order of the regressors selected by the FROLS algorithm in Table 1 .
The Fast Recursive Orthogonal Least Square (FROLS) algorithm [1][2][3][4][5][6] was applied to the identification data,
Since the structure detection and parameter estimation algorithm alone is not enough to determine if the model structure is correct, then model validation should always be used in conjunction to check if the resulting model is able to predict other processes data under similar condition. If the SERR doesn't meet the threshold using all columns of and/or the final model doesn't pass the validation procedure it means that the initial regressor matrix doesn't contain the candidate terms that describe the process. Then has to be expanded by adding terms with higher lags, nonlinearities and crossproducts, or more complex terms such as tanh, log, exp which for part of the NARMAX extended model set. The identification procedure has to go back to the first step with structure detection and parameter estimation and then validation [8] . All candidate models where then validated by simulation with these three validation data sets, the results are presented in Table 2 . Two models were selected as the best candidates, NARMAX7 was chosen because the AOE seems to flatten with this set of regressors for validation data A (AOE1), and for experiments B and C, models with more regressors results in increase of the AOE2 and AOE3. NARMAX1 is also a good candidate for best model, because it has few terms, relatively low error, and it still is a non-linear model with moving average. respectively. There is a probability that parameter 2 f is spurious because is 4th in the ERR sequence and its regressor is a cubic nonlinearity related to the input. The parameter small but it belongs also to a non-linear regressor, so it might also not be spurious. Other parameters may spurious even with bigger linear coefficient. had many more terms, an auxiliary structure algorithm based on term clustering should have been used to exclude any possible spurious terms, such as work of [9] . Inspecting the linear parameters of the NARMAX7 model that the linear parameters × 10 b . Both are very small, −5.519 × respectively. There is a low because is ranks 4th in the ERR sequence and its regressor is a cubic
The parameter 2 % is linear regressor, so it spurious. Other parameters may be linear coefficient. If the model structure selection have been used to exclude any possible spurious terms, such as in the Validation by simulation with experiments A,B and C are presented on Fig. (7) , and the NARMAX7 model shows good results. Table 4 shows the values of the its linear parameters In theory, models with fewer terms should have less uncertainty in the parameters because overfitting probable. It can be inferred that this is not the case for this model because it has (slightly) higher error multiple validation experiments compared to NARMAX 7. Never the less, it still an interesting model because its compact and the prediction accuracy is fair. linear parameters. In theory, models with fewer terms should have less overfitting is less t this is not the case for this error , not lower, on compared to NARMAX . Never the less, it still an interesting model because its compact and the prediction accuracy is fair. the Average Output Error (AOE) for all three experiments were listed earlier on Table 2 . The average output errors for experiments A, B and C simulated with the NARMAX1 model is 4.17%, 5.05%, 5.28%, respectively.
Overall both models, NARMAX1 and NARMAX7, are successfully able to model the evaporating the chiller, as the validation by simulation show in Figs. (7) and (8) show.
Conclusion
The FROLS algorithm was successfully dynamic non-linear models for the refrigeration system from the polynomial regressors supplied in the regressor matrix. The difficulty in determining an appropriate stopping threshold for the ERR was worked around by validating multiple model candidates analysing the Average Output Error. successfully able to build for the refrigeration system the polynomial regressors supplied in the regressor
The difficulty in determining an appropriate stopping threshold for the ERR was worked around by validating multiple model candidates analysing the The estimated models are able to predict the process with good accuracy. The NARMAX1
candidate with as few terms as possible, it had simulation errors of 4.17%, 5.07% and 5.23% with the three different validation experiments model is the model with more precise prediction, because it tracks visually the evaporating temperature more accurately in the validation experiments and the simulation error was lower, 3.65% 4.36% and 4.88% on the validation data. Both models are a good choice to represent the dynamics of this process.
