This paper extends previous work by the authors (Journal of Sound and Vibration, 395:294-316,2017) on the acoustic field inside an annular duct with acoustic lining carrying mean axial and swirling flow so as to allow for non-uniform mean entropy, as would be found for instance in the turbine stage of an aeroengine. The main aim of this paper is to understand the effect of a non-uniform entropy on both the eigenmodes of the flow and the Green's function, which will allow noise prediction once we have identified acoustic sources. We first derive a new acoustic analogy in isentropic swirling flow, which allows us to derive the equation the tailored Green's function satisfies. The eigenmodes are split into two distinct families, acoustic and hydrodynamic modes, and are computed using different analytical methods; in the limit of high reduced frequency using the WKB method for the acoustic modes; and by considering a Frobenius expansion for the hydrodynamic modes. These are then compared with numerical results, with excellent agreement for all eigenmodes. The Green's function is also calculating analytically using the realistic limit of high reduced frequency, again with excellent agreement compared to numerical calculations. We see that for both the eigenmodes and Green's function the effect of non-uniform mean entropy is significant.
Introduction
In light of increasing environmental concerns, operational targets and airport expansion it is vital to understand and model sound levels produced by aircraft engines accurately. One key noise source of the aircraft engine comes from the rotor and its interaction with the stator, for which understanding the propagation of acoustic waves through swirling, isentropic flow in an annular duct will be crucial and which we focus on in this paper. This analysis will also be useful in the turbine and compressor regions of the aeroengine, where the mean entropy is often non-uniform.
To calculate the propagation of noise in an aeroengine an acoustic analogy is often required. Lighthill [21] was the first to derive an acoustic analogy, famously rearranging the Navier-Stokes equations into a single equation, with the left-hand side the wave operator in a stationary fluid acting on the density perturbation. The right-hand side of the analogy consists of the remaining terms (including non-linear and viscous effects), and is thought of as the sound source. If the right-hand side is known, then the solution of Lighthill's analogy is given by a convolution of the source terms and the free space Green's function of the wave operator. Lighthill's analogy has been extended in numerous ways; Curle [8] and Ffowcs Williams and Hawkings [12] considered moving surfaces, while Goldstein [13] and Morfey and Wright [28] considered different dependent variables on the left-hand side. Often, the fluid is not stationary, and has a radially varying base flow, which requires a new acoustic analogy. Lilley [22] extended the acoustic analogy to flows with a unidirectional base shear flow, and the left-hand side of his operator is often approximated by the linear Pridmore-Brown equation [33] acting on the logarithm of the pressure perturbation. Finally, Posson and Peake [32] considered a swirling base flow in a duct and derived a sixth order linear operator acting on the pressure perturbation. For all of these acoustic analogies it will be necessary to find the Green's function of the left-hand side, and the complexity of this Green's function increases with the complexity of the base flow.
Once we have calculated the Green's function, we can predict the noise generated for simple source distributions, as performed by Posson and Peake [32] and Masson et al. [23] for swirling flow. Alternatively, the Green's function has applications in many other noise prediction methods such as beamforming and the two-microphone method. Beamforming is now one of the major processing tools to analyse data microphone array data in aeroengine noise tests, and the Green's function is used to infer information about the noise sources from the measurements. Although much recent progress has been made, such as by Sijtsma [35] , the most state-of the art base flow currently being used is a piecewise constant unidirectional shear flow [36] . Another potential application for the Green's function in swirling flow is the two-microphone method, which uses the Green's function to determine how noise propagates between two microphone measurements. It is currently being worked on by Joseph et al. [18] , Chen and Joseph [4] , but at present is restricted to a uniform axial base flow.
To evaluate the Green's function, we need to firstly calculate the eigenmodes of the linearised Euler equations about a swirling, isentropic base flow. These eigenmodes can be split into two distinct families. The acoustic modes are pressure-driven, while the hydrodynamic (or nearly convected) modes contain most of the unsteady vorticity of the flow. There is also the critical layer, which is a singularity of the system of linearised Euler equations. We can get rid of this artefact by including higher order terms or viscosity, but most of the time the effect of the critical layer is neglected since it is assumed to be small [32] . Once we have calculated the eigenmodes, we find the Green's function by evaluating the residues of the acoustic eigenmodes, and neglecting the contributions from the hydrodynamic modes and critical layers.
The hydrodynamic modes were first shown to exist by Kerrebrock [19] . It was shown that there are infinitely many of them when we consider swirling mean flow by Golubev and Atassi [14] , who were among the first to study the asymptotic behaviour of these modes. A further numerical study of the modes was performed by Nijboer [30] . The first full asymptotic treatment of the hydrodynamic modes was done by Heaton and Peake [17] , who showed three possible asymptotic regimes of the hydrodynamic modes, depending on the flow parameters. It was shown that the modes could accumulate either exponentially or algebraically, with the latter splitting into two cases, on the real line and in the complex plane. Heaton and Peake's work addressed several issues with earlier work such as the use of a thin duct assumption in Golubev and Atassi [14] .
There have been numerous studies about the acoustic eigenmodes. In Cooper and Peake [6] , Heaton and Peake [16] the acoustic eigenmodes and eigenfunctions for swirling flow in a hard-walled infinite duct were calculated asymptotically, using the WKB method. In both papers they show we can get turning points in the WKB method, corresponding physically to caustics, Cooper and Peake [6, Figure 10] . In Vilenski and Rienstra [39, 38] a lined infinite duct is considered, but for zero swirl. They seek the acoustic eigenmodes and eigenfunctions of the resulting Pridmore-Brown [33] differential equation, and compare their asymptotic method with some numerical results. In Posson and Peake [32] the eigenmodes and Green's functions were calculated numerically for swirling flow with constant entropy in a hard-walled infinite duct. In Posson and Peake [31] the results were extended to an infinite duct with acoustic lining. In Mathews and Peake [26] the eigenmodes and Green's functions were calculated analytically for swirling flow and compared to the numerical results, showing excellent agreement, even for the cases of semi-realistic swirling flow in a lined duct.
Relatively little work has been carried out on the effect of entropy on the eigenmodes and Green's function, although Tam and Auriault [37] considered a isentropic flow. They calculate eigenmodes and a Green's function in the case of simple swirling flow in an infinite hard-walled duct, and their choice of base flow density ensured the entropy of the base flow varied. In Cooper [5] the effect of entropy is considered on the propagation of the pressure field in a slowly varying duct, with most of the analysis only concerning the first cut-on eigenmode and associated eigenfunction.
Organisation
This paper is laid out as follows. In Section 2 we derive a new acoustic analogy, based on the work from Posson and Peake [32] . In Posson and Peake [32] the base flow used in the acoustic analogy is homentropic, while we allow the entropy to vary radially in the base flow. In Section 3 we revisit the asymptotic and numerical methods for finding the acoustic eigenmodes and Green's function in swirling, isentropic flow, with the methods based upon Mathews and Peake [26] . In Section 4 we consider the effect of entropy on the acoustic eigenmodes, and show that there are three main features due to the variable entropy. In Section 5 we consider the effect of entropy on the hydrodynamic modes, both numerically and asymptotically. We extend the work from Heaton and Peake [17] to an isentropic flow, and find there are still three accumulation regimes. Finally, in Section 6 we consider the effect of entropy on the Green's function, which is calculated by evaluating the residue at each of the acoustic modes.
Acoustic analogy in isentropic swirling flow
We will model the aeroengine as an infinite cylindrical duct, and in Figure 1 we see the cylindrical coordinate system, with x the axial coordinate, r the radial coordinate and θ the azimuthal coordinate. We let u, v, and w be the velocities in the x, r and θ directions respectively. We split the inviscid, compressible, isentropic total flow (underlined) of air into a base flow (subscript 0) plus some small timeharmonic perturbations, so we have
where u = (u, v, w) is the total velocity of the air, ρ is the total density, p the total pressure and s the total entropy. Let the inner and outer duct walls be given by r ‡ = h ‡ and r ‡ = d ‡ respectively, where the double dagger ‡ represents dimensioned coordinates. We non-dimensionalise all distances by d ‡ , so that the inner wall lies at r = h := h ‡ /d ‡ and the outer wall at r = 1. We non-dimensionalise all velocities by the speed of sound
Euler equations
Let us next consider the motion of an inviscid, compressible, isentropic fluid, which is described by the Euler equations,
Our choice of energy equation is derived by using the ideal gas law and the perfect gas law, where γ is the ratio of the constant specific heat capacities c p and c v (γ = 1.4 for air). 
Swirling base flow
The base flow is a solution to the Euler equations, with the base flow entropy s 0 satisfying the constitutive relation
while the speed of sound c 0 is defined from the Newton-Laplace equation, giving
We define the base flow by specifying the base flow velocities and entropy, and then calculate the pressure, density and speed of sound from the above equations. We choose base flow velocities of the form
where U x (r) and U θ (r) are freely chosen and setting the radial baseflow to zero, which is a reasonable assumption of the mean flow between the rotor and stator, as discussed in Mathews and Peake [26] . We also specify that the base flow entropy only depends on the radial position; s 0 (r). We choose the pressure so that the Euler equations are satisfied, which essentially comes down to conservation of angular momentum, with
To determine c 0 (r) and ρ 0 (r) we first differentiate the two relations in Eq. (5) and Eq. (6), and use Eq. (8) to give (where primes denote differentiation with respect to r throughout the paper)
We solve this differential equation by using an integrating factor (of exp[s 0 (r)/c p ]), which gives
We can also get a first order differential equation for ρ 0 (r), which we solve by using an integrating factor of exp((γ − 1)s 0 (r)/c p ), and hence we find that
We thus find the density is given by
We consider several different choices of base flow entropy, a one parameter family of base flow entropies from Cooper [5] , constant entropy and entropy such that the speed of sound is constant.
Logarithmic entropy
Cooper [5] suggests using a base flow entropy of the form where β is a constant, which was chosen to simplify the governing equations she was considering. Using the previous section, we see that the speed of sound and pressure satisfy
Note that the entropy is only defined up to an arbitrary constant, and varying the constant does not change the base flow speed of sound or density. In Figure 2 we plot how the speed of sound c 
Constant entropy
For the homentropic case of Posson and Peake [32] , β = 0, and we calculate the speed of sound and density as 
2.2.3. Constant speed of sound A final choice of entropy is such that the mean speed of sound is constant, which is equivalent to constant mean temperature for an ideal gas. From Eq. (9) it is clear that the required entropy profile is
up to a constant. Although the speed of sound is constant, the density still varies radially due to Eq. (12).
Acoustic lining of the duct
To mathematically model the acoustic lining we introduce the impedances Z h , Z 1 ∈ C of the liner at the duct walls. We non-dimensionalise the impedances by
, and assume that these impedances are uniform. The boundary conditions for the unsteady flow are then the standard Myers boundary conditions [29] , allowing for slip flow at the duct walls
Here and throughout we assume the time dependence of the flow is of the form exp(−iωt). For rigid walls we have Z h = Z 1 = ∞ and hence the the boundary conditions become the no-penetration conditions v(h) = v(1) = 0. We note that since the impedance Z h is non-dimensionalised by the outer wall, varying the mean flow entropy causes the effective impedance to vary at the inner wall, even though Z h is constant. In Masson et al. [24] it was shown in arbitrary swirling flow the Myers boundary condition is not the correct boundary condition in the limit of an infinitely boundary layer. In non-swirling flow, Eversman and Beckemeyer [10] showed the Myers boundary condition was correct in the limit of an infinitely boundary layer. Using the results from Masson et al. [24] gives the boundary condition as
where
with the extra terms in Z h and Z 1 being centrifugal force due to the swirl.
Euler equations for generalised functions
Next, we consider a time-dependent surface S f (t), defined by f S (x, t) = 0, which separates a fluid into a region where the fluid is moving and a region where it is at rest. The surface S f represents the blades of a rotor and/or stator, with f S (x, t) = 0 corresponding to the blade surfaces. The fluid is at rest inside this surface, and moving outside the surface. Using the convention from Posson and Peake [32] , we choose f S such that f S < 0 when the fluid is at rest and f S > 0 when the fluid is moving. We define v S to be the surface speed, and n = ∇f S (x, t) to be the normal. We can then relate the surface speed in the normal direction to the derivative in time, with
We next consider the Euler equations in Eq. (2) to Eq. (4) in cylindrical coordinates, and then linearise about the base flow. We then perform an exact rearrangement of the Euler equations such that the lefthand side is a linear operator acting on perturbations and the right-hand side consists of all the non-linear effects. Next, we use the theory of generalised functions from Crighton et al. [7] , Farassat [11] , Grubb [15] . We introduce the velocity, pressure and density distributions, given by u = H(f S )u, p = H(f S )p. We multiply the Euler equations by the Heaviside function H(f S ) and then use the relations from Farassat [11] to relate derivatives of these distributions in terms of source terms and the normal derivative multiplied by the Heaviside function. The differential equations are thus given by
where the derivatives with a bar are generalised derivatives, and the material derivative is defined by
The volume sources terms are defined by
and
The surface source terms are defined by
where δ(f S ) is the Dirac delta function. When the surface S f (t) is rigid (impermeable and non-vibrating), then (u 0 + u) · n = v S · n and hence we have
so the surface source terms simplify significantly. In addition, if we have no angle of attack on the blades then we also have
which further simplifies the source terms. The surface source term D is related to the loading noise and D mass is related to thickness noise from the surfaces [32] .
Derivation of acoustic analogy
Next, we combine Eq. (21) to Eq. (25) into a single equation for the pressure perturbation, using a similar method to Posson and Peake [32] We first note that the material derivative commutes with circumferential and axial derivatives but not radial derivatives, with ∂ ∂r
Using Eq. (24) we express the material derivative of w in terms of v, p and source terms:
Combining Eq. (21) and Eq. (25) allows us to express the material derivative of the density ρ similarly:
Next, we take the material derivative of Eq. (23) and substitute in Eq. (35) and Eq. (36). We find
where the differential operators R and T are defined by
with
and the source term S M 1 is given by
Compared to the notation in Posson and Peake [32] we have R = −D and T = −M. To simplify matters slightly in what follows we introduce U θ (r) = (rU θ ) /r 2 . The next step is to differentiate Eq. (22) with respect to x, and differentiate Eq. (24) with respect to θ and divide by r, which gives
We then divide Eq. (25) by c 2 0 (r) and then take the material derivative of it, which gives
Substituting the expressions from Eq. (41) into Eq. (42) then gives
where the source term S M 2 is given by
In Eq. (43) we have eliminated the axial and circumferential velocities u and w from the left-hand side, as well as the density ρ. The final step in the derivation of the acoustic analogy is to eliminate the radial velocity v from the left-hand side of Eq. (43). To do this we want to insert equation Eq. (37) into Eq. (43), but first we need to ensure all the terms involving v in Eq. (43) are of the form ρ 0 R( v). The operator R commutes with derivatives with respect to θ and x, as well as the material derivative, but not derivatives with respect to r. We calculate that
If we apply the differential operator R to Eq. (43) and then insert Eq. (45) we get
Despite applying R to Eq. (43) once, we still have some v terms which are not of the form ρ 0 R( v). However, these terms now only involve material derivatives and derivatives with respect to θ and x, so we just apply the differential operator R to Eq. (46) once more. Finally, we use Eq. (37) to eliminate velocity terms, which gives
The operator F M is defined by
and the source term is
Reducing to the form in Posson and Peake [32]
When the entropy is constant, we calculate that
Thus, we find for constant entropy
where F P P is the sixth order differential operator from Posson and Peake [32] . For the source terms, we can see that comparing Eq. (49) with Posson and Peake [32, Equation 3 .7], then we will get exact agreement provided that
where the source terms with a P P superscript are defined in Posson and Peake [32, Equation 3.9, 3.10] . We show that this holds exactly in the case of constant entropy in Appendix B.
Asymptotic and numerical Green's function
Even though the base flow entropy now varies, we can still use a very similar method to Mathews and Peake [26] to find the eigenmodes and Green's function of the swirling flow. When we consider the highfrequency limit (ω → ∞), the differential equation and boundary conditions are unchanged from Mathews and Peake [26] , but the base flow speed of sound, density and pressure vary. For the numerical method, we now get a fifth equation to solve in our eigenvalue problem, but otherwise the method is the same. We briefly summarise the methods below.
We first consider the modified Green's function p ω of F M , which satisfies
We consider the Green's function p ω rather than a standard Green's function since it would be more useful were we to calculate the pressure from source terms (using the method from Posson and Peake [32] but extended for a isentropic flow). If we were to solve for the standard Greens function instead of the reduced Greens function, the method would be exactly the same as what follows, as was the case for constant entropy in Mathews and Peake [26] . We look for a Green's function of the form
where we choose a circumferential Fourier series to ensure periodicity. Using standard results from Bender and Orszag [1] gives p n as
where W(r 0 , k) is the Wrońskian of g 1 (r; k) and g 2 (r; k). The functions g 1 (r; k) and g 2 (r; k) solve the second order ordinary differential equation
with g 1 (r; k) satisfying the (Fourier transformed) Myers boundary condition at r = 1 and g 2 (r; k) satisfying the Myers boundary condition at r = h. The functions Ω(r, k) and Υ(r, k) are given by
Numerical eigenmodes
To calculate the eigenmodes numerically, we first take the linearised mass, momentum and energy equations (in terms of the entropy), which gives us five equations. Using the constitutive relations for a perfect gas, Eq. (5) and Eq. (6), we can eliminate the density perturbation using (to first order)
We then Fourier transform the perturbations u, v, w, p and s in the frequency and axial domains, and Fourier series in the circumferential direction, which we denote by the respective capital letters. We then solve the resulting eigenvalue problem for the axial wavenumber k. After rearranging to make the right-hand side simpler, the final eigenvalue problem is given by
The boundary conditions for the eigenvalue problem are calculated by Fourier transforming the standard Myers boundary conditions in Eq. (17), and are
We solve this eigenvalue problem using Chebfun [9] in MATLAB, which avoids having to discretise the derivatives. To remove the eigenvalue from the boundary condition we introduce a sixth variable P = kP . We validated the solver by checking that when the entropy is constant we recover the results from [26] and [32] .
A homentropic fluid has constant entropy, so s 0 (r) is constant. As a result, the only possible non-zero solution S to Eq. (63) is when k is in the critical layer, which is defined by
So, away from the critical layer (and hence for all acoustic eigenmodes), S = 0 and we only need to solve a system of four differential equations. These are the four equations that are solved in Posson and Peake [32] and Mathews and Peake [26] .
Asymptotic eigenmodes
We consider the differential equation in the high-frequency limit, which allows us to use the WKB method as in Mathews and Peake [26] . We first make the change of variables
where k = ωκ, so that the leading order behaviour of the differential equation is given by
with n = ωη and Ω = ωΦ. The boundary conditions become
where f 1 (1, κ) and f 2 (h, κ) can easily be determined from the Fourier transformed Myers boundary conditions as
Under our change of variables, the Green's function p n is now given by where the Wrońskian V(r, κ) of P 1 (r; κ) and P 2 (r; κ) is now independent of r by Abel's theorem [2] . We next calculate that P j (r; κ) is given by
where A (r, κ), B(r, κ), A(r, κ) and B(r, κ), the linearly independent solutions and their derivatives, are defined in Appendix A. Setting A j (κ) = 1 and applying the boundary conditions in Eq. (69) gives
which we solve to find B 1 (κ) and B 2 (κ). We then calculate that the Wrońskian is given by V(κ) = ω B 1 (κ) − B 2 (κ) , so the dispersion relation is given by
We solve this numerically (by using the rootfinding algorithm fsolve in MATLAB with the numerical eigenmode as a starting guess) to find the asymptotic eigenmodes.
Asymptotic Green's function
To calculate p ω we find the inverse Fourier transform of p n , but instead of using the real line we use the contour Γ given in Figure 3a , which was determined by considering the standard causal contour. To perform the integration we close the contour in the upper or lower half plane. When x > x 0 we close the contour in the upper half plane, and the Green's function is equal to the sum of the residues at the downstream acoustic eigenmodes, plus a critical layer contribution. When x < x 0 we close the contour in the lower half plane, and get a sum of the residues at the upstream acoustic eigenmodes, with no contribution from the critical layer.
Contribution from acoustic eigenmodes
The total contribution from the acoustic eigenmodes is given by 
with the ± coming from the sign of x − x 0 . We let p A n (x, r|x 0 , r 0 ) = p m n be the total acoustic contribution at each azimuthal number, which is calculated by summing over all upstream or downstream modes. The derivative of the Wrońskian with respect to κ can be analytically calculated, although the exact form would be quite complicated.
Contribution from critical layer
We calculate the contribution from the critical layer by using a counter clockwise contour Γ CLH enclosing the critical layer and hydrodynamic modes, which is shown in Figure 3 . This is very expensive to calculate numerically, but quite inaccurate to calculate asymptotically using the method in Mathews [25] . It was shown in Posson and Peake [32] that the contribution from the critical layer is small enough to ignore except in a handful of cases, so we will ignore it for the rest of this discussion.
Numerical Green's function
For the numerical method we only consider the acoustic Green's function, and ignore the critical layer contribution. Once we have calculated the eigenmodes (and eigenfunctions) for the Green's function we can use a similar formula to Eq. (79) to calculate the contribution from each mode, with the only remaining difficulty calculating the derivative of the Wrońskian with respect to k. The method used to do this is given in Posson and Peake [32] and Mathews and Peake [26] , and the isentropic flow has no effect on the method.
Effect of entropy on acoustic modes
We will mainly consider the base flow entropy s 0 (r) = − log(r β ), where we will vary the parameter β. When we vary this base flow entropy, there are three main features. First, as we increase the entropy gradient the line of cut-off modes shifts right in the complex plan. Second, as we increase the entropy gradient we reduce the number of cut-on modes. Third, when the duct has lining we find both upstream and downstream surface modes, once the entropy parameter β is below a certain threshold. The first two effects are universal for any swirling flow, frequency or azimuthal number (but same entropy profile s 0 (r) = − log(r β )). The third effect has a more complicated dependence on these parameters, and would require the use of a similar method to Rienstra [34] or Brambley and Peake [3] but extended to isentropic, swirling flow to fully determine the effect of the entropy gradient.
We can easily explain the first two effects by analogy with uniform axial flow in a hard-walled duct. As we increase the entropy s 0 (r), we increase the speed of sound c 0 (r). This therefore reduces the Mach number M (r) of the flow. In uniform flow, the line of cut-off modes is given by Re(k) = −ωM/(1 − M 2 ). Thus, increasing the entropy gradient causes the line of cut-off modes to shift right. Furthermore, the condition for cut-on modes in a duct is α 2 < ω/(1 − M 2 ), with α given in Vilenski and Rienstra [38] and involves finding zeros of Bessel functions. As we increase the entropy gradient, we decrease M and hence decrease ω/(1 − M 2 ). Thus, we get less cut-on modes since previously accepted values of α no longer satisfy the cut-on condition.
For other choices of base flow entropy, the speed of sound has a more complicated form, as given in Eq. (10) and thus it is unclear whether increasing the entropy will always lead to an increase in speed of sound and hence less cut-on modes and cut-off modes shifting right.
We consider two different swirling flows in a lined duct of impedance Z = 1 − 2i. In Figure 4 we consider uniform axial flow and zero swirl, while in Figure 5 we consider polynomial axial and swirling flow of the form U x (r) = 0.3 + 0.2r 2 and U θ (r) = 0.2r + 0.1/r. We plot the numerical eigenmodes in Figures 4 and 5 , and give a table comparing a selection of the numerical and asymptotic eigenmodes. We observe that both the numerical and asymptotic eigenmodes display all three features, with very small error between the two sets of eigenmodes.
In Figure 4 we see the development of the upstream and downstream surface modes. These surface modes are the analogue of the surface modes given in Rienstra [34] and Brambley and Peake [3] for uniform, non-swirling, homentropic flow. As we decrease the entropy parameter β, the usually straight branch of cut-off modes pinches and then splits of an eigenmode. As we further decrease the entropy gradient, the branch of cut-off modes straightens again while the surface mode moves right. The downstream surface mode appears for −1.5 < β < −1, while the upstream surface mode appears for −1 < β < −0.5, so at certain values of the entropy gradient there is only one surface mode. The trajectory of the upstream surface mode means that for sufficiently negative entropy gradients, this mode would eventually cross the real line, which would mean the integration contour in Figure 3 would no longer be valid. In Figure 5 we also see these surface modes for polynomial swirling flow, but we have to consider more negative values of β. We find the upstream mode for −2 < β < −1 and the downstream mode for −3 < β < −2, and again the upstream surface mode would eventually cross the real line. As we have seen, the threshold for the surface mode to develop will be a function of the swirling flow profile, frequency and azimuthal number.
In Figure 6 we see these surface modes disappear as we reduce the lining of the walls by increasing the impedance. This effect is also present when we consider a non-swirling flow such as the flow in Figure 4 .
In Figure 4 we see that when β = −1.5 there are four cut-on downstream modes and four upstream cut-on modes. When β = 0 there are three cut-on downstream modes and three upstream cut-on modes, while when β = 1 there are only two of each. Additionally, the upstream cut-on modes move further and further downstream as we increase the entropy gradient. When β = −1.5 the furthest upstream cut-on mode is given numerically by k = −91.69 (to 2 dp), while when β = 1 the furthest upstream cut-on mode is given numerically by k = −35.19. In contrast, the downstream cut-on modes only move a small amount upstream as we increase the entropy gradient. In Figure 4 the furthest downstream mode is numerically given by k = 11.56 when β = −1.5 and given by k = 7.93 when β = 1. Again, this effect is mainly due to the local Mach number varying rather than a direct result of the varying entropy gradients.
In Figure 5 we see much the same story in terms of cut-on modes, with the number of cut-on modes decreasing as we increase the entropy gradient. When β = −3 we have four downstream and four upstream cut-on modes, while when β = 1 we have only two downstream and two upstream cut-on modes. In Figures  4 and 5 we see that the branch of cut-off modes moves to the right as we increase the entropy gradient, with the parameters of the flow determining exactly how much the line moves. In Figure 6 we see the effect of entropy with and without lining. Even in a hard-walled duct, we still see fewer cut-on modes and the branch of cut-off modes shifting right as we increase the entropy gradient. In Table 1 we compare the change in attenuation of the downstream (numerical) eigenmodes for different choices of entropy. We use
to measure the attenuation (in dB per unit radius), where k ref is the eigenmode at constant entropy. We see that for the logarithmic entropy, as we reduce the entropy gradient β then we increase the attenuation of all of the modes. Some of the cut-off modes (the third and fourth downstream modes) at constant entropy become cut-on or much close to being cut-on at β = −2, which massively increases the attenuation. We expect the attenuation to increase as we reduce β to be a general effect for all swirling flows for logarithm entropy, and to also apply for the upstream modes. For the entropy corresponding to constant speed of sound, we have a small but noticeable decrease of the attenuation rate for all the downstream modes, which is in the order of a 5% effect on the attenuation rate of the two cut-on modes. Finally, we comment on the accuracy of the asymptotic eigenmodes compared with the numerical modes. We find every numerical eigenmode asymptotically, and approximate them extremely accuracy. We are even able to approximate the surface modes with very good accuracy. In Figure 4 , when β = −1.5, the downstream surface mode is given numerically by k = −7.61 + 55.25i (to 2 dp) and asymptotically by k = −7.63 + 55.24i. The upstream surface mode is given both numerically and asymptotically by k = 25.49 − 94.02i to 2 decimal places. In Figure 5 , when β = −3, the downstream surface mode is given numerically by k = −6.94 + 59.55i and asymptotically by k = −6.96 + 59.52i. The upstream surface mode is given numerically by k = 31.90 − 94.72i and asymptotically by k = 31.89 − 94.72i. The other asymptotic modes have an accuracy comparable to Mathews and Peake [26] .
In Figure 7 we plot the numerical pressure eigenfunctions for the cut-off eigenmodes in Figure 4 when β = −1.5. The eigenfunctions associated with the surface modes (in red, dashed and dotted) have a considerably different shape to the rest of the eigenfunctions of the cut-off acoustic modes (in orange, solid), since they only oscillate near the inner wall, and decay in the bulk of the flow. It may well be that for other flow regimes we get the oscillation of surface waves at the outer wall rather than the inner wall.
Effect of entropy on hydrodynamic modes
We now consider the effect of a swirling base flow with varying entropy gradient on the hydrodynamic modes at the ends of the critical layer. Although we believe the Green's function contribution from these mode is generally very small [32] , for completeness we investigate them here. Using Eq. (56) we find the Fourier transform of pressure, denoted P , satisfies the equation
where B is given by
In Eq. (82) and Eq. (83) D(r) = Ω 2 (r) − U θ (r), with U θ defined in Eq. (39), while the functions Ω and Υ are defined in Eq. (57). Our definition of D matches Heaton and Peake [17] , while Ω is denoted by −Λ in Heaton and Peake [17] and Υ has no equivalent term. Given a critical radius r c , we can define k c (r) such that Ω(k c (r c ), r c ) = 0, with
Asymptotic method
We use the Frobenius method [1] to solve the differential equation asymptotically near a critical point and to do this we first write B(r) and C(r) as Laurent series about r c . We find that the leading terms in the series occur at 1/r and 1/r 2 respectively, with coefficients
Where we have a homentropic base flow, E(r) is zero since the first bracketed term vanishes, and hence A(r) matches the definition in Heaton and Peake [17] . Although Lalas [20] considered a flow with entropy, he did not consider the Frobenius expansion so this is a new result. From Lalas [20] , Heaton and Peake [17] we see that the entropy term E(r) is related to the Brunt-Väisälä frequency. The indicial equation in the Frobenius method becomes σ 2 − σ + A(r c ) = 0, where σ is the indicial exponent, and it has solutions
When A(r c ) > 1/4 we find the Frobenius (inner) solution is given, to leading order, by
with µ a constant. Since the unsteady potential ϕ is related to the pressure by
we then find that the Fourier transform of the unsteady potential, φ, satisfies
and hence to leading order the inner, Frobenius solution for φ is
as in Heaton and Peake [17] . We now apply exactly the same analysis as in Heaton and Peake [17] to determine the hydrodynamic modes asymptotically. We match the inner solution P I or φ I to an outer solution (in some cases via an intermediate solution), and then apply the boundary conditions at the duct walls. This gives allowed values of r c , which will give eigenmodes k c (r c ). We are only interested in values of r c which give eigenmodes close to the two ends of the critical layer. The value of r c (and hence k c ) will be determined by λ, which depends on the entropy through the term E(r).
Summary of asymptotic results
Case 1: k c (r) is monotonic and A(r) > 1/4. In case 1 r c is close to r = h or r = 1 but outside of the duct. We find the hydrodynamic modes accumulate at an exponential rate of
depending on at which end of the critical layer they accumulate. Thus, the modes are asymptotically given by
The ± comes from whether k c is increasing or decreasing, with k + m to the right of the critical layer and k − m to the left of the critical layer. We only get accumulation at the duct walls when A(r) > 1/4 (λ is real), and it is possible that the modes accumulate at one end of the duct and not at the other. If we follow the method in Heaton and Peake [17] , then we could deduce the constants c 1 and c h . However, it was shown in Mathews [25] that the method is not fully correct, and fails because Heaton and Peake assume the composite solution of the inner and the outer solution is sinusoidal, when it is Airy-like. Furthermore, it was shown [25] that the constants c h and c 1 are global properties of the flow, and depend on the flow in a region near the duct wall, rather that at a single point. Thus, these constants have to be determined numerically.
Case 2: k c (r) has a single critical point r = r , solving k c (r ) = 0. Additionally, A(r ) > 0. In case 2 k c (r) is not monotonic and we look for critical points r c near r = r and one of r = h and r = 1. The modes accumulate at an algebraic rate in the real plane near k c (r ), with
At the other end of the critical layer, the modes accumulate exponentially if A(r) > 1/4 (and otherwise not at all), with accumulation rate given by Eq. (92).
Case 3: k c (r) has a single critical point r = r , solving k c (r ) = 0. Additionally, A(r ) < 0.
In case 3 k c (r) is not monotonic and we again look for critical points r c near r = r and one of r = h and r = 1. The modes accumulate at an algebraic rate in the complex plane near k c (r ), with
when the right edge of the critical layer is given by k c (r ), and c I is a constant of proportionally that is not determined in Heaton and Peake [17] . A similar result holds when the left edge of the critical layer is given by k c (r ). At the other end of the critical layer the modes accumulate exponentially if A(r) > 1/4 (and otherwise not at all), with accumulation rate given by Eq. (92).
Applicability of asymptotic results
Although we can determine the constant of proportionality when the modes accumulate algebraically on the real line (case 2), knowing it is not very enlightening. It takes of the order of 100 modes [17, Section 3.4] before the modes accumulate algebraically and the relation
where c A is given in Eq. (94), is accurate. In contrast, for modes accumulating exponentially, relations of the form in Eq. (93) where c 1 and c h are to be determined, are accurate after only about ten modes. If we calculate the first ten or so hydrodynamic modes numerically, then we can determine c 1 and c h and hence the rest of the modes asymptotically. Thus, we will always need to calculate some of the hydrodynamic modes numerically, in the first case because we don't know the constant of proportionality and in the second and third cases because the first asymptotic modes are not accurate. Further, we would need to calculate significantly more of them numerically when they accumulate algebraically than when then accumulate exponentially to get accurate results.
Numerical results
We now consider the effect of entropy on the hydrodynamic modes. We calculate these modes numerically, using either Chebfun [9] or using the program from Heaton and Peake [17] . We consider a base flow entropy of the form s 0 (r) = − log(r β ), and mainly consider the three cases β = −0.3, β = 0 and β = 0.3. For this choice of entropy we calculate that
In Figure 8 we plot the hydrodynamic modes for a base flow with uniform axial flow and swirling flow consisting of solid body and rotation and a free-vortex, and we see that the modes move as we vary entropy. We see that for this choice of parameters, larger values of β (and hence larger entropy gradients) shift all the hydrodynamic modes right at the right end of the critical layer. We find at the other end of the critical layer that as we increase the entropy gradient the modes shift left. Thus, at both ends the hydrodynamic modes shift away from the critical layer as we increase the entropy gradient. In Figure 8 we also calculate the values of λ(1) = A(1) − 1/4, where A(r) is given in Eq. (85). Since we are in the first case, the modes accumulate at an exponential rate, and hence at the right edge of the critical layer they are asymptotically given by
where c 1 is the constant in Figure 8 . We calculate this constant numerically. Thus, in Figure 8 the hydrodynamic modes shift right as we increase the entropy gradient because the constant of proportionality c 1 increases, while the exponential accumulation rate λ(1) also increases as the entropy gradient increases. From the definition of λ(r) and E(r) it is clear why the latter happens, but because we cannot determine the constant of proportionality c 1 asymptotically it is not clear of the exact effect β has on the constant of proportionality.
In Figure 9 we show the other two cases for accumulation at the edge of the critical layer. We take the flows given in Heaton and Peake [17] and consider them with different base flow entropies by varying β. In Figure 9a we see the modes accumulating algebraically on the real line. As we increase the entropy gradient the accumulation rate in Eq. (94) varies due to the β dependence which causes the hydrodynamic modes to all shift to the right.
In Figure 9b we see the first few hydrodynamic modes accumulating in the complex plane. As we increase the entropy gradient, the modes move to the left at the left edge of the critical layer, as in the previous two cases. We also see that as we increase the entropy parameter from β = 0.3 (green crosses) to β = 0.6 (orange diamonds) we change accumulation regime and go from clustering in the complex plane to clustering on the real line, which follows from Section 5.2 and the definition of A(r) in terms of the entropy. Thus, increasing the entropy gradient (by increasing β) is stabilising the flow since we have changed accumulation regime [17] .
For the choice of logarithm entropy, we see that for any swirling flow regime and frequency, we can always stabilise flows that were accumulating algebraically in the complex plane by making β large enough, while we can always destabilise flows that accumulating algebraically in the real plane by making β small enough. The threshold value of β where it changes stability will depend on the swirling flow regime and frequency. For other choices of entropy, the function E(r) might have a more complicated dependence on r (as opposed to always being positive or negative, depending on the sign of β), which makes it less clear about the effect of entropy on stability. 
Effect of entropy on Green's function
In Section 4 we saw that the logarithm entropy had three main effects on the eigenmodes; the appearance of surface modes, a shifting of the branch of cut-off modes to the right and a reduction in the number of cut-on modes. Since the main contribution to the acoustic Green's function comes from the cut-on modes, it is the last feature that causes the Green's function to change significantly as we vary entropy.
In Figure 10 we plot the Green's function contributions p m n from the three furthest downstream cut-on eigenmodes as the entropy varies. We also plot the total acoustic Green's function p A n . The base flow entropy is given by s 0 (r) = − log(r β ), with β = −0.3 (left), β = 0 (middle) and β = 0.3 (right). As we vary the value of β, the density, speed of sound and pressure of the base flow all vary since the base flow must satisfy the Euler equations. This then causes functions such as q n (r, κ) and Φ(r, κ) to vary with the entropy gradient.
We only need to consider the three most cut-on modes in Figure 10 since subsequent upstream modes for all three values of β are cut-off, with the Green's function contributions p m n from these cut-off modes orders of magnitude smaller than the contributions from the dominant cut-on modes.
In Figure 10 we see the Green's function contribution p 
The other flow parameters are the same as Figure 10 .
shape of the Green's function contribution changes significantly as we vary the entropy gradient. This is because the second downstream eigenmode moves by a significant amount as we vary the entropy gradient.
When we consider the Green's function contribution p m n from the third furthest downstream cut-on eigenmode (third row), we see significantly different shapes and amplitudes for the Green's function. When β = 0.3 this eigenmode is cut-off, while when β = 0 or β = −0.3 it is cut-on. Finally, in the fourth row we see the total acoustic contribution, p In Figure 10 we see that for all values of entropy gradient our asymptotic Green's function is very accurate compared to the numerical Green's function. The absolute error in the total acoustic Green's function p For the logarithm entropy profile, we expect that as we increase β then we will reduce the magnitude of the Green's function universally in any flow regime, since cut-on modes become cut-off. For general entropy profiles this may not be the case, as the relationship between entropy and number of cut-on modes is less clear.
In Figure 11 we plot the real part of the total asymptotic Green's function p A n for a source at (x 0 , r 0 ) = (0, 0.8) as x and r vary. We see the effect of both entropy and lining on the Green's function. In both a lined duct and a hard-walled duct, we see that when β = 0.3 the Green's function is a lot smaller in magnitude than when β = 0 or β = −0.3, since the dominant eigenmode becomes cut-off. It is clear that the Green's function is very different for the three values of entropy gradient. As the entropy gradient varies, we have three completely different colour plots, and the period in the axial direction varies significantly with entropy for both hard and lined duct walls.
The lining causes the Green's function to decay in the axial direction for all values of entropy gradient. Additionally, in a lined duct the Green's function has a significantly smaller magnitude that in a hard-walled duct away from the source. Close to the source, the Green's function can have a similar or larger magnitude. In Figures 11c and 11d we see that the Green's function in a lined duct had a larger magnitude close to the source, with the colour map saturated in Figure 11d .
It is clear from our results that a small difference in entropy can modify the Green's function substantially. Thus, we need to model the base flow entropy accurately so we calculate the correct Green's function.
Conclusion
We began by deriving a new acoustic analogy, given in Eq. (47), by rearranging the Euler equations for a swirling, isentropic base flow, extending the result from Posson and Peake [32] . When we considered the acoustic analogy with constant base flow entropy, we got the same operator F acting on the pressure perturbation as in Posson and Peake [32] . The source terms are also equivalent for a homentropic base flow, although in slightly different forms.
Our new acoustic analogy allowed us to see the effect of entropy on the eigenmodes and Green's function, both numerically and analytically. Our analytic results were extremely accurate, and of a similar accuracy to the case of homentropic flow in Mathews and Peake [26] . We saw that in the high-frequency limit varying the base flow entropy only affects the base flow pressure, density and speed of sound; the dispersion relations for the eigenmodes and the Green's function do not otherwise change. If we made the base flow entropy gradient sufficiently negative we could find both an upstream and a downstream surface mode (Figures 4  and 5 ), which were created by a mode splitting off from the main line of cut-off modes. These surface modes were present regardless of the swirl of the flow, but were only present when there was lining in the duct. We were able to accurately approximate the eigenmodes analytically in swirling flow with variable entropy (Figures 4 to 6) , including when surface modes were present. We found that the analytic Green's function for a base flow with varying entropy was very accurate compared to the numerical Green's function, as seen in Figure 10 . In Figure 11 we saw that the base flow entropy affects the Green's function significantly, for both a hard-walled and a lined duct.
We also considered the calculation of the hydrodynamic modes accumulating at the end of the critical layer analytically. We extended the analytic results from Heaton and Peake [17] to a base flow with non constant entropy in Eq. (92) to Eq. (95) and then compared to numerical results. For the parameters we tested, increasing the entropy resulted in the hydrodynamic modes moving further away from the critical layer (Figures 8 and 9 ). We also came to the conclusion that we would always have to calculate some of the hydrodynamic modes numerically, in the first case because we don't know the constant of proportionality and in the second and third cases because the first analytical modes are not accurate.
either no zeros or a single zero r c ∈ R with q n (r c , κ) = 0, where the region R is defined as R = r ∈ C |r − s| < ω Some examples of the region K are given in Mathews and Peake [26] . When q n (r, κ) has more than one zero we have to solve numerically for A (r, κ), B(r, κ), A(r, κ) and B(r, κ), with the method described in Mathews and Peake [26] .
Appendix B. Comparison of source terms in acoustic analogy
In this section we show that 
Hence, we have S Hence, we have S M 2 = S P P 2 + S P P F W H,2 and the source terms from the analogy in this paper and the analogy in Posson and Peake [32] are equal for a homentropic flow.
