Abstract. We propose the Embarrassingly Parallel Search, a simple and efficient method for solving constraint programming problems in parallel. We split the initial problem into a huge number of independent subproblems and solve them with available workers (i.e., cores of machines). The decomposition into subproblems is computed by selecting a subset of variables and by enumerating the combinations of values of these variables that are not detected inconsistent by the propagation mechanism of a CP Solver. The experiments on satisfaction problems and on optimization problems suggest that generating between thirty and one hundred subproblems per worker leads to a good scalability. We show that our method is quite competitive with the work stealing approach and able to solve some classical problems at the maximum capacity of the multi-core machines. Thanks to it, a user can parallelize the resolution of its problem without modifying the solver or writing any parallel source code and can easily replay the resolution of a problem.
Introduction
There are two mainly possible ways for parallelizing a constraint programming solver. On one hand, the filtering algorithms (or the propagation) are parallelized or distributed. The most representative work on this topic has been carried out by Y. Hamadi [5] . On the other hand, the search process is parallelized. We will focus on this method. For a more complete description of the methods that have been tried for using a CP solver in parallel, the reader can refer to the survey of Gent et al. [4] .
When we want to use k machines for solving a problem, we can split the initial problem into k disjoint subproblems and give one subproblem to each machine. Then, we gather the different intermediate results in order to produce the results corresponding to the whole problem. We will call this method: simple static decomposition method. The advantage of this method is its simplicity. Unfortunately, it suffers from several drawbacks that arise frequently in practice: the times spent to solve subproblems are rarely well balanced and the communication of the objective value is not good when solving an optimization problem (the workers are independent). In order to equilibrate the subproblems that have to be solved some works have been done about the decomposition of the search tree based on its size [8, 3, 7] . However, the tree size is only approximated and is not strictly correlated with the resolution time. Thus, as mentioned by Bordeaux et al. [1] , it is quite difficult to ensure that each worker will receive the same amount of work. Hence, this method suffers from some issues of scalability, since the resolution time is the maximum of the resolution time of each worker. In order to remedy for these issues, another approach has been proposed and is currently more popular: the work stealing idea.
The work stealing idea is quite simple: workers are solving parts of the problem and when a worker is starving, it "steals" some work from another worker. Usually, it is implemented as follows: when a worker W has no longer any work, it asks another worker V if it has some work to give it. If the answer is positive, then the worker V splits the problem it currently solves into two subproblems and gives one of them to the starving worker W . If the answer is negative then W asks another worker U , until it gets some work to do or all the workers have been considered. This method has been implemented in a lot of solvers (Comet [10] or ILOG Solver [12] for instance), and into several ways [14, 6, 18, 2] depending on whether the work to be done is centralized or not, on the way the search tree is split (into one or several parts), or on the communication method between workers.
The work stealing approach partly resolves the balancing issue of the simple static decomposition method, mainly because the decomposition is dynamic. Therefore, it does not need to be able to split a problem into well balanced parts at the beginning. However, when a worker is starving it has to avoid stealing too many easy problems, because in this case, it have to ask for another work almost immediately. This happens frequently at the end of the search when a lot of workers are starving and ask all the time for work. This complicates and slows down the termination of the whole search by increasing the communication time between workers. Thus, we generally observe that the method scales well for a small number of workers whereas it is difficult to maintain a linear gain when the number of workers becomes larger, even thought some methods have been developed to try to remedy for this issue [16, 10] .
In this paper, we propose another approach: the embarrassingly parallel search (EPS) which is based on the embarrassingly parallel computations [15] .
When we have k workers, instead of trying to split the problem into k equivalent subparts, we propose to split the problem into a huge number of subproblems, for instance 30k subproblems, and then we give successively and dynamically these subproblems to the workers when they need work. Instead of expecting to have equivalent subproblems, we expect that for each worker the sum of the resolution time of its subproblems will be equivalent. Thus, the idea is not to decompose a priori the initial problem into a set of equivalent problems, but to decompose the initial problem into a set of subproblems whose resolution time can be shared in an equivalent way by a set of workers. Note that we do not know in advance the subproblems that will be solved by a worker, because this is dynamically determined. All the subproblems are put in a queue and a worker takes one when it needs some work.
The decomposition into subproblems must be carefully done. We must avoid subproblems that would have been eliminated by the propagation mechanism of the solver in a sequential search. Thus, we consider only problems that are not detected inconsistent by the solver.
The paper is organized as follows. First, we recall some principles about embarrassingly parallel computations. Next, we introduce our method for decomposing the initial problems. Then, we give some experimental results. At last, we make a conclusion.
Preliminaries

A precondition
Our approach relies on the assumption that the resolution time of disjoint subproblems is equivalent to the resolution time of the union of these subproblems. If this condition is not met, then the parallelization of the search of a solver (not necessarily a CP Solver) based on any decomposition method, like simple static decomposition, work stealing or embarrassingly parallel methods may be unfavorably impacted.
This assumption does not seem too strong because the experiments we performed do not show such a poor behavior with a CP Solver. However, we have observed it in some cases with a MIP Solver.
Embarrassingly parallel computation
A computation that can be divided into completely independent parts, each of which can be executed on a separate process(or), is called embarrassingly parallel [15] .
For the sake of clarity, we will use the notion of worker instead of process or processor.
An embarrassingly parallel computation requires none or very little communication. This means that workers can execute their task, i.e. any communication that is without any interaction with other workers.
Some well-known applications are based on embarrassingly parallel computations, like Folding@home project, Low level image processing, Mandelbrot set (a.k.a. Fractals) or Monte Carlo Calculations [15] .
Two steps must be defined: the definition of the tasks (TaskDefinition) and the task assignment to the workers (TaskAssignment). The first step depends on the application, whereas the second step is more general. We can either use a static task assignment or a dynamic one.
With a static task assignment, each worker does a fixed part of the problem which is known a priori.
And with a dynamic task assignment, a work-pool is maintained that workers consult to get more work. The work pool holds a collection of tasks to be performed. Workers ask for new tasks as soon as they finish previously assigned task. In more complex work pool problems, workers may even generate new tasks to be added to the work pool.
In this paper, we propose to see the search space as a set of independent tasks and to use a dynamic task assignment procedure. Since our goal is to compute one solution, all solutions or to find the optimal solution of a problem, we introduce another operation which aims at gathering solutions and/or objective values: TaskResultGathering. In this step, the answers to all the sub-problems are collected and combined in some way to form the output (i.e. the answer to the initial problem).
For convenience, we create a master (i.e. a coordinator process) which is in charge of these operations: it creates the subproblems (TaskDefinition), holds the work-pool and assigns tasks to workers (TaskAssignment) and fetches the computations made by the workers (TaskResultGathering).
In the next parts, we will see how the three operations can be defined in order to be able to run the search in parallel and in an efficient way.
3 Problem decomposition
Principles
We have seen that decomposing the initial problem into the same number of subproblems as workers may cause unbalanced resolution time for each worker. Thus, our idea is to strongly increase the number of considered subproblems, in order to define an embarrassingly parallel computation leading to good performance.
Before going into further details on the implementation, we would like to establish a property. While solving a problem, we will call:
-active time of a worker the sum of the resolution times of a worker (the decomposition time is excluded). -inactive time of a worker the difference between the elapsed time for solving all the subproblems (the decomposition time is excluded) and the active time of the worker.
Our approach is mainly based on the following remark:
The active time of all the workers may be well balanced even if the resolution time of each subproblem is not well balanced
The main challenge of a static decomposition is not to define equivalent problems, it is to avoid some workers without work whereas some others are running. We do not need to know in advance the resolution time of each subproblem. We just expect that the workers will have equivalent activity time. In order to reach that goal we propose to decompose the initial problem into a lot of subproblems. This increases our chance to obtain well balanced activity times for the workers, because we increase our chance to be able to obtain a combination of resolution times leading to the same activity time for each worker.
For instance, when the search space tends to be not equilibrated, we will have subproblems that will take a longer time to be solved. By having a lot of subproblems we increase our chance to split these subproblems into several parts having comparable resolution time and so to obtain a well balanced load of the workers at the end. It also reduces the relative importance of each subproblem with respect to the resolution of the whole problem.
Here is an example of the advantage of using a lot of subproblems. Consider a problem which requires 140s to be solved and that we have 4 workers. If we split the problem into 4 subproblems then we have the following resolution times: 20, 80, 20, 20. We will need 80s to solve these subproblems in parallel. Thus, we gain a factor of 140/80 = 1.75. Now if we split again each subproblem into 4 subproblems we could obtain the following subproblems represented by their resolution time: ((5, 5, 5, 5), (20, 10, 10, 40), (2, 5, 10, 3) , (2, 2, 8, 8) ). In this case, we could have the following assignment: worker1 : 5+20+2+8 = 35; worker2 : 5+10+2+10 = 27; worker3 : 5+10+5+3+2+8 = 33 and worker4 : 5 + 40 = 45. The elapsed time is now 45s and we gain a factor of 140/45 = 3.1. By splitting again the subproblems, we will reduce the average resolution time of the subproblems and expect to break the 40s subproblem. Note that decomposing more a subproblem does not increase the risk of increasing the elapsed time.
Property 1 Let P be an optimization problem, or a satisfaction problem for which we search for all solutions. If P is split into subproblems whose maximum resolution time is tmax, then (i) the minimum resolution time of the whole problem is tmax (ii) the maximum inactivity time of a worker is less than or equal to tmax.
Suppose that a worker W has an inactivity time which is greater than tmax. Consider the moment where W started to wait after its activity time. At this time, there is no more available subproblems to solve, otherwise W would have been active. All active workers are then finishing their last task, whose resolution is bounded by tmax. Thus, the remaining resolution time of each of these other workers is less than tmax. Hence a contradiction.
Subproblems generation
Suppose we want to split a problem into q disjoint subproblems. Then, we can use several methods.
A simple method We can proceed as follows:
1. We consider any ordering of the variables x 1 ,...x n .
We define by
Each assignment of A k defines a subproblem and so A k is the sought decomposition. This method works well for some problems like the n-queen or the golomb ruler, but it is really bad for some other problems, because a lot of assignments of A may be trivially not consistent. Consider for instance that x 1 , x 2 and x 3 have the three values {a, b, c} in their domains and that there is an alldiff constraint involving these three variables. The Cartesian product of the domains of these variables contains 27 tuples. Among them only 6 ((a, b, c), (a, c, b), (b, a, c),(b, c, a),(c, a, b), (c, b, a)) are not inconsistent with the alldiff constraint. That is, only 6/27 = 2/9 of the generated problems are not trivially inconsistent. It is important to note that most of these inconsistent problems would never be considered by a sequential search. For some problems we have observed more than 99% of the generated problems were detected inconsistent by running the propagation. Thus, we present another method to avoid this issue.
Not Detected Inconsistent (NDI) subproblems We propose to generate only subproblems that are not detected inconsistent by the propagation. The generation of q such subproblems becomes more complex because the number of NDI subproblems may be not related to the Cartesian product of some domains. A simple algorithm could be to perform a Breadth First Search (BFS) in the search tree, until the desired number of NDI subproblems is reached. Unfortunately, it is not easy to perform efficiently a BFS mainly because a BFS is not an incremental algorithm like a Depth First Search (DFS). Therefore, we propose to use a process similar to an iterative deepening depth-first search [9] : we repeat a Depth-bounded Depth First Search (DBDFS), in other words a DFS which never visits nodes located at a depth greater than a given value, increasing the bound until generating the right number of subproblems. Each branch of a search tree computed by this search defines an assignment. We will denote by NDI k the set of assignments computed for the depth k. For generating q subproblems, we repeat the DBDFS until we reach a level k such that |NDI k−1 | < q ≤ |NDI k |. For convenience and simplicity, we use a static ordering of the variables.
We improve this method in three ways:
1. We try to estimate some good values for k in order to avoid repeating too many DBDFS. For instance, if for a given depth u we produce only q/1000 subproblems and if the size of the domains of the three next non assigned variables is 10, then we can deduce that we need to go at least to the depth u + 3. 2. In order to avoid repeating the same DFS for the first variables while repeating DBDFS, we store into a table constraint the previous computed assignments. More precisely, if we have computed NDI k then we use a table constraint containing all these assignments when we look for NDI l with l > k. 3. We parallelize our decomposition algorithm in a simple way. Consider we have w workers. We search for w NDI subproblems. Then, each worker receives one of these subproblems and decomposes it into q/w NDI subproblems by using our algorithm. The master gathers all computed subproblems. If a worker is not able to generate q/w subproblems because it solves its root NDI problem by decomposing it, the master asks the workers to continue to decompose their subproblems into smaller ones until reaching the right number of subproblems. Note that the load balancing of the decomposition is not really important because once a worker has finished its decomposition work it begins to solve the available subproblems.
Large Domains Our method can be adapted to large domains. A new step must be introduced in the algorithm in the latest iteration. If the domain of the latest considered variable, denoted by lx, is large then we cannot consider each of its values individually. We need to split its domain into a fix number of parts and use each part as a value. Then, either the desired number of subproblems is generated or we have not been able to reach that number. In this latter case, we need to split again the domain of lx, for instance by splitting each part into two new parts (this multiplies by at most 2 the number of generated subproblems) and we check if the generated number of subproblems is fine or not. This process is repeated until the right number of subproblems is generated or the domain of lx is totally decomposed, that is each part corresponds to a value. In this latter case, we continue the algorithm by selecting a new variable.
Implementation
Satisfaction Problems -The TaskDefinition operation consists of computing a partition of the initial problem P into a set S of subproblems. -The TaskAssignment operation is implemented by using a FIFO data structure (ie a queue). Each time a subproblem is defined it is added to the back of the queue. When a worker needs some work it takes a subproblem from the queue. -The TaskResultGathering operation is quite simple : when searching for a solution it stops the search when one is found; when searching for all solutions, it just gathers the solutions returned by the workers.
Optimization Problems
In case of optimization problems we have to manage the best value of the objective function computed so far. Thus, the operations are slightly modified.
-The TaskDefinition operation consists of computing a partition of the initial problem P into a set S of subproblems. -The TaskAssignment operation is implemented by using a queue. Each time a subproblem is defined it is added to the back of the queue. The queue is also associated with the best objective value computed so far. When a worker needs some work, the master gives it a subproblem from the queue. It also gives it the best objective value computed so far. -The TaskResultGathering operation manages the optimal value found by the worker and the associated solution.
Note that there is no other communication, that is when a worker finds a better solution, the other workers that are running cannot use it for improving their current resolution. So, if the absence of communication may increase our performance, this aspect may also lead to a decrease of performance. Fortunately, we do not observe this bad behavior in practice. We can see here another argument for having a lot of subproblems in case of optimization problems: the resolution of a subproblem should be short for improving the transmission of a better objective value and for avoiding performing some work that could have been ignored with a better objective value.
Size of the partition
One important question is: how many subproblems do we generate? This is mainly an experimental question. However, we can notice that if we want to have a good scalability then this number should be defined in relation to the number of workers that are involved. More precisely, it is more consistent to have q subproblems per worker than a total of q subproblems.
Replay
One interesting advantage of our method in practice is that we can simply replay a resolution in parallel by saving the order in which the subproblems have been executed. This costs almost nothing and helps a lot the debugging of applications.
The decomposition of some hard parts of the problem into several subproblems in order to fill a work-pool has been proposed by [10] in conjunction with the work-stealing approach.
Yun and Epstein proposed to parallelize a sequential solver in order to find one solution for a satisfaction problem [17] . Their approach strongly relies on a weight learning mechanism and on the use of a restart strategy. A first portfolio phase allows to initialize the weights as well as solving easy problems. In the splitting phase, the manager distributes subproblems to the worker with a given search limit. If the worker is not able to solve the problem within the limit, it returns the problem to the manager for further partitioning by iterative bisection partitioning.
We can already notice three major differences with our approach. First, we partition statically the problems at the beginning of the search whereas they use an on-demand dynamic partitioning. Second, there is much more communication between the manager and the workers since the workers have to notify the manager of encountered search limit. Last, the same part of the search tree can be explored several times since the worker do not learn clauses form the unsuccessful runs. Therefore, it really complicated to adapt their approach for solution enumeration whereas it is straightforward with ours.
Experiments
Machines All the experiments have been made on a Dell machine having four E7-4870 Intel processors, each having 10 cores with 256 GB of memory and running under Scientific Linux.
Our experiments can be reproduced by downloading the program EPSearch for Linux from [13] .
Solvers We implemented our method on the top of two CP solvers: or-tools rev2555 by Google and Gecode 4.0.0 (http://www.gecode.org/). Experimental Protocol Our code just performs three operations:
1. It reads a FlatZinc model or the model is directly created with the API of the solver. 2. It creates the threads and defines an instance of the solver for each thread 3. It computes the subproblems, feeds the threads with them and gathers the results.
For each problem, we will either search for all solutions of satisfaction problems or solve the whole optimization problem (i.e. find the best solution and prove its optimality). The resolution times represent the elapsed time to solve the whole problem that is they include the decomposition time and the times needed by the workers to solve subproblems.
Note that testing the performance of a parallel method is more complex with an optimization problem because the chance may play a role. It can advantage or disadvantage us. However, in the real life, optimization problems are quite common therefore it is important to test our method on them.
The means that are given are geometric means.
Selected Benchmarks
We selected a wide range of problems that are representative of the types of problems solved in CP. Some are coming from the CSP lib and have been modeled by Hakan Kjellerstrandk (http://www.hakank.org/) and some are coming from the MiniZinc distribution (1.5 see [11] ). We selected instances that are not too easy (ie more than 20s) and that are not too long to be solved (ie in less than 3600s) with the Gecode solver. , sugiyama (2-g5-7-7-7-7-2), patternSetMining (k1-german-credit), sb-sb (13-13-6-4), quasigroup7-10, non-non-fast-6, radiation-03, bacp-7, talent-scheduling-alt-film116.
Tests We will denote by #sppw, the number of subproblems per worker. We will study the following aspects of our method: 5.1 the scalability compared to other static decompositions 5.2 the inactivity time of the workers as a function of the value of #sppw 5.3 the difficulty of the subproblems when dealing with a huge number of them 5.4 the advantage of parallelizing the decomposition 5.5 the influence of the value of #sppw on the factor of improvements 5.6 its performance compared to the work-stealing approach 5.7 the influence of the CP solver that is used
Comparison with a simple static decomposition
We consider the famous n-queens problem, because it is a classical benchmark and because some proposed methods [6, 1] were not able to observe a factor greater than 29 with a simple static decomposition of the problems even when using 64 workers. Figure 1 shows that our method scales very well when #sppw is greater than 20. The limit of the scalability (a maximum ratio of 29) described in [1] clearly disappeared. Note that we used the same search strategy as in [1] and two 40-cores Dell machines for this experiment. Figure 2 shows the percentage of NDI problems generated by the simple method of decomposition for all problems. We can see that this number depends a lot on the considered instances. For some instances, the number is close to 100% whereas for some others it can be really close to 0% which indicates a decomposition issue. The mean starts at 55% and decreases according to the number of subproblems to end at 1%. Most of the inconsistent problems generated by the simple decomposition method would not have been considered by a sequential search. Therefore, for some instances this method should not be used. This is the reason why we do not generate any non NDI problems. It is interesting to note that a value of #sppw in [30,100] is good for all the considered problems and seems independent from them.
Ratio of NDI subproblems
The reduction of the performance when increasing the value of #sppw comes from the fact that the decomposition process solves an increasing part of the problem; and this process is slower than a resolution procedure.
Note that with our method, only 10% of the resolution time is lost if we use a sequential decomposition instead of a parallel one. Table 1 . Resolution with 40 workers, and #sspw=30 using Gecode 4.0.0. Column t contains the resolution time in seconds and column s contains the speed-ups. The last row shows the sum of the resolution times and the geometric mean of the speed-ups. Table 1 presents a comparison between the EPS and the work stealing method available in Gecode. The geometric average gain factor with the work stealing method is 7.7 (7.8 for satisfaction problems and 7.6 for optimization problems) whereas with the EPS it is 13.8 (18.0 for satisfaction problems and 12.3 for optimization problems). Our method improves the work stealing approach in all cases but one. Table 2 . Resolution with 40 workers, and #sspw=30 using or-tools (revision 2555).
We also performed some experiments by using or-tools solver. With or-tools the speed up of the EPS are increased (See Table 2 ). We obtain a geometric average gain factor of 13.8 for the Gecode solver and 21.3 for or-tools.
Conclusion
In this paper we have presented the Embarrassingly Parallel Search (EPS) a simple method for solving CP problems in parallel. It proposes to decompose the initial problem into a set of k subproblems that are not detected inconsistent and then to send them to workers in order to be solved. After some experimentations, it appears that splitting the initial problem into 30 such subproblems per worker gives an average factor of gain equals to 21.3 with or-tools and 13.8 with Gecode while searching for all the solutions or while finding and proving the optimality, on a machine having 40 cores. This is competitive with the work stealing approach.
