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I. INTRODUCTION 
In this paper, we consider a class of nonlinear uncertain dynamic systems 
governed by 
s=f(t,Z)+g(t,z,u,v) 
z(0) = Z", 
(1.1) 
where z is the state, zO is the initial state, UE U is the control, and VE V is 
the uncertainty parameter. Here, UE RP and Vc RY are supposed to be 
compact. The functions f and g are given continuous maps. 
In [ 11, an uncertain dynamic system of form ( 1.1) with g linear in u was 
studied. A continuous feedback control was constructed, under some con- 
ditions, such that the trajectory of the system corresponding to the control 
is uniformly ultimately bounded for all uncertainty parameters. 
The purpose of this paper is to study the nonlinear system (1.1). Under 
some mild conditions, we will find a type of “feedback control” so that 
(1.1) is stable and asymptotically stable for any uncertainty parameters in 
the sense of Definitions 2.3 and 2.4. Because of the nonlinearity of g in u, 
we should not expect the “feedback control” to be continuous. Also, 
because of the well-known existence problem concerning the solution of 
(1.1) under a feedback control u(t, z), which is just measurable in z, our 
“feedback control” is different from the usual one, thus, we prefer to call 
them feedback strategies, because this notion is similar to that in differen- 
tial games. 
* This work is partially supported by the David Ross Fellowship of Purdue University. 
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2. PRELIMINARIES 
Let us first make some assumptions. 
(A 1) ,f( t, z) is continuous in (t, z) E [0, co) x R”, and 
.f(4 0) = 0, t 3 0. (2.1) 
Also, there exists an m( .)EL,‘,,,[O, co)- {m(. )Im( .)EL’[O, ?J; VT>O) 
such that 
Ilf‘(& =)-.f‘(c 1)lI 6 m(t) llz - r^ll 
for all t E [0, cc ), :,1 E R”. 
(2.2) 
(A2) g(t,z,u,v) is continuous in (t,z,u,u)~[O, ~~)xlR”x Ux V, 
where US W, V E [WY are compact, and there exists a k,( ) E L&[O, co) E 
{k( .)Ik( .)6Lr[0, r], V’T>O} such that 
II g(4 =7 u, u) - g(& 5 u, oIlI d k,(f) llz - 4, (2.3) 
for all t E [0, 00 ), 3, 2 E KY, (u, u) E U x V. 
(A3) There exist a C’ function V: [0, 03) x IF!” + [0, C;G) and con- 
tinuous, strictly increasing functions yI( ): [0, m) + [0, a), i= 1, 2, 3, 
such that 
Y,(O) = 0, i= 1, 2, 3, (2.4) 
lim y,(t) = + co, i= 1,2, (2.5) 
1 
) 
aV(t,z)+aV(t,z) . 
at --y.f(c 2) d -Y3(llZII ), ?- 
(2.7 
for all (f, z) E [0, cc ) x KY. 
(A4) There exists a k,( ) E L&[O, cc) such that 
av(t, z) aiqt, 2) ~-~ 
aZ aZ II 
<k,(t) Ilz--;ll, 
for all t E [0, cc ) and z, i E R”. 
Remark 2.1, Under (Al ), we have 
kf(4 2)) G lbll Il.fI~~ z) -f(h OIlI 
G 11412 m(r), 
(2.8 1 
(2.9) 
NONLINEAR UNCERTAIN SYSTEMS 155 
for all (t, z) E [0, co) x KY’. Similarly, under (A2), we have 
(Z? s(t, z, 4 VI)< llzll C lg(c Z? c VI- s(c 0, h v)ll + lls(c 0, 4 ~1111 
d k,(f) /Ml2 + (1 + 11~112) ,,,, fyea;x I, llg(c 0, 4 ~~)I1 
d,(f)U + 11~112)> (2.10) 
for all (t, z) E [0, cc ) x R”, (u, u) E U x V, where 
(2.11) 
Thus, combining (2.9) and (2.10) we see that under (Al) and (A2), for 
any measurable functions 
U( . ) E “&[a, fl] 4 {u: [I, /I] -+ U I LJ is measurable ) 
u(. )E %-[r, 818 {u: [I, p] + VI u is measurable) 
(2.12) 
and any z0 E R”, 
j=J’(r, z)+ g(t, z, u(t), u(r)) 
z( ci) = Z(, 
has a unique global solution on [CL, /I]. Here 0 d r d /I’ d K. 
For (t, z) E [0, co) x R”, let 
h(t, z)LImin max av(r, g(r, z, U, u). 
UEU r.zI dz 
(2.13) 
(2.14) 
It is clear that h(t, z) is continuous. Now, we make a further assumption: 
(As) lim sup [h(t,z)-y,(l/zl))]= -0~0. 
II=/1 -r ,>lJ 
(2.15) 
Then, for each 1~ 8, we define 
R(1)&inf{R30Ih(t, z)-y3(11zll)< -2, VIM B R, t30}. (2.16) 
It is clear that R(A) decreases as ,I decreases. In the next section, we will 
study some properties of the function R(A), which will play important roles 
in proving our main results. 
Now, let us give some definitions. 
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DEFINITION 2.2. A function u( . ) E a[@, /3] is called a feedback strategy, 
if only the information {z(s) 1a <s < t} is used when we choose the value 
u(t) of u( . ) at time t E [a, /?I, where z( . ) is the trajectory of (1.1) under 
u( . ) and some v( . ) E V[a, /?I. We denote &[a, 81 to be the set of all feed- 
back strategies. 
DEFINITION 2.3. System (1.1) is said to be stabilized by feedback 
strategies iffor any E >O, there exists a 6 > 0, such that for any ilzOll < 6 
there exists a u( . ) E &CO, co), with the property that the resulting trajec- 
tory z( .) of (1.1) under u( .) and any u( .)EV[O, co) satisfies 
Il4t)ll 6 Et t 2 0. (2.17) 
DEFINITION 2.4. System ( 1.1) is said to be asymptotically stabilizable by 
feedback strategies, iffor any z0 E R”, there exists a u( . ) E & [0, a ), such 
that the resulting trajectory z( . ) of (1.1) under u( . ) and any 
v( ) E V[O, co) satisfies 
lim lIz(t =O. (2.18) 
I-J 
3. PROPERTIES OF R(l) 
In this section, (Al )-(A5) are assumed to hold. 
LEMMA 3.1. For A < 0, 
R(~)=min{RbOIh(t,z)-y,(Jlzll)~ -2, Vllzll 2R, t20). (3.1) 
Proof We set 
F(A)= {RBOlh(t,z)-y,(llzll)6 -1, Vllzll >R, t20}, (3.2) 
then F(i) is a set in R+ = [0, co), and 
R(A) = inf F(A). (3.3) 
Thus, it suffices to prove that F(A) is closed. To this end, let us take 
R, E F(A), and R, + R,, as k + cc. Then, it is easy to show that for any 
z,, E R” with 
Iboll 2 Ro, (3.4) 
there exists a sequence {zk} E KY, such that zk -+ zO, as k --f co, and 
lIzAl 2 R,, k = 1, 2, . . . . (3.5) 
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Since Rk E F(1), we have 
~(4z,)-Y,(llzkll)~ -4 Vt>O, k= 1,2, . . . . (3.6) 
If we let k + co, then by the continuity of h(t, z) and y3( llzll), 
NC zd-Y,(llZoll)d -2 vt 3 0. 
This means that R, E F(I), and we complete the proof. 1 
(3.7) 
LEMMA 3.2. For ;i < 8, 
R(I)=sup{R~OIh(t,z)-y,(llzll)> -1, 
for some llzll = R and t 20). (3.8) 
Remark 3.3. Here, we take the convention that sup qS = 0. 
Proof of Lemma 3.2. We set 
K(A)= {R~Olh(r,z)-y,(lj=ll)> -i., 
for some ~~~~~ = R and f 3 01, (3.9) 
then K( 1,) G [0, cc ) = [w + Let 
l?(i) = sup K(1). (3.10) 
Now, for any R 2 R(A), and any 2 E R” with l/z11 = R, we have, by 
Lemma 3.1, that 
h(4z)-~,(llzll)< -A vt 3 0. (3.11) 
Thus, we have [R(l), cc ) n K(1) = 4, which implies that 
I?(%) d R(1). (3.12) 
On the other hand, for any R>&(A), we have that for any //zOll >,R, 
lIzoIl 4: K(A). Thus, by (3.9) 
46 4 - Yd llzoll ) d -4 vt 3 0, (3.13) 
which means R E F(l) (see (3.2)). Hence 
(&4, 00) c F(l), (3.14) 
which gives 
@A) 3 R(I). (3.15) 
Combining (3.12) and (3.15), we get the result. 1 
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The following corollary is obvious. 
COROI.LARY 3.4. R(0) = 0, ijjf the following holds: 
(A61 h(f, 2) d YA II4 1, 
,for all (t, z)E [0, co) x W. 
(3.16) 
Now, let us consider the right continuity of R(A) at I = 0, which will be 
important in the sequel. We have 
LEMMA 3.5. R(I) is right continuous at 2 = 0, [[f 
(A7) SUP Ch(tv z) - +i~~(lMl )I < 0, (3.17) 
r 3 0. lIzI/ 3 R(O) +r 
jbr any c > 0. 
Pro@ Suppose R(%) is right continuous. Then for any E >O, there 
exists a 6>0, such that for all O<Jd6, 
R(I) d R(0) + E. (3.18) 
Thus, for I/z/I 3 R(0) + c 3 R(%), we have 
h(r,~)-y,(ll4)6 -A (3.19) 
for all t 3 0, which implies (3.17). Conversely, for any E > 0, we take 
(j= - sup C~~~~~~-~,~ll~ll~l~~. (3.20) 
r > 0. ll~ll 2 R(O) + I: 
Then, for 0 < 1. d 6, we have that whenever llzll 3 R(0) + E, 
h(r,z)-y,(llzll)< -66 --A (3.21) 
which means 
R(1) d R(0) + C. (3.22) 
Then, by the monotonicity of R(A), we get the result. 1 
Remark 3.6. It is clear that if 
h(t, z) 60 (3.23) 
holds for all (t, z) E [0, co) x R”, then (A6) and (A7) hold. Explicitly, (3.23) 
means 
min max y g(t, Z, U, U) < 0, 
ucu vev 
(3.24) 
which is a sort of superiority of the controls over the uncertainty. 
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4. FEEDBACK STABILIZATION 
In this section, we will prove the main results of this paper. 
THEOREM 4.1. Suppose (Al)-(A4) hold, and {E~)F=~, (Tk}~zO are two 
sequences of positive numbers, such that 
0 = T, < T, < . . . . Tk+Q (4.1) 
z0 E [w” is given. Then, there exists a a( . ) E 4 [0, co ), such that for any given 
v( ) E V[O, co), the corresponding trajectory z(. ) of (1.1) satisfies 
; Vt> z(t)) G -~~(Ib(fN ) + h(t, z(t)) +&k (4.2) 
for almost all tE [Tk, Tk+,], k=O, 1, 2, . . . . 
Proof. Let us consider [T,, T, + ,I. By our assumptions, for given 
z(j E R”, there exists an R > 0, such that for all u( . ) E&[O, co), 
v( ) E V[O, co), the corresponding trajectory z( ) of (1.1) satisfies 
Ilz(t)ll d R tE CT,, T,, ,I. (4.3) 
Now, we set 
~=~llfll,+ll~ll,~(ll~,ll, ~~~~~~+ll~,ll,l!~ll~)~~, (4.4) 
where 
Ml T =max{Ilf(t,z)ll ItE CTk, Tk+,l, llzll 6R) 
ll~lla=~~~~I/~~~,~,~,~~ll Itc:[ITk, Tk+,l, ll46R (u,v)~UxV} 
llkillcc = Ilkillr,~cT~, rk+llr i= 1, 2. 
Also, since h(t, z) is continuous, it is uniformly continuous on ((t, z) ( t E 
CT,c, Tk+,l, llzll QR}. Th us, for sk >O, there exists a 6,>0, such that 
Ilz-41 G do, MI, 11~11 d R imply 
Ih(t, z) - h(t, 41 < t42 (4.5) 
for all t E [Tk, Tk+ 1]. Now, we set 
> 0. (4.6) 
Then, we define the feedback strategy li( .) as follows. 
409,‘129;1-II 
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On [T,, Tk + S], by Filippov’s lemma [2], we have a measurable 
function zi( .), with G(t) E U, for t E [Tk, Tk + S], such that 
max 
av(t, z(T,)) 
f3Z 
g(t> z(Tk), 4th 0) = 4~ z(T,J) (4.7) 
L’EV 
foralltE[Tk,Tk+S].If6=Tk+,- T,, we have finished efining a( . ) on 
CTk> T/c+,]- If a<Tk+,- T,, then we define Q( . ) on the interval 
CT,+& min{T,+26, Tk+, 11 in a way similar to (4.7), but replace z(Tk) 
by z( Tk + 6), where z( . ) is the trajectory of (1.1) under zi( .) and any given 
v( . ). By induction we can define a( . ) as an element in 6[ Tk, T, + 1]. 
Although the definition of G( ) at points T, + jS, for j> 0, such that 
Tk+jaGTk,,, seems ambiguous, it really does not matter, since we can 
choose these values arbitrarily. 
Now, it is clear that ti( ) E &[ T,, Tk + ,I. We claim that for ti( .) and for 
any a( .)~llr[T~, Tk+,], (4.2) holds for almost all tE [Tk, T,+,]. In fact, 
let Tk+jh<Tk+,, then, for almost all t E [ Tk + jS, min{ T, + (j+ 1) 6, 
T,+dl, 
-$ vt> z(t)) 
= aV(t, z(t)) + avt, z(t)) 
at 8Z Cf(t, z(t) + At, z(t), a(t), o(t))1 
d -Y3(llz(t)ll) + 
av(t, 4Tk +$)I 
8Z 
s(t, z(Tk +jh), c(t), u(t)) 
+ auk) av(t, z(Tk+@)) 
II 
- 
dZ a2 II 
,,g(t z(t) ti(t) u(t)),, 9 1 9 
+ aw, zvk +jw 
!I aZ II 
IIs(t, 4th c(t), o(t)) - At, 4Tk +.hO i(t), dt))ll 
G -h(ll4t)ll) + yEa; 
aVt, z(Tk +$I) 
az g(t, dTk +.$I, fi(t), u  
+ UtMt) -4Tk +$)I1 It Al m + k,(t) Ib(t)--Z(T~+.3)Il 
3c 
G -dllz(t)ll) + Mf, z(Tk +-id)) + K6 
G -h(lldt)ll) + htt, z(f)) + &k, 
and we should notice (4.4), (4.5), (4.6), and (4.7). 1 
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THEOREM 4.2. Suppose (Al)-(A5) hold. Then for any 0 < ,I < 8, and 
z() E KY, with llzOll d R(I), there exists a ti( )E@[O, oo), such that for any 
u( . ) E V[O, co), the trajectory z(. ) of (1.1) corresponding to ti( .) and u( . ) 
satiJfies 
Il4t)ll Gr;-‘~YAR(~)), (4.8 1
for all t 3 0. 
Proof: Take { Tk j,Z= 0 as in Theorem 4.1, and take sk = i/2 for all 
k = 0, 1, 2, . . . . Then, choose a ti( .) E &[O, cc) as in Theorem 4.1 and we 
have that 
$ v(t> z(t)) d -~~(lb(t)ll) + h(t, z(t)) +; (4.9) 
for all t >, 0, where z( . ) is the trajectory of ( 1.1) corresponding to a( . ) and 
an arbitrary u( . )E V[O, cc). We claim that (4.9) implies (4.8). Suppose 
not, i.e., there exists a t, > 0, such that 
II--(f,)ll >Vr’~‘r’z(W))3N~.). (4.10) 
Let t, be such that 
Il4to)ll = R(i) (4.11) 
Il4t)ll > NEAL te(t,, f,l. (4.12) 
Then, by (4.9) and the definition of R(A), we have, for almost all 
TV [to, t,], that 
$ Vt, z(t)) d -rdllz(t)ll) + h(t, z(t)) +; 
I. A. d-j*+-= --. 
2 2 
If we integrate (4.13) and use (2.6), we have 
rl(llz(~,)ll)~ V(t,, z(t,))G vtw z(b))-(W)(t1 -to) 
< Yz(lldkl)ll) = YAR(~)). 
Thus, we have that 
(4.13) 
(4.14) 
(4.15) 
which contradicts (4.10) and we have proved the theorem. m 
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COROLLARY 4.3. Suppose (Al)-(A7) hold, then system (1.1) is 
stabilizable by feedback strategies. 
Proof: By Corollary 3.4 and Lemma 3.5, we know that 
lim R(A) = 0. (4.16) 
i-O+ 
Thus, for any E > 0, we take A > 0, so that 
O<S=R(A)dy~‘Oy,(&). (4.17) 
Then, by Theorem 4.2, we have the existence of a a( . ) E &CO, co) such that 
llz(t)ll QY;‘“Y2(R(~))bY;‘OY2(Y;‘OYI(&))=& (4.18) 
for all f B 0, provided I(zoII d 6. By Definition 2.3, we get the result. u 
As a matter of fact, we even have a much stronger result. 
THEOREM 4.4. Suppose (Al )-(A7) hold, then system ( 1.1) is 
asymptotically stabilizable by -feedback strategies. 
Proof: Take a sequence {~k}~zO such that 
8 > A0 > 21 > . ..) &-+Oask-+co. (4.19) 
Also, take { Tk}FZo, with 
To = 0 
T, 2; C~~~ll~o1l~-~,~~~~o~~l (4.20) 
2 
TkaTk- I+~,_, - C(Yz”Yr1”Y2)(R(~k-2))-YI(R(;lk ,))I? k>2 
and with Tk -+ cc as k + co. Here, Z~E R” is given. By Theorem 4.1 we have 
a li( .)E&[O, co), such that 
-$ ut, z(t)) d -Y3( Ilz(tNl) + MC z(t)) + 2 (4.21) 
for almost all TV [T,, Tk+,]. W e c aim 1 that with this a(. )E&[O, co), the 
following is true: 
lim Ilz(t)li = 0. (4.22) 
,-“L 
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In fact, if llz,,ll < R(I,), we have, by Theorem 4.2, that 
Il4t)ll G Yr ’ oY2(N&)) tE co, T,l. (4.23) 
In particular, 
ll4~,)ll6Y~‘“‘r’2(N~,)). (4.24) 
While, if llzOll > R(&), we claim that there exists 0 < t, d T,, such that 
lIz(t,)ll 6 4&). (4.25) 
Suppose not, then for all t E [0, T,], 
ll4~)ll ’ WM. (4.26) 
Then, by noting the definition of R(&), and (4.21) we have 
f fqt, z(t))< -Y3(IIz(f)ll)+h(t, z ))+$J 
< - je,+?!?= -3. 
2 2 
(4.27) 
By integration, we get (note (4.20)) 
Y,m(~,H)6 UT,*z(T,)) 
4 vo, zo) - (&l/2) T, 
~Y2(llzoll)- CY2(/I~OI/)-Y,(R(~o))l 
= Y ,(N&)L (4.28) 
which contradicts (4.26), since y, is strictly increasing. Thus (4.25) is true, 
and then by applying Theorem 4.2, we have (4.24). Now the same 
argument, applied inductively, will give the following: 
(i) Ilz(~k)ll6Yr’“Y*(R(Ll)h k = 1, 2, . . . . (4.29) 
(ii) There exists a sequence { t,}F= , with Tk- i d tk < Tk such that 
Il4b)ll G R(L I), k = 1, 2, . . . . (4.30) 
Thus by Theorem 4.2, 
lI4t)ll GY;‘oYAR(L I))> t>tk. (4.31) 
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From this by the right continuity of R(A) at 2 = 0 and R(0) = 0, we have 
lim ijz( t)ll = 0, 
I-z 
which proves our theorem. 
5. SOME EXTENSIONS 
Let us set 
f(t, z) = t!p+v/(t, z). (5.1) 
We do not assume the existence of y3( . ) and (2.7) namely, the system 
5 ==f(t, z) (5.2) 
may not be stable at its trivial solution z E 0. Instead of (A5), we impose 
the following: 
(A5’) lim sup [f(t,z)+h(t,z)]= -B<O. 
/I=/1 - 53 120 
(5.3) 
Similarly, instead of (A6) and (A7) we assume: 
(A6’) For all (t, z) E [0, co) x Iw”, 
f(t,z)+h(t,z)<O. 
(A7’) For any E>O, 
(5.4) 
sup Il(t, z)+ h(t, z)l < 0, (5.5) r2O.IIzII>d~o)+r 
where 
g(1) 4 inf(R>OIf(t,z)+h(t,z)Q -;1, V/zll>R, t>O}. (5.6) 
Then, all the results in Section 4 are valid. But Remark 3.6 may not be true 
because f(t, z) may not be strictly decreasing in 11~11. 
A similar approach can also be applied to nonlinear uncertain systems of 
form 
i =f(t, z, 24, II) 
z(0) = zo. 
We omit the details. 
(5.7) 
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