In recent years, most effective multi-object tracking (MOT) methods are based on the tracking-by-detection framework. Existing performance evaluations of MOT methods usually separate the target association step from the object detection step by using the same object detection results for comparisons. In this work, we perform a comprehensive quantitative study on the effect of object detection accuracy to the overall MOT performance. This is based on a new large-scale DETection and tRACking (DETRAC) benchmark dataset. The DETRAC benchmark dataset consists of 100 challenging video sequences captured from real-world traffic scenes (over 140 thousand frames and 1.2 million labeled bounding boxes of objects) for both object detection and MOT. We evaluate complete MOT systems constructed from combinations of state-of-the-art target association methods and object detection schemes. Our analysis shows the complex effects of object detection accuracy on MOT performance. Based on these observations, we propose new evaluation tools and metrics for MOT systems that consider both object detection and target association for comprehensive analysis.
Introduction
Multiple object tracking (MOT), which aims to extract trajectories of multiple moving objects in a video sequence, is a crucial step in understanding and analyzing video sequences. A robust and reliable MOT system is the basis for a wide range of practical applications ranging from video surveillance and autonomous driving to sports video analysis. To date, most effective MOT approaches, e.g., [41, 6, 7, 24, 29, 39, 22, 37, 11] , follow the trackingby-detection paradigm, which entails an object detection Figure 1 : Precision vs. recall vs. multi-object tracking accuracy (PR-MOTA) curves of four different MOT methods provided by the DPM [18] object detection algorithm with four different target association methods: GOG [33] , CEM [2] , CMOT [4] , and IHTLS [37] in the DETRAC dataset. The x-axis corresponds to different precision/recall scores of the DPM detector obtained by varying the detection score threshold. The y-axis is the MOTA score of the MOT methods [33, 2, 4, 37] . Note that with different object detections, highlighted by the two dashed lines A and B, the relative rankings of different MOT methods can vary significantly.
step to find target locations in each video frame (usually in the form of their bounding boxes), and a target association step that generates target trajectories by connecting detected locations corresponding to the same target across video frames 1 . Despite significant advances in recent years, considerably less effort has been made to large-scale performance evaluation on MOT methods. We note that there are some benchmark studies of the state-of-the-art object detection methods [17, 14, 20, 34] . Similar efforts for target association methods [9, 5, 20, 28, 26] have been made within the context of MOT, which have shown the effect of various aspects of tracking performance, such as appearance ambiguity among targets and occlusions, and provide important information to understand MOT methods. Furthermore, the recent study [28] has indicated the importance of ground truth annotation and evaluation metrics in understanding and analyzing MOT methods.
However, existing performance evaluations of MOT methods usually separate the target association step from the object detection step by using the same object detection results as input for analysis. While this evaluation strategy is widely adopted in the current literature and has yielded useful insights on the MOT methods, it is often insufficient to fully analyze the complete MOT systems (see Figure 1 ). In particular, it is important to understand the effect of detection accuracy to the overall MOT performance. However, this can only be revealed in a comprehensive quantitative study of the object detection and target association steps jointly.
In this work, we perform a comprehensive quantitative study on the effect of object detection accuracy to the overall MOT performance. This is based on a new largescale MOT benchmark dataset, namely the DETection and tRACking (DETRAC) dataset. The DETRAC dataset includes 100 challenging video sequences corresponding to more than 140 thousand frames of real-world traffic scenes. These video sequences are manually annotated with more than 1.2 million labeled bounding boxes of vehicles. To the best of our knowledge, this is the largest and most thoroughly annotated MOT evaluation dataset to date (see Table 1 for a detailed comparison with other benchmark datasets), and it poses new challenges for the state-of-theart object detection and MOT algorithms. We benchmark complete MOT systems constructed from combinations of six target association schemes [2, 33, 3, 12, 37, 4] and four object detection methods [18, 13, 21, 8] .
The extensive quantitative benchmark analysis from this work provides interesting and previously unnoticed observations. In particular, previous MOT evaluations use fixed object detections to compare different target association methods, but our experiment results (see Figure 10) show that the relative rankings of target association methods vary significantly with different settings of object detections. Furthermore, some target association methods perform more robustly over different object detection qualities than other association methods. As such, using a fixed set of object detections for evaluation does not reveal the full behavior of the subsequent target association step, and can lead to biased comparisons.
Based on these insights obtained from the benchmark study using the DETRAC dataset, we propose a new evaluation protocol with two new metrics for MOT systems. The proposed DETRAC evaluation protocol considers object detection and target association in tandem. Specifically, we advocate to evaluate MOT performance using the joint Table 1 : Summary of existing object detection or tracking datasets. First six columns: number of training/testing data (1k = 10 3 ) including number of images containing at least one object, number of object tracks, and number of unique object bounding boxes. Final columns: additional properties of each dataset. "D" : detection task, "T": tracking task, "P": target object is pedestrian, and "C": target object is vehicle. [35] also addresses the issue of MOT performance evaluation with fixed detection results. Similar to our work, this work reveals the inadequacy of using fixed detection inputs adopted in the current MOT evaluation strategy, and suggests to study target association methods by using multiple noise perturbed detection results from the ground truth annotations. However, evaluating with artificially perturbed detections do not reflect the behavior of an object detector in practice. In contrast, our analysis is based on the actual outputs of the state-of-the-art object detectors with full range of their precision-recall rates. From this perspective, our analysis and MOT evaluation strategy provide a closer description of how a complete MOT system in the wild performs.
The main contributions of this work are summarized as follows.
• We present a large-scale DETRAC dataset for MOT evaluation, which is distinctly different from existing database in terms of data volume, annotation quantity and quality, and challenge levels (see Table 1 ).
• We propose new evaluation protocol and metrics for MOT systems by considering object detection and tar- get association steps jointly 3 .
• Based on the DETRAC dataset and evaluation protocol, we perform comprehensive performance evaluations of complete MOT systems by combining stateof-the-art object detection and target association algorithms.
• Our experimental results reveal the complex effect of object detection and target association accuracy to the overall performance MOT systems.
DETRAC Benchmark

Data Collection and Annotation
The DETRAC dataset consists of 100 video sequences, which are selected from over 10 hours of videos taken with a Cannon EOS 550D camera at 27 different various locations, representing various common traffic types and conditions including urban highway, traffic crossings and T-junctions. The videos are recorded at 25 frames per seconds (fps), with the JPEG image resolution of 960 × 540 pixels. There are more than 140 thousand frames in the DETRAC dataset and 8, 250 vehicles that are manually annotated, leading to a total of 1.21 million labeled bounding boxes of objects. We also annotate several attributes on the bounding-box, frame and sequence levels:
• Vehicle category. We annotated four types of vehicles as, i.e., car (62.75% in training and 23.77% in testing), bus (1.28% in training and 2.41% in testing), van (7.39% in training and 1.49% in testing), and others (0.52% in training and 0.38% in testing). The distribution of vehicle category is shown in Figure 4 (a).
• Weather. We considered four categories of weather conditions, i.e., cloudy (19% in training and 11% in testing), night (16% in training and 12% in testing), sunny (15% in training and 8% in testing), and rainy (10% in training and 9% in testing). The distribution of the weather attribute is presented in Figure 4 (b).
• Truncation ratio. Truncation indicates some parts of the vehicle is outside of the frame. We plot the distribution of vehicle truncation rate in Figure 4 (c).
• Orientation. We define the vehicle orientation as the angle between the image vertical axis and the central axis of the vehicle determined by its motion vector, which belongs to the interval [0
The orientation attribute describes the views of the vehicles in the video (e.g., frontal, side, rear, etc). The distribution of orientation is presented in Figure 4 (d).
• Occlusion ratio. We use the fraction of vehicle bounding box being occluded to define the occlusion. Figure 4(e) shows the distribution of the occlusion ratio. We also collected representative statistics over these video frames to facilitate their usage.
• Vehicle density. We use the number of vehicles in each frame to describe the vehicle density. Figure 4 (f) gives the distribution of vehicle density in the dataset.
• Scale. We define the scale of the annotated vehicle bounding boxes as the square root of their area in pixels. The distribution of vehicle scale in the dataset is presented in Figure 4 (g).
• Aspect ratio. We define the vehicle aspect ratio as the vehicle width divided by height. Figure 4 (h) presents the distribution of vehicle aspect ratio in the dataset.
• Speed. We use the average speed in pixel per-frame of the vehicle on the image plane to be the vehicle speed. The distribution of the vehicles' speed in the dataset are shown in Figure 4 (i).
• Trajectory Length. The trajectory length of vehicle is an important characteristic in the dataset. The distribution of target trajectory length is presented in Figure 4 (j). In Figure 2 and Figure 3 , we present the screenshots of annotated frames in each sequence in the DETRAC datasets, and several examples of fully annotated video frames with detail attributes, respectively.
The DETRAC dataset is divided into training (DETRAC-train) and testing (DETRAC-test) sets, with 60 and 40 sequences, respectively. We deliberately select training videos that are taken at different locations from the testing videos, but ensure the training and testing videos share similar traffic conditions and attributes. Such a setting reduces the chance of the object detector or MOT method to overfit to particular scenarios, while still ensures Table 2 : Evaluated object detection and target association algorithms.
Methods
Description DPM [18] The mixtures of multiscale deformable part models for object detection trained by a latent SVM algorithm. ACF [13] A fast feature pyramides used for object detection by an approximate extrapolation strategy, which is inexpensive as compared to direct multi-resolution image feature computation. R-CNN [21] A regions with convolutional neural network (CNN) features applied to bottom-up region proposals to localize and segment objects, and a supervised pre-training presented for an auxiliary task followed by domain-specific fine-tuning. CompACT [8] A new cascade procedure by formulating cascade learning as the Lagrangian optimization of a risk of accuracy and complexity.
CEM [2] Target association formulated as minimization of a continuous energy function and an optimization algorithm presented to determine strong local minimal. GOG [33] A highly efficient network flow based optimization method used to complete target association, which is solved by a min-cost flow algorithm. DCT [3] Target association formulated as a discrete-continuous optimization problem, where data association is performed using discrete optimization and trajectory estimation is posed as a continuous fitting problem. IHTLS [12] Target association formulated as a generalized linear assignment of tracklets incrementally based on the motion dynamics.
Target association formulated as a hierarchical dense neighborhood searching problem on the hypergraph, where the highorder similarities among tracklets are considered. CMOT [4] Target association task completed based on the tracklet confidence using the detectability and continuity of a tracklet.
generalization from training to testing phases.
Benchmarked Algorithms
We evaluate performance of different MOT systems on the DETRAC dataset, which are constructed by the combinations of four state-of-the-art object detection algorithms and six target association algorithms 4 . Object detection. We evaluate the following four stateof-the-art object detection algorithms including DPM [18] , ACF [13] , R-CNN [21] , and CompACT [8] . We retrain these methods on the DETRAC-train dataset and evalu- ate their performance on the DETRAC-test set. The DPM method is trained using a mixture of 3 star models and each of which have 2 latent orientations. The ACF cascade uses 2048 decision trees of depth 4. For the CompACT scheme, we train a cascade of 2048 decision trees of depth 4, using all handcrafted features in [8] except CNN features. For the ACF and CompACT methods, the template size is set to 64 × 64. To detect vehicles with different aspect ratios, the original images are resized to six different aspect ratios before detection happens, such that only a single model is needed. A bounding box regression model based on the ACF features is trained for the ACF and CompACT detectors to get better detection performance. For the R-CNN algorithm, we fine-tune the AlexNet [25] on the DETRACtrain dataset. Instead of using selective search to generate proposal, the output bounding boxes of the ACF method are warped to 227×227 patches and then input into the R-CNN framework for classification. The bounding box regression in the R-CNN method is not used. The positive samples are all types of vehicles from the DETRAC-train dataset, while the KITTI-MOD dataset [20] is included for hard negative mining. The minimum size of the detected object is set as 25 × 25 for all detectors. Target association. We evaluate six state-of-the-art target association algorithms based on the object detection including GOG [33] , CEM [2] , DCT [3] , IHTLS [12] , H 2 T [37], and CMOT [4] . We use the DETRAC-train dataset to determine the parameters for these methods, and the DETRACtest set for evaluation.
Comparison to Existing Benchmarks
Object detection benchmarks: Several benchmarks exist for object detections, e.g., Pascal VOC [17] , ImageNet [34] , Caltech [14] , KITTI-MOD [20] , and Multispectral Pedestrian dataset [23] . However, the main focus of these benchmarks is object detection, and they provide useful baseline results when detectors are incorporated in MOT systems.
MOT benchmarks: Several MOT tracking benchmarks have also been collected for evaluating the state-of-theart target association methods. Some of the most widely used MOT benchmarks are the PETS2009 [19] , KITTI-MOT [20] and MOTChallenge [26] . The PETS2009 dataset is a large crowd dataset that focuses on multi-pedestrian tracking and counting. The KITTI-MOT benchmark is a multi-vehicle tracking dataset, taken from a moving vehicle with the viewpoint of the driver. The KITTI-MOT and KITTI-MOD benchmarks are for object tracking and detection separately. The MOTChallenge aims to provide a unified dataset, platform, and evaluation protocol for existing MOT methods. It includes a dataset of 22 video sequences mostly from surveillance cameras with the tracking targets of interest being pedestrians. In addition, it also provides an open system where new datasets and MOT methods can be incorporated in a plug-n-play manner. Compared to existing MOT benchmarks, the DETRAC benchmark focuses on vehicle surveillance applications, with a significant larger quantity of video frames, annotated bounding boxes and attributes. Table 1 presents a summary of the differences between existing and proposed DETRAC benchmarks in various aspects.
DETRAC MOT Evaluation Protocol
As discussed in Section 1, existing MOT evaluation protocols that use the same set of object detections as input are not adequate to understand overall MOT system performance. In this section, we introduce a new MOT evaluation protocol, DETRAC MOT, that considers object detection and target association jointly.
Basic Evaluation Metrics
Evaluation metrics for object detection. Similar to [20] , we use the precision vs. recall (PR) curve for object detection. The PR curve is generated by tuning the threshold of an object detector to generate different precision and recall values. Per-frame detection evaluation is performed as in the PASCAL VOC [17] , with the hit/miss threshold of the overlap between a detection bounding box and a ground truth bounding box set to 0.7. Evaluation metrics for target association. We use a set of basic performance evaluation metrics for target association including mostly tracked (MT), mostly lost (ML), identity switches (IDS), fragmentations of target trajectories (FM), false positives after tracking (FPT), false negatives after tracking (FNT), and two CLEAR MOT metrics [36] , multiobject tracking accuracy (MOTA) and multi-object tracking precision (MOTP).
The FPT metric describes the number of tracker outputs which are the false alarms, and FNT is the number of targets missed by any tracked trajectories in each frame after tracking. The IDS metric describes the number of times that the matched identity of a tracked trajectory changes, while FM is the number of times that trajectories are disconnected. Both IDS and FM metrics reflect the accuracy of tracked trajectories. The ML and MT metrics measure the percentage of tracked trajectories less than 20% and more than 80% of the time span based on the ground truth respectively.
The MOTA metric for all sequences in the benchmark is defined as [35] , i.e.,
where FNT v,t is the false negatives after tracking, FPT v,t is the false positives after tracking, with the hit/miss threshold of the bounding box overlap between an output trajectory and the ground truth set to be 0.7. In addition, IDS v,t is the identity switches, and GT v,t is the number of ground truth objects at time index t of sequence v. Note that although the MOTA score is upper-bounded by 1, it can take negative values. We report the percentage MOTA (−∞, 100] in our benchmark. The MOTP metric is the average dissimilarity between all true positives and their corresponding ground truth targets, as the average overlap between all correctly matched hypotheses and their respective objects.
DETRAC MOT Metrics
The DETRAC MOT metrics considers both object detection and target association. We define the PR-MOTA curve (see Figure 5 ), which is a 3D curve characterizing the relation between object detection performance (precision and recall) and target association performance (MOTA). In the following, we describe the steps to create a PR-MOTA curve 5 . 1) We first vary the detection threshold gradually to generate different object detections (bounding boxes) corresponding to different values of precision p and recall r. The 2D curve corresponding to (p, r) is the precisionrecall (PR) curve C that delineates the region of possible PR values of object detection. 2) For a particular set of object detections determined by (p, r), we apply a target association algorithm and compute the resulting MOTA score Ψ(p, r). The MOTA scores for (p, r) values on the PR curve form a 3D curve, i.e., the PR-MOTA curve, as shown in Figure 5 . 3) From the PR-MOTA curve, we calculate two DETRAC MOT metrics (Ω * , Ψ * ), where Ω * is the ensemble PR-MOTA score and Ψ * is the peak PR-MOTA score, to measure MOT performance (see Figure 5 ).
• Ψ * = arg max C Ψ(p, r) is the maximal MOTA score on the PR-MOTA curve corresponding to the best performance of the MOT system.
• Ω * = C Ψ(p, r)ds is the line integral along the PR curve C. In other words, Ω * corresponds to the (signed) area of the curved surface formed by the PR-MOTA curve along the PR curve, as shown by the shaded area in Figure 5 . Using PR-MOTA curve and (Ω * , Ψ * ), we can compare different MOT algorithms by considering the effect of object detections 6 . When comparing different MOT systems, we should consider both metrics, as the Ω * score reflects the overall performance of a MOT system, while the Ψ * score gives the best performance of a MOT system. In the following, we evaluate different MOT systems mainly based on Ω * . If two trackers obtain the same Ω * , they are further ranked by Ψ * . A method with both higher scores is considered to perform well using the DETRAC MOT metrics.
Comparison with Existing Evaluation Protocols
Evaluating the performance of MOT methods is a complex issue, the analysis in [28] has pointed out that the widely used criteria in the literature [36, 27] , such as the MOTA, MOTP or IDS scores all have somewhat problems. Furthermore, there exists some issues with the associated MOT evaluation protocols. Early multi-object tracking studies [40, 3] use different object detection methods to generate inputs to different target association methods. It is known that the arbitrary choice of object detection inputs affects the MOT results. Most recent MOT evaluation works (e.g., [22, 37, 26] ) adopt a different protocol that uses the Figure 5 : DETRAC MOT performance evaluation metrics Ψ * and Ω * : the purple curve is the precision-recall curve describing the performance of the object detection result and the red one is the PR-MOTA curve. same fixed detection inputs to different target association methods, in order to make the MOT evaluation independent from the variations in object detection results. It has been shown [35] that the performance MOT systems cannot be reflected clearly with fixed detection inputs, and multiple synthetic detections generated by controlled noise are used for comparisons. However, these synthetically generated detection results do not fully reflect the behavior of detectors. Furthermore, in [35] , the detections are randomly perturbed independently for each frame, which is different from real detectors that generate the somewhat correlated detections in consecutive frames.
In contrast, the DETRAC MOT protocol considers the detector performance for MOT evaluation. By using the 3D curves of detection (PR) and association scores (e.g., MOTA, MOTP, and IDS), the DETRAC MOT protocol can better reflect the behavior of MOT systems, and is more useful for evaluating all components of a MOT system.
Evaluation and Analysis
Evaluation of Object Detection Methods
Object detection has gone through significant improvement in recent years, partly driven by the availability of large scale datasets and benchmarks such as the PASCAL VOC [17] and ImageNet [34] . However, the performance of four state-of-the-art object detectors on the DETRAC dataset, presented in Figure 6 with the PR curves, shows that there is still room for improvement for object detectors for real-world MOT applications. Specifically, as the PR curves in Figure 6 show, the DPM and ACF methods do not perform well on vehicle detection. The deep learning based R-CNN method performs slightly better than the ACF method. Although the most recent CompACT [8] algorithm achieves relative better performance among the four detectors, it is still far from satisfactory. In general, all the eval- Figure 6 : Performance evaluation based on combination of detection and tracking in the DETRAC benchmark. The PR curves of different object detection algorithms are assigned with different colors, and different target association algorithms are denoted by different hollow marks. Specifically, the solid marks on each PR curve represents the locations of the highest MOTA values produced by the corresponding object detection and target association algorithms. The scores in parentheses are the Average Precision (AP) using to describe the performance of object detection algorithms. This figure is better view with the electronic copy and zoomed in for details. 
Evaluation of Complete MOT Systems
We use different combinations of four state-of-the-art object detection algorithms and six target association algorithms (see Table 2 ) for complete MOT systems, and plot the PR-MOTA, PR-MOTP, PR-MT, PR-ML, PR-IDS, PR-FM, PR-FPT and PR-FNT curves of all combinations of the object detection algorithms and target association algorithms, in Figure 7 and Figure 8 to show the tracking performance and quality of tracked trajectories in DETRAC dataset. score Ω * , and the peak scores for other curves are calculated at the same point on the PR curve corresponding to the peak PR-MOTA score Ψ * . This figure is better view with the electronic copy and zoomed in for details.
From the PR-MOTA curves, we compare different MOT systems constructed by combining four state-of-the-art object detection algorithms as well as ground truth, and six state-of-the-art target association algorithms using the DE-TRAC MOT metrics based on Ω * and Ψ * of PR-MOTA curve, in the Figure 9 . We observe that even though the object detection achieves perfect performance, i.e., taking the annotated ground truth as input, the MOT performance is still not perfect (the optimal MOTA score is less than 95%). The results indicate that there exists a broad space for improving target association algorithms to meet real-work applications, and demonstrate that the DETRAC dataset is quite challenging for MOT.
To further evaluate the performance of different target association algorithms, we use the same object detection algorithms but varying the detection threshold to generate the full PR-MOTA curves. Figure 10 shows the results where each plot corresponds to one object detection algorithm combined with six state-of-the-art target association algorithms. From these results, we observe:
1) The ranks of the target association algorithms vary as the input detection accuracy changes, i.e., with different precision and recall values. For instance, as shown in the PR-MOTA curves in Figure 10 , the ranks of the target association algorithms at different recall and precision values are different from each other. The results indicate that it is inadequate to use fixed object detection input (corresponding to a fixed point on the PR curve) evaluate MOT methods. The results vary significantly depending on different fixed inputs. In contrast, the DETRAC evaluation protocol is more comprehensive as it considers detection performance to evaluate MOT methods. 2) For different object detection algorithms, the best MOT performance is achieved by combining different target association algorithms. For instance, the GOG tracker achieves the best performance with the DPM algorithm, while the CMOT target association approach achieves the best performance with the ACF, R-CNN and CampACT object detection schemes. This observation shows that optimal MOT performance is achieved when different object detection algorithms are properly combined with target association methods.
Furthermore, we plot the best performance point, i.e., the best MOTA score Ψ * point, of each target association algorithm on the PR curves generated by different object detection methods in Figure 6 . We find that the best MOT performance is usually achieved with high precision (large than 0.5) and moderate recall scores (between 0.2 and 0.6) of the object detections, which shows that target association methods are more sensitive to false positives than false negatives.
That may be explained by that the target association algorithms are able to recover the false negatives according to the correct cross-frame associations, but not able to differentiate true from false positives. In practical applications, there is a tradeoff between precision and recall. This observation implies that to achieve better MOT performance, we can use an object detection method that generates fewer false positives, even if it produces more false negatives at the same time.
Run Time
Since different object detection algorithms requires different platform for evaluation, e.g., the R-CNN method [21] requires the GPU for both training and testing, while a CPU desktop is enough for the ACF method [13] , we only report the run-time speed of all the evaluated target association algorithms. That is, for each target association algorithm, given the input detection produced by different de- tection algorithms, i.e., DPM [18] , ACF [13] , R-CNN [21] , and CompACT [8] , with the largest F-score, the average execution speeds on 40 sequences in DETRAC-test set of all trackers are presented in Table 3 . We run all the target association methods on a laptop with a 2.9 GHz Intel i7 processor and 16 GB memory. Frame-per-second (fps) is used to measure the speed of the tracker.
Conclusions
In this work, we present a large scale multi-object tracking benchmark (DETRAC) consisting of 100 video sequences with target-level, frame-level and sequence-level annotations. We perform comprehensive experiments to Table 3 : Average run-time speed of the target association algorithms on the video sequences of DETRAC-test set with the largest F-score detection responses produced by four different detection algorithms, i.e., DPM [18] , ACF [13] , R-CNN [21] , and CompACT [8] . benchmark the performance of four object detection and six target association methods. This large scale benchmark enables us to perform a study of the effect of detection accuracy to MOT performance, which has not been explored extensively in previous benchmark studies of MOT methods. Based on our study, there are several aspects that a practitioner should consider when building MOT systems to achieve satisfactory performance while keeping the runtime efficiency. First, we should consider object detection and target association jointly to evaluate performance of MOT systems. We suggest using the DETRAC MOT protocol for this purpose. Second, the DETRAC MOT metrics Ω * and Ψ * can better reflect the overall MOT system performance. Third, our results suggest that many MOT methods are relative robust to false negatives and sensitive to false positives.
In the further, we would like to enlarge the DETRAC benchmark dataset, potentially by including video sequences and annotations for pedestrians, and focus on theoretical analysis of the DETRAC MOT metrics, so as to better understand the MOT systems.
