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Abstract
The main objective of this study is to contribute towards the understanding of the
vitrification process in multicomponent systems. In particular, the aim was to gain
a better understanding of how additives inhibit crystallisation and thus promote glass
formation. To this end, two very different glass formers were studied: the first was a
colloidal suspension that is often used as a model system to study vitrification, and the
second was a trehalose solution that has more biological interest. Both glass formers
were studied using molecular dynamics simulation as it is a powerful technique that
can complement experiment, and allows the determination of properties that may be
quite difficult to determine experimentally. By first studying the system without the
additives, and then comparing to when the additives are present, a potential mechanism
for crystallisation inhibition was observed. The results demonstrate that a key predictor
of crystallisation inhibition in both colloidal suspensions and trehalose solutions can be
found in the behaviour of the interdiffusion coefficients. The interdiffusion coefficients
are related to a multicomponent systems ability to make compositional changes that are
needed after a quench for the local stoichiometry to match the equilibrium crystal. It
was found that if the value of the interdiffusion coefficient is negligible, this indicated
that compositional changes could not occur, and so a long-lived metastable glassy state
forms. This was observed in both glass forming systems studied and therefore points
to an underlying mechanism that links the interdiffusion process with glass formation.
This study supplies evidence of this link, and points out the importance of compositional
relaxation in vitrification of multicomponent systems and the need to study the collective
properties, rather than just single particle properties, when studying vitrification.
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Chapter 1
Introduction and Background
The subject of this thesis is the behaviour of crystallisation inhibitors, which are addi-
tional components that can be added to a fluid to hinder crystallisation when the system
is quenched below its freezing temperature (or above the freezing packing fraction in the
case of hard-sphere systems). If crystallisation is successfully inhibited, then when solid-
ifications occurs it does not form an ordered crystalline structure. Instead it solidifies as
an amorphous structure that has short-range local order but lacks the long-range order
present in a crystal. This amorphous structure is known as a glass, and the process of
forming the glass is called vitrification [1].
When cells or organisms are cooled to temperatures below the freezing point of water,
ice crystals may form inside cells (intracellular ice formation) leading to cell damage
or even death [2]. The two major causes of cellular damage are the formation of ice
crystals and changes in intracellular solute concentrations [3]. If crystallisation is pre-
vented, much of this damage can be avoided and the cryopreservation of intact biological
structures becomes possible. Vitrification is a cryopreservation process in which samples
are preserved in a glassy state, and one of the ways by which cellular damage can be
avoided [4]. To improve vitrification processes we need a better understanding of how
solidification can be achieved without crystallisation, which can only be done if we first
understand how to suppress crystallisation.
1.1 Practical Uses of Vitrification
1.1.1 Examples in Nature
For some of the best examples of the practical uses for vitrification we just have to
look to nature [5]. Evolution has provided many examples of organisms harnessing
1
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mechanisms to prevent crystallisation in order to survive cold environments. These
AFPs occur in many different types of life, such as Antarctic fish [6, 7], insects [8, 9]
and in freeze-tolerant plants [10, 11]. Some organisms also protect themselves from
harsh environments by accumulating high concentrations of disaccharides (sucrose and
trehalose). These are observed in significant quantities in certain plants, seeds, and
invertebrates adapted to endure desiccation and freezing [12–21]. The success of small
sugars as cryoprotectants has two major facets: first, they reduce dehydration damage
to cell membranes, through mechanisms which have been investigated at length [22–30];
and second, they encourage vitrification, which is the focus of this work.
The accumulation of sugars by organisms has the effect of decreasing their thermo-
dynamic melting temperature [31], and so increases the survivability of organisms in
low temperature environments. However, even if the environmental temperature drops
below the melting temperature, cryoprotectants can prevent freezing of the entire organ-
ism. This occurs because as ice crystals form, the cryoprotectants are excluded from ice
crystal structures and the concentration of the cryoprotectant increases in the unfrozen
sections [32]. This further decreases the melting temperature, and ice growth is halted
when the cryoprotectant becomes concentrated enough to make the melting point equal
to the surrounding temperature. Eventually the cryoprotectant reaches a concentration
that cannot be frozen. The remaining unfrozen liquid pockets solidify into a glass and
cells can survive freezing by existing inside the glassy solid between ice crystals.
1.1.2 Food Preparation and Storage
Taking a cue from nature, many researchers have tried to harness vitrification for human
use. One of the main practical areas of interest in understanding vitrification is in food
preparation and storage [33]. Treatments used to process and store food that result in
the food being in an amorphous solid state include drying [34, 35], freezing [35, 36],
grinding [37], extrusion [38] etc. Some examples of food that are in an amorphous state
are hard candy and many food powders: dairy, instant coffee and tea, protein, cheese,
spice, cocoa, etc. Therefore, understanding the amorphous state and the glass transition
is important for the field of food science.
The slow relaxation from the glassy state to the equilibrium crystalline state, often
called enthalpy relaxation [33], is also important to food stability during storage. A
key example of this is cotton candy (also known as candy/fairy floss) which is made
mostly of sucrose and exists in an amorphous glassy state. On hot humid days the sugar
can crystallise, resulting lumps of sucrose crystals imbedded in a glass structure [39].
Studies have been done on increasing the stability of an amorphous sucrose system by
Chapter 1. Introduction and Background 3
adding a small percent of trehalose to form a multicomponent mixture [40], and thus
can extend the shelf life of the amorphous system by slowing crystallisation. This is
one example that highlights the importance of understanding the interaction between
multiple components in the crystallisation inhibition process, which is an important
observation that will be emphasised throughout this work.
1.1.3 Preservation of Living Systems
A more ambitious application of artificial vitrification is the attempt to preserve living
biological systems. To preserve living cells, the challenge is to determine how they can
survive both the freezing process and the subsequent return to physiological conditions.
One of the first successes in vitrification of living biological material was done by Polge
and coworkers who found that introduction of glycerol greatly increased the proportion
of spermatozoa that could be revived after vitrification [41]. Since that original break-
through, successful vitrification has been achieved with human tissues [42], human egg
cells (oocytes) [43], and even human embryos [44]. There is currently great effort being
put into trying to discover better croprotectant agents that will allow the cryopreserva-
tion of entire organs. One of the first successes in this area was achieved by Twenty-First
Century Medicine who vitrified a rabbit kidney to -135 ◦C. Upon rewarming, the kidney
was successfully transplanted into a rabbit and was able to sustain the rabbit indefinitely
as the sole functioning kidney [45].
1.1.4 Materials and Storage of Harmful Waste
As an interesting complement to the many biological applications, vitrification is also
used to create new materials and store waste. The most common applications of vitrifi-
cations are in the making of pottery and soda-lime glass used in windows and drinking
containers. Soda-lime glass accounts for about 90% of manufactured glass and is made
by the addition of sodium carbonate and lime (calcium oxide) to silicon dioxide. Vit-
rification is also used in the storing of dangerous waste such as asbestos [46], nuclear
[47] and other general waste [48]. The process often used is called geomelting [49] and
was developed in 1980 by the U.S. Department of Energy’s Pacific Northwest Labora-
tory (PNNL). It involves mixing the dangerous waste with glass-forming chemicals in a
furnace to form molten glass. Then, it is allowed to solidify in canisters, thereby immo-
bilizing the waste. After this process the waste can be stored for relatively long periods
in this form without concern for air or groundwater contamination.
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1.1.5 Biological Visualisation
In 2017, the Nobel prize for chemistry was awarded for the development of a technique
called cryo-electron microscopy [50]. It is a form of transmission electron microscopy
(TEM) where the biological sample is embedded in a vitrified layer of water [51]. Because
the samples are in a vitrified state, cryo-electron microscopy allows the observation of
specimens that have not been stained or fixed in any way, showing them in their native
environment [52, 53].
With all these many applications of vitrification, the process used usually involves much
trial and error, as the mechanisms by which these added components inhibit crystalli-
sation and promote vitrification are poorly understood. Therefore, an effort to gain
a better understanding of the vitrification process will be of immense benefit to many
areas of science and society.
1.2 Model Systems
Extensive efforts have been made in the attempt to model liquid-solid transitions in
order to understand why some fluids form crystalline solids and some form glasses.
Though the main area of application is the cryopreservation of complex biological sys-
tems, studying vitrification in much simpler experimental and model systems improves
our understanding of crystallisation and vitrification processes in the more complicated
ones. This project consists of using molecular dynamics (MD) simulations to model two
contrasting glass forming systems. The two systems that were chosen for this study are
a hard-sphere (HS) colloidal suspension and a trehalose solution.
1.2.1 Hard-Sphere Colloidal Suspensions
One of the simplest glass forming systems is the hard-sphere (HS) fluid. Hard sphere
fluids involve a system of particles that have an interaction potential that is infinite
when they overlap and zero otherwise. The motion of the HS particles is ballistic until
they collide, at which time they undergo elastic collisions. In the past HSs have often
been used as a model system to study the liquid to crystal transition. In 1939, Kirkwood
[54] speculated that systems with purely repulsive potentials would undergo a freezing
transition. This was first confirmed in a simulation in 1957 by Alder and Wainwright
[55] and later the density for a phase transition of hard-spheres was calculated from free
energy calculations by Hoover and Ree [56]. The phase behaviour of a HS system is
determined entirely by entropy or the packing fraction of the particles [57]. The packing
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fraction (also called volume fraction) is defined as the total volume taken up by all the
HSs, divided by the total volume of the system. Hoover and Ree found that fluid and
crystal coexist between the freezing point (packing fraction of 0.495) and melting point
(packing fraction of 0.545) [56].
Though HSs can be defined mathematically, they do not exist in real life so they can not
be studied experimentally. However some colloidal suspensions are a close analogue to
HS systems. Colloidal particles are used as model systems for studying phase transitions
as their size and diffusive dynamics ensures that their motion is slow enough to be studied
in real time. In 1986, Pusey and van Megen [58] performed experiments on suspensions
of colloidal particles in a liquid for various packing fractions. They found that the phase
behaviour closely matched the behaviour of hard spheres and that by increasing the
concentration the samples would progress from a colloidal fluid, to fluid and crystal
phases in coexistence, to fully crystallised samples. But, at their highest concentration
they obtained viscous samples in which full crystallisation had not occurred, and in
which the particles appeared to be arranged as an amorphous colloidal glass.
One important feature of synthetic colloidal suspensions is that the colloidal particles
always have a particle size distribution (PSD) or in other words some polydispersity,
which is a product of the way colloids are prepared [59]. Polydispersity is defined as the
standard deviation of the colloidal particle size distribution divided by the mean size.
In 1998, Henderson and van Megen [60] studied a binary colloidal system and found
that the addition of small amounts of a second component, at constant packing frac-
tion, significantly retards crystal nucleation and growth, which was later supported by
simulations [61]. Martin [62] later measured the crystallization kinetics of two colloidal
systems with different PSDs. They found that the two systems had similar equilibrium
phase behaviour, but the systems with a negative skewed PSD crystallized an order of
magnitude more slowly. They speculated that the slowing of the crystallization is caused
by particle fractionation, which becomes more significant as polydispersity and skewness
increases.
Recent interest in studying the crystallization process for HSs using computer simu-
lations has been triggered by the increase in computational power, which now allows
simulations over long enough times that the rare event of crystal nucleation is seen to
occur. Though the phase diagram from experimental and simulation HS systems agree,
there has been some discrepancy between the rates of nucleation found by simulation and
experiment. For example, the nucleation rate densities obtained by computer simulation
differ significantly from those observed in experiments [63, 64]. This is thought by some
authors to be due to the fact that the hydrodynamic interactions (HIs) are not taken
into account, and attempts have been made to include HIs to resolve the discrepancy
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[65, 66]. These authors found that including HIs in the model drastically changes the
rate of crystallisation, but the disagreement remains.
In any case, polydispersity is a key quantity needed to inhibit crystallization and promote
the formation of a long-lived glass in HS systems. Although monodisperse HS systems
have been observed to have glassy behaviour at short-times [67], these systems were
always able to readily crystallise via short-range ‘shuﬄing’ which allows the amorphous
regions to gradually transform into crystallites [68]. Therefore, a better understanding
as to why polydispersity is essential for the formation of the long-lived glass is essential
to the understanding the mechanism by which vitrification occurs in HS systems.
When modelling a HS fluid in simulation, the easiest way to include polydispersity is
by having two species of HS particles, forming a bimodal distribution. Williams and co-
authors [61] found that the inclusion of a second species led to a long-lived metastable
state above the melting point, similar to what is observed in experimental colloidal
suspensions. They found that crystallisation had been inhibited by the slow rate of
compositional changes, which are needed for the system to evolve to its equilibrium
crystal state. Since compositional changes demand large-scale diffusion, which slows
down dramatically with increased packing fraction, crystallisation becomes inhibited
leading to a long-lived metastable disordered system. This crystallisation inhibition via
the slow-down in the rate of compositional changes is an intriguing idea, and warrants
more study. One of the main goals in this Ph.D. project is to study and quantify the
relation between compositional relaxation and vitrification.
1.2.2 Sugar Solutions
Crystallisation in spherical colloidal suspensions is a much simpler process than in any
biological system, as biological systems contain many different solutes, organelles and
cell membranes. The inclusion of complex biological organs is not appropriate for this
work, so a simpler aqueous solution is more fitting. In this case sugar solutions are an
ideal choice as it has long been known that the disaccharides trehalose and sucrose have
bioprotective properties. However, a concrete understanding of the way that saccharides
inhibit crystallization is yet to be found.
Trehalose is one of the most successful disaccharide cryoprotectants. It has the highest
glass transition temperature of any disaccharide [12, 25, 26], though the physical mech-
anisms underlying this are far from clear. It is a nonreducing disaccharide that results
from the combination of two D-glucopyranose molecules through (1 → 1) glycosidic
linkages. The propensity for trehalose to vitrify has been attributed by some workers
to its ability to alter the water structure, making it less ordered and thus hindering
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ice formation [27, 28, 30]. By contrast, it has also been suggested that the vitrification
properties are related to its ability to affect the dynamics of the water [25].
The ability to simulate a water-saccharide system relies on the ability to model the
interactions between the water and the saccharides. For water molecules alone there
are many models with different levels of sophistication starting from the simplest coarse
grained representations [69] or classical point charges and rigid bodies [70]. Complexity
can be added by including flexibility [71], polarisation [72] etc. These may increase
the correctness of the model, but they also increase the computation time. Because
this project involves simulating solutions at extremely low temperatures (less than the
melting point Tm), the timescales needing to attain reasonable data are quite long.
Therefore simple non-polarisable intermolecular potentials with rigid bond lengths were
the only feasible choice for the water and saccharide models with the currently available
computational resources. Simple nonpolarizable intermolecular potentials are commonly
used in classical MD simulations due to their low computational cost and their ability
to reproduce a wide range of thermodynamic, structural, and dynamical properties [73].
There are a number of different rigid non-polarisable water models in use, and which
one is ‘best’ at matching the glassy behaviour of real water is not clear. To partially
answer this question, Kreck and Mancera [74] performed a study comparing 10 of the
most common non-polarisable rigid water models to characterise the glass transition
temperature and other properties of the models. They found that although some models
could accurately predict the equilibrium phase diagram reasonably well, none of the
models could quantitatively predict the glass transition temperature.
One of the models that was closest to matching the glass transition temperature was
the SPC/E model[74]. The SPC/E model treats the water as a rigid molecule with fixed
bond length and bond angle [75] . According to Guillot’s [73] survey regarding computer
simulation on water, the SPC/E water model shows good agreement with experimental
or target values of the liquid state properties. They showed that SPC/E reproduces
the liquid density target value (0.997 g/cm3) and also predicts a critical point close to
the critical point of real water. However, the main weakness of SPC/E is its inability
to reproduce details of the equilibrium phase diagram of water. One example of this
is that the melting point of SPC/E occurs at a much lower temperature than for real
water (approximately 215 K rather than 273.15 K) [76].
The inability of SPC/E to accurately replicate the melting point of real water does not
invalidate the results from this project as this project aims to study the qualitative trends
on the approach to the glass transition temperature, rather than trying to exactly match
experimental data. It is believed that by determining why crystallisation is inhibited
in the model chosen below its melting point, this will illuminate why crystallisation
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inhibition is occurring in real water. In addition, complete freedom is not available in
the choice of water models as the saccharide simulation studies are using done using the
simpler water potentials such as SPC, SPC/E, TIP3P etc. Therefore, in order to avoid
using an un-tested and un-parameterised system, SPC/E has been chosen as the water
model to be used in this project.
The modelling of the saccharides is far more difficult because of the large number of
atoms in a typical saccharide, the large amount of variation between different saccharides,
and the complex behaviour the models have to replicate. Several carbohydrate force
fields have been developed for explicit-solvent simulations, with the main models being:
OPLS [77, 78], CHARM [79–81], AMBER [82–85] and GROMOS [86–89]. The chosen
model for this work is the OPLS (Optimized Potentials for Liquid Simulations) potential
that was developed by Prof. William Jorgensen for liquid systems [90], and has been
further optimized for all-atom simulations of carbohydrate solutions [77]. The OPLS-
AA force field model accounts for stretching, bending and torsional forces. The torsional
parameters are fitted to reproduce the gas phase conformation energetics derived with
ab initio methods.
The OPLS model was chosen in this work as the glass transition region for SPC/E
water with OPLS trehalose has been previously studied [91–94], so comparisons can be
made with results from the current work. The values found by other authors for the
glass transition temperature are usually greater than the experimental values, which is
explained by the ultrafast cooling rates that need to be used in simulations.
Another reason for the choice of the OPLS model is that it is one of the only models where
simulation results have been compared to experimental measurements from scattering
techniques such as extended depolarized light scattering (EDLS) [95], neutron diffraction
[96, 97], and terahertz (THz) spectroscopic measurements [98]. However, to the authors
knowledge it has not previously been used for comparison with dynamic light scattering
results.
Some thermodynamic and transport properties of the OPLS model of trehalose have been
calculated for comparison with experiment. These include molar volume [99], viscosity
[91], electrical conductivity [100] and self-diffusion coefficient [101]. The values found
usually differ quantitatively, but the qualitative dependence of these properties can be
seen using the model. One of the aims of this work is to calculate the interdiffusion
coefficients for the OPLS trehalose solution, something that has not been done before to
the authors knowledge. Because the experimental data on the interdiffusion coefficient
of trehalose is sparse [102], it will be difficult to make a comparison.
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Another goal of this project is to find any similarities or universalities between the
mechanism for vitrification in the HS colloidal suspension and the sugar solutions. As
mentioned earlier, the polydispersity of the HS system means that compositional re-
laxation plays a part in vitrification in that system. The question of whether this is
also true in the sugar solution is an intriguing one. This is possible considering that
when ice crystals form and grow in a solution they exclude the solutes, and thus the
concentration of the solutes increases in the unfrozen solution. This is known as the
freeze-concentration effect [103]. One of the suggested cryopreservation mechanisms for
trehalose is that, as the solute is excluded from the crystal, there appears to be a local
increase in the solute concentration near a growing ice interface, which inhibits the ice-
crystal growth [31, 104]. The ability for the solution to mix and allow the ice crystal to
grow relies on its ability to make compositional changes at the interface. Therefore, the
relaxation of composition gradient may also be important to the vitrification of sugar
solutions showing a similarity to the colloidal suspension which is a very different glass
forming system.
1.3 Theory of Glass Transitions
In this project, an attempt was made to explore simulation and theoretical techniques
that differ from those previously used by other authors. It was hoped that by approach-
ing the subject from a different angle, new understanding and interpretations could be
made of the vitrification process in colloidal suspensions and saccharide solutions. How-
ever, to place this work in context, a brief explanation of other theories and techniques
employed by previous authors is needed. Because previous literature on the vitrification
process is vast, it should be noted that the goal here is to only supply a brief overview,
with further discussion included in the individual chapters. For further reading on the
broad scope of research into metastable and glassy systems see the reviews by Royall
[105] and Debenedetti [106, 107], and on the question of how to distinguish vitrification
from gelation see Royall [108].
One of the earliest and simplest theories proposed to understand the glass transition
in hard-sphere systems is Goldstein’s energy landscape [109]. It proposes that each
configuration of the system is represented by a point in phase space, and the dynamics
of the system can be thought of as the motion of this point over this potential energy
landscape [110]. The local minima of the potential energy correspond to locally stable
configurations of the particle system, as the temperature is lowered, the energy barrier
becomes higher and the system gets trapped in a potential energy well and can not
explore the whole phase space. This idea has been applied to understand (among other
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things) the dynamics of supercooled liquids [111–113] and the onset of glassy dynamics
in hard-sphere systems [114, 115] where the authors use the energy landscape to explain
the rapid increase in relaxation time (or conversely the rapid decrease in the diffusion
constant) on the approach to the glass transition.
Other theories that have been applied to understand the glass transition in hard-sphere
systems are the Adam and Gibbs theory [116] that proposes that liquids in the super-
cooled state organise themselves into regions whose size increases as the temperature
decreases. This theory explains that the slow-down in the dynamics on the approach to
the glass transition is the result of the decrease in the number of configurations that the
system is able to sample. At the Kauzmann temperature the liquid obtains a unique,
non-crystalline glassy state.
One widely used theory whose method of analysis shares similarities with the methods
used in this work is mode-coupling theory (MCT). MCT was developed by Go¨tze and co-
workers [117] and it accurately describes many important aspects of relaxation dynamics
in liquids. MCT makes detailed predictions about the behaviour of the intermediate
scattering function, which is one of the main properties that is calculated and analysed
in this work. It was developed by considering the cage effect from surrounding particles
that prevents them from moving by the proximity and immobility of their neighbours.
At a critical packing fraction ΦMCT , MCT predicts that the ISF will no longer decay
to zero (system has arrested) [105]. This theory has been applied to both colloidal
suspensions [118–121] and trehalose solutions [122].
Another current theory relates a systems structure and dynamical relaxation to vitri-
fication and crystallisation inhibition. Since a solid’s resistance to flow is often viewed
as a consequence of its structure, it has been postulated that this is also the case for
a glass [105]. Supercooling leads to a high population of particles in locally favoured
structures. If the system is trying to crystallise when these local structures are present
there are two possible outcomes: either the local structures are compatible with the
crystal structure, or the crystal structure is very different from the liquid structure and
thus crystallisation is frustrated [105].
For molecular liquids, it has generally been observed that intermolecular interactions
play an important role in the crystallisation/vitrification process [123]. Trehalose is no
exception to this general observation as the cryoprotective properties of trehalose has
been shown to be strongly related to its interaction with water [124]. Because of this,
the theories described above are not traditionally applied to sugars, but instead use
experimental and simulation techniques to look at how the structure and dynamics of
the water is affected by the trehalose.
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The ability of water to form its tetrahedral hydrogen bond network is believed to be key
to the formation of ice crystals, and the presence of trehalose and other sugars greatly
effects the tetrahedral hydrogen bond network of water [125]. This disruption of the
hydrogen bond network is one of the key ideas as to the cryoprotectant mechanism of
trehalose [126]. As well as disrupting the structure of water, trehalose also has been
shown to reduce its mobility within the hydration shell through hydrogen bonds [127,
128]. This reduced mobility restrains the water molecules from rearrangement, and thus
reduces the probability of freezing at low temperatures [126]. A consequence of these
effects is the relatively high glass transition temperature Tg of trehalose compared to
other disaccharides [129, 130].
1.4 Purpose of this Study
The purpose of this study is to gain a better understanding of the way in which additives
inhibit crystallisation in glass forming systems. To this end parallel investigations were
conducted on how additives affect the crystallisation of two very different systems; a
colloidal suspension and a trehalose solution. Colloidal suspensions were chosen as they
are one of the simplest glass forming systems, and have been well studied in the past by
experiment [131–134] and simulations [135, 136]. There are a number of different ways
to build and improve upon previous research, the first of which is to create an improved
computational model to simulate the colloidal suspension.
In the past, the best computational analogue to a real colloidal system was a single
component HS fluid, which is usually simulated using event driven molecular dynamics
[137]. In these single component HS fluid simulations, the presence of the solvent is com-
pletely ignored. The HS particles move ballistically (feeling no forces from surrounding
particles, until they encounter another HS particle), at which time they undergo an elas-
tic collision. This is quite different from the behaviour of real colloidal particles which
interact directly through interparticle interactions, and indirectly by momentum trans-
fer via the solvent (hydrodynamic interactions) [138]. This second type of interaction
causes the colloidal particles to diffuse through the solvent, moving at a much slower
rate than a single component HS particle without solvent.
The first goal of the project was to build on previous models by including a second,
significantly smaller species of particles into the computational model to represent the
solvent. Simulating the solvent explicitly added a new level of complexity and greatly
increased the number of particles being simulated. However the inclusion of the solvent
may be essential to ensure that the larger particles in our model have dynamics that
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match the dynamics of the experimental system closely, and better reflect the real life
behaviour of colloidal suspensions.
Once the dynamics had been made to match with the experimental systems as much as
possible, a study was done on the dynamics leading up to phase transitions to observe
any trends or behaviours that showed why a system without polydispersity crystallised
at large packing fractions, while one with polydispersity had its crystallisation inhibited.
When previous researchers have studied the dynamics of HS colloidal suspensions leading
up to a phase transition, great attention has been paid to the single particle dynamics as
seen through the self-diffusion coefficient [139–143] and the self-intemediate scattering
function [143]. However, useful information can be gained from the study of the collective
dynamics as seen through the interdiffusion coefficients, which have very rarely been
explored [144]. This is partly because interdiffusion coefficients are only defined in a
system with multiple species. Since previous researches neglected to include the solvent
explicitly into their model, they could not perform this type of analysis.
The interdiffusion coefficients may be important for vitrification as they are related to
how quickly composition can relax. Fick’s law of diffusion shows that
∂n1(t)
∂t
= −Dm∇2n1(t) (1.1)
where n1(t) is the number density of component 1 at time t and Dm is the single
interdiffusion (or mutual diffusion) coefficient. If a concentration gradient forms, Dm
determines how fast it will relax. As noted earlier, the inability of the composition to
relax in both the colloidal suspension and sugar solution may be linked to vitrification.
Therefore, the second purpose of this study is to calculate the interdiffusion coefficients
of a model colloidal suspension with and without polydispersity and observe changes in
their behaviour.
The third goal of this work is to study the ISF, which is a key quantity measured in
dynamic light-scattering experiments [145–149]. The intermediate scattering function
has been studied extensively in vitrification studies because it shows the slow-down and
arrest of dynamics when a system vitrifies. This arrest is indicated by the formation
of a plateau in the long-time decay of the intermediate scattering function at the glass
transition [150].
The intermediate scattering function can also be linked to the mutual diffusion coeffi-
cient, which supplies a clear connection to the vitrification process. It has been shown
previously in ionic liquids [151], liquids containing dissolved gases [152, 153] and binary
Lennard-Jones (LJ) fluids [154] that the slowest decay mode observed in the interme-
diate scattering function is related to the interdiffusion coefficients of the system. In
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the simple case of a binary solution, the relaxation of the concentration will appear in
the intermediate scattering function (ISF) by taking the Fourier transform of Eq. (1.1),
multiplying it by the complex conjugate n∗1(k, 0) and ensemble averaging both sides, the
decay of the normalised intermediate scattering function F11(k, τ) is given by
F11(k, t) =
〈n1(k, t)n∗1(k, 0)〉
|n1(k, 0)|2 = exp(−k
2Dmt) (1.2)
where k is the wavevector. Since the glass transition is indicated by a slow-down and
plateau in the long-time decay of the intermediate scattering function, this implies a
connection between vitrification and the interdiffusion coefficients. This link will be
explored to help determine the cause of crystallisation inhibition in colloidal suspensions.
Once an understanding of the mechanism for crystallisation inhibition is found for the
simpler colloidal suspension, the last goal is to determine whether analogous mecha-
nisms could be observed in the trehalose solution. The trehalose solution is a more
complex system that is challenging to simulate, but its behaviour is of great biological
and technological importance. Using the chosen model, the same quantities were studied
in solutions of trehalose over a range of concentrations and temperatures approaching
the glass transition.
Identifications will be made of any similarities between the vitrification process in col-
loidal suspensions and sugar solutions. In particular, the relation between the interdif-
fusion coefficients and the intermediate scattering function. Linking the glass transition
to the mutual diffusion coefficient would be a significant finding in the understanding of
vitrification in multicomponent systems.
1.5 Research Questions
The research questions that are addressed during this Ph.D. project are given below,
along with the methods used to answer them.
1.5.1 Question 1:
Do the parameters chosen for modelling the colloidal suspension with explicit solvent ac-
curately reproduce the structural and dynamic properties of a real colloidal suspension?
One of the first goals at the start of the Ph.D. project was to create a mathemati-
cal model for the colloidal suspension that better represents the experimental system
than previous models. This was done by creating a binary system of HS particles where
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one species was 4 times the diameter and 50 times the mass of the other species. This
larger species represents the colloidal particles and the smaller species the solvent. A
process of parameterising the interaction potential between the colloid and solvent was
carried out by comparing the static structure factor of our model to the experimentally
measured structure factor. This process and the final results were presented in the first
paper of this Ph.D. project [155], and is the subject of chapter 2. Additional research
into the agreement/disagreement between the model and experimental findings are also
given in the second paper [156] and is the subject of chapter 3.
1.5.2 Question 2:
How can the intermediate scattering function be accurately modelled for a unimodal sus-
pension (no polydispersity) at packing fractions leading up to the freezing point?
The intermediate scattering function has a complex decay with wavevector and time
dependence. To model it, a procedure developed by Barocchi and coworkers [157] was
adopted that allows the decay to be decomposed into its individual exponential decay
modes. An attempt was made to determine the physical origin of these decay modes
by comparing with predictions of hydrodynamic theory. The long-time mode decay rate
was able to be related to the bulk mutual diffusion coefficient. The procedure used and
results gained are discussed in the second paper [156] and chapter 3.
1.5.3 Question 3:
How does the addition of a second colloid species with a slightly different size (bimodal
suspension) affect the structure and dynamics (in particular the behaviour of the ISF)
in the approach to the freezing point?
A second species of colloidal particles was included in the system to add polydispersity
to the model. This had the effect of inhibiting crystallisation at large packing fractions.
In order to study this bimodal systems were simulated at exactly the same packing frac-
tions as the unimodal systems. This allowed a direct comparison to be made. Adding
a second species of colloidal particles caused the decay of the intermediate scattering
function to change. An additional extremely slow decay mode is observed, and addi-
tional interdiffusion coefficients are now defined. The results for this bimodal colloidal
suspension are discussed in the third paper [158] and are the subject of chapter 4.
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1.5.4 Question 4:
What is the mechanism by which the addition of the second species inhibits the formation
of crystals in the bimodal colloidal suspension?
Through a comparison of the intermediate scattering function from the unimodal and
bimodal colloidal suspensions a mechanism for crystallisation inhibition was established
in the bimodal suspension. This showed that the rate at which composition relaxes is
related to a particular combination of interdiffusion coefficients, and showed that crys-
tallisation is inhibited when compositional relaxation is not able to occur. The process
by which this was done, and the result, were published in the third paper [158] included
in chapter 4.
1.5.5 Question 5:
How does the analysis of the ISF change in the bimodal HS system if the solvent is not
included?
Since it is usual to model the colloidal suspensions as a single species without solvent,
an analysis was performed of the compositional relaxation mode without the solvent
present. Because the solvent does not change the phase behaviour, so the same analysis
of the interdiffusion coefficients should also apply, though it would be altered considering
now this would be a binary system, not ternary. The method for this was successfully
determined and is shown in chapter 5.
1.5.6 Question 6:
Can an analogous mechanism for vitrification be found for the trehalose solution?
Once a mechanism for vitrification was determined for the colloidal suspension, the
same analysis was conducted on the trehalose solution. The intermediate scattering
function and interdiffusion coefficients were calculated over a wide range of tempera-
tures and concentrations leading down to the glass transition. The same link between
interdiffusion coefficients and the glass transition was found, and is the subject of the
fourth draft paper. These results are given in chapter 6.
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1.6 Thesis Outline
Chapter two outlines the basis of the model for the colloidal suspension and the pro-
cess that was taken to parameterise our colloidal suspension model by matching the
calculated static structure factor to experimental data. After the structure and phase
behaviour are shown to match, preliminary results for the dynamics of the system are
shown and compared to experiment. Chapter three has a more detailed analysis of the
dynamics of the unimodal suspension, and shows how the dynamics changes on the ap-
proach to the melting point. In it the procedure for calculating the mutual diffusion
coefficient of binary systems is outlined, along with how the decomposition of the in-
termediate scattering function is done to isolate individual decay modes. In chapter
four the results for the bimodal suspension are covered where polydispersity has been
introduced to inhibit the formation of crystals. The four interdiffusion coefficients are
calculated for the ternary system are shown, along with their relation to the two in-
dependent diffusive modes. A discussion is made into the mechanism found for the
inhibition of crystallisation through the slow-down in compositional relaxation. This
slow-down is quantified through the interdiffusion coefficients and directly relates to the
slow-down in the decay of the intermediate scattering function associated with the glass
transition. Chapter five explains how the previous analysis could be done for a model
bimodal suspension without solvent. Chapter six gives the results for the trehlose solu-
tion at temperatures and concentrations leading down to the glass transition, and shows
that the mechanism for crystallisation inhibition observed in the colloidal suspension is
also observed in the trehalose solution. Chapter seven completes the thesis by drawing
conclusions, summarising the major findings and highlighting implications for further
research.
Chapter 2
Parameterising the Colloidal
Suspension
2.1 Introduction
Chapter 2 consists of the first paper that was published during the Ph.D. project. It
outlines the typical computational models used by previous researchers to model col-
loidal suspensions and notes how and why improvement could be made. An explanation
is provided of the procedure used to create a new model with the solvent included ex-
plicitly by including two species of HS particles where one species is significantly larger
in size (4:1) and mass (50:1) than the smaller particles. The larger species represents
the colloidal particles while the smaller species the solvent. The difficulties that arose
are discussed along with the steps used to overcome them via a parameterisation of the
interaction potential. Results are given for the structure and phase behaviour of the
new model and how they compare to experimental results. Preliminary results are also
included on the dynamics of the model, although the dynamics will be studied in more
detail in chapter 3.
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2.2 Paper 1: Molecular dynamics simulation study of the
static and dynamic properties of a model colloidal sus-
pension with explicit solvent
S. D. W. Hannam, P. J. Daivis, and G. Bryant. Molecular dynamics simulation study
of the static and dynamic properties of a model colloidal suspension with explicit
solvent. Molecular Simulation, 42(6-7):511-521, may 2016. ISSN 0892- 7022. doi:
10.1080/08927022.2015.1066505. URL http://www.tandfonline.com/doi/full/10.
1080/08927022.2015.1066505.
The contribution of S. D. W. Hannam to this paper was that he performed all the
simulations and wrote the code to do the analysis on the output. He also performed
the analysis and contributed to the discussions with his supervisors P. J. Daivis and
G. Bryant on the quality of the model and the conclusions that were formed. He was
the primary author of the manuscript and implemented the changes suggested by his
supervisors.
Molecular dynamics simulation study of the static and dynamic properties of a model colloidal
suspension with explicit solvent
S.D.W. Hannam, P.J. Daivis* and G. Bryant
Centre for Molecular and Nanoscale Physics and School of Applied Sciences, RMIT University, GPO Box 2476, Melbourne, Vic 3001,
Australia
(Received 27 March 2015; final version received 18 June 2015)
Molecular dynamics simulation was used to study a colloidal suspension with explicit solvent to determine how inclusion of the
solvent affects the structure and dynamics of the system. The solute was modelled as a hard-core particle enclosed in aWeeks–
Chandler–Andersen (WCA) potential shell, while the solvent was modelled as a simple WCA fluid. We found that when the
solute–solvent interaction included a hard core equal to half of the solute hard-core diameter, large depletion effects arose,
leading to an effective attraction and large deviations from hard-sphere structure for the colloidal component. It was found that
these effects could be eliminated by reducing the hard-core distance parameter in the solute–solvent interaction, thus allowing
the solvent to penetrate closer to the colloidal particles. Three different values for the solute–solvent hard-core parameter were
systematically studied by comparing the static structure factor and radial distribution function to the predictions of the Percus–
Yevick theory for hard spheres. When the optimal value of the solute–solvent hard-core interaction parameter was found, this
model was then used to study the dynamical behaviour of the colloidal suspension. This was done by firstmeasuring the velocity
autocorrelation function (VACF) over a large range of packing fractions.We found that thismodel predicted the sign of the long-
time tail in the VACF in agreement with experimental values, something that single component hard-sphere systems have failed
to do. The intermediate scattering functions at low wavevector were briefly studied to determine their behaviour in a dilute
system. It was found that they could be modelled using a simple diffusion equation with a wavevector independent diffusion
coefficient, making this model an excellent analogue of experimentally studied hard-sphere colloids.
Keywords: molecular dynamics; colloid; hard sphere; explicit solvent; intermediate scattering function
1. Introduction
Colloidal suspensions provide an ideal system for studying
phase transitions as their particle size and diffusive dynamics
ensure that crystallisation generally occurs slowly enough
for it to be studied experimentally in real time. In the past, the
best computational analogue to a real colloidal systemwas a
single component hard-sphere (HS) fluid, which is usually
simulated using event driven molecular dynamics.[1] In
these single componentHSfluid simulations, the presence of
the solvent is completely ignored. The HS particles move
ballistically (feeling no forces from surrounding particles,
until they encounter another HS particle), at which time they
undergo an elastic collision. This is quite different from the
behaviour of real colloidal particles which interact directly
through interparticle interactions, and indirectly by momen-
tum transfer via the solvent (hydrodynamic interactions).[2]
This second type of interaction causes the colloidal particles
to diffuse through the solvent, moving at a much slower rate
than a single component HS particle without solvent.
However, even though the single component HS fluid has
dynamics that are very different from real colloidal
suspensions, many of the structural properties and phase
behaviour are consistent.
HS crystallisation was first demonstrated experimen-
tally in 1986,whenPusey and vanMegen [3] systematically
studied the behaviour of suspensions of colloidal particles
in a solvent at various packing fractions.1 The authors found
that by increasing the concentration the samples would
progress from a fluid, to fluid and crystal coexisting, to fully
crystallised samples. By mapping the phase behaviour onto
the HS system, it was shown that the packing fractions
where a phase change occurs agrees with that of the
theoretical HS system. For an ideal single component HS
system, it remains a fluid up to a packing fraction of 0.495,
then between 0.495 and 0.545 there is fluid–crystal
coexistence and above 0.545 the sample is crystalline.[5]
In addition to the phase behaviour matching the HS
system, the local structure of the colloidal suspension also
matches closely. Several techniques such as small angle
scattering of light,[6] X-rays [7] and neutrons [8] have
been used to probe the static structure factor of
suspensions. These have been compared with Percus–
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Yevick (PY) theory for hard spheres [9] and good
agreement has been found in the fluid region.[10]
However, even with all the success of the HS model in
matching the structural properties and phase behaviour,
there are some dynamical properties that do not agree
completely. For example, there is currently a discrepancy
between the rate of crystallisation; where the nucleation
rate densities obtained by computer simulation differ
significantly from those observed in experiments.[11–15]
This is thought by some authors to be due to the fact that
the hydrodynamic interactions (HIs) are not taken into
account, and attempts have been made to include HIs to
resolve the discrepancy.[16,17] These authors found that
including HIs in the model drastically changes the rate of
crystallisation, but the disagreement remains.
The velocity autocorrelation function (VACF) has also
been calculated in great detail for the one-component HS
model in simulations over a wide range of packing
fractions [18] and shows similarities to experimental
results. Simulations and experiments both show the classic
23/2 power law decay at long delay times, but the
simulations found that this decay was always from above
zero for packing fractions lower than 0.45, while
experimental results show that it always decays from
below zero, except for extremely dilute samples.[19–21]
This discrepancy could be caused by neglecting effects
due to the solvent, such as its viscoelasticity or solvent-
mediated hydrodynamic momentum transfer. Therefore, it
is of interest to see whether inclusion of the solvent gives a
better match to real colloidal systems.
Simulations of colloidal suspensions are often done
using Langevin or Brownian dynamics where inclusion of
HIs can be quite difficult. In a dilute system, the force on each
Brownian particle from the solvent is independent and has
the form given by Stokes’ law. For moderate densities, the
force on eachBrownian particle from the solvent depends on
themotionof all otherBrownian particles. Thesemany-body
interactions can be complicated and difficult to implement,
[22,23] which makes the technique of simulating the solvent
particles explicitly an attractive method as this only requires
the calculation of two-body interactions.
Very few attempts have been made to include solvent
explicitly into the simulation by calculating the equations of
motion for both the colloidal particles and the solvent
directly. This is simply because the computational cost is far
too high to have solute to solvent size andmass ratios that are
even close to the experimental conditions. Therefore, any
attempts made so far have used a mass ratio that is much
smaller than the experimentalmass ratio, but still big enough
that the behaviour of the heavier colloidal particles is
governed by Brownian dynamics.[4,24]
One of the few attempts was made by Vrabecz and
Toth [25] who studied the effect of explicitly adding a
second smaller HS particle (1/5th the diameter of the
larger colloidal particle) on the structural properties of the
fluid. They found that including the second smaller species
caused a change in the structure of the colloidal particles in
the fluid. This was evident through sharpening in the peaks
of the radial distribution function, showing the presence of
the smaller particles causes an effective attraction between
the colloidal particles.
The sharpening of the peaks in the radial distribution
function is most likely due to depletion effects caused by an
overlap of the excluded volume of colloidal particles as they
approach one another.[26] The inability of the solvent to fit
between the colloidal particles means that the pressure
surrounding them is greater than the pressure between them.
The colloidal particles therefore feel an effective attraction,
known as a depletion attraction. For a real colloidal
suspension, depletion effects also exist but they are negligible
as the solvent particles are infinitesimally small. As the
number of particles we can simulate is limited, wemust use a
finite solute/solvent size ratio, so we need to develop
simulation techniques to reduce the depletion effects.
Therefore, the goal of this paper is to construct a two
component model of colloidal particles þ solvent that will
have structural properties which match with both
experiment and theory for a HS system, but in which the
colloidal particles interact with an explicit solvent making
their dynamics diffusive, rather than ballistic. This will
involve finding a way to reduce the depletion effects that
can dominate the system when this second species is
added. Once this model is found to match the structural
properties, we will study the phase behaviour and
dynamical properties to see if the behaviour matches the
experimental/theoretical systems.
The remainder of the paper is organised as follows.
We will first introduce the pair potential used to model the
interactions in the system, and the method for estimating the
packing fraction. Then, we compare the radial distribution
function and static structure factor to experimental/
theoretical data for three systems using different values of
the solute–solvent hard-core parameter. Once this parameter
is optimised, the phase behaviour and crystal structurewill be
compared with theory/experiment. Finally, some dynamical
properties such as the VACF and intermediate scattering
function will be measured to see how the introduction of the
explicit solvent effects the dynamical properties when
compared with a single component HS system.
2. Simulation method
2.1 Simulation pair potentials
The parameters for our simulations were chosen with the
goal of creating a model which represents large colloidal
particles (also called the solute here, because the system is
a thermodynamically stable solution) dispersed in a fluid
with a large number of much smaller solvent particles.
To do this we modelled the colloidal particle and solvent
using a Weeks–Chandler–Andersen (WCA) potential
2 S.D.W. Hannam et al.512
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(a shifted and truncated Lennard-Jones potential) which is
modified to include a hard core.[27] The WCA potential
takes the form
fðrijÞ ¼
1 if rij # cab
41 srij2cab
! "12
2 srij2cab
! "6# $þ 1 if cab , rij , cab þ 21=6
0 otherwise
8>>><>>>:
;
where rij is the centre-to-centre distance between the
particles i and j, 1 is the depth of the potential well, s is the
nominal length scale of the potential (in this work
1 ¼ s ¼ 1). The cab parameter introduces a hard core to
the potential where a and b are the two interacting species.
This creates an excluded region which is used to increase
the size of the colloidal particle relative to the solvent. For
convenience, we will consider the colloidal particles as
species 1 and the solvent as species 2.
In this work, we will keep the value of the cab fixed for
the solute–solute c11 and solvent–solvent c22 interaction
at 3.034 and 0.000, respectively. These values give the
colloidal particles an effective diameter of 4.034 times the
diameter of the solvent particles (the way this is calculated
is explained in the following section).
The c12 parameter for the solute–solvent interaction
will be varied. We will compare three different values
denoted as systems A, B and C. This allows us to keep the
strength of the interactions constant, while the excluded
region around the colloidal particles that the solvent
cannot access is varied. The values of c12 for systems A,
B and C are 1.515, 1.015 and 0.000, respectively.
We have chosen these three particular values because
they cover three distinct situations. System A corresponds
to the usual mixing rule, c12 ¼ ðc11 þ c22Þ=2. This results
in an excluded region around the colloidal particles that
the centre of mass of the solvent cannot access (as in a
usual binary HS fluid). Assuming that the effective hard-
sphere diameter of the WCA solvent (calculated using the
method discussed later) is equal to 1.0, this allows the
solvent and solute to effectively touch at their hard-sphere
radii. System B reduces the value of c12 to allow the centre
of mass of the solvent to reach the outside of the colloidal
particles, and therefore eliminate the excluded region.
System C eliminates the hard core in the solute–solvent
interactions completely, and so allows the solvent centre
of mass to penetrate the colloidal particles.
2.2 Simulation conditions
All simulations were performed using the MD package
LAMMPS [28] and post-processed using in-house code.
Simulations at each packing fraction were done under NPT
conditions at a reduced temperature of 1.00 and reduced
pressure of 7.85 with a time step of 0.005. The temperature
is held fixed using a Nose´–Hoover thermostat and the
pressure is held fixed using a Nose´–Hoover type barostat,
both used a damping parameter of 10. This was done in
order to better replicate the experimental conditions of a
real colloidal suspension, and by having the pressure the
same at different packing fractions it guarantees the state
point of the solvent is constant as the packing fraction is
increased. All simulations were done with a total of 32,000
particles.
2.3 Calculation of effective diameter and packing
fraction
The packing fraction of a species is equal to the total
volume taken up by all the atom of the species, divided by
the total volume of the system. In order to calculate this
quantity, the typical volume of an atom of that species
needs to be known. In usual hard-sphere simulations the
diameter of the particle is clear, but in this work we are
using a hard-core plus a WCA repulsive potential. This
WCA repulsive potential adds an extra diameter that is not
clearly defined.
Previous work has been done by Hess et al. to
determine expressions for the effective HS diameter of
WCA particles as a function of temperature by comparing
thermodynamic properties with those predicted by the
Carnahan–Starling equation of state for the HS fluid.[29]
These authors found that the method which gave the best
agreement with the MD results was to define the effective
HS diameter d to be the inter-particle separation at which
the interaction potential is equal to Boltzmann’s constant
times the temperature (fðdÞ ¼ kBT). At the reduced
temperature of 1.00 used in this work, this gives an extra
diameter of 1.00 to the particles due to the WCA repulsion.
Therefore, the colloidal particles in this work have
an effective diameter of d1 ¼ 3:034þ 1:000 ¼ 4:034
while the solvent has an effective diameter of
d2 ¼ 0:000þ 1:000 ¼ 1:000.
As with a real colloidal suspension, our packing
fraction is calculated purely from the volume taken up by
the colloidal particles. Since the volume for each colloidal
particle is Vc ¼ d31p=6 ¼ 4:0343p=6, the packing fraction
h can be estimated as h ¼ 4:0343pNc=6V where Nc is the
total number of colloidal particles and V is the total
volume of the system. Comparing the phase behaviour of
this system to that of a hard-sphere system will show us
whether this estimate of the packing fractions is accurate.
The mass of the colloidal particle was set with the goal
of making it approximately neutrally buoyant in the
solvent. The mass needed to do this was calculated in the
same way as McPhie [30], which for a size ratio d1=d2 of
4.034 gives a mass ratio m1=m2 of 50. This size and mass
ratio has been shown to be large enough for the larger
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particle to behave as a Brownian particle in the solvent.
[4,24]
2.4 Calculation of properties
To compare our simulations to experiment/theory we will
calculate a number of structural and dynamical properties.
The structural order between the particles in the system
can be quantified by the radial distribution function gabðrÞ
which gives the probability (relative to random) of finding
a particle of type a at a distance r from another given
particle of type b. This is a useful property to analyse, but it
cannot be measured directly in an experiment. Instead, a
more useful quantity to compare is the colloidal particles
static structure factor SðkÞ that can be measured in
scattering experiments.[31,32] The SðkÞ can be computed
from the g11ðrÞ, but a more convenient way is to compute it
directly from its definition given as
SðkÞ ¼ 1
N
knðk; 0Þn*ðk; 0Þl; ð1Þ
where k is the wavevector being investigated, N is the
number of colloidal particles and
nðk; tÞ ¼
XN
i¼1
exp ð2ik%riðtÞÞ ð2Þ
is the Fourier transform of the microscopic number density
(concentration) at time t. Since the simulations are done
under periodic boundary conditions, the density is periodic
in the box length L. Therefore, SðkÞ can only be computed
at discrete values of k given as k ¼ ð2p=LÞðnx; ny; nzÞ
where nx, ny and nz are integers
2. In this work, SðkÞ only
depends on the magnitude of k as it has been to averaged
over all k of equal magnitude. For an isotropic fluid this is
no problem as the results in each direction should be the
same (on average). But for the solid phase, different
directions will give different values depending on their
orientation with respect to the lattice planes. Therefore, by
averaging over all k of equal magnitude, we are averaging
over different crystal orientations, which is similar to what
is done in power diffraction experiments. But, it is
important to note that we are limited to only being able to
average over directions consistent with the periodic
boundary conditions for each magnitude of k. Therefore,
the magnitude of our crystal SðkÞ may not agree
quantitatively with experiment, but it should allow us to
find the wavevectors corresponding to scattering peaks.
The SðkÞ measures number density autocorrelations at
the same point in time, but this can be generalised to
measure correlations in the number density at two different
points in time. This is done through the intermediate
scattering function Fðk; tÞ given as
Fðk; tÞ ¼ knðk; tÞn
*ðk; 0Þl
knðk; 0Þn*ðk; 0Þl ; ð3Þ
which also only depends on magnitude k. This property
forms the basis of a wide range of scattering experiments
that can provide different types of information, depending
on the number of components, their sizes and interactions
and their scattering amplitudes. It has been studied
extensively in experiment [33] and is often used in the
study of glass transitions as the behaviour of Fðk; tÞ shows
clearly the presence of structural arrest.[34]
The last property we studied was the VACF of the
colloidal particles CðtÞ which measures the correlation in
the velocity of the colloidal particles over time, and gives a
measure of how velocity fluctuations decay. The
expression for the VACF is
CðtÞ ¼ 1
3
kvðtÞ%vð0Þl; ð4Þ
where vðtÞ is the velocity of the tagged colloidal particle at
time t. We measured CðtÞ for the colloidal particles as we
want to compare our results with previous experimental
and simulation results.
3. Results and discussion
3.1 Liquid static structure factor
The colloidal particle static structure factor Sðkd1Þ
measured in real colloidal systems has been shown to
match very closely with the PY theory for hard spheres in
the fluid region.[10,35] Therefore, a comparison between
the results from simulation and the predictions from this
theory is a good test as to whether the system structure
matches the expected experimental behaviour. Sðkd1Þ was
calculated for systems A, B and C at approximately the
same packing fractions. These are shown in Figure 1 (dots)
along with the predictions from PY theory (lines).
The position and magnitude of the peaks in system A
disagree with PY theory. This indicates that the solvent
strongly effects the structure of the colloidal particles,
forcing them into a state they would not be in if the solvent
were not present. The peak position of SðkÞ corresponds to
the wavelength of the average inter-particle separation in a
fluid. Since Sðkd1Þ for system A has a peak at higher k than
is predicted from PY theory, this indicates a smaller
particle separation. This is most likely due to strong
depletion forces in this system, as we will see later when
we examine g11ðr=d1Þ.
System B shows a much better match to the
predictions. Since we are allowing the solvent to reach
the outside of the colloidal particle, the excluded volume
and thus depletion effects have been greatly reduced. The
4 S.D.W. Hannam et al.514
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peak in Sðkd1Þ now occurs much closer to the predicted
k value, indicating the inter-particle separation is closer to
the expected value. This peak value still differs slightly
from the prediction, and it can be seen that at higher k the
deviations of the measured Sðkd1Þ from PY theory
increase.
Decreasing the core interaction parameter to zero, as we
have done in systemC, brings the simulation results and the
PY theory predictions into almost perfect agreement, even
at large k values. This indicates that the structure of the fluid
matches very closely to an ideal HS fluid. The Sðkd1Þ for
systems B and C are very close, but the difference between
the structures of these systems is seen more clearly in the
g11ðr=d1Þ shown in the following section.
3.2 Liquid radial distribution function
A plot of the colloidal particle radial distribution functions
g11ðr=d1Þ for the three systems at various packing fractions
is shown in Figure 2. All systems have their first peak at d1
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Figure 2. (Colour online) Plot of the colloidal particle radial
distribution function g11ðr=d1Þ for (a) using usual mixing rules
(c12 ¼ 1.515), (b) using a smaller core value which allows the
solvent to touch the outside of the colloidal particle (c12 ¼ 1.015)
and (c) no core parameter (c12 ¼ 0.000).
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Figure 1. (Colour online) Plot of the colloidal particles static
structure factor Sðkd1Þ measured in simulation (dots) and from
PY theory (lines) at a range of k vectors for packing fractions in
the fluid state. (a) Using usual mixing rules (c12 ¼ 1.515), (b)
using a smaller core value which allows the solvent to touch the
outside of the colloidal particle (c12 ¼ 1.015) and (c) no core
parameter (c12 ¼ 0.000).
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as expected, but the shape of the peaks is very different
between systems. System A has a very sharp first peak that
does not increase as the packing fraction increases. This is
followed by a decrease almost to zero at approximately
1:25d1. This decrease in the probability of finding two
colloidal particles at a separation of 1:25d1 indicates that
particles that are at this separation feel a strong attraction.
This is an interesting observation, because at a separation
of 1:25d1, the excluded volumes of the two colloidal
particles start to overlap (and strong depletion forces
begin to act). This is further evidence that the attraction is
caused by depletion effects, in agreement with Vrabecz
and Toth.[25]
The plot of System B shows that the depletion effects
have been greatly reduced, but there is still a very sharp
first peak followed by a minor secondary peak. In between
these first two peaks, we still see a region where there is a
decrease in the probability of finding a colloidal particle,
indicating there is still some attractive force when they
reach this separation. This may be because even though we
have reduced the hard-core parameter to allow the solvent
to fit between two colloidal particles, it is still
energetically unfavourable for it to do so, especially
when the colloidal particles are only four times their size.
If the size ratio were much larger, as it is in real colloidal
fluids, we would not expect this to occur.
It is only when we reduce the hard-core parameter to
zero, and make the solute–solvent potential a pure WCA
without any hard-core component, that the solvent can
now freely move in between the colloidal particles. The
g11ðr=d1Þ of system C now matches what we expect for a
single component HS fluid, even though hydrodynamic
effects are still present.
A comparison has also been made between the
solute–solvent g12ðr=d1Þ and solvent–solvent g22ðr=d1Þ
radial distribution functions. Figure 3 shows a plot of
g12ðr=d1Þ and g22ðr=d1Þ at a packing fraction of 0.36.
The first peak position of g12ðr=d1Þ in Figure 3(a) clearly
shows the differences between these three systems.
By comparing the peak positions to the value of 0:5d1
(which represents the outside radius of a colloidal
particle) we can see how close the solvent is able to get
to a colloidal particle in all three systems. System A has
its first peak at r=d1 . 0:5, showing the excluded region
between 0:5 , r=d1 , 0:75 that the solvent does not
have access to. System B has had that region removed,
which has greatly reduced the depletion effects, while
system C shows the solvent is able to penetrate into the
colloidal particles.
Figure 3(b) shows g22ðr=d1Þ for each of the systems at
a packing fraction of 0.36. They all have a peak at the same
position, but the magnitudes of the peaks differ. This is
because by using a smaller HS core value, we are giving
the solvent access to more volume (even at constant
pressure), which decreases its density.
In summary, even though system C uses a technique
that could be considered un-physical since it allows the
solvent to penetrate the colloidal particles, it does solve a
problem that is inherent in these types of simulations
where the size ratio is much smaller than found in
experiments. Using a hard-core parameter of zero, and so
making the solute and solvent interact with a pure WCA
potential, results in a fluid that has the structural
properties that match experiment and theory. Therefore,
for the rest of the paper we will use this value of the
hard-core parameter in the solute– solvent pair
interactions.
3.3 Phase behaviour
Since system C has the fluid structure we desire, we move
on now to study the phase behaviour and crystal structure.
For the experimental colloidal suspension, the phase
behaviour also follows the hard-sphere system very well.
[3,36] Figure 4 shows a plot of the g11ðr=d1Þ at packing
fractions just below freezing (h ¼ 0:49), in the coex-
istence region (h ¼ 0:53) and in the crystal region
(h ¼ 0:57). At the packing fraction just below freezing,
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Figure 3. (Colour online) Plot of the radial distribution function
at a packing fraction of 0.36 for (a) the solute–solvent interaction
g12ðr=d1Þ and (b) the solvent–solvent interaction g22ðr=d1Þ, for
the three values of cab given in the legend.
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g11ðr=d1Þ shows a liquid structure. However, as the
packing fraction increases above the freezing point,
structure starts to emerge at r . rpeak which is
characteristic of crystal planes forming. This is seen better
in the Sðkd1Þ shown in Figure 5 for the same packing
fractions. In the liquid region we see the usual form that
can be predicted from PY theory, but as the packing
fraction is increased into the coexistence region, the main
peak in the structure factor greatly increases as the
colloidal particles begin to re-arrange and crystallise.
When we get into the solid region, peaks at larger k start to
develop indicating the emergence of lattice planes in the
crystal.
In a real light scattering experiment, calculating the
powder diffraction pattern requires orientational averaging
of the crystal. In these simulations, the number of
directions we can average over for each wavevector k is
limited. Because of this, when calculating the SðkÞ for the
coexistence and crystal region we have created a
histogram of wavevectors with a bin width of 0:2kd1 and
averaged over the measurements in each bin. This allows
us to average over more directions, however it decreases
the resolution of our SðkÞ. Therefore, the magnitude of the
peaks in the crystal Sðkd1Þ may not agree quantitatively
with experiment in the crystal region, but the position of
the peaks should be comparable to experiment. Iacopini
et al. have measured the crystal structure factor for
hard-sphere-like polystyrene microgel colloids dispersed
in solvent using time resolved light scattering.[31]
These authors found the k values corresponding to the
main peaks in the crystal structure factor were
approximately 8.5, 13.8 and 16.3mm21. Multiplying
these by their estimate for the colloid diameter of 846 nm
gives 7:2, 11:7 and 13:8 as approximate values of kd1
where peaks should occur. These values are also shown in
Figure 5 (arrows).
A comparison between the peak positions of our results
to the experimental peaks shows quite good agreement,
indicating the structure of the crystal formed in our
simulation matches closely to the crystal formed in
experiment. In the analysis done by Iacopini et al. they
note that the observed scattering peaks correspond to the
FCC 111, 220, 311 and HCP 002, 110, 112 planes.
Therefore, the scattering pattern can be interpreted in
terms of random hexagonal close packed,[31] showing
that hard spheres crystallise by stacking hexagonal closed
packed planes. We do not see the HCP 100 and 101 planes,
possibly because of the low resolution due to the binning
of the wavevectors. However, we do see a peak that is not
seen by Iacopini et al. which may correspond to the FCC
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Figure 4. (Colour online) Plot of the colloidal particle radial
distribution function g11ðr=d1Þ at packing fractions just below
freezing (h ¼ 0:49), in the coexistence region (h ¼ 0:53) and in
the solid region (h ¼ 0:57).
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Figure 5. Plot of the colloid–colloid static structure factor
Sðkd1Þ measured in simulation at packing fractions just below
freezing (h ¼ 0:49), in the coexistence region (h ¼ 0:53) and in
the solid region (h ¼ 0:57). Vertical arrows correspond to
position of Bragg peaks as found from experiment [31].
Molecular Simulation 751
Do
wn
loa
de
d b
y [
RM
IT
 U
niv
ers
ity
 L
ibr
ary
] a
t 0
1:4
4 2
8 N
ov
em
be
r 2
01
7 
002 peak, though better quality data is needed to confirm
this.
3.4 Velocity autocorrelation function
Now that we have determined that the structure and phase
behaviour match the experimental system, we use this
model to measure some dynamical properties. For a
particle with Brownian dynamics, it can be shown that the
short-time decay of the VACF CðtÞ should be exponential,
while at long delay times CðtÞ is expected to decay
following a t23=2 power law.[37]
Both experiment [19,21] and simulation [18] see this
power law decay at long delay times, but for the
experimental system CðtÞ always changes sign and
decays to zero from below, except in extremely dilute
samples, while the simulation results do not become
negative until packing fractions get close to freezing.[18]
The cause of this discrepancy could be that the single
component HS system lacks the viscoelasticity of the
solvent and the momentum transfer that occurs via the
solvent.
Figure 6 is a plot of the magnitude of the colloidal
particle VACF jCðtÞj from very low packing fractions up
to just above freezing. For the lowest packing fraction
(single colloidal particle in solvent) CðtÞ decays
exponentially initially (shown by a linear behaviour on a
log-linear plot) but later changes into (roughly) a power
law decay (shown by dotted line), which appears to be
decaying to zero from above.
For the next largest packing fraction where more than
one colloidal particle is present (h ¼ 0:01 corresponds to
10 colloidal particles) the VACF changes sign (indicated
by the spike downward in jCðtÞj) and then follows a power
law decay from below zero. This change in behaviour
could be due to the fact that having more than one colloidal
particle present means they can interact (either directly or
through momentum transfer via the solvent) and cause
velocity reversals. The CðtÞ for all larger h (except the
extremely dilute case) become negative and decay to zero
from below, but measurements at longer delay times for
packing fractions of 0.18, 0.27 and 0.36 will need to be
done to determine whether we see the expected power
law decay. We also see a big reduction in the delay time
of the velocity reversals as the packing fraction gets
close to freezing, in agreement with previous simulation
results.[18]
3.5 Intermediate scattering function
The intermediate scattering function Fðk; tÞ (defined in
Equation (3)) measures the correlations in time between
the k dependent number densities of the colloidal particles
in the fluid. A thorough study of Fðk; tÞ over a large range
of packing fractions is reserved for later work; in this work
we look very briefly at the behaviour of Fðk; tÞ in a very
dilute system using a very simple model. Since Fðk; tÞ
describes the decay of fluctuations in the colloidal particle
number density, we can invoke the Onsager regression
hypothesis and state that the decay of the microscopic
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Figure 6. (Colour online) Log-linear plot of the VACF measured in simulation at a range of packing fractions along with a t23=2 power
law decay (dotted line).
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number density is governed by the same equation as the
macroscopic, that is
›
›t
dnðk; tÞ ¼ 2k 2D0dnðk; tÞ þ Rðk; tÞ; ð5Þ
where dnðk; tÞ is a fluctuation in the k dependent number
density, D0 is the dilute diffusion coefficient and Rðk; tÞ is
the random component of the concentration fluctuations.
This equation is just the spatial Fourier transform of the
macroscopic diffusion equation with an additional random
term. From this, we obtain a simple equation for the
concentration autocorrelation function, which is easily
solved giving
Fðk; tÞ ¼ kn* ðk; tÞn* ðk; 0Þl
kjnðk; 0Þj2l ¼ exp ð2k
2D0tÞ: ð6Þ
This shows that for a dilute fluid where concentration
fluctuations decay purely by diffusion Fðk; tÞ should
decay exponentially. To compare this theoretical equation
to simulation results, in Figure 7 we have plotted
lnðFðk; tÞÞ vs. k 2t for the first 10 wavevectors at a packing
fraction of 0.01. These wavevectors correspond to the first
10 points shown in Figure 1, covering a range of
wavevectors from the lowest possible value measured in
the simulation to just past the structure factor peak.
Plotting the data in this way means that according to
Equation (6), the line should be linear. Because it takes
slightly longer to reach diffusive behaviour as the
wavevector is increased, each line has been shifted
down so that the behaviour at long delay times matches
up. The top most line (which is unshifted) corresponds to
the smallest wavevector measurements and thus to
concentration fluctuations the length of the simulation
box. Its behaviour is diffusive (even at small delay times)
shown by the linear trend. As the wavevector increases,
the length of the concentration fluctuation being probed is
reduced, and it takes longer to approach diffusive
behaviour. The long delay-time behaviour of lnðFðk; tÞÞ
has linear decay for all wavevectors, with each having a
similar gradient. This shows that for very dilute systems,
concentration fluctuations decay via diffusion with a
diffusion coefficient (given by the gradients of these
lines) that is (almost) wavevector independent. This is in
qualitative agreement with the results of dynamic light
scattering experiments on solutions of large spherical
viruses [38] as well as dilute colloidal suspensions.[33]
It is expected that at larger h the decay of Fðk; tÞ would
become more complicated and Equation (6) would have to
be generalised to take into account a wavevector
dependent diffusion coefficient, or even other processes
besides diffusion which contribute to the concentration
fluctuations. This will be the subject of future work.
4. Conclusion
In this work, we constructed a model for a two component
colloidal suspension that has structural properties match-
ing experiment and theory for a HS system. In contrast to a
single component HS system, the colloidal particles
interact with an explicit solvent making their dynamics
diffusive, rather than ballistic. We did this by modelling
the colloidal particles and solvent using a WCA potential
that is modified to include a hard core. By using different
values of the hard-core parameter in the pair potentials, we
were able to create two species of particles with a size ratio
of 4.034:1 and mass ratio of 50:1.
Different values were tested for the solute–solvent
hard-core parameter in order to find the model that has
structural properties which best match theoretical and
experimental results. It was found that using the usual
mixing rules to determine the value of the coefficient
(taking an average of solute–solute and solvent–solvent
interactions) caused large depletion effects. This is
because of the excluded volume around each of the
colloidal particles that the solvent cannot access. These
depletion forces are not significant in a real colloidal
suspension as the size ratio is always much larger.
We found that these effects can be effectively eliminated
by reducing the hard-core parameter in the solute–solvent
interactions and thus allow the solvent to exist closer to the
colloidal particles.
In order to determine the best value for the hard core
in the solute–solvent interaction, a comparison was done
between systems with three different values. System A
used the usual mixing rules, system B reduced the
parameter to allow the solvent centre of mass to reach
the outside of the colloidal particles, and system C
reduced the parameter to zero. The fluid static structure
factor and radial distribution function was measured for
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Figure 7. Plot of lnðFðk; tÞÞ vs. k 2t measured in simulation at a
packing fraction of 0.01 for the first 10 wavevectors given in
Figure 1. These range of wavevectors extends from the smallest
value measured (kd1 ¼ 1:50) up to just past the structure factor
peak (kd1 ¼ 9:04). The data have been shifted down to show the
agreement of the slope at long delay times.
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each of the three systems and compared against the PY
theory for hard-sphere systems which has been shown to
closely match the structure of experimental colloidal
suspensions. In doing so it was found that system C was
the best match to the theoretical and experimental
systems, and so this system was chosen for the rest of the
work.
We then studied the phase behaviour by measuring the
structure factor and radial distribution function at packing
fractions corresponding to fluid, coexistence and crystal
regions. The phase changes appeared to occur at the
packing fractions expected for a one-component HS
system, indicating that the presence of the solvent has not
changed the phase boundaries. The crystal static structure
factor was measured by averaging over all k vectors of
equal magnitude that are consistent with the periodic
boundary conditions. This allowed us to determine the
positions of the peaks in the crystal structure factor which
we compared with previous light scattering experiments.
The positions of the peaks were found to be in good
agreement showing that our system crystallises by
stacking random hexagonal closed packed planes. The
magnitude of the peaks did not match experiment. This is
most likely because we are not able to average over all
directions in the crystal.
Experimental and simulation results for the VACF
have been compared previously. Both methods displayed
the classic23=2 power law decay at large delay times, but
experimental findings show that it decays to zero from
below (except for the extremely dilute systems), while in
simulation it decays from above up to packing fractions
close to freezing. Because of this discrepancy, we
computed the VACF over a large range of packing
fractions and found that our model also had the 23=2
power law decay, and that the VACF decayed to zero from
above for the extremely dilute system, then decayed from
below for all higher packing fractions, in agreement with
experiment.
The intermediate scattering function was computed for
a dilute system and compared against a simple model for
its decay. We found that after an initial time-delay the
correlation function decayed exponentially. This indicated
that in a dilute fluid, long wavelength concentration
fluctuations decay purely via diffusion with a wavevector
independent diffusion coefficient, as we would expect.
Later work will be aimed at studying the ISF at larger
packing fractions in greater detail.
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Notes
1. In the experimental systems, the volume fraction and the
packing fraction are the same because the solvent molecules
are infinitesimally small. However, in the simulations with a
finite solute to solvent size ratio these two parameters are no
longer equivalent due to unoccupied space between the
particles. In other words, the thermodynamic volume
fraction of a single component fluid is always 1, while the
packing fraction is not.[4]
2. This condition is obtained by expanding any space
dependent quantity as a Fourier series with periodicity
equal to L.
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Chapter 3
Unimodal Colloidal Suspension
3.1 Introduction
Chapter 3 consists of the second paper published during this Ph.D. project. It delves
further into the study of the dynamics of the new computational model for a colloidal
suspension. The system studied in this chapter is a unimodal colloidal suspension, so
it consists of a single species of colloidal particles suspended in a solvent. Because
there is no polydispersity in the size of the colloidal particles, the phase behaviour
follows that of a single component HS system (as shown in Chapter 2). So this system
readily crystallises at larger packing fractions and does not form a long-lived glass (no
crystallisation inhibition). It is important to first study a system without polydispersity
as it allows us to set a baseline for comparison in chapter 4 where polydispersity is
added. This chapter presents background on previous computational methods used to
simulate hard-sphere colloidal suspensions. However, it should be read in conjunction
with chapter 1 as it supplies additional background on previous methods used by other
authors.
The dynamics are studied first through calculation of the self-diffusion coefficient, which
is then compared to experimental results. After this, the calculations for the interdif-
fusion (mutual diffusion) coefficient are shown at packing fractions leading up to the
freezing packing fraction. Through a decomposition of the intermediate scattering func-
tion into decay modes, the amplitudes and decay coefficients of each of the individual
decay modes are isolated, and it is shown that the interdiffusion coefficient is related
to the long-time decay mode of the intermediate scattering function. This finding will
become significant in later chapters where it is related to crystallisation inhibition.
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3.2 Paper 2: Dynamics of a model colloidal suspension
from dilute to freezing
S. D. W. Hannam, P. J. Daivis, and G. Bryant. Dynamics of a model colloidal suspension
from dilute to freezing. Physical Review E, 94(1):012619, jul 2016. ISSN 2470-0045. doi:
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that were formed. He was the primary author of the manuscript and implemented the
changes suggested by his supervisors.
PHYSICAL REVIEW E 94, 012619 (2016)
Dynamics of a model colloidal suspension from dilute to freezing
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Molecular dynamics simulation was used to study a model colloidal suspension at a range of packing fractions
from the dilute limit up to the freezing point. This study builds on previous work by the authors which modeled
the colloidal particles with a hard core surrounded by a Weeks-Chandler-Anderson potential with modified
interaction parameters, and included an explicit solvent. In this work, we study dynamical properties of the
model by first calculating the velocity autocorrelation function, the self-diffusion coefficient, and the mutual
diffusion coefficient. We also perform detailed calculations of the colloidal particle intermediate scattering
function to study the change in dynamics leading up to the freezing point, and to determine whether the current
model can be used to interpret light scattering experiments. We then perform a multiexponential analysis on the
intermediate scattering function results and find that the data are fitted well by the sum of two exponentials, which
is in line with previous analysis of experimental colloidal suspensions. The amplitudes and decay coefficients of
the two modes are determined over a large range of wave vectors at packing fractions leading up to the freezing
point. We found that the maximum wave vector at which macroscopic diffusive behavior was observed decreased
as the packing fraction increased, and a simple extrapolation shows the maximum wave vector going to zero at
the melting point. Lastly, the ratio of the two decay coefficients is compared to the scaling law proposed by Segre`
and Pusey [Phys. Rev. Lett. 77, 771 (1996)]. It was found that the ratio was not constant, but instead was wave
vector dependent.
DOI: 10.1103/PhysRevE.94.012619
I. INTRODUCTION
Colloidal systems are ideal for studies of solidification
mechanisms. An understanding of crystallization processes in
colloidal systems aids in the understanding of phase transitions
in other soft matter systems [1,2], with application to materials
design [3] and to biology [4]. Crystallization in colloidal
suspensions can be studied via light scattering experiments,
often using dynamic light scattering (DLS) or x-ray photon
correlation spectroscopy (XPCS) [5].
Typical model systems used in light scattering experiments
consist of suspensions of spherical particles which are stabi-
lized against aggregation by coating the surface with a short-
chained polymer (steric stabilization) or with a charged ionic
layer (charge stabilization). The computational model used in
this work does not include electrostatic interactions. Therefore,
it aims to replicate the dynamics of sterically stabilized sus-
pensions where the interaction is steeply repulsive and is often
modeled with hard-sphere interactions. The pioneering work
using DLS to study the dynamics of dense colloidal suspen-
sions was done by Pusey, van Megen, and collaborators [6–11].
Computational models are a useful complement to ex-
perimental investigations. But, although the computer power
available is ever increasing, a full molecular dynamics (MD)
treatment of all the interactions present in the system is still
computationally unattainable. Because of the complexity of
experimental systems, most simulations resort to idealized
descriptions, often modeling the systems as single component
hard spheres using event driven MD [12] which completely
ignores the presence of the solvent. This means the particles
in these models move with ballistic dynamics, rather than
diffusing through a solvent. These models neglect effects such
*peter.daivis@rmit.edu.au
as the viscoelasticity of the solvent and the momentum transfer
that occurs via the solvent [13].
To implicitly take into account the solvent, Brownian
dynamics (BD) treats the fluid as a continuum represented
by frictional and random forces. This introduces an effective
drag on the hard spheres, but usually does not include
multibody hydrodynamic interactions (HIs) from the solvent
[14,15]. Incorporating two-body HIs in BD in a simplified
way requires the use of hydrodynamic tensors such as the
Yamakawa-Rotne-Prager (YRP) tensors [16–18]. However,
BD-YRP hydrodynamics is only valid for relatively dilute
suspensions and can be quite computationally expensive.
Alternative techniques that have been developed to include
HIs include lattice-Boltzmann [19,20], dissipative particle
dynamics [21], and stochastic rotation dynamics [22,23], all
of which involve coarse graining the solvent.
Few attempts have been made to include solvent explicitly
into the simulation by calculating the equations of motion
for both the colloidal particles and the solvent directly. This
is simply because in order to match the size and mass ratio
of experimental colloidal suspensions, the simulation would
require in the order of tens of millions of solvent molecules
for every colloidal particle. This is clearly beyond the reach of
current computational capabilities, so smaller size and mass
ratios have to be used. Vrabecz and Toth [24] studied the effect
of explicitly adding a second smaller HS particle ( 15 th and 110 th
the diameter of the larger particle) on the structural properties
of the fluid. They found that including the second smaller
species caused a change in the radial distribution function
of the larger particles in the fluid. This was evident through
sharpening in the main peak, showing that the presence of
the smaller particles causes a very strong depletion attraction
between the larger particles.
Previous work done by the authors expanded on the explicit
solvent model by including a second species with a smaller
2470-0045/2016/94(1)/012619(15) 012619-1 ©2016 American Physical Society
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mass ( 150 th the mass of the larger particles) and smaller size
( 14 th the diameter) to represent the solvent [25]. In this model,
the colloidal particles were modeled using a Weeks-Chandler-
Anderson (WCA) potential which was modified to include
a hard core, while the solvent was modeled using a simple
WCA potential. In agreement with previous work, it was found
that introduction of the second smaller species caused strong
depletion attractions between the larger species [24]. These
strong depletion forces are not present in experimental HS
colloidal suspensions, and are purely due to the relatively small
size ratio that had to be employed in the simulations due to
computational limitations. Because the diameter of the two
particles is of the same order, there is an excluded volume
around the colloidal particles that gives rise to significant
depletion effects.
Since the depletion effects were caused by the large ex-
cluded volume, it could be effectively eliminated by reducing
the hard-core parameter in the colloidal-solvent pair interac-
tion [25]. This allowed the solvent to effectively penetrate the
colloid, which can be seen as unphysical, but the model was
found to replicate the properties of an experimental colloidal
suspension. The static structure factor, phase behavior, and
crystal structure were all found to agree with experimental
results. With the apparent success of this model in replicating
the behavior of real colloidal suspensions for these few key
features, it remains to be seen how well it matches the
dynamical behavior as represented by other properties (such as
diffusion coefficients and the intermediate scattering function)
and whether the model can be used as a complement to light
scattering experiments.
Therefore, one of the aims of this work is to expand on
the previous work by calculating a number of key transport
coefficients over a wide range of colloid packing fractions (also
referred to as volume fractions) from the dilute fluid up to the
freezing point. Then, we compare the calculations of the model
with available experimental results to determine the level of
agreement. The other goal of this paper is to use this model
to obtain accurate calculations for the intermediate scattering
function at packing fractions approaching the freezing point.
In the liquid state, the empirical fit to the intermediate
scattering function usually takes the form of a single or
double exponential [26,27]. In extremely dilute systems at
low wave vector, DLS yields a single exponential decay with
a wave vector independent diffusion coefficient. This is in line
with what was found in previous work using this model [25].
As the packing fraction increases, the diffusion coefficient
becomes wave vector dependent, but the decay is still well
approximated by a single exponential.
At moderate packing fractions, a second decay mode is
observed and the data are fitted with two exponentials with
different effective diffusion coefficients [9,27]. These two
empirical modes are often associated with short-time and
long-time diffusion coefficients, where the former is associated
with movement of the colloidal particles in its local cage while
the latter is associated with diffusion over larger length scales
[9]. This interpretation of the two modes has not been verified,
and an exact relationship between the decay coefficients and
transport or thermodynamic properties has not been made.
Even so, Segre` and Pusey [28] proposed an empirical scaling
law where the ratio of the two effective diffusion coefficients
is approximately constant for highly concentrated colloidal
suspensions over a broad range of wave vectors around the
structure factor peak.
The validity of this scaling law has been called into
question, with Lurio et al. [29] failing to observe the scaling
in XPCS experiments on a charge-stabilized colloidal suspen-
sion. This was thought to be either because the colloids were
charge stabilized (rather than sterically stabilized) or because
XPCS gives different results to DLS. Martinez et al. [5] showed
that the results of XPCS and DLS experiments are consistent,
ruling out the latter explanation. They were able to see the
scaling behavior over several decades in time but not in the
long-time limit. More recent work by Orsi et al. [27] studied
a system very similar to that used by Martinez and Segre`,
and found that the scaling law did hold for high concentration
sterically stabilized colloids.
A systematic study of the individual decay modes over a
large range of packing fractions and wave vectors is difficult
to do experimentally. In particular, it is difficult to access low
wave vectors using existing techniques. Therefore, we choose
to use MD to calculate the intermediate scattering function
and use a multiexponential analysis to decompose its indi-
vidual contributions in order to complement the experimental
investigation.
The outline of this paper is as follows: First, we give
a summary of the computational model used, and describe
how we calculated the self- and mutual diffusion coefficients
in equilibrium MD using time correlation functions. Then,
we systematically study the behavior of the correlation
functions and the self- and mutual diffusion coefficient from
an extremely dilute state up to packing fractions just below
the freezing point in order to observe any major changes that
occur in the approach to freezing. Finally, a multiexponential
analysis is carried out on the colloidal particle intermediate
scattering function from small wave vectors to just past
the structure factor peak. This is done for higher packing
fractions approaching the freezing point. We discuss the
individual decay modes that are observed and their wave vector
and packing fraction dependence. We then test the scaling
relationship proposed by Segre` and Pusey [28] to see if we
also find a constant ratio of the short- and long-time diffusion
coefficients.
II. THEORY
A. Thermodynamic and transport coefficients
Transport coefficients can be determined by calculating
time correlation functions (TCFs) and using Green-Kubo
relations [30]. In general, the time correlation function of a
Fourier component of the microscopic property A takes the
form
C(k,τ ) = 〈A(k,τ )A∗(k,0)〉, (1)
where A(k,τ ) is now the spatial Fourier transform of the
microscopic variable A(r,τ ) and * indicates the complex
conjugate. The angular brackets represent an ensemble average
and τ represents the delay time in the correlation function.
The wave vector k being studied in MD simulations must
be consistent with the periodic boundary conditions of the
012619-2
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simulation box:
k = 2π
L
(n1,n2,n3), (2)
where ni is an integer and L is the length of the simulation
box (in this work the box is cubic so Lx = Ly = Lz).
The correlation function C(k,τ ) only depends on the mag-
nitude k = |k| as the average is done over all k of equal
magnitude (as the fluid is isotropic). Also, from Eq. (2) we
see that the lowest k value that can be measured in an MD
simulation is k = 2π/L.
In this work, we study correlation functions of particular
microscopic variables that give useful information on proper-
ties of the colloidal suspension. The self-diffusion coefficient
of the colloidal particles Ds can be calculated from the integral
of the velocity autocorrelation function C(τ ) by [31]
Ds =
∫ ∞
0
C(τ )dτ = 1
3
∫ ∞
0
〈vi(τ ) · vi(0)〉dτ, (3)
where vi is the velocity of colloidal particle i and the average
is done over all colloidal particles. Self-diffusion is related to
the diffusion of a particle in the absence of temperature and/or
concentration gradients. But, in the presence of such gradients
other transport coefficients are defined. The linearized macro-
scopic diffusion equation for species 1 (which represents the
colloidal particles) in a binary fluid is [32]
∂c1
∂t
= Dm∇2c1 + D′∇2T , (4)
where ci refers to the mass fraction of species i, Dm is
the mutual diffusion coefficient, D′ is the thermal-diffusion
coefficient, and T is the temperature. The coefficients Dm and
D′ can be calculated from nonequilibrium MD simulation by
setting up a system with a concentration/temperature gradient.
They can also be calculated from equilibrium MD by relating
them to the phenomenological coefficients Lαβ which can be
calculated from TCFs using Green-Kubo relations. As we will
see later, the mutual diffusion coefficient Dm governs the decay
of the intermediate scattering functions in the low wave vector
limit.
A well known expression for the mutual diffusion coeffi-
cient Dm is given by [32]
Dm = L11
ρc2T
(
∂μ1
∂c1
)
p,T
, (5)
where ρ is the total mass density of the fluid and μ1 is the
chemical potential per unit mass of the colloidal particles. L11
is the phenomenological coefficient given in the Green-Kubo
relations as
L11 = lim
τ→∞
∫ τ
0
A11(τ )dτ (6)
and
A11(τ ) = V3kBT 〈J1(τ ) · J1(0)〉, (7)
where kB is Boltzmann’s constant and V the volume of the
system. The microscopic expression for the diffusive mass
flux J1 of the colloidal particles takes the form
J1 = 1
V
N1∑
i=1
m1(vi − v), (8)
where m1 is the mass of a colloidal particle and v is the average
streaming velocity (v = 0 for an equilibrium fluid).
Apart from the usual transport coefficients, we also cal-
culated the intermediate scattering function Fαβ(k,τ ) which is
also measured in light scattering experiments. This can be done
in equilibrium MD simulation by calculating the correlation
function of the Fourier transform of the number density:
nα(k,t) = 1√
N
Nα∑
i=1
exp[−ik · ri(t)], (9)
where N is the total number of particles, Nα is the number of
particles of species α, and Fαβ(k,τ ) is given as
Fαβ(k,τ ) =
〈nα(k,τ )n∗β(k,0)〉
Sαβ (k)
, (10)
where the static structure factor Sαβ (k) is defined as
Sαβ(k) = 〈nα(k,0)n∗β(k,0)〉. (11)
From the calculations of the Fαβ(k,τ ) we are able to make
comparisons with experimental data.
The decay of F11(k,τ ) can be related to the mutual diffusion
coefficient Dm in the macroscopic diffusive limit. From the
thermodynamic point of view, Dm relates the diffusive mass
flux to the gradient in the concentration. From the microscopic
point of view, such gradients arise in an equilibrium suspension
from local fluctuations, and the decay of these fluctuations is
governed by the same equation as the decay of macroscopic
gradients.
Therefore, starting with the balance equation for the mass
fraction of species 1 we can Fourier transform Eq. (4) into k
space which gives
∂c1(k,t)
∂t
= −Dmk2c1(k,t), (12)
where we have neglected thermal diffusion as this effect is
small in comparison to mutual diffusion. After multiplying
both sides of Eq. (12) by the complex conjugate of the
initial time value c∗1(k,0) and ensemble averaging, the solution
becomes
F11(k,τ ) = 〈c1(k,τ )c
∗
1(k,0)〉
〈|c1(k,0)|2〉 = exp(−k
2Dmτ ), (13)
which corresponds to the intermediate scattering function of
the colloidal particles. This macroscopic relationship is only
expected to hold in the macroscopic diffusive limit. Therefore,
the mutual diffusion coefficient governs the decay of the
intermediate scattering function in the k → 0 limit.
B. Calculation of the thermodynamic factor
In order to calculate the mutual diffusion coefficient Dm
[defined in Eq. (5)], accurate values are needed for both
the thermodynamic factor ∂μ1/∂c1 and phenomenological
coefficientL11.L11 can be calculated from Green-Kubo theory,
but ∂μ1/∂c1 is more difficult to calculate. One of the best
012619-3
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ways to calculate it is using the theory presented by Kirkwood
and Buff (KB) which relates the thermodynamic factor to
the integral of the radial distribution functions Gαβ [33]. A
conversion of the original KB relations to the mass fraction
units was done by Zhou and Miller [34] and is given for a
binary fluid as (
∂μ1
∂c1
)
p,T
= V
2
ρ〈|c|2〉 , (14)
where
〈|c|2〉 = m
2
1m
2
2x1x2n
2N
ρ4
[1 + x1x2n(G11 + G22 − 2G12)].
(15)
Here, mα and xα are the mass and number fraction of species
α, respectively, and n is the total number density of the fluid.
The volume integrals of the radial distribution functions Gαβ
are calculated from
Gαβ =
∫
[gαβ(r) − 1] dr = 4π
∫
r2[gαβ(r) − 1]dr, (16)
where gαβ(r) is the radial distribution function of species α
and β. These integrals can be difficult to calculate as statistical
error in gαβ at large r is magnified by the factor of r2, so the
numerical integrals may not converge. Therefore, calculation
of Gαβ usually requires very accurate data for gαβ(r) and fitting
a function to the tail to evaluate the integral [35,36].
Instead of calculating this integral, it can be simpler to
calculate the values of Gαβ through the static structure factors
Sαβ(k). It is well known that the partial structure factors are
related to the Fourier transforms of the radial distribution
functions through [31]
Sαβ (k) = xαδαβ + xαxβn
∫
gαβ(r) exp(ik · r)dr. (17)
Assuming that the fluid is isotropic and writing the constant
part of the radial distribution explicitly, this can be rewritten
as
Sαβ(k) = xaδαβ + 4πxαxβn
∫
r2[gαβ(r) − 1] exp(ik · r)dr
+ (2π )3xαxβnδ(k). (18)
Comparing this with the expression given for Gαβ in Eq. (16)
we see that, if we ignore the contribution of the delta function
at zero wave vector, we can write
Gαβ = 4π
∫
r2[gαβ(r) − 1]dr
= lim
k→0
4π
∫
r2[gαβ(r) − 1] exp(ik · r)dr, (19)
therefore,
Gαβ = 1
xαxβn
[
lim
k→0
Sαβ (k) − xαδαβ
]
. (20)
So, by calculating the low-k values of the partial structure
factors Sαβ(k), and extrapolating k → 0, the values of Gαβ
can be calculated in a much simpler way. This method offers
a much easier method of calculation Gαβ than through the
integral given in Eq. (16) directly. An alternate derivation
of a relationship between the thermodynamic factors and the
Sαβ(k → 0) values was previously done by Nichols and co-
workers [37], although their definition of the thermodynamic
factor differs.
C. Multiexponential analysis
As stated earlier, the intermediate scattering function is
defined as the autocorrelation function of a Fourier component
of the number density. Barocchi and coauthors [38–40] showed
that the complete behavior of any normalized autocorrelation
function of a classical many-body system can be described by
a generalized Langevin equation, the exact solution of which
can be written as an infinite sum of exponential functions
C(t) =
∞∑
j=1
Aj exp(zj t), (21)
where Aj and zj are mode amplitudes and decay coefficients,
respectively. Such modes can be associated with relaxation
channels in the system. If Aj and zj are complex quantities,
the corresponding mode and its complex conjugate are both
present in the series and, taken together, they represent an
exponentially damped oscillation. Otherwise, real Aj and zj
define a purely exponential decay.
An approximate solution to the generalized Langevin
equation can be found by truncating Eq. (21) at a finite number
of terms. The behavior of the coefficients can then be studied
by fitting the resulting function to experimental and simulation
data. This procedure can be difficult, due to the large number
of free fitting parameters.
Barocchi and coauthors found that the number of free fitting
parameters can be reduced by constraining the solution. They
showed that the zero time properties of the solution given in
Eq. (21) must obey the relation
[
dmC(t)
dtm
]
t=0
= 0, (22)
where m is an odd integer. When a finite number of exponential
terms are retained, Eqs. (21) and (22) can only be valid for m up
to a certain value depending on the approximation level and
the model assumed. The combination of Eqs. (21) and (22)
allows the number of free fitting parameters to be reduced.
As we shall show later in this work, the decay of the
intermediate scattering function F (k,τ ) at a particular wave
vector can be accurately described by the superposition of
two real exponentials (for the two diffusive decay modes)
and one complex conjugate pair exponential (for the short-
time nondiffusive behavior). Therefore, in this work we will
approximate the solution by retaining the first three terms in
Eq. (21); this results in
F (k,t) ≈ A1 exp(z1t) + A2 exp(z2t)
+ (A′3 ± iA′′3) exp[(z′3 ± iz′′3)t]. (23)
In line with usual experimental analysis, we can refer to the
first two decay modes as the short-time and long-time diffusion
modes with effective short-timeDs and long-timeDL diffusion
coefficients. The complex exponential can also be simplified
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into a damped cosine form. Doing this results in
F (k,t) ≈ As exp(−k2Dst) + AL exp(−k2DLt)
+Ad exp(αt) cos(−βt + φ), (24)
where all coefficients are wave vector dependent and we have
included a factor of k2 in the real exponentials. Equation (24)
is the final form that is fitted to the simulation data.
Fitting Eq. (24) to simulation data requires optimization of
eight free fitting parameters. But, this number can be reduced
by constraining the solution using the relationship given in
Eq. (22) for m = 1 and 3. Also, the normalization condition of
F (k,t = 0) = 1 allows an additional variable to be eliminated,
resulting in the total elimination of three free parameters,
thus reducing the computational complexity of the problem.
The fitting of the multiexponential model was performed
by means of a program run in the MATLAB [41] environment,
carried out by a built-in nonlinear least squares algorithm. The
implementation of the three constraints was done by using
the inbuilt solve function to give expressions for the chosen
dependent parameters in terms of the independent ones.
III. SIMULATION METHODS
The pair potential and parameters for our simulations
are identical to previous work [25] but we will include a
brief explanation here. We modeled the colloidal particle and
solvent using a Weeks-Chandler-Andersen (WCA) potential
(a shifted and truncated Lennard-Jones potential) which is
modified to include a hard core. The potential takes the form
φ(rij ) =
⎧⎪⎨
⎪⎩
∞ if rij 6 cab,
4

[(
σ
rij−cab
)12− ( σ
rij−cab
)6]+ 
 if cab < rij < cab + 21/6,
0 otherwise,
where rij is the center-to-center distance between the particles
i and j , 
 is the depth of the potential well, σ is the nominal
length scale of the potential (in this work 
 = σ = 1 and
therefore all results are given in reduced units). The cab
parameter introduces a hard core to the potential where a and
b denote the two interacting species. This creates an excluded
region which is used to increase the size of the colloidal particle
relative to the solvent. A diagram of the potential is shown in
Fig. 1.
In this work, we keep the values of the cab fixed for
the colloid-colloid (c11) and solvent-solvent (c22) interactions
at 3.03 and 0.000, respectively. The c12 parameter for the
colloid-solvent interaction is also set to 0.000 to remove the
depletion effects that are inherent in systems with different
sized particles. In usual hard-sphere simulations the diameter
of the particle is clear, but in this work we are using a hard core
plus a WCA repulsive potential. This WCA repulsive potential
adds an extra diameter that is not clearly defined.
Previous work has been done by Hess et al. to determine
expressions for the effective diameter of WCA particles as
a function of temperature [42]. These authors found that
the method which gave the best agreement with the MD
0 2 4 6 8
rij
0
0.5
1
1.5
2
Φ
W
CA
c
ab
Potential
FIG. 1. Diagram of pair potential between colloidal particles with

 = σ = 1.00 and cab = 3.03.
results was to define the effective diameter d to be when the
interaction potential is equal to Boltzmann’s constant times
the temperature φ(d) = kBT . At the reduced temperature of
1.0 used in this work, this gives an extra diameter of σ to the
particles due to the WCA repulsion. This gives the colloidal
particles an effective diameter of 4.03 times the diameter of
the solvent particles.
The mass of the colloidal particle was set with the goal
of making it approximately neutrally buoyant in the solvent.
The mass needed to do this was calculated in the same way as
McPhie [43], which for a size ratio d1/d2 of 4.03 gave a mass
ratio m1/m2 of 50. Therefore, we used a mass of 1.0 for the
solvent particles and a mass of 50.0 for the larger particles.
This size and mass ratio has been shown to be large enough
for the larger particle to behave as a Brownian particle in the
solvent [44].
All simulations were run using the MD package LAMMPS
[45] and the results were post-processed using in-house code.
Simulations at each packing fraction were done under NPT
conditions at a reduced temperature of 1.00 and reduced
pressure of 7.85. The time integration scheme used follows the
time-reversible measure-preserving Verlet integrator derived
by Tuckerman et al. [46] with a time step of 0.005. The
temperature is held fixed using a Nose-Hoover thermostat
while the pressure is held fixed using a Nose-Hoover type
barostat, both used a damping parameter of 10. This was done
in order to better replicate the experimental conditions of a
real colloidal suspension. All simulations were done with a
total of 108 000 particles, except for one larger system which
was done in order to calculate data for small-k values of the
intermediate scattering function at the packing fraction of 0.49.
This simulation had 864 000 particles. Table I gives the exact
number of particles used in the simulations, along with the
average volume and calculated packing fraction. The packing
fraction  was calculated from
 = πNcd
3
6V
, (25)
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TABLE I. Number of solvent particles Ns , colloidal particles Nc,
average volume 〈V 〉, and packing fraction  for the systems studied.
System No. Ns Nc 〈V 〉 
1 107,967 33 128,606 0.01
2 107,652 348 128,550 0.09
3 107,325 675 128,597 0.18
4 106,988 1012 128,600 0.27
5 106,650 1350 128,887 0.36
6 106,313 1687 129,085 0.44
7 106,145 1855 129,315 0.49
8 849,160 14,840 1,028,848 0.49
where d is the diameter of the colloidal particles (d = 4.03
for all colloidal particles). In our previous work, we showed
that calculating  for this system based on Eq. (25) resulted
in a phase behavior that matched closely to that of a single
component HS system [25].
In the following sections, we will be mostly calculating
properties of the larger particles (meant to represent the
colloidal particles). Because of this, subscripts designating
species will be dropped and unless otherwise stated the
properties being measured are for the colloidal particles only
(i.e., the colloidal particle intermediate scattering function
F11(k,τ ) will just be represented as F (k,τ ), etc).
IV. RESULTS
A. Velocity autocorrelation function and self-diffusion
coefficient
Figure 2 displays results for the absolute value of the
colloidal particle velocity autocorrelation function |C(τ )|. It
is displayed on a log-log scale as the decay of C(τ ) covers
multiple orders of magnitude across a number of decades in
time. The curves shown cover a large range of packing fractions
from a dilute system ( = 0.09) to a system at a packing
100 101 102
τ
10-6
10-4
10-2
|C(
τ)|
Φ = 0.09
Φ = 0.18
Φ = 0.27
Φ = 0.36
Φ = 0.44
Φ = 0.49
FIG. 2. Plot of the colloidal particle velocity autocorrelation
function C(τ ) at packing fractions leading up to the freezing point.
The points where C(τ ) cross zero may be seen as a sharp spike
downward in this log-log graph.
fractions slightly lower than the freezing point ( = 0.49).
C(τ ) has been calculated previously for this model [25], but
we include it here again as the quality of the data has been
greatly improved which allows a more thorough comparison
with pure HS simulation results, as well as experimental data.
The most thorough study to date on the velocity autocorre-
lation function for a pure HS system (no solvent) was done by
Williams and co-workers [47,48]. They were able to observe
the − 32 power-law long-time tail (which is the manifestation
of diffusing transverse modes) and velocity reversals (which
are the result of damped compression modes [49]). For stable
fluids, velocity reversals were only observed for high packing
fractions ( > 0.44). In Fig. 2, we also observe velocity
reversals {indicated by the spike downward on the log[|C(τ )|]
plot where C(τ ) becomes negative}. The reversals are seen for
all  shown (0.09 6  6 0.49), with the time it takes for the
reversals to occur decreasing as  increases.
Both the pure HS (without solvent) and our model (with
solvent) can be compared with available experimental data.
It is very difficult to determine experimentally the complete
behavior of C(τ ). The initial decay of C(τ ) (which gives the
initial crossing through zero) is difficult to obtain accurately.
Even so, reversals in C(τ ) are observed at packing fractions as
low as  = 0.289 in experimental colloidal suspensions [50]
where the long-time decay of C(τ ) occurs from below zero.
This is consistent with the results from our model, but disagrees
with the results from the pure HS system. The mismatch
between the sign of C(τ ) at low to moderate  for the single
component HS fluid was pointed out in our previous work [25],
indicating that the current model possesses dynamics which
better resemble that of an experimental colloidal suspension.
A possible reason why the pure HS model fails to predict
the reversals at low to moderate packing fractions is because
it neglects the solvent, and therefore ignores hydrodynamic
effects and momentum transfer via the solvent, both of which
could cause velocity reversals.
However, current data for this model suffer from the same
limitations as experiment, in that the power-law long-time
decay of C(τ ) falls within the noise and cannot be observed.
This is due to the smaller number of colloidal particles and the
much larger mass, which results in smaller velocities.
The colloidal particle self-diffusion coefficient Ds is related
to the ability of an individual colloidal particle to diffuse
through the liquid. This property was calculated from Eq. (3)
and is shown in Fig. 3. We have normalized the data by
dividing by the dilute limit value of (5.93 ± 0.05) × 10−2. The
maximum value of Ds occurs in the dilute limit as the motion
is not hindered by direct interactions with other colloidal
particles.
As the packing fraction increases, the ability of a single
colloidal particle to diffuse through the fluid is hindered. This
results in a decrease of the self-diffusion coefficient. In Fig. 3
it can be seen that results from previous Brownian dynamics
simulations by Moriguchi [51] overpredict Ds when compared
to experimental systems [52,53]. Banchio et al. [54] were able
to show that an inclusion of a hydrodynamic correction brought
BD and experiment into agreement.
The current model also overestimates Ds (as seen in Fig. 3)
even though the solvent (and therefore hydrodynamic) effects
are included. This disagreement could be due to the modified
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FIG. 3. Plot of the normalized colloidal particle self-diffusion
coefficient Ds/D0 against packing fraction. Filled circles: our MD
data; open circles: BD data of Moriguchi [51]; triangles: experimental
data of van Megen and Underwood [52]; squares: experimental data
of van Blaaderen et al. [53]. Quadratic line of best fit to MD data with
the numerical value of x intercept (at 0.544) also shown.
interaction parameters used to reduce the depletion effects
(c12 = 0). By reducing the c12 parameter, the volume of the
colloid as seen by the solvent is much lower than the volume
used in the calculation of the packing fraction. This may have
the effect of diluting the hydrodynamic interactions.
To see where Ds extrapolates to zero (where the free
movement of the colloidal particles is completely removed),
a quadratic function was fitted to the data and the x intercept
was calculated. This is found to occur at φ = 0.544 ± 0.010
which is within the uncertainty of the melting point φ = 0.545
where the hard spheres fully crystallize. This indicates that the
diffusive motion of the colloids is frozen out at this point.
The self-diffusion coefficient of real colloidal suspensions
can be measured in DLS via the self-intermediate scattering
function [55]. From the self-intermediate scattering function
the mean squared displacement can be determined, which is
related to the so called short- and long-time self-diffusion coef-
ficients. Interestingly, the normalized self-diffusion coefficient
of an experimental glass forming system has been shown to
go to zero at its glass transition [55], rather than the melting
point.
B. Mutual diffusion coefficient
In this model (as in real colloidal suspensions) the solvent
is explicitly present and so we have a binary fluid with a
single mutual diffusion coefficient [32]. Calculation of Dm
[definition given in Eq. (5)] requires accurate values of the
phenomenological coefficient L11 and the thermodynamic
factor ∂μ1/∂c1. We will outline here how these two quantities
were calculated.
The phenomenological coefficient L11 was calculated from
the mass flux correlation function of the colloidal particles
defined in Eqs. (6), (7), and (8). The mass flux correlation
function was calculated every 5 time steps out to a maximum
delay time of 25 000 time steps. Numerical integration with
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FIG. 4. Plot of the phenomenological coefficient L11 calculated
from the integral of the colloidal particle mass flux autocorrelation
function.
the trapezoid rule was performed on the correlation function
and the integrals were found to converge. The values of the
integral for each packing fraction are shown in Fig. 4. L11
is shown to increase as  increases, but the rate of increase
(given by the slope of the plot) decreases as the freezing point
is approached. At the freezing point, the slope is observed to
almost go to zero, and L11 appears to plateau.
The second quantity that needs to be calculated is the
thermodynamic factor ∂μ1/∂c1 which is related to the integrals
of the radial distribution functions Gαβ . There are a number
of different methods available to calculate the thermodynamic
factors from MD simulation, such as through the numerical
integration of the radial distribution functions [35], the Widom
test particle insertion method [56], from density fluctuations
of a smaller subsystem embedded in simulation box [57],
or through the static structure factors [37]. In this work, we
obtained the thermodynamic factor through the static structure
factors by using Eq. (20). It is important to note that Eq. (20)
differs from the expression given by Nichols and Wheeler [58]
who previously proposed a similar method. This is because the
definition of the thermodynamic factors is different, but both
methods produce the same value for Dm when combined with
their complete expression.
As an example of how the Sαβ(k → 0) values were calcu-
lated for each packing fraction, Fig. 5 shows a plot of the static
structure factors S11 (colloid-colloid), S12 (colloid-solvent),
and S22 (solvent-solvent) of the system at a packing fraction
of 0.49. The data were plotted against k2 as the S(k) should be
an even function of k, and fifth order polynomials in k2 were
fitted to the low-k data. Although it is possible that S(k) could
be a nonanalytic function of k, and could therefore also depend
on odd or fractional powers of |k|, we saw no evidence of this
in our data. By extrapolating the polynomial in k2 back to zero
k we were able to accurately determine Sαβ(k → 0) values.
This was done for a range of packing fractions from an
extremely dilute fluid ( = 0.01) up to a high density fluid
( = 0.49). The highest density fluid is slightly below the
freezing point that occurs at F = 0.494. The values of Sαβ
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FIG. 5. Plot of the low-k behavior of the static structure factors:
S11 (colloid-colloid), S12 (colloid-solvent), and S22 (solvent-solvent)
of a system at a packing fraction of 0.49. A fifth order polynomial
line of best fit was used to obtain Sαβ (k → 0) values.
calculated for each packing fraction were used in (20) to
calculate Gαβ , which are shown in Fig. 6. The quantities G12
and G22 have almost negligible contribution to the calculation
of the thermodynamic factor ∂μ/∂c1 as they are two orders of
magnitude smaller than G11. The magnitude of G11 decreases
as  increases, and this results in an increase in ∂μ/∂c1 as the
two are inversely related [from Eqs. (14) and (15)]. The values
of Gα,β were used in Eqs. (14) and (15) to calculate ∂μ/∂c1 for
each ; these are plotted in Fig. 7. The thermodynamic factor
shows a decrease at low concentration, but increases greatly
on the approach to the freezing point.
Using the values given for L11 and ∂μ1/∂c1, the mutual
diffusion coefficient Dm was calculated and is shown in Fig. 8.
The mutual diffusion coefficient Dm shows an increase on
the approach to the freezing point. From the contributions of
L11 and ∂μ/∂c1 in Figs. 4 and 7 we see that this increase in
Dm results mainly from the ∂μ/∂c1 contribution rather than
from L11, as the latter quantity approaches a plateau near the
freezing point.
Equation (13) predicts that the low-k values of the inter-
mediate scattering function will decay faster at higher packing
fractions, even as the ability of the individual colloidal particles
to diffuse through the liquid decreases on the approach to the
freezing point. This results in a broadening of the decay times
between the small wave vector and large wave vector decay,
which will be shown later.
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FIG. 6. Plot of the radial distribution function integrals of G11
(colloid-colloid), G12 (colloid-solvent), and G22 (solvent-solvent) at
packing fractions  leading up to the freezing point.
C. Intermediate scattering function
In this section, calculations of the colloidal particle in-
termediate scattering function F (k,τ ) will be shown for the
higher packing fractions  leading up to the freezing point.
The systems studied are described in Table I. The wave vectors
studied were those consistent with the periodic boundaries of
the simulation box [given in Eq. (2)] up to n1 = n2 = n3 = 15.
In this section, we will report wave vectors in the dimensionless
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FIG. 7. Plot of the thermodynamic factor ∂μ/∂c1 at packing
fractions  leading up to the freezing point.
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FIG. 8. Plot of the mutual diffusion coefficient Dm at packing
fractions  leading up to the freezing point.
form kd where d is the diameter of the colloidal particles.
This allows direct comparison with corresponding kd values
measured in light scattering experiments.
To show the change in behavior of F (k,τ ) leading up
to the freezing point, we have displayed the calculations of
F (k,τ ) at the packing fractions of 0.27, 0.36, and 0.49 in
Fig. 9 (data given as symbols). The wave vectors shown have
been chosen to cover a range from the lowest wave vector
allowed (consistent with periodic boundary conditions) to just
above the colloidal particle static structure factor peak. Plots
of ln[F (k,τ )] against k2τ which exhibit regions of constant
slope imply exponential decays in time, or simple Brownian
diffusion. The fits of the form given in Eq. (24) are also shown
in Fig. 9 (lines).
For an extremely dilute colloidal suspension, the effects of
direct colloidal particle interactions are negligible due to the
large average distances between neighboring particles. This
means their dynamics are governed by random collisions with
the surrounding solvent, so they effectively move as Brownian
particles. The F (k,t) in these dilute suspensions ( ≈ 0.01)
decay as a single exponential with a k-independent diffusion
coefficient. This is also seen in light scattering experiments
[7] (although there is a small k dependence in the diffusion
coefficient which is associated with polydispersity) and in our
previous work using the current computer simulation model
[25].
Calculations for F (k,t) of a system at  = 0.27 are shown
in Fig. 9(a). The decay for all wave vectors is (almost)
linear, just as in a dilute system, but the slope of the decay
changes with each new k. This implies the existence of
time-independent diffusion with a wave vector dependent
diffusion coefficient D(k). With the plot displayed in this way,
the lowest-k value has the largest slope, indicating it has the
largest effective diffusion coefficient.
As the wave vector is increased, the slope decreases up to
the structure factor peak of (kd)max = 6.24 (circles). At wave
vectors above the structure factor peak, we see a reversal in the
trend, where the slope is seen to have increased at kd = 7.27
(triangles) showing a minimum in the diffusion coefficient at
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FIG. 9. Plot of the ln[F (k,τ )] against k2τ for packing fractions of
(a) 0.27, (b) 0.36, and (c) 0.49 for the kd values given in the legend.
The data for the lowest kd (dots) correspond to the lowest kd possible
to calculate based on the box dimensions, and the second largest value
(circles) corresponds to the colloidal particle static structure factor
peak.
the structure factor peak. It is well verified that in concentrated
colloidal suspensions the effective diffusion coefficient has a
minimum at the peak in S(k) [7,9]. This minimum reflects
the fact that the strong fluctuations that occur at the peak will
decay slower than the weak fluctuations away from the peak.
It should be noted though that in order to properly fit the
data for  = 0.27, the second diffusive mode was still needed
(although it was very weak).
Figure 9 also reveals the change in behavior of F (k,t) as
the packing fraction increases towards the freezing point. At
 = 0.36 [Fig. 9(b)], the slope is also seen to decrease as the
wave vector increases, and has a minimum at the structure
factor peak. Interestingly, the spread in the slopes has been
greatly increased compared to  = 0.27. The slope at the
lowest wave vector (kd = 0.50) has increased compared to
 = 0.27 at the same wave vector (note the change in scale on
the x axis), while the slope at the structure factor peak (kd =
6.56) has decreased. The increasing slope at low wave vectors
is the result of the increase in the mutual diffusion coefficient
(shown in Fig. 8) as it is this coefficient that governs the decay
of F (k,t) in the low wave vector limit. The decay of ln[F (k,t)]
for all wave vectors at  = 0.36 is also not quite linear, with
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FIG. 10. Plot of F (k,t) data (symbols) for the three indicated packing fractions  together with the multiexponential fit described in the
text (red solid line through the data points). The left frames [(a)–(c)] are at a low wave vector (kd = 0.5), the middle frames [(d)–(f)] are at
a wave vector halfway to the structure factor peak (kd = 3.5), and the right frames [(g)–(i)] are at the wave vector that corresponds to the
structure factor peak (kd ≈ 7). The various components of the fit function are also displayed separately according to the legend. Short and long
time denote the real exponential terms ordered by increasing decay time. Complex denotes the sum of the two complex conjugate exponentials,
amounting to a damped oscillatory function. For graphical clarity, not all available data points have been displayed.
a slight nonlinearity of the line of best fit most clearly seen
at kd = 4.94 (diamonds). This is indicative that the effective
diffusion coefficient is becoming time dependent. Just below
freezing at  = 0.49 [Fig. 9(c)], the two decay modes are
clearly seen, with a significant nonlinearity occurring at wave
vectors between zero and the structure factor peak.
This method of fitting Eq. (24) to find the behavior of the
short-time and long-time diffusion coefficients is similar to
that done to experimental results by Orsi et al. [27]. The
multiexponential analysis procedure that we performed on
our data allows the contributions from the individual terms
in Eq. (24) to be separated and studied. To better quantify the
behavior of the modes and their wave vector and packing
fraction dependence, we have plotted the total fit and the
individual contributions in Fig. 10. This was done for the three
highest  values 0.36, 0.44, and 0.49 as all lower  exhibit
mostly single exponential decay.
The third term in Eq. (24) is the sum of two complex
conjugate exponentials, which gives a damped cosine function.
This mode is labeled complex in Fig. 10, and is seen to be
strongly damped and characterized by a very low amplitude.
This mode mainly determines the behavior of F (k,τ ) at
very short times where nonexponential decay is observed.
We observe nonexponential behavior at short times as the
dynamics transitions from atomic to Brownian motion. The
size and mass ratio compared to the solvent is 4.03:1 and 50:1,
respectively, rather than being effectively infinite as it would
be for a real Brownian particle. Therefore, at very short delay
times the behavior is not diffusive, though this nondiffusive
mode quickly decays to zero leaving the two diffusive modes
to dominate.
The two diffusive modes [the two real exponential terms
in Eq. (24)] show interesting and complex dependence on
packing fraction and wave vector. The left frames [(a)–(c)]
of Fig. 10 show the decay at a very low wave vector
(kd = 0.5). In this low wave vector limit, F (k,τ ) is expected
to approach a single exponential as the wavelengths being
probed approach the macroscopic diffusive limit (infinite
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wavelength). This behavior is observed in the low-k results
for the packing fraction of  = 0.36 [Fig. 10(a)] where the
dominant contribution comes from the long-time diffusive
mode, and the short-time mode has an amplitude that is near
zero.
For the higher packing fractions in the low-k region
[Figs. 10(b) and 10(c)], the long-time mode still dominates, but
the short-time mode is nonzero and has a greater contribution.
The second mode has a larger contribution because the
wave vector being studied is not low enough to be in the
macroscopic diffusive limit at these packing fractions. As the
freezing point is approached, the maximum wave vector at
which macroscopic diffusive behavior was observed decreases.
This maximum wave vector may even be unattainable when
the fluid crystallizes, as the system would no longer be
homogeneous. This may be an important indicator of the onset
of crystallization in a system.
The middle frames [(d)–(f)] of Fig. 10 show the decay at
kd = 3.5 (which is roughly halfway to the peak in the structure
factor). A comparison between data at these wave vectors and
those at lower wave vectors shows there is a large decrease in
the decay rate (note the expanded scale). This indicates that
the effective short- and long-time diffusion coefficients have
greatly decreased as the wave vector has increased. We also
see an increase in the amplitude of the faster decay mode,
showing that it has a larger contribution to the total fit.
Just as we observed at low wave vectors, the contribution
of the short-time mode again increases as the packing fraction
is increased. This can be seen by comparing the amplitude of
the short-time mode in Figs. 10(d) and 10(f). At the larger
packing fractions of φ = 0.44 and 0.49, the amplitude of the
short-time mode is actually larger than the long-time mode
[seen in Figs. 10(e) and 10(f)].
The right frames [(g)–(i)] of Fig. 10 show the decay of
F (k,τ ) at kd values that correspond to the main peak in the
colloidal component structure factor. The effective diffusion
coefficients continue to show a monotonic decrease as the
packing fraction increases, shown by the increased decay time.
As mentioned earlier, this is consistent with experimental
results which show a minimum in the diffusion coefficients
at the structure factor peak [7,9]. The amplitudes of the
modes, however, do not show monotonic dependence on the
wave vector. The long-time diffusive mode amplitude has
increased in the approach to the structure factor peak, while
the short-time one has decreased.
To display in more detail the complete behavior of the
amplitudes and their dependence on packing fraction and wave
vector, Fig. 11 shows the amplitudes of the two diffusive decay
modes at the same packing fractions. As previously observed,
at low wave vectors the amplitude of the long-time diffusive
mode is almost unity, while the short-time one is almost zero.
This indicates that the decay of F (k,τ ) is close to a single
exponential (as expected in the macroscopic diffusive limit).
Because the long-time mode still has a nonzero amplitude
in the k → 0 limit, it can be identified as a thermodynamic
mode, where its decay rate in the macroscopic diffusive limit
can be related to a thermodynamic quantity (later we show this
to be the mutual diffusion coefficient). The short-time mode
only exists for nonzero k, so can be identified as a kinetic mode
which can not be related to any bulk property of the fluid. It can
0 1 2 3 4 5 6 7
kd
0
0.2
0.4
0.6
0.8
A s
(k)
0.2
0.4
0.6
0.8
1
A L
(k)
Φ = 0.36
Φ = 0.44
Φ = 0.49
FIG. 11. Plot of the amplitudes of the long-time DL (top)
and short-time DS (bottom) exponential decay modes for packing
fractions of 0.36 (dots), 0.44 (circles), and 0.49 (triangles). Shifted
exponential lines of best fit of the low-k data for DL are also shown
(dashed lines).
also be seen that the wave vector where the long-time diffusive
mode amplitude goes to unity (or the short-time amplitude goes
to zero) decreases as the freezing point is approached, and will
most likely disappear when crystallization occurs.
To better quantify the packing fraction where the macro-
scopic diffusive limit can not be reached, a simple shifted
exponential fit was done to the small wave vectors values of
AL as shown in Fig. 11 (dashed lines). The kd values where the
exponential fits equal unity (when the macroscopic diffusive
limit is reached) are displayed in Fig. 12 and are denoted by
(kd)M . These three (kd)M values are shown to have a linear
dependence on , and an extrapolation of the linear fit to the
 axis identifies the packing fraction of  ≈ 0.546 as when
the diffusive limit disappears. This is extremely close to the
melting point of  = 0.545 where HS systems completely
crystallize and macroscopic diffusion is no longer possible.
The nonzero wave vector behavior of the amplitudes shows
complex dependence. As seen in Fig. 11, the short-time mode
amplitude decreases to zero as kd → 0, has a local maximum
at kd ≈ 3, and then a local minimum at the structure factor
peak. It is interesting to note that although the local minimum
at the structure factor peak depends on the packing fraction, the
local maximum at kd ≈ 3 does not. A complete explanation of
the interesting nonmonotonic behavior of the mode amplitudes
is currently not known.
Unlike the amplitudes, the effective long- and short-time
diffusion coefficients show a monotonic dependence on the
wave vector between kd = 0 and (kd)max. Previous DLS
results [28] showed that the inverse of the effective diffusion
coefficients correlate well with the static structure factor. To
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FIG. 12. Plot of the maximum wave vector (kd)M when single
exponential decay of the intermediate scattering function is observed
at each packing fraction. Error bars calculated based on the standard
errors of fit coefficients in Fig. 11. Unweighted linear fit also shown
with x intercept of 0.546.
check that this is also true for this model colloid, the inverse
of the short- and long-time diffusion coefficients are plotted in
Fig. 13, along with the scaled static structure factors.
In line with what is seen in experimental studies, the
inverses of the diffusion coefficients roughly follow the static
structure factor. Both have peaks at (kd)max, which corresponds
to the value of the structure factor peak. Also, both approach
zero in the k → 0 limit. From this we can deduce that the
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FIG. 13. Inverse diffusion coefficients of the long-time DL and
short-time DS exponential decay modes for packing fractions of 0.36
(dots), 0.44 (circles), and 0.49 (triangles). Static structure factor data
are also plotted (dashed lines) where the data have been scaled to
match at the peaks.
diffusion coefficients (inverse of data in Fig. 13) have maxima
at k → 0 and minima at the structure factor peak (as expected).
The similarity of the shapes of DL and Ds implies that
they may be directly proportional, which would confirm the
scaling law proposed by Segre` and Pusey [28]. In order to
see if this scaling is observed with the current model, Fig. 14
shows the calculated ratio Ds/DL for all available k vectors at
the packing fractions of 0.36, 0.44, and 0.49.
Segre` and Pusey [28] studied the intermediate scattering
function of an experimental colloidal suspension over the wave
vector range 2 6 kd 6 7.8 and found the ratio Ds/DL was
constant for 5 6 kd 6 7.8 (around the structure factor peak).
They found that by dividing ln[F (k,τ )] by Dsk2, the decays
at the wave vectors around the structure factor peak fell onto
(roughly) a single master curve. Their work was done for a
packing fraction of 0.465.
Data for  = 0.44 (which is the closest  to that studied
by Segre` and Pusey) is shown in Fig. 14. We see that the ratio
is not constant, but has a wave vector dependence. Even in the
region studied by Segre` and Pusey (5 6 kd 6 7.8), the ratio
is not constant, showing a local maximum in this region.
The data for all packing fractions in Fig. 14 exhibit the
same general shape, but the uncertainties are larger where the
second diffusive mode is weak. Each packing fraction shows
a slight peak around the position of the structure factor peak.
At kd < 5, there is a slight increase in the ratio with a local
maximum occurring at ≈2.6kd. This is around the range where
(c) Φ = 0.49
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FIG. 14. Plot of the ratio Ds/DL for packing fractions of (a) 0.36,
(b) 0.44, and (c) 0.49.
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FIG. 15. Plot of low-k values of the long-time diffusion coeffi-
cient DL for packing fractions of 0.27 (dots), 0.36 (circles), 0.44
(triangles), and 0.49 (squares). Arrows on y axis indicate the value
of the mutual diffusion coefficients calculated for the corresponding
packing fractions. Fits of the form given in Eq. (26) are also shown.
Corresponding plots have been shifted up by increments of 0.5 for
clarity.
nonlinearity of ln[F (k,τ )] is most noticeable. This is partly due
to the increase in the ratio, but also due to the increase in the
amplitude of the faster mode in this region. At extremely small
wave vectors (kd < 1.5), there is a rapid decrease in the ratio.
This ratio could possibly extrapolate to 2 at zero wave vector,
but this is impossible to determine from the current data. The
average ratio over the whole range of wave vectors increases
with packing fraction, showing the divergence of the two decay
modes as the freezing point is approached.
Since the k → 0 behavior of F (k,t) should be given by the
solution to the hydrodynamic equation (13), the decay should
be a single exponential with a decay coefficient equal to the
mutual diffusion coefficient Dm. To check this, we have plotted
the low-k values of DL in Fig. 15 (symbols) along with the
mutual diffusion coefficients calculated from equilibrium MD
using the Green-Kubo and Kirkwood-Buff theory (arrows).
The data for each  given in Fig. 15 have been shifted up by
increments of 0.5 for clarity.
Previous work done by Hansen et al. [59] showed that the
wave vector dependence of the viscosity for a simple fluid
could be fitted well with a Lorentzian type function with a
variable wave vector exponent. To see if this is also true for the
wave vector dependent diffusion coefficient, we have followed
the same procedure and fitted the low-k data with a similar
functional form given as
DL(k) = Dm1 + α|k|β , (26)
where the coefficients α and β are free fitting parameters
that are not wave vector dependent. Figure 15 shows that this
functional form fits the data quite well over the range of wave
vectors investigated at each packing fraction.
The packing fraction dependence of the parameters α
and β are shown in Fig. 16. From this figure it is seen
that the exponent β is fairly constant over the range of
packing fractions studied. Its value is very close to 2, which
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β
FIG. 16. Packing fraction dependence of fit coefficients α and β
from Eq. (26). Error bars calculated based on the standard errors of
fit coefficients in Fig. 15.
indicates that the fitting function is in fact a Lorentzian. The
α coefficient, however, shows a strong dependence on the
packing fraction. As the packing fraction increases towards
the freezing point, α increases by a factor of 18 over the range
studied. The increasing value of α reinforces the idea that the
wave vector needed to achieve the macroscopic diffusive limit
decreases as the packing fraction increases. This arises because
as α increases, lower values of k are needed before the term
α|k|β in Eq. (26) is effectively zero.
V. CONCLUSION
Molecular dynamics simulations were conducted on a
model colloidal suspension with explicit solvent. In this study,
we extended previous work and further tested the validity of the
model. This was done by studying dynamical properties such
as the velocity autocorrelation function, diffusion coefficients,
and the intermediate scattering function which were then
compared with available experimental data.
The velocity autocorrelation function was found to have
velocity reversals for all moderate to high packing fractions
( > 0.09). This behavior is also seen in experimental systems
at  > 0.289, but is only observed in single component
HS systems at much higher packing fractions ( > 0.44).
This indicates that inclusion of a solvent is needed in order
to get dynamics which best match experimental colloidal
suspensions.
The self-diffusion coefficient was found to decrease as
the packing fraction increased, showing that interactions with
other colloidal particles inhibit motion through the solvent.
This model overpredicted the value of the normalized self-
diffusion coefficient, possibly due to the modified interac-
tion parameters used to reduce depletion effects. The self-
diffusion coefficient extrapolates to zero near the melting point
( = 0.544 compared to m = 0.545) where the diffusive
motion of the colloidal particles is completely inhibited and
the system crystallizes.
Unlike the self-diffusion coefficient, the mutual diffusion
coefficient was found to increase as the packing fraction
increased. This was due almost entirely to the increase in
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the thermodynamic factor on the approach to the freezing
point. The mutual diffusion coefficient was shown to govern
the low-k decay of the intermediate scattering function, and
so an increase in the coefficient corresponded to the increase
in the decay rate of the intermediate scattering function at low
wave vectors.
Lastly, after performing a multiexponential analysis of the
intermediate scattering function we found that the decay can
be accurately modeled with two real exponentials (for the two
diffusive decay modes) and one complex conjugate pair of
exponentials (for the short-time nondiffusive behavior). The
two real exponential decay modes are similar to what is seen
in experimental systems, and are usually associated with long-
and short-time diffusion coefficients.
Both the short- and long-time diffusion coefficients de-
creased monotonically with increasing wave vector, while
their corresponding mode amplitudes showed a nonmonotonic
dependence. The amplitude of the short-time exponential
mode decreased to zero in the k → 0 macroscopic diffusive
limit, indicating that this is a kinetic mode which only exists
for nonzero k. The long-time mode remained in the low-k
limit, leading to a single exponential decay of the intermediate
scattering function. The decay rate of this thermodynamic
mode in the k → 0 limit was found to be equal to the macro-
scopic mutual diffusion coefficient calculated independently
from Green-Kubo and Kirkwood-Buff theory.
We found that the maximum wave vector for which
macroscopic diffusive behaviour could be observed (single ex-
ponential decay) decreased as the packing fraction increased,
and a simple extrapolation shows the maximum wave vector
going to zero at the melting point where macroscopic diffusion
can no longer occur. This indicates that the packing fraction
where the fluid completely crystallizes may be predicted by
studying the decay of the density fluctuations of the fluid well
below the melting point.
By studying the two diffusive modes we were also able to
test the scaling law proposed by Segre` and Pusey. We found
that the ratio of the long- and short-time diffusion coefficients
around the structure factor peak was not constant, but had wave
vector dependent behavior, in disagreement with the proposed
scaling law.
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Chapter 4
Bimodal Colloidal Suspension
4.1 Introduction
Chapter 4 consists of the third paper published during this Ph.D. project. It attempts to
establish a direct link between polydispersity and crystallisation inhibition by studying
a system similar to Chapter 3, except now polydispersity is included by adding a second
species of colloidal particles. Because there is now polydispersity, crystallisation will be
inhibited at large packing fractions leading to long-lived glassy states.
Since the bimodal suspension is a ternary system (three species) there are four inter-
diffusion coefficients [159]. We show how these are calculated and discuss their packing
fraction dependence. From these four interdiffusion coefficients we calculate the dif-
fusion coefficients of two independent diffusive modes D± and provide their physical
interpretation [160]. Through a decomposition of the intermediate scattering function
into decay modes, the amplitudes and decay rates of each of the individual decay modes
may be isolated, and it is shown that the D+ coefficient is related to the short-time
decay of the intermediate scattering function, while the D− coefficient is related to the
long-time decay.
The relation of the D± modes to the decay of the intermediate scattering function, and
the implications for crystallisation inhibition are discussed.
Though it is not stated explicitly in all the figures in this paper, the error bars have not
been shown as they are smaller than the symbols.
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4.2 Paper 3: Dramatic slowing of compositional relax-
ations in the approach to the glass transition for a
bimodal colloidal suspension
S. D. W. Hannam, P. J. Daivis, and G. Bryant. Dramatic slowing of compositional relax-
ations in the approach to the glass transition for a bimodal colloidal suspension. Physical
Review E, 96(2):022609, aug 2017. ISSN 2470-0045. doi: 10.1103/PhysRevE.96.022609.
URL https://link.aps.org/doi/10.1103/PhysRevE.96.022609.
The contribution of S. D. W. Hannam to this paper was that he performed all the simu-
lations and performed the analysis on the output. He also contributed to the discussions
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data in terms of the relaxation of the composition and the cause of the glass transition.
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by his supervisors.
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Dramatic slowing of compositional relaxations in the approach to the glass transition
for a bimodal colloidal suspension
S. D. W. Hannam, P. J. Daivis,* and G. Bryant
School of Science and Centre for Molecular and Nanoscale Physics, RMIT University,
G. P. O. Box 2476, Melbourne, Victoria 3001, Australia
(Received 3 March 2017; published 22 August 2017)
Molecular dynamics simulation was used to study a model colloidal suspension with two species of slightly
different sized colloidal particles in an explicit solvent. In this work we calculated the four interdiffusion
coefficients for the ternary system, which were then used to calculate the decay coefficients D± of the two
independent diffusive modes. We found that the slower D− decay mode, which is associated with the system’s
ability to undergo compositional changes, was responsible for the long-time decay in the intermediate scattering
function. We also found that a decrease in D− to negligible values at a packing fraction of g = 0.592 resulted
in an extreme slow-down in the long-time decay of the intermediate scattering function often associated with the
glass transition. Above g , the system formed a long-lived metastable state that did not relax to its equilibrium
crystal state within the simulation time window. We concluded that the inhibition of crystallization was caused
by the inability of the quenched fluid to undergo the compositional changes needed for the formation of the
equilibrium crystal.
DOI: 10.1103/PhysRevE.96.022609
I. INTRODUCTION
The nature of the glass transition remains a matter of
enduring interest [1]. Glasses share similarities with crystalline
solids, since they are both mechanically rigid, but also with
liquids because they both have similar disordered structures at
the molecular level [2]. A glass can be obtained by cooling a
liquid to below its glass transition temperature or for a colloidal
suspension by condensing it to a packing fraction above the
glass transition. For the system to form a glass, the quench
must be fast enough that the first-order phase transition toward
a crystalline structure is avoided. Because the glass transition
depends on the quench rate, it differs from thermodynamic
phase transitions such as the solid-liquid transition.
Colloidal systems are ideal for studying vitrification (glass
formation) as their size and diffusive dynamics ensure that
their relaxation times are experimentally accessible. They
are also one of the simplest experimental systems known to
have a glass transition [3]. In many cases, colloidal particles
can be considered to be simple hard spheres. This was first
experimentally demonstrated in the mid-1980s by Pusey and
van Megen, who essentially replicated the theoretical hard-
sphere phase diagram using colloidal samples [3]. A single
component hard-sphere (HS) system (where all spheres are the
same size) exists as a liquid up to a packing fraction of  6
0.494 and coexists as liquid and solid between 0.494 <  6
0.545, above which it is a solid [4,5]. Interestingly, a small
amount of polydispersity (particles with slightly different
sizes) efficiently inhibits crystallization [6–10]. This is the
case for experimental suspensions, which can be compressed
above the freezing transition without crystal growth. At a
packing fraction g ≈ 0.57–0.59 the relaxation times become
sufficiently large compared to experimental time scales that
the system does not relax, and it forms a glass [3,11].
*peter.daivis@rmit.edu.au
In previous work, we studied a unimodal model colloidal
suspension with an explicit solvent [12,13]. In this system
the colloidal particles were modeled using a Weeks-Chandler-
Anderson (WCA) potential that was modified to include a hard
core, while the solvent was modeled using a simple WCA
potential. The explicit solvent was included in the model in an
attempt to match the dynamics of a real colloidal suspension
by having the larger particles diffuse through a solvent having
viscosity and inertia rather than moving ballistically through
a vacuum. However, our attempt to include hydrodynamic
interactions was only partially successful as the trend in the
self-diffusion coefficients with packing fraction is qualitatively
similar to that observed in Brownian dynamics simulations
[13]. We calculated the intermediate scattering function
(which is a key quantity measured in dynamic light-scattering
experiments [7,8,11,14–16]) over a large range of packing
fractions and wave vectors in order to systematically study the
change in dynamics on the approach to the freezing point.
We found that at finite wave vectors the intermediate
scattering function could be modelled as a double exponential
decay with effective short- and long-time diffusion coefficients
[13]. This is in line with experimental analysis [17], though our
definition of the short-time diffusion coefficient differs from
the usual convention. Usually it is defined as the zero time
limit of the time-dependent diffusion coefficient; however,
this can be ambiguous and difficult to determine, so instead
we isolated the two exponential decay modes to determine
their individual amplitudes and decay coefficients and related
the short-time diffusion coefficient to the decay rate of the
faster decaying mode. The conclusions drawn in Ref. [13] are
unchanged if the zero time limit definition is used. However,
the model studied did not include polydispersity, which is
key to inhibiting crystallization and allowing a glass transition
to occur. Therefore, one of the aims of this work is to add
polydispersity into the existing model and study the change
in dynamics leading up to the glass transition rather than the
freezing point.
2470-0045/2017/96(2)/022609(12) 022609-1 ©2017 American Physical Society
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The simplest way to include polydispersity is by intro-
ducing a second colloidal species with a slightly different
size. Binary HS systems show extremely rich phase behavior
which depends on the size ratio α and composition of
the two species [18]. Kranendonk and Frenkel [19] studied
the freezing and melting points of binary HS systems in the
range 0.85 6 α 6 1.00. They found that for an equimolar
composition the freezing and melting points were slightly
shifted from the single component HS system. Binary HS
mixtures have also been found to form a glass [20–23], which
makes them an ideal system to study vitrification through
calculation of the intermediate scattering function.
The expected form for the intermediate scattering function
in the macroscopic diffusive limit (infinite wavelength) for a
ternary colloidal suspension has been derived by Pusey et al.
[24]. They predicted the existence of two diffusive modes with
decay rates related to the four bulk interdiffusion coefficients.
These two modes have been observed in colloidal suspensions
with polydispersity [25,26] and in ternary polymer solutions
[27], but their link to the glass transition has never previously
been explored.
It is possible that the slower D− mode, which is associated
with the system’s ability to make compositional changes [24],
may be connected to the inhibition of crystallization at large
packing fractions. This follows from the observation made in
both simulations [22,28] and experiments [7–9,16,29,30] that
compositional fluctuations control crystallization in polydis-
perse HS systems. It is this possibility that will be explored
in this work through quantitative calculations of the D±
coefficients of the two independent modes.
The outline of this paper is as follows: First, we give a
summary of the computational model used and describe how
we calculated the interdiffusion coefficients in equilibrium
molecular dynamics (MD) using time correlation functions.
Then we discuss results for the four bulk interdiffusion
coefficients, as well as the decay rates of the two independent
modes, over a range of packing fractions from a moderate
packing fraction up to a supercompressed metastable state.
We then use a multiexponential analysis of the colloidal
particle intermediate scattering function over the same range of
packing fractions to show that the slow diffusive mode governs
its long-time decay.
Last, we show results for the intermediate scattering
function of a system above the glass transition packing
fraction. We demonstrate that the extremely long relaxation
time of the fluid, which manifests as an extremely slow decay
and ultimate arrest of the intermediate scattering function, is
linked to the reduction in the decay coefficient D− of the slow
mode to a negligible value. Once this link is made, it allows us
to show that the growth in relaxation time observed at the glass
transition is just a continuation of the trend established at lower
packing fractions. It also allows a physical interpretation of the
cause of the glass transition and goes some way to explaining
why polydispersity is essential to the formation of a glass in
multicomponent HS systems.
II. THEORY
A. Intermediate scattering function
The intermediate scattering function Fαβ(k,τ ) is defined
as the normalized autocorrelation function of a Fourier
component of the number density:
Fαβ(k,τ ) = 1
N
〈nα(k,τ )n∗β(k,0)〉
Sαβ(k)
, (1)
where nα(k,t) is given as
nα(k,t) =
Nα∑
j=1
exp(−ik · rj (t)) (2)
and N is the total number of particles, Nα is the number of
particles of species α, and rj (t) denotes the position of particle
j at time t . The static structure factor Sαβ(k) is defined as
Sαβ(k) = 1
N
〈nα(k,0)n∗β(k,0)〉, (3)
where * signifies the complex conjugate. In MD simulation,
the wave vector k being studied must be consistent with the
periodic boundary conditions of the simulation box:
k = 2π
L
(a1,a2,a3), (4)
where ai is an integer and L is the length of the simulation box
(in this work the box is cubic so Lx = Ly = Lz).
From Eq. (4) we see that the lowest nonzero k value
that can be studied in an MD simulation has a magnitude
of |kmin| = 2π/L. As the fluid is isotropic the correlation
functions Fαβ(k,τ ) and Sαβ(k) only depend on the magnitude
k = |k|, so an average is done over all k of equal magnitude.
In this work we have two species of colloidal particles
with a size (diameter) ratio of 0.925. This is done in order to
introduce a 3.9% polydispersity into our model. In order to
make comparisons with experimental work, the intermediate
scattering functions that were calculated included all colloidal
particles. Therefore we calculated the property:
Fc(k,τ ) = 1
N
〈nc(k,τ )n∗c (k,0)〉
Sc(k)
, (5)
where the subscript c indicates that both colloidal species
are included in the calculation. But, in order to simplify the
notation, the subscript c will be dropped, and we will simply
denote F (k,τ ) = Fc(k,τ ).
B. Macroscopic diffusive limit
In the macroscopic diffusive limit (k → 0), the decay rate of
the colloidal particle intermediate scattering function F (k,τ )
can be related to the diffusion coefficients of the fluid. This is
because small fluctuations about equilibrium in the colloidal
particle number densities δn1 and δn2 of long wavelength can
be described by the coupled linear diffusion equations [24]:
∂
∂t
δn1(r,t) = D11∇2δn1(r,t) + D12∇2δn2(r,t),
(6)
∂
∂t
δn2(r,t) = D21∇2δn1(r,t) + D22∇2δn2(r,t),
where the Dij are the four interdiffusion coefficients of the
ternary system and convective terms have been neglected.
The matrix of diffusion coefficients can be diagonalized to
provide two independent diffusional modes which are linear
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combinations of δn1 and δn2 if we define:
δn+ = α+δn1 + δn2,
(7)
δn− = α−δn1 + δn2,
which relax according to
∂
∂t
δn+(r,t) = D+∇2δn+(r,t),
∂
∂t
δn−(r,t) = D−∇2δn+(r,t). (8)
Here
α± = (D11 − D22) ± [(D11 − D22)
2 + 4D12D21]1/2
2D12
(9)
and
D± = 12 (D11 + D22) ± 12 [(D11 − D22)2 + 4D12D21]1/2,
(10)
where D± are the effective diffusion coefficients of the two
independent diffusive modes. The fluctuations in the total
number density of colloidal particles δnc can therefore be
written as
δnc(r,t) = δn1(r,t) + δn2(r,t)
= 1 − α−
α+ − α− δn+(r,t) +
1 − α+
α+ − α− δn−(r,t). (11)
Thus the space-time correlation function is
〈δnc(0,0)δnc(r,t)〉 =
[
1 − α−
α+ − α−
]2
〈δn+(0,0)δn+(r,t)〉
+
[
1 − α+
α+ − α−
]2
〈δn−(0,0)δn−(r,t)〉.
(12)
The colloidal particle intermediate scattering function is
simply the Fourier transform of this correlation function [24]:
lim
k→0
F (k,t) =
[
1 − α−
α+ − α−
]2
〈|δn+(k,0)|2〉 exp(−k2D+t)
+
[
1 − α+
α+ − α−
]2
〈|δn−(k,0)|2〉 exp(−k2D−t).
(13)
Therefore, Eq. (13) predicts that in the k → 0 limit the decay
of the colloidal particle intermediate scattering function will
be the sum of two exponentials with decay rates proportional
to diffusion coefficients D± that are calculated from a
combination of the four bulk interdiffusion coefficients using
Eq. (10).
A physical interpretation of the two independent diffusive
modes was given by Pusey [24]. The + mode describes a
collective compression-dilation motion of the particle mix-
ture in which the relative compositions remain unchanged
(i.e., δn1/n1 = δn2/n2). The − mode describes composition-
fluctuation dynamics in which species 1 and 2 are exchanged
under the preservation of a constant total number density (i.e.,
δn1 + δn2 = 0).
The + mode (compression-dilation) is expected to relax
on a much quicker time scale than the − mode (compositional
fluctuations). This is because relaxations in the composition of
the fluid occur on a much longer time scale than relaxations in
the total density. Compositional relaxations are also expected
to slow drastically as the packing fraction of the colloidal
particles increases. Therefore, we expect a divergence of the
two time scales on the approach to the glass transition.
In this work we focus on studying the decay of F (k,τ )
in the k → 0 limit (or as close to it as is computationally
feasible). In this hydrodynamic limit, other theories such
as mode coupling theory (MCT) [31] and multicomponent
self-consistent generalized Langevin equation theory [32]
should agree with hydrodynamic theory and will therefore be
consistent with our analysis in terms of D+ and D−. Outside
the hydrodynamic limit, the additional predictions [such as the
nonexponential stretching in F (k,τ )] should appear.
C. Calculation of interdiffusion coefficients
The four interdiffusion coefficients given in Eq. (6) can
be calculated from equilibrium MD simulations using a
combination of the Green-Kubo [33,34] and Kirkwood-Buff
theories [35]. The calculation of the diffusion coefficients
follows the same method used in our previous work for a
binary system [13], though here we generalize the method
for a ternary system. The diffusion coefficients for a three-
component isothermal fluid appearing in Eq. (6) are defined
by the linear flux-force relations [36]:
J01 = −D11∇n1 − D12∇n2, (14)
J02 = −D21∇n1 − D22∇n2,
where J0α is the diffusive molecular flux defined as
J0α = nα(vα − v0). (15)
Here vα is the velocity of species α and v0 is the volume
average streaming velocity given by
v0 =
3∑
α=1
nαναvα, (16)
where να is the partial molecular volume of species α.
The diffusion coefficients appearing in Eq. (6) are defined
in terms of the flux measured relative to the volume average
streaming velocity, but it is more convenient for computation
to calculate the phenomenological coefficients defined by flux
laws expressed in terms of the barycentric (mass average)
streaming velocity. The relationship between the phenomeno-
logical coefficients with respect to one reference velocity and
the diffusion coefficients measured relative to another can be
written as [36]
D = T −1B · L · A · , (17)
where T is the temperature.  is the two-dimensional matrix
with elements

ik =
(
∂μi
∂nk
)
p,T ,nj =k
, (18)
where μi is the chemical potential of species i and p is the
pressure. The L matrix is also two-dimensional and contains
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the phenomenological coefficients defined in the relationship
Ji =
2∑
k=1
LikXk, (19)
where Xk are the thermodynamic forces [36]. The A matrix
comes about when eliminating a flux using the Gibbs-Duhem
equation. It relates the independent forces to gradients in the
chemical potential
Xi = −
2∑
k=1
Aik
(∇μk)p,T
T
(20)
and for fluxes measured relative to the barycentric reference
velocity takes the form of
Aik = δik + ci
c3
xk
xi
, (21)
where xi is the number fraction of species i and ci is its mass
fraction. Matrix B is required to convert between the diffusive
flux relative to the barycentric velocity, and the flux relative
to the volume averaged reference velocity. The elements of
matrix B are given by [36]
Bik = δik +
(
n3ν3
ck
c3
− nkνk
)
ci
ck
. (22)
Therefore, to determine the diffusion coefficients, we need to
determine all thermodynamic factors for, the partial volumes
νi , and phenomenological coefficients for L.
The phenomenological coefficients are calculated from
Green-Kubo theory [33,34], which states that
Lαβ = V3kB
∫ ∞
0
〈Jα(τ ) · Jβ(0)〉dτ, (23)
where due to time-reversal symmetry, Lαβ = Lβα . The ther-
modynamic factors and partial volumes can be calculated from
Kirkwood-Buff theory [35]. The well-known expression found
by Kirkwood and Buff states that for a fluid with m species
the thermodynamic factors are calculated from
1
kBT

αβ =
Cαβ
∑m
i,j=1 ninjC
ij −∑mi,j=1 ninjCiαCjβ
|C|∑mij=1 ninjCij
(24)
and the partial volumes from
να =
∑m
j=1 njC
αj∑m
i,j=1 ninjCij
. (25)
The matrix C is constructed from the elements
Cαβ = nαnβGαβ + nαδαβ (26)
and the quantity Cαβ denotes the cofactor of the element Cαβ
in the determinant |C|. The volume integrals of the radial
distribution functions Gαβ are calculated from
Gαβ =
∫
(gαβ(r) − 1) dr = 4π
∫
r2(gαβ(r) − 1)dr, (27)
where gαβ(r) is the radial distribution function of species α
and β. These integrals can be difficult to calculate as statistical
error in gαβ(r) at large r is magnified by the factor of r2, so
the numerical integrals may not converge. As was shown in
the previous work [13], a much simpler way to calculate this
quantity is through the partial structure factors:
Gαβ = 1
xαxβn
[lim
k→0
Sαβ(k) − xαδαβ], (28)
where n is the total number density of all species. By
calculating the low-k values of the partial structure factors
Sαβ(k), and extrapolating k → 0, the values of Gαβ can be
calculated in a much simpler way.
III. SIMULATION METHODS
The pair potential and parameters for our model are similar
to those described in our previous work [13], but here we
expand the model to include a second colloidal species. We
modeled the colloidal particles and solvent using a WCA
potential (a shifted and truncated Lennard-Jones potential)
which is modified to include a hard core. The potential takes
the following form:
φ(rij ) =
⎧⎪⎪⎨
⎪⎪⎩
∞ if rij 6 cαβ
4
[(
σ
rij − cαβ
)12
−
(
σ
rij − cαβ
)6]
+  if cαβ < rij < cαβ + 21/6
0 otherwise
, (29)
where rij is the center-to-center distance between the particles
i and j ,  is the depth of the potential well, and σ is the
nominal length scale of the potential (in this work all quantities
are expressed in reduced units where  = σ = 1). The cαβ
parameter introduces a hard core to the potential where α and
β are the two interacting species. This creates an excluded
region that increases the size of the colloidal particles relative
to the solvent and also gives different sizes to the colloid
species. A diagram of the potential is shown in Fig. 1. The
hard-core parameters we used in this work are given in
Table I.
In this model, the hard-core parameters cαβ in all colloid-
solvent interactions are set to zero in order to remove the
large excluded volume around the colloidal particles that led
to strong depletion effects [12,13]. This means that the hydro-
dynamic interactions are still present, and momentum transfer
can occur through the solvent, but these interactions may be
weak compared to those found in experimental systems.
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FIG. 1. Diagram of the pair potential between colloidal particles
with  = σ = 1.00 and cαβ = 3.034.
The colloid packing fraction  was calculated from
 = π
6V
(
N1d
3
1 + N2d32
)
, (30)
where di is the diameter of the colloidal particles. In the
usual hard-sphere simulations the diameter of the particle is
clear, but in this work we are using a hard core plus a WCA
repulsive potential. The WCA repulsive potential adds an extra
contribution to the diameter so that the effective hard sphere
diameter is not uniquely defined.
Hess et al. [37] have determined expressions for the
effective hard-sphere diameter of WCA particles as a function
of temperature. These authors defined the effective diameter d
to be the interparticle separation where the interaction potential
is equal to Boltzmann’s constant times the temperature φ(d) =
kBT . At the reduced temperature of 1.0 used in this work,
this gives an extra diameter of 1.0 to the particles due to the
WCA repulsion. This gives the colloidal species an effective
diameter of 4.03 and 3.73 times the diameter of the solvent
particles. Using the size ratio of the two colloidal species as
γ = 3.73/4.03 = 0.925 the polydispersity s is given by [22]:
s =
(
1 − 2γ
1 + γ
)
100%, (31)
which for the present system gives s = 3.9%.
All simulations were done with a total of 108 000 particles.
The calculated packing fraction , number of particles and the
volumes for the systems studied are shown in Table II.
The masses of the colloidal particles were set with the
goal of making them approximately neutrally buoyant in
the solvent. The mass needed to do this was calculated in the
same way as done by McPhie [38], which for a size ratio d1/d2
of 4.03 and 3.73 gave a mass ratio m1/m2 of 50 and 39.62,
respectively. Therefore, we used a mass of 1.0 for the solvent
TABLE I. Hard-core parameter cαβ for each species interaction
type.
Pair type cαβ
C1-C1 3.034
C1-C2 2.882
C2-C2 2.733
C1-S 0.000
C2-S 0.000
S-S 0.000
TABLE II. Number of solvent particles Ns , colloidal particles Nc,
average volume 〈V 〉, and packing fraction  for the systems studied.
System no. Ns Nc 〈V 〉 
1 106 910 690 128 670 0.261
2 106 510 1090 128 778 0.356
3 106 116 1490 129 131 0.449
4 105 928 1884 129 404 0.493
5 105 728 2072 129 905 0.539
6 105 628 2372 129 812 0.563
7 105 528 2472 130 764 0.582
8 105 480 2520 131 162 0.592
9 105 428 2572 131 791 0.601
10 105 328 2672 133 434 0.617
11 105 728 2976 141 788 0.635
particles and a mass of 50.0 and 39.62 for the two colloidal
species. This size and mass ratio is significantly smaller than in
an experimental colloidal suspension, but it has been shown to
be large enough for the larger particles to behave as Brownian
particles in a solvent [39].
All simulations were run using the MD package LAMMPS
[40] and results were post-processed using in-house code.
Simulations at each packing fraction were done under NPT
conditions at a reduced temperature of 1.00 and reduced
pressure of 7.85. The time integration scheme used follows the
time-reversible measure-preserving Verlet integrator derived
by Tuckerman et al. [41] with a time step of 0.005. The
temperature is held fixed using a Nosé-Hoover thermostat
while the pressure is held fixed using a Nosé-Hoover type
barostat, both with a damping parameter of 10. The simulations
were done at constant temperature and pressure in order to
better replicate the experimental conditions of a real colloidal
suspension.
IV. RESULTS
A. Interdiffusion coefficients
In order to calculate accurate values for the interdiffusion
coefficients, accurate values of the phenomenological coeffi-
cients Lαβ and thermodynamics factors 
αβ are needed. The
phenomenological coefficients Lαβ were calculated from the
integral of the colloidal particle mass-flux correlation functions
defined in Eq. (23). The mass-flux correlation functions were
calculated out to a maximum delay time of 25 000 time steps.
Numerical integration with the trapezoid rule was performed
on the correlation functions and the integrals were found
to converge. The resulting values of the phenomenological
coefficients are shown in Fig. 2.
For  < 0.36, all three coefficients are observed to change
very little with . But as the freezing point f is approached,
L11 (circles) and L22 (diamonds) were both found to decrease
while L12 (squares) increased. This trend continues into the
metastable region f <  < m with no obvious change in
behavior as the freezing point is crossed. This is quite
different behavior to that observed in previous work for the
unimodal system [13]. For the unimodal system, the single
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FIG. 2. Plot of the phenomenological coefficients L11 (circles),
L22 (diamonds), and L12 (squares) calculated from Eq. (23).
Error bars have not been shown as they are smaller than the
symbols.
phenomenological coefficient L11 was found to increase, and
then plateau, at the freezing point.
To determine the thermodynamic factors 
αβ , values for
Gαβ are needed. The integrals of the radial distribution
functions Gαβ were calculated from the zero-k values of
the partial static structure factors Sαβ using Eq. (28). As an
example of how the Sαβ(k → 0) were calculated, we have
shown data for all Sαβ(k) at  = 0.36 in Fig. 3. These are
plotted against k2, as Sαβ(k) is even in k. Although it is possible
that S(k) could be a nonanalytic function of k, and could
therefore also depend on odd or fractional powers of |k|, we
saw no evidence of this in our data. Therefore to determine
Sαβ(k → 0), a fifth-order polynomial in k2 was fitted to the
data and extrapolated back to k = 0. This was done for all
packing fractions studied.
All values calculated for Sαβ (k → 0) were used in Eq. (28)
to calculate Gαβ . The values for Gαβ were used in Eq. (24)
to calculate the thermodynamic factors 
αβ . Using the values
of the thermodynamic factors 
αβ , along with the values of
the phenomenological coefficients Lαβ shown in Fig. 2, the
four interdiffusion coefficients were calculated using Eq. (17).
These are shown in Fig. 4.
The main-term diffusion coefficients D11 and D22 relate
the flux of each component to its own concentration gradient,
while D12 and D21 are the cross-term diffusion coefficients
relating the flux of each component to the concentration
gradient of the other. At each given packing fraction the four
interdiffusion coefficients are of the same order of magnitude,
because of the comparable size of the two colloidal species.
All four coefficients increase as  increases, similar to the
behavior of the single interdiffusion coefficient of the unimodal
colloidal suspension in our previous work [13], which showed
an almost exponential increase on the approach to the freezing
point.
Although there are four interdiffusion coefficients in a
ternary system, there are only two independent diffusion
modes. The effective diffusion coefficients of these modes are
designated by D± and were calculated using Eq. (10). These
are shown in Fig. 5.
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FIG. 3. Plot of the low-k values of the static structure factors of
a system at a packing fraction of 0.36. A fifth-order polynomial line
of best fit was used to obtain the Sαβ (k → 0) values.
As discussed earlier, the + mode corresponds to
compression-dilation at fixed composition, while the − mode
corresponds to compositional changes at fixed total concen-
tration. As expected, D+ is found to have a much larger
↓
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FIG. 4. Plot of the four interdiffusion coefficients D11 (circles),
D12 (squares), D21 (diamonds), and D22 (triangles) against packing
fraction .
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FIG. 5. Plot of the two independent diffusion coefficients D± for
the (a) + mode and (b) − mode. Circles show the values calculated
from Eq. (10) and crosses show the values calculated from fit to
intermediate scattering function (ISF).
magnitude than D− (roughly 100× larger), indicating that
the total colloidal particle concentration relaxes on a much
quicker time scale than the time scale on which compositional
changes occur. D+ also increases as  increases, showing that
compression fluctuations relax faster with increased . This is
also seen in the single interdiffusion coefficient in the unimodal
system [13] as that mode also corresponds to relaxations in the
total density of the colloidal particles.
However, D− is observed to decrease as  increases,
indicating that the composition is relaxing at a slower rate.
This is consistent with the observations of Williams and
coauthors [22,28] who observed that compositional relax-
ation slowed down dramatically with increased , which in
turn inhibited crystallization. In this work we relate the
relaxation directly to D−, and so are able to calculate the
relaxation rate quantitatively. To determine the complete
behavior of this coefficient at larger , the values for D−
were determined independently from fits to F (k,τ ). These are
also shown in Fig. 5 (crosses) for the stable and metastable
fluids, as well as for a glassy state. Independent values for D+
could not be calculated from the fits to F (k,τ ) due to strong
wave-vector dependence at low k.
The last intermediate scattering function data point in Fig. 5
corresponds to a packing fraction well above the melting point
m, where the equilibrium state of the system is a crystal [42].
But, on the total simulation time scale, it was not observed
to relax to its equilibrium crystal state. At this value of ,
we estimate the magnitude of D− to be <10−9, indicating
that compositional changes can occur but will do so on an
extremely long time scale. This appears to be obstructing the
formation and growth of the colloidal crystal.
How D− is determined from F (k,τ ) will be shown in the
next section. We will also show that the − mode corresponds
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FIG. 6. Plot of F (k,τ ) data (symbols) for the packing fractions
at (a)  = 0.356, (b)  = 0.449, and (c)  = 0.493 together with
the multiexponential fit described in the text (red solid line through
the data points). Data shows the low wave-vector (kd = 0.55) decay.
The various components of the fitting function given in Eq. (32) are
also displayed separately according to the legend. The damped cosine
mode has also not been shown as its contribution is negligible on this
scale. For graphical clarity, not all available data points have been
displayed.
to the long-time decay of F (k,τ ) and therefore the decrease of
D− to an insignificant value at  = 0.592 corresponds to an
extremely slow decay in F (k,τ ) that is often associated with
structural arrest.
B. Intermediate scattering function
In this section, calculations of the colloidal particle in-
termediate scattering function F (k,τ ) will be shown for the
high-density stable fluid phase. The wave vectors studied were
those consistent with the periodic boundaries of the simulation
box [given in Eq. (4) up to n1 = n2 = n3 = 15]. We will
report wave vectors in the dimensionless form kd where d
is the average diameter of the colloidal particles (d = 3.73).
This allows direct comparison with corresponding kd values
measured in light-scattering experiments.
F (k,τ ) calculated for this system is shown in Fig. 6 for three
high-density fluid states at packing fractions  approaching
the freezing point. A multiexponential analysis was applied to
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the F (k,τ ) data in order to isolate the individual contributions.
We expect there to be at least two decay modes that correspond
to the ± modes predicted from Eq. (13), but additional modes
appear away from the k → 0 limit. These additional kinetic
modes were observed in the unimodal system [13] and can
also be attributed to memory effects. This multiexponential
analysis technique is similar to our previous work for the
unimodal system [13] and is ultimately based on the arguments
of Barocchi and coauthors [43–45]. The fitting function takes
the form:
F (k,t) ≈ A+ exp(−k2D+t) + A− exp(−k2D−t)
+AK exp(−k2DKt)
+Ad exp(−αt) cos(−βt + φ), (32)
where all coefficients are allowed to be wave-vector dependent.
The first two terms in Eq. (32) are the two thermodynamic
modes predicted from macroscopic nonequilibrium thermo-
dynamics. The third term is a kinetic mode, which only
appears outside the macroscopic diffusive limit (k > 0). The
last term is a damped cosine which takes into account the very
short-time nondiffusive decay of F (k,t). This term is present
in our system as the dynamics of the colloidal particles are not
truly Brownian at short times, but its contribution is almost
negligible. The total fit functions from Eq. (32), along with the
individual contributions, are also shown in Fig. 6.
The F (k,τ ) data shown in Fig. 6 is at kd = 0.55. This
is one of the lowest wave vectors that we could study that
was still consistent with the periodic boundary conditions of
the simulation box. In this low wave-vector limit, F (k,τ )
is expected to approach a double exponential decay as the
wavelengths being probed approach the macroscopic diffusive
limit (infinite wavelength). This behavior is observed for the
packing fraction of  = 0.356 [Fig. 6(a)] where the dominant
contributions come from the + and − modes, and the other
modes have negligible amplitudes.
For the higher packing fractions in the low-k region
[Figs. 6(b) and 6(c)], the + and − modes still dominate, but the
kinetic mode is nonzero and has a greater contribution at short
delay times. The kinetic mode makes a larger contribution
because, at these packing fractions, the wave vector being
studied is not low enough to be in the macroscopic diffusive
limit. As  increases, the maximum wave vector where
macroscopic diffusive behavior is seen decreases, just as was
observed in the unimodal system [13]. But we will show later
that Ak → 0 in the k → 0 limit for all , as expected.
We have identified two of the modes in Fig. 6 as the + (blue
dashed line) and − (purple dashed-dotted line) thermodynamic
decay modes, which can be justified in the following way; First,
these two modes have nonzero amplitudes in the k → 0 limit
identifying them as thermodynamic decay modes. Second, as
we will show, their diffusion coefficients extrapolate in the
k → 0 limit to the D± coefficients calculated independently
from Green-Kubo and Kirkwood-Buff theory.
As seen in Fig. 6, the short-time decay is governed by
the + and kinetic modes, while at long times the decay is
dominated by the − mode. Therefore, this long-time decay is
due to extremely slow long-range compositional relaxations
of the colloidal particles. As  increases, the amplitude of the
− mode increases, while the diffusion coefficient decreases.
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FIG. 7. Plot of the amplitudes of the (a) +, (b) kinetic, and (c)
− exponential decay modes for packing fractions of 0.356 (circles),
0.449 (squares), and 0.493 (diamonds).
This indicates that compositional relaxations are becoming
more prominent, while at the same time relaxing more slowly.
But at these packing fractions, the magnitude of D−(k) is still
nonzero, so F (k,τ ) is still able to decay to zero within an
accessible time scale. As was shown in Fig. 5, the decrease
in D− to negligible values at larger  results in a metastable
fluid that cannot relax on any accessible time scale.
To display in more detail the complete behavior of the mode
amplitudes and their dependence on packing fraction and wave
vector, Fig. 7 shows the amplitudes of the three diffusive decay
modes at three packing fractions. As previously observed for
the unimodal system [13], at low wave vectors the amplitude of
the kinetic mode Ak approaches zero. This indicates that the
decay of F (k,τ ) is approaching a double exponential decay
(as expected in the macroscopic diffusive limit). We should
also note that in the limit in which the asymmetry of the
two colloidal species vanishes, A− would also vanish [24].
Therefore, the extremely slow decay in F (k,τ ) is not observed,
and we also do not observe a glass transition [13].
The relationship between A+ and Ak is similar to that seen
between corresponding modes AL and As in the unimodal
system [13], but the amplitude of the new A− mode shows
interesting wave-vector dependence. It has a maximum in the
k → 0 limit and then decreases towards zero at some finite
wave vector. The gradual decrease in the contribution from
this mode at larger wave vectors can be explained by the fact
that, in the stable liquid phase, large wave-vector (or short
wavelength) density fluctuations do not require compositional
rearrangements in order to decay. But, as we will discuss in
the next section, this is not true for systems above the glass
transition packing fraction.
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FIG. 8. Plot of low-k values of the effective diffusion coefficients
for the (a) D+ and (b) D− modes. Arrows on y axis indicate the value
of the diffusion coefficients calculated for the corresponding packing
fractions. Data for D+ has been shifted up by multiples of 0.5 for
clarity.
Since the k → 0 behavior of F (k,τ ) should be given by
the solution to the hydrodynamic description of Eq. (13),
the decay should be the superposition of two exponentials
with diffusion coefficients equal to the two independent
macroscopic diffusion coefficients defined in Eq. (10). To
check this, in Fig. 8 we have plotted the low-k values of
D−(k) and D+(k) calculated from the fits (symbols) along
with D− and D+ calculated from equilibrium MD using the
Green-Kubo and Kirkwood-Buff theory (arrows).
The wave-vector dependence of D+(k) is similar to that ob-
served for the long-time diffusion coefficient in the unimodal
system [13]. In that work, we found that the wave-vector
dependence could be fitted well with a Lorentzian type
function of the form:
D+(k) = D+1 + α|k|β , (33)
where the coefficients α and β are free fitting parameters
that are not wave-vector dependent. Figure 8 shows that this
functional form also fits the data for D+ quite well over the
range of wave vectors investigated at each packing fraction.
Though we have not shown the values here, the α parameter
was found to increase exponentially with packing fraction,
while β remained relatively constant with an approximate
value of 2. This is identical to the observed behavior of the
corresponding mode in the unimodal system [13].
Interestingly, over the range of wave vectors studied, D−(k)
does not have any observable wave-vector dependence. The
values calculated from the fit to F (k,τ ) are also in good
agreement with the bulk diffusion coefficient D− (as shown in
Fig. 5). Because D−(k) does not show any clear wave-vector
dependence, the values used in Fig. 5 are the average of D−(k)
over the range shown in Fig. 8. We can also conclude from
the independence of D−(k) on wave vector that the time scale
on which compositional fluctuations decay scales as k2 for a
given .
In the stable liquid phase, the compositional fluctuations
decay at a much slower rate than the total density fluctuations
(D+ 
 D−). But at these packing fractions the fluid is still
able to relax to equilibrium within a reasonable experimental
time scale after a quench. As we will see in the next section,
D− decreases to negligible values in densely packed fluids
( > 0.58). This means that the compositional changes, which
are necessary for the formation of the equilibrium crystal
[22,28], cannot occur within a reasonable experimental time
scale, resulting in an extremely long-lived metastable state.
C. Glass transition
Above the melting packing fraction of the solid, the
thermodynamic force driving the fluid towards crystallization
increases to the point where crystallization can occur within
an experimental time frame. However, the development of an
equilibrium crystal structure is hindered by the rate at which
compositional changes can occur in regions of the fluid [7,8].
To study the effects of these two counteracting influences,
extremely low density homogeneous fluids were quickly
compressed using the barostat to a range of packing fractions
above the melting point. The systems were then allowed to
equilibrate to determine at which  crystallization would
occur. To determine whether crystallization has occurred, the
radial distribution function g(r) was calculated over intervals
of 500 000 time steps until no noticeable changes in the
structure of the system could be observed. The final g(r)
calculated are shown in Fig. 9.
The systems in the range of packing fractions 0.563 6  6
0.582 were all found to have completely crystallized. The g(r)
in these systems show a crystalline structure with the lattice
planes clearly seen as sharp peaks. These peaks extend out
to interparticle separations well beyond the first major peak,
showing long-range order characteristic of a crystal. This phase
0 1 2 3 4 5 6
rd
0
5
10
15
g(r
d)
Φ = 0.563
Φ = 0.582
Φ = 0.592
Φ = 0.601
Φ = 0.617
FIG. 9. Plot of the radial distribution function g(r) for packing
fractions above the melting point. Data for each  have been shifted
up by multiples of 2 for clarity.
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FIG. 10. Plot of the MSD for the larger species of colloidal
particles at the packing fractions indicated in the legend. For clarity,
not all data points have been shown.
behavior is consistent with the results from previous binary HS
systems [19].
For all > 0.592 the thermodynamic driving force towards
a crystalline state has increased, but there is no clear onset of
crystallization. In these systems, g(r) does not show clear
lattice planes but instead has a structure that resembles a dense
liquid. These systems have been allowed to equilibrate well
beyond the time it took for the lower  systems to completely
crystallize, indicating that for all packing fractions greater than
g = 0.587 ± 0.005 there is a mechanism inhibiting crystal-
lization and causing a long-lived metastable state to form. This
value of g is close to the glass transition packing fraction
observed in experimental systems with similar polydispersity
[46] as well as binary HS simulations [22], but it remains to
be seen whether the state points shown in Fig. 9 have actually
formed a glass or just a long-lived metastable liquid.
To determine whether glassy behavior is observed for
 > g , the mean-squared displacement (MSD) was calcu-
lated for the larger species of colloidal particles at packing
fractions ranging from a moderately dense stable liquid at
 = 0.261 to  = 0.635 and is presented in the form of a
double-logarithmic plot in Fig. 10. Diffusive motion can be
identified by those regions where the data follow a straight
line, which can be observed to occur at short times for all .
This short-time behavior corresponds to motion of the tagged
colloidal particle through the solvent inside its local cage.
Linear behavior is also observed at long times for the
systems with  < g , with the intermediate region showing
the transition from short-range diffusion through the solvent
to long-range diffusion through the solution. The intermediate
region is caused by the interaction of the tagged colloidal par-
ticle with its neighboring colloidal particles. This intermediate
time grows as  increases until the particles become trapped
by their nearest neighbors, leading to the extreme slow-down
and approach to a plateau of the MSD seen at at  > g . This
slow-down has been observed in many experimental works
on colloidal suspensions [46,47] and indicates that although
small-scale movement of the tagged particle inside its local
cage is possible, large-scale diffusion is extremely unlikely
within the experimental time window studied.
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FIG. 11. Plot of F (k,τ ) against τ for (a) at low wave vector
(kd = 1.62) and (b) at the structure factor peak, for the packing
fractions shown in the legend. Data for each  has been shifted
along the horizontal axis and for clarity not all data points have been
shown.
The MSD reflects the single-particle dynamics, and so
highlights the confinement of the tagged particle by its
surrounding particles. It is also interesting to look at the
behavior of the collective dynamics as seen through F (k,τ ).
The dramatic decrease in the D− coefficient seen in Fig. 5
manifests in F (k,τ ) as an extremely slow decay at long times.
In the stable fluid ( 6 0.493) this is only observed at small
k, as seen in Fig. 7. This was also true for the metastable fluid
below the melting point ( = 0.539) but it may not be true for
metastable systems when  > g .
To determine whether this is the case,F (k,τ ) was calculated
for systems with  > g and is shown in Fig. 11 on a
logarithmic scale for decays at a low wave vector [Fig. 11(a)]
and at the structure factor peak [Fig. 11(b)]. Also shown
is the F (k,τ ) for the stable liquid ( = 0.449 and 0.493)
and metastable liquid ( = 0.539) below the melting point.
Simulations were prepared by first compressing the systems
to the given packing fraction. After compression, multiple
consecutive simulations were run, with each lasting 106 time
steps (5000 reduced time units).F (k,τ ) was calculated for each
run and comparisons were made to determine when the system
had reached a steady state where changes in the decay curve
between runs could not be readily observed. After this point,
F (k,τ ) was accumulated and averaged over approximately
50 (or more) individual simulation runs each lasting 106 time
steps. However, we do note that since the systems with packing
fractions above the glass transition are in a nonequilibrium
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long-lived metastable state, slow ageing of these systems may
still occur [48].
The low-k data in Fig. 11(a) for the  dependence of
F (k,τ ) shows a definite trend. The slow long-time mode that
we associate with compositional relaxations is observed as
a secondary step in the decay. It is present at all  and is
seen to decay slower as  increases, corresponding to the
decrease in D− observed in Fig. 5. At  > 0.592, F (k,τ )
is still decaying at long times, but its decay rate is almost
negligible. We estimate that at  > 0.592 the value of D− has
decreased to <10−9, and at this rate of decay the time scale
on which compositional relaxations would completely decay
is well beyond the accessible simulation time.
Light-scattering experiments are limited in the lowest wave
vector that can be achieved (for an exception, see Martinez
et al. [14]). Usually, the main interest is at the wave vector
which corresponds to the structure factor peak. Therefore, we
have displayed the decay at these wave vectors in Fig. 11(b). At
these larger wave vectors (or, conversely, small wavelengths),
the large-scale compositional relaxation mode is not observed
at low . We can explain this by noting that at small length
scales, density fluctuations do not require large-scale motion
of the colloidal particles in order to relax.
At  > 0.592 the decay of F (k,τ ) undergoes a dramatic
change in behavior at large wave vectors. We see a slower
decay mode emerge, shown by the secondary step in the decay.
This two-step relaxation is found in experimental systems [15]
and is predicted by MCT with the faster β decay usually
associated with relaxation of particles inside their local cage
and the slower α decay associated with breaking of particles
from their local cage [31].
Our analysis shows that we can interpret the secondary
relaxation as the emergence of the compositional relaxation
mode at this wave vector. It shows that in order for the
smaller wavelength density fluctuations to decay at these
packing fractions, large-scale compositional rearrangements
are needed. This is completely consistent with the idea of
strongly caged colloidal particles where small-scale motion
within a cage may be easy, but large-scale excursions require
the cooperative motion of a larger number of particles [15].
However, there is a subtle but important difference in our
interpretation. In our previous work using this model without
polydispersity, we did not observe any glassy behavior, so there
must be a fundamental difference between the monodisperse
and polydisperse cases to explain this behavior. Some authors
studying deeply quenched monodisperse HS systems have
been able to observe glassy behavior at short times [49], but
these systems were able to readily crystallize via short-range
“shuffling” which allows amorphous regions to gradually
transform into crystallites [50]. These authors note that
additional fractionation must occur if polydisperse systems
are to crystallize. Thus for the polydisperse case shown here,
the key to the long-lived glass is that caging prevents the
composition from relaxing and never allows the system to
reach its equilibrium state.
The two different wave vectors displayed in Fig. 11 give
very different pictures of the nature of the − mode. At low k,
the − mode is always present while progressively its amplitude
increases and decay coefficient decreases. At the larger k the −
mode appears to emerge as the glass transition is approached.
This apparent emergence may simply be the result of an effect
that is usually only observed at large length scales being driven
to smaller length scales as particles become more caged. In
order for a colloidal particle to break out of its neighboring
cage, it requires cooperative motion of a larger number of other
colloidal particles.
We note that since D− is small but nonzero, we do not
observe complete structural arrest often considered as the
signature of a glassy state. However, the persistent downturn
of F (k,τ ) does not forbid us from identifying g ≈ 0.592 as
the glass transition packing fraction as this downturn is also
observed in some experimental [15,46,51,52] and simulation
[53,54] results above the glass transition. We have identified
this as g because, above this packing fraction, the relaxation
time of the system has grown to the point where the time it
would take the system to relax to its equilibrium crystal is well
beyond the accessible simulation time.
It may be possible to see further arrest by increasing
the polydispersity to levels seen in experimental colloidal
suspensions (>5%) or by using a continuous distribution of
particle sizes rather than two discrete sizes. A later study
on the dependence of D− on the total polydispersity and
distribution shape may be of interest in order to find conditions
that maximise the glass forming ability of the system.
V. CONCLUSION
Molecular dynamics simulations were conducted on a
model colloidal suspension with explicit solvent. In this study,
we extended previous work by including polydispersity into
the model by adding a second smaller species of colloidal
particles. The introduction of polydispersity had the effect of
inhibiting crystallization at large packing fractions, resulting
in glassy behavior. By calculating the intermediate scattering
function and relating its decay to multicomponent interdiffu-
sion coefficients, we attempted to establish the cause of this
crystallization inhibition.
We found that the inhibition of crystallization was caused by
the inability of the quenched fluid to undergo compositional
changes needed for the formation of crystals. This link was
determined by studying the − diffusive mode predicted for the
ternary system from nonequilibrium thermodynamic theory.
The effective diffusion coefficient D− of this mode was
calculated independently from the Green-Kubo and Kirkwood-
Buff theories. It was found to decrease as the packing fraction
increased, showing that compositional relaxations become
increasingly slow at large colloidal particle densities.
The long-time decay of the colloidal particle intermediate
scattering function at low wave vector was dominated by
the − decay mode. In the stable liquid phase, D−(k) was
found to be wave-vector independent, while the amplitudes
had a maximum in the k → 0 limit and then decreased to
zero at a finite wave vector. This showed that in this phase,
compositional relaxations only contribute to small wave vector
(large wavelength) density relaxations.
A decrease ofD− to negligible values at ≈ 0.592 resulted
in an extreme slow-down in the long-time decay of the
intermediate scattering function. This was identified as the
glass transition packing fraction because above this density,
the system did not relax to its equilibrium crystal state within
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the simulation time window. Unlike in the stable fluid phase,
the amplitude of the − mode was observed to be nonzero for
large wave vectors above the glass transition packing fraction.
We interpret this emergence of the compositional relaxation
mode by stating that in order for the smaller wavelength density
fluctuations to decay at these packing fractions, large-scale
compositional rearrangements are now needed. However, the
compositional relaxation time has grown to the point where
the time it would take the system to relax to its equilibrium
crystal is well beyond the accessible simulation time, thus
crystallization is inhibited.
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Chapter 5
Bimodal Hard-Sphere
5.1 Introduction
In this chapter results are presented for a bimodal hard-sphere system that is almost
identical to the previous bimodal colloidal suspension discussed in Chapter 4. However,
in this instance the solvent species have been excluded from the simulation, resulting in
a conventional binary HS system. Removing the solvent species from the computational
model changes the dynamics of the system as now the colloidal particles do not diffuse
through a solvent. The exclusion of the solvent does not change the phase behaviour,
so this binary system will also have crystallisation inhibited at large packing fractions
leading to a glass transition at Φ ≈ 0.57. It is of interest to study this model because it
closely matches the way previous authors have modelled these systems [135, 136].
The analysis of the relationship between the interdiffusion coefficients and the glass
transition seen in the previous chapter can not be applied in the same way. This is
because a binary fluid only has a single interdiffusion (mutual diffusion) coefficient,
rather than the four interdiffusion coefficients seen in a ternary system [159]. So the
D− coefficient that governs the relaxation of composition in the ternary system [158] is
not defined in the binary fluid. However because the binary system has the same phase
behaviour as the ternary system, ie. it vitrifies at large packing fractions, this raises
the question; what is the analogous quantity in the binary HS system that governs the
relaxation of composition? And as a follow up question; is this quantity also linked to
the glass transition in a binary system?
In this chapter an attempt is made to answer this question by first calculating the single
mutual diffusion coefficient Dm (and all the contributing factors) at packing fractions
leading up to the glass transition. A justification is given for why this transport coef-
ficient plays the same role as D− does in the ternary system, and it is shown that Dm
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is also related to compositional relaxation. The mutual diffusion coefficient is shown to
also be related to the decay of the intermediate scattering function, and a decrease in
Dm to negligible values at Φ ≈ 0.57 corresponds to the arrest of the long-time decay
of the intermediate scattering function, which ultimately leads to vitrification of the
system.
All quantities in this chapter are given in reduced units, see Appendix A for details.
5.2 Mutual Diffusion Coefficient
In the macroscopic diffusive limit (k → 0), the decay rate of the colloidal particle
intermediate scattering function F (k, τ) can be related to the diffusion coefficients of the
solution. This is because small fluctuations about equilibrium in the colloidal particle
number densities δn1 of long wavelength can be described by the diffusion equations
[159]
∂
∂t
δn1(r, t) = Dm∇2δn1(r, t) (5.1)
where n1 is the number density of the larger colloidal particle species. In this chapter
subscript 1 indicates the larger colloidal particle species while subscript 2 indicates
the smaller species. It does not matter which species is considered to be component
1. Eq. (5.1) could be written in terms of the second species with the same diffusion
coefficient.
The mutual diffusion coefficient Dm can be calculated from equilibrium MD simulations
using a combination of Green-Kubo [161, 162] and Kirkwood-Buff theory [163]. The
diffusion coefficient for a 2-component isothermal fluid is defined by the linear flux-force
relation [159]:
J01 = −Dm∇n1, (5.2)
where J01 is the diffusive number-density flux defined as
J01 = n1(v1 − v0). (5.3)
Here v1 is the centre of mass velocity of the larger colloidal species and v
0 is the volume
average streaming velocity given by
v0 =
2∑
α=1
nαvαvα (5.4)
where vα is the partial molecular volume of species α.
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The diffusion coefficient is defined in terms of the flux measured relative to the volume
average streaming velocity, but it is more convenient for computation to calculate the
phenomenological coefficients defined by flux laws expressed in terms of the barycentric
(mass average) streaming velocity. The relationship between the phenomenological co-
efficients with respect to the barycentric velocity and the diffusion coefficients measured
relative to the volume average velocity can be written as [159];
Dm =
L11n2v2
c22
(
∂µ1
∂n1
)
p,T,n2
, (5.5)
where L11 is the phenomenological coefficient, µ1 is the chemical potential of species 1, c2
is the mass fraction of species 2, p is the pressure and T is the temperature. Therefore
to determine the mutual diffusion coefficient the thermodynamic factor ∂µ1/∂n1, the
partial volume of the species 2 ν2 and phenomenological coefficient L11 need to be
determined.
The phenomenological coefficient is calculated from Green-Kubo theory [161, 162] which
states that
L11 =
V
3kBT
∞∫
0
〈J1(τ) · J1(0)〉dτ. (5.6)
where V is the volume and J1 in this instance is calculated in the barycentric reference
frame of the simulation box. The thermodynamic factor and partial volumes can be
calculated from Kirkwood-Buff theory [163]. The well known expression found by Kirk-
wood and Buff states that for a fluid with 2 species the thermodynamic factor can be
calculated from
1
kBT
(
∂µ1
∂n1
)
p,T,n2
=
1
n1
+
G12 −G11
1 + n1(G11 −G12) (5.7)
and the partial volume of species 2 from
v2 =
1 + n1(G11 −G12)
n1 + n2 + n1n2(G11 +G22 − 2G12) . (5.8)
The volume integrals of the radial distribution functions Gαβ are calculated from
Gαβ =
∫
(gαβ(r)− 1) dr = 4pi
∫
r2(gαβ(r)− 1)dr (5.9)
where gαβ(r) is the radial distribution function of species α and β. These integrals can
be difficult to calculate as statistical error in gαβ(r) at large r is magnified by the factor
of r2, so the numerical integrals may not converge. These integrals can be calculated in
a much simpler way by calculating this quantity through the partial structure factors
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[156, 158]:
Gαβ =
1
xαxβn
[
lim
k→0
Sαβ(k)− xαδαβ
]
, (5.10)
where n is the total number density of all species. By calculating the low-k values of
the partial structure factors Sαβ(k), and extrapolating to k → 0, the values of Gαβ can
be calculated.
5.2.1 Phenomenological Coefficient
In order to calculate accurate values for the mutual diffusion coefficient from Eq. (5.5),
accurate values of the phenomenological coefficient L11, partial volume of the colloidal
particles vα and the thermodynamic factor ∂µ1/∂n1 are needed. The phenomenological
coefficient L11 was calculated from the integral of the colloidal particle number density
flux correlation functions defined in Eq. (5.6). The number density flux correlation func-
tions were calculated every 10 timesteps, with the correlation function being calculated
out to a maximum delay time of 104 timesteps. The data for this correlation function
is shown in Fig. 5.1
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Figure 5.1: Plot of the number flux correlation function 〈J1(τ)·J1(0)〉/3 for the larger
species of colloidal particle at packing fractions approaching the glass transition.
Numerical integration with the trapezoid rule was performed on the correlation functions
and all the integrals were found to converge within the maximum delay time. The
resulting values of the phenomenological coefficients are shown in Fig. 5.2.
The L11 coefficient is the proportionality constant that determines how much number
density flux J1 would result from a given chemical potential gradient ∇µ1. In chapter
3, the L11 was observed to increase with packing fraction. However, in Fig. 5.2 we see
the L11 has a clear downward trend as the packing fraction increases. This shows that
for this system for a given chemical potential gradient, the total flux decreases as the
packing fraction increases.
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Figure 5.2: Plot of the phenomenological coefficient L11 calculated from Eq. (5.6) at
packing fractions approaching the glass transition.
A possible explanation for the difference between the unimodal and bimodal system
is that in the unimodal system the solvent particles do not increasingly hinder the
movement of the colloid particles as the packing fraction increases. However in this
binary colloidal system the two species would hinder the movement of each other as the
packing fraction increases, and so we see a decrease in L11. We can already see from
Fig. 5.2 that this hindering of particle movement leads to a decrease in L11 to negligible
values at large packing fraction, which will cause Dm to do the same.
5.2.2 Thermodynamic Factor and Partial Volumes
The thermodynamic factor ∂µ1/∂n1 and partial volumes να were calculated from Eq. (5.7)
and Eq. (5.8) respectively. This required accurate values of the volume integrals of the
radial distribution functions Gαβ. The Gαβ were calculated from the zero-k values of
the partial static structure factors Sαβ using Eq. (5.10). As an example of how the
Sαβ(k → 0) were calculated, data has been shown for a packing fraction of Φ = 0.27
in Fig. 5.3. These functions are plotted against k2 as Sαβ(k) is found to be even in
k. Although it is possible that S(k) could be a non-analytic function of k, and could
therefore also depend on odd or fractional powers of |k|, there is no evidence of this in
the data.
The values of Sαβ calculated for each packing fraction were used in Eq. (5.10) to calculate
Gαβ, which are shown in Fig. 5.4. The general trends of all three Gαβ are the same,
with just with a difference in magnitude between the three components. This is because
both species are very similar in size, and so possess similar structure with the same
dependence on packing fraction.
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Figure 5.3: Plot of the low-k values of the static structure factors of a system at a
packing fraction of 0.27. A 5th order polynomial line of best fit was used to obtain the
Sαβ(k → 0) values.
The values for Gαβ calculated at each packing fraction were used in Eq. (5.8) to calculate
να, which are shown in Fig. 5.5. The partial volume of the colloidal particles is also
seen to decrease as the packing fraction increases. The decrease seen in the partial
volumes is caused by the increase in pressure of the fluid as the packing fraction increases.
The decrease in vα indicates that effective volume for each particle is smaller at larger
pressures, as expected.
The values of Gαβ calculated for each packing fraction were also used in Eq. 5.7 to
calculate ∂µ1/∂n1, which is shown in Fig. 5.6. The trend of this coefficient is similar
to the partial volume and phenomenological coefficients. All coefficients decrease with
increased packing factor. This is very different to what was observed in the unimodal sys-
tem in chapter 3, where the thermodynamic factor increased exponentially with packing
fraction.
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Figure 5.4: Plot of the volume integrals of the radial distribution function Gαβ cal-
culated from Eq. 5.10.
5.2.3 Mutual Diffusion Coefficient
By combining the calculated values for the phenomenological coefficient shown in Fig. 5.2,
the thermodynamic factors shown in Fig. 5.6 and partial molecular volumes shown in
Fig. 5.5, the mutual diffusion coefficient Dm was calculated using Eq. (5.5). These are
shown in Fig. 5.7 (circles). On the same figure values of Dm calculated from fits to the
intermediate scattering function at low wavevectors have also been plotted (crosses).
The mutual diffusion coefficient is observed to decrease as the packing fraction increases,
again differentiating the system from the unimodal system with a single colloidal species
in a solvent. In the unimodal system, the mutual diffusion coefficient was observed to
increase as the packing fraction increases [156]. Dm has the opposite packing fraction
dependence in this system with binary colloids because, unlike the solvent in the uni-
modal system, the second colloidal species hinders diffusion of the first (and vice versa).
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Figure 5.5: Plot of the partial volume vα for species 1 (circles) and species 2 (crosses)
calculated from Eq. 5.8.
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Figure 5.6: Plot of thermodynamic factor ∂µ1/∂n1 calculated from Eq. 5.7.
This is because the size of the two species of colloidal particle is comparable. The trend
observed in Fig. 5.7 agrees very well with the work of Bernu and coworkers [144], who
showed that the interdiffusion coefficient of the binary HS system decreases as the pack-
ing fraction increases, and ultimately vanishes at the glass transition packing fraction.
In the next section the values of Dm calculated from the fit to the decay of F (k, τ) are
shown. They agree very well with those independently calculated from Green-Kubo and
Kirkwood-Buff theory, indicating that this coefficient is responsible for the decay of the
intermediate scattering function. This means that in this binary system without the
solvent, Dm may play the same role as D− did in the ternary system with solvent. The
single mutual diffusion coefficient Dm determines the rate at which diffusion occurs in
the presence of a concentration (or composition) gradient, just as D− did in the ternary
system.
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Figure 5.7: Plot of the single mutual diffusion coefficient for the solution against
packing fraction. Circles show the values calculated from Eq. (5.5) and crosses show
the values calculated from fit to F (k, τ).
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The value estimated for Dm from the decay of the intermediate scattering function at
Φ = 0.57 is extremely small. It shows that at this packing fraction, compositional
relaxation is extremely slow, and so the system does not relax to equilibrium within
the simulation time window. This is exactly the same situation as was observed in the
ternary bimodal solution in Chap. 4 and [158].
5.3 Intermediate Scattering Function
In this section, results for the colloidal particle intermediate scattering function F (k, τ)
will be shown. The intermediate scattering function shown in this section includes all
colloidal particles (both species). F (k, τ) calculated for this system is shown in Fig. 5.8
for the packing fractions shown in the legend at a wavevector of kd = 0.3044, which
is one of the lowest wavevectors that could be studied that is still consistent with the
periodic boundary conditions of the simulation box. In this low wavevector limit, F (k, τ)
is expected to approach a single exponential decay as the wavelengths being probed
approach the macroscopic diffusive limit (infinite wavelength).
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Figure 5.8: Plot of F (k, τ) data (symbols) and the single exponential fit (line) for
packing fractions shown in the legend.
The line of best fit shown in Fig. 5.8 is a single exponential, showing that at this wavevec-
tor the decay of the intermediate scattering function (except at extremely short times)
is single exponential. The decay coefficients of the fitted exponentials were shown in
Fig. 5.7 where it is noted that they are in excellent agreement the values calculated from
Green-Kubo and Kirkwood-Buff theories. Since all the decays are single exponential, it
shows that at this system size we are in the hydrodynamic limit for all packing fractions.
This is easier to achieve with this binary HS system than the one with solvent as the
system sizes can be larger since we do not have to simulate a large number of solvent
particles.
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Figure 5.9: Plot of the radial distribution function g(r) for packing fractions above
the melting point. Data for each Φ have been shifted up by multiples of 2 for clarity.
To determine whether crystallisation has been inhibited at large packing fractions, the
radial distribution function g(r) was calculated over intervals of 500000 time steps until
no noticeable changes in the structure of the system could be observed. The final
g(r) calculated are shown in Fig. 5.9. The systems in the range of packing fractions
0.563 ≥ Φ < 0.582 were all found to have completely crystallised. The g(r) in these
systems show a crystalline structure with the lattice planes clearly seen as sharp peaks.
These peaks extend out to interparticle separations well beyond the first major peak,
showing long-range order characteristic of a crystal. This phase behaviour is exactly the
same as was observed in the bimodal system [158] for the same quench rate.
For all Φ ≥ 0.592 there is no clear onset of crystallisation, indicating that for all packing
fractions greater than Φ = 0.587 there is a mechanism inhibiting crystallisation and
causing a long-lived metastable state to form. The formation of a glassy state is consis-
tent with many previous studies of binary HS systems [61, 67, 144, 164, 165] and occurs
at the same value of Φg in this system as the bimodal suspension [158], confirming that
the solvent particles do not have an effect on the phase diagram.
To better observe the change in the decay of the intermediate scattering function across
the glass transition, the decay of the intermediate scattering functions are shown in
Fig. 5.10 with a log-x scale. At all packing fractions in the liquid phase (Φ < 0.545)
the intermediate scattering function decays to zero within the simulation time window.
However, above 0.592 the intermediate scattering function no longer decays to zero
within the maximum delay time. The decay rate is non-zero but extremely small, as
also observed in other binary HS systems [61]. It is this small decay rate that was used
in Fig. 5.7. Therefore, on the timescale of our observation this system has formed a
long-lived glass, just as in the bimodal suspension seen in chapter 4.
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Figure 5.10: Plot of F (k, τ) data for packing fractions shown in the legend.
5.4 Conclusion
Molecular dynamics simulations were conducted on a model binary HS system. Unlike
in chapters 3 and 4, the solvent has been excluded from the simulations. This was done
in order to compare with previous work and to study a binary glass former, rather than
a ternary one.
It is found that this system did have the same phase behaviour as the bimodal suspen-
sion, confirming that the solvent had no effect on the phase behaviour. Just like the
bimodal colloidal suspension it is found that the inhibition of crystallisation was caused
by the inability of the quenched fluid to undergo compositional changes needed for the
formation of crystals. This link was determined by studying the mutual diffusion coeffi-
cient Dm predicted for the binary system from non-equilibrium thermodynamic theory.
The mutual diffusion coefficient Dm was calculated independently from Green-Kubo and
Kirkwood-Buff theory. It was found to decrease as the packing fraction increased, show-
ing that compositional relaxations become increasingly slow at large colloidal particle
packing fractions.
The long-time decay of the colloidal particle intermediate scattering function at low
wavevector was dominated by the Dm decay mode. A decrease of Dm to negligible
values at Φ ≈ 0.592 resulted in an extreme slow down in the long-time decay of the
intermediate scattering function. This was identified as the glass transition packing
fraction because above this density, the system did not relax to its equilibrium crystal
state within the simulation time window. The compositional relaxation time has grown
to the point where the time it would take the system to relax to its equilibrium crystal
is well beyond the accessible simulation time, thus crystallisation is inhibited. This in-
dicates that for a binary glass former, Dm plays an analogous role to the D− coefficient
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in the ternary glass former. This is an interesting finding considering that the next sys-
tem being shown in Chapter 6 is a sugar solution, which is a binary glass forming system.
Chapter 6
Trehalose Solution
6.1 Introduction
Chapter 6 consists of the fourth paper published during this Ph.D. project. In this
chapter results are shown for a trehalose solution, which is a more experimentally inter-
esting system than the colloidal suspension, but is far more difficult to simulate. The
key question addressed here is does the trehalose solution behave in a similar way to the
binary colloidal system? That is, is the arrest of compositional relaxation also linked to
the glass transition in this system?
Since this is a binary system, there is again only a single interdiffusion (mutual diffusion)
coefficient. Data for this coefficient is shown at concentrations and temperatures leading
down to the glass transition. As discussed in chapter 5, this coefficient is the slowest
decay mode in the intermediate scattering function, and is related to the relaxation of
composition. Results in this chapter show that just like the colloidal suspension, the
interdiffusion coefficient in the trehalose solution is related to the long-time decay of the
intermediate scattering function, which arrests at the glass transition temperature.
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6.2 Paper 4: The study of compositional relaxation on the
approach to the glass transition in a model trehalose
solution
S. D. W. Hannam, P. J. Daivis, and G. Bryant. The study of compositional relaxation
on the approach to the glass transition in a model trehalose solution. Physical Review
E, 2018 (submitted).
The contribution of S. D. W. Hannam to this paper was that he performed all the
simulations, wrote code to process the output, then did the analysis. He also contributed
to the discussions with his supervisors P. J. Daivis and G. Bryant and implemented the
changes suggested by his supervisors.
The study of compositional relaxation on the approach to the glass transition in a
model trehalose solution
S. D. W. Hannam, P. J. Daivis,∗ and G. Bryant
School of Science and Centre for Molecular and Nanoscale Physics,
RMIT University, GPO Box 2476, Melbourne Vic. 3001, Australia.
(Dated: February 24, 2018)
Molecular dynamics simulation was used to study the dynamics of the cryoprotectant molecule
trehalose in equilibrium and metastable solutions at concentrations ranging from extremely dilute
(2 wt.%) up to extremely concentrated (95 wt.%). We calculated the mutual diffusion coefficient
Dm at temperatures approaching the glass transition temperature Tg. Similar to a recent observa-
tion made on a glass forming model colloidal suspension [Hannam et. al., Phys. Rev. E 96 022609
(2017)], we found that Dm is associated with the system’s ability to undergo compositional changes
and is responsible for the long-time decay of the intermediate scattering function. We also observed
that Dm decreased on the approach to the glass transition temperature, resulting in an extremely
slow long-time decay in the intermediate scattering function that culminated in the arrest of con-
centration fluctuations giving rise to a plateau in the intermediate scattering function at Tg. The
similarity in the behaviour of these two very different glass forming systems (colloidal suspension
and sugar solution) shows the importance of the mutual diffusion coefficient in the understanding
of vitrification.
I. INTRODUCTION
The cryopreservation of biological cells and tissues is
essential in such fields as artificial insemination, organ
transplantation, virus research [1] and preservation of
endangered species [2]. However, during the cooling pro-
cess, ice crystals may form inside cells (intracellular ice
formation), which usually leads to cell death [3]. Vitrifi-
cation is a cryopreservation process in which the sample
is preserved in a glassy state, and is one of the means by
which cellular damage can be avoided [4]. Vitrification
requires high concentrations of glass forming molecules,
and sufficiently fast cooling rates that crystallization can
be avoided [5–8].
In nature this is achieved by the accumulation of high
concentrations of disaccharides (sucrose and trehalose),
which occur in significant quantities in certain plants,
seeds, and invertebrates adapted to endure desiccation
and freezing [9–12]. The success of small sugars as cry-
oprotectants has two major facets: first, they reduce de-
hydration damage to cell membranes, through mecha-
nisms which have been investigated at length [13–21];
and second, they encourage vitrification, which is the fo-
cus of this work.
In nature these molecules are created inside cells. How-
ever, they are not membrane-permeable, so are not suit-
able on their own as artificial cryprotectants as they
cannot penetrate cells. In cryopreservation, it is com-
mon to use permeating cryoprotectants such as DMSO,
which can encourage vitrification and hinder ice forma-
tion, however high concentrations of such cryoprotectants
are chemically toxic, disrupting membranes and damag-
ing cells. There is however the possibility to combine
∗ Electronic mail: peter.daivis@rmit.edu.au
glass forming sugars with lower concentrations of perme-
ating cryoprotectants to achieve successful cryopreserva-
tion or desiccation tolerance [22, 23].
FIG. 1. α,α-Trehalose where hydrogen atoms have been emit-
ted for clarity. All carbon and oxygen atoms have been la-
beled.
This study focusses on trehalose, which has the highest
glass transition temperature of any of the disaccharides
[9, 16, 17], though the physical mechanisms underlying
this are far from clear. It is a nonreducing disaccharide
that results from the combination of two D-glucopyranose
molecules through (1→ 1) glycosidic linkages. The α,α-
trehalose dimer is shown in figure 1. The propensity for
trehalose to vitrify has been attributed by some workers
to its ability to alter the water structure, making it less
ordered and thus hindering ice formation [18, 19, 21]. By
contrast, others suggest that the vitrification properties
are related to its ability to affect the dynamics of the
2water [16].
When it comes to studying the change in dynamics of
the solution in the lead up to vitrification, great attention
is paid to single particle dynamics, often through study
of the self diffusion coefficient [24–26]. Though this prop-
erty does provide useful information on the decrease in
mobility in the approach to the glass transition, previous
work by the authors on colloidal suspensions [27, 28] has
highlighted the importance of the collective dynamics, as
seen through the interdiffusion coefficients, in determin-
ing whether a system will form a glass. This work showed
that the glass transition corresponded to a decrease in
a particular interdiffusion coefficient D− to a negligible
value, resulting in a plateau forming in the intermediate
scattering function that signifies the formation of a glass.
This D− coefficient is an eigenvalue of the 2 × 2
matrix of interdiffusion coefficients for the ternary col-
loidal fluid, and is directly related to the system’s abil-
ity to make compositional changes. Since compositional
changes are necessary for a quenched multicomponent
system to meet the local stoichiometry for crystallization,
it was hypothesised that the inability to make composi-
tional changes was the cause of the observed crystalliza-
tion inhibition, and ultimately led to the formation of a
long-lived metastable glassy state.
It is of interest to this work to determine whether this
behaviour is more universal. In particular, can it be ob-
served in a water-saccharide solution on the approach to
the glass transition. Water-saccharide solutions and col-
loidal suspensions are both glass forming systems, but
differ greatly in that one can be considered analogous to
a simple atomic hard-sphere suspension, while the other
is a complex molecular solution. Therefore if such an
analogous relationship exists, it may point to a common
underlying physics governing these two systems.
When ice crystals form and grow in a solution they
exclude the solutes, and thus the concentration of the so-
lutes increases in the unfozen solution. This is known as
the freeze-concentration effect [29]. One of the suggested
cryopreservation mechanisms for trehalose is that, as the
solute is excluded from the crystal, there appears to be
a local increase in the solute concentration near a grow-
ing ice interface, which inhibited the ice-crystal growth
[30, 31]. The ability for the solution to mix and allow
the water crystal to grow relies on its ability to make
compositional changes at the interface.
In the saccharide solution, the transport coefficient
that determines the relaxation of composition is the mu-
tual diffusion coefficient Dm. It determines how quickly a
concentration gradient (or concentration fluctuation) will
decay. Though there have been some experimental mea-
surements of Dm for other saccharide solutions [32], to
the authors knowledge the data for trehalose is extremely
limited [33]. Therefore this will be one of the first stud-
ies of the mutual diffusion coefficient of trehlose across
a broad temperature and concentration range. Dm can
also be related to the decay of the intermediate scatter-
ing function [34, 35], which is a key quantity measured in
dynamic scattering that shows the arrest of density in the
approach to the glass transition. If Dm plays the same
role in vitrification in the saccharide solution as D− does
in the colloidal suspension, it would offer key information
into the processes involved in vitrification, and may help
determine why trehalose is such a good vitrifier compared
to other disaccharides.
The outline of this paper is as follows: first we give a
summary of the computational model used, and describe
how we calculated the mutual diffusion coefficient in equi-
librium MD using time correlation functions. Then we
independently determine the glass transition tempera-
ture of the solution by quenching to low temperatures,
and calculate the constant pressure heat capacity upon
heating. We go on to show how the mutual diffusion
coefficient (and all the factors that contribute to it) be-
have on the approach to the previously determined glass
transition temperature.
We then perform a multiexponential analysis of the wa-
ter intermediate scattering function over the same range
of concentrations and temperatures, to show that the
long-time decay of the intermediate scattering function is
governed by the mutual diffusion coefficient. We demon-
strate that the extremely long relaxation time of the fluid,
which manifests as an extremely slow decay, and ulti-
mately the arrest of the intermediate scattering function,
is linked to the reduction in the diffusion coefficient Dm
to a negligible value. This allows a physical interpreta-
tion of the cause of the glass transition, and shows a strik-
ing similarity between the underlying physics governing
the mechanism of the glass transition in the saccharide
solution and the colloidal suspension.
II. THEORY
A. Intermediate Scattering Function
The molecular intermediate scattering function
Fαβ(k, τ) is defined as the normalised auto-correlation
function of a Fourier component of the molecular number
density:
Fαβ(k, τ) =
1
N
〈nα(k, τ)n∗β(k, 0)〉
Sαβ(k)
(1)
where nα(k, t) is given as
nα(k, t) =
Nα∑
j=1
exp(−ik · rj(t)) (2)
and N is the total number of molecules, Nα is the number
of molecules of species α and rj(t) denotes the center of
mass position of molecule of particle j at time t. The
static structure factor Sαβ(k) is defined as:
Sαβ(k) =
1
N
〈nα(k, 0)n∗β(k, 0)〉. (3)
3where * signifies the complex conjugate. In an MD simu-
lation, the wavevector k being studied must be consistent
with the periodic boundary conditions of the simulation
box:
k =
2pi
L
(a1, a2, a3) (4)
where ai is an integer and L is the length of the simulation
box (in this work the box is cubic so Lx = Ly = Lz).
From Eq. (4) we see that the lowest non-zero k value
that can be studied in an MD simulation has a mag-
nitude of |kmin| = 2pi/L. As the fluid is isotropic the
correlation functions Fαβ(k, τ) and Sαβ(k) only depend
on the magnitude k = |k|, so an average is done over
all k of equal magnitude. The intermediate scattering
functions shown in this work will all be molecular cen-
ter of mass density autocorrelation function of the water
molecules F11(k, τ). In order to simplify the notation the
subscripts will be dropped, and we will simply denote
F (k, τ) = F11(k, τ). However if we need to distinguish
between the two species, subscript 1 represents the water
while subscript 2 represents the trehalose.
B. Calculation of the Mutual Diffusion Coefficient
The mutual diffusion coefficient can be calculated
from equilibrium MD simulations using a combination of
Green-Kubo [36, 37] and Kirkwood-Buff theory [38]. The
diffusion coefficient for a 2-component isothermal fluid is
defined by the linear flux-force relation [39]:
J01 = −Dm∇n1, (5)
where J01 is the diffusive molecular flux defined as
J01 = n1(v1 − v0). (6)
Here v1 is the center of mass velocity of the water
molecules and v0 is the volume average streaming ve-
locity given by
v0 =
2∑
α=1
nαvαvα (7)
where vα is the partial molecular volume of species α.
The diffusion coefficient is defined in terms of the flux
measured relative to the volume average streaming ve-
locity, but it is more convenient for computation to cal-
culate the phenomenological coefficients defined by flux
laws expressed in terms of the barycentric (mass average)
streaming velocity. The relationship between the phe-
nomenological coefficients with respect to one reference
velocity and the diffusion coefficients measured relative
to another can be written as [39];
Dm =
L11n2v2
c22
(
∂µ1
∂n1
)
p,T,n2
, (8)
where L11 is the phenomenological coefficient, µ1 is the
chemical potential of the water, c2 is the mass fraction of
trehalose and p is the pressure. Therefore to determine
the mutual diffusion coefficient we need to determine the
thermodynamic factor ∂µ1/∂n1, the partial molecular
volume of the sugar ν2 and phenomenological coefficient
L11.
The phenomenological coefficient is calculated from
Green-Kubo theory [36, 37] which states that
L11 =
V
3kBT
∞∫
0
〈J1(τ) · J1(0)〉dτ. (9)
where T is the temperature and J1 in this instance is
calculated in the barycentric reference frame of the sim-
ulation box. The thermodynamic factor and partial vol-
umes can be calculated from Kirkwood-Buff theory [38].
The well known expression found by Kirkwood and Buff
states that for a fluid with 2 species the thermodynamic
factor is calculated from
1
kBT
(
∂µ1
∂n1
)
p,T,n2
=
1
n1
+
G12 −G11
1 + n1(G11 −G12) (10)
and the partial volume of species 2 from
v2 =
1 + n1(G11 −G12)
n1 + n2 + n1n2(G11 +G22 − 2G12) . (11)
The volume integrals of the radial distribution functions
Gαβ are calculated from
Gαβ =
∫
(gαβ(r)− 1) dr = 4pi
∫
r2(gαβ(r)− 1)dr (12)
where gαβ(r) is the radial distribution function of species
α and β. These integrals can be difficult to calculate as
statistical error in gαβ(r) at large r is magnified by the
factor of r2, so the numerical integrals may not converge.
As was shown in the previous work [27, 28] a much sim-
pler way to calculate this quantity is through the partial
structure factors:
Gαβ =
1
xαxβn
[
lim
k→0
Sαβ(k)− xαδαβ
]
, (13)
where n is the total molecular number density of all
species. By calculating the low-k values of the partial
structure factors Sαβ(k), and extrapolating to k → 0,
the values of Gαβ can be calculated in a much simpler
way.
C. Multiexponential Analysis
One goal of this work is to determine the effect that
trahalose has on the decay of the intermediate scattering
function, to determine whether the long-time decay can
be associated with the mutual diffusion coefficients. We
4do this via a multiexponential analysis technique simi-
lar to our previous work for the colloidal system [27, 28],
which is ultimately based on the arguments of Barocchi
and coauthors [40]. They showed that the complete be-
havior of any normalized autocorrelation function of a
classical many-body system can be described by a gener-
alized Langevin equation, the exact solution of which can
be written as an infinite sum of exponential functions
C(t) =
∞∑
j=1
Aj exp(zjt) (14)
where Aj and zj are mode amplitudes and decay coeffi-
cients, respectively. Such modes can be associated with
relaxation channels in the system. If Aj and zj are com-
plex quantities, the corresponding mode and its complex
conjugate are both present in the series and, taken to-
gether, they represent an exponentially damped oscilla-
tion. Otherwise, real Aj and zj define a purely exponen-
tial decay. An approximate solution to the generalized
Langevin equation can be found by truncating Eq. (14)
at a finite number of terms. The behaviour of the coef-
ficients can then be studied by fitting the resulting func-
tion to experimental and simulation data. This proce-
dure can be difficult, due to the large number of free
fitting parameters. Barocchi and coauthors found that
the number of free fitting parameters can be reduced by
constraining the solution. They showed that the zero
time properties of the solution given in Eq. (14) must
obey the relation [
dmC(t)
dtm
]
t=0
= 0 (15)
where m is an odd integer. When a finite number of
exponential terms are retained, Eqs. (14) and (15) can
only be valid for m up to a certain value depending on
the approximation level and the model assumed. The
combination of Eqs. (14) and (15) allows the number of
free fitting parameters to be reduced.
The minimum number of terms that need to be re-
tained in Eq. (14) to accurately fit the intermediate scat-
tering function data depends on the state point being
studied. However we found that for the pure water sys-
tem at the wavevectors and temperatures we studied,
three real and one complex mode was needed to model
the complex decay of the intermediate scattering func-
tion. The addition of the trehalose molecules causes an
additional real exponential decay mode to emerge which
decays orders of magnitude slower than any of the decay
modes observed in the pure water system. We will en-
deavour to show that this additional slow decay mode is
associated with relaxation of composition and has a de-
cay rate proportional to the mutual diffusion coefficient.
III. SIMULATION METHODS
In this work we have chosen to model the trehalose
molecule using the OPLS potential [41] which was devel-
oped for liquid systems and has been further optimized
for all-atom simulations of carbohydrate solutions [42]. It
is a fully flexible, all-atom model which includes charges,
Lennard-Jones (LJ) interactions as well as linear bond
length, bond angle and dihedral potentials. The param-
eters for a bending interaction between an sp3 carbon-
ether oxygen-acetal carbon were used to approximate the
bending at the glycosidic linkage. A detailed description
of the implementation of the OPLS force field is given
elsewhere [43]. In this work we use the SPC/E potential
[44] for the water molecules in the solution. This model
is rigid and unpolarisable but still captures many of the
correct properties of real water.
All of the models used in this work include LJ and
coulombic interactions. The trehalose molecule has
bonded interactions with spring potentials, while the
bonds on the water molecule are held fixed using the
SHAKE algorithm. The LJ parameters were chosen
from the references above [42]; the cutoff distance in this
work was set to 12 A˚ for all atoms. The usual Lorentz-
Berthelet combining rules were used to calculate cross-
interaction parameters. A long-range correction was ap-
plied to the energy and virial to account for the trun-
cation of the potential at the cutoff. The long-range
Coulombic interactions were calculated using the Ewald
summation method.
All simulations were run using the MD package
LAMMPS [45] and results were post-processed using in-
house code. Simulations at each packing fraction were
done under NPT conditions at a range of temperatures
but always at a constant pressure of 1 atmosphere. The
time integration scheme used follows the time-reversible
measure-preserving Verlet integrator derived by Tucker-
man et al. [46] with a time step of 1 fs. The temperature
is held fixed using a Nose´-Hoover thermostat while the
pressure is held fixed using a Nose´-Hoover type barostat,
both with a damping parameter of 100 fs. The number
of water and trehalose molecules in each simulation is
shown in Table. I.
TABLE I. Weight % concentration of trehalose, number of
water molecules NW , number of trehalose molecules NT and
glass transition temperature found Tg.
Weight % NW NT Tg(K)
0 1728 0 180
2.2 1728 2 181
9.0 1728 9 180
80.0 256 64 255
95.0 64 64 306
At each concentration we attempted to study systems
at temperatures close to the glass transition temperature
Tg. However, the ability to do this was limited at higher
concentrations as the trehalose molecules were not com-
pletely soluble at certain temperatures. The method for
5determining Tg will be shown next.
IV. RESULTS
A. Glass Transition Temperature
In order to study the dynamics on the approach to the
glass transition, we must first determine the glass tran-
sition temperature for this model at each concentration.
We determined the glass transition temperature by fol-
lowing a technique that mimics the procedure used in
differential scanning calorimetry (DSC) experiments. It
exploits the fact that the glass transition is indicated by
an inflection in the heat capacity upon heating from a
glass [47–49]. The procedure was as follows: systems
were equilibrated at temperatures well above the glass
transition temperature (300 K for 0%, 2.2% and 9% so-
lutions, and 500 K for 80% and 95% solutions), then the
reference temperature of the thermostat was decreased
linearly in time to cool the solution. A cooling rate of
3 × 1010 K/s was used to anneal the systems from the
initial temperature down to 100 K. This was followed by
heating back to the initial temperature at the same rate
with the total enthalpy being calculated and saved every
1 ps. This was repeated 25 times and the results were
averaged over all runs. Then, we used Matlab to apply a
smoothing spline fit to the averaged enthalpy data with a
smoothing parameter of 10−6 in order to conduct numer-
ical differentiation. The constant pressure heat capacity
Cp was calculated by numerical differentiation of the to-
tal enthalpy versus temperature. The values for Cp as a
function of temperature are shown in Fig. 2 for each con-
centration studied. The glass transition temperature was
determined by fitting the linear regions before and after
the initial increase in Cp, then taking Tg as the intercept
as is customary [48].
For pure water, the glass transition temperature Tg
was found to be at ≈ 180 K. This is slightly lower than
the value of Tg calculated by Kreck and Mancera for the
same cooling rate of ≈ 188 K [47]. There is a slight ar-
bitrariness as to which region of the data are fitted that
could account for the difference. Kreck and Mancera also
neglected long-range corrections to the LJ potential that
could also slightly shift the glass transition temperature.
A value of 180 − 188 K is above the experimental value
of Tg for pure water that has been estimated in differen-
tial scanning calorimetry (DSC) measurements of hyper-
quenched water to be 136 K. This was found by detecting
the small increase in the heat capacity of water associ-
ated with vitrification [50, 51], though some interpret this
as a prepeak preceding the true glass transition, which
has been theorized to occur at the higher temperature of
165 K [50–52]. However this can not be tested as this
falls within water’s ‘no mans land’ where crystallisation
occurs too quickly for the supercooled fluid to be stud-
ied. Determining Tg from MD simulation usually results
in a higher value than is found experimentally as Tg is
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FIG. 2. Plot of the constant pressure heat capacity Cp as
a function of temperature for trehalose wt.% concentrations
shown in the legend.
highly dependent on the cooling rate, which is orders of
magnitudes faster in MD than in experiments.
The inclusion of trehalose increases the glass transition
temperature, thus favouring vitrification, though not in
a linear fashion. The inclusion of small concentrations of
trehalose does not significantly increase the glass transi-
tion temperature. The addition of 2.2 wt.% and 9 wt.%
only increases the temperature by a couple of degrees,
making it difficult to resolve since the method for deter-
mining Tg is not clearly defined. In line with what is ob-
served in experiment, a large concentration of trehalose
is required to raise the glass transition significantly [53].
This is observed in the higher concentration solutions
shown in Fig. 2b and 2c, where at 80 wt.% the glass
transition temperature is estimated to be 255 K, very
close to the experimental value of ≈ 252 K [53]. A fur-
ther increase to 95 wt.% results in a glass transition of
311 K compared to the experimental value of ≈ 327 K
[53]. Therefore, at 95% concentration the solution would
now be a glass under ambient conditions. Tg is difficult
to determine at higher concentration because the tem-
perature range of the glass transition grows, making the
extrapolation more uncertain.
6B. Mutual Diffusion Coefficients
In order to calculate accurate values for the mutual dif-
fusion coefficient from Eq. (8), accurate values of the phe-
nomenological coefficient L11, partial molecular volume
of trehalose v2 and the thermodynamic factor ∂µ1/∂n1
are needed. The phenomenological coefficient L11 was
calculated from the integral of the water molecule mass-
flux correlation functions defined in Eq. (9). The mass-
flux correlation functions were calculated at intervals of
5 fs out to a maximum delay time of 100 ps for the low
concentrations solutions (< 10 wt.%) and out to 1 ns for
the high concentration solutions. Numerical integration
with the trapezoid rule was performed on the correlation
functions and all the integrals were found to converge
within the maximum delay time. The resulting values of
the phenomenological coefficients are shown in Fig. 3 for
(a) 2.2 wt.% solution and (b) 95 wt.% solutions.
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FIG. 3. Plot of the phenomenological coefficient L11 calcu-
lated from Eq. (9) for (a) 2.2% and (b) 95% trehalose for
temperatures approaching each concentrations corresponding
glass transition temperature Tg. Note the x-axis scales differ.
The L11 coefficient is the proportionality constant that
relates how much number density flux would result from
a given chemical potential gradient. As we might have
expected, the value of L11 is observed to decrease as the
temperature decreases. The lowest temperature at which
this quantity was calculated at each concentration was
slightly above the corresponding glass transition temper-
ature. Attempts to calculate L11 at lower temperatures
than Tg result in a value indistinguishable from zero,
showing that the particle movement is arrested. The de-
pendence of L11 on temperature is similar at both con-
centrations shown in Fig. 3. This trend is observed at all
concentrations studied, though there are difficulties cal-
culating this quantity at intermediate concentrations as
the sugar is supersaturated for a larger range of tempera-
tures above the glass transition [53]. As we will see later,
it is the L11 coefficient that dominates the dependence
of the mutual diffusion coefficients Dm on temperature,
rather than the thermodynamic factor or partial molec-
ular volume.
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FIG. 4. Plot of the low-k values of the static structure factors
of a system at a concentration of 95% and temperature of
600K. A forth-order polynomial line of best fit was used to
obtain the Sαβ(0) values.
To determine the thermodynamic factor ∂µ1/∂n1 and
partial molecular volumes να, values for the integrals of
the radial distribution functions Gαβ are needed. The
Gαβ were calculated from the zero-k values of the par-
tial static structure factors Sαβ using Eq. (13). As an
example of how the Sαβ(k → 0) were calculated, we have
shown data for the concentration of 95 wt.% and tem-
perature of 600K in Fig. 4. These functions are plotted
against k2 as Sαβ(k) is found to be even in k. Although
it is possible that S(k) could be a nonanalytic function
of k, and could therefore also depend on odd or frac-
tional powers of |k|, we saw no evidence of this in our
data. Therefore to determine Sαβ(k → 0), a forth-order
polynomial in k2 was fitted to S11 (water-water), S12
(water-trehalose) and S22 (trehalose-trehalose) data and
extrapolated back to k = 0. At lower concentrations, a
lower order polynomial was used if it was found to fit
7the data well. For the low concentration systems (< 10
wt.%), the S22 was usually quite noisy and did not have
a strong dependence on k due to the small number of tre-
halose molecules. Therefore, in order to determine S22(0)
in these systems a simple average was done over all the
k values studied.
All values calculated for Sαβ(k → 0) were used in
Eq. (13) to calculate Gαβ . The values for Gαβ were
used in Eq. (10) to calculate the thermodynamic factor
∂µ1/∂n1 and Eq. (11) to calculate the partial molecular
volumes να. The partial molecular volumes for trehalose
have not been shown here, though they were found to
have a qualitatively similar dependence on temperature
and concentration to that seen in experimental systems
[54]. The partial volume of the water molecule was found
to be approximately 30 A˚3 as expected from experiment,
while the trehalose molecule has a value of approximately
355 A˚3. The partial molecular volume decreases with
temperature as the density of the fluid increases.
The thermodynamic factor is show in Fig. 5 for (a) 2.2
wt.% solution and (b) 95 wt.% solution. This quantity
decreases as the temperature decreases. The uncertain-
ties also grow on the approach to Tg as it becomes more
difficult to get accurate values for Sαβ(k → 0). The
thermodynamic factor enters into the equation for the
mutual diffusion coefficient (Eq. (8)) from the conversion
between the true driving force of diffusion (chemical po-
tential gradients ∇µi) to a quantity that can be easily
measured (concentration gradients ∇ni). It is positive
as the addition of a molecule of water adds chemical po-
tential to the solution, but it’s decrease in magnitude at
lower temperatures is the result of individual molecules
having lower chemical potential. Therefore, this quantity
acts to decrease the overall mutual diffusion coefficient at
lower T , but not to the same dramatic extent as L11.
The mutual diffusion coefficient was calculated from
Eq. (8) for all concentrations and temperatures. The
mutual diffusion coefficients are show in Fig. 6 for (a) 2.2
wt.% and (b) 95 wt.% solution, along with the glass tran-
sition temperature found for these concentrations. The
mutual diffusion coefficient is observed to decrease on
the approach to the glass transition temperature. The
main quantities that contribute to the temperature de-
pendance are the phenomenological coefficient L11 and
the thermodynamic factor ∂µ1/∂n1, both of which de-
crease on the approach to the glass transition. However,
it is the L11 coefficient decrease to zero at the glass tran-
sition temperature that causes Dm to do the same.
To the authors knowledge this is the first time that
low temperature data for the mutual diffusion coefficient
of trehalose has been presented from simulation or ex-
periment. Literature data for the mutual diffusion coeffi-
cient of trehalose even at higher temperatures is sparse at
best [33], which is surprising considering that trehalose is
such an important cryoprotectant molecule [55]. There-
fore, we are unable to check whether the values we calcu-
late for Dm quantitatively match with the experimental
system on the approach to the glass transition temper-
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FIG. 5. Plot of the thermodynamic factor ∂µ1/∂n1 calculated
from Eq. 10 for (a) 2.2 wt.% and (b) 95 wt.% trehalose for
temperatures approaching each concentrations corresponding
glass transition temperature Tg. Note the x- and y-axis scales
differ.
ature. There is limited experimental data available for
the similar molecule sucrose that shows reasonable quan-
titative agreement at 298 K [32], though no data at low
temperatures are available. In any case, Fig. 6 shows
that Dm is observed to decrease on the approach to the
glass transition at all concentrations studied, indicating
that compositional relaxation slows as the temperature
decreases. Dm is also observed to decrease as the con-
centration increases, also indicating that the addition of
more trehalose molecules slows compositional relaxation.
However, it can be difficult to directly compare Dm at
the same temperatures for different concentrations as tre-
halose is not soluble at all concentrations and tempera-
tures.
Because of the limited accuracy with which the mu-
tual diffusion coefficient can be calculated at low tem-
peratures, it is difficult to determine if and where Dm
extrapolates to zero. The values at the lowest tempera-
tures measured just above Tg are found to be small but
non-zero, though the trend in Dm is consistent with a
decline to a negligible value at Tg, exactly what was ob-
served in the colloidal suspension [27]. This trend is ob-
served at all concentrations studied, from the extremely
low concentration show in Fig. 6a, to the extremely high
concentrations shown in Fig. 6b.
The decrease in Dm can be related to the system’s
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FIG. 6. Plot of the mutual diffusion coefficient Dm calculated
from Eq. 8 for (a) 2.2 wt.% and (b) 95 wt.% trehalose for
temperatures approaching each concentrations corresponding
glass transition temperature Tg. Note the x- and y-axis scales
differ.
ability to make compositional changes, just as the D−
coefficient was in the colloidal suspension. Therefore, the
decrease in Dm to negligible values at Tg shows that the
glass transition correlates with the inability of the sys-
tem to make the compositional changes needed to form
a stable crystal.
C. Intermediate Scattering Function
In this section, results for the water molecules’ inter-
mediate scattering function F (k, τ) will be shown for
low concentration solutions (< 10 wt.%) and extremely
high concentration solutions (> 80 wt.%) at tempera-
tures leading approaching the glass transition tempera-
ture Tg. The wave vectors studied were those consistent
with the periodic boundaries of the simulation box [given
in Eq. (4) up to a1 = a2 = a3 = 10] as our interest in
this work is looking at the decay at low wavevectors close
to the hydrodynamic limit. This is because it allows us
to extrapolate to k → 0 and compare the decay coeffi-
cients extracted from fits to the intermediate scattering
function to our independently calculated mutual diffusion
coefficients Dm.
F (k, τ) calculated for this system is shown in Fig. 7
for (a) pure water, (b) 2.2 wt.% and (c) 9 wt.% of tre-
halose. A multiexponential analysis was applied to the
F (k, τ) data in order to isolate the individual mode con-
tributions. The number of individual decay modes that
need to be retained in Eq. (14) to accurately fit the data
depends on the state point and wavevector that is be-
ing studied. The data for the pure water required at
most three real and one complex decay mode to accu-
rately model the decay, owing to the complicated decay
of F (k, τ) at short-times. However, the addition of tre-
halose caused an extra long-time decay mode to appear,
which we attribute to compositional relaxations.
The origin of the decay modes in the pure water system
shown in Fig. 7a is not the focus of this work, and is sim-
ply to set a baseline to compare with after the addition
of the trehalose (for a detailed discussion of a complete
method to analyse collective correlation functions for wa-
ter see work by Omelyan and coworkers [56]). However,
the decaying oscillatory function that results from the
complex mode in the fit could be related to the acous-
tic mode, and the real exponential terms to the heat
mode, both of which are predicted from hydrodynamic
theory [57] and have been observed in pure water sys-
tems [58, 59]. The focus of this work is on the additional
mode that emerges when trehalose molecules are added
to the solution. In Fig. 7b we see that at the extremely
low concentration of 2.2% the original short-time modes
observed in pure water are still present, however their
contribution to the complete decay of the intermediate
scattering function has greatly diminished. These short-
time modes now only make up ≈ 40% of the complete de-
cay at 2 wt.%, and only ≈ 10% of the decay at 95 wt.%,
with this trend continuing at higher concentrations. At
moderate concentrations the decay is dominated by the
new long-time relaxation mode that is not present in the
pure water system. This shows that the intermediate
scattering function in the sugar solution does not decay
via short-time dynamics, but via a different long-time
mechanism.
At just 2.2 wt.%, this new mode extends the relaxation
of the intermediate scattering function out by over two
orders of magnitude, showing a significant slow-down in
the relaxation of the water molecules. This would have
the effect of inhibiting the crystallisation of the water as
the compositional changes needed to meet the stoichiom-
etry of a crystal containing trehalose and water would be
slow to occur. This crystallisation inhibition is observed
experimentally through the large effect that the solute
has on lowering the homogenous nucleation temperature
Th of the water, which is the lowest temperature that
supercooled water can achieve using experimental cool-
ing rates before crystallisation occurs. However, it is in-
teresting to note that even though the dynamics of the
water molecules has slowed down, it is not enough to no-
ticeably raise the glass transition temperature at these
cooling rates. As we saw in Fig. 2, large concentrations
of trehalose are needed to increase the relaxation time by
enough to result in a significant increase in Tg at these
ultra fast cooling rates.
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FIG. 7. Plot of the intermediate scattering function F (k, τ) of the water molecules at trehalose weight fractions of a) 0 wt.%,
b) 2.2 wt.% and c) 9.0 wt.% at a low wavevector of 0.3372 A˚−1 and temperature of 298 K.
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FIG. 8. Plot of wavevector dependance of the long time mode
a) decay coefficients Dm(k) and b) amplitudes Am(k). Data
at trehalose weight fractions of 2.2 wt.% and temperatures
shown in the legend. Independently calculated values of Dm
from Fig. 6a are shown as arrows and dotted line shows aver-
age of Dm(k) taken over the k range shown.
It has been shown in ionic liquids [34], liquids contain-
ing dissolved gases [60, 61], binary Lennard-Jones flu-
ids [35] and model colloidal suspensions [27, 28] that the
slowest decay mode observed in the intermediate scat-
tering function is related to interdiffusion coefficients. It
is conceivable that the slowest decay mode in this sugar
solution may be a different process that is not related
to collective diffusion, so here we seek to determine the
source of the long-time mode in the intermediate scat-
tering function. To do this we extracted the decay-
coefficients of the long-time mode from the fits to com-
pare against the independently calculated Dm that were
given in Fig. 6a. The extracted decay coefficients are
shown in Fig. 8 (symbols) along with the independently
calculated mutual diffusion coefficients (arrows).
The decay coefficient seems to be wavevector indepen-
dent, so in order to determine the k → 0 value an average
was done over the wavevector range shown, and is indi-
cated by the dotted line in Fig. 6a. As can be observed,
in the k → 0 limit the decay coefficients of the long-
time decay of the intermediate scattering function have
good agreement with the independently measured mu-
tual diffusion coefficients, as was found in the colloidal
system [28]. This can be shown at all concentrations
provided that the long-time exponential decay mode can
be isolated. This becomes harder at higher concentra-
tions or lower temperatures, as the wavevector needed to
be in the hydrodynamic limit (where we see exponential
decay) decreases, so larger simulation sizes are needed
(since kmin = 2pi/L). This is evidence that the slowest
collective process limiting the decay of the intermediate
scattering function is also compositional relaxation.
The amplitudes Am(k) were also extracted from the
fits to the long-time mode and they are shown in Fig. 6b.
The compositional mode amplitudes have a maximum in
the k → 0 limit that corresponds to long wavelength den-
sity fluctuations. As k increases, shorter wavelength den-
sity fluctuations are being probed, so the compositional
relaxation mode has a smaller contribution. At moder-
ate wavevectors of k > 0.7 − 0.8 A˚−1, the amplitude of
this mode decreases to where it makes an insignificant
contribution to the decay of the intermediate scattering
function. This type of behaviour was also observed in the
10
FIG. 9. Plot of the water intermediate scattering function
F (k, τ) at trehalose weight fractions of 2.2 wt.% and 298 K
at wavevectors k shown in the legend. Inset shows S(k) at low
wavevectors to help visualise the position of the wavevectors
in the structure factor.
colloidal suspension [28] and we explained this by saying
that high-k density fluctuations would decay via small-
scale local movements, and would not need large scale
compositional rearrangements to decay.
To better visualise the wavevector dependence of the
compositional relaxation mode we have plotted the inter-
mediate scattering function in Fig. 9 at a number of low
wavevectors for a) 2.2 wt.% and b) 9.0 wt.% trehalose.
The insets show the values of the structure factor S(k)
to help us visualise the wavevectors being probed. The
decay rate of F (k, τ) is slowest at the lowest k where
long wavelength density fluctuations are being probed,
and it increases with increasing k as shorter wavelength
density fluctuations decay faster. As we saw previously,
the k dependence of Dm(k) is (roughly) independent of
wavevector, so the decay rate of F (k, τ) scales with k2
as expected. This mode can be seen by the secondary
hump in the decay, and we see that its amplitude is max-
imum in the low-k limit, and decreases as k increases. At
k ≈ 1.0 A˚−1 the mode amplitude is quite small, showing
that this process is only significant for the decay of large
wavelength density fluctuations. However as the concen-
tration of trehalose increases, the persistence of this mode
to larger k increases. This can be seen be comparing the
decay at k = 0.92 A˚
−1
at both concentrations where the
amplitude is larger for the 9 wt.% solution.
Since the long-time decay of the intermediate scatter-
ing function is governed by the mutual diffusion coeffi-
cient, and this coefficient decreases on the approach to
the glass transition, we expect the long-time decay of the
intermediate scattering function to slow down on the ap-
proach to Tg and eventually plateau at Tg as Dm → 0.
Fig. 10 shows the decay of the intermediate scattering
function for a) 2.2 wt.% and b) 95 wt.% at temperatures
down to and just beyond Tg. We have chosen to focus
on these two concentrations as they allow us to show the
two extremes in the behaviour of the intermediate scat-
tering function. Solutions at these concentrations remain
single-phase at temperatures close to their glass transi-
tion temperatures, allowing us to obtain data at each
state point. We note that no ageing was observed for
systems above Tg.
FIG. 10. Plot of the water intermediate scattering function
F (k, τ) at trehalose weight fractions of a) 2.2 wt.% and b) 95.0
wt.% for temperatures leading down to the glass transition.
The F (k, τ) decay at 2.2 wt.% shown in Fig. 10a high-
lights two key processes as the temperature decreases.
First, the acoustic mode seen by the reversal in F (k, τ)
at≈ 4×10−13 s is decaying slower as the solution becomes
more solid like and the soundwave is able to propagate
further as it is not being dissipated in the solution. Sec-
ond, the long-time compositional mode decay, which is
11
the limiting factor in the decay of the intermediate scat-
tering function, decays more slowly. At temperatures
below the glass transition temperature, both the sound
mode and the mutual diffusion mode no longer decay on a
reasonable timescale, and so we see the classic plateau in
the intermediate scattering function which signifies that
a glass has formed.
The decay at 90.0 wt.% is simpler. It shows a continua-
tion of the trend already observed in Fig. 7 at low concen-
trations. The addition of trehalose suppresses the short
time dynamic relaxation so that the intermediate scat-
tering function decays completely via long-time concen-
tration relaxation. The decay rate of this mode decreases
as the temperature decreases, until the relaxation time
increases to well beyond the maximum delay time of the
simulation, and the system has formed a glass. At both
concentrations the long-time decay rate decreases on the
approach to the glass transition temperature. This re-
sults in an extremely slow decay at temperatures slightly
below Tg. This shows that over the timescale observable
in our MD simulations the slowing down and eventual
’arrest’ that is observed in the long-time tail of the in-
termediate scattering function is directly linked to the
slow-down and arrest in compositional relaxations.
V. CONCLUSION
Molecular dynamics simulations were conducted on a
model trehalose solution to study its behaviour on its
approach to the glass transition. In this study, we seek to
determine whether the arrest of concentration relaxations
could be linked to the glass transition of the solution,
which has been observed in model colloidal suspensions.
We first determined the glass transition temperature of
the solution at various concentrations by quenching the
fluid and calculating the constant pressure heat capacity.
A sudden inflection in the heat capacity allowed us to
determine Tg. We found that small concentrations of
trehalose (< 9 wt.%) did not increase Tg by a measurable
amount, but very large concentrations > 80 wt.% had a
large effect on Tg.
The mutual diffusion coefficients were calculated from
equilibrium MD simulations using a combination of
Green-Kubo and Kirkwood-Buff theory. This was done
for a number of temperatures and concentrations, which
is the first time that the mutual diffusion coefficient (and
all its factors that contribute) has been shown for tre-
halose solutions in simulation or experiment. Dm was
found to decrease with increased trehalose concentration.
It also decreased with temperature showing that concen-
tration is relaxing slower at lower concentrations. This
culminated in a decrease to negligible values at Tg, some-
thing that has also been observed in colloidal suspensions.
This shows a similarity of these two glass forming systems
where the glass forms where at a temperature at which
concentration cannot relax, and so the system would not
be able to reach its equilibrium structure in the simula-
tion time window.
The mutual diffusion coefficient was shown to corre-
spond to the slowest decay mode in the intermediate
scattering function at low wavevectors. Therefore, the
decrease in Dm to negligible values resulted in an ex-
tremely slow decay in the intermediate scattering func-
tion and the formation of a plateau, which is usually asso-
ciated with the arrest of the system which comes when it
forms a glass. This slow decay mode was found to become
more dominant as the concentration increases, showing
that the relaxation at large concentrations is dominated
by the relaxation of concentration.
This work shows the importance of the mutual diffu-
sion coefficient and the relaxation of composition to the
process of vitrification. By observing very similar be-
haviour in two very different glass formers: a colloidal
suspension and sugar solutions, it points to a possible
universality in the relationship between the arrest of com-
position and the glass transition. We believe it would
be prudent to obtain more experimental and simulation
data on the mutual diffusion coefficient in trehalose so-
lutions as it is currently lacking. More experimental and
simulation studies looking at this relationship in other
glass forming systems would also be beneficial to test the
universality of the observations made.
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Chapter 7
Summary and Conclusion
7.1 Introduction
This chapter summarises the main findings of this doctoral program of research and
describes possible future work that the author believes would be fruitful avenues for
further research.
The successful cryopreservation of biological systems is extremely important. Vitrifica-
tion, which is a type of cryopreservation technique where a system is cooled to cryogenic
temperatures in the absence of ice is the holy grail as it avoids all the major damage to
biological systems that occurs during ice formation. However this is quite difficult to do
practically because large concentration of cryoprotectant (CPA) molecules are needed
to allow vitrification at reasonable temperatures and cooling rates. This high concen-
tration may be toxic, and so there is a trade off between the concentration required for
vitrification and its inherent toxicity.
Vitrification can currently be used to preserve many types of biological systems, such
as human tissues [42], spermatozoa [41], human egg cells (oocytes) [43] and even rabbit
kidneys [45] just to name a few examples. But the goal is to eventually enable the
preservation of systems as complex and massive as whole human organs [45, 166, 167] in
the hope that they could be banked [1, 167] and stored for times that are shorter than
current organ recipient waiting times.
With the increase in computational power, computer simulations are a viable technique
complementary to experiment to study the mechanism of the vitrification process. It
has been used to study vitrification in simple systems such as colloids [168], metals [169],
polymers [170] and sugar solutions [126]. Simulation has also been used to increase effi-
ciency of vitrification techniques for waste treatment [171], and even to help understand
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the vitrification process in complex biological systems from oocytes [172, 173] to kidneys
[174]. Therefore simulation is an indispensable addition to study certain situations that
may be difficult or impossible with current experimental techniques.
For future advances in vitrification processes it is essential to have an understanding of
the mechanism by which systems vitrify and the properties of a substance that indicate it
will make a good glass former. As a result, this doctoral program aimed to use molecular
dynamics simulation to increase the understanding of the vitrification process. This was
done by improving previous simulation models and using them to calculate quantities
that have so far been neglected in experiment and simulation, though these quantities
may be instrumental in understanding the vitrification process.
7.2 Aim and Methods of this Study
The primary aim was to use MD simulation to study vitrification in two very different
glass forming systems; a colloidal suspension and a trehalose solution. In particular, the
goal was to explore the relationship between the arrest of compositional relaxation and
glass formation in the two systems, and determine if any similarities in the vitrification
mechanism exists. This was done by:
• Creating a new model for the colloidal suspension with explicit solvent with the
aim of improving agreement between the dynamics of the computational model
and the experimental system.
• Studying a unimodal colloidal suspension (without polydispersity) on the approach
to crystallisation by calculating the interdiffusion coefficient and intermediate scat-
tering function, and attempting to determine a relationship between these two
properties.
• Studying a bimodal colloidal suspension (with polydispersity) on the approach
to the glass transition. The interdiffusion coefficients and intermediate scatter-
ing function were also calculated and compared against the unimodal system to
determine how crystallisation is inhibited by polydispersity.
• Performing the same analysis on the trehalose solution on the approach to the
glass transition with the aim of determining whether a similar mechanism for
vitrification can be observed.
This project utilised the molecular dynamics (MD) simulation method to perform this
research. MD is a computational method for simulating systems by solving Newton’s
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equations of motion for all particles in the system. This method was chosen as it is a
powerful technique that can complement experiment, and allows the determination of
properties that may be quite difficult to determine experimentally. One of the shortfalls
of MD simulation is that it uses Newton’s equations of motion, and does not include any
polarisation or nuclear quantum effects [70]. This is because the inclusion of the factors
would make the simulation too computationally expensive.
7.3 Key Findings
7.3.1 Parameterising Model for Colloidal Suspension
At the beginning of the project the conclusion was reached that the current single
component HS model being used in MD simulations [135, 175] does not completely
capture the correct dynamics of an experimental colloidal suspension. This is because it
neglects the solvent [67, 135] or only includes the solvent implicitly [176, 177]. Since the
goal of this work was to study the dynamics on the approach to the glass transition, it
was believed that the inclusion of the solvent explicitly in our model was needed in order
to correctly match the dynamics of the experimental fluid. The solvent was included
into the model by adding a second significantly smaller species of HS particles (as has
been done previously [178]). Therefore the model had larger colloidal particles (1 or 2
species depending on whether it was unimodal or bimodal) suspended in a fluid made up
of much smaller solvent particles. This added hydrodynamic interactions into the model
that would not be present if the solvent was excluded. The first research question of
this project asked; how well does this new model reproduce the structural and dynamic
properties of a real colloidal suspension?
It was found (as has been seen by previously authors [179]) that the addition of a second
smaller species significantly alters the structure of the larger species. This is undesirable
as the structure of the pure HS system already matches very closely to the experimental
structure [180]. So a way had to be found to include the solvent, but not in such a way
that it significantly altered the structure of the larger species.
After calculating the radial distribution function and the static structure factor, an
extremely strong attraction was observed between the larger colloidal particles that
emerged when the solvent was added. It was concluded that this attraction was due
to large depletion effects caused by the excluded volume around the colloidal particles
which the smaller solvent particles could not access. This led to larger pressures around
the colloidal particles than between them, and thus they were pushed together. These
strong depletion forces are not present in experimental HS colloidal suspensions, and are
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purely due to the relatively small size ratio (4:1) that was necessary due to computational
limitations.
Since the depletion effects were caused by the large excluded volume, it could be ef-
fectively eliminated by reducing the hard-core parameter in the colloidal-solvent pair
interaction. The procedure used to do this is given in our first paper [155] and chapter
2. This allowed the solvent to effectively penetrate the colloid, which can be seen as
unphysical, but the model was found to replicate the properties of an experimental col-
loidal suspension. After systematically adjusting the hard-core interaction parameters
between the colloidal particle and solvent, the static structure factor, phase behaviour,
and crystal structure were all found to agree with experimental results. This was shown
in our first paper [155] and chapter 2. Agreement was also observed between the dy-
namics of our model and the experimental system through the velocity autocorrelation
function [156]. The velocity autocorrelation function was observed to have velocity re-
versals for all moderate to high packing fractions (Φ > 0.09). This behaviour is also
seen in experimental systems at Φ > 0.289, but is only observed in single component
HS systems at much higher packing fractions (Φ > 0.44). However, the dynamics did
not exactly match the experimental system as the model over predicted the self-diffusion
coefficient [156]. This is most likely due to the modified interaction parameters that were
implemented in the model to reduce depletion effects [155]. By reducing the hard-core
parameter in the colloid-solvent interaction, the effective hydrodynamic volume of the
colloid is decreased and the particle is able to diffuse easier through the solvent, thus
increasing the self diffusion coefficient.
7.3.2 Unimodal Suspension
Once the new model was parameterised, it was applied to model a unimodal colloidal
suspension. Unimodal means there is a single species of colloidal particles (all with the
same size and mass) suspended in a solvent. This was chosen as the first system to study
because it is the simplest and has a phase diagram that matches a single component
HS system. Also, because the colloidal particles do not have any polydispersity, it will
readily crystallise at large packing fractions. Later, results for the unimodal system will
be compared to the bimodal system that does have polydispersity and therefore a glass
transition.
One of the main properties that was calculated for the system was the colloidal particle
intermediate scattering function. The second research question of this project asked;
how can the intermediate scattering function be accurately modelled leading up to the
freezing point? The method found to do this was by using a multiexponential analysis
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to decompose the decay into its contributing modes. For the unimodal system, it was
found that the decay of the intermediate scattering function could be modelled with
two real exponentials (for the two diffusive modes) and one complex conjugate pair of
exponentials (for short-time non-diffusive behaviour). The two real exponential decay
modes are similar to what is seen in experimental systems [133, 134], and are usually
associated with short- and long-time diffusion coefficients where the former is associated
with movement of the colloidal particles in their local cages while the latter is associated
with diffusion over larger length scales [132].
Both the short- and long-time diffusion coefficients decreased monotonically with in-
creasing wave vector, while their corresponding mode amplitudes showed a nonmono-
tonic dependence. The amplitude of the short-time exponential mode decreased to zero
in the k → 0 macroscopic diffusive limit, indicating that this is a kinetic mode which
only exists for nonzero k. The long-time mode remained in the low-k limit, leading to a
single exponential decay of the intermediate scattering function. The decay rate of this
thermodynamic mode in the k → 0 limit was found to be equal to the macroscopic mu-
tual diffusion coefficient calculated independently from Green-Kubo and Kirkwood-Buff
theory. This is the first indication that the decay of the intermediate scattering function
can be related to interdiffusion coefficients in our model system. This had previously
not been confirmed for a model colloidal suspension, although it has been observed in
ionic liquids [151], liquids containing dissolved gases [152, 153] and binary Lennard-Jones
fluids [154].
It was shown that the maximum wave vector for which purely macroscopic diffusive
behaviour could be observed (single exponential decay) decreased as the packing fraction
increased, and a simple extrapolation shows the maximum wave vector going to zero at
the melting point where purely macroscopic diffusion can no longer occur. This indicates
that the packing fraction where the fluid completely crystallises may be predicted by
studying the decay of the density fluctuations of the fluid well below the melting point.
By studying the two diffusive modes the scaling law proposed by Segre´ and Pusey [134]
was able to be tested. It was found that the ratio of the long- and short-time diffusion
coefficients around the structure factor peak was not constant, but was wavevector
dependent, in disagreement with the proposed scaling law.
7.3.3 Bimodal Suspension (with solvent)
The previous work on the unimodal suspension was extended by including polydispersity
into the model. The simplest way to include polydispersity is by introducing a second
colloidal species with a slightly different size. Binary HS mixtures have also been found
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to form a glass [61, 144, 164, 165], which makes them an ideal system to study vitrifi-
cation through calculation of the intermediate scattering function. By calculating the
intermediate scattering function and relating its decay to multicomponent interdiffusion
coefficients, an attempt was made to establish the cause of this crystallisation inhibition.
The third research question of this project asked; how does the addition of the second
species of colloidal particles affect the structure and dynamics of the colloidal system?
The structure was not found to be greatly affected by the second species as the two
species were quite similar. However, the dynamics (as seen through the intermediate
scattering function) of the solution is changed quite significantly as the third species
causes a new thermodynamic mode to appear in the decay. The expected form for the
intermediate scattering function in the macroscopic diffusive limit (infinite wavelength)
for a ternary (3 species) colloidal suspension has been derived by Pusey et al. [160].
They predicted the existence of two diffusive modes with decay rates related to the
four bulk interdiffusion coefficients. These two modes have been observed in colloidal
suspensions with polydispersity [181, 182] and in ternary polymer solutions [183], but
their link to the glass transition has never previously been explored.
Pusey et al. [160] predicted that in the k → 0 limit the decay of the colloidal par-
ticle intermediate scattering function will be the sum of two exponentials with decay
rates proportional to diffusion coefficients D± that are calculated from a combination
of the four bulk interdiffusion coefficients. A physical interpretation of the two inde-
pendent diffusive modes was given by Pusey [160]. The + mode describes a collective
compression-dilation motion of the particle mixture in which the relative compositions
remain unchanged (i.e., δn1/n1 = δn2/n2). The − mode describes composition- fluc-
tuation dynamics in which species 1 and 2 are exchanged under the preservation of a
constant total number density (i.e., δn1 + δn2 = 0).
It is possible that the slower D− mode, which is associated with the system’s ability
to make compositional changes, may be connected to the inhibition of crystallisation
at large packing fractions. This follows from the observation made in both simulations
[61, 184] and experiments [62, 145, 185–187] that compositional fluctuations control
crystallisation in polydisperse HS systems. It is this possibility that was explored in our
third paper [158] and chapter 4 through quantitative calculations of the D± coefficients
of the two independent modes. Therefore, the four interdiffusion coefficients Di were
calculated from Green-Kubo and Kirkwood-Buff theory. From these four interdiffusion
coefficients the two independent diffusive modes D± were calculated at packing fractions
leading up the glass transition.
The fourth research question of this project asked; what is the mechanism by which
crystallisation is inhibited in the bimodal colloidal suspension? This was answered by
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the observation that the inhibition of crystallisation is caused by the inability of the
quenched fluid to undergo compositional changes needed for the formation of crystals.
This link was determined by studying the D− diffusive mode, and it was observed that
it decreases as the packing fraction increases, showing that compositional relaxations
become increasingly slow at large colloidal particle densities.
The long-time decay of the colloidal particle intermediate scattering function at low wave
vector was dominated by the − decay mode. A decrease of D− to negligible values at
Φ ≈ 0.592 resulted in an extreme slow-down in the long-time decay of the intermediate
scattering function. This was identified as the glass transition packing fraction because
above this density, the system did not relax to its equilibrium crystal state within the
simulation time window. Unlike in the stable fluid phase, the amplitude of the − mode
was observed to be nonzero for large wave vectors above the glass transition packing
fraction. This shows that above the glass transition, the relaxation of small wavelength
compositional fluctuations require large-scale compositional rearrangements. However,
the compositional relaxation time has grown to the point where the time it would take the
system to relax to its equilibrium crystal is well beyond the accessible simulation time,
thus crystallisation is inhibited. This allows a clear interpretation of the cause of the
crystallisation inhibition, and links it directly to the arrest of compositional relaxation.
7.3.4 Bimodal Suspension (without solvent)
Now the mechanism for crystallisation inhibition in the bimodal colloid with solvent has
been established, it is of interest to determine how the same analysis could be done on
a bimodal system without solvent. The fifth research question of this project asked;
how does the analysis of the intermediate scattering function change when the solvent is
excluded? If the solvent is excluded, the phase behaviour of the system does not change,
and so it would still have a glass transition at Φ ≈ 0.57. However, the D− coefficient
that was linked to the glass transition is not defined in a binary system. This is because
a binary system only has a single interdiffusion coefficient Dm [159], rather than the
four interdiffusion coefficients in a ternary system. Therefore the goal is to determine
if there is an analogous transport coefficient in the binary system that can be linked to
vitrification.
This particular model is studied for two reasons. First, it is customary in simulations
of binary HS systems to neglect the solvent. Secondly, the other glass forming system
are studied in this project is a trehalose solution, which is a binary fluid (trehalose and
water). So, an analysis of this binary HS system will go some way to showing how it
can be done with the trehalose solution.
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In chapter 5 it is outlined that the single mutual diffusion coefficient Dm for the binary
solution plays the same role as D− did in the ternary solution. This is confirmed by
calculating Dm using Green-Kubo and Kirkwood-Buff theory, then showing that the
decay of the intermediate scattering function is related to Dm.
The mutual diffusion coefficient had a very similar packing fraction dependence to the
D− coefficient. Dm decreased as the packing fraction increased, showing that composi-
tion relaxes more slowly at higher densities. This is in direct opposition to the unimodal
system that does not form a glass. In the unimodal system, Dm was observed to increase
with packing fraction, indicating that composition could easily relax in that system. This
hints again that the inhibition of composition relaxation is necessary for a multicom-
ponent system to form a glass, and shows the importance of studying interdiffusion
coefficients.
At Φ ≈ 0.57, Dm attains a negligible value and a glass is formed, just as was observed
in the ternary system. A plateau is also seen to form in the intermediate scattering
function as the decay rate is extremely small. Next the binary trehalose solution was
studied to see if this mechanism for crystallisation inhibition could also be observed.
7.3.5 Trehalose Solution
In chapter 6, the goal was to determine whether the arrest of concentration relaxations
could be linked to the glass transition of the solution, which has been observed in model
colloidal suspensions. Now that a potential mechanism for crystallisation inhibition has
been recognised in the colloidal suspension, the logical choice was to move on to study
a more experimentally interesting system. It is of interest to see if this behaviour is
more universal. In particular, it is interesting to determine whether it can be observed
in a trehalose solution on the approach to the glass transition. If such a relationship
exists, it may point to common underlying physics governing the two systems Therefore
the sixth research question of this project asked; what is the analogous mechanism for
vitrification in the trehalose solution?
The glass transition temperature of the solution is determined at various concentra-
tions by following a technique that mimics the procedure used in differential scanning
calorimetry (DSC) experiments. This involves quenching the fluid to temperatures well
below the glass transition temperature, then heating the system back to ambient con-
ditions while calculating the constant pressure heat capacity. A sudden inflection in
the heat capacity indicates the melting of the glass, and allows a determination of Tg
[74, 188]
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For pure water, the glass transition temperature Tg was found to be at ≈ 180K. This
is slightly lower than the value of Tg ≈ 188K calculated by Kreck and Mancera for
the same system and cooling rate [74]. The inclusion of trehalose increases the glass
transition temperature, thus favouring vitrification, though not in a linear fashion. The
inclusion of small concentrations of trehalose does not significantly increase the glass
transition temperature. The addition of 2.2 wt.% and 9 wt.% only increases Tg by a few
degrees, making it difficult to resolve since the method for determining Tg is not clearly
defined. In line with what is observed in experiment, a large concentration of trehalose
is required to raise the glass transition significantly [94].
This is observed in the higher concentration solutions where at 80 wt.% the glass tran-
sition temperature is estimated to be 255 K, very close to the experimental value of
≈ 252K [94]. A further increase to 95 wt.% results in a glass transition of 311 K com-
pared to the experimental value of ≈ 327K [94]. Therefore, at 95% concentration the
solution would now be a glass under ambient conditions.
Once the glass transition Tg was determined, the mutual diffusion coefficient was cal-
culated for T approaching Tg. This was done for a number of temperatures and con-
centrations, which is the first time that the mutual diffusion coefficient (and all the
factors that contribute to it) has been shown for trehalose solutions in simulation or
experiment. Dm was found to decrease with increased trehalose concentration. It also
decreased with temperature showing that concentration is relaxing slower at lower con-
centrations. This culminated in a decrease to negligible values at Tg, something that has
also been observed in colloidal suspensions. This shows a similarity of these two glass
forming systems where the glass forms at a temperature at which the concentration
cannot relax, and so the system would not be able to reach its equilibrium structure in
the simulation time window.
The mutual diffusion coefficient was also shown to correspond to the slowest decay mode
in the intermediate scattering function at low wavevectors. Therefore, the decrease in
Dm to negligible values resulted in an extremely slow decay in the intermediate scattering
function and the formation of a plateau, which is usually associated with the arrest of
the system when it forms a glass. This slow decay mode becomes more dominant as
the concentration increases, showing that the relaxation of the intermediate scattering
function at large concentrations is dominated by the relaxation of concentration.
This work shows the importance of the mutual diffusion coefficient and the relaxation
of composition to the process of vitrification. By observing very similar behaviour in
two very different glass formers: a colloidal suspension and sugar solutions, it points to
a possible universality in the relationship between the arrest of composition relaxation
and the glass transition.
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7.4 Future Work
7.4.1 Model Improvement
As mentioned above, a computational model was developed during this Ph.D. project
where the colloidal particles dynamics matched better to the experimental system when
compared to pure HS systems. However, the dynamics are not a perfect match. This
could be observed in the over-prediction of the self diffusion coefficient calculated from
the model compared to experiment. The over-prediction of this model is most likely
caused by the modified interaction parameters used between the colloidal particles and
the solvent to reduce depletion effects [155]. This modification reduces the effective hy-
drodynamic interactions between the colloid and solvent, but had to be done because
the size of the two species is comparable (≈ 4:1), compared with a real colloidal sus-
pension (≈ 1000:1). A larger size ratio was unfeasible as it significantly increases the
computational cost of the simulations. So a compromise was reached where the colloidal
particle was larger in size and mass so as to behave as a Brownian particle, but not so
large that the simulation exceeded the current computational limitations.
As computational power becomes greater in the coming years the limitation of using a
small size ratio could easily be overcome. By using a larger size ratio, the correction
for the depletion effects would not be needed (or at least reduced). This would allow
a better model to easily be implemented, without the shortcomings of this model. It
would allow a more accurate model of the colloidal suspension and hopefully match the
dynamics exactly. Luckily, all that is needed is more computational power, there are no
new techniques that need to be invented to apply this model.
7.4.2 Measurement/Calculation of Interdiffusion Coefficients
The main finding of this Ph.D. is the relationship between interdiffusion coefficients and
vitrification. This relationship exists because multicomponent systems require compo-
sitional changes to occur in the quenched fluid for the local concentration to match the
correct stoichiometry of its equilibrium crystalline structure. For the colloidal systems,
this follows from the observation made in both simulations [61, 184] and experiments
[62, 145, 185–187] that compositional fluctuations control crystallisation in polydisperse
HS systems. In regards to the sugar solution, it follows from the fact that as ice crystals
form and grow they exclude the solute (freeze concentration effect [103]) so composi-
tional changes are a limiting factor in this process. This phenomenon is observed in two
very different glass formers, and so hints at a possible universality in the behaviours
that should be further explored.
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One obvious extension to this work would be to test whether the universality is observed
in multicomponent sugar systems (two or more sugar species). It is known that the pres-
ence of trehalose can sufficiently slow crystallization of sucrose under ordinary storage
conditions [40]. It is possible that this is also due to the slow-down in compositional
relaxations hindering crystalisation. Obtaining more experimental and simulation data
of the interdiffusion coefficients in different glass forming systems is key to testing the
universality of the observations made. Broad high quality data for glass forming systems
(trehalose in particular) is currently lacking in the literature.
There are a number of different experimental techniques that can be used to obtain
accurate interdiffusion coefficients. Since the interdiffusion coefficients govern the decay
of the concentration gradients, they can be measured by setting up a concentration gra-
dient and measuring the rate of relaxation to equilibrium. High precision measurements
of interdiffusion coefficients requires the very accurate determination of small concen-
tration differences. The best methods for doing this are optical interferometric methods
such as Gouy [189, 190] and Rayleigh. Other non-inferometric optical methods such as
Schleiren could also be used, but they are not as precise [190, 191]. It has been shown
that dynamic light scattering (DLS) provides mutual diffusion coefficient data for a large
class of binary [151, 152, 192–198] and ternary [153] mixtures. The procedure for this is
extremely similar to this work where the intermediate scattering function is measured
and fitted to exponentials to extract the decay coefficient. To the authors knowledge
this has not been used elsewhere to obtain values for a sugar solution.
There are some results for the mutual diffusion coefficient for other saccharide solu-
tions [198], but to the authors knowledge mutual diffusion coefficient data for trehalose
is almost non-existent [199]. Since these two are very similar molecules, the same ex-
perimental techniques should be able to be used for trehalose. Data for sugars at low
temperatures is difficult to obtain. It may be easier to get low temperature data from
MD simulation. The procedure used in this thesis that could easily be applied to any
glass forming system.
7.4.3 Modelling of the Intermediate Scattering Function
Modelling the intermediate scattering function is key to this Ph.D. project. The way the
intermediate scattering function is modelled was by using the method given by Borocchi
and coauthors [157] that allow the decay of the intermediate scattering function to
be decomposed into its individual decay modes. This allows the individual relaxation
modes to be isolated so their physical origin can be determined. There is no a priori
way to determine the physical origin of each mode, however the behaviour of each
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mode in the macroscopic diffusive limit (k → 0) can be compared to the predictions of
hydrodynamic theory to determine their origin. This is done by comparing the decay
rate of the mode to an independently calculated value of the transport coefficients. This
is what was done in this Ph.D. project. However it limits our analysis to the low-k region
where hydrodynamic theory applies, and these wavevectors may not be experimentally
accessible.
There are other more advanced ways to decompose the intermediate scattering function.
The work of Omelyan and coworkers [200] uses a modified collective mode approach
to model the decay of the transverse momentum time autocorrelation functions and
wavevector- and frequency-dependent shear viscosity. They were able to show that the
entire frequency dependence of the shear viscosity can be reproduced quantitatively over
the whole wavelength range. An analysis like this on the intermediate scattering function
for a multicomponent fluid would be extremely useful.
Appendix A
Reduced Units
Molecular dynamics systems are commonly simulated using reduced units where values
have been divided by common factors. This has the advantage of allowing higher ac-
curacy of floating point representation of numbers and allows for a universality of the
results. In the discussion on the colloidal suspensions in this work, quantities are all
given in the reduced form. The reduction parameters are the solvent-solvent Lennard-
Jones interaction parameters of interaction energy (ss), interaction length (σss), and
the mass (ms) of a solvent particle. The solvent is species number two in the unimodal
system given in Chapter 2 and 3, and species number three in the bimodal system given
in Chapter 4. In Chapter 5 we give the binary HS system without solvent, however the
parameters for the colloidal particles are still given in the same reduced units to allow
for easy comparison.
The definitions of reduced quantities in Lennard-Jones units are presented in Table A.1
below, the asterisk representing the reduced quantities.
Quantity Reduced formula Reduced value
Temperature T ∗ = kBTss 1.0
Pressure P ∗ = Pσ
3
ss
ss
7.84
Time t∗ = t
σss(ms/ss)1/2
1.0
Colloid 1 Colloid 2
Length r∗ = rσ22 3.034 2.730
Mass m∗i =
mi
ms
50.0 39.62
This work has presented the values in their reduced form and the convention of using
the asterisk (*) to denote reduced units is omitted. All non-reduced values are presented
with units where appropriate.
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