(a,()S» the principal part of P with respect to the weight q is 7>0(£)) = 2(íí,<¡>=m aaD".
(2.4) 2 l&h + hi"1" * cl^°(i. 1)1 for any (*> v) e 7*". ISiSn-l We see that the quasi-elliptic operators are hypo-elliptic. We note that when mj = m for every j, the quasi-elliptic operators are just the elliptic operators of order m. If w"=l and m¡=2 for j<n, we find that the heat equation is quasielliptic. Also the /»-parabolic equations in the sense of Petrowsky are quasi-elliptic (cf. Friberg [3] ).
Let tx(£), ..., rmn(f) denote the roots of P°(Ç, z)=0 for each real vector $= (ii, • • -, fn-i)-In the case n>2 we see from the condition (2.4) that the number r of the roots with the positive imaginary part is independent of f#0, and in this case we shall say that P($, r))(P(D)) is of determined type r. In the case of n = 2 we suppose this root-condition on P°($, r¡).
Coerciveness inequality (I). The constant coefficient case.
We consider a quasi-elliptic operator P(D) of weight q=(mjmx,..., m\mn) and of determined type r (1 ^r^mn): By rearrangement if necessary we may assume that 
(Complementing condition). We shall say that the Q¡(D)
(j=l,...,r) cover P(D) when £?°(f, r¡)(j= 1,..., r) are linearly independent modulo P+(i, r¡) as the polynomials in -n for every nonzero f e Rn~1.
Let C0(/?+) denote the set of complex-valued functions which are infinitely diflerentiable in Rn+ and vanish for (x, y) with |x|2+j2 sufficiently large. We denote by v(è, y) the Fourier transform of v(x, y) g Cô((Rn+)') with respect to the variables xx>..., xn_x: ¿(Í, y) = (277)-<"-1>'2 f e-'«-je>D(x, v) dx.
As usual we set
Corresponding to the operator (3.1) we employ the notation (3.5) <0 = (|¿ih + ---+ |ín-i|",-O1,m.
For a real number p, we shall make use of the scalar product <»i, v2y, = f (i+<i>a)p<'i(f > o)ü(?röl ¿f, t;1( D2 g críx/m jj¡n_i The corresponding norm is given by (3.6) M" = «v, v\)x*.
Then we have the following two theorems. Then there is a constant Kx such that
In fact, R(£, y)/P°(¿;, y) is continuous on the surface |i|2+ij2 = l in Rn, and to replace & by ijtllmi, /= 1,..., n -1 and -q by -qt1,m» in (4.2) is nothing but to multiply both sides of (4.2) by t if t > 0. Hence (4.2) is valid for every (f, rj) e Rn. Now it will be convenient to make the following definition.
Definition 4.1. We shall say that a function p(£, -q) is homogeneous of degree A (with respect to weight q), if for any / > 0 it holds (4.3) />(r""i iu tm'm2{,..., t***j) = tkp(è, v), (£, r,) e R".
We recall that QfiS, ij)«!<«.,>-**,fí*-••£v1V,0a/>y*«-(«/»«,,) that is, Q° is homogeneous of degree p¡ with respect to weight q. We observe that by multiplying each Q%è, t?) by an appropriate power of <£> = (|fi|mi + ' • ' +|í»-i|"""1)l'm» we may assume that each Q°(£, rj) is homogeneous of degree m-(mlmn) with respect to weight q. Then Qf(£, t/), 1 èjâr, may no longer be polynomials in the f, but this does not affect the following argument.
For simplicity we assume that the roots rfc(f) of P°($, z)=0 are simple, because (') In this paper we use the same symbol C to express different constants.
it is easy to prove We can easily verify Similarly we have In particular, it follows that there are constants #2 and K3 such that If we now integrate with respect to £ we obtain (3.7). This completes the proof. To do so, again we need to extend vix, y)to the whole space 7?n as in the proof of Lemma 5.1 and we denote the extension by vxix, y).
For any v e CôiiRn+)~), we have by Schwarz's inequalitŷ
The last integral is equal to 7r(l + <i>2m/mn)_1'2-Hence we get ii+<ù)m-p>-ml2m«\?''i>>viç,o)\ <: C(l+<Or-"^J|iay«J3i|aiAj)
Here we put a = (a', an),a' = (ax,.. .,an_x) and we assume <,ct,q}=pj (p¡úm -mlmn). For the first term on the right hand side, the method used already gives
for some constant C. Similarly for the second term, we have
Thus by extending v to vx and by Parseval's formula, we get
for any a such that <a, q} =pf.
By triangle inequality we have
Hence a slight modification of the proof of Lemma 5.1 gives for any c>0
By the argument used in the proof of the inequality (5.5) we get for the third term on the right hand side of (5.6) (5.7) \v\m-Vl-ml2mn ík e 2 \\Dav\\ + C(e)\\v\\, veCo»((Riy).
Here we may assume p¡ > 0, otherwise we do not need such an inequality because Pi=0 implies Qj = const, and Q°=Q¡.
Combining the inequalities (5.5), (5.6), and (5.7) we have (5.8) \Q%D)v\m-Pi.ml2mn í |gX/))t>|m_Pi_m/2mn + 2£ 2 ^4 +CM.
Finally, taking c sufficiently small we arrive at the conclusion:
This completes the proof of Theorem 3.2. where aa(x, v) are complex valued functions defined on £2 u a, and infinitely differentiable. We assume that the operator (6.1) is quasi-elliptic of weight q=im\mx,..., m\mn) in £2 u cu, more precisely, there is a constant K>0 such that (6.2) |£ih + ---+|£"-i|m-' + Mm» ZK\ 2 "°(x,y)tttY"\ for any (£, -q) e Rn and for any (x, y) e £2 u cu. We may assume the coefficient of 7>™» is identically equal to 1.
Set PiD) = 2«>.<¡>sm û"(0, 0)D" and assume that 7>(D) is of determined type r, 1 <^r¿mn (see §1). We consider r boundary operators Q¡ix, D) defined on <o: 7. Proof of Theorem 6.1. In view of Theorem 3.2 it holds for some constant C 2 iij>-»ii s cí\\PiD)v\\+2 iex^u-P/-m/2m"+iifii).
Let us write Take R sufficiently large. Then |Fa(f)| ée¡2, \(\>R. The L2-norm of the second term is dominated by e/2||y, * <p||, where e will be given later. Let R be fixed as above. The L2-norm of the first term is estimated by Remark. We note that xtty,ix) e L2iRn ~x) if we take a such that |a| is sufficiently large. Lemma 7.2 (cf. [9] ). Let s be real, positive and bix) e C00^"-1). 7Aen (7.7) \\bix)iys * <p)-ys * (A(x)ç>)|| é «(S, s)\\ys * <p||, v e CoW1).
Here e(S, s) is a constant, which tends to zero when the diameter of the support of<p tends to zero.
Proof. The commutator, which we must estimate, is (7.8) bix)ys * <p-ys * bix)<p = J[oOc)-A(x')]ys(*-*W) dx'.
We use the Taylor's formula for bix') around x:
bix') -bix) = 2 (* ~,*)g D"bix) + 2 baix, x')ix' -x)a, Aa(x, x') e C. By Lemma 7.1 it is clear that every expression iDabix)/a ¡X^y,) * q> in the first term of (7.9) has the property (7.7). We take / sufficiently large so that xay"ix) eL2, \a\ =1 (cf. Remark of Lemma 7.1). Then every term in the second summation is estimated as follows:
sup \baix,x')\ j\ix-x'yy3ix-x')\ \<pix')\ dx' = sup \b"ix, x')\i\x°ys\ * \<p\)-i2)
By Hausdorff-Young's inequality m*y.l*MIU» = II^IUHW*-
Combining these estimates we obtain the inequality (7.7) Corollary 1. Let<peCfiR71'1), supp.<p <= {x; \x\^8}sBi8)andbix)eC'°iRn-1) with b and each Dab bounded on R71'1. Then (7.9) ||y, * A(x)<p|| è C|6|fc||y, * <p||, A = A(s), -oo < s < oo, ( 2) It follows easily from our hypotheses that b"(x, x') is bounded onÄ""lxÄ""'. The proof is easy, so we omit it here. Now let us continue the proof of Theorem 6.1. We note that the norms |d|s and \\ys * v(x, 0)|I,2<Bn-i) are equivalent to each other. Let us write
QAD)v(x, 0) = g,(*, D)v + (Q}(D) -g/x, D))v, v e CáW
If we assume that 8 < 1, we may (by altering the coefficients of the bj(x, D) outside the unit ball) assume that coefficients of bj(x, D) and each of its derivatives is bounded on Rn~1. Then the corollary stated above yields \QAD)v\m-p,-ml2m" = I Qi(x, D)v\m. v¡ _m/2m" (7'U) +<Z,Pi) 2 l^lm-py-m,2m", V G C0°°(i2d). <tt,q>épj
As we have seen in the proof of Theorem 3.2 there exists a constant C not depending on 8 such that (7.12) 2 IH-í^ÍC 2 ll^ll' »eC0-(£i4).
<a,í>ápy <a,«>£m
Hence if we take 8 sufficiently small, we get the estimate : 2 \\Dav\\ è c(\\P(x,y,D)v\\ + 2 IÔA*,£>lm-p,-m,2m"+Hy »eCo-ÍQ,), which completes the proof. Remark. We note that the necessity of our complementing condition (Definition 3.1) for the validity of the estimate (3.8) can be proved by the analogous way in Definition 8.2. We shall say « £ i>Sc(£2d) if 9p« s <I>m for all <p e C0co(£2d). Similarly we shall say u e /T^co,,) if <puix) e 77s for all 95 s Cô (">«).
Concerning with the properties of the spaces 3>m and 77s we have the following lemmas. So we omit the detail. As usual we denote by <S((7?" )°) the set of all the functions, each of which is a restriction in (7?+)a of a function in <5(7?n). 
Moreover we have
We can repeat this procedure and arrive at the conclusion of Theorem 8.1.
9. Hypo-analyticity at the boundary. In the following we shall investigate the more precise estimates of the derivatives of the solutions of a quasi-elliptic boundary problem. However, we are limited to the case of simple boundary operators.
Consider a quasi-elliptic operator P(D) of weight q = (mfmx,..., mlmn-x, mlmn) and of determined type r (1 ^r^mn) given by (3. Remark. As a special case of Theorem 8.1 we see that any solution u e 0¡J<.(£2 u a>) of the problem (9.3), (9.4) is infinitely differentiable on £2 u «. 10 . Proof of Theorem 9.1. To prove Theorems 9.1 and 9.2 we make use of the methods in [3] , [2] and [8] .
First we shall derive some preliminary lemmas by making use of the coerciveness inequalities proved in the foregoing paragraphs.
We denote by W the set of all functions v e C¿°(£í u to) which satisfy boundary conditions (9.4). Now we introduce some notation. For convenience we assume that the plane boundary to contains the origin (0,..., 0). We denote by V the hemisphere {(x,y); |x|2+>'2</?2,7>0}includedin£2andputF_r={(x,>');|x|2-l-j'2<(/?-r)2, y>0},0<r<R=l.
We set for arbitrary /^0, with any / such that 0 < t g 1/(1+m).
We note that in Lemma 10.3 the terms £<<r,l!> and 8<a-q> can be replaced by e<a.A«> ancj §<«.*«> vvitra any A^l respectively. Thus we can obtain the following lemma. By making use of these lemmas we can prove Theorems 9.1 and 9.2. For simplicity we consider the case A= 1. It will be convenient to use the notation: We note that (a,q}^m and an=mn imply at=0, (/=!,...,«-!), and that for
