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guidance at every stage of the process. I am especially grateful for his pa-
tience and attention to detail, which enabled me to push the boundaries.
I would also like to thank my colleagues Simon, Domen, Anže, and Matic
from Celtra, who gave me the idea for this thesis, helped me with its devel-
opment and supported me throughout the whole process.












I Motivacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
II Opravljeno delo . . . . . . . . . . . . . . . . . . . . . . . . . . ii
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Abstract
Title: Data Driven Project Management
The project management office has the task of monitoring the execution
of ongoing projects in the organization. To make the process easier and
more transparent throughout the organization, a project management infor-
mation system is used to track the current status of projects. The project
management information system contains a large amount of rich data that
is presented to users through only relatively simple visualization methods.
To solve this problem, we hypothesize that the organization can benefit from
the insights gained by applying modern data analysis methods to its data.
To test the validity of our hypothesis, we present three new reports focus-
ing on the performance of employees and on completed and ongoing work in
the organization. The reports use newly designed metrics that estimate the
complexity of a task and the time spent on it. We confirm our hypothesis by
facilitating expert knowledge from the industry. As a result of our analysis,
the project management office was able to improve the process of project
execution in the organization.
Keywords
agile project management, project management information system, quanti-
tative data analysis, project success, performance metrics

Povzetek
Naslov: Vodenje projektov na podlagi analize podatkov
Naloga urada za upravljanje projektov je spremljanje izvajanja tekočih
projektov v organizaciji. Za lažje in pregledneǰse sledenje trenutnega stanja
projektov, se v celotni organizaciji običajno uporablja informacijski sistem za
vodenje projektov. Informacijski sistem za vodenje projektov vsebuje veliko
količino podatkov, vendar so le-ti običajno predstavljeni zgolj z razmeroma
prerostimi vizualizacijami. Ker pa so podatki bogati, domnevamo, da ima
organizacija lahko koristi od znanja, pridobljenega z uporabo sodobneǰsih me-
tod analize podatkov. Za preverjanje veljavnosti naše hipoteze predstavljamo
tri poročila, ki se osredotočajo na uspešnost zaposlenih ter na zaključena in
tekoča dela v organizaciji. Poročila uporabljajo na novo uvedene metrike,
ki ocenjujejo zapletenost naloge in čas, porabljen za nalogo. Svojo hipotezo
smo potrdili v sodelovanju s strokovnjaki iz industrije. Kot rezultat naše ana-
lize je uradu za upravljanje projektov v priznanem podjetju uspelo izbolǰsati
proces vodenja projektov.
Ključne besede
agilno vodenje projektov, informacijski sistemi za podporo vodjenje projektov,




Urad za upravljanje projektov (angl. project management office, PMO) je
izredno pomemben del skoraj vsake organizacije. Njegova vloga je slediti
tekočim projektom in zagotavljati njihovo izvedbo po časovnem načrtu. Pro-
jektni vodje so glavni člani PMO-ja in so odgovorni za vse odločbe v zvezi
z izvajanjem projektov. Njihova glavna naloga je razdeliti projekt v manǰse,
obvladljiveǰse, smiselne naloge. Ko je projekt razdeljen na manǰse naloge, je
za vsako nalogo treba določiti: (1) koliko časa je potrebnega za izvedbo in
(2) katera oseba jo bo opravljala.
Spremljanje projektov je zapletena naloga, zlasti v velikih organizacijah,
ki imajo več neodvisnih projektov z različnimi nosilci in se izvajajo vzpo-
redno. Za lažje, pregledneǰse sledenje izvajanja projektov v organizaciji se
uporablja informacijski sistem za vodenje projektov (angl. project mana-
gement information system, PMIS), katerega glavni nalogi sta spremljanje
projektov v organizaciji in omogočanje dostopa vsakemu članu organizacije.
S tem se doseže transparentnost na področju organizacije, kar voditeljem
projektov olaǰsa nalogo sledenja projektov.
PMIS-i ponujajo orodja, ki olaǰsajo postopek odločanja pri planiranju,
organiziranju in nadzorovanju izvedbe projektov, kar je njihova največja do-
dana vrednost. Med orodji najdemo množico poročil, ki predstavljajo stanje
projektov na različne načine, kot so diagrami Gantt, PERT in Pareto. Z
naštetimi vizualizacijami projektni vodje lažje nadzorujejo potek dela pri
i
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projektih. Običajno potrebujejo več detajlov, kot jih naštete vizualizacije
ponujajo, zato morajo podatke, ki so na voljo v PMIS-u, dodatno analizirati.
Pri tem se z lahkoto zmotijo in dobijo napačne rezultate, kar je lahko zelo
neugodno in na splošno neproduktivno.
Cilj te naloge je izbolǰsati uporabnost sodobnih PMIS-ov, ki se v orga-
nizacijah uporabljajo. Naš glavni prispevek projektnim vodjam pomaga pri
avtomatizaciji analiz, ki jih trenutno opravljajo ročno, kar jih naredi zaneslji-
veǰse. S tem bomo še razširili paleto poročil z novimi, ki jih PMIS-i običajno
ne zajemajo. V ta namen predlagamo naslednjo hipotezo: Organizacija ima
z uporabo sodobnih metod analize podatkov koristi od znanj, pridobljenih iz
podatkov, shranjenih v PMIS-u.
II Opravljeno delo
Podatki, uporabljeni v analizi, so pridobljeni s portala JIRA podjetja Celtra1.
Za pridobitev in obdelavo podatkov smo zgradili sistem za skladǐsčenje po-
datkov (angl. data warehouse, DW), ki najprej pridobi, transformira in naloži
podatke v ciljno bazo podatkov. Potek procesa je predstavljen na Sliki 3.1.
Podatki so sestavljeni iz splošne informacije posamezne naloge (kartice), nje-
nega seznama sprememb in informacije o uporabnikih sistema. Struktura
podatkov je prikazana na Sliki 3.1. Z dodatno transformacijo podatkov iz
tabele Changelogs smo pridobili časovnico posamezne kartice, sestavljene iz
časovnih kosov kartic, ki enolično opisujejo stanje, v katerem je neka kartica
bila v določenem času.
Metriki, pridobljeni iz sistema DW, sta čas, porabljen po časovnem kosu,
in metrika, ki smo jo ustvarili mi – stopnja ciklanja (angl. degree of cycling).
Stopnja ciklanja ima namen oceniti kompleksnost kartic, s čimer razkrije,
kolikokrat je bila kartica v istem stanju – kolikokrat se je proces zaciklal.
Meritvi sta predstavljeni skupaj z morebitnimi značilnostmi kartic, kot sta
tip in prioriteta. Značilnosti kartic določajo kontekst metrike in ponujajo
1https://www.celtra.com/
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različne poglede na podatke. V ta namen smo z interaktivnimi poročili pred-
stavili podatke iz sistema DW.
Poročila predstavljajo tri glavne vidike projektov v organizaciji: ana-
liza obremenjenosti posameznika v organizaciji, pregled opravljenega dela in
nadzor tekočega dela s pogledom v prihodnost. Vsako poročilo predstavi
podmnožico podatkov z namenom odkrivanja osamelcev v podatkih, s čimer
pomagajo pri identificiranju ovir tako pri procesu razvoja kot tudi pri posa-
mezniku.
Poročilo o pregledu opravljenega dela ponuja vpogled v uspešnost orga-
nizacije v podanem časovnem obdobju. Prikazuje identifikacijo potencialno
težavnih kartic s porazdelitvijo kartic glede na njihove značilnosti in metrike,
kar omogoča vpogled v opravljeno delo in razkriva, na kaj se je organizacija
osredotočala v določenem časovnem obdobju. Poleg tega poročilo predsta-
vlja frekvence spreminjanja stanj kartic, ki pove, kako se PMIS uporablja na
področju organizacije. Na ta način se z lahkoto zaznajo morebitne anomalije
v podatkih, kar je predstavljeno na Sliki 4.3.
Pri poročilu za analizo obremenjenosti posameznika je poudarek na delu,
ki ga je opravil član organizacije v podanem časovnem obdobju. Poročilo
pomaga uvrstiti posameznika v organizaciji glede na porabljen čas in oceno
stopnje ciklanja, kar pomaga pri ocenjevanju uspešnosti posameznika in iden-
tificiranju morebitnih težav, ki bi jih lahko imel. Poročilo dodatno omogoča
vpogled v opravljeno delo posameznika s predstavitvijo njegove dnevne obre-
menjenosti in porazdelitvijo skupno porabljenih dni na posamezno kartico, s
katero se je ukvarjal. To poročilo projektnim vodjam omogoča lažje planira-
nje kadrovskih sredstev.
Poročilo o tekočem delu prikazuje, s čim se organizacija trenutno ukvarja,
npr. kaj je v razvoju in kaj v čakalni vrsti ter koliko časa je v podanem sta-
nju. Podatki so prikazani z razmeroma enostavnim, razumljivim diagramom,
kar je primerno za vodstvo organizacije. Poročilo vsebuje tudi orodje, ki pro-
jektnim vodjam pri procesu ustvarjanja novih kartic pomaga z ocenjevanjem
razvojnega časa. Orodje je le dokaz koncepta in se z lahkoto integrira v
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originalen PMIS.
Glede na pomembnost časa kot sredstva v organizaciji smo se odločili
razviti tudi napovedni model za ocenjevanje časa razvoja. Namen modela je
napovedovanje časa razvoja, potrebnega pri novih karticah, oziroma odkriva-
nje značilnosti kartic, ki imajo največji vpliv na čas razvoja. Po pričakovanjih
je model potrdil pomembnost tipa in prioritete kartic. Prav tako je razkril
pomen števila sorodnih kartic, kar je pomagalo pri odkrivanju korelacije s
kompleksnostjo kartic, ta ugotovitev je bila v nasprotju z intuicijo vodje pro-
jekta.
Preverjanje predlagane hipoteze je potekalo skozi niz sestankov s projek-
tnimi vodjami iz Celtre. Na začetnem sestanku smo zastavili cilje za potr-
ditev hipoteze in nato preverili trenutne ideje ter zavrgli morebitne zamisli,
ki niso bile vredne nadaljnjega razvoja. Na sprotnih sestankih smo dobili
informacije o procesu izvajanja projektov in poudarili slabosti, ki so vredne
izbolǰsevanja. Poleg tega smo svoje delo predstavili tudi drugim članom orga-
nizacije. Obširno smo analizirali uporabo časa v organizaciji in uvedli novo
mero – stopnjo ciklanja, ki je bila zelo dobro sprejeta. Širša predstavitev
nam je o uporabnosti opravljenega dela podala dodatno povratno informa-
cijo. Drugi člani organizacije so poudarili morebitne uporabne informacije
glede uporabe PMIS-a v organizaciji, ki smo jih pri analizi upoštevali.
III Zaključek
Opravljena analiza podatkov PMIS nam je omogočala poudariti slabosti v
procesu izvajanja projektov v organizaciji. Na podlagi naše povratne infor-
macije je PMO-ju uspelo poenostaviti postopek izvajanja projektov. Kon-
kretneje, naša povratna informacija je poudarila kompleksnost poteka kartic,
pri katerih so obstajali statusi istega pomena, kar je povzročalo zmedo upo-
rabnika in posledično napačno uporabo PMIS-a. Skozi razvita poročila ima
PMO poenoten način izvajanja analiz podatkov s pogledom na posameznika
ter opravljeno in tekoče delo v organizaciji.
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Z vsem navedenim lahko potrdimo veljavnost predlagane hipoteze, in sicer
da ima organizacija z uporabo sodobnih metod analize podatkov koristi od
znanj, pridobljenih iz podatkov, shranjenih v PMIS-u. Naše delo poenostavlja






The project management office (PMO) is a vital part of almost every orga-
nization. It generalizes the governance processes of all project-related tasks
and unifies all resources, methodologies, tools and techniques across the en-
tire organization [1]. The PMO keeps track of the ongoing projects, makes
sure that the projects are following their roadmap and producing deliverables
in a timely manner. The project manager (PM) is overseeing the PMO and
makes all the decisions of the workflow standardization and reports to the
respective stakeholders on the project status. Their main task is to break
down the project they manage into tickets which are not very complex and
form a single unit of the project. Once the project is broken down into pieces,
the PM needs to answer the following questions for each task: (1) how much
time the task is going to take to complete; and (2) which project member is
the best fit for the task.
Keeping track of the projects is a complicated task, especially in big
organizations which have multiple independent projects with different stake-
holders running in parallel. This is why the need for PMO-specific software
had arisen and was addressed by creating project management information
systems (PMIS) with various capabilities. Their unified purpose is helping
1
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the PMs keep track of the organization’s projects. Some of the PMIS include
all the project members into the process. This kind of inclusion allows the
PMs to delegate the work to the team members while they report the status
of the tasks on their own by updating the tickets’ details. With this approach
the status of the project’s progress is transparent to the entire organization
and the PMs can easily monitor the progress and take appropriate actions if
there are some deviations from the expected plan.
The added value of using PMIS is that they offer tools for easier decision
making during the planning, organization and controlling of the project ex-
ecution [2]. The PMIS usually offer a palette of reports which visualize the
underlying data such as burndown charts, Gantt charts, PERT charts, Pareto
charts, sprint progress reports, velocity diagrams, etc. With these visualiza-
tions, the PMs are able to plan the projects with all its details and to oversee
the progress of the projects, i.e. easily estimate whether they are on track or
falling behind with the planned activities. However, the offered reports are
very often unsatisfactory because they offer only a high-level overview of the
projects. The aforementioned visualizations contain only basic metrics such
as completed story points, completed tickets, basic interdependence of the
tickets and their priority, etc. Most commonly, PMs demand a more in depth
analysis of the project’s data, such as insights about the current workload of
the employees and the distribution of time used per task. This information
facilitates the PM’s decision making process and makes it faster and more
reliable [3]. All of this information is available, but hidden in the data, so
the PMs need to manually extract it, which is often inconvenient.
We aim at closing this gap by creating additional reports which exploit
and explore the data stored within the organization’s PMIS. With these
reports the PMs’ workload will be eased, and they will be able to focus more
on the results of the analysis which are what the PMs are actually interested
in. This removes the need of performing the analysis of the data on their
own, which is often time consuming, and might yield faulty results and thus
mislead the PMs.
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1.2 Related Work
Contemporary PMIS provide organization-wide transparency, which is par-
ticularly important in agile environments where all members need to track
their progress. Agile project management has been on the rise ever since the
appearance of the agile manifesto1 mainly because it has shown its worth
in practice. The success rate of agile projects is usually much higher in
comparison to projects managed with more traditional approaches [4].
There are many different agile methodologies, but all of them share the
same core values [5]. One of the most common agile approaches nowadays
is SCRUM, which specializes in achieving software agility [6, 7]. There are
many different PMIS which are following the SCRUM guidelines and prin-
ciples. Among the most popular are Asana2, Basecamp3, Trello4, JIRA5,
and Wrike6. All of these tools have their own advantages and the reasons
why users have chosen to use them vary from subjective reasons, to deal-
breaking functionalities which other PMIS do not offer. Among the features
which PMIS share are the reporting tools, that allow the PMs to monitor
the project’s progress, and all of these tools have their unique approach to
the problem.
All reporting tools are platform-specific and have different features that
have their own advantages, such as a high degree of customizability, where
the user can customise the reports to suit his own needs. An example of a
flexible reporting tool is JIRA’s custom report builder. On the other hand,
they can be very rigid and offer little or no customizability, but a lot of
out-of-the-box insights, such as Trello’s boards. Our goal is to create reports
that are not yet implemented in the existing PMIS and that can be improved
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Within the scope of this study we are focused on data obtained from a
particular PMIS source, although the methods are general and with minor
adjustments applicable in a PMIS agnostic fashion because all of them con-
tain similar data. The target PMIS in our case is Atlassian’s JIRA because
our source of data is an organization’s JIRA portal. JIRA is one of the most
widely used PMIS solutions for tracking and managing agile projects. It is
mainly focused on, but not limited to, agile software development. JIRA, like
the rest of the listed PMIS tools, offers a very wide palette of reporting tools,
most of them focused on agile project management. As a consequence of the
project tracking, JIRA keeps a lot of historical data which are exploited for
reporting purposes.
The reports of the historical data of the PMIS are often enriched and/or
visualized by a PMIS plug-in or integration with third party service, i.e.
a project management support tool (PMST). Contemporary PMIS usually
support third party integrations for their users’ convenience. PMSTs close
the gap which the PMIS haven’t addressed yet or have intentionally left
out to make their software more flexible and modular. One of the reporting
plug-ins for JIRA worth exploring is eazyBI7, it allows users to create custom
charts, dashboards and reports by clicking and/or writing calculated formu-
las. Although it allows a lot of freedom, users have to define everything by
themselves which is often inconvenient for the traditional PMs. PMs usually
do not have coding skills and are mainly interested in the final result – the
visualization and information on the report.
Because third party plug-ins are required to explore the underlying data,
we can assume that more often than not data are underexplored. This con-
sideration exposes the gap we are trying to fill. The data consists of user
interactions with the platform: task description edits, change of due dates,
commenting (interaction with other participants), task status transitions,
task reassignment from one person to another, etc. By examining the his-
tory of the users’ interactions with the PMIS we expect that we will be able
7https://eazybi.com/products/eazybi jira
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to perform an analysis of the causality of a user’s actions and try to iden-
tify the possible bottlenecks which are preventing the projects from moving
forward. Serrador et al. [8] brought up a concern that SCRUM projects are
susceptible to potential risk because they do not have a specific mechanism
for risk management assessment, even though it is vital for the success of
the project. Toole [9] has performed similar research where he was able to
classify whether a particular action had a positive or a negative effect on the
project.
1.3 Our Hypothesis
The purpose of this study is to improve the application of contemporary
PMIS which agile projects use in organizations. Our contribution aims at
helping PMs by automating and making some of the analyses they do manu-
ally more reliable. By doing this, we will further expand their report palette
with reports which PMIS do not usually include. For this purpose, we pro-
pose the following hypothesis: An organization can benefit from the insights
obtained by applying contemporary data analysis techniques on their PMIS
data.
1.4 Thesis Structure
In order to validate the proposed hypothesis, we have carried out a number
of tasks. We have divided this study into 6 chapters, starting with the
introductory chapter. The remaining chapters describe the methods used,
the results obtained and give a summary of our findings with a view to
future work.
In the second chapter we present the terminology used throughout the
study in the field of project management. We describe the data used, focusing
on the technical terms used and the basic principles that apply.
In the third chapter we describe how the dataset is processed to meet our
6 CHAPTER 1. INTRODUCTION
needs. The process consists of data extraction, cleansing and loading into
the target data warehouse system (DW). We also describe the metrics we
extract from the data: time spent and the degree of cycling.
In the fourth chapter we focus on data visualization. We describe the
reporting components that use the data from the DW system. In addition,
we indicate the impact of the reports produced on the organization’s project
management process.
In the fifth chapter we discuss the model of ticket development time. We
describe the dataset used for evaluation of the built model, and its perfor-
mance. In the end, we discover the most impactful ticket features, and how
they affect the organization.
Finally, in the sixth chapter we validate our hypothesis, summarize the
completed work, and expose the flaws of our work. We conclude by proposing
future work that should be done to improve the results.
Chapter 2
Terminology
We collected the data for the analysis from Celtra’s1 JIRA portal, which
they successfully use on a daily basis for many years now to coordinate their
product development planning and execution. The product development
team consists of software developers, quality assurance (QA) engineers, team
leads, and project managers. The product development team is involved in
the software development process and also the primary users of JIRA.
The projects within the organization are split into multiple JIRA tickets.
Each ticket contains a single unit of work (a single task) which contributes
to the project’s progress. The tickets can vary in their complexity (amount
of work the ticket requires), priority (how important the underlying work
is), and type of work they encompass (developing a feature, improving it,
or fixing it). The details of all ticket details are available in Table 2.1. The
PMO has defined a strict set of rules that must be followed in order to carry
out the product development at the organisation successfully:
1. describe the proposed changes in a JIRA ticket,
2. specify the priority,
3. determine what type of change it is,
1https://www.celtra.com/
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Table 2.1: Details of the fields a ticket consists of.
Field Description
Description What is the purpose of the ticket.
Status Which part of the workflow is the ticket at any given moment.
Assignee Who is currently working on the ticket, typically changes on each
status change, otherwise we consider it as ticket reassignment.
User roles People involved in the ticket and their role.
Watchers List of people interested in the ticket development
which are getting notified about all changes.
Labels Field used for grouping tickets which have some-
thing in common, e.g. database changes.
Components Pieces of the product which are affected by the ticket.
Due date The date by which the ticket should be ready for deployment.
Linked
Tickets
Tickets which are directly linked to the
given ticket with some relation.
Comments User interactions on the topic of the issue at hand.
Changelog List consisted of all changes ever made on the issue:
editing each field, changing status, reassigning, etc.
Additional
data
Links to specification, sprint(s), reason for delay, etc.
4. list the people involved, and
5. link all related tickets.
In order to create transparency for the rest of the organisation, the mem-
bers of the organisation must document each change appropriately. This
is achieved via the ticket’s description. Sometimes the changes can lead to
software regressions (bugs), therefore it is important to be able to track the
changes in order to understand what went wrong and then fix the issue or
revert back to a working solution. It is also essential to know who was in-
volved in the development cycle so that they can be held accountable and
apply the fixes.
The PMO has defined a set of ticket types: Internal Improvement, New
Feature or Improvement, Bug, Subtasks, and Epic, whose details are in
9
Table 2.2. Each ticket type follows a specified workflow that defines the life
cycle of the observed ticket. As an example, the workflow of the Internal
Improvement ticket type is shown in Figure 2.1. Workflows consist of a
number of states (also called statuses) in which the ticket can be. The states
characterise the work that needs to be completed, e.g. the Code Review
Figure 2.1: Workflow of the Internal Improvement ticket type. Arrows denote
the directed connections pointing from one state to the next one. You can also see the
cycles which can occur in the workflow, for example Code Review → Needs CR Fixes →
Code Review, which is a typical flow whenever some additional fixes are required to the
proposed code changes.
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Table 2.2: Descriptin of the ticket types.
Ticket type Description
Epic Epic ticket is created for every bigger product feature. Each
Epic ticket is consisted of other tickets, which are completed
independently. For example, introducing a feature, where
the required changes are across the front-end, back-end, and
the changes are not tightly related. In this analysis, we will
consider the Epic cards as hubs which links together more
related tickets. As such, we will not analyse their workflow.
New feature or
improvement
This is a ticket type which introduces new prod-
uct features. For example, introducing a new
dimension for breaking down the data.
Internal
improvement
This ticket type is used for non-feature related improvements.
For example, optimizing a query to get a report faster.
Bug Tickets which describe the product components which
have an unexpected/faulty behaviour. For instance,
some of the report metrics are faulty.
Subtask The above-mentioned ticket types can be broken down
into subtasks which are completed together as a whole.
E.g. The query optimization requires a change in how
a field in the database is stored. For simplicity’s sake,
the workflows for the Subtasks in this analysis are
considered as identical to the original tickets
state indicates that the person assigned to the ticket must review the work
of the developer (the person who was assigned to the observed ticket while it
was in the Development state). The states have directed links, which makes
the structure of the workflow a directed graph that can contain cycles. We
will discuss workflow cycles later in Section 3.2.2. For all additional details
on ticket workflows and their states, see Appendix A.
Some of the defined states in our dataset are very similar or in some
cases the same in terms of the required work. For instance, the statuses
Backlog, To Do, To-Do, TODO for devs all denote that the ticket is in the
backlog an waiting for further action. Because of this inconsistent labelling
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Table 2.3: Merging of ticket statuses. Statuses are case sensitive, and some of
them are defined multiple times. By merging certain statuses we are simplifying both our
analysis and the ticket workflows.
Merged status Composed of statuses
backlog BACKLOG, Backlog, Development Backlog, IN BACKLOG,
In Backlog, Not Started, Ready for Work, Ready
for dev, TODO for Devs, To Do, To-Do
on hold CR On Hold, Development On Hold, On Hold, PR On
Hold, Pending Approval, Pending Product review
cancelled Cancelled, Reverted
cr Code review
dev Development, In Progress, In development,
Needs CR fixes, Needs QA fixes, Needs
fixes, Review, Work in Progress
done Done, In master, Live, Master
product In Planning, In Research, In Review, Needs PR fixes,
Needs SR feedback, Needs review feedback, Pending
Review, Product review, Research, Spec design,
Spec in Progress, Spec in Review, Spec review
qa In QA Review, Needs QA Feedback, Testing
qa hold Pending QA Review, Testing On Hold
our dataset is suboptimal and too granular. To simplify our analysis, we have
decided to reduce the granularity and merge the states that have similar work
requirements. The merged states are listed in Table 2.3.
Tickets are created daily, and anyone involved in the process can create
them if needed. Due to a large number of existing tickets, there are always
some that have not yet been solved or are being solved in parallel with
others. To determine the order in which the tickets are solved and the urgency
with which they need to be resolved, it is useful to set their priority. For
this purpose, the PMO has defined five priority levels: Blocker, Critical,
Major, Minor, and Trivial. The description for each priority level is given
in Table 2.4. The majority of tickets have the minor priority so that higher
priority tickets can be solved quickly. It also happens that the priority is
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Table 2.4: Description of the ticket priorities. Priorities are sorted by the level of
urgency in descending order.
Priority Description
Blocker The system is not working and clients are affected or
the development process is severely disrupted.
Critical The system is affected and if not resolved
may escalate to a blocker.
Major The ticket affects the clients, and should be
pushed forward as soon as possible.
Minor The need of this feature/bug fix is not affecting nobody.
Trivial The changes required are not that impor-
tant nor complex to work on.
bumped up or down due to various circumstances, such as the detection of
bugs in the current version of the product. Usually, the PMs make these
decisions.
The tickets are generally interdependent. They may be related to the
problem they are solving or the feature they are contributing to. Their
relationships may be more specific; for example, they need to be resolved in
a specific order – one ticket cannot be be solved until another is completed.
Another type of relationship between tickets defines how some resolved tickets
caused other tickets to be created. For instance, if a bug is discovered after
another ticket has been deployed, a new ticket is created and it is linked to the
original one to indicate this interdependency. The scope of this study does
not cover the ticket interdependencies in detail, our focus is on uncovering
useful data that might be contained in tickets and their changelogs.
The organisation’s product is divided into multiple components, each of
them covers different functionalities. The development team is divided into
subteams that focus on a specific subset of components. For example, one of
the teams is the analytics team, which owns the data-related components of
the product, that is, all ETL (extract, transform, load) pipeline components.
The components can be identified in each ticket through an additional at-
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tribute. In addition, there is a labels field that is used by the PMs to group
the tickets for simpler analysis within the JIRA platform. It does not neces-
sarily add value, but it gives us insight into how PMs use the platform.




The data stored within the JIRA platform is available through their REST
API1. JIRA REST API allows the user to develop applications and integra-
tions with third party services which provide additional functionalities on
top of the already available out-of-the-box JIRA features.
For the purposes of our analysis, we are only interested in accessing the
historical records of tickets, which consist of the basic ticket information,
along with their changelogs and the number of comments for each ticket. We
also extract the data about the users who have access to the portal so that
we can estimate the level of their interaction.
To obtain the final form of our data, we first had to extract all the re-
quired data from the JIRA portal and load it into our target database –
Snowflake2. Snowflake is a NoSQL database with the characteristics of SQL
databases [10]. We chose this database because it is already used by the
organization that provided the data, and it offers many useful features that
we use, such as querying JSON objects and loading data from other cloud
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and it is available in a limited form that excludes any personally identifiable
information (PII) and any text describing how the organization operates. In
other words, we only use anonymized numeric and indicator data extracted
from the tickets.
We extracted the data from JIRA using a data scraper that we developed
and is available in the study’s online resources3. The script uses the available
REST API endpoints to retrieve and temporarily store the required data on
an AWS S3 bucket, a cloud object storage service provided by Amazon Web
Services (AWS)4. All data is in JSON format, which is described in detail
in the JIRA REST API documentation. The data is transferred from S3
into Snowflake using a series of SQL statements that prepare the target
tables, partially transform the data, and load it into appropriate tables. The
schema of the data tables is shown in Figure 3.1 and is further discussed in
Section 3.3. We are taking advantage of Snowflake’s ability to query JSON
data because, initially, we had little or no insight into which fields contained
valuable information. The ETL process is visualized in Figure 3.2.
3https://github.com/pr3mar/thesis
4https://aws.amazon.com/s3/
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Figure 3.1: A UML diagram of the built data warehouse system. It is worth
noting that the Timelines table is derived from the Changelogs table so the dependencies
with the Users and Tickets tables are identical. The relationship between Users and
Tickets denotes that there can be users which are not involved in any of the Tickets,
and that there can be many users involved in many tickets. The column types are omitted
for clarity.
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Figure 3.2: Visualization of the ETL process. First we extract the required data
from JIRA via the REST API and upload the results into an S3 bucket. Then we execute
a series of SQL statements on Snowflake. The statements partially transform and load the
data from S3 into the corresponding tables on Snowflake.
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3.2 Data Metrics
With the ETL process we have made the raw JIRA data queryable. In this
section, we describe the most important metrics that we extract from the
data. We derived two new metrics: the time spent per timeline item and the
degree of cycling that occurs in the ticket flow.
3.2.1 Timelines
The Changelogs table, described in Figure 3.1, consists of events denoting
the changes of the ticket fields presented in Table 2.1. The changelog events
carry information about the old and the new value of the changed ticket
field. There are many fields that can be changed, and to estimate their
importance, we inspect the frequency of their changes. The most frequently
changed fields are shown in Table 3.1. There, we can observe that the status
and the assignee fields are among the most frequently changed fields. The
status and the assignee determine two very important pieces of information,
which we would like to know at any given time for every ticket:
1. who is working on the ticket (the assignee), and
2. which status the ticket is in.
In the Changelogs table, these pieces of information are presented with
two distinct changelog entries. We merge these pieces of information in or-
Table 3.1: List of most frequently changed fields of JIRA tickets. In this table
we listed the top 5 most frequently changed fields.
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der to form the timeline items, which uniquely and without time overlap
describe how the work flowed through time, fitting the aforementioned crite-
ria, enriched with the duration of the ticket’s state. All of the timeline items
belonging to a single ticket describe the ticket’s timeline of events.
The merge operation used to form the timeline items is rather simple,
and can be described as sweeping through the events. We order the events
by time of occurrence, and merge them as they appear. We consider 3 basic
scenarios which yield a new timeline item:
1. within a small time interval (less than 5 min) we detect a change of
both the status and the assignee,
2. we detect only a change of the assignee, and
3. we detect only a change of the status.
When we detect multiple changes of status and/or assignee in a short
time interval (less than 5 minutes) we disregard the intermediate items, as
we consider them as user input errors, e.g. a PM assigning the ticket to
the wrong person and then immediately reassigning to the correct one. The
process of building the timelines is illustrated in Figure 3.3.
The timeline items are stored in the Timelines table, and we consider
it a fact table of our system, together with the Changelogs table. The fact
table contains the metrics of the system, in this case the time spent in the
state of a ticket. Since time is a precious resource for every organization, we
want to spend the optimal amount of time per task, and are interested in de-
tecting the bottlenecks that take up most of the time. In general, we consider
that outliers are the timeline items which have an unusually long duration,
along with the ones which take suspiciously little time. By analysing the
contents of the fact table we provide a way of identifying bottlenecks within
the organization through outliers.
The proposed time metric is additive, meaning that we can add together
the durations of several timeline items and get the total time spent on them.
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For example, we can add together the duration from all timeline items cor-
responding to a single ticket and get the total time spent on that ticket.
Additionally, by aggregating the Timelines table, we derive another metric
from which the PMO can benefit: the degree of cycling.
Figure 3.3: Illustration of the process of building the timelines. For each of the
listed cases we generate a new timeline item which describes the ticket uniquely. In the
case a we detect a change in both the status and the assignee within a small time interval
(less than 5min). In the cases b and c we detect changes of either the status (case b) or
the assignee (case c).
3.2.2 Degree of Cycling
The degree of cycling (κ) estimates how many cycles, including self-cycles,
have occurred in the timeline of a ticket within the ticket workflow graph.
The higher the value of κ, the more times it has been in a particular state,
indicating that this metric estimates the complexity of the tickets. Conse-
quently, this metric is a means of identifying bottlenecks in ticket workflows.
For example, a cycle often occurs when a ticket is in its Code Review
status: someone inspects the code, and finds something that needs to be fixed.
This means that the ticket goes into the Needs CR Fixes status (equivalent
to Development), and once fixed, back into the Code Review to be approved,
thus forming a cycle and κ = 1. Having a high κ value for these statuses can
be an indicator of under-performance of the developer.
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We obtain the κ metric by examining the timeline items. We express the





where T depicts the number of items the ticket timeline has, and τ the
number of unique statuses the ticket was in. We subtract 1 in the end so the
statuses which occur only once have κ = 0, when there are no cycles and the
ticket was resolved in an optimal fashion.
3.3 Data Warehouse
The methods we presented in the previous sections leads to a formation of a
data warehouse (DW) system that we use for construction of our reports. The
DW system consists of a single data source (JIRA), a set of ETL operations,
and a final form of the database presented in Figure 3.1. The database
follows the star schema model [11] with two fact tables (Changelogs and
Timelines) containing all the metrics of our system.
We enrich the information of the fact tables with the surrounding di-
mension tables. The dimension tables consist of dimension columns (also
called dimensions), which are their primary keys and are referenced by their
corresponding foreign key stored in the fact tables. The dimensions contain
supplementary data to the fact tables, in our case - ticket features presented
in Table 3.2. The dimensions are used to enrich the facts, filter, and ag-
gregate (group) them. The dimensions contain data that are common to
the facts so that they reduce redundancy and provide better star schema
performance [11]. For example, multiple timeline items reference the same
TicketId and they reference only one row in the Tickets table which in-
cludes more information about the ticket.
Using the resulting DW system we built a reporting dashboard which
visualizes the data. We describe the obtained reports and their added value
in detail in Chapter 4.
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Table 3.2: Dimensions we use in our timeline analysis. The dimensions in our
case are ticket features which are common for all timeline items corresponding to the
same ticket. We are able to aggregate the facts with an arbitrarily chosen subset of the
listed dimensions.
Dimension Table Definition
TicketId Tickets Unique identifier of the observed ticket.
Resolved Tickets A binary value denoting the ticket resolution.
Priority Tickets The ticket priority as defined in Chapter 2.
Type Tickets The type of the ticket as defined in Chapter 2.
UserId Users Unique identifier of the involved user.
Status Timelines Simplified ticket status; part of Type’s workflow.
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Chapter 4
Reports
To assist PMs in their decison making progress, we prepared three reports.
The main purpose of these reports is to visualize the findings of our data anal-
ysis in a user-friendly way. To achieve this, we used Jupyter notebooks [12]
as backend for the prepared visualisations. Jupyter notebooks are a very
flexible way to provide an interactive Python environment1, which in our
case is exactly what we need.
The visualizations are the main building block of the reports. We use an
open source Python library for interactive visualizations called Plotly2. To
display the data of interest we use various types of colour-coded plots. All
visualizations are interactive, which means that they can be adjusted by the
user in real time. Users can toggle on/off the data points of interest to reduce
clutter, zoom in/out on time intervals of interest, and get more details about
a data point by hovering above it with the mouse pointer. Additionally,
the data presented can be filtered by date. The date filtering allows users
to closely examine the tickets that have timeline items completed within the
defined time interval. In our case, date filtering helps PMs to explore both the
project progress and the performance of individuals in an arbitrarily chosen
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from October 1, 2019 to January 1, 2020. The purpose of the interactivity
is to overcome clunkiness of static report and allow users to change and view
the values of interest.
The reports we produce assist PMs with various aspects of project man-
agement. To achieve this we prepared three reports:
• a summary of the resolved project tickets,
• ranking of employee workload, and
• an overview of the current project status to facilitate future planning
based on the available data.
4.1 Overview of Resolved Tickets
The resolved tickets contain information about the completed work. PMs
can use this information to evaluate the performance of the organization
within a desired time interval. This report consists of three diagrams and
their purpose is to facilitate the assessment process. The diagrams included
aim to detect outlier tickets and anomalies that occurred during the defined
time interval and that are of most interest to the PMs.
The first diagram shows the distribution of tickets resolved in a given time
interval in relation to their features (their distribution). The user can arbi-
trarily select two of the following ticket features to display: Type, Priority,
and Status. In addition, the user can filter the tickets by the duration of
their timeline items. This filter allows PMs to exclude outlier tickets from
their analysis. We obtain the data to present by querying the Timelines
table where we count the number of tickets that fit the given criteria. The
diagram is shown in Figure 4.1.
This diagram allows PMs to see what kind of work was done in the defined
time interval. It is useful to monitor and keep track of this as it shows what
the organization is focusing its staff on. For example, we can show how
low priority tickets are distributed by ticket type or which statuses are most
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Figure 4.1: Distributions of the ticket features. In this case, we show the ticket
counts by their Priority and Type. We notice that the bulk of the tickets resolved
have Major or Minor ticket priority, and belong to the New Feature or Improvement,
Internal Improvement or Bug ticket type. The majority of the Blocker tickets are of
type Bug, which in comparison with the other ticket priorities has a low count.
active in the defined time interval. This chart also provides an opportunity
to identify anomalies in the data, e.g. tracking down a large number of high
priority tickets (Blocker, Critical) could result in a red flag for the PMO.
The second diagram examines the distributions of ticket metrics based on
their features. We use the same ticket features as for the first diagram (Type,
Priority, and Status) and the same ability to filter the tickets by the du-
ration of their timeline items. We obtain the data to display by querying the
Timelines table and joining the surrounding dimension tables. The met-
rics we can investigate are the time spent per timeline item and the ticket’s
degree of cycling. An example of this visualization is shown in Figure 4.2.
The PMO can use the information about the degree of cycling to estimate
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Figure 4.2: Distribution of the ticket metrics. The diagram presented shows the
distribution of the degree of cycling per ticket status. We can see that the majority of the
statuses have a low κ value, which is to be expected. The outlier tickets are located on
the right side of the diagram, where the data is sparsely distributed. In this case, tickets
that were in Code Review with κ > 6 are worth investigating further.
the complexity of the resolved tickets, and to check which states of the ticket
workflows are the most complex to pass through. Another very important
aspect of ticket review is determining how much time was needed to complete
the work defined in the tickets. The outliers in this case are usually tickets
that took a very long time to resolve or that were in the same state for an
unusually long time. By identifying such outliers, PMs can then inspect them
in detail and take appropriate action if necessary.
The third diagram visualizes the frequency of ticket transitions per week
of the year. A transition is defined as the action of changing the ticket status
and it is presented as the pair: from state → to state. The transition
frequency is obtained from the Changelogs table, where we count the Status
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Figure 4.3: Frequency of ticket transitions per week of the year. On the diagram
above we show the 4 most frequent transitions in the default time interval together with
the All transitions curve. We notice that there is an unusual peak of In Backlog →
Cancelled transitions in weekOfYear=50. Upon inspecting it with the PMs, we confirmed
that this anomaly is correlated with the backlog clean-up done at that time.
events. The transition frequency can also be shown in the context of the
Type and Priority ticket features. For an example of this visualization see
Figure 4.3.
The ticket transition frequency displays the trending transitions within
a certain time interval. It allows us to closely follow the course of ticket
development and also to identify unusual behaviour, such as the anomaly
around week 50 in Figure 4.3. In addition, this chart can be used to monitor
the number of tickets completed from week to week. This is an insightful
metric in terms of performance at the project level, and the PMs are usually
forced to monitor this manually.
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4.2 Overview of Employee Activity
One of the PMO’s tasks is to conduct regular performance reviews of employ-
ees. The employee activity report explores the work completed by a single
organization member in a given time interval and helps the PMs with their
review. The aim of this report is to identify low performance patterns as they
occur, and to prevent them from becoming real problems. The diagrams in
this report focus on two important aspects: employee ranking and employee
workload.
In the past, PMs often manually extracted data from JIRA and vari-
ous spreadsheets, this data was usually used only once and then forgotten.
The developed report does this for them automatically, and can be easily
customized for each employee. This flexibility allows the entire process of
performance reviewing to be standardized across the organization and the
people performing the assessments.
For the first diagram users specify an employee, which is then compared
with other employees based on the performance in the chosen metric: time
spent per ticket or degree of cycling. The criteria can be more strict by
defining the dimension values for the ticket’s Type, Priority, and Status.
The data is obtained from the Timelines table and we present it in a his-
togram where we display a line denoting the mean value of the underlying
data, and a line presenting the ranking of the employee. The visualization
of the employee ranking is shown in Figure 4.4.
Ranking of members is very important because it allows PMs to identify
under-performing and over-performing employees and act accordingly. It also
keeps the PMs informed of the general status of the project. More precisely,
it allows them to plan how to distribute the workload in the future and to
identify members who are under-utilized, in order to increase the productivity
across the organization. The data presented in this diagram should be viewed
with caution as it is only an approximation of the work done and not the
actual work that has been put into the ticket.
The second reporting component displays the distribution of days that an
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Figure 4.4: Visualization of the employee ranking. The diagram shows the ranking
of a chosen employee for the dev status of all tickets with duration of 10 days in the default
time interval. In the presented case, the employee performs slightly worse than an average
developer.
employee has been assigned to a ticket. For a given time interval, we extract
all tickets assigned to the selected member along with the number of days
they were assigned from the Timelines table. The visualization is shown in
Figure 4.5.
All members of the organization have a set of assigned tickets at all times.
With this visualization, we examine how much time they have been assigned
to the ticket. In this case, outliers are the tickets that have been assigned
to a person over an extended period of time and no progress has been made.
This diagram allows the PMs to reassess the priority of the ticket and/or
inspect whether the ticket that has been identified as an outlier still needs
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Figure 4.5: Distribution of days assigned to a ticket. The number of days a ticket
has been assigned to a specified employee in the chosen time interval. It displays the ticket
assignment durations in ascending order. The details of each ticket can be accessed by
hovering over the data points at the top margin of the histogram.
to be completed.
The third diagram is the employee workload histogram. This histogram
shows which tickets the employee had assigned at what time. The data
used for this visualization is the same as for the previous one. Each bin of
the histogram is colour-coded by the tickets assigned to the employee. For
example, if 10 tickets are assigned into the same bin, it is divided into 10
parts, each of which has a unique colour. The interval covered by the bin can
vary depending on how long the selected date interval is, but it is usually a
single day. The visualization of the employee workload is shown in Figure 4.6.
As a result of this diagram, we can determine when the employee receives
a new ticket and completes the work on others. The PMs can use this diagram
to monitor the employee’s daily workload and to better prioritize the tickets.
We observe that tickets with higher priority are usually assigned very briefly,
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Figure 4.6: Diagram of an employee’s daily workload. We notice that the tickets
with lesser priority and/or more complex ones are assigned for a longer period of time,
while the tickets with higher priority and/or lower complexity are completed faster.
which is expected in a fast-paced workflow. In addition, we can identify if
a ticket is assigned back to the employee on another day. As a result, this
diagram also implicitly visualizes the degree of cycling metric.
4.3 Ticket Creation Planning
The last report supports the decision making process pf PMs with regard
to future planning. Their planning process consists of creating new tickets,
setting their priority, type, and documenting the work to be done. They do
all of this while taking into account the available resources. The proposed
report supports their decision-making process by offering a view of all project
tickets, with a focus on the unresolved ones.
The first diagram is a very simple histogram that shows ticket distribution
based on its Resolved value. The number of resolved tickets can be further
34 CHAPTER 4. REPORTS
Figure 4.7: Distribution of tickets at an organizational level. This simple his-
togram shows the amount of work completed and the work still in progress. The above
image shows that the priority of the tickets is honoured by the members of the organization
because there are no unresolved Blocker tickets. The amount of remaining unresolved
tickets also follows the defined priority: as the priority decreases, the number of tickets
increases.
broken down by ticket Type or Priority. This histogram contains data from
the Tickets table. This visualization is shown in Figure 4.7.
It is important that PMs have a general overview of the tickets, e.g. how
many have already been resolved and how many are still being processed.
This visualization provides an overview of the organization’s tickets and can
be used as a project performance indicator. An example of what can be
determined with this diagram is the situation when there are more unresolved
tickets than solved ones, in this case it is certainly worth looking further
into the matter. This kind of information is mainly what the top of the
organization is interested in and can benefit from.
The second diagram of this report focuses on the time spent on the un-
resolved tickets. Similarly as with the overview of the resolved tickets (Sec-
tion 4.1) we present the time spent per timeline item distributed by the ticket
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Figure 4.8: Unresolved tickets for a given time interval. On this diagram you
can see unresolved tickets according to their latest status. This allows us to inspect which
statuses prevent the ticket from progressing. Switching to a different breakdown, such
as priority, allows us to see at a glance what kind of tickets the organization is currently
dealing with.
Type, Priority, and Status. Users can either use the the lower boundary
of the time interval to limit the results or include all unresolved tickets up
to the end of the defined time interval. Additionally, users can inspect the
details from the tickets of interest by hovering over the data points at the
top margin. This visualization is shown in Figure 4.8.
In this visualization we explore the work in progress at the organization.
Our goal is to visualize the time spent on tickets since their creation and
before their resolution. The information provided in the diagram gives PMs
the insight into the type of tickets created within the time interval and how
long the tickets have been in their last status. This is important because it
provides an overview of the current status of the organization through what
the employees are currently working on.
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Figure 4.9: PMST for estimating the development time. This component is a
Proof of Concept (PoC) of a PMST that helps the ticket creator to estimate the develop-
ment time of a ticket with given feature values.
The last component of this report allows users to estimate the duration
of the development process. Users have to provide all features of the ticket,
just like when creating a ticket on JIRA. The details include the ticket pri-
ority, type, set of affected components, set of labels used, and the number
of associated tickets. Output of this part of the report is an estimate of the
development time of the defined ticket in days along with the uncertainty sur-
rounding this estimation. In addition, a force plot is displayed, showing the
impact of each feature value to the calculated estimation. This visualization
is shown in Figure 4.9.
With this component we offer the PMs a way to estimate the development
time of new tickets by facilitating historical data. Most importantly, this tool
provides PMs with an information about which feature values of the new
ticket have the greatest impact on the development time. Using this piece of
information, PMs can detect bottlenecks in the ticket workflows.
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The ticket creation planning report should be used in combination with
the other reports, as it covers only a fraction of the overall status of the orga-
nization. For example, the employee overview report should be used to select
the most suitable person to work on a ticket, whilst the overview of resolved
tickets report should be used to assess the project progress. The reason why
the content was split into several reports is to focus on the problem they are
trying to solve. However, to get a clearer picture, the information from all
reports should be combined.




For the time estimation component of the Ticket Creation Planning report
we developed a specialized machine learning (ML) model. This model is
capable of estimating the ticket Development Time given its features. It
can be used to predict the time needed for newly opened tickets, to investi-
gate which features have the greatest impact on the Development Time, and
to check whether an existing ticket has been in development for an unusu-
ally long time. For this purpose, we initially used four modelling methods
(Naive Bayes, Random Forests, SVM, and XGBoost) and after exploratory
experiments continued modelling by the most promising one (XGBoost) to
investigate whether its explainability is useful in practice.
5.1 Model
To create the time estimation model, we combine the data from the Tickets
and Timelines tables. We took into account all tickets that successfully
passed through the whole development cycle. The total number of tickets
that meet this criterion is 2935.
The feature we are interested in estimating is Development Time, which
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specifies the time required for the successful resolution of a ticket. Development
Time is calculated by adding up the time spent in all of the statues equivalent
to Development, as shown in Table 2.3, until the ticket was resolved.
To estimate the amount of time that each ticket was in development we
facilitate a number of features: Type, Priority, a set of affected Components,
and a set of assigned Labels. Due to the high cardinality of the attributes,
the values of the components and labels had to be reduced. Based on prelim-
inary results we decided that the feature values that occur less than 50 times
should be removed from the dataset as they have a negative effect on perfor-
mance of the predictive model. Once filtered, the components and labels are
one-hot-encoded in order to reduce the complexity of our model. In addition
to the categorical features, the dataset also includes some numerical features.
The Number of Linked Tickets indicates the number of tickets associated
with the observed task. Additionally, we use the Number of Components,
and the Number of Labels that indicate the size of the above-mentioned
categorical features.
The dataset used for modelling is noisy and strongly skewed to the left -
the majority of tickets have very low value of Development Time. In most
cases tickets with extremely low Development Time are results of improper
use of JIRA (e.g. a ticket gets created and immediately closed because PM
made a mistake). To reduce the impact such tickets have on our predictions,
we filter out all tickets that have a Development Time of less than 2 hours.
To remove outliers on the other end of the spectrum, we also remove all tickets
that were in development for more than 30 days. Manual inspection of these
outliers showed that they were also in almost all cases a product of improper
JIRA use. After these two filters were applied we were left with 2775 tickets,
see Table 5.1 for summary of the remaining tickets. We found out that the
majority of the tickets (≈ 83% of them) passed their development cycle in
less than 10 days.
We initially used 4 distinct methods to estimate the Development Time:
Naive Bayes, Random Forests, SVM, and XGBoost [13, 14]. For each of these
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Table 5.1: Basic statistics of the dataset based on the time interval used.
From the considerable difference in values at the 50th percentile, 75th percentile, and the
maximum value we can conclude that the majority of the data is densely distributed within
the first quartile, meaning that the whole distribution is skewed to the left.
Statistic N µ σ Min 25% 50% 75% Max
Value 2775 96.165 132.257 2 13 44 121 754
methods, we used the default values of the hyperparameters. We decided not
to tune any of the model’s hyperparameters because our goal was only to ex-
plore if a model like this could be used for estimating the ticket Development
Time in practice and not to achieve the maximum possible accuracy. We split
the dataset into the training set (80% of the data) and the testing set (20% of
the data) and used a predefined random seed, which ensures that the results
are reproducible.
To determine the quality of the models, we observed the Mean Absolute
Error (MAE ) and Root Mean Squared Error (RMSE ). We used the following






|yi − xi|, (5.1)
where n is the number of observed samples, xi are the observed values,






(yi − xi)2. (5.2)
The performance of the models across the different dataset variants is
presented in Table 5.2. The results indicate that the methods Naive Bayes
and Random Forests perform significantly worse than the remaining two, as
can be seen from the large differences of both the two quality measures con-
sidered (MAE, RMSE ). The performance of the XGBoost and SVM models
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Table 5.2: Performance of the ML methods on the dataset. The model’s best
outputs (XGBoost and SVM ) make an average MAE ≈ 3.5 days. The table shows that
the performance of the Naive Bayes (MAE ≈ 9 days) and Random Forest (MAE ≈ 4.5
days) methods is rather poor in comparison to XGBoost and SVM.
Method RMSE MAE
XGBoost 138.034 h 92.616 h
Naive Bayes 255.083 h 213.834 h
Random Forest 178.280 h 109.402 h
SVM 143.368 h 78.249 h
are very similar, and further analysis showed that they lead to the same con-
clusions. In order to simplify the rest of the analysis, we present the results
of the XGBoost ML method.
The results suggest that the model produces a result with an average
accuracy of MAE ≈ 3.5 days. Initially, we anticipated that the quality of
the model will be better, but given that our intention is merely to provide
a Proof of Concept (PoC) that can estimate the Development Time of the
tickets based on the historical data, we conclude that the model predictions
are satisfactory for our needs. The main reason why our models did not
meet our expectations is the fact that we did not optimize any of the model’s
hyperparameters.
5.2 Model Explainability
Feature importance indicates the extent to which the underlying model takes
into account the features of the model and its values when estimating the
target feature. This section examines both the local and global explainabil-
ity of the XGBoost model. For the purposes of this study, we consider local
explainability as the effect of a particular ticket’s features on the estimation
of its Development Time. On the other hand, the global explainability ex-
amines which ticket features should be considered the most when estimating
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the Development Time on organizational level in general.
We performed the feature extraction using the SHapley Additive exPlana-
tions (SHAP) method [15], more specifically, we used SHAP’s TreeExplainer
method because XGBoost is based on decision trees. SHAP uses a game the-
ory approach to explain the output of any ML model. We present the results
of this analysis using visualization tools included in the SHAP package. We
use a force plot to show how each of the features of the dataset contributes
to the prediction of the model. Based on the analysis of the individual (lo-
cal) outputs, the SHAP method produces a (global) overview of the effects
of each feature. The global view is possible with this approach because the
local outputs are log probabilities that, unlike probabilities, can be added to-
gether, allowing us to summarize the individual entries and obtain statistics
of the global impact of each feature.
We study the local explainability of the features by examining the force
plots. PMs can use this information when creating new tickets, and by study-
ing the impact of the various features, they can gain additional insights and
improve their long-term project planning. A force plot extracted from our
dataset is shown in Figure 5.1, where it is interesting to see a visualization
of the PM’s claim that the duration of a ticket’s Development Time is short-
ened when a developer executes the QA process (Devtest = 1). However,
the Number of Linked Tickets = 0 stood out and we discussed about with
the PMs. They believe that tickets that have more dependencies should be
resolved more quickly. The only exception are the tickets of type Epic, which
are hubs that connect all related tickets.
The global impact of the features are shown in Figure 5.2. The results
indicate that among the most impactful features are Priority and Type,
whose importance and impact is an expected outcome, as we have already
discussed their importance in Chapter 4. The ranking of the Number of
Linked Tickets feature is quite compelling to inspect, as it is contrary to
the intuition of the PMs. In further research, we found that the Number of
Linked Tickets is correlated with the complexity of the tickets, i.e., tickets
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Figure 5.1: Force plot presenting the importance of features. Features and their
corresponding values marked with red increase the Development Time, while the blue ones
decrease it.
Figure 5.2: Ranking of the 10 most important features according to their
SHAP global importance. The diagram shows that the model is balanced when choos-
ing the most impactful features based on their type (categorical, discrete, or binary).
that are in relation with many others take longer Development Time because
many of the associated tickets have to be completed before the original ticket.
This explanation also includes the Epic type of cards which are only marked
as resolved when all the related tickets are resolved.
The underexplored ticket features Devtest and QA (QA engineer’s ap-
proval of Devtest tickets) indicate the involvement of QA engineers in the
process. Figure 5.3 shows the effect of their values on the ticket Development
Time, and we can see that they have similar effects because they are used
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Figure 5.3: Impact of the top 10 features on the target value. The diagram
illustrates the impact of feature and their values on the estimates of the Development
Time. The more clearly the values are separated, the more obvious is their influence on
the Development Time.
in pairs. We conclude that if the tickets contain any of these features, they
most likely have shorter Development Time. We have checked the validity
of this statement with the PMs at Celtra and they confirmed it, pointing out
that the reason for the shortening of the ticket Development Time is that
the complexity of such tickets is generally lesser than that of other tickets.
The values of the Devops-related features (indicating involvement of the
devops team) have consistent impact on the Development Time, so we can
say that the model provides a decision that can be interpreted without am-
biguity. Unfortunately this is not the case for all features. One such example
is the Number of Components feature, where we observe that its values are
scattered. Therefore, the model has difficulty in estimating the value of
Development Time consistently with the Number of Components values.
To verify the authenticity of the importance of the features, we inspected
the model outputs with the PMs. After careful examination of several ran-
domly selected local instances together with the ranking based on global
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feature importance, the PMs were able to confirm the authenticity of the
results. In addition, the PMs were able to both substantiate and invali-
date some of their assumptions with real results. As a result, they will pay
more attention to these features in future planning. The PM’s confirmation





The process of hypothesis validation was carried out through a series of
meetings with PMs at Celtra. The purpose of these meetings was to get
information about what the processes of the PMO and to get feedback on the
developed solution. The initial meetings were held to develop and refine our
idea, and to set the required goals to confirm the hypothesis. Later meetings
were demand-driven and feedback based, we met when some progress was
made or more information about the process was needed.
To keep the work relevant and up-to-date and to ensure that we are on
the right track with the confirmation of the hypothesis, we reviewed the
working ideas with the PMs. If an idea proved not to be worth developing,
we rejected it. In this way we minimized the effort for ideas that were not
perspective and continued to focus our work on achieving the set goals.
The knowledge gained from the meetings includes basic information about
PMIS usage, ticket workflows and how to deal with the process of project and
resource planning. During the meetings the PMs described specific scenarios
that led to uncovering some downsides of their work process. Throughout
the study we presented solutions that showed how to overcome these issues.
We also presented the developed solution at an organization-wide meet-
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ing. The presentation consisted of an in-depth analysis of the current status
of the ongoing projects, including details of the time spent on various ac-
tivities throughout the organization. The presentation of the complexity
of the tickets using the newly introduced degree of cycling was particularly
appreciated. The response to the presentation was positive and resulted in
several staff members contacting us to commend the idea and suggest further
improvements.
The PMO also took our feedback into account. As a result of our work,
the complex workflows that form the core of our analysis were simplified. The
PMs recognized that the ticket workflows are very complex because they have
many equivalent states, and took action and simplified all ticket workflows.
An example of the simplification is shown in Figure 6.1. The rest of the
simplified workflows are shown in Appendix A.
Taking all of the above into consideration we can confidently confirm our
hypothesis the organization can benefit from the insights gained by applying
contemporary data analysis techniques to their PMIS data. As a result, the
organization has a new PMST to improve the performance of the PMO.
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Figure 6.1: Simplified workflow of the Internal Improvement ticket type. We
observe that the all On Hold states are now unified into one which can be reached from
all other states. Additionally, there is there is a new state - Ready for Test which is
used as the backlog for the QA team. For comparison, the original workflow is shown in
Figure 2.1.
6.2 Discussion
Using data to improve and optimize organizational processes is the modern
approach to problem solving, and project management is certainly no excep-
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tion. The main motivation for a PMIS is primarily to improve the planning
process and make it easier for PMs to make decisions. Today’s PMIS are
an excellent example of tools that are used throughout the organization and
from which all members benefit. The benefits vary depending on the per-
spective of the members who view it: from transparency for developers, task
monitoring and planning for PMs, to the executive views for the top of the
organization.
A properly deployed PMIS stores the entire status of the organization’s
projects. When the state of the projects is stored in PMIS, it means that
they collect a large amount of data that can and should be used. To this
end, today’s PMIS offer a range of reports to visualize the data. However, all
these reports only provide an insight into the progress of the project and do
not provide a deeper insight into the overall performance of the organization.
PMIS’ failure to provide further insight reveals a knowledge gap that we have
closed.
To fill the exposed gap, we have set up a DW system that benefits from
the information stored in the PMIS. The DW is based on two main metrics:
the time spent per ticket and the complexity of the tickets (degree of cycling).
The metrics are derived from the ticket changelogs, which are processed to
form the ticket timelines. Both metrics are expressed in combination with
the ticket features. We present the data from the DW by means of three
interactive reports.
The reports cover 3 aspects of the organization projects: analysis of the
workload of the employees, overview of the work done and review of the
ongoing work with a view to the future. Each report provides the PMO with
a different view of the organization and its staff. The reports outline how
time is spent in the organization and help identify bottlenecks in both the
underlying processes and employee struggles.
Since time is an essential resource, we have created a model for estimat-
ing the Development Time of newly created tickets in the organization. The
model confirmed that the ticket Type and Priority are essential in deter-
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mining the duration of the tickets. It also revealed how the Components and
Labels of the ticket affect the development cycle.
Finally, our study shows that the developed interactive reports are useful
for the PMO which successfully confirms the validity of our hypothesis. Based
on our results and constant communication, the PMO has already succeeded
in improving the process of the organization. The input we have provided
has led to a simplification of the ticket workflows, which is beneficial for both
the PMO and the other PMIS users. It reduces the unnecessary effort put
into using the PMIS and makes clear the importance of its use.
6.3 Future Work
With the work we have done so far, we have only scratched the tip of the
iceberg. We have succeeded in confirming the hypothesis mentioned, but
this does not mean that our results are ideal, nor that it is the only thing
we can achieve. We dedicate this section to exploring future possibilities for
improving and extending the work we have completed.
The presented timeline analysis takes into account the absolute figures
that it receives from the DW. This is one of the shortcomings of the proposed
solution. As we have seen in the workload diagram presented in Section 4.2,
the members of the organization are assigned several tickets at any given
time. Although the assessment we have made is good enough for practical
purposes, there is still room for improvement in the analysis. In order to
overcome this obstacle and to further improve our ranking, we would like to
conduct a timeline interleaving analysis in the future, which addresses the
problem of multitasking of employees.
Our analysis covers a very small subset of item types from the Changelogs
table (change of status and change of assignees), and it is compelling to
evaluate the contribution of the other changelog items. We assume that this
analysis will show the relationship between the actions occurring in a ticket
state and the progress of the ticket. For example, we would like to know
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whether the action of a PM commenting on a ticket results in its quicker
resolution.
Last but not least, it would be worthwhile to investigate the relationships
between the tickets. As we mentioned in Chapter 2, the tickets can be linked
together in a predefined relationship. We only used the Number of Linked
Tickets when creating the time estimation model in Chapter 5, and our
results showed that this is one of the most important features for the predic-
tion model. By studying the ticket relationships, we can construct a network
of tickets to which we can apply methods from network science to uncover
various patterns that emerge and further study their structure. Through this
network we could easily extract the relationships among organization mem-
bers. We could then compare the actual connections among team members
as opposed to the connections defined in the organizational structure.
Appendix A
Ticket Workflows
In this appendix we present the meaning of each status the ticket can be in
based on its workflow. The statuses are listed in Table A.1. Additionally, we
present the original and the improved versions of the ticket workflows of the
rest of the ticket types. The Epic ticket type is presented in Figure A.1, and it
is the only workflow which was not improved because it was already optimal.
The workflow of New Feature or Improvement ticket type is presented in
Figure A.2, and its improved version in Figure A.3. The workflow of the
Bug ticket type is presented in Figure A.4, and its improved version is in
Figure A.5. All of the improved versions of the workflows consist of the same
changes as described in Figure 6.1.
Table A.1: Description of each state of the workflow. The statuses marked with
asterisk * are mandatory for the majority of the ticket workflows.
Status Description
In Backlog All newly created tickets are in this state,
indicating the to-do list.
Research In this phase, all the open questions are researched.
Spec design Includes writing of product and tech specification.
It also includes the design phase and other
activities needed before development.
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Spec review When specifications are written, they are checked by the
product managers and senior developers. If something is
unclear, the ticket moves to Needs SR Feedback state.
Ready for
dev
When the specifications are confirmed, the ticket
is moved to ready for development state, when
we prioritise it with other projects.
Development
backlog
If for some reason the ticket won’t be started in the
next 30 days, we move it to development backlog,
where it waits for its turn in development.
Development* In this status the main work gets done.
Development
on hold
This is a temporary, short term (less than 30
days) on hold state. If a developer is working on
more projects, one of them is in Development and
others are in Development on hold state.
Product
review
After development is done, the product manager
takes a look at the result and checks if it
fits with the product requirements.
Needs PR
fixes
If the product managers find some issues, they give
the ticket back to the developer to fix them.
PR On hold As with all other states we need temporary, short
term on hold state for a product review as well.
Code review* After product review is done, we check the
quality of the written code. This is usually
done by more senior developers.
Needs CR
fixes
If some issues are found in Code Review, the ticket
goes to this state so the developer can fix them.
CR On hold Temporary, short term on hold state for CR.
Testing* After the CR passes, the projects goes to QA for testing.
Needs QA
fixes
If some issues are found during the Testing




Temporary, short term on hold state for testing.
Master* After testing is complete and all (found) bugs
are fixed, the ticket can be “merged to the
master branch”. This means that the ticket is
scheduled for the next deploy to make it live.
Live* After the ticket has been deployed, its state changes to
Live, indicating that it is available to the clients.
Reverted If for some reason we find additional complications,
we decide to revert the whole ticket (Mostly major
problems that can’t be fixed with small fixes).
Cancelled Sometimes, for a variety of reasons, a ticket
can be cancelled. This can happen at any
point during the ticket’s lifetime.
Figure A.1: Workflow of the Epic ticket type. The workflow of this ticket type was
not updated because it was already optimal.
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Figure A.2: Workflow of the New Feature or Improvement ticket type.
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Figure A.3: Improved workflow of the New Feature or Improvement ticket type.
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Figure A.4: Workflow of the Bug ticket type.
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Figure A.5: Improved workflow of the Bug ticket type.
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