Neurons in various areas of the frontal and parietal lobes can be distinguished based on their preference for the direction of reach errors. Stimulation of these neurons corrects for those errors, uncovering a cortical system for adaptive motor control.
Vernon Mountcastle would occasionally start his lectures to Hopkins grad students by saying that ''if you want to know what a neuron does, find out what it's connected to.'' That advice looms large in the primate motor system, where the paucity of such detailed anatomical information has left us searching for correlations between the firing pattern of a single cell [1] [2] [3] [4] [5] , or a population of cells [6, 7] , and kinematic properties of behavior. Deciphering the seemingly alien language of neurons has been slow, with arguably the most important problem being that of labeling the living cell based on where it receives inputs from, and where it projects outputs to. Fortunately, Kitazawa and colleagues [8, 9] have pioneered a novel way to address this problem. As they report in this issue of Current Biology, to understand the input to a motor cortical cell, Inoue and Kitazawa [8] identified the error information that the cell preferred; to understand the output from the cell, Inoue et al. [9] stimulated it and identified the behavior it produced. Putting these two together, the authors are able to show that cortical cells that prefer a certain sensory error also play a role in generating motor activity that corrects for that error. Their results are brush strokes that partially uncover the components of an adaptive cortical control system whose function is to improve our movements. When taken together with results on the oculomotor system in the brainstem and the cerebellum, there are hints of a consistent brain organization that may be repeated across diverse modalities of motor control.
Inoue and Kitazawa [8] trained monkeys to reach to a target on a touchscreen. They controlled the path of light to the eyes by employing a programmable prism, randomly varying this path from one trial to the next. As the hand started the reach, shutters closed, removing the visual feedback, and then reopened when the hand touched the screen, letting the brain see that the hand had missed the target. The key idea was to control the error vector on each trial -the hand position with respect to the target -as well as the time when the brain gained access to this information -when the shutter re-opened.
The normal reaction to this error would have been to immediately correct for it. However, the monkeys were trained to withhold this impulse, maintaining their hand at its current position. Despite lack of a corrective movement, on the next trial when another target was presented, that movement exhibited changes, suggesting that the experience of error on the previous trial produced learning: if error was to the left, on the next trial the arm moved slightly to the right.
We know something about this trial-totrial learning. When the sensory system reports an error -a mismatch between expected and observed sensory statethe motor system is engaged via shortlatency and long-latency pathways, marshaling a correction [10] . That is, experience of an error alerts a sensoryto-motor network that produces commands that correct for the error. For example, when you reach and your hand is perturbed by a force field, the unexpected stretch in the arm muscles (the error) engages pathways that generate corrective motor commands. These corrective commands have two functions: they partially correct the ongoing movement, but more importantly, the commands become a template for learning. On the next movement, the corrective motor commands in the previous trial are added to the commands that were previously sent for reaching [11] . In this way, the sum of the two commands moves the arm and 'predicts' the upcoming error, thereby cancelling it preemptively. As a result, the brain learns to incorporate the correction into its repertoire by employing the reflex pathways as a surrogate teacher.
In the new experiment [8] , when the monkey was shown its reach error, it dutifully withheld its natural tendency to correct. Regardless, the authors found a covert pattern of corrections: about 250 ms after the error was sensed, the muscles of the arm and the wrist showed subtle activities, suggesting that the brain was producing a corrective response to the error [9] . Where was this activity originating from?
Over the course of two studies [8, 9] , the authors recorded from cells in the primary motor cortex (M1), dorsal premotor cortex (PMd), area 5, and area 7. They found many task-related cells. Some produced a burst around reach onset, returning to baseline as the hand held its position on the screen. Others produced a burst around reach onset but continued to discharge during the hold period. Finally, a third group of cells responded by increasing activity only during the hold period. Critically, when the monkey was holding its hand still but was allowed to see the error, many cells in these cortical areas produced activity that reflected properties of that error: their spikes showed a preference for a specific error direction. Therefore, the input to each cell could be differentiated based on the cell's response to the reach error.
Inoue and Kitazawa [8] then stimulated the region around that cell. The stimulation began immediately as the hand touched the screen, and lasted for 200 ms -roughly the time when the cell would have responded to its preferred error. During these trials, the shutters opened and closed as before, but the prism was disabled, and there were no perturbations to the path of light to induce an error. Remarkably, the animal responded to the stimulation as if it actually experienced an error: in all areas except area 7, repeated pairing of reaching with post-movement stimulation produced an increasing bias in the endpoint of the reach in a direction opposite to the preferred error of the cell -that is, stimulation produced learning in the anti-preferred direction of the error for the cell (in area 7, the learning was in the preferred direction of error).
This showed that the post-movement activity in the cell was not merely a passive observer that encoded the error, but it was playing an active role in learning from that error. Indeed, supra-threshold stimulation of the cells produced muscle activity that was a motor correction for their preferred sensory error. This implied that the cortical neurons that responded to a specific sensory error indirectly projected to muscles that moved the arm in a direction that would correct for that error.
This rather beautiful correspondence between input and output properties of cortical neurons is noteworthy because it shares parallels with the oculomotor system of the brainstem. To draw this analogy, suppose I ask you to make a saccade to a point of light. During the saccade, I move the target so that when your saccade ends, the light spot is not on your fovea, where you would expect it to be, but at another location, resulting in a sensory prediction error that you observe in the post-saccadic period. In response to that error, specific cells in the superior colliculus respond at a latency of around 110 ms. These cells have a preference for error in the sense that their activity in the post-movement period is tuned to the visual error vector. Like the cortical cells, these collicular cells are not passive observers of the error: they too play a critical role in the learning process. The collicular cells project onto brainstem burst generators that produce a corrective saccade, moving the eyes to the actual target position. So in the oculomotor system, the visual error after completion of a saccade produces activity in the superior colliculus (and also in the frontal eye field) that subsequently results in a corrective motion. Just like reaching, this corrective saccade plays two important roles: it corrects the immediate error, and it serves as the teacher, demonstrating how to improve the movement the next time the brain needs to make a saccade to that target. For example, if the target is to the right and during the saccade I jump it vertically, you produce a horizontal saccade, followed by a vertical saccade. In the next trial, your horizontal saccade has a slight vertical motion [12] .
As in the cortical system for reaching, in the period after completion of the primary saccade, sub-threshold stimulation of a collicular cell does not produce a movement, but it nevertheless alters behavior on the next trial, inducing a change in behavior along the direction of the preferred error of the collicular cell [13, 14] . Therefore, for both reaching and saccades, stimulation of cells that preferentially encode an error produces a movement that corrects for that error, but more importantly, this stimulation induces learning so that in the subsequent trial, the movement has less error. What is the neural basis of this trial-to-trial learning?
In the post-saccadic period, as the colliculus reports a visual error and engages the brainstem burst generators to produce a corrective saccade, it also sends inputs to the inferior olive, producing complex spikes in the cerebellum. These complex spikes act on a specific group of Purkinje cells that specialize in learning from those errors [15] . When the complex spike arrives, it causes plasticity in the Purkinje cells. On the next trial, when the same target is presented, these Purkinje cells produce a slightly different pattern of discharge than before [16] , altering the input to the brainstem burst generators, steering the eyes in a way that reduces the error that was experienced in the previous trial. Therefore, the 'primary' motor commands are generated because of activity in the colliculus, but the trial-to-trial change comes from subtle nudging of these commands from the cerebellum. That nudge occurs because the error that was sensed by the colliculus not only results in a corrective saccade, but it also produces a complex spike that alerts the cerebellum to learn from the corrective saccade. As theory had predicted [17] , the correction is the teacher.
It seems likely that cortical control of reaching relies on a similar architecture. Indeed, as Inoue and Kitazawa [8] have demonstrated, experience of an error following a reach engages cortical neurons that sense that error, encoding it with respect to their preferred direction. They speculate that these neurons not only engage downstream motor structures that specialize in correcting for that error, but also engage the inferior olive indirectly, generating complex spikes in Purkinje cells that prefer to learn from that error. The next time that the reach is performed, these Purkinje cells nudge the hand in a direction that partially corrects for the previously experienced error.
You may wonder whether you really need a sophisticated system like the cortex to learn to control something as ordinary as a reaching movement. Consider the credit assignment problem that exists whenever there are errors in behavior: when you reach and see that you missed the target, the error could have arisen because you sent the wrong commands to the arm; but that same error could have come about because someone moved the target while you were reaching. Should you update a model of your arm, or should you update a model of the environment [18] ? Inoue and Kitazawa [8] suggest a solution: both areas 5 and 7 encode the error that is present after movement completion, but stimulation of area 5 produces learning in a direction opposite to the direction of the preferred error of the cell, whereas stimulation of area 7 produces learning in the same direction of the preferred error. This implies that in area 5, the neurons are interpreting the error in terms of the model of the arm, whereas in area 7, the neurons are interpreting the error in terms of mischief in the environment. Learning, then, is a mixture of two different neural interpretations of a single reality.
There are useful lessons that emerge from these studies. First, we appear to learn not from simply observing our error, but from the process of correcting for that error. I think of this as I type the current manuscript and misspell a word. The word processor notes my error, and offers to correct it for me. If I let the machine correct my error, rather than correcting it myself, I am suppressing my internal teacher, losing the opportunity to learn from my mistake.
The second lesson is with regard to the functional anatomy of the brain. If we posit that a fundamental function of the brain is to learn to improve our behavior, then the idea of labeling cells based on their response to error may turn out to be a key step in deciphering the seemingly alien language of neurons.
