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a b s t r a c t
A novel design framework for Radio Frequency Quadrupoles (RFQs), developed as part of the design of
the FETS RFQ, is presented. This framework integrates several previously disparate steps in the design of
RFQs, including the beam dynamics design, mechanical design, electromagnetic, thermal and mechanical
modelling and beam dynamics simulations. Each stage of the design process is described in detail,
including the various software options and reasons for the ﬁnal software suite selected. Results are given
for each of these steps, describing how each stage affects the overall design process, with an emphasis on
the resulting design choices for the FETS RFQ.
Crown Copyright & 2013 Published by Elsevier B.V. All rights reserved.
1. Introduction
The Radio Frequency Quadrupole, or F, is the accelerating
structure of choice for low energy hadron beams. First proposed
by Kapchinsky and Teplyakov (K–T) in 1970 [1], the RFQ provides
the most efﬁcient method of accelerating charged hadron beams
up to β 0:2. This is largely a result of the RFQ providing both
transverse and longitudinal focussing within a single structure,
giving a large improvement in transmission efﬁciency over drift
tube linacs as a result of the increased space charge limit [2].
One distinguishes between the two types of RFQ—the 4-vane
and the 4-rod—depending on the type of electrode used. Both
types use sinusoidally time-varying electric ﬁelds on four electro-
des mounted close to the beam axis to produce transverse
focussing: longitudinal bunching/acceleration ﬁelds are then pro-
duced by modulating the distance of the electrode tip from the
beam axis. 4-vane RFQs consist of four longitudinal vanes symme-
trically placed in a resonant cavity operating in the TE211 mode
with end regions designed to produce a TE210-like mode in the
region of the vane tips. In a 4-rod RFQ, the four rods reside inside a
single larger cavity and the rods and their support structures form
a series of coupled, lumped resonators. For both types of RFQ, the
design process has largely followed the same path since the
development of the ﬁrst RFQ design codes at Los Alamos [3,4].
This involves two largely orthogonal efforts:
1. Beam dynamics design resulting in parameters describing the
RFQ electrode modulations using a ﬁeld approximation code
that solves the K–T equations.
2. RF and mechanical design of the resonant cavity.
To ﬁrst order, these two design stages are largely independent,
as the plethora of RFQs produced using this method has proved
[5,6]. Once the input beam parameters are known and the RF drive
frequency is selected, the beam dynamics design does not depend
on the bulk resonant properties of the cavity. While it is possible
for these stages to be treated independently, at least a procedure
to ensure consistency of all common parameters in both designs
must be in place (the integrated design framework presented here
automatically ensures this consistency).
However, the shortcomings of treating these two stages inde-
pendently start to become signiﬁcant at higher beam currents due
to the higher electric ﬁelds required to balance the increase in
space charge. This has been of particular concern for the develop-
ment of the 324 MHz, 3 MeV RFQ for the Front End Test Stand
at RAL [7] which must accelerate 60 mA of H ions at 10% duty
cycle [8]. Subtleties in the shape of the ﬁeld can have large effects
on both the RF efﬁciency of the cavity and the beam dynamics.
For example, the resonant properties of the cavity depend on both
the bulk dimensions of the cavity and the proximity of the
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electrodes: for a 4-vane RFQ, the separation of the vane tips has a large
effect on the capacitance of the cavity and hence the resonant
frequency. Without designing the cavity as a whole, certain non-
optimal limitations must be placed on the vane modulation design,
such as ﬁxing the mean electrode distance from the beam axis, r0.
Small adjustments to the modulations to improve the beam dynamics
can have large effects on the capacitance: by designing the two stages
independently, the effects would only be known once the cavity has
already been constructed and rectifying mistakes becomes extremely
costly and time consuming.
To overcome such shortcomings and provide a method of
assessing the machining and alignment tolerances of the RFQ, a
novel integrated design process has been developed as part of the
development of the FETS RFQ. This has allowed the fusing of
results from electromagnetic, thermal and mechanical modelling
of the cavity with simulations of the beam dynamics based upon
the electric ﬁelds close to the beam axis as a result of the subtle
vane tip modulations. Using a CAD model of the cavity as the basis
for all necessary simulations gives the following advantages over
independent cavity and beam dynamics design:
1. All simulations are tied to a single CAD model: any modiﬁca-
tions required as a result of adverse effects seen in one of the
simulations are available to the others, including the beam
dynamics simulations.
2. All simulations are carried out using the CAD model that will
actually be machined. Not only does this mean that no “inter-
pretation” is required between what appears in the simulations
and how it will affect the real RFQ, but any limitations in the
modelling and machining are automatically built in to the
simulations.
3. All simulations are interconnected: for example, it is relatively
straightforward to simulate the effect on the beam dynamics of
thermal expansion of the cavity.
4. Simulating the effect of machining and alignment tolerances on
the bulk electromagnetic and beam dynamics performance of
the RFQ is simply a matter of introducing those “errors” into
the CAD model.
In a sense, in this method the CAD model of the cavity is king:
the ﬁnal arbiter of what will be machined is always the CAD
model. This means that improvements suggested by each of the
simulation steps are governed by the limitations of the CAD
modelling and machining. This prevents any changes being made
to the cavity design in one of the simulations that are impossible
to machine. It should be noted that 4-vane RFQs are referred to
throughout, since this was the RFQ type selected for FETS [9].
However, this design framework is equally valid—and has been
modelled—for the design of RFQ rods within a 4-rod RFQ, for
which some additional examples are given, particularly with
regard to the CAD modelling of the rods themselves.
The RFQ integrated design framework is split up into the
following steps:
1. Beam dynamics design resulting in RFQ modulation parameters
using a ﬁeld approximation code of choice.
2. Mechanical design of the cavity geometry in a commercial CAD
package.
3. CAD modelling of the RFQ modulations using the same CAD
package. This step is separated from step 2 due to the complex-
ity of the vane tip modulations but is integrated before
simulations are carried out.
4. Electromagnetic simulation of the cavity to reﬁne the resonant
frequency and Q-value.
5. Thermal and mechanical stress modelling of the cavity and
design of the RFQ cooling system.
6. Electrostatic ﬁeld mapping of the region around the vane tips.
7. Beam dynamics simulations based on the electrostatic ﬁeld
map, using a particle tracking package of choice.
These steps are described in the remainder of this paper. Where
possible, each of these steps has been illustrated with examples
from the FETS RFQ design that required several iterations of each
of these steps to reach a ﬁnal design: more information can also be
found in the associated references.
2. Beam dynamics design
The goal of the RFQ beam dynamics is to adiabatically bunch
the incoming DC beam, then accelerate it to the ﬁnal energy
whilst controlling the transverse and longitudinal forces to
combat space charge. The usual approach is to keep the physical
size of the bunches approximately constant during bunching
resulting in approximately constant charge density and hence
space charge forces. To achieve this goal requires the longitudinal
spatial extent of the bunches be kept constant during bunching.
As the beam becomes bunched the phase length reduces but if
the particles are gently accelerated at the same time the spatial
length is unchanged.
As part of the design process for the ISIS 202.5 MHz, 665 keV,
4-rod H RFQ [10], the program RFQSIM was written [11]. Given
Fig. 1. Modulation parameters for an individual RFQ cell and the resulting parameters for the 4 m FETS RFQ. (a) Cell modulation parameters. (b) FETS RFQ parameters.
S. Jolly et al. / Nuclear Instruments and Methods in Physics Research A 735 (2014) 240–259 241
the successful implementation of the ISIS RFQ [12], the close
connections between ISIS and FETS [7] and the similarity in beam
dynamics design results to PARMTEQM [11], RFQSIM was the
obvious choice to provide the basis for the FETS RFQ vane tip
modulation parameters.
Following the method of Kapchinski and Tepliakov [1] it is
possible to derive an expression for the electrostatic potential, V,
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k¼ 2π=βλ
where k¼ π=L, L is the length of the cell, I2n is the modiﬁed bessel
function of order 2n and Amn are the multipole coefﬁcients whose
values depend on the pole tip geometry. RFQSIM approaches the
problem analytically by taking just the ﬁrst two terms of this
expansion: this results in a set of modulation parameters that
describe the evolution of each RFQ cell (see Fig. 1a for a schematic
of the various RFQ cell parameters). However, the resulting two
term function describes vanes with an approximately hyperbolic
transverse section which is not necessarily practical or desirable to
build. For vanes with a chosen engineerable transverse proﬁle the
electric ﬁelds can be found by expanding Eq. (1) to a sufﬁciently
large number of terms and solving for the coefﬁcients on the
known potential of the vane surface.
RFQSIM reﬁnes the RFQ modulation design by calculating
coefﬁcients for the 8 lowest order terms of Eq. (1) and using the
resulting electric ﬁeld within its own particle tracking engine. This
produces modulations with an approximately circular transverse
section and a sinusoidal longitudinal proﬁle: the resulting
transverse electric potentials using the FETS RFQ coefﬁcients are
shown in Fig. 2. Note that there is an increasing separation
between the real vane tip proﬁle, shown in white, and the RFQSIM
ﬁeld as one gets further off-axis: a good match is observed within
75 mm of the beam axis (Fig. 2b) but differences become more
prominent further off-axis, with regions around 710 mm not
modelled correctly at all and therefore also marked black. The
resulting cell parameters for the FETS RFQ are shown in Fig. 1b.
The cell parameters produced by RFQSIM are the starting point
for the integrated RFQ design process, specifying the total length
of the RFQ for the Mechanical Design (Section 3) and the vane
modulation geometry (Section 4). Currently, the vane modulation
parameter generation is the only part of the integrated design
process carried out in isolation. While it is possible for the
electromagnetic and electrostatic modelling to feed back into the
mechanical design, the only way to modify the beam dynamics
design from RFQSIM for a given parameter set is by small, manual
adjustments to the individual cell parameters. These are carried
out by hand during RFQSIM's particle tracking stage to make small
adjustments to the transmitted current, emittance growth, etc. It is
not yet clear how one can feed the results of the beam dynamics
simulations (see Section 8) back into RFQSIM to fully automate the
RFQ design process: this is still a topic of much discussion.
3. RFQ mechanical design
A wide array of CAD packages are used for the mechanical
design of modern accelerator components. The choice of such a
package is dependent largely on user familiarity, since a large
proportion of features are replicated across the major CAD
systems: these include CATIA [14], Autodesk Inventor [15], Solid-
Works [16], Solid Edge [17] and Pro/Engineer (now PTC Creo) [18].
Primarily because of the authors familiarity with the software,
Autodesk Inventor was chosen for the RFQ mechanical design.
While there is nothing described here that could not be adapted to
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Fig. 2. Electric potential surrounding RFQ vane tips using RFQSIM coefﬁcients for the ﬁrst cell of the FETS RFQ. Red indicates positive and blue negative potential: circular tip
proﬁles are overlaid in white. (For interpretation of the references to colour in this ﬁgure caption, the reader is referred to the web version of this paper.)
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design framework (making use of the reference of multiple models
to a single Excel spreadsheet as described below) represent an
enormous time saving and the ease with which this is achieved in
Inventor is extremely beneﬁcial. The initial experiments with RFQ
design using Inventor were carried out as part of the manufacture
of the FETS RFQ cold model [19]. Valuable experience was gained
not only with the mechanical design but also in the ﬁrst steps to
integrate the mechanical design with the electromagnetic and
thermal simulations as part of an overarching design framework:
these are covered in more detail in Sections 5 and 6.
Of course, the obvious question is that, given the various Finite
Element Analysis (FEA) packages used in these simulations also
provide some degree of CAD modelling capability, why use a
separate CAD package for the design and go through the extra step
of exporting the CAD model for the simulations? Unfortunately the
CAD modelling facilities within all the various FEA packages
described later in this paper are not nearly sophisticated enough
for RFQ design. Also, there is a well-developed workﬂow for
exporting CAD models from any of the major packages for
manufacture through CAM-based systems, something not present
in the FEA codes. In addition, the FETS RFQ model had to be
integrated into the larger model of the entire beamline: modelling
the whole of FETS within an FEA package would have been
needlessly time-consuming and excessive.
The CAD design begins with a simple sketch of the 2-D transverse
proﬁle of some portion of the RFQ. Taking advantage of the
symmetry of 4-vane RFQs means that the simplest sketch need only
describe a single octant of the transverse proﬁle, since symmetry
planes exist intersecting the central axes of each vane and at 451 to
these. However, the CAD design must take into account the assembly
method of the ﬁnal RFQ and hence such exact symmetry planes may
not exist in the ﬁnal assembly. For example, the FETS RFQ developed
from a symmetric 4-quadrant design used in the early stages of the
cold model development [19] to pairs of major and minor vanes used
in the ﬁnal assembly [20]. As such, a sketch representing some
fraction of a quadrant is used that respects the ﬁnal RFQ design: an
example is shown in Fig. 3a. With the outline transverse proﬁle
deﬁned, this shape can then be extruded to form a basic 3-D
representation of this portion of the RFQ assembly (see Fig. 4). Note
that this method does not result in longitudinal vane tip modula-
tions: the method for modelling the shape of the vane tips is
described in Section 4. Additional sketches are then used to reﬁne
the geometry of the CAD model and add the necessary features: a
single sketch, describing the vane tip cut-back and radial input
matcher geometry, is shown in Fig. 3b.
The ﬁnal model for a single vane, complete with all features, can
be seen in Fig. 5: this is the “major vane”model of the FETS RFQ [20].
Note that the basic shape from Fig. 4 is still retained but the model is
now replete with all the necessary vacuum, cooling and tuning ports.
Note also that two symmetry planes have been used to reduce the
amount of work required to produce the model, since the initial
extruded model in Fig. 4 is only half the length and width of that in
Fig. 5. Each of these represents a single Inventor Part ﬁle: models
describing the remainder of the RFQ can then be brought together in
a single Inventor Assembly to model the complete RFQ. An example
of such an Assembly can be seen in the complete 4-vane model of a
1 m section of the FETS RFQ shown in Fig. 6. This model now features
not only the necessary cooling, vacuum and RF coupling ports but
also a large array of bolt holes used for securing the RFQ structure
together. The FETS RFQ uses a novel bolted assembly that circum-
vents the alignment imperfections introduced during the usual
brazing process that fuse the various sections together and provide
the requisite vacuum and RF seals [21], hence the presence of the
myriad bolt holes. Note that symmetries have again been used to
reduce the amount of modelling required: only a single model for the
horizontal and vertical vane is required. However, since in this model
the join between horizontal and vertical vanes is not along a
symmetry plane, different Part ﬁles are required that describe the
horizontal and vertical vane geometry.
Inventor has the advantage that sketch and modelling dimen-
sions can be linked to an Excel spreadsheet. This allows the CAD
model to be updated dynamically simply by modifying parameters
in the Excel ﬁle. For example, the model shown in Fig. 6 consists of
two separate Part ﬁles. However, several of the dimensions—such
as the radius of curvature of the vanes or the distance from the
beam axis to the back of the RFQ tank—must be consistent
between models. Not only does referencing these parameters
from the spreadsheet ensure consistency between models but
modifying a single parameter for the entire model—such as the
overall size of the tank—is simply a matter of updating a single
number in the spreadsheet. The Parts and Assemblies within
Inventor linked to this spreadsheet are then updated dynamically.
This has the signiﬁcant advantage that, once the basic design is
complete, modiﬁcations can be made rapidly without having to
Fig. 3. The two main sketches used to model a single section of the RFQ: transverse (a) and longitudinal (b). (a) Transverse quadrant sketch. (b) Longitudinal sketch.
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alter several models individually. In addition it has enabled several
parts of a single model—in the case of the FETS RFQ, the main RFQ
mechanical design model and the individual vane tip modulation
parts described in Section 4—to be worked on concurrently. So
long as a single reference spreadsheet is used for the dimensions
of the interfaces between parts, the parts themselves do not need
to be shared, allowing different parts to be worked on in parallel.
The main RFQ CAD model actually serves two purposes:
1. Complete mechanical model of the RFQ sections for
manufacture.
2. Basis models for electromagnetic, thermal, mechanical stress
and electrostatic simulations.
Inventor can output several interchange CAD ﬁle formats,
such as SAT, STEP and IGES, the choice of which depends upon
the preference of the simulation package in question. For the
electromagnetic simulations described in Section 5, only the
internal volume of the RFQ is of interest. As such, rather than
exporting the complete CAD model, a single derived part repre-
senting the empty volume within the RFQ is used. This volume is
created by subtracting the RFQ model itself from another model
representing the exact outer dimensions of the RFQ, resulting in a
model of the void within the RFQ. As with the main RFQ model
this void model can be updated dynamically from the spreadsheet
parameters, allowing the rapid generation of models for a range of
parameters under study, such as the inner vane radius.
4. Vane tip modulation CAD design
Although Section 3 describes the majority of the RFQ design,
particular attention must be paid to the design of the RFQ
modulations. Since Autodesk Inventor is used for the bulk design
of the RFQ, it was also selected for the vane tip modulation
modelling to ensure compatibility between the two sets of models.
The challenge in integrating the vane modulation parameters with
Fig. 5. Complete single vane model with all features (FETS RFQ major vane model).
Fig. 4. Extrusion from transverse proﬁle sketch (Fig. 3a).
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a CAD model was to ﬁnd a way of accurately describing the vane
tip curvature within the limitations of Inventor.
From the outset the aim has been to correctly modelling
sinusoidal modulations in Inventor. Strictly speaking the RFQ cell
modulations need only to be periodic, not perfectly sinusoidal:
indeed, better results have been achieved at higher energies using
trapezoidal modulations, or a combination of a sinusoidal and
trapezoidal longitudinal proﬁle [22]. However, given that RFQSIM,
in going from the two term function to the full 8-term potential
function, ﬁxes the longitudinal proﬁle to be sinusoidal, matching
the RFQSIM ﬁeld shape as closely as possible requires that the
vane tip modulations in the CAD model also be sinusoidal. In
addition, trapezoidal modulations generally feature higher surface
ﬁelds at certain locations within each cell due to the sharper
longitudinal proﬁle: using sinusoidal modulations reduces the risk
of approaching the Kilpatrick limit. As such, effort was focussed on
generating sinusoidal modulations within Inventor to describe the
longitudinal proﬁle.
Like most CAD packages, Inventor does not have a sine or
cosine function for drawing sketches, meaning that a substitute
method had to be used. One suggestion was to use many short
straight lines to approximate a sinusoid, but the number of points
required to get an accurate representation of the vane tip shape
made this unworkable. Instead, splines are used to approximate a
sinusoid by applying constraints at the necessary points.
A spline is 3rd-order polynomial that is used in many drawing
packages to provide curved shapes. For a single cell, three node
points and six constraints are used: these are shown in Fig. 7a.
The three node points correspond to the start, middle and end of
each cell. A constructor line is used in the vane modulation
sketch to represent the beam axis: the distance from the beam
axis of these three points is constrained using the a, ma or r0
value for the given cell. The longitudinal distance between each
point is ﬁxed to be half the length of the cell, L/2. In addition, the
spline is constrained to be parallel to the beam axis at the start
and end of the cell: this ensures the closest possible
approximation to a sinusoid. These constraints ensure a max-
imum difference in amplitude between the ﬁtted spline and the
original cosine of 2%, providing an acceptable approximation to a
sine curve for the vane tip shape.
To construct the complete vane tip modulation model, two
sketches are used: one representing the longitudinal shape of the
vane tip (Fig. 7a) and a second giving the transverse proﬁle of the
vane (Fig. 7b). Drawing the ﬁrst sketch for the complete RFQ
proved particularly challenging. Drawing and constraining each
point for the spline proved impossible, since drawing more than
100 points for a single spline caused Inventor to freeze completely.
As such, a VBA script was used to draw the spline for sections of 50
cells, corresponding to 101 spline points: this script draws the
spline and applies all the necessary constraints for the RFQ vane
tip section. In order to construct the complete vane tip model, a
sweep is used to draw the proﬁle sketch along the path deﬁned by
the vane tip proﬁle sketch: for a single cell, this creates the vane
tip model shown in Fig. 7c. Note that at this stage the back of the
vane has the same modulation as the tip, which is undesired: this
is removed with a simple extrusion, giving the ﬁnal vane tip
modulation shape shown in Fig. 7d. The proﬁle sketch is drawn in
such a way that the back of the vane tip section is always 15 mm
from the beam axis: this makes grafting the vane tip onto the main
RFQ CAD model simpler. This is essentially an arbitrary value
chosen to make the modelling of both sections as simple as
possible and can be changed according to the speciﬁc RFQ design
requirements. A complete vane tip segment is shown in Fig. 7e.
Although this modelling technique was designed for the FETS
RFQ with a ﬁxed number of cells (309), it was developed with the
ﬂexibility for producing modulation models for a wide range of
RFQ designs. 40 of these short 20 each for x and y—were drawn to
enable modelling of RFQs up to 1000 cells. Instead of ﬁxing the
dimensions for each of these short sections when the VBA code
draws the sketch, the vane modulation parameters are referenced
from an Excel spreadsheet. As with the bulk CAD model, this
allows the vane modulation model to be updated dynamically
Fig. 6. Exploded four vane CAD model of the FETS RFQ showing “major” (copper) and “minor” (gold) vane models (colours do not indicate actual material used for
manufacture).
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simply by modifying the values in the spreadsheet. As such, it is
possible to produce any arbitrary vane tip modulation design (up
to 1000 cells). This is made possible by creating a derived part in
Inventor that contains all 20 of the vane tip sections, then cutting
out the number of cells required for the given RFQ design. This
number of cells can also be adjusted dynamically from the
spreadsheet: in this way it is also possible to subdivide the vane
tip sections according to the number of sections and lengths
required by the main CAD design. This provides a wonderful
degree of ﬂexibility in implementing the vane tip modulation
Fig. 7. The various stages of modelling required for the RFQ vane tips: initial sketches (a and b), primary sweep (c), complete cell (d) and full vane model (e). (a) Single cell
sketch. (b) Proﬁle sketch. (c) Single cell sweep. (d) Single cell complete. (e) Complete vane segment.
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design and allows parameters generated by RFQSIM to be con-
verted into a real CAD model in a matter of minutes.
Finally, a Crandall cell is added to the end of the RFQ vane tips
to maintain the quadrupole symmetry at the RFQ exit [23]. This is
a half-length cell with initial modulation parameters that match
the ﬁnal RFQ cell and ﬁnal modulation parameters of a¼ma¼ r0.
The CAD model of the Crandall cell is created in the same way as
the rest of the RFQ cells (see Fig. 7c) with the parameters also read
dynamically from the Excel spreadsheet. The addition of a Crandall
cell is a matter of choice for a particular RFQ designer.
Although only the method for creating 4-vane RFQ modulation
CAD models has been described, this method is equally valid for
4-rod RFQs. In fact, the sketch method described above already
includes the functionality for producing rods. Since, for a 4-rod
RFQ, the distance between the beam axis and the central rod axis
is ﬁxed, a transverse proﬁle sketch (Fig. 7d) is not needed. Instead,
a constructor line is used to deﬁne the central axis of the rod. The
longitudinal modulation sketch (cf. Fig. 7a) is then revolved
around this constructor line to produce a model of an individual
rod (Fig. 8a). Separate models of x and y rods are then assembled
into the ﬁnal 4-rod model: compare the 4-rod model shown in
Fig. 8b to the equivalent 4-vane model shown in Fig. 16b.
5. Electromagnetic cavity modelling
As with the initial CAD modelling, the choice of package for
simulating the electromagnetic properties of the RFQ cavity is
largely up to the user. At present there is no method for
automatically modifying the CAD design based on the electro-
magnetic simulation results: however, given the sensitivity of the
electromagnetic modelling in many packages to subtle changes in
simulation conditions, as well as the intricacy of the individual
RFQ, this is not recommended. As such, the electromagnetic
modelling process requires only that the internal geometry of
the RFQ can be exported from the CAD package of choice in a
format that the electromagnetic simulation software can import.
At various stages of the development of the FETS RFQ design, CST
MICROWAVE STUDIO [24], ANSYS [25], Comsol Multiphysics [26] and Poisson
Superﬁsh [27] have all been tested in order to ﬁnd the optimum
electromagnetic simulation tool. Superﬁsh is used to manually tune
the bulk resonating cavity structure in 2-D. Standard practice is to use
the built-in RFQ design element of Poisson (RFQﬁsh) to automatically
determine the lengths and angles of faces in the cavity proﬁle to
achieve the correct resonant frequency. However, the FETS RFQ was
designed to maximise the RF efﬁciency and minimise cooling require-
ments. Therefore the bulk cavity proﬁle is somewhat different from
the angular shape traditionally employed in that it is perfectly circular
and smoothly varying, which RFQﬁsh cannot auto-tune.
The 2-D proﬁle calculated in Superﬁsh is sufﬁciently accurate for
the bulk cavity. However, the ends where the magnetic ﬁeld turns
around to couple between cavity quadrants need separate tuning in a
fully 3-D software package. In addition to all the other simulation
types required for this integrated design method, Comsol has the
capability for sophisticated 3-D electromagnetic simulations and
would make an excellent choice given that it is also used for the
electrostatic ﬁeld mapping described in Section 7. However, it proved
to be enormously resource intensive: higher quality adaptive meshes
and faster and more stable eigenmode solutions were all achieved
with the other two 3-D software packages.
Both CST MWS and ANSYS may be used for full 3-D eigenmode
simulations. Design changes to the FETS RFQ were often double
checked in both software packages to increase conﬁdence. How-
ever, when properly meshed, both give identical results to a high
degree of accuracy. In the end, user preference determines the
software choice, rather than trust in one solver over the other. For
quick, purely electromagnetic simulations CST is preferable since
the meshing is somewhat quicker. For example, during the ﬁrst
stages of the RFQ design process, CST MWS was used since the
software was already familiar to the authors [28]. Later, it was used
for electromagnetic simulations of the full RFQ as well as the cold
model [19]. Good agreement was obtained between simulation
and bead-pull measurements of the cold model ﬁeld ﬂatness, as
well as providing guidance on the design of the various types of
end ﬂange used to adjust the resonant frequency [9]. It must be
stated that modern software is typically so accurate that physical
cold models are no longer required. However, having only built
rod-type RFQs in the past, the FETS team wanted to test the
accuracy of vane-type RFQ simulations and explore the complex-
ities involved in machining, so a cold model was suitable in this
case. For fully coupled RF, thermal and structural simulations,
ANSYS is preferable as it is more tailored toward structural
simulations than CST [29].
The electromagnetic simulations begin with the CAD model
import from Inventor, typically using IGES, SAT or STEP formats.
Extraneous features that add unnecessary meshing or modelling
overhead, such as bolt holes, are removed. In addition, symmetries
should be taken advantage of to reduce the total number of mesh
cells, or conversely to allow increased mesh density near impor-
tant features. This results in the simpliﬁed quadrant model shown
in Fig. 9b: see the original imported CAD model in Fig. 9a for
comparison. Finally, the void within the RFQ model is “ﬁlled” with
a vacuum body in order to simulate the cavity RF eigenmodes.
The cavity walls and ﬁlled vacuum body are then meshed. In
general the high frequency eigenmode solutions show little change
with different mesh densities in the bulk cavity. The frequency is
most sensitive to high electric and magnetic ﬁeld regions. Clearly, in
RFQs the electric ﬁeld is concentrated near the vane tips whilst the
magnetic ﬁeld at the outer walls. Hence important regions to increase
mesh density are:
1. the boundary between the walls and the vacuum to ensure
accurate calculation of the magnetic ﬁeld and hence heat
ﬂux later;
2. regions where the magnetic ﬁeld bunches up, such as corners,
slug tuners, vacuum pumping ports and end regions;
3. the vane tips to ensure a reasonable representation of the
electric quadrupole ﬁeld.
Fig. 8. Modelling stages for creating 4-rod RFQ model based on sketches in Fig. 7. (a) Single rod with sketch. (b) 4-rod model (x-vanes transparent).
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In bulk, large scale eigenmode simulations, the vane tips need
not be too ﬁnely meshed as that signiﬁcantly increases the
number of mesh points and computer memory requirements
without signiﬁcantly affecting the calculated frequency. The quad-
rant model of the FETS RFQ after meshing in ANSYS is shown in
Fig. 10 (cf. Fig. 9b): Fig. 10a shows the complete quadrant, including
the copper RFQ structure, while Fig. 10b shows only the vacuum
region with the RFQ structure removed.
In ANSYS, the resonant frequency of the RFQ section is
determined using second-order, ten-node tetrahedron mesh ele-
ments in the vacuum body. Second order elements require more
computer memory and processor time, but provide far greater
accuracy to the solutions and subsequent post-processing, so are
highly recommended. The vacuum faces created by the symmetry
planes are left open, allowing the magnetic ﬁeld to enter and exit
through them, and for the electric quadrupole ﬁeld at the vane tips
to be properly formed. Example plots of the magnetic ﬁeld are
shown in Fig. 11. Lighter colours show regions of high magnetic
ﬂux density, where higher heat ﬂux is generated and hence higher
mesh densities are required, as described above. Thermal calcula-
tions using these heat ﬂuxes are discussed in Section 6.
With the eigenmodes calculated, the Q-factor and dispersion
relation should be studied for unwanted longitudinal or dipole
modes close to the desired quadrupole mode. If the mode spacing is
below  11 MHz, the cavity geometry should be modiﬁed by
including features such as dipole stabilising rods or end-wall
suppression ﬁngers. Non-uniformities in the electric ﬁeld should
also be studied. In most RFQs, the accelerating ﬁeld strength is set
constant throughout the RFQ (higher ﬁnal energy RFQs may
deliberately ramp up the voltage to reduce the total length of the
structure). In practise this means that all sections of the RFQ must
resonate on tune. The local resonant frequency is inversely propor-
tional to the square root of the product of capacitance and
inductance. For example the exact curvature of modulations affects
their capacitance; the distance between the input radial matcher
and end ﬂange affects capacitance; the size of the vane undercut
where the magnetic ﬁeld couples between quadrants affects the
local inductance. Errors in frequency in even small areas have large
effects on the ﬁeld throughout the whole structure.
In the case of the FETS RFQ, these detailed eigenmode simula-
tions proved crucial. Initial results showed an unacceptable varia-
tion in resonant frequency—and therefore localised RFQ voltage—
along the length of the RFQ of 2 MHz, causing the variation in
individual cell voltage shown in Fig. 12a. As such, a great deal of
effort went into ﬂattening the ﬁeld proﬁle which resulted in the
following changes to the engineering design of the FETS RFQ:
1. introduction of ﬁeld-ﬂattening grooves of varying depth into
the inner surface of the resonant cavity;
2. reshaping of the radial input matcher;
3. reshaping of the vane undercuts.
These changes resulted in signiﬁcant improvements to the
resonant frequency along the length of the RFQ [30]: this is shown
in Fig. 12b. In the case of the radial input matcher, the entire cohort
of simulations within the integrated design framework was
required to ﬁnd an optimised solution. The ﬁrst matching section
design is shown in Fig. 13a. While this meets the beam dynamics
requirements with the smooth 901 arc gently introducing the
beam to the RFQ ﬁelds, such a shape gives rise to an unacceptably
high resonant frequency near the RFQ end ﬂanges and a resulting
loss in electric ﬁeld. As a result, the shape was modiﬁed to that
shown in Fig. 13b with a ﬂatter “nose” bringing more material
closer to the end ﬂange, resulting in a much ﬂatter ﬁeld proﬁle.
However, electrostatic simulations of the surface ﬁelds (see
Section 7) showed high localised surface ﬁelds that exceed the
Kilpatrick limit (see Fig. 19). As such, a further modiﬁcation was
made with a small ﬁllet applied to the sharp edges, always making
sure the shape was actually machinable, giving the ﬁnal radial
matcher shape shown in Fig. 13c. Finally, beam dynamics simula-
tions (see Section 8) were performed on this new matcher
geometry. Results actually showed a very slight improvement in
transmission over the original design. It should be noted that such
a modiﬁcation would not have been possible without the inte-
grated design framework described here, in particular the effects
of the frequency-optimised modiﬁcations on the beam dynamics.
6. Thermal and structural simulations
With the resonant frequency and electromagnetic ﬁelds calcu-
lated, ANSYS was used to calculate the thermal effects on the RFQ
structure and the resulting structural deformation and stresses. An
ANSYS macro [31] is used to calculate the surface loss currents
created by the magnetic ﬁelds: these loss currents are then converted
into a heat load for each node on the surface and applied as heat ﬂux
on triangular thermal surface effect elements. For the shortened
models described previously the heat ﬂux is scaled to the expected
heat loss of the whole RFQ: a 60% safety margin above the nominal
500 kW required results in an average power for the whole RFQ of
80 kW at 10% duty cycle. For the shortened FETS RFQ section shown
in Fig. 9b that represents 1/32 of the whole RFQ geometry, 2.5 kW
Fig. 9. Imported ANSYS models of a FETS RFQ CAD ﬁle (cf. Fig. 6). (a) Complete RFQ section. (b) Simpliﬁed RFQ quadrant.
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was applied to the model surfaces, distributed in accordance with the
magnetic surface losses (see Fig. 11a and b) [29].
The copper walls (which, during the eigenmode solution, are
meshed with un-solved null elements) are converted to thermal
elements whilst the vacuum is converted to a null mesh. As well as
the calculated surface heat loads, convective heat transfer coefﬁ-
cients (HTCs) are applied to the walls exposed to air, as well as
to the tuner, coupler and vacuum pump coolant channels. The
temperature and ﬂow rate of the coolant water within the cooling
channels will depend upon the RFQ design in question. For
Fig. 11. Magnetic ﬁelds within ANSYS RFQ quadrant model: (b) shows the magnetic ﬂux around the ends of the vane cut-backs at the start of the RFQ (left hand end of
Fig. 10b). (a) Surface H-ﬁeld. (b) Volume H-ﬁeld. (For interpretation of the references to colour in this ﬁgure caption, the reader is referred to the web version of this paper.)
Fig. 10. Meshed FETS RFQ quadrant model in ANSYS, both with and without RFQ structure. (a) Full meshed RFQ model (including vacuum). (b) Meshed vacuum model only
(copper removed).
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relatively simple, straight cooling channels, an HTC of 5000–
10,000 Wm2 K1 is a good estimate. Computational Fluid
Dynamics (CFD) simulations can be performed for more complex
cooling arrangements to determine HTCs.
The resulting thermal distributions for the FETS RFQ are shown
in Fig. 14. The vane tips—and hence the beam axis—run from the red
to green regions in Fig. 14a. The highest heat ﬂux is at the vane
undercut where the magnetic ﬁeld turns round between cavity
quadrants. The majority of that heat is directly transferred to the
cooling channel close by. However some travels down toward the
vane tips, elevating their temperature. The ﬁrst and last modulations
(including the radial matcher) are furthest from the main cooling
channel so see the largest temperature rise. Therefore the FETS RFQ
employs squirt nozzles to directly cool these end modulations [20].
CFD simulations, shown in Fig. 14b, were performed to validate the
FETS RFQ cooling scheme, particularly the squirt nozzle and novel
cooling bath concept. The thermal simulation results are used to
calculate the structural displacement due to thermal expansion. Not
only will this affect the resonant frequency of the cavity but also has
implications for the structural rigidity of the structure if local stresses
exceed material limits.
In ANSYS the thermal mesh is converted into a structural mesh,
symmetry planes of zero displacement are deﬁned, and the calculated
temperature distribution is input as a boundary condition, along with
vacuum loading on the outer faces. The resulting structural displace-
ment—and the associated Von Mises stresses—are shown in Fig. 15.
The higher temperature of the vane tips causes them to expand
toward the beam axis (dark blue in Fig. 15a), but the outer walls
expand away from the beam axis (red), pulling the vanes with them.
As a result, the vane tips move less than 10 μm overall, which is
smaller than the machining tolerances.
The RFQ ends are free to expand longitudinally as shown in
Fig. 15b. It can also be seen that the radial matcher expands
toward the end ﬂange at a greater rate than the vane undercut.
This hinging motion causes the greatest stress of 14.5 MPa at the
undercut Fig. 15c, which is safely below the 25 MPa yield
strength of annealed copper. To close the simulation loop,
structural displacements can be used to determine the thermally
induced frequency shift. This can either be done by exporting
displaced boundary node positions and calculating by hand the
expected shift via the Slater perturbation method, or by using a
morphed-mesh tool included in some software packages to
Fig. 12. Cell centre voltage (before design optimisations) and eigenfrequency (before and after design optimisations) for each cell of the FETS RFQ [30]. (a) Central cell voltage
(before optimisation). (b) Individual cell frequency.
Fig. 13. The various stages in optimising the design of the FETS RFQ radial input matcher. (a) Original. (b) Frequency optimised. (c) Final.
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re-solve the eigenmodes of a deformed model. The frequency
shift calculated by the Slater perturbation method agreed with
measurements on the FETS RFQ cold model to within 15%. If this
agreement holds true for the real FETS RFQ, then it is expected to
have a thermally induced frequency shift of  100 kHz.
7. Electrostatic ﬁeld mapping
In addition to simulating the electromagnetic properties of
the cavity, an electrostatic ﬁeld map is produced of the region
surrounding the vane tips. The purpose of this is twofold:
Fig. 15. Structural displacement and stress as a result of the thermal expansion shown in Fig. 14. (a) Vertical displacement. (b) Longitudinal displacement. (c) Von Mises
stress. (For interpretation of the references to colour in this ﬁgure caption, the reader is referred to the web version of this paper.)
Fig. 14. Temperature distributions within the FETS RFQ quadrant model shown in Fig. 10. (a) Copper temperature contours. (b) CFD coolant water temperature.
(For interpretation of the references to colour in this ﬁgure caption, the reader is referred to the web version of this paper.)
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1. Measure the peak ﬁeld on the RFQ vane tip surfaces to ensure
that the Kilpatrick limit is not exceeded.
2. Produce an electric ﬁeld map of the region in which the beam is
transported to allow accurate beam dynamics simulations.
These electrostatic simulations, using the process described
here, were developed for both the FETS RFQ and the PAMELA
Carbon RFQ that is required to accelerate Carbon 6þ from 12 keV/u
to  550 keV=u [32]. Early electrostatic simulations were carried
out in CST since it was also being used for the early cavity
eigenmode simulations (see Section 5). This required importing
the CAD model into CST as a SAT-ﬁle, optimising the mesh on the
vane tip surfaces and calculating the resulting electrostatic ﬁeld.
However, the limitations of the meshing density in CST quickly
became apparent. Whilst it was possible to mesh and solve the
complete CAD model, the resulting ﬁeld map was far too coarse to
allow transmission and acceleration within the beam dynamics
simulations [33]. Shorter sections of CAD model were tried, but
without cutting the vane tip CAD model into extremely short of
the order of a few cells—it was not possible to produce a suitably
accurate ﬁeld map in CST [34].
As such, Comsol Multiphysics [26] was selected as the preferred
method of generating the electrostatic ﬁeld map [13]. Comsol has a
number of advantages over CST. Not only is it possible to
dynamically link to the real CAD model through the Comsol
Inventor LiveLink interface, but it also has very tight integration
with Matlab. This would eventually allow the complete beam
dynamics process—ﬁeld mapping and particle tracking—to be
carried out through Matlab, since it was also possible to call and
run GPT from Matlab [35]. This Matlab scripting also allowed
arbitrarily short sections of vane section to be selected to sig-
niﬁcantly improve the mesh density over CST.
The CAD model of the vane tips, described in Section 4 and
shown in Fig. 16, is used for these simulations: larger sections of
the CAD model are unnecessary for simulating the electrostatics.
While it is possible to LiveLink an Inventor model to Comsol, it is
actually beneﬁcial to import the vane tip CAD model as a SAT-ﬁle:
this means there is no confusion over which model is being used if
various design changes are being tested. A short subsection of the
model is then selected in Comsol to be modelled. Various tests
were carried out to determine the optimum size of this subsection
to provide the best possible ﬁeld map. The best results were
obtained when modelling 3 cells at a time: a single cell provides
the highest possible ﬁeld mapping quality, but an additional cell
on either side is required to correctly model the boundaries
between cells and hence the end ﬁelds of each cell. Since Comsol
uses symmetric boundary conditions, a single quadrant can be
selected from the full model to improve the mesh density and
hence the accuracy of the simulations. Through various experi-
ments with different meshing densities and schemes, the follow-
ing process provided the highest quality ﬁeld maps:
1. The surfaces of the vane tips are covered with the highest
density triangular mesh.
2. The region close to the beam axis—referred to here is the “inner
beam box”—uses a swept rectangular mesh.
3. Surrounding the inner beam box is the “outer beam box” that is
ﬁlled with the highest density tetrahedral mesh.
4. Outside this is the “air bag” which uses an average density
tetrahedral mesh.
The various stages of the meshing process are shown in
Fig. 17. A separate rectangular mesh is used for the inner beam
box since a regular ﬁeld map spacing is required for the GPT
map3D_EB ﬁeld maps (see Section 8). As Comsol solves the
electrostatics at the node points of the mesh grid, constructing
a mesh with the same point spacing removes the need for
Comsol to interpolate the solved ﬁeld from the nearest node
points in the region closest to the beam axis.
It has the added advantage of speeding up the meshing. The
resulting electrostatic ﬁeld maps are shown in Fig. 18: note that only
Fig. 18a uses a single quadrant, whilst the others use a full
4-quadrant model. Since the modelling process in Comsol is auto-
mated in Matlab, it is possible to model a single 3-cell segment, solve
the ﬁeld map, reconstruct the complete 4-quadrant ﬁeld map and
readjust the segment to model the next cell automatically. In this
way the ﬁeld mapping steps through the model one cell at a time
to produce a complete ﬁeld map of the region surrounding the
RFQ vane tips. The electrostatic ﬁeld in the vacuum region between
the vane tips can then be read out through the Comsol–Matlab
interface. The ﬁeld is output on a series of grid points of the user's
choosing: this is done using the Comsol interpolation functions and
the electrostatic ﬁeld at the nearest solved mesh points. The Matlab
interface extracts the 3 components of the electrostatic ﬁeld on a
regular grid. The ﬁeld map for each cell is saved into a .mat ﬁle: this
allows the modelling and solving process to be suspended and
resumed at any point in the simulation without having to model
any previously solved cells. Once all cells have been mapped success-
fully, the ﬁeld map data is retrieved from the .mat ﬁle and combined
into a single array for the vane tip region of the entire RFQ. The
electrostatic ﬁeld map can then be exported as a text ﬁle for particle
tracking (see Section 8).
This same model is also used for calculating the peak surface
ﬁelds along the vane tips. With a solved 3-cell segment, the
magnitude of the electric ﬁeld on the vane tip surfaces can be
output along with the electrostatic ﬁeld: this is simply a matter
of selecting the correct region within the Comsol model during
the Matlab read-out stage. Since the surface ﬁeld data is not
usually required for another code, the surface ﬁeld is read out at
the nodes of the surface mesh. This does not provide a regular
Fig. 16. Short sections of the 4-vane tip model used for the electrostatic ﬁeld mapping. (a) Exploded vane tip model. (b) 4-vane segment (x-vanes transparent).
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grid of points but circumvents the need to interpolate the
calculated data. Normally one is only interested in the peak
surface ﬁeld within a given cell to insure that the RFQ design
does not exceed the Kilpatrick limit.
As mentioned in Section 5, extensive use was made of the entire
cohort of simulation techniques developed for this integrated design
framework in the design and reﬁnement of the FETS RFQ radial input
matcher. The various design stages are shown in Fig. 13: the equivalent
Fig. 18. Electrostatic potential and ﬁelds from the FETS RFQ vane tip model in Comsol: red is positive, blue is negative potential in (a) and (c). Note the maximum surface
ﬁelds in (b) occur on the corners of the modulation at the boundaries between RFQ cells (dark red colour). (For interpretation of the references to colour in this ﬁgure
caption, the reader is referred to the web version of this paper.)
Fig. 17. Comsol meshing stages for the RFQ vane tip quadrant model. (a) Vane tips and inner beam box. (b) Outer beam box. (c) Air bag.
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surface electric ﬁelds are shown in Fig. 19. Note that the original radial
matcher design (Fig. 19a) shows a reasonably broad region of peak
ﬁeld—just above 30MV/m—that matches the peak ﬁeld region shown
in Fig. 18b. However, with the frequency optimised design (Fig. 19b)
that resulted from the eigenmode simulations, a signiﬁcant hotspot is
apparent on the surface ﬁeld shown in Fig. 18b as a result of the sharp
edge. For a Kilpatrick factor of 1.8, this peak electric ﬁeld above 50MV/
m signiﬁcantly exceeds the Kilpatrick limit of 40 MV/m. This resulted
in a further design change to remove this sharp edge (see Fig. 13c):
this retained the necessary improvements in ﬁeld ﬂatness
whilst achieving the signiﬁcant reduction and smoothing in peak
surface ﬁeld shown in Fig. 19c. As stated previously, such improve-
ments were only possible as a result of this integrated design
framework.
8. Beam dynamics simulations
Most existing RFQ design packages include their own beam
dynamics simulation code: RFQSIM, for example, uses its own
custom particle tracking code to measure the transmission for a
given set of parameters. However, such tracking codes always
include some approximation to the vane tip modulation shape,
giving rise to subtle differences from the RFQ shape that will be
machined. As such, with this integrated design framework the
ﬁnal arbiter for the quality of the vane tip modulation parameters
produced by RFQSIM is an independent beam dynamics simula-
tion based on the vane tip CAD model. The particle tracking
package of choice is General Particle Tracer (GPT) [36], used by
the authors for a range of simulations of the FETS LEBT, RFQ and
MEBT prior to the development of this integrated design frame-
work [37].
GPT has a degree of ﬂexibility beyond the built-in beamline
elements and particle tracking functions, since custom GPT
elements can be written in C or Cþþ to provide additional
functionality. Extensive use has been made of these custom
elements in adapting GPT for RFQ simulations. As a general
particle tracking package, GPT is not as optimised towards RFQ
particle tracking as the packages normally used as part of a
bespoke RFQ design code: this presents a number of challenges.
Firstly, space charge effects of a beam that goes from continuous
to bunched during the simulation must be modelled accurately,
particularly at high beam currents. However, arbitrarily long
beam simulations waste processing power that is better spent
on the dynamics of individual bunches. To this end, a custom
space charge element based on a Barnes & Hut tree algorithm,
SCtree3D, was written to carry out the space charge calcula-
tions. This custom element has the advantage of being able to
simulate bunched beams by replicating the charge in the beam a
speciﬁed number of RF periods in front and behind the particles
in the simulation. In this way, only a short section of beam—
usually constituting a single RF period—needs to be simulated,
since for a suitable number of “ghost” bunches the custom space
charge element takes care of any end effects and the beam
behaves as if it is part of a CW beam. The effect of adding ghost
bunches to the space charge calculation can be seen in Fig. 20. As
a result of these simulations, a minimum of 6 ghost bunches are
used in the RFQ simulations to ensure accurate longitudinal
dynamics: above this number no difference is seen in the beam
transmission or longitudinal RF capture.
Also, since the beam travels in such close proximity to the RFQ
modulations, the subtle variations in the shape of the modula-
tions can have a signiﬁcant effect on particle losses. In GPT,
arbitrary regions where particles are to be removed can be
deﬁned with the map3D_remove custom element: this allows
an accurate representation of the vane tip surfaces to be included
in the tracking simulations to give more realistic particle losses.
This loss map is generated through a custom Java class in Matlab.
The vane modulation parameters are read from the same spread-
sheet that controls the geometry of the vane tip CAD model (see
Section 4). For a regular grid of points close to the beam axis
along the entire length of the RFQ, the Java class calculates
whether that point lies inside or outside each vane tip. In this
way a “binary” map of the geometry is created indicating
whether a particle is to be removed from the simulation at that
location: this is then output to a text ﬁle and converted to the
GPT binary data format, GDF. A single transverse slice from the
GPT loss map is shown in Fig. 21a.
In addition, an accurate description of the electric ﬁeld in the
region through which the beam passes is clearly vital. A map of the
electrostatic ﬁeld is generated with the method described in
Section 7. This is imported into GPT with the map3D_EB custom
element, which allows electric and magnetic ﬁeld maps with a
uniform point spacing to be included in simulations. GPT then
modulates the magnitude of these ﬁelds with a sinusoidal time
variation and a 901 phase difference between the electric and
magnetic ﬁelds. It would be possible, therefore, to include both
electric and magnetic ﬁelds in GPT RFQ simulations. However, the
on-axis magnetic ﬁeld is essentially zero and can be ignored for
the purposes of the particle dynamics calculations: as such, only
the electrostatic ﬁeld map is used.
10,000 macro particles were usually used for all but the most
ﬁnely grained simulations: the simulation timestep is normally
set at 1/16 of the RF period to model bunching effects with
suitable temporal accuracy. Such simulations usually take  3 h
on a single CPU core, with the simulation time inversely propor-
tional to the number of additional CPUs for multi-core systems
due to the multithreading of GPT's tracking engine and the
SCtree3D algorithm. The effects of particle number on trans-
mitted current and emittance are shown in Fig. 22: signiﬁcantly
Fig. 19. Surface electric ﬁeld for the various design stages of the FETS RFQ radial input matcher (cf. Fig. 13). Colours indicate the relative minimum (blue) and maximum (red)
normalised surface ﬁelds: note the signiﬁcant hotspot in the frequency optimised model. (a) Original. (b) Frequency optimised. (c) Final. (For interpretation of the references
to colour in this ﬁgure caption, the reader is referred to the web version of this paper.)















































Fig. 21. GPT loss map and input distributions for 4-DWaterbag with ϵx;rms ¼ ϵy;rms ¼ 1 π mmmrad. Distributions are coloured according to particle survival: red are lost, black
are correctly accelerated and blue survive but are not accelerated. (a) Loss map. (b) Vertical emittance. (c) Horizontal emittance. (d) Beam proﬁle. (For interpretation of the
references to colour in this ﬁgure caption, the reader is referred to the web version of this paper.)




















































Fig. 20. Transmitted current and exit emittance as a function of the number of SCtree3D “ghost” bunches for FETS RFQ simulations at 60 mA. (a) Transmission.
(b) Exit emittance.
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more variation was observed for changes in input current (see,
for example, Fig. 23a).
While a number of methods of generating input beam distribu-
tions are available in GPT as standard, these are largely limited to
Gaussian and uniform distributions. Since RFQSIM assumes a
waterbag distribution, another custom GPT element, setWBemit-
tance, was written to distribute the initial particles accordingly in
4-D phase space: example input beam distributions are shown in
Fig. 21. However, with the setFile element GPT provides the
option of starting particles with coordinates speciﬁed by an input
ﬁle. While a standard waterbag produced by setWBemittancewas
used for optimisation studies of the RFQ design, simulations were
also carried out at regular intervals with beam distributions taken
from the exit of the FETS LEBT: while these initially came from GPT
simulations of the LEBT beam dynamics [37], later simulations used
measured beam distributions at the LEBT exit using an array of
diagnostic systems [38]. Largely as a result of reductions in the
emittance of the FETS ion source, the simulated transmission of the
RFQ rose from 50% to 70% [39,40]. In addition, recent simulations
have shown the necessity to further improve the LEBT exit beam to
better match the RFQ input acceptance [41].
Results from a typical RFQ simulation in GPT are shown in
Fig. 23. While GPT includes a limited array of plotting functions as
part of its Windows implementation, this provides an insufﬁcient
level of detail and ﬂexibility. As such, custom functions were
written in Matlab to load and analyse native GDF ﬁles: this meant
that the entire beam dynamics simulation process, from generat-
ing the ﬁeld map in Comsol to calling the GPT binary to run the
simulations and analysing the results could all be automated with
a single Matlab script. As many parameters as necessary can be
analysed in Matlab: in this case, along with the transmitted
current and ﬁnal energy, the location of the associated particle
losses and the resulting peak power loss is shown. Note that the
peak power loss does not occur at the same location as the peak
particle loss: this is a result of fewer particles being lost but at a
higher energy. These calculations are not necessarily valuable for
the energy deposited in the RFQ structure (insigniﬁcant compared
to the RF heating effects described in Section 6) but for the
induced radioactivity from particle losses.
The transmission (Fig. 23a) should be compared to the particle
distribution plots in Fig. 21, which are colour-coded according to the
ﬁnal fate of each particle. Note that, in this case, the input emittance is
considerably larger than the RFQ acceptance: a large halo of lost
particles (red) exists outside the phase space of the transmitted beam
(black). Also note the small fraction of transmitted particles that are
not properly captured by the RF and therefore not accelerated (blue):
these make it to the exit of the RFQ but will be lost immediately.
The results can then be fed back to the parameter generation (see
Section 2) in order to improve the RFQ transmission.
Extensive use was made of these beam dynamics simulations
in reﬁning the design of the FETS RFQ. As focus shifted from design
to manufacture, a great deal of effort went into assessing the
machining and alignment tolerances of the RFQ manufacture and
assembly. Extensive simulations demonstrated the requirement
for a machining tolerance of the vane tip modulations of better
than 20 μm [21]. Surprisingly, this is signiﬁcantly tighter than the
corresponding assembly tolerances. Due to the design and assem-
bly method of the FETS RFQ, horizontal misalignments of the
2 major and 2 minor vane segments within a single 1 m section
are considerably more likely than vertical misalignments, since
vertical movement is signiﬁcantly restricted by the bolts holding
the whole structure together (cf. Fig. 6). As such, sets of CAD
models were generated for horizontal movement of a single vane
to simulate the likely assembly misalignments: corresponding
ﬁeld maps and loss maps were generated and beam dynamics
simulations run in GPT.
Virtually no effect on the transmission was observed for a
horizontal offset of the major vane. However, a signiﬁcant drop in
transmitted current occurred for minor vane misalignment: this is
shown in Fig. 24a. In particular, pulling the minor vane away from
the beam axis results in much greater beam loss: it is the
reduction in the electric ﬁeld from pulling the vane away, not
the shrinking of the available transmission region from pushing
the vanes closer together, that has the most effect. This set the
alignment tolerance of the minor vane at 200 μm. For totally
different reasons a similar tolerance was set from the eigen-
mode simulations detailed in Section 5. The resulting frequency
shift for a minor vane misalignment becomes signiﬁcant above
this level: this is shown in Fig. 24b. Also of interest is that, as with
the beam dynamics simulations, pulling the minor vane out is
worse than pushing it in: in the case of the changes in frequency,
this is because the drop in frequency can be compensated for by
insertion of tuning plugs, whereas a rise in frequency cannot.
However, both types of simulation showed an order of magnitude
less sensitivity than the 20 μm machining tolerances, which are
signiﬁcantly more difﬁcult to correct for.




















































Fig. 22. Transmitted current and exit emittance as a function of the number of input particles for FETS RFQ simulations at 60 mA. (a) Transmission. (b) Exit emittance.
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Fig. 24. Transmitted current and frequency variation as a function of horizontal vane offset for a single minor (x) vane displacement (cf. Fig. 6): positive displacement of the
minor vane is away from the beam axis. (a) Beam dynamics. (b) Frequency.





































































Total Power Loss: 0.285 kW
Fig. 23. Transmission properties and particle losses for GPT simulation of 3 MeV FETS RFQ. (a) Transmitted current. (b) Transmitted energy. (c) Particle losses. (d) Power loss.
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9. Conclusions
As part of the design process for the FETS RFQ, the aim in
developing this integrated design framework was to integrate all
the different steps required for the RFQ design into a coherent
whole. Devising a method of representing the RFQ modulation
parameters—in this case from RFQSIM—within the same CAD
model used for the mechanical design provided a basis upon
which simulations of every aspect of the RFQ performance could
be built. The use of a single CAD model around which to base the
various electromagnetic, electrostatic, thermal, structural and
beam dynamics simulations gave much greater conﬁdence in the
robustness of the ﬁnal design.
Several advantageous modiﬁcations to the RFQ design, such as
the reﬁnements to the shape of the radial input matcher detailed
throughout this paper, were only achieved by the development of
this integrated framework. In particular, the effects of the machin-
ing and alignment tolerances on both the resonant properties of
the cavity and the beam dynamics, and hence the limits placed on
the manufacturing and assembly tolerances, would not have been
possible without the interconnection of design steps that this
framework provides. The iterative steps carried out to arrive at
the ﬁnal design of the FETS RFQ required a degree of coherence
between simulations that was only achieved by referencing a
single, universal model. In turn, since this CAD model is con-
strained by CAM engineering considerations, it automatically
prevents changes resulting from beam dynamics or cavity simula-
tions being impossible to manufacture, since overall control of the
RFQ lies with the mechanical design.
However, even though this framework provides a number of
advantages, it still suffers from certain shortcomings:
1. The initial beam dynamics design must still be carried out by a
dedicated design code—such as RFQSIM—meaning that only
incremental improvements over these original parameters can
be achieved. Radical changes to the beam dynamics design are
only possible by adjusting the input parameters to the design
code rather than as a result of the various simulation stages.
2. The electrostatic ﬁeld mapping is extremely time consuming:
it takes approximately 9 h to generate a ﬁeld map for a single
vane tip CAD model. While advances in computing power may
reduce this time by orders of magnitude, it is still the limiting
factor in producing an iterative beam dynamics design that
takes advantage of the independent particle tracking in GPT.
3. The GPT simulations do not include the effects of image
charges. Work by Jameson has demonstrated that, because of
the close proximity of the vane tips to the beam, image charges
on the vane tips have a non-trivial effect on beam transmission.
While the GPT simulations include the vane tip shape for
particle losses, it is not yet possible to extend this to calculate
image charges. Inclusion of such a space charge routine is the
ﬁnal step in optimising the beam dynamics simulations.
It may be possible to speed up the ﬁeld mapping by modelling
larger numbers of cells at once: however, this study has not yet
been undertaken. Effort has also been made to integrate RFQSIM
with Matlab, but at present there is no clear way of adjusting
the parameters produced by RFQSIM automatically. In addition,
Jameson [42] has demonstrated the limitations of the beam
dynamics design method used by RFQSIM and provided methods
for improvement: these should be a requirement of the beam
dynamics design code selected for future application of this
integrated design framework.
Future work will focus on the improvement of the particle
tracking simulations—particularly the inclusion of image charge
calculation—and methods to create a fully automated design
process. It may be that the method described will be suitable for
a “closed loop” calculation as-is, with signiﬁcant improvements in
computer hardware, but at the moment the lengthy ﬁeld mapping
time is the limiting factor. However, the integrated design frame-
work as presented still provides a way of successfully integrating
each stage of RFQ development into a coherent design strategy.
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