The ordinary method for maximizing this quadratic form shows 6 that the best possible value of the constant is the greatest latent root of the matrix ||l/(w + n -1)||; n S N, and it was in this way that the values were computed.
The roots and vectors of the segments of the Hilbert matrices of N rows were derived from the iterated multiplication of the matrix into an arbitrary column vector, the procedure and accelerating processes being essentially those of Aitken.6 Operations were carried out on British Hollerith machines following the cycle, tabulator-reproducer-sorter-multiplier-tabulator.
Machines were checked in the usual way by check sums. Final checking was done on a Brunsviga 20 machine, and roots and vectors for n -6 and 8 were added at this stage.
An approximate relation between N and X of the form l/(x -X) = a In (N + b) + c has been found,4 but it is evidently incomplete as the error increases rapidly with N. Dr. Olga Todd, in a recent unpublished communication, has shown that though X tends to ir asymptotically as N tends to oo, x is not a latent root of the infinite matrix. Further, she shows that X = ¡1 + 0(l/log TV)} and £ ¿Jf /£ ap and latent vectors of a matrix," R. Soc. Edinb., Proc, v. 57, p. 269-304, 1937. Piecewise Polynomial Approximation for Large-Scale Digital Calculators 1. Introduction.
Most large-scale digital calculating machines are equipped to perform automatically the arithmetic operations of addition, subtraction, multiplication, division, and in some cases of extracting the square root. All arithmetic processes must be carried out by suitably combining these given operations.
But many functions whose evaluation is frequently required, such as the elementary transcendental functions, for example, cannot be represented exactly by any combination of a finite number of the given operations.
In order to evaluate such functions, it is necessary to resort to some sort of approximation.
A method frequently employed may be called "piecewise polynomial approximation."
This method consists of dividing the interval upon which the required function is to be approximated into a number of sub-intervals upon each of which the function is represented by a polynomial. The coefficients of these polynomials are stored within the machine or external to it in a manner consistent with the machine's construction.
When the value of the independent variable is given, the proper sub-range is selected by the machine itself. The operations of addition and multiplication applied to the value of the independent variable and to the stored coefficients are then sufficient to evaluate the appropriate polynomial and hence to obtain an approximation to the required function. In practice, the range over which the approximation is to hold and the maximum allowable error are usually known in advance. We shall assume that the maximum allowable degree of the approximating polynomials is
