neural representations of rapidly presented emotional faces using multivariate analysis of 23 magnetoencephalography (MEG) data.
24
Using different methods of rendering faces "invisible", such as binocular suppression 
118
We used cross-exemplar cross-validation to ensure that stimulus repetitions and face 119 identity effects did not bias our results, and we assessed the significance of decoding 
122
We first performed time-resolved classification on responses to neutral faces and scram-123 bled stimuli using data from all MEG sensors, separately for each stimulus duration. In 124 the case of faces presented for 10 ms, we excluded any trials reported as containing a face, 125 to ensure that we assessed responses outside of subjective awareness. Scrambled stimuli 126 could be discriminated from faces presented for 150 and 30 ms as early as 100 ms, as re- Finally, we spatially localized the subliminal response to faces in source space. All par-152 ticipants with one exception acquired a structural MRI, which was used to source localize 
Face representations in occipitotemporal cortex

178
To interrogate the content of neural representations in space and time, we performed 179 representational similarity analysis (RSA) using a searchlight approach at the source level representational dissimilarity matrices (RDMs) were constructed using a spatiotemporal 184 searchlight approach in this ROI (4.8). To create the RDMs, we computed cross-validated
185
Mahalanobis distances between cross-subject responses to all pairs of face stimuli. RSA 186 analyses were separately conducted for the three stimulus duration conditions.
187
We investigated the temporal dynamics of face perception by assessing the similarity 188 between MEG patterns and models quantifying behaviour, expression, identity and visual 
195
We quantified the similarity between MEG patterns and each of the models at each Figure 5B).
209
Based on these links, face configuration, together with facial expression, appears to 210 partially explain behavioural responses. To more directly test this, we performed a vari-211 ance partitioning analysis, using hierarchical multiple regression to quantify the unique The local configuration model also shows good explanatory power at its earliest stage, and 
288
Given the complex face processing and task-related activity reflected by the MEG 289 patterns, it is not surprising that most models do not approach the noise ceiling. In fact, 
Discussion
298
In the current study, we investigated how face representations in MEG sensor-level and to note that all analyses described here were performed across facial identity and that 
Expression and awareness: no subliminal threat advantage
In this experiment, we measured subjective visual awareness using a perceptual awareness We restricted our experiment to subjective awareness, shown to be effectively captured 
368
It is not surprising that we detected a subliminal response to faces outside of subjective faces discussed in 1). In our study, three main aspects may have contributed to this result:
375
(1) stimuli were normalized in terms of low-level properties, minimizing the detection of 376 visual differences at early stages of perception; (2) we used a cross-identity classification 377 approach, ensuring that we investigate categorical differences; (3) we used a very short 378 stimulus presentation time, reducing the amount of information available to the visual 379 system and limiting the possibility of residual awareness.
380
Furthermore, although absence of evidence cannot be taken as evidence of absence, we 381 were able to detect a subliminal response to faces despite a lower number of scrambled 382 trials, as well as expression effects to faces presented for longer than 10 ms (using simi-383 larly sized datasets). As the MVPA framework and the analysis pipeline were chosen to 384 maximize signal and statistical power, it is likely that this result reflects a true absence 385 of an effect in our data. Although MEG patterns reflect non-consciously extracted facial 386 features, the extraction of expression-specific cues from our controlled stimulus set ap- Inc., Natick, Massachusetts). An oval mask was used to crop the faces to a size of 378×252 484 pixels subtending 2.6 × 3.9 degrees of visual angle. All images were converted to grayscale. Fourier amplitude spectra for all faces were set to the average across the face set. stimulus was flashed for 10 ms and followed by another mask.
502
After a 500 ms delay intended to dissociate face perception from response preparation, 503 participants had to correctly select the expression they had perceived out of three alter-504 natives presented on screen ( Figure 1A) . They had 1.5 seconds to make a button press; if 505 they were sure that no face had been presented, they could refrain from responding. The 506 mapping of the response buttons to emotional expressions changed halfway through the 507 experiment so as to ensure that emotional expression processing would not be confounded 508 by specific motor preparation effects.
509
Next, participants had to rate how clearly they had seen the face using a 3-point scale 510 starting from 0. They were instructed to only select 0 if no face had been perceived, 1 511 if they had perceived a face but not clearly, and 2 if they had clearly perceived the face.
512
They had 2 seconds to make this response. 
Data acquisition
517
All participants with one exception acquired a whole-head structural MRI using a 1 mm 518 isotropic Fast Spoiled Gradient-Recalled-Echo pulse sequence. 
524
Stimuli were presented using a ProPixx projector system (VPixx Technologies, Saint-
525
Bruno, Canada) with a refresh rate set to 100 Hz. Images were projected to a screen with 526 a resolution of 1920 x 1080 pixels situated at a distance of 1.2 m from the participant.
527
Recordings were made in four blocks of approximately 15 minutes each, separated by short 528 breaks. The data were collected in 2.5 s epochs beginning 1 s prior to stimulus onset.
529
Participants were seated upright while viewing the stimuli and electromagnetic coils 530 were attached to the nasion and pre-auricular points on the scalp in order to continuously 531 monitor head position relative to a fixed coordinate system on the dewar. To help co-532 register the MEG data with the participants' structural MRI scans, we defined the head 533 shape of each subject using an ANT Xensor digitizer (ANT Neuro, Enschede, Netherlands).
534
An Eyelink 1000 eye-tracker system (SR Research, Ottawa, Canada) with a sampling rate 535 of 1000 Hz was used to track the subjects' right pupil and corneal reflex. 
Behavioural analysis
537
The effect of stimulus duration and emotional expression on participants' expression dis- 
MEG multivariate pattern analysis (MVPA)
543
To test for differences between conditions present in multivariate patterns, we used a linear 
557
To assess similarities between responses across stimulus duration conditions, face cross-558 decoding was also performed, whereby a decoder was trained on 150 ms faces and tested 559 on 30 ms faces and viceversa. The analysis was repeated for all pairs of conditions, using 560 cross-exemplar cross-validation to ensure true generalization of responses; the resulting 561 accuracies were averaged across the two training/testing directions, which led to similar 562 results.
563
The temporal structure of face-related was assessed through temporal generalization Figure 3) .
576
To achieve equal class sizes in face decoding, face trials were randomly subsampled 
588
For all analyses, MEG data were downsampled to 300 Hz and baseline corrected using 589 the 500 ms before stimulus onset. A low-pass filter was applied at 100 Hz and a 50 Hz 590 comb filter was used to remove the mains noise and its harmonics. To improve data quality, we performed multivariate noise normalization (MNN; Guggen- and test sets, in order to downweight MEG channels with higher noise levels (Equation 1).
In sensor-level MVPA analyses, all 271 MEG sensors were included as features and de- 
608
To reconstruct activity at locations equivalent across participants, a template grid with 609 a 10 mm isotropic resolution was defined using the MNI template brain and was warped 
616
To improve data quality, MNN was included in the source localization procedure.
617
As beamforming constructs a common filter based on pooled data (thus introducing no condition-related bias), the error covariance was in this case also calculated based on 619 the pooled data. We then multiplied the normalized beamformer filters by the error 620 covariance matrix, ensuring that the filters downweighted sensors with higher noise levels.
621
The time-courses of virtual sensors were then reconstructed at all locations in the brain 
Significance testing
641
We evaluated decoding performance using the averaged accuracy across subjects (propor- 
675
To offset computational cost, a searchlight analysis was performed using occipitotem- 
689
This procedure has the advantage of increasing the reliability of distance estimates in the 690 presence of noise.
The spatiotemporally resolved MEG RDMs were then correlated with several model To assess the significance of spatiotemporally resolved correlation maps, we used a ran- 
Supplementary Analysis 1: Event-related field (ERF) analysis
