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Zusammenfassung
Mit der Inbetriebnahme des LHC wurde eine neue A¨ra der Elementarteilchenphysik ein-
geleitet. Die Mo¨glichkeit, Protonen mit einer bisher unerreichten Energie, kollidieren zu
lassen, erlaubt es den Forschern am LHC, neue Ansa¨tze zu Erweiterung des Standard-
modells der Teilchenphysik zu u¨berpru¨fen.
In der vorliegenden Arbeit wird eine modellunabha¨ngige Suche nach neuen Pha¨nome-
nen durchgefu¨hrt, und zwar in Endzusta¨nden mit isolierten Jets (“Mono-jets”) bei gle-
ichzeitiger fehlender transversaler Energie. Der Datensatz basiert auf einer integrierten
Luminosita¨t von 4.7 fb−1 aufgenommen im Jahre 2011 mit dem ATLAS Detektor in
Proton-Proton Kollisionen bei einer Schwerpunktsenergie
√
s = 7 TeV. In der Analyse
wurden datenbasiert Methoden entwickelt, um den Beitrag der gro¨ßten Untergu¨nde aus
der Produktion von W und Z Bosonen zusammen mit Jets zu bestimmen. Abweichungen
vom Standardmodell konnten dabei nicht beobachtet werden. Unter Verwendung der
”frequentist CLs method” sind auf den sichtbaren Wirkungsquerschnitt obere Grenzen
bei 95% und 90% CL bestimmt worden. Neue Pha¨nomene mit sichtbaren Wirkungsquer-
schnitt von u¨ber 6.9 (5.5) fb ko¨nnen mit einen CL von 95% (90%) ausgeschlossen werden.
Diese Grenzen werden in untere (obere) Grenzen fu¨r den Parameter MD des “ADD extra
dimensions” Modells umgesetzt. Die Existenz von Extra-Dimensionen wird fu¨r Werte des
Parameters MD unterhalb von 4.17 (2.51) TeV fu¨r Extra-Dimensionen von n=2 (6) aus-
geschlossen, bei von der Theorie gegeben Wirkungsquerschnitten in fu¨hrender Ordnung.
Die Ergebnisse dieser Untersuchung werden auch hinsichtlich von Teilchen Kandidaten
fu¨r “dunkle Materie” interpretiert.
Abstract
With the commencement of the LHC, a new era in particle physics has begun. By colliding
beams of protons at unprecedented energies, the LHC will provide the possibility to probe
extensions to the Standard Model of particle physics.
In the following work, a model independent search for new phenomena is conducted in
a mono-jet plus missing transverse energy final state. The dataset used corresponds to
an integrated luminosity of 4.7 fb−1 of proton-proton collisions at
√
s = 7 TeV recorded
by the ATLAS detector in the year 2011. Data-driven methods are developed to estimate
the contribution of the largest backgrounds which comprise W/Z+jets production. No
excess with respect to processes from the Standard Model is observable. Upper limits are
set on the visible cross section at 95% and 90% CL using the frequentist CLs method.
New phenomena with a visible cross section bigger than 6.9 (5.5) fb can be excluded at
95% (90%) CL. These limits are translated to lower (upper) limits on the ADD extra
dimensions model parameter MD (R). Extra dimensions are excluded for MD values below
4.17 (2.51) TeV for n=2 (6) extra dimensions at leading order cross sections of the theory.
The results are also interpreted in terms of dark matter particle candidate, WIMPs pair
production scenario.
v
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Preface
The following work was undertaken as part of the ATLAS mono-jet search for new physics
and was performed in a collaborative effort with the mono-jet analysis team. The results
of the analysis have been published in [1]. The main contribution for the analysis was
in trigger efficiency studies, determination of electroweak backgrounds using the muon
control region and interpretation of results in the ADD large extra dimensions scenario.
The result for these studies have been previously documented in [2]. The author of this
work was also the author for the trigger and electroweak backgrounds sections in [2]. As
a result, the description presented here follows closely from the corresponding sections in
[2]. The results of the electroweak background determination from the electron channel
have been briefly mentioned since the final background estimate uses a combination of the
two channels. Minor backgrounds such as QCD multi-jet and non-collision backgrounds
have been described in a similar scope. The dark matter interpretation is also presented
here for the sake of completion.
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1. Introduction
“A poet once said, ‘The whole universe is in a glass of
wine.’ We will probably never know in what sense he
meant it, for poets do not write to be understood. But it
is true that if we look at a glass of wine closely enough
we see the entire universe”
Richard Feynman
Science in itself strives to build an objective empirical model about the phenomena
observed in nature. The quest for science has led to miraculous technological advances
throughout the history of mankind. Man has made giant leaps in his ability to construct
machines to answer fundamental questions about nature. With a simple device such
as the thermometer, the ability to measure temperature, the local thermal energy of
a material, was made possible. With the knowledge of the magnetic property of the
earth, the idea of a compass was conceived which allowed explorers to navigate their way
through to distant places. The advent of a microscope opened doors to the substructures
of matter. However simple these devices may seem today, at the time of invention, they
were all considered ground breaking developments.
Similarly, a contemporary machine which pushes the boundaries of technology is the
Large Hadron Collider hosted by the European Organization for Nuclear Research (CERN)
near Geneva, Switzerland. Housed in the former LEP tunnel and spanning a circumfer-
ence of 27 km, it is a particle accelerator designed to accelerate two beams of protons
to unprecedented energies before bringing them to head on collisions. The start of this
machine has marked the beginning of a new era in particle physics. The LHC provides
the possibility to answer some of the most fundamental questions about the fabric of the
universe by studying proton-proton collisions.
A study of these collisions is made possible by a particle detector of which four are
present at the LHC. The ATLAS experiment is the largest of these detectors and is a
kind of a revolutionary microscope. Revolutionary since it allows the access of energy
and distance scales which was inconceivable just a few decades ago. The experiment,
which comprises 3000 scientists from across 38 countries is the largest collaborative en-
deavor undertaken in the physical sciences. The people involved with ATLAS have a
common goal, that of understanding nature and its hidden secrets. By measuring the
outgoing particles in proton-proton collisions, the experiment aims to answer fundamen-
tal questions about the universe such as the origin of mass, the existence of extra spatial
dimensions, the presence of dark matter and Supersymmetry.
In the following work a model independent search is conducted to seek signs of new
phenomena in a mono-jet final state. A mono-jet final state as the name suggests consti-
tutes only a jet. A jet which is formed as a result of fragmentation and hadronization of
quarks and gluons. Transverse momentum which is invariant under longitudinal boosts
must be conserved in proton-proton collisions. The presence of a single jet in the final
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state implies transverse momentum imbalance. This imbalance is attributed to a particle
which does not interact with ordinary matter and hence goes undetected. Such a particle
could be a graviton, the mediator of the force of gravity. Another possibility would be a
particle candidate for dark matter commonly called weakly interacting massive particles
(WIMPs). However, there are also known processes in the SM which could also result
in the same final state. An example is the production of Z-boson in association with a
jet, where the Z-boson decays invisibly into a neutrino-antineutrino pair. In this search
processes from the SM which contribute to the same final state will be determined using
available data. Signal regions are defined to filter interesting events. A significant excess
of events with respect to SM processes would be suggestive of a new phenomena.
The work begins with a description of the current status of the Standard Model (SM) of
particle physics. Although the SM is an extremely successful theory with overwhelming
experimental evidence in its support, it may not be the complete answer. This has
motivated theorists to speculate about several extensions to it. Such theories are often
called beyond SM theories. Two such speculative theories namely the theory with large
extra dimensions and dark matter particle candidate are considered. This is followed by a
brief description of the LHC and the ATLAS experiment. The physics objects which will
be used in the search are defined followed by the details of the search. This constitutes
a description of the trigger used to select the events, the method used to determine the
SM backgrounds and their corresponding systematic uncertainties and finally the results.
The results are then interpreted in terms of the new physics models and this followed by
the conclusion of the work.
2
2. The Standard Model and Beyond
“Symmetry is what we see at a glance”
Blaise Pascal
2.1. The Standard Model
The Standard Model (SM) of particle physics is a successful collection of relativistic
quantum field theories (QFTs) that describes the interaction and properties of three
of the four known fundamental forces of nature up to a scale of about 103 GeV. The
particles involved in the electroweak (EW) and strong interactions have been theorized
and experimented successfully within the last few decades while a dearth of a successful
quantum field theory for gravity continues to exist. With the announcement of the
discovery of a ”Higgs-like” boson by the ATLAS and CMS collaboration in 2012 [3, 4]
it seems that the last missing piece of the SM will also be soon put in its place. This
section describes some highlights of the SM while a more comprehensive description can
be found in [5, 6].
The SM is described by the gauge group SU(3)C⊗SU(2)L⊗U(1)Y where C denotes the
color charge, L the weak isospin and Y the weak hypercharge. The model describes the
interactions of fundamental particles, fermions, and how they interact with one another
via bosons. Fermions are half integer spin particles that follow Fermi-Dirac statistics1
while bosons are integer spin particles that follow Bose-Einstein statistics. Fermions
are split into leptons and quarks which are grouped into 3 family types each. Leptons
interact via the electroweak force and comprise, in increasing order of mass, the electron
(e), muon (µ) and the tau (τ). In addition each lepton type has a neutrino type associated
with it, namely, the electron neutrino (νe), muon neutrino (νµ) and tau neutrino (ντ).
The leptons all have an electromagnetic charge of e, where e denotes the charge of an
electron. The the neutrinos on the other hand carry no electromagnetic charge and
therefore interact only via the weak force since they carry a weak hyper charge of −1.
There are six quarks in total, three with electric charge +2e/3, namely the up (u), charm
(c) and top (t) quark and three with electric charge −e/3, namely the down (d), strange
(s) and bottom (b) quark. Quarks are capable of strong interaction via their color charge
in addition to the electroweak interactions. All fermions also have an antiparticle with
the opposite charge and same spin associated with it. Figure 2.1 summarizes the particle
content of the SM. The gauge bosons of SM include the photon (γ), gluon (g), Z-boson
and W±-bosons. They are dubbed gauge bosons since their interaction is described by a
gauge theory. The gauge bosons are also called vector bosons due to their spin-1 property.
All fermions and vector bosons have been experimentally discovered and their properties
have been measured precisely. The building blocks of visible matter are only the first
1Fermi-Dirac statistics is characterized by the fact that the particles follow the Pauli-exclusion principle.
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family of leptons and quarks (e, νe, u, d). The properties of the Higgs-boson (H) which
gives mass to the heavy gauge bosons W±/Z via the Higgs-mechanism [7] and to fermions
via Yukawa interactions [8] is still an unknown although a charge neutral spin-0 particle is
favored by the SM. The Higgs-boson for a long time was the only experimentally missing
piece of evidence in the SM. With the announcement of a new boson at a mass of 125-
126 GeV by the ATLAS and CMS collaborations, its seems that the hunt may soon be
over.
173.5
Figure 2.1.: The properties of various particle in the SM [9]. The leptons and quarks are
arranged in 3 generations or families. The quark masses shown are from the latest results of
various experiments [10].
Quantum Electrodynamics (QED) describes the electromagnetic interactions which is
propagated by the massless and electrically neutral photon (γ) with a coupling strength
αem ' 1/137 known as the fine structure constant. Due to the massless nature of γ,
QED has infinite range. Mathematically it is an abelian gauge group described by the
U(1) symmetry. In 1968 A.Salam, S.Weinberg and S. Glashow independently unified
electromagnetism and the weak interaction to electroweak interactions described by the
SU(2)L ⊗ U(1)Y non-abelian gauge group [11, 12, 13]. This resulted in the prediction of
three new massive particles the W+, W− and Z-boson which obtain masses via the sponta-
neous symmetry breaking in the Higgs-mechanism. These massive gauge bosons interact
with all fermions via their weak hyper charge. The weak interaction is a consequence
of a chiral gauge group, as a result of which the W±-boson only couples to left-handed
particles and right handed anti-particles. The mass of the W-boson is 80.4 GeV and that
of the Z-boson is 91.2 GeV. Since these gauge bosons are heavy, they are short-lived and
hence the range of the weak force is O(10−18 m) is quite small.
Quantum Chromodynamics (QCD), a non-abelian gauge theory based on the color
SU(3)C describes the strong interaction between quarks and gluons. The gauge group
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is non-chiral i.e. it does not distinguish between left and right handed particles. The
force propagator of QCD is the gluon which is massless and electrically neutral. The
gluon however carries a unique kind of charge called color. There are three types of color
charge namely, red, green and blue and their corresponding anti-colors. The non-abelian
property of QCD implies that gluons themselves carry the charge they mediate (unlike
photons in QED) and are hence capable of self-interactions. The strong interactions
are responsible for the formation of hadrons and also for binding protons and neutrons
together in the nucleus of an atom. Another peculiar feature of QCD is asymptotic
freedom [14, 15]. This property implies that the force binding the quarks together in a
hadron gets weaker as the distance between the quarks gets smaller until it asymptotically
reaches zero. Consequently if two quarks in a hadron are pulled apart from each other the
binding force between them increases. At large distances the potential energy between
quarks is large enough to create a real qq¯ pair from the vacuum. This reduces the overall
potential energy as it destroys the long-distance force. This is known as fragmentation.
Fragmentation prevents quarks or anti-quarks to exist freely since they must always form
a colorless bound state. This property of QCD is called color confinement.
Figure 2.2.: The particles described by Standard Model together with their couplings (repre-
sented by blue lines) [16]. The Higgs boson couples to only massive particle namely the gauge
bosons and the fermions. The leptons and quarks couple to the W± and Z0 boson and to the
photon. In addition the quarks interact strongly with the gluon. The Higgs boson, W± and
the gluon are also capable of self interactions.
All SM interactions obey energy and momentum conservation laws as well as laws for
internal gauge symmetries such as charge and lepton number conservation. Figure 2.2
summarizes the couplings of the various particles to one another in the SM. Despite its
success the SM has several shortcomings some of which are:
Hierarchy problem The scale at which gravitational interactions become as strong
as the gauge interactions is called the Planck scale. The hierarchy problem raises the
question: Why is the EW scale (' 103 GeV) so much smaller than the Planck scale
Λ ∼ MPl ' 1019 GeV (where MPl represents the Planck mass)? In other words why is
5
2. The Standard Model and Beyond
the force of gravity so much weaker than the other three forces? This difference in the two
scales manifests itself as another issue, that of the Higgs-boson mass. The physical mass
of the Higgs-boson mh comprises of the bare mass m0 and quantum loop corrections.
Mathematically it can be written as:
m2h = m
2
0 + ∆m
2
h (2.1)
Since the Higgs-bosons couples to fermions via Yukawa couplings λf , the largest correc-
tions to its mass must come from the heaviest fermion, namely, the top quark. If −λHf¯f
is the coupling of the Higgs field to the fermion in the Lagrangian, the loop corrections
to the Higgs mass is:
∆m2h = −
|λf |2
8pi2
(
Λ2UV − 3mf ln
(
ΛUV
mf
)
+ ...
)
(2.2)
where mf is the fermion mass and ΛUV is the ultraviolet cut-off scale or the scale upto
which the SM is assumed to be valid. These corrections are quadratically divergent. In
the case where there is no new physics beyond the SM, the reference scale is high, like the
Planck scale. Hence the corrections to the Higgs-mass would be large. Assuming that
the physical mass of the Higgs-boson is O(100 GeV), there must be some new phenomena
which can bridge this gap between the Planck and EW scales.
Dark Matter The particles in the SM can only describe 4% of the energy density content
in the universe [17]. The other 96% is thought to be composed of dark energy, which
accounts for 76%, and dark matter (DM) which accounts for the remaining 20%. There
exist various theories about the nature of dark matter which include cold dark matter,
hot dark matter and warm dark matter. Only cold dark matter can explain the structure
of the observable universe. Since the SM does not provide a candidate particle for DM,
as will be detailed shortly, there must be a new particle candidate able to explain this
phenomena.
Fermion masses What is the origin of the fermion masses which arise due to Yukawa
couplings with the Higgs doublet? EW symmetry breaking is a necessity but not a
sufficient condition to generate fermion masses. The SM does not describe the nature
of the mechanism of the Yukawa couplings between fermions and the Higgs field. The
masses of the three charged leptons and six quarks are until now input parameters that
need to be specified in the SM.
Baryon asymmetry Why are there more particles as opposed to anti-particles in the
universe? The antibaryon density of the universe is negligible. For the baryon-antibaryon
asymmetry to be generated certain conditions need to be fulfilled such as: violation of
the baryon number B and microscopic charge C and charge-parity CP violation [18]. At
the perturbative level, the SM conserves B while CP violation is observable in the SM
and explainable via the complex phase of the Cabibbo-Kobayashi-Maskawa matrix [19].
Nevertheless, this mechanism is insufficient to explain the baryon asymmetry and the SM
must be extended to incorporate this.
6
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2.2. Beyond Standard Model
There are several ways to extend the SM and address its shortcomings. Such extensions
of the SM are often dubbed as beyond SM theories. This section will describe how the
first two issues with the SM may be addressed: the hierarchy problem and the absence
of a dark matter candidate.
2.2.1. Large extra dimensions in the ADD model
One elegant way to address the hierarchy problem is to introduce large compactified extra
dimensions. In 1998 N. Arkani Hamed, S. Dimopoulos and G. Dvali postulated a theory
with large extra dimensions [20, 21] in which the universe is split into two: the brane and
the bulk. The brane consists of the 3+1 dimensional domain2 where the SM particles
are confined to, while the bulk represents the extra-dimensions where only mediators of
gravity, the graviton, are allowed to propagate. This idea is coherent with string theory
where SM particles are represented with open strings and hence need the brane to be
attached to while gravitons which are spin-2 particles are represented by closed strings
and can propagate outside the brane. As a result, the force of gravity appears to be weak
in the brane. A pictorial representation of this is seen is Figure 2.3.
Figure 2.3.: The 3+1 dimensional brane and the bulk. The SM particles are trapped in the
brane while gravity is the only fundamental force allowed to propagate into the bulk i.e. into
the extra dimensions.
In 3+1 dimensions, the gravitational potential experienced by two masses m1 and m2
at a distance r from one another is governed by Gauss’ Law:
V (r) ∼ GNm1m2
r
(2.3)
23 space and 1 time dimension represented by the 4-dimensional QFT.
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where GN is Newton’s gravitational constant in 4 dimension. In natural units the relation
GN = 1/M
2
Pl results in:
V (r) ∼ m1m2
M2Pl r
(2.4)
If there are n extra spatial dimensions of size R, and the modified Planck mass in 4 + n
dimensions is the fundamental mass MD then the gravitational potential between two
masses placed at a distance r  R is:
V (r) ∼ m1m2
M2+nD r
n+1
(r  R) (2.5)
However if the masses are at a distance r  R, the gravitational flux lines cannot
penetrate the extra spatial dimensions and the 1/r dependence emerges again [20]:
V (r) ∼ m1m2
M2+nD R
n r
(r  R) (2.6)
From Equations 2.4 and 2.6 the following relation between MPl and MD can be derived:
M2Pl ∼Mn+2D Rn (2.7)
If MD were to be near the electroweak scale (' 103 GeV), together with the ultraviolet
completion scale of the SM, this would eliminate the previously discussed hierarchy prob-
lem. The weakness of gravity would be justified by the fact that it escapes into extra
dimensions and its strength is only measured in 3+1 dimensions. The size of the extra
dimension, for a TeV scale value of MD, would be R ∼ 1011 m for the n = 1 case. This
would lead to deviations from Newtonian gravity over planetary distances and hence can
be ruled out. However for the case n = 2 and above, the values of R obtained from
Equation 2.7 are below the sub-millimeter range. When the ADD theory was first pos-
tulated, gravity had not been probed for such short distances and hence this theory was
compelling.
Previous attempts to directly test Newton’s gravitational law using a torsion pendulum
have put the limits on the size of the extra dimension to R < 44µm for n = 1 case and
R < 30µm for the n = 2 case [22]. Another novel way to search for signatures of
extra dimensions is to probe graviton production in collider experiments. For a graviton
propagating into the brane and bulk, imposing boundary conditions would imply certain
eigenvalues of energy (c.f. classical particle in a box case). These quantized energies are
referred to as Kaluza Klein (KK) modes [23, 24]. These modes would appear to be like
a tower of massive particles from the point of view of an observer in the brane [25]. It
is worth noting that there exists strong astrophysical bounds on extra dimensions. In
particular the measurement of a low luminosity from some pulsars imply that MD>750
(35) TeV for n=2(3) extra dimensions [26]. However, this works with the assumption
that the mass of a KK mode is less than 100 MeV which is not a necessary requirement
of the ADD theory. Efforts have been undertaken to search for real graviton emission
and virtual graviton exchange in previous collider experiments. A virtual graviton (G∗)
exchange can be searched for in processes such as e+e− → G∗ → γγ or qq¯ → G∗ → l+l−,
to mention a few. The LEP experiments have previously searched in the former channel
[27] and in the absence of a signal put stringent limits on MD ranging from 1.6 TeV to
0.66 TeV for n=2 to n=6 extra dimensions respectively. Figure 2.4 shows certain tree level
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s-channel Feynman diagram for virtual G∗ exchange for an electron-positron collider such
as LEP and for a proton-(anti)proton collider such as the Tevatron or LHC.
e +
e−
e +
e−q
q
G*G*
Figure 2.4.: Tree level s-channel Feynman diagrams that contribute to virtual graviton (G*)
exchange. The final state can be achieved via e+e− → G∗ → γγ (LEP) (left) or qq¯ → G∗ →
e+e− (Tevatron, LHC) (right) amongst others.
Gravitons, due to their minuscule coupling constant of 10−39, are not expected to
interact with matter and hence go undetected when produced in collider experiments.
Real graviton emission would therefore result in momentum imbalance in the transverse
plane also called missing transverse energy or EmissT . In proton-(anti)proton collisions, the
largest contribution for graviton production comes from the jet+EmissT final state followed
by the γ+EmissT final state. The jet+E
miss
T final state is dubbed as a mono-jet final state
due to the absence of other physics objects. Experiments at the Tevatron collider namely,
CDF [28] and D0 [29, 30] have analyzed proton-antiproton collision events and in the
absence of a signal improved upon the previous lower limits on MD set by LEP. Prior to
the LHC, the limits set by CDF were the best limits on the fundamental scale MD and
ranged from 1.40 TeV to 0.94 TeV for n=2 to n=6 extra dimensions respectively.
In the current work a low energy effective field theory approach well below MD has
been used [31]. Real gravitons can be produced via three sub processes in a proton-
proton collider namely : qg → qG, gg → gG and qq¯ → gG. Figure 2.5 shows the
s-channel Feynman diagrams of interest.
g
 q
q
q
q
G
q
G G
g
g g
gg
g
Figure 2.5.: Tree level s-channel Feynman diagrams that contribute to graviton (G) + jet
production. The final state can be achieved via qg → qG (left), gg → gG (center) and
qq¯ → gG (right) processes. There are also contributions from the t and u channel processes
for this final state.
Previously the ATLAS collaboration has analyzed jet+EmissT events to search for signa-
tures of ADD graviton. In an integrated luminosity of 33 pb−1 of 2010 data at
√
s = 7 TeV
no excess of events was found with respect to predictions from SM processes [32]. This
allowed to set limits on MD and R as a function of the number of extra dimensions.
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Figure 2.6 shows the 95% confidence level (CL) lower limits on MD as a function of the
number of extra dimensions. The results are also tabulated in Table 2.1 where an upper
limit on the size of the extra dimension R is also shown.
Number of Extra Dimensions
2 3 4
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Figure 2.6.: 95% CL observed lower limits on MD as a function of the number of extra
dimensions as obtained by the ATLAS mono-jet analysis on an integrated luminosity of 33 pb−1
of 2010 data at
√
s=7 TeV [32]. Previous limits from CDF and LEP experiments are also shown.
n MD R [pm]
2 2.3 9.2× 107
3 2.0 1.1× 103
4 1.8 4.1
Table 2.1.: 95% CL observed lower and upper limits on MD and R respectively for n=2,3 and
4 extra dimensions using an integrated luminosity of 33 pb−1 at
√
s = 7 TeV as measured by
the ATLAS experiment [32].
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2.2.2. Weakly Interacting Massive Particles (WIMPs)
There is strong evidence to suggest that not all material in the universe is made up of
ordinary baryonic matter i.e. protons and neutrons. This dubious non-baryonic matter
which is five times more abundant than ordinary matter is dubbed dark matter. Some
convincing arguments to believe in the existence of dark matter come from the following
[33]:
• A recent collision between a galaxy cluster 1e 0657-56 and a sub-cluster resulted
in a huge amount of X-ray radiation [34] being emitted. This X-ray radiation was
a result of compression and shock heating of extremely hot gas present between
galaxies. This type of gas accounts for a majority of the cluster’s baryonic mass.
Studying the location of the X-ray radiation allowed to determine the location of
the cluster’s baryonic mass. Similarly, mapping the cluster using weak gravitational
lensing allowed to locate the cluster’s total mass. A comparison of the two revealed
a huge discrepancy. This suggests that a large part of the clusters mass is non
baryonic i.e. it is made up of dark matter.
• The structure formation of the universe suggests that hot baryonic matter cannot
account for the large scale structure of the universe. The bottom up approach where
small objects i.e stars collapse first followed by larger objects such as galaxies can
only be explained via the presence of cold dark matter [35].
• A measurement of the rotation curves of spiral galaxies result in a distribution
which can only be explained via dark matter and not via idealized Keplerian pre-
diction [36].
Even though the presence of dark matter is well motivated, there is a dearth of a good
understanding of it. Dark matter particle candidates are often called WIMPs (Weakly
interacting massive particles). As the name suggests, these particles must be massive
and weakly interacting. The only particle in the SM which is only weakly interacting
is the neutrino. However, the neutrino is not a good candidate for a WIMP for two
reasons. Firstly, with its current mass constraint of mν <2 eV, neutrinos cannot account
for all the missing non-baryonic density as reported by the WMAP collaboration [37].
Secondly, being relativistic particles, neutrinos would result in a top down hierarchy of
the structure formation of the universe instead of a bottom up one [38]. Hence there is
the need to search for a new particle as a WIMP candidate.
WIMPs (χ) are expected to interact weakly with SM particles [39]. This weak inter-
action could be a new type of interaction or the existing SM weak interaction. If the
mass of the WIMP candidate mχ would be between a few GeV and a TeV and it has
electroweak-scale interaction cross sections, it could be discovered at the LHC. Such a
particle would also result in the required relic density for non-relativistic matter in the
early universe [40]. The underlying assumption here is that WIMPs are pair produced
and that the particle mediating the interaction between WIMPs and SM particles are too
heavy to be directly produced at the LHC [41]. Hence the interaction can be modeled as
a contact interaction using an effective field theory approach. Since WIMPs are weakly
interacting, they would go undetected when confronted with ordinary matter. When
produced in association with an initial state radiated (ISR) jet, the WIMP pairs would
11
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be boosted by the jet pT and hence can be detected by searching in jet+E
miss
T final states
[42]. A similar topology is also possible where an ISR photon is radiated instead of a jet
but is beyond the scope of this work. Figure 2.7 shows a tree level Feynman diagram for
WIMP pair production in association with an ISR jet.
q
q¯
χ
χ¯
Figure 2.7.: Tree level Feynman diagram for WIMP pair (χχ¯) production in association with
an ISR jet in proton-proton collisions [43]
Another assumption is that the WIMP candidates are Dirac fermions χ3. Table 2.2
lists the five interactions that are considered namely, D1, D5, D8, D9 and D11 following
the prescription in [43]. The first four operators D1, D5, D8 and D9 denote various
quark couplings to WIMPS, qq → χχ while D11 denotes the coupling for gg → χχ. In
addition the operators D1,D5 and D11 describe spin-independent couplings of WIMPs
while D8 and D9 describe the spin-dependent ones. Each operator results in a unique
EmissT distribution shape with the exception of D8 which has a similar shape to D5 [2].
However, since this operator is used to compare the results with other experiments, its
inclusion is justified. M? represents the suppression scale of the mediating particle in the
contact interaction. Modeling this interaction as a contact interaction has the advantage
that the interactions between SM and WIMPs are described only via the suppression
scale M? and the WIMP mass mχ [1].
Name Initial state Type Operator
D1 qq scalar mq
M3?
χ¯χq¯q
D5 qq vector 1
M2?
χ¯γµχq¯γµq
D8 qq axial-vector 1
M2?
χ¯γµγ5χq¯γµγ
5q
D9 qq tensor 1
M2?
χ¯σµνχq¯σµνq
D11 gg scalar 1
4M3?
χ¯χαs(G
a
µν)
2
Table 2.2.: Effective interactions coupling Dirac fermion WIMPs to Standard Model quarks
or gluons, following the nomenclature of [43]. αs is the strong coupling constant and Gµν is the
colour field-strength tensor. M? is the suppression scale of the mediator particle [1].
3As opposed to Majorana fermions which are their own anti-particles.
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By searching directly for WIMPs, limits may be placed on the WIMP-nucleon scat-
tering cross sections. The current best limit for spin-independent couplings comes from
the xenon100 experiment for all WIMP masses above 10 GeV [44]. A WIMP-nucleon
scattering cross section of 7.0×10−45 cm2 is excluded for a WIMP mass of 50 GeV at 90%
confidence level. The CDF collaboration has also previously searched for WIMP candi-
dates in a jet+EmissT final state [45]. For a spin-dependent interaction a WIMP-nucleon
cross section in O(10−40 cm2) for a WIMP mass of 1 GeV is excluded. This limit rises to
O(10−39 cm2) for a WIMP mass of 200 GeV.
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3. The Large Hadron collider and its experimental
environment
“The machine does not isolate man from the
great problems of nature but plunges him more
deeply into them.”
Antoine de Saint-Exupery
3.1. The Large Hadron Collider
The Large Hadron Collider (LHC) is the biggest and the most energetic particle acceler-
ator built by mankind till date. Housed in the former LEP accelerator complex [46] at
the the European Organization for Nuclear Research (CERN) near Geneva, Switzerland,
the LHC tunnel spans a circumference of 26.7 km. The LHC is designed to accelerate and
collide beams of protons at design centre-of-mass energy of
√
s = 14 TeV and a design
instantaneous luminosity of L = 1034 cm−2s−1. It is also designed to accelerate and col-
lide beams of lead ions or even collide lead ions with protons making it a very interesting
apparatus for heavy ion physics.
The proton beams in the LHC are not continuous but are arranged in bunches. Each
bunch can carry upto 1.5× 1011 protons and the accelerator can hold upto 2808 bunches
per beam.
Figure 3.1 shows a sketch of the LHC accelerator complex. The beams cross each
other at four interaction points where the four experiments ATLAS1, CMS2, ALICE3
and LHCb4 are placed. The SPS5 [47] which feeds 450 GeV proton beams into the LHC
is also shown.
A particle with charge e in a magnetic field with strength B with a radius of curvature
(of the circular accelerator) R has a momentum p given by:
p = eBR (3.1)
Given the charge of a proton and the radius of curvature of 2804 m for the LHC, the
magnetic field required to accelerate the individual beams of protons to an energy of
7 TeV would be 8.33 T. Since this is well above the magnetic saturation of iron, the LHC
deploys superconducting magnets to achieve this. The superconducting magnets at the
LHC are cooled to a temperature of 1.8 K using superfluid helium. Operating at this
temperature instead of the conventional 4.2 K used at other superconducting accelerators
1A Toroidal LHC ApparatuS
2Compact Muon Solenoid
3A Large Ion Collider Experiment
4Large Hadron Collider beauty experiment
5Super Proton Synchrotron
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Figure 3.1.: A schematic of the LHC accelerator complex with the four main detectors ATLAS,
ALICE, CMS and LHCb. The SPS which feeds the proton bunches into the LHC is also shown
[47]. The beam energy for the 2011 operation is stated.
(Tevatron-FNAL and HERA-DESY) helps achieve a magnetic field above 8 T as detailed
in [48]. There are in excess of 8000 superconducting magnets in the LHC. A majority of
the machine circumference is however occupied by twin aperture dipole magnets. Using
these twin aperture dipole magnets permits the windings of two beams in one cryostat.
The dipole magnets are responsible for bending the beams. The beams are focussed with
the help of quadrupole magnets. A comprehensive description of the LHC magnets and
cryogenic system is provided in [49].
The instantaneous luminosity for a collider is the event rate produced per unit of
nuclear cross section. It is expressed in cm−2s−1 and is mathematically expressed as:
L =
nbfrn1n2
2piσxσy
(3.2)
where L is the instantaneous luminosity, n1 and n2 are the number of particles per
bunch, fr is the revolution frequency, nb is the number of bunches crossing at the inter-
action point and σx,y characterize the widths of the horizontal and vertical beam profile
(RMS beam size). The factor 2piσxσy is consequently the cross section area of the beam.
Since fr is fixed, the instantaneous luminosity can be increased by filling more particles in
a bunch, increasing the number of bunches per beam and reducing the cross section area
of the beam. During the start of the LHC, the instantaneous luminosity was kept low
until all these factors were improved upon to provide a high instantaneous luminosity.
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The instantaneous luminosity when integrated over time gives the integrated luminos-
ity:
L =
∫
L dt (3.3)
where the time t is measured in seconds and the integrated luminosity L is measured
in inverse barn, b−1 where 1 barn = 10−24 cm2.
For a process with a given cross section σ, the expected number of events in the data
sample N , can be related to the integrated luminosity via:
N = σL (3.4)
For the LHC at
√
s = 14 TeV the total and individual cross sections for various SM pro-
cesses is shown in Figure 3.2 on the left vertical axis. The right vertical axis shows the ex-
pected number of events per second for an instantaneous luminosity of L = 1033 cm−2s−1
for each process. The values for the Tevatron accelerator at
√
s = 1.96 TeV are also shown
for comparison. The kink in some curves is due to difference between proton-proton and
proton-antiproton collisions.
The LHC started up in 2010 by colliding proton-proton beams at
√
s = 900 GeV as
part of its initial commissioning phase and ended the year by delivering about 30 pb−1
integrated luminosity of
√
s = 7 TeV data. In the year 2011, the LHC delivered about
5.6 fb−1 of
√
s = 7 TeV data while in 2012 the energy was ramped upto
√
s = 8 TeV and
till date about 22 fb−1 integrated luminosity of data at this energy has been delivered.
The design parameters for the accelerator together with the operation parameters in 2011
are compiled together in Table 3.1.
Parameter Unit Design Operation (2011)
Beam energy [TeV] 7 3.5
Dipole magnetic field strength [T] 8.3 4.2
No. of protons per bunch - 1.15× 1011 1.4× 1011
No. of bunches - 2808 1380
Beam current [kA] 11.85 5.93
RMS bunch length (σz) [cm] 7.55 6
RMS beam size (σx, σy) [µm] 16.7 22
Peak instantaneous luminosity [cm−2s−1] 1.0× 1034 3.5× 1033
Bunch interval [ns] 25 50
Table 3.1.: Design parameters and actual operational parameters achieved in 2011 for the
LHC.
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Figure 3.2.: Predictions from QCD for total and individual hard scattering cross sections
for SM processes at the Tevatron (
√
s = 1.96 TeV) and LHC (
√
s = 14 TeV) [50] for proton-
(anti)proton collisions as a function of centre of mass energy. The right vertical axis shows the
number of events per second at an instantaneous luminosity of 1033 cm−2s−1.
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3.2. Physics of proton-proton collisions
A proton consists of three valence quarks (uud), which contribute to its quantum numbers,
several sea quarks (qq¯ pairs) and gluons to bind them together as seen in Figure 3.3. In
an inelastic proton-proton collision, the incoming partons which participate in the hard
scatter carry a fraction x1,2
6 of the protons momentum p1,2 as shown in Figure 3.4. This
results in an effective centre-of-mass energy squared of sˆ = x1x2s where s is the centre-
of-mass energy squared. The production of a heavy particle or resonance of mass M
requires sˆ = M2. Ignoring partons masses, which are minute in comparison to the centre-
of-mass energy, the energy of the resonance is given by E =
√
s(x1 + x2)/2. Similarly
the longitudinal momentum can be expressed as pL =
√
s(x1 − x2)/2. In hadron-hadron
scattering experiments, a useful quantity is the transverse momentum pT=psin(θ) where
θ is the polar angle with respect to the beam line, since it is invariant under longitudinal
boosts along the beam axis. Since the partons participating in the hard interaction only
contain a fraction of the initial energy of the proton the initial centre-of-mass energy of
the interaction is not known. However, there is no momentum in the transverse plane to
begin with and hence transverse momentum conservation is extremely useful to compute
quantities such as EmissT as will be seen in Section 5.2. Another useful quantity is rapidity
which is expressed as:
y = 0.5 ln
(
E + pL
E − pL
)
(3.5)
The usefulness of this variable lies in the fact that the differences in y are invariant
under boosts along the beam direction. In the case of a massless particle, the rapidity
equates to pseudorapidity η = −ln(tan(θ/2)). By substituting Equation 3.5 into the
energy and longitudinal momentum of the resonant particle produced in the inelastic
collision, the following relations can be obtained.
ey =
√
x1
x2
, x1,2 =
M√
s
e±y (3.6)
where the rapidity of the particle with mass M is given by y. From Equation 3.6 it
can be inferred that a resonant particle with a large mass M will be produced at central
rapidity. A large M would imply that the momentum x1,2 carried by the incoming partons
would also have to be large and almost equal to one another. This in turn would result in
ey → 1 which would imply y → 0 and hence a centrally produced particle. If x1 and x2 are
very different from one another, this would result in a low mass particle being produced
with a boost and hence appearing at large rapidities. Hence, the decay products of a
heavier particle will always appear more centrally (in rapidity) than that of a lighter one.
This plays an important role in the detector design as will be seen later in Chapter 4.
Due to the high instantaneous luminosity and short bunch spacing in the accelerator,
multiple interactions per bunch crossing can occur. This is also known as pile-up. Pile-up
comprises several soft interactions in addition to the hard-scattering process. Figure 3.5
shows an ATLAS event display for a typical pile-up event with 20 reconstructed ver-
tices. This scenario is extremely challenging for the experiments as it is crucial that the
detectors are able to resolve overlapping events.
6The momentum fraction is given by Bjorken’s scaling variable [51]
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Figure 3.3.: An artists impression of the inside of the proton as known from deep inelastic
scattering experiments at the HERA collider in DESY [52]. The blue circles represent quarks
while the green ones represent anti-quarks. Sea quarks are seen in qq¯ pairs while valence quarks
(all blue in this case) appear singly and are binded to the rest of the proton via gluons.
Figure 3.4.: Diagram showing an inelastic proton-proton collision where the constituent par-
tons take part in the hard interaction [53].
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Figure 3.5.: Typical pile-up scenario in the 2011 data taking period depicted via an atlas
event display. A candidate Z(→ µµ) event with 20 reconstructed vertices is shown. The yellow
colored tracks depict the muons from the Z-boson decay. The vertices shown are reconstructed
using tracks with transverse momentum greater than 0.4 GeV. Taken from [54]
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4. The ATLAS experiment
“Behind every great detector there are lots of
great people”
An ATLAS member
The ATLAS experiment is the largest particle detector ever constructed for collider
physics. Its dimensions are 46m (length) by 25m (diameter) and it is located around
one of the interaction points at the LHC. Weighing 7000 tonnes, it is also the second
heaviest1 particle detector at the LHC. ATLAS comprises 100 million electronic channels
which are connected via 3000 km of cables. The ATLAS coordinates are based on the
right handed x-y-z system where the positive x direction points towards the centre of
the LHC accelerator, the positive y points vertically upwards from the accelerator, the
positive z is aligned to the beam and points towards the LHCb experiment. An overview
of the various sub-detector systems follow but a more detailed description along with
initial performance results can be found in [55]. Figure 4.1 shows a sketch of the detector
with various sub-detector systems.
ATLAS is a general purpose detector with a diverse physics program. An inexhaustive
list of goals for the experiment are:
• To search for the long sought after Higgs Boson in the mass range upto 1 TeV.
• Make precise measurements of the SM including the top quark mass.
• Search for new physics processes which includes Supersymmetry, Extra dimensions
and heavy gauge bosons such as W′ and Z′.
In designing a successful detector all the physics goals along with the LHC parameters
play an important role. Some of the considerations to be taken into account are:
• Fast and radiation tolerant electronics for the sub-detectors given the LHC condi-
tions.
• Due to the high instantaneous luminosity at the LHC, the measurement devices in
the detector must be highly granular to resolve overlapping events.
• Since the design interaction rate is 40 MHz, a robust trigger and data acquisition
system is a must to identify interesting events at a brisk pace and store them.
• A good tracking system is required to measure the momentum and trajectory of
charged particles emerging from the hard scatter. This is especially crucial for
identifying τ -leptons and b-jets via secondary vertex reconstruction.
1CMS which weighs 12500 tonnes is heavier.
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Figure 4.1.: An illustration of the ATLAS detector design [55]. Starting from the center of the
detector and going outwards the various sub-detectors such as the tracking systems, solenoid
magnet, LAr and Tile calorimeters, Toroid magnet and the muon spectrometer are shown. The
detector dimensions are 46m in length by 25m in diameter. Sketches of human figures in the
diagram shows the scale of the detector.
• Calorimeters with a large coverage and acceptance play a key role. An excellent
electromagnetic calorimeter which can identify electrons and photons with high res-
olution complemented with an excellent hadronic calorimeter for jet reconstruction
is of paramount importance.
• Since muons will not interact with the calorimeters, a solid muon spectrometer
system which is capable of measuring muon momenta and charge is essential.
The nominal performance goals of the ATLAS detector are listed in Table 4.1.
Detector component Required resolution
Tracking σPT/pT = 0.05%pT ⊕ 1%
EM calorimetry σE/E = 10%/
√
E ⊕ 0.7%
Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%/
√
E ⊕ 3%
forward σE/E = 100%/
√
E ⊕ 10%
Muon spectrometer σPT/pT = 10% at pT = 1 TeV
Table 4.1.: General performance goals of the ATLAS detector [55]
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Figure 4.2.: Schematic view of the bare windings of the ATLAS magnet systems [56].
The ATLAS magnet systems comprises a central solenoid, an air core barrel toroid and
two air core end cap toroid segments as shown in Figure 4.2.
The central solenoid [57] houses the inner detector. The track of a charged particle
is bent when traversing the magnetic field defined by the solenoid. This assists the
inner detector to measure the particle momentum and charge. Made out of a single
superconducting coil, the solenoid spans a length of 5.8 m with a radius of about 2.5 m.
The magnet has a maximum field strength of about 2 T at a nominal current of 7.73 A.
The magnet which operates at 4.5 K shares the same cryostat as the electromagnetic
barrel calorimeter. This assists in reducing the material in front of the calorimeter and
thereby minimizes the showering of particles before the calorimeter.
Measuring 26 m in length and 22 m in diameter, the toroidal magnets dominate the
size and design of the ATLAS detector. The toroidal magnet system assists the muon
spectrometer to bend muons in order to measure their momentum and identify them.
This system is made up of a barrel and two end caps each of which are further spilt into
eight superconducting interconnected coils. There are about 100 km of superconducting
cables operating at a temperate of 4.7 K. The magnetic field generated varies between
0.5 T and 1 T and covers the region 0<|η|<2.7. Each of the eight barrel coils are housed
in their own cryostat while the eight coils from each end cap share a common cryostat.
4.2. The Inner detector
The ATLAS inner detectors (ID) are tasked with momentum measurement of tracks from
charged particles. The ID comprises three sub-detectors that cover the range upto |η| <
2.5. The detectors, in increasing order of radial distance from the interaction point,
are the pixel detector, semiconductor tracker (SCT) and the transition radiation tracker
(TRT) as shown in Figure 4.3. With up to 103 particles emerging every 25 ns within
|η|<2.5 from the interaction point, the ID must cope with a high track density. Since the
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ID is housed in a solenoid magnetic field with 2 T strength, low momentum particles do
not escape the ID while particles with pT > 0.5 GeV can be reconstructed. In addition to
providing flexible pattern recognition, excellent momentum resolution and reconstruction
of primary and secondary vertices, the ID is also capable of electron identification within
|η|<2.0.
Figure 4.3.: The ATLAS inner detector comprising the Pixel detector, SCT and TRT [55].
Pixel detector The pixel detector [58] is made up of 80 million pixels which corresponds
to more than half the readout channels in all of ATLAS detector. The pixels are sized at
50× 400µm2 in R− φ× z with a position resolution of 14× 115µm2. Here R is a radial
distance from the interaction point. About 46000 pixels are put together to form a single
semiconductor sensor module. There are 1744 such modules of size 19 × 63 mm2. 1456
modules are arranged in three layers for the barrel part parallel to the beam pipe. There
are a further 288 modules arranged in three disk layers for the two end caps perpendicular
to the beam pipe. Together they cover a region |η| < 2.5. The sensors operate as p-n
junctions which produce electron-hole pairs when a charged particle traverses it. The
pairs are segregated by a bias voltage of 150-600 V, are read by charge amplification
readouts. The main task of the pixel detector is to improve the tracking of the SCT such
that a good reconstruction of primary and secondary vertices is achieved.
Semiconductor tracker The SCT [59] forms the middle layer of the ID and is a silicon
microstrip tracker comprising 4088 double-sided modules. These modules have a total of
six million readout channels. The modules are arranged in four concentric barrel layers
and 18 planar end cap discs. It uses a similar technology to the pixel detector deploying
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silicon strips instead of pixels. The readout strips are placed every 80µm on the silicon
permitting charge particle positions to be measured with a resolution of 17µm per layer.
The high resolution makes it a useful tool for pattern recognition. Similar to the pixel
detector, the SCT also spans the range |η| < 2.5.
Transition radiation tracker The TRT [60] forms the final layer of the ID furthest away
from the beam pipe and covers a range |η| < 2.0. As the name suggests, this detector
uses transition radiation energy of the photons created by traversing charged particles.
The basic element is a Polyimide drift (straw) tube with 2 mm radius with a 0.03 mm
diameter gold-plated tungsten wire at the centre. There are 50000 straws 144 cm long in
the barrel and 250000 straws with a length of 39 cm in both end caps. The TRT provides
R−φ information with a resolution of 130µm. The detector is able to distinguish between
electrons and pions. There is a Xenon based gas mixture filled in the straw tubes which
captures low energy transition radiation photons which yield bigger signal amplitudes
than minimum ionizing charged particles [55].
4.3. Calorimeters
Figure 4.4.: Schematic view of the ATLAS calorimeter system [55].
The ATLAS calorimeter system is responsible for measuring the energy and direction
of particles. It is a non-compensating sampling calorimeter which comprises the Liquid
Argon (LAr) electromagnetic (EM) calorimeter and a hadronic calorimeter. The hadronic
calorimeter is a mix of Tile and LAr technologies. The calorimeter system provides a full
azimuthal coverage around the beam axis. The electromagnetic calorimeter measures the
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energy of electrons, photons and jets while the hadronic calorimeter is optimized for jet
energy measurements. By reconstructing the outgoing particle energy and direction, the
transverse momentum can be computed and hence an estimation of EmissT from neutrinos
can also be obtained. Figure 4.4 shows an illustration of the calorimeter system.
LAr calorimeter The LAr calorimeter comprises a 6.4 m long and 53 cm wide barrel
part in the central region which provides coverage upto |η| < 1.475. It also consists of
an EM and hadronic end cap (HEC) and a forward calorimeter (FCAL). The EM end
cap’s coverage is 1.375 < |η| < 3.2 while the HEC covers the range from 1.5 < |η| <
3.2. The FCAL spans the range 3.1 < |η| < 4.9. The EM end caps have a thickness of
0.632 m and a radius of 2.077 m. The HEC is made up of two wheels of thickness 0.8 m
and 1.0 m with a radius of 2.09 m. The FCAL has three modules of thickness 0.450 m
and radius 0.455 m. The calorimeter works with LAr at a temperature of −1830C. The
absorber utilized in the EM part consists of lead while copper is used for the HEC and
the first layer of the FCAL. The absorbers in the outer two layers of the FCAL are made
of tungsten alloy.
The EM barrel and end cap absorbers and electrodes have an accordion shaped geome-
try. This has the inherent advantage of a full azimuthal φ coverage together with a quick
extraction of the signal at the rear or at the front of the electrodes. The EM barrel is
further split into two half barrels each of which is divided into 16 modules. Each module
covers ∆φ=22.50 and has a total thickness ranging from 22 to 33 radiation lengths X0
between |η|=0 and |η|=1.3. The EM end cap thickness ranges from 24 to 38 X0 between
|η| = 1.375 to 2.5 and from 26 to 36 X0 from |η| = 2.5 to 3.2. The FCAL is about 10 X0
deep.
The EM barrel and end cap consist of three different radial layers or samplers. The
purpose of the first layer is to provide γ/pi0 separation. It is in the second or middle
layer where the main energy deposition takes place while the final layer is for high energy
showers. For this purpose, the granularity in ∆η×∆φ for the EM barrel and EM end cap
varies from layer to layer. In the 1st layer or sampler the barrel granularity is 0.003× 0.1
while the granularity of the EM end cap ranges from 0.025× 0.1 to 0.1× 0.1 (∆η ×∆φ)
between |η| values of 1.375 to 3.2. In the second layer of the calorimeter, the granularity
for the EM barrel is 0.025 × 0.025 while the EM end cap granularity is 0.025 × 0.025
between 1.375 < |η| < 2.5 and 0.1 × 0.1 between 2.5 < |η| < 3.2. The HEC granularity
is 0.1× 0.1 in ∆η ×∆φ for |η| < 2.5 and 0.2× 0.2 for larger η.
In order to obtain the desired energy resolution and to correct for upstream energy
losses in the EM calorimeter, a pre-sampler is installed in front of the first layer of the
EM barrel and end cap calorimeters. The pre-sampler is an active layer of LAr which
provides a first sampling of the showers. The pre-sampler spans the |η| range upto 1.52
for the barrel part and from 1.5 < |η| < 1.8 for the EM end cap. Since its primary
purpose if that of energy measurement, it has a slightly coarser granularity of 0.025× 0.1
in ∆η ×∆φ.
Tile Calorimeter The Tile calorimeter (TileCal) is located radially after the LAr calorime-
ter and consists of a barrel part which spans |η|<1.0 and two extended barrels which cover
0.8<|η|<1.0. It is made up of plastic scintillating tiles embedded in iron absorbers. Geo-
metrically the barrel and extended barrels are subdivided into three radial layers and are
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hollow cylinders with an outer radius of 4.25 m and an inner radius of 2.28 m. The barrel
is 5.8 m in length and each of the extended barrels are 2.6 m long. An incoming ionizing
particle interacting with the tile produces ultra violet light which is converted to visible
blue light. The conversion is done by wavelength shifting fibers which are located at the
edge of tiles and transmitted to photo multiplier tubes. In the barrel the three radial
layers are 1.5, 4.1 and 1.8 interaction lengths (λ) deep respectively and this changes to
1.5, 2.6 and 3.3λ for the extended barrel. Hence both the barrel and extended barrels
are approximately 7.4λ thick in total. The granularity is 0.1 × 0.1 in ∆η × ∆φ for the
first and second layers while the third and outermost layer has a coarser granularity of
0.2× 0.1.
4.4. Muon System
Figure 4.5.: A schematic view of the ATLAS muon system [55].
Since muons are minimum ionizing particles, their energy cannot be measured via
calorimetry. The ATLAS muon system [61] measures the muon momentum by deflection
with the help of toroidal magnets and reconstructing their tracks. The muon system is
also responsible for triggering events with muons. In order to accomplish these tasks, the
muon system is made up of two high precision tracking chambers and a dedicated trigger
chamber. The tracking chambers cover a range upto |η|<2.7 while the trigger system
spans |η|<2.4. The tracking chambers consists of the Monitored Drift Tube (MDT) which
covers a region |η|<2.7 and the Cathode Strip Chamber (CSC) which spans 2.0<|η|<2.7.
The trigger chamber is further composed of the Resistive Plate Chamber (RPC) in the
range |η|<1.1 and the Thin Gap Chamber (TGC) covering 1.1<|η|<2.4. Figure 4.5 shows
the various sub-detectors that together make up the muon system.
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Monitored Drift Tube The MDT chambers perform precise muon momentum measure-
ment by measuring the curvature of muon tracks. It consists of aluminum pressurized
drift tubes with 15 mm radius filled with an active material made up of a mix of Ar : CO2
= 93% : 7% at a pressure of 3 bar. A muon traversing these tubes produces electrons via
ionization which are collected by tungsten-rhenium anodes measuring 25µm in radius.
Building the MDT using individual tubes has the advantage that a failure in one tube
does not affect the rest of the system. In total there are 1171 chambers with 354240
tubes. A spatial resolution of 60-80µm per tube is achievable using this technology.
Cathode Strip Chamber Since the MDT has a safe operation counting rate limit of
150 Hz cm−2, the CSC system is deployed in the range 2.0<|η|<2.7 where the rate is
expected to be higher. The CSC can safely operate up to counting rates of 1000 Hz cm−2.
Similar to the MDT, the CSC is tasked with precise coordinate measurement in its η
range. They are composed of multi wire proportional chambers with two cathodes filled
with a mix of Ar : CO2 = 80% : 20%. The entire system comprises two disks with eight
chambers each. There are 70000 channels in total which operate at a spatial resolution
of 60µm.
Resistive Plate Chamber The muon trigger chambers are tasked with fast tracking in-
formation, bunch crossing identification and muon transverse momentum discrimination.
The RPC’s trigger chamber is made up of three concentric cylindrical layers. It uses
a mixture of C2H2F4(tetrafluoroethane) : C4H10(isobutane) : SF6 (sulphur hexaflouride)
= 94.7% : 5% : 0.3% gas housed between two highly resistive cathode plates. A muon
traversing this gas produces an electron via ionization which is multiplied in avalanches
by a 9 kV electric field.The system is equipped with around 600 resistive plates comprising
380000 channels. A position resolution of 1 cm and time resolution of 2 ns is achievable.
Thin Gap Chamber The TGC is a dual functional chamber capable of triggering and
determining the secondary azimuthal (φ) coordinate of the muon to complement the
measurement made by the MDT. It is made up of multi wire gas chambers filled with
a highly quenching gas mixture of CO2 : nC5H12 = 55% : 45%. To achieve a good
timing resolution, the anode wire distance is kept small in comparison to the multi-wire
proportional chambers of the CSC. This leads to a shorter drift time and hence better
timing resolution. There are seven layers of TGCs present in the middle and two in the
inner layer of the MDTs. In total there are 440000 read out channels.
4.5. Trigger System
The LHC has a design bunch crossing rate of 40MHz while the write to disk rate is
limited to O(102Hz). Hence, ATLAS relies on a trigger system to identify and record
interesting events while rejecting uninteresting ones. The trigger system for ATLAS
comprises 3 different levels, namely, Level-1 (L1), Level-2 (L2) and Event Filter (EF).
The L1 system is further split into calorimeter (L1Calo) and muon (L1Muon) systems
and are custom made electronics making fast decisions. The L2 and EF systems, together
called the higher level trigger (HLT), are software running on dedicated computing farms.
Figure 4.6 shows a schematic of the trigger and data acquisition (DAQ) system. Once an
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event is accepted by all three trigger levels by fulfilling certain threshold requirements it
is said to have passed a trigger chain. Designing the trigger as a sequence of decisions
allows for event rejection as soon as possible in order to minimize data flow and reduce
latencies. Together the 3-level trigger system is designed to achieve a rejection rate of
2×105. Figure 4.6 shows a flowchart of the trigger and DAQ system with the input/output
rates for each level.
Figure 4.6.: A flowchart of the ATLAS trigger and DAQ system [55].
Level-1 trigger The L1 trigger performs initial event selection by identifying Regions
of Interest (RoI) using coarse granularity algorithms. The L1 is tasked with identifying
interesting events and taking quick decisions hence a coarse granularity suffices. Infor-
mation from the calorimeter and muon systems are extracted for this purpose while there
is no information used from the inner detector. The L1 system is also responsible for un-
ambiguous bunch crossing identification (BCID) of the event. Since collisions at ATLAS
can occur every 25 ns, this proves to be a very challenging task. The detector data is
held in buffers until L1 makes its decision. The latency time available to the L1 system
is about 2.5µs.
The L1Calo [62] and L1Muon trigger electronics are housed entirely off detector in
a separate cavern. The L1Calo system uses about 7200 analogue trigger tower signals
of reduced granularity of 0.1 × 0.1 in ∆η × ∆φ (in central η and coarser for higher η)
from all electromagnetic and hadronic calorimeters. Its main task is to identify high-ET
objects such as jets, photons, electrons and τ -leptons using dedicated processors such as
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ASICs2 and FPGAs3. The system is also capable of identifying events with large EmissT
and
∑
ET . In order to achieve this it uses sliding window algorithms to reconstruct the
desired objects. Objects such as electrons, photons and τ -leptons may require additional
isolation criteria. The geometric information about the trigger objects is retained as RoIs
as shown in Figure 4.7. If a certain energy threshold is passed, the event is accepted and
the RoI information is sent to the higher level trigger for further processing. The L1Muon
trigger uses information from the muon trigger chambers, namely the TGC and RPC to
identify RoIs and BCIDs. The decisions from L1Calo and L1Muon triggers are sent to
a central trigger processor (CTP) where the final L1 accept (L1A) decision is made. L1
requires less than 1µs to make its decision and adding the cable transmission delays and
CTP processing time a latency of 2.1µs is achieved. The system operates at a nominal
output rate of 75 kHz.
Figure 4.7.: A schematic showing the Regions of Interest (RoI) identified by the L1 trigger [55].
Level-2 and Event Filter The L2 trigger [63] is seeded by the RoI information from L1.
It is a software based trigger running on commercially available processors and network
technologies comprising 500 dual-CPU processing nodes. The aim at L2 is to reduce
the L1 rate by a factor of 100. More sophisticated algorithms, in comparison to L1,
using the entire detector granularity and precision are deployed to make decisions. The
information from the tracker is also taken into account. Using simple shape quantities a
distinction between e/γ, τ -leptons and jets can be made. The latency time available to
the L2 system is about 10 ms. The nominal output rate from L2 is a few kHz.
The EF is the last step in the online event selection and is a software based trigger,
similar to L2, running on processing farms. Its task is to tag events that will be written
to the mass storage by the DAQ system. The EF is seeded by full event information from
2Application-Specific Integrated Circuits
3Field-Programmable Gate Arrays
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L2. It uses algorithms very similar to the oﬄine reconstruction to make its decisions.
Latest detector calibration and alignment information is available at the EF. Events that
are accepted at the EF are classified and dispatched to multiple streams. The decision
time available at EF is in the order of a few seconds. The desired output rate of few
100 Hz is achievable.
Trigger item nomenclature and streams Passing a certain predefined set of thresholds
at the different levels corresponds to passing a trigger chain. Every HLT item can only
be initiated by a corresponding L1 item which is part of the trigger chain. A list of
predefined trigger chains are compiled together in the trigger menu. The trigger menu is
flexible and can be modified according to operation conditions and physics needs. Since
the bandwidth at each trigger level is limited there can only be a certain number of chains
in the menu. Moreover, each trigger item at the corresponding level can only be allocated
a certain bandwidth. If due to beam conditions or detector issues, such as noise, a certain
item has a higher rate than desired, it can be pre-scaled away. Applying a pre-scale of
n on a certain trigger item corresponds to recording only the nth event for that trigger
item.
The trigger nomenclature rules are as follows,
• Every L1 item name is preceded by the letters L1 in the trigger item name followed
by the type of trigger object. This is followed by the threshold, in GeV, which
the trigger item must pass. For instance an item name L1 J70 corresponds to a
L1 jet trigger with a 70 GeV threshold while an item L1 XE50 noMu corresponds
to a EmissT trigger with 50 GeV threshold. The noMu at the end states that no
information from the muon system was used for the computation of EmissT as will
be described in Chapter 8.
• The L2 and EF item name is preceded by the letter L2 and EF in the item name
respectively. The rest of the rules are the same as for the L1 case. A typical L2
item name for a jet trigger would be L2 j70 while EF j70 would correspond to the
EF case.
Once a trigger chain is passed, the event is stored in multiple streams. There are
four different streams available in ATLAS. All events passing the jet, τ -lepton or EmissT
trigger are stored in the JetTauEtmiss stream. Similarly all events passing the e/γ
triggers are stored in the Egamma stream while events passing the µ trigger are stored
in the Muon stream. Another stream known as the Debug stream exists. Events which
cause the trigger to time out due to algorithm failures or processing time are stored
in these streams. It is important to note that the first three types of streams, namely
JetTauEtmiss, Egamma and Muon streams are not mutually exclusive. Events that
are found in one stream may also be found in another as long as they have been triggered
by the corresponding trigger.
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4.6. Luminosity measurement devices
An accurate estimation of the luminosity is essential for determining cross sections of
physics processes. Sub-detectors such as the MBTS4, ALFA5 [64], ZDC6 [65] and LU-
CID7 [66] are all capable of making luminosity measurements. LUCID however, is the
only detector built solely for the purpose of luminosity measurement.
Figure 4.8.: A schematic showing the LUCID detector in ATLAS [56].
LUCID, as the name suggests, works on the principle of Cerenkov radiation. Its primary
purpose is to detect inelastic proton-proton interaction in the forward (in η) direction
and thereby measure the integrated luminosity. It is also capable of providing an online
instantaneous luminosity measurement. The detector comprises aluminium Cerenkov
tubes as shown in Figure 4.8. There are twenty tubes of length 1.5 m and radius 7.5 mm
in total. The tubes are filled with C4F10 gas at a pressure of 1.2-1.4 bar. They provide a
Cerenkov threshold of 2.8 GeV (10 MeV) for pions (electrons). Cerenkov light produced
in the detector is reflected on average three times before it is collected by the PMT. The
signal from the PMT can be used to estimate the number of particles per tube and hence
the beam intensity. LUCID is calibrated using van der Meer scans [67] which scans the
two beams in the x-y plane to determine the separation parameter and hence estimate
the beam cross section. Using these measurements, the instantaneous luminosity can be
estimated from Equation 3.2. There are two LUCID detectors located on each end cap
region of ATLAS about ±17 m from the interaction point.
4Minimum Bias Trigger Scintillators
5Absolute Luminosity For ATLAS
6Zero Degree Calorimeter
7Luminosity measurement using Cerenkov Integrating Detector
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“Measure what is measurable, and
make measurable what is not so.”
Galileo Galilei
This chapter describes how reconstruction algorithms process electronic signals of vari-
ous detector components and interpret them as physics objects with the help of quantities
such as momentum, charge and direction. Such a reconstruction step is non-trivial and
the physics objects must pass stringent criteria in order to separate them from back-
ground signals which may be wrongly reconstructed as physics objects. The methods
to reconstruct and identify hadronic jets, electron, muons and EmissT are detailed here.
Other physics objects which the ATLAS detector is capable of reconstructing but are
not utilized in the analysis include τ leptons and photons. The object reconstruction
and identification in all ATLAS searches for new physics follows the implementation as
described by the SUSYTools [68] package. Figure 5.1 shows a cross sectional view of the
ATLAS detector with an illustration of how the various physics objects interact with it.
Figure 5.1.: A cross section view of the ATLAS detector showing how various particle types
interact with it [55].
5. Object reconstruction
5.1. Jet reconstruction
Jets are formed as a result of the hadronization and fragmentation of the hard scattered
partons and detected via identifying energy depositions of electromagnetic and hadronic
showers in the calorimeter. A robust reconstruction technique and understanding of jets
is essential in order to learn about the parton-level interactions since partons cannot be
observed individually due to color confinement [69]. Since the ATLAS calorimeter is
highly granular with about 200,000 individual cells, the energy information needs to be
abridged in some form before jet reconstruction algorithms can process it. Hence, jets are
reconstructed by algorithms which process topological calorimeter cluster information[55]
(Topo-cluster hereafter). Topo-clusters are formed by using the 3-dimensional energy
deposits in the calorimeter. The seeding starts with a cell with an absolute energy value
of four standard deviations above the actual noise, |Ecell| > 4σnoise. Cells neighboring
these seeds are added to the cluster with the requirement that a neighboring cell with
|Ecell| > 2σnoise is considered as the secondary seed. This successive recombination
algorithm iterates until all cells at the boundary have |Ecell| > 0σnoise. An illustration
of this is shown in Figure 5.2. The cell four-momenta are added as a weighted sum
which results in the four-momentum of the Topo-cluster. This method proves to be very
efficient in suppressing calorimeter noise.
Figure 5.2.: An illustration of the clustering algorithm in the ATLAS oﬄine software [56].
The numbers in the boxes represent the energy value in standard deviations above the actual
noise.
Once the Topo-clusters have been identified an iterative jet reconstruction algorithm
must process the information to define what the jet should constitute. Jet reconstruction
algorithms must be collinear and infrared safe. The anti-kT algorithm [70] is the stan-
dard jet construction algorithm used in all ATLAS analyses. The logic for the anti-kT
reconstruction algorithm can be understood via the following distance measurements.
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dij = min(k
−2
T i , k
−2
Tj )
(∆R)2ij
R2
(5.1)
diB = k
−2
T i (5.2)
(∆R)ij =
√
(yi − yj)2 + (φi − φj)2 (5.3)
Here kT i and yi are the momentum and rapidity of the object i respectively while ∆R is
the shortest distance between two objects computed by taking the rapidity and azimuthal
direction φ into account. R represents the radius parameter and determines the distance
at which two jets are resolved. For the analysis that follows, R = 0.4 is the default value
although other radius parameters are available in the ATLAS jet reconstruction such as
the anti-kT R = 0.6. The distance between object i and j is represented by dij while the
distance between object i and the beam B is represented by diB. The anti-kT algorithm
works on an iterative basis where dij and diB are computed. If the smallest distance is
diB then object i is considered to be a jet. If the smallest distance is dij then the two
objects are merged and the iteration continues until diB is the smallest distance. In this
way, the algorithm merges objects with the large transverse momentum first.
The reconstructed jet is at the electromagnetic scale and requires a calibration in
order to relate the measured jet energy by the calorimeter to the true energy of the jet
entering the detector. The calibration is mainly required due to the non-compensating
nature of the ATLAS calorimeters and also due to other effects such as energy loss due to
passive material and leakages. Such a calibration is called the em+jes calibration and
is performed in a pT and η dependent way. The jet energy is corrected on average, using
simulation as follows:
Ejetcalib =
Ejetmeas
Ccalib(E
jet
meas)
, with Ejetmeas = E
jet
EM − κ(NPV ) (5.4)
where EjetEM is the energy measured by the calorimeter at the electromagnetic scale,
Ccalib is the calibration function which is dependent upon the measured jet energy and
Ejetcalib is the calibrated energy. The variable κ(NPV ) denotes the correction for additional
energy coming from pile-up and is dependent upon the number of primary vertices. This
correction must be accounted for in order to obtain Ejetmeas, the true measured energy of
the jet in the calorimeter. More details about the calibration method and performance
can be found in [71].
Figure 5.3 shows the jet response in pT (energy) defined as the ratio of the reconstructed
jet pT (energy) over the truth jet pT (energy) where both reconstructed and truth jet are
defined via the anti-kT R= 0.6 algorithm. For jets with pT>30 GeV and upto 2 TeV the
em+jes calibration helps to calibrate the electromagnetic jets to within 1% of the truth
jets which is within the desired performance.
Jets may also be reconstructed as a result of calorimeter noise and non-collision back-
ground or cosmic events. Calorimeter noise mainly arises due to sporadic noise cells in
the LAr and Tile calorimeters, coherent noise in LAr calorimeter and noise spikes in the
HEC calorimeter. In order to ensure that the signal region is not contaminated by events
which comprise these ‘fake’ jets, all jets used in ATLAS analyses must pass a stringent
quality criteria. The filtering of jets through this type of selection criteria is often called
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Figure 5.3.: Jet transverse momentum (open squares) and energy (full circles) response as
a function of jet pT after em+jes calibration for pythia simulated samples [71]. Jets are
reconstructed with the anti-kT R = 0.6 algorithm in the central pseudo-rapidity region (0.3 <
|η| < 0.8). Systematic uncertainties are not shown while statistical uncertainties are smaller
than the marker size.
‘Event Cleaning’ and is necessary in order to ensure a pure signal region. Jet quality
such as lack of tracks pointing to the jet, pulse shape, charge fraction and fraction of
energy in the LAr electromagnetic calorimeter can be checked to identify fake jets [72].
The timing of the calorimeter segment and muon segments assist in identifying jets faked
by cosmic ray events and beam background as will be shown in Section 11. Fake jets are
hence removed by applying Looser, Loose, Medium or Tight cuts where the final selection
gives the purest sample. Figure 5.4 shows the jet azimuthal direction distribution for a
fake jet sample (stacked histograms) after each set of quality requirement is applied on
it. A good jet sample from collision date is superimposed (open circles) on the final set
of fake jets after tight cuts and the distributions are normalized [72]. The distribution of
the fake jet sample peaks around φ=0 and pi. This occurs since the incoming beams are
more likely to deposit energy from beam induced backgrounds in the x-z plane. These
energy deposits may be reconstructed as fake jets around the φ values shown.
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The jets are reconstructed using anti-kT R=0.4 algorithm.
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5.2. Missing transverse energy reconstruction
The missing transverse energy is determined via the vector sum of all momenta in the
transverse plane. Since the LHC beams are not boosted in the transverse plane, the vector
sum in this plane of all reconstructed physics objects is expected to be zero. Hence the
EmissT can be defined as the momentum imbalance in the transverse plane. Genuine E
miss
T
can arise due to the presence of neutrinos in the final state and also due to new stable
particles which are not expected to interact with the detector. On the other hand fake
EmissT arises due to mis-measurement of jets, leptons and photons. There are several
algorithms deployed to reconstruct EmissT by the ATLAS reconstruction software. Each
algorithm results in a certain flavor of EmissT . The need for favoring one flavor of E
miss
T
over the other is determined by the final state of interest. The LocHadTopo flavor of
EmissT is used in this analysis. A more extensive description of other E
miss
T reconstruction
types can be found in [73].
The LocHadTopo flavor of EmissT is obtained by doing a vectorial sum over all calibrated
topological clusters in the calorimeter as follows:
Emissx(y) = E
miss,calo
x(y) (5.5)
EmissT =
√
(Emissx )
2 + (Emissy )
2 (5.6)
φmiss = arctan(Emissy , E
miss
x ) (5.7)
There is no information from the muon systems utilized. In case of a muon in the event,
the muon pT will contribute to the reconstructed E
miss
T . For instance in a W(→ µν)+jet
event, the EmissT reconstructed by the LocHadTopo flavor will represent the W-boson pT
(assuming the muons do not interact with the calorimeter1) and not the neutrino pT. By
default the sum is done over all topological clusters within |η| < 2.8 in the electromagnetic
and hadronic calorimeter. In the analysis this is extended upto |η| < 4.5 by considering
the calibrated topological clusters in the intermediate range. For the EmissT computation,
the hadronic clusters must be calibrated in the vectorial sum in order to obtain a EmissT
which is calibrated to the hadronic scale. This is achieved by using the ‘Local-Hadronic’
(LocHad) type calibration [55] which harnesses the energy density in a cell. Electromag-
netic showers have a higher energy density in comparison to hadronic showers. Using
information such as the shower depth and shape the topological cluster can be classified.
A global calibration is then applied at cell level to define the LocHadTopo flavor of EmissT .
It includes an additional correction term for hadronic shower energy loses in the cryostat
between the LAr and the Tile barrel calorimeters. The performance of this flavor of EmissT
is shown in Figure 5.5 where the linearity of response is plotted versus true EmissT for the
global calibration+cryostat EmissT using simulated samples. The linearity of response is
defined as the ratio of the difference between reconstructed and true EmissT to the true
EmissT . The linearity shows that the reconstructed E
miss
T agrees to within 1% of the true
EmissT for true E
miss
T values above 60 GeV.
1Previous ATLAS studies show that a muon with an energy of 1 TeV loses only about 1% of its energy
in the calorimeter [55]
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5.3. Muon reconstruction
Muons interact minimally with the calorimeter and hence their detection and identifi-
cation involves the use of tracks in the inner detector (ID) and the muon spectrometer
(MS) systems. The muon reconstruction algorithms in ATLAS combine the momentum
measurements from the ID and MS to improve muon momentum resolution and lower the
misidentification rate. The muon reconstruction performance and efficiency studies have
been detailed in [74, 75, 76, 77] while an estimation of the muon reconstruction efficiency
relevant for this work follows in Section 9.2.1. A brief overview of the various algorithms
used to reconstruct and identify muons is presented here. Muons can be classified into
three types depending upon their reconstruction method.
Stand-alone (SA) muons: This muon type is reconstructed using the spectrome-
ter information only. The momentum measured in the spectrometer is corrected for
parametrized energy loss of the muon in the calorimeter and hence the momentum at
the interaction point is obtained. Other track information (such as η, φ, longitudinal
and transverse distance of closest approach to the interaction point) are obtained by ex-
trapolating the tracks to the interaction point. This type of muon allows for extended
coverage of |η| < 2.7.
Combined (CB) muons: Both the ID and muon spectrometer information is used to
reconstruct this type of muon. The momentum of the ID is combined with the momentum
measured by the SA muon tracks. The track parameters and the covariance matrices of
the ID and SA muons are put to a χ2-test. The track information from the ID and
SA muons are then statistically combined (staco), for cases with a minimum χ2, to give
the resultant combined track parameters which reconstructs the final information of the
muon. This results in a muon being tagged as a isCombined muon. The reconstruction
of the isCombined muon is limited by ID coverage: |η| < 2.5. The momentum resolution
of a CB muon is dominated by the ID measurement for pT <80 GeV and by the MS
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measurement for a pT > 100 GeV.
Segment tagged (ST) muons: This type of muon is defined via the requirement that
a good ID track be extrapolated and associated with straight track segments measured
by the precision muon chambers of the MS. This reconstruction algorithm is especially
useful in identifying low pT muons.
5.4. Electron reconstruction
Electrons are detected via their tracks in the ID and the energy clusters deposited in
the EM LAr calorimeter. A sliding window method identifies the clusters which seed the
reconstruction algorithm. Information about the electron shower shape, track and track-
cluster matching of several variables is harnessed as detailed in [78]. The reconstruction
begins with a seed cluster of ET > 2.5 GeV in the second layer of the EM calorimeter.
When a track with pT > 0.5 GeV in a window of ∆η × ∆φ = 0.05 × 0.1 is found, the
cluster is considered as an electron candidate. The cluster size of the final electron
candidate in ∆η ×∆φ = 0.075 × 0.175 for the barrel and 0.125 × 0.125 for the end cap
calorimeters. Using varying criteria on the shower shape and track-cluster matching,
electron candidates are placed into three broad categories: Loose, Medium and Tight.
As the nomenclature suggests, each tighter definition is a strict subset of the previous.
Hence, the electrons selected by the Medium type are all also Loose type electrons. The
tighter category has a higher purity but lower efficiency in comparison to the less tighter
one.
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“In god we trust, all others must bring data”
William Deming
6.1. Collision data
The data used for the following analysis was collected by the ATLAS detector during
the 2011 proton-proton run of the LHC between 22nd March and 30th October. This
corresponds to the ATLAS internal run numbers of 178044 to 191933 which are split up
in Periods B to M1. The peak instantaneous luminosity during this period was ramped up
from 1.3×1030 to 3.6×1033 cm−2s−1 which corresponds to a mean number of interactions
per bunch crossing increment from 2.6 to 17.5. The peak instantaneous luminosity is
increased by three orders of magnitude by mostly increasing the number of bunches in
the collider. This does not effect the mean number of interactions per bunch crossing sig-
nificantly which only increases by a factor about 7. Figure 6.1 (left) shows the cumulative
integrated luminosity delivered by the LHC (green) and recorded by ATLAS (yellow) in
2011 for the
√
s = 7 TeV proton-proton run. The delivered luminosity corresponds to the
period where the LHC declares stable beams for each run up until the it requests ATLAS
to turn off its sensitive sub-detectors such that the beam can be dumped [79]. The mea-
surement of the instantaneous luminosity is undertaken by dedicated detectors which are
calibrated using van-der-Meer scans as described earlier in Section 4.6. This measure-
ment is then translated to a cumulative integrated luminosity. The LHC delivered about
5.61 fb−1 in collisions while ATLAS recorded about 5.25 fb−1 out of it. This translates to
a data taking efficiency of about 93.5%. The data recorded by ATLAS corresponds to
the maximum amount of data recorded irrespective of the sub-detector condition or data
quality flag. The data quality flag indicates which sub detectors were fully operational
or efficient. The requirement for an analysis is that a certain set of sub-detectors should
be fully functional during the data recording period by passing a certain data quality
requirement. This is determined via a GoodRunList which contains information about
which runs are flagged as good for data analysis depending upon the sub-detector perfor-
mance. After the GoodRunList requirement, 4.7 fb−1 of data survives and is considered
as the final data-set for the analysis. It requires the tracker, calorimeter, muon systems
and the trigger system to be fully functional. The trigger stream (Section 4.5) chosen
for the analysis is the JetTauEtmiss stream since this stream is expected to contain the
events with a high pT jet and E
miss
T .
1Period C is excluded since the collisions recorded there were at
√
s = 900 GeV instead of 7 TeV.
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Figure 6.1.: Top: LHC delivered (green) and ATLAS recorded (yellow) cumulative integrated
luminosity for the
√
s = 7 TeV proton-proton run of the LHC in 2011 as a function of the time
(day of the year). The delivered luminosity corresponds to the luminosity recorded from the
time the LHC declares stables beams and up until the beams are dumped [79]. Bottom: The
peak instantaneous luminosity measured by the ATLAS online monitors during the 2011 data
taking period as a function of the day of the year. Only the peak luminosity measured for every
run is shown [79].
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6.2. Simulated samples
A brief overview of the various simulated Monte Carlo samples is provided here including
a list of samples utilized for the analysis. There are several different samples used for
modeling various SM and signal processes. All samples for SM and signal processes are
passed through the GEANT4 [80] detector simulation after the hard scatter and showering
has been simulated. The output from GEANT4 is then processed by the ATLAS oﬄine
reconstruction software, ATHENA release 17 [81] in this case. Events from the simulated
samples are hence reconstructed using the same reconstruction chain as collision data.
Standard Model The hard scatter for the vector boson+jets samples is simulated using
the alpgen generator [82]. alpgen is a leading order (LO) generator which is only
capable of simulating the hard scatter and not the parton showering and hadronization.
It is interfaced to herwig++ [83, 84] and jimmy [85] where the former performs the
parton showering and hadronization while the latter is responsible for simulating the
underlying event. Every process in the vector boson+jet samples can be further divided
into sub-samples dependent on the number of partons in the final state determined by the
matrix element. For instance, the Z(→ ee) sample in Table 6.1 has 6 other sub-samples
labelled from Np0 to Np5 where the number denotes the number of partons in the final
state.
For processes such as Z(→ νν)+jets, W(→ eν)+jets, W(→ µν)+jets and W(→ τν)+jets
high statistics samples are combined with the standard samples in order to gain statistics
in the high transverse momentum phase space regions. The high statistics samples have
a generator level filter applied to them whereby the truth EmissT >100 GeV and truth level
highest pT jet > 100 GeV for every event. The high statistics samples for each process are
available for the Np1- 4. Hence, while combing the samples care must be taken to not
allow events with truth EmissT >100 GeV or truth level highest pT jet > 100 GeV from the
standard samples to be considered for event selection. For example for the Z(→ νν) case
in Table 6.1 the high statistics sample for Np1, Sample ID 144192, is combined with the
standard sample for Np1, Sample ID 107711, by ensuring that the latter does not contain
any events with a jet pT or E
miss
T greater than 100 GeV. Table 6.1 and 6.2 lists the various
Z+jets and W+jets simulated samples used for this analysis respectively along with the
LO production cross-section, k-factor and the total number of generated events for each
process. The k-factor when multiplied by the LO cross-section yields the NNLO cross-
section and is determined using the inclusive vector boson+jet measurements [86, 87].
Other simulated samples considered for this analysis are QCD multi-jet, single and
pair production of the top quarks and di-boson production samples. The production
cross-sections and number of generated events along with other details for these samples
are compiled together in Appendix A.
ADD extra dimensions The ADD extra dimensions samples are generated using the
exograviton i generator [88]. This generator performs the hard scatter at tree level
while the parton showering and the hadronization is done using pythia [89]. For event
generation the MRST2008 LO** [90] PDF tune is used. These events are then re-weighted
using the cross sections from CTEQ6.6 [91]. The re-weighting to CTEQ6.6 cross sections
is done in order to be comparable to the previous ATLAS analyses searching for new
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Sample ID Name LO cross-section (pb) k–factor Ngenerated
107650 ZeeNp0 pt20 669.6 6617284
107651 ZeeNp1 pt20 134.6 1334897
107652 ZeeNp2 pt20 40.65 1.24345 809999
107653 ZeeNp3 pt20 11.26 220000
107654 ZeeNp4 pt20 2.84 60000
107655 ZeeNp5 pt20 0.76 20000
107660 ZmumuNp0 pt20 669.6 6615230
107661 ZmumuNp1 pt20 134.6 1334296
107662 ZmumuNp2 pt20 40.65 1.24345 404947
107663 ZmumuNp3 pt20 11.26 110000
107664 ZmumuNp4 pt20 2.84 30000
107665 ZmumuNp5 pt20 0.76 10000
107670 ZtautauNp0 pt20 669.6 10613179
107671 ZtautauNp1 pt20 134.6 3334137
107672 ZtautauNp2 pt20 40.65 1.24345 1004847
107673 ZtautauNp3 pt20 11.26 509847
107674 ZtautauNp4 pt20 2.84 144999
107675 ZtautauNp5 pt20 0.76 45000
107710 ZnunuNp0 pt20 39.62 54949
107711 ZnunuNp1 pt20 451.5 909848
107712 ZnunuNp2 pt20 196.5 169899
107713 ZnunuNp3 pt20 59.89 144999
107714 ZnunuNp4 pt20 15.51 309899
144015 ZnunuNp5 pt20 3.57 1.2604 185000
144021 ZnunuNp6 pt20 0.92 114999
144192 ZnunuNp1 pt20 susyfilt 12.86 499898
144193 ZnunuNp2 pt20 susyfilt 10.14 399999
144194 ZnunuNp3 pt20 susyfilt 5.40 299998
144195 ZnunuNp4 pt20 susyfilt 2.18 184998
Table 6.1.: Z + jet simulated samples used in the mono-jet search with the respective LO
cross-section times branching ratio, the k-factors and the number of generated events of the
sample. The k-factors are the NNLO/LO scaling factors used to scale the overall cross-section
for Z → νν¯ and Z → l+l− to the total NNLO inclusive cross section.
phenomena in the same final state [32, 92]. The events from the generated samples are
then passed through the ATLAS fast detector simulation AtlFastII [93, 94, 95] and recon-
structed using ATHENA release 17. There is a default generator level parton pT > 80 GeV
selection applied on all samples for the outgoing parton. The samples are generated for
various processes which all result in the final state: Graviton+jet as compiled in Ta-
ble 6.3. The processes considered for real graviton emission are gg → Gg, qg → Gq and
qq¯→ Gg where G represents the graviton, q the quark and g the gluon. The number of
extra dimensions n and scale of the theory MD are both varied to give several phase space
points. The values of MD are chosen such that they are close to the previously published
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Sample ID Name LO cross-section (pb) k–factor Ngenerated
107680 WenuNp0 pt20 6932 3458883
107681 WenuNp1 pt20 1305 2499645
107682 WenuNp2 pt20 378 3768632
107683 WenuNp3 pt20 101.9 1008947
107684 WenuNp4 pt20 25.7 250000
144018 WenuNp5 pt20 5.81 1.1955 979197
144022 WenuNp6 pt20 1.55 144998
144196 WenuNp1 pt20 susyfilt 7.38 180899
144197 WenuNp2 pt20 susyfilt 6.24 134998
144198 WenuNp3 pt20 susyfilt 3.47 139999
144199 WenuNp4 pt20 susyfilt 1.45 75000
107690 WmunuNp0 pt20 6932 3462942
107691 WmunuNp1 pt20 1305 2499593
107692 WmunuNp2 pt20 378 3768737
107693 WmunuNp3 pt20 101.9 1008446
107694 WmunuNp4 pt20 25.7 254950
144019 WmunuNp5 excl pt20 5.82 1.1955 979794
144023 WmunuNp6 pt20 1.54 144999
144200 WmunuNp1 pt20 susyfilt 7.08 171000
144201 WmunuNp2 pt20 susyfilt 6.14 139900
144202 WmunuNp3 pt20 susyfilt 3.42 139899
144203 WmunuNp4 pt20 susyfilt 1.44 70000
107700 WtaunuNp0 pt20 6932 3418296
107701 WtaunuNp1 pt20 1305 2499194
107702 WtaunuNp2 pt20 378 3750986
107703 WtaunuNp3 pt20 101.9 1009946
107704 WtaunuNp4 pt20 25.7 249998
107705 WtaunuNp5 pt20 5.82 1.1955 989595
144024 WtaunuNp6 pt20 1.54 149999
144204 WtaunuNp1 pt20 susyfilt 10.9 265000
144205 WtaunuNp2 pt20 susyfilt 9.25 204999
144206 WtaunuNp3 pt20 susyfilt 5.10 209900
144207 WtaunuNp4 pt20 susyfilt 2.10 104999
Table 6.2.: W + jet simulated samples used in the mono-jet search with the respective LO
cross-section times branching ratio, the k-factors and the number of generated events of the
sample. The k-factors are the NNLO/LO scaling factors used to scale the overall cross-section
for W → lν to the total NNLO inclusive cross section.
limits [92]. Table 6.3 lists the cross-sections from CTEQ6.6 for certain bench mark points
in the ADD phase space. The cross sections are obtained following the prescription in
[96].
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Sample ID Name LO cross-section (pb)
145318 qq¯-delta2 MD 3500 0.09149
145319 qg-delta2 MD 3500 0.9751
145320 gg-delta2 MD 3500 1.159
145333 qq¯-delta3 MD 2500 0.1972
145334 qg-delta3 MD 2500 1.153
145335 gg-delta3 MD 2500 1.379
145342 qq¯-delta4 MD 2500 0.1262
145343 qg-delta4 MD 2500 0.4804
145344 gg-delta4 MD 2500 0.5877
145351 qq¯-delta5 MD 2500 0.08668
145352 qg-delta5 MD 2500 0.2447
145353 gg-delta5 MD 2500 0.3098
145360 qq¯-delta6 MD 2500 0.06143
145361 qg-delta6 MD 2500 0.1419
145362 gg-delta6 MD 2500 0.185
Table 6.3.: ADD signal samples for some benchmark (n, MD) phase space points, with a
requirement of parton pT > 80 GeV at the generator level. The delta in the name denotes the
number of extra dimensions n while the MD values are quoted in GeV. The leading order (LO)
cross-sections from CTEQ6.6 are quoted.
WIMPs pair production The hard scatter for the WIMPs pair production sample is
generated using madgraph [97, 98]. Since madgraph is a tree-level matrix element
generator it is interfaced to pythia to achieve parton showering and hadronization.
The processes generated for WIMPs production with madgraph are pp → χχj and
pp → χχjj where χ is the WIMP, p the incoming proton and j the jet. Similar to the
ADD case, a generator level selection criteria for a highest pT outgoing parton greater
than 80 GeV applied. More details about the WIMPs sample generation can be found in
Chapter 2.2 of [2] while the information about individual samples such as cross-section
and number of generated events is tabulated in Appendix A.
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“The essence of strategy is choosing what not
to do.”
Michael Porter
This section outlines the selection criteria deployed to select mono-jet events. At
first the definitions of the physics objects is listed which is followed by the definition of
the signal regions. A short overview of the analysis strategy follows the signal region
definition.
7.1. Object definition
The object reconstruction methods for jets, electrons, muons and EmissT have been detailed
in Chapter 5. This section presents the definitions used by the mono-jet study to identify
the relevant physics objects.
• Jets are reconstructed with the anti-kT algorithm and calibrated using em+jes
coefficients. The highest pT jet in the event is required to have a pT of atleast
30 GeV and be within |η| < 2.0. Other jets are considered if their pT > 30 GeV and
if they fulfill |η| < 4.5.
• The missing transverse momentum EmissT defined by the LocHadTopo algorithm is
used. It is computed by considering all calorimeter clusters within |η| < 4.5.
• Electrons and muons are defined using the following criteria:
Electrons:
· pT > 20 GeV and |η| < 2.47
· Medium quality criteria
· No overlap removal with jets
Muons:
· pT > 7 GeV and |η| < 2.5
· StacoCombined or Segment-tagged
· Isolation - pT cone20 < 1.8 GeV: The sum pT of tracks within a cone of radius
∆R = 0.2 around the muon candidate should be less than 1.8 GeV. This ensures
that the muon is originating from a hard scatter and not from the weak decay
of a hadronic particle in a jet.
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7.2. Signal region selection
There are four signal regions defined to select and study mono-jet final states. The signal
regions are defined via stringent criteria on the transverse momentum of the leading jet
and EmissT in the event. Since the final state of interest does not contain any leptons
(implying only electrons and muons here), events with identified leptons are vetoed on
and as a result do not contribute to the signal region. Moreover, in order to be in a phase
space region where only one high pT jet is present, there is a veto applied on the number
of jets in the event. The previous mono-jet analyses [32, 92] form the backbone of the
selection criteria described here although there are noticeable differences. The number
of signal regions in comparison to the previous analyses has been increased from 3 to 4
in order to comprehensively cover the larger dataset. The previous analyses involved a
second jet veto which has also been altered in this case. It was observed that a second jet
veto in the previous studies introduced a sizable initial/final state radiation (ISR/FSR)
systematic uncertainty for the signal. The contribution of this uncertainty was such
that it turned out to be the dominating systematic uncertainty, reaching almost up to
13%. As a result the current study vetoes events where 3 jets are reconstructed in the
event above the defined threshold. Now simply permitting 2 jets per event would be a
digression from a mono-jet topology and would result in a plethora of QCD di-jet events
populating the signal region. Hence, in order to reduce the contribution from di-jet events
a ∆φ > 0.5 selection is introduced between the second highest pT jet and the direction
of the EmissT . This criterion ensures that the E
miss
T is not aligned in the same direction
as the jet since fake EmissT could be generated as a result of mis-measuring one of the
jets. Another alteration introduced in comparison to the previous analysis is that the
muon pT threshold has been lowered in the object definition. This implies that muons
are now excluded with a larger acceptance. Although the performance groups provide
identification efficiencies for both electrons and muons down to 7 GeV, only the muons
are considered down to this value. In case of electrons, the pT threshold is at 20 GeV to
avoid rejecting events where high pT jets can fake electrons.
The event pre-selection comprises the following requirements:
• Good Run List (GRL): This pre-selection ensures that only parts of a run where
all sub-detectors were functional are considered in the analysis1. All events must
be a part of the GRL in order to be considered in the analysis.
• Trigger: EF xe60 verytight noMu - detailed in Section 8
• At least one reconstructed primary vertex with a minimum of two tracks with trans-
verse momentum pT > 0.4 GeV. This ensures that the recorded event is consistent
with a proton-proton collision.
• Quality criteria are applied to all jets with pT > 20 GeV and |η| < 4.5 as de-
tailed in [72]. An event is rejected if it contains at least one jet which does not
pass the quality criteria. This is done in order to reject events due to calorimeter
noise and non-collision backgrounds. In addition, the highest pT jet is required to
1ATLAS internal: The GRL used for the analysis is
data11 7TeV.periodAllY ear DetStatusv36pro10 CoolRunQuery − 00− 04− 08 Susy.xml
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have a charge fraction fch =
∑
ptrack,jetT /p
jet
T > 0.2 where
∑
ptrack,jetT is the scalar
sum of the pT of the tracks associated with the primary vertex within a cone of
radius R = 0.4. Furthermore, events are only accepted if every jet in the event
has an electromagnetic fraction fch > 0.1 (fraction of the jet energy measured in
the electromagnetic LAr calorimeter). These additional requirements suppress jets
produced by cosmic rays or beam background muons.
• During 20% of the data-taking period a section (∆η × ∆φ = 1.6 × 1.4) of the
electromagnetic LAr calorimeter malfunctioned due to an electronics failure. To
account for this a so called smart veto is implemented : events are rejected if a jet
that points to the affected region is aligned with the EmissT direction in the transverse
plane. This condition removes only a few percent of the affected subset of the data
and has been checked not to influence the results.
Once the pre-selection is applied together with the lepton veto, the dedicated selection
criteria as listed in Table 7.1 are applied to each event. By requiring symmetric selection
requirement on the jetpT and E
miss
T four inclusive signal regions are defined. If an event
passes all these requirements, it is then considered to be a signal region event.
Signal regions SR 1 SR 2 SR 3 SR 4
Common selection Preselection + lepton veto + ∆φ(EmissT , jet2) > 0.5 + Njets < 3
Dedicated selection pjet1T > 120 GeV p
jet1
T > 220 GeV p
jet1
T > 350 GeV p
jet1
T > 500 GeV
EmissT > 120 GeV E
miss
T > 220 GeV E
miss
T > 350 GeV E
miss
T > 500 GeV
Table 7.1.: Definition of the four inclusive signal regions (SR) for the mono-jet plus EmissT
search. The signal regions are labelled SR1- 4 and comprise the same common selection. The
dedicated selection separates them in terms of kinematic phase space.
7.3. Strategy
With the defined signal regions, the SM processes that contribute to the background are:
• Z(→ νν)+jets production - The production of a Z-boson in association with a high
pT jet followed by the invisible decay of the Z-boson constitutes the single largest
background to the signal processes. This background mimics the signal events as the
undetected neutrinos from the Z-boson will give rise to EmissT , similar to a graviton
or WIMPs pair being produced in association with a jet. Hence, this background
is the irreducible background.
• W(→ `ν)+jets production - The production of a W-boson in association with a
jet constitutes the second largest background. In the case of W(→ eν)+jets and
W(→ µν)+jets, the lepton from the W-boson may be out-of-acceptance of the
detector since the electron and muon acceptances are restricted in η as described
in Section 5.4 and 5.3 respectively. Moreover, there are also some passive regions
in the detector which result in some reconstruction inefficiency as a result of which
the lepton from the W-boson may be lost. In both cases, the EmissT in the event
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will be the W-boson pT and hence this type of event is also capable of mimicking
a signal event. W(→ τν)+jets events can contaminate the signal region if the τ -
lepton decays hadronically via its 1-prong or 3-prong decay [10]. The 1-prong decay
of the τ -lepton typically τ± → pi±ν or the 3-prong decay typically τ± → pi±pi±pi±ν
gives rise to some EmissT and low pT jets in the detector. Together with the neutrino
from the W-boson and the high pT jet which recoils against the W-boson this final
state can pass the event selection and contaminate the signal region.
• Z(→ ``)+jets production - Similar to the W(→ `ν)+jets case, Z(→ ``)+jets con-
taminate the signal region when both leptons from the Z-boson decay are not re-
constructed due to detector acceptance or inefficiency. Since two leptons need to
be lost here, the probability of these events contaminating the signal region is quite
low but non-negligible.
• Top quark single and pair production - Top quark decays to a W-boson and b-jet,
t→ Wb, can also contaminate the signal region when the lepton from the W-decay
is not reconstructed.
• QCD Multi-jet events - Multi-jet events can end up in the signal region when one
or more jets are not reconstructed due to detector limitations and give rise to fake
EmissT . Such events can then mimic signal processes and their contribution must be
accounted for.
• Di-boson events - Events where two vector bosons are produced together are rare
due to their small cross-section but nevertheless have a non-negligible contribution
to the signal region. The production of WW where one W-boson decays hadroni-
cally while the other leptonically and the lepton is not reconstructed, WZ produc-
tion where the W-boson decays hadronically while the Z-boson decays invisibly to
neutrinos and ZZ production can all have minor contributions to the signal region.
• Non-collision background - This type of background is specifically important for
a mono-jet final state since detector noise or cosmic muon events traversing the
detector can be reconstructed as a fake jet and give rise to fake EmissT .
The largest backgrounds which include the irreducible Z(→ νν)+jets, W(→ `ν)+jets
and Z(→ ``)+jets are determined in a data-driven manner as will be described in Sec-
tion 9. Other backgrounds such as QCD multi-jet and non-collision backgrounds which
have minor contributions to the signal regions are also determined in a data-driven man-
ner since simulated samples have their limitations or are not available for such processes
as will be shown in Section 10 and 11. The remaining background contribution com-
prising top quark production and di-boson production are determined using simulated
samples since their contribution is only minor and a data-driven method is not deemed
necessary.
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“Next in importance to having a good
aim is to recognize when to pull the
trigger.”
David Letterman
The following section adheres closely to the corresponding section in [2] since the author
of this work was also the editor for the relevant section in [2].
8.1. Definition and associated integrated luminosity
The trigger used to select events with a high EmissT is the lowest unprescaled E
miss
T trigger
namely EF xe60 verytight noMu1. This trigger was activated in the last few periods of
data taking. The EmissT trigger has the requirement that the magnitude of the vector sum
of all energies exceeds a predefined threshold. At L1 only the calorimeter energy deposit
information is used to compute this. The L1 trigger hardware produces jet elements
by summing the energy deposits in a granularity of 0.2 × 0.2 in ∆η × ∆φ after noise
subtraction. By computing all jet elements in an event the trigger hardware is able to
compute the calorimeter energy sum in the x−y plane (Ex−Ey). The EmissT at L1 is then
obtained using a look-up table and not by calculating the quadratic sum of Ex and Ey. At
HLT feature extraction algorithms are utilized to reconstruct the EmissT in the event. At
L2 there is an option to include the muon energy in the EmissT computation but this is not
done for this particular trigger item. The full detector granularity is harnessed at EF for
the EmissT reconstruction along with noise cut techniques to improve the resolution. There
is no hadronic calibration applied at any trigger level. Hence the EmissT trigger is at the
electromagnetic scale. When the trigger level EmissT passes a set of pre-defined thresholds
for all the three trigger levels, the event is stored for oﬄine analysis. A comprehensive
description about the implementation and performance of the EmissT trigger is provided
in [99, 100].
The trigger chain EF xe60 verytight noMu has the following thresholds at the three
trigger levels:
• EmissT (L1) > 50 GeV
• EmissT (L2) > 55 GeV
• EmissT (EF ) > 60 GeV
As EF xe60 verytight noMu was inactive for periods B-I, an unprescaled trigger, EF xe60 noMu
which has a lower L2 threshold, is used along with an additional requirement on the EmissT
1If an online muon is present in the event it is not considered for the online EmissT calculation
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threshold for the L2 trigger in order to emulate EF xe60 verytight noMu. For the first
three runs of period J, the unprescaled trigger EF xe60 tight noMu is utilized with the
same emulation, since EF xe60 noMu was prescaled and EF xe60 verytight noMu was
yet to be activated. Table 8.1 summarizes the triggers considered in each period and
provides the associated integrated luminosities.
Period Trigger and requirement Integrated Luminosity (fb−1)
B to I EF xe60 noMu and L2Met > 55 GeV 1.46
J EF xe60 tight noMu and L2Met > 55 GeV 0.02
J to M EF xe60 verytight noMu 3.22
Table 8.1.: Trigger and additional requirements considered for the different periods of data tak-
ing all of which correspond to the EF xe60 verytight noMu trigger. The integrated luminosity
for the periods is also shown.
8.2. Efficiency in data and simulation
To determine the trigger efficiency, a data sample consisting of events triggered by
EF mu18 medium are used. The muon trigger is completely orthogonal2 to the calorime-
ter based EmissT trigger and its usage ensures that there is no bias introduced in the
computed efficiency value. The events are then required to pass the jets and EmissT se-
lection as defined in signal region 1 (see Table 7.1), and must include one reconstructed
muon satisfying the following criteria:
• muon type : staco
• pT > 20 GeV and |η| < 2.4
• isCombined requirements
• isolation cut : pTcone20 < 1.8 GeV
• track quality requirements
The muon stream data, corresponding to 4.5 fb−1 of integrated luminosity is used to
collect this data sample. The trigger efficiency is defined as the ratio of the events passing
the muon and EmissT trigger to the total number of events passing the muon trigger only
after the event selection.
Figure 8.1 shows the trigger efficiency as a function of the oﬄine reconstructed EmissT
3.
The trigger efficiency turn-on curve measured in data is compared to the efficiency ob-
tained from W(→ µν)+jets samples simulated with the alpgen generator. The compar-
ison is justified since after applying the stated event selection, the data is expected to
2Since the muon trigger at L1 uses a completely independent set of hardware in comparison to the
EmissT trigger
3The same reconstructed EmissT detailed in the object reconstruction section which is calibrated to the
hadronic scale and include no muon correction. See Section 5.2
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be dominated by W(→ µν)+jets events. The simulated events are required to pass the
same event selection requirements as the data. Trigger efficiencies in each bin of EmissT
are summaried in Table 8.2.
Trigger efficiencies derived from data and from the weighted4 simulated samples agree
within 1% of one another. This difference is considered as a systematic uncertainty.
EmissT [ GeV] Efficiency in data Efficiency in simulation
120 - 130 0.979 ± 0.002 0.971 ± 0.002
130 - 140 0.987 ± 0.001 0.983 ± 0.002
140 - 150 0.991 ± 0.001 0.990 ± 0.002
150 - 160 0.996 ± 0.001 0.997 ± 0.001
160 - 170 0.994 ± 0.001 0.998 ± 0.001
Table 8.2.: EF xe60 verytight noMu efficiency in bins of EmissT , obtained from 2011 data and
W(→ µν)+jets alpgen sample.
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Figure 8.1.: EF xe60 verytight noMu trigger efficiency as a function of reconstructed EmissT
on data events (black). The turn-on curve from data (black points) is compared to the one
from W(→ µν) alpgen simulation (red points). On the right, a zoomed view of the left plot
is shown [2].
To investigate correlations between the highest pT jet in the event and E
miss
T trigger
efficiency, efficiencies are studied for varying leading jet pT. The jet pT considered are
greater than 60 GeV, 90 GeV and 120 GeV for simulation and 90 GeV and 120 GeV for
data. The trigger efficiency shows a strong dependence on the leading jet pT selection, as
shown in Figure 8.2. This behaviour is further investigated by studying the distribution
of the Level-1 EmissT significance (XS), defined as:
XS =
EmissT
0.5
√∑
ET
(8.1)
where
∑
ET is the scalar sum in ET of all topological clusters including physics objects.
Figure 8.3 shows the XS distribution for varying leading jet pT in data and simulation.
4The weighting is done to match the integrated luminosity of the data and simulated samples and is
performed based on the cross section of the simulated samples
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A higher leading jet pT results in a higher XS, and hence a smaller contribution to
the stochastic term of the EmissT resolution. This improvement in the resolution leads to
higher efficiencies.
Since the final state of interest comprises a high pT jet accompanied by E
miss
T , the usage
of a combined jet+EmissT trigger is also considered. The effect of combining a jet with
EmissT at the trigger level results in lower E
miss
T trigger thresholds for unprescaled triggers.
An alternative to EF xe60 verytight noMu would be EF j75 xe55 noMu. However, due
to non-trivial correlations between jet pT and E
miss
T explained above, the determination
of the efficiency becomes more challenging for such a trigger. In addition due to the dif-
ferent calibrations of the trigger-based EmissT , which is at the electromagnetic energy scale
and the oﬄine reconstructed jets, which are at the hadronic energy scale, an additional
source of systematic uncertainty due to the jet energy scale (JES) should be considered.
Furthermore, the improvement in the trigger acceptance (the number of Z(→ νν)+jets
(alpgen) events passing the mono-jet signal region selection criteria) is less than 1%
using the jet+EmissT trigger, as is shown in Figure 8.4. Due to the reasons mentioned, the
EmissT only trigger is chosen for this analysis.
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Figure 8.2.: EF xe60 verytight noMu efficiency as a function of reconstructed EmissT for various
leading jet pT selections in W(→ µν) simulation (left) and data (right) [2].
8.3. Trigger efficiency and pile-up
The EmissT trigger in particular is expected to be sensitive to pile-up. Therefore, a study
to quantify the effects of pile-up is necessary in order to correctly evaluate the final
systematic uncertainty on the trigger efficiency. The pile-up studies here are undertaken
on both data and W(→ µν)+jets alpgen simulation using a similar event selection as
described for the efficiency evaluation. The difference being that no selection on second
and third jets are applied.
The effect of in-time pile-up can be studied by computing the trigger efficiency for
events with different amounts of interactions per bunch crossing. The number of interac-
tions per bunch crossing is correlated with the number of reconstructed primary vertices
Nvtx. Hence, the trigger efficiency is evaluated for the cases Nvtx ≤ 3, 3 < Nvtx ≤ 6 and
Nvtx > 6. The trigger efficiency for EF xe60 veryTight noMu for these cases are shown
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Figure 8.3.: Level1 EmissT significance (MET XS) for various leading jet pT selections in simu-
lation (left) and data (right) [2].
Data Simulation
Nvtx ≤ 3 0.960± 0.007 0.963± 0.008
3 < Nvtx ≤ 6 0.950± 0.005 0.960± 0.005
Nvtx > 6 0.932± 0.007 0.947± 0.007
Table 8.3.: Trigger efficiency as a function of number of primary vertices in data and W(→ µν)
simulation. The values of the fitted turn-on curves at EmissT = 120 GeV are given.
in Figure 8.5. A fit to the data points is performed with a Fermi function y = 1
1+eAx+B
,
and the values of this function at EmissT = 120 GeV are listed in Table 8.3. From the dif-
ferences between the efficiencies, the systematic effect of the in-time pile-up is obtained
to be ∼ 1%.
The impact of out-of-time pile-up on the trigger efficiency is studied using the bunch
position in the bunch train in order to observe how the neighboring bunch crossings
influence the measured trigger efficiency. The pulse shape of the LAr calorimeter is
500 ns wide and the proton bunch spacing in the current dataset is 50 ns. Therefore,
the trigger turn-on is evaluated for the first 10, last 10 and the middle bunches in the
bunch train. The turn-on curves for these cases can be seen in Figure 8.6. The curves are
fitted with a Fermi function, and the values of the fits at EmissT = 120 GeV are given in
Table 8.4. The differences of the observed values quantify the systematic uncertainty on
the trigger efficiency coming from the out-of-time pile-up. This uncertainty is observed
to be less than 1%5.
5In general, the initial part of the bunch trains has higher energy deposition in the calorimeters in
comparison to the middle or final part due to in-time pile-up which is not compensated by out-of-
time pile-up. Therefore, this study does not only show the effect of the out-of-time pile-up and the
resulting number has to be interpreted as an upper limit on the out-of-time pile-up systematics.
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Figure 8.4.: Number of Z(→ νν) events passing the signal region 1 selection as a function of
different triggers estimated using alpgen sample [2].
Data Simulation
first 10 bunches 0.939± 0.007 0.954± 0.007
middle bunches 0.947± 0.006 0.956± 0.006
last 10 bunches 0.947± 0.007 0.956± 0.007
Table 8.4.: Trigger efficiency dependence on the bunch position in the bunch train in data and
W(→ µν) simulation. The values of the fitted turn-on curves at EmissT = 120 GeV are given.
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Figure 8.5.: Trigger efficiency as a function of the reconstructed EmissT for different number of
primary vertices in data and W(→ µν) simulation. The turn-on curves are fitted with a Fermi
function [2].
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and W(→ µν) simulation. The turn-on curves are fitted with a Fermi function [2].
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9. Electroweak backgrounds
“Any fool can know, the point is to
understand ...”
Albert Einstein
The following section adheres closely to the corresponding section in [2] since the author
of this work was also the editor for the relevant section in [2].
9.1. Introduction
The main background to the mono-jet signal comprises the electroweak W/Z+jets pro-
cesses. The invisible decay of the Z-boson namely Z(→ νν) produced in association with
one or two jets is the single largest contributor and an irreducible background since the
final state is indistinguishable from the signal. Next in line is the leptonic decay mode
of W+jets production where the lepton from the W-boson decay cannot be identified
and/or is out of the kinematic acceptance of the detector. A minor contribution also
arises from the charged leptonic decay mode of Z+jets production where the Z(→ ττ)
contribution is the highest followed by Z(→ µµ) while Z(→ ee) is negligible. Figure 9.1
shows the tree level Feynman diagrams for W/Z+jets production via t-channel in proton-
proton collisions. Similar diagrams from the s-channel also contribute to the resultant
final state.
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Figure 9.1.: Tree level Feynman diagrams showing the t-channel contribution for the produc-
tion of Z(→ νν)+jets (left), Z(→ ``)+jets (centre) and W(→ `ν)+jets (right).
The electroweak W/Z processes are estimated in a data-driven manner from control
regions dominated by Z+jets or W+jets events. The control regions are defined via the
vector boson decay to its electron or muon final state which can be identified. The jet
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selection is the same as that of the signal region. This results in four orthogonal control
regions for each of the signal regions. Two of the four control regions are from the
W(→ `ν)+jets events comprising W(→ eν)+jets and W(→ µν)+jets events. Another
two control regions are from Z(→ ``)+jets one each for Z(→ ee)+jets and Z(→ µµ)+jets
events. The method has the inherent advantage of reducing large systematic uncertainties
due to the modeling of jet quantities such as the energy scale and resolution. This is due to
the fact that the same jet selection requirement is imposed in the control region as in the
signal region, both of which are measured in data. This ensures minimal reliance for jet
quantities on simulation. Another advantage of this method is that there is no necessity
to precisely estimate the absolute W/Z+jets cross-sections or to take into account any
relative K-factors1 between various W/Z+jets contributions to mono-jet events. The
precision of this method relies on how well the presence of the lepton is modeled between
the signal and control regions. Standard model measurements in ATLAS have already
shown accurate modeling of the lepton acceptance and efficiencies as well as precise
background determination to W/Z+jets events [86, 87].
The presence of leptons in the control region leads to minor differences in EmissT and
number of jets in comparison to the signal regions. The magnitude of this difference is
estimated using simulations. For instance, in order to obtain the EmissT of Z(→ νν)+jets
events from Z(→ ``)+jets events, the energy of the leptons originating from the Z-boson
has to be removed from the reconstructed EmissT . In particular, for the control region
based on muons, the EmissT is only very slightly effected since muons only interact as
minimum ionizing particles with the calorimeter material. Hence, a purely calorimeter-
based EmissT is considered here. This allows the usage of simulations to model the effect
of muons on EmissT since large uncertainties are not expected.
Sections 9.2 and 9.3 describe the background determination using exclusive muon and
exclusive electron regions respectively. Here the differential detector level cross sections
are measured for W/Z+jets events and different correction factors are applied in order
to map the measurements to the signal region.
9.1.1. Method
The method describing the estimation of W/Z+jets in the signal region is detailed here.
As an illustration let’s consider mapping Z(→ ``)+jets events in a control region to
Z(→ νν)+jets events in the signal region. The following quantities need to be estimated:
• The total Standard Model background (Nbkg) to the selected candidate events in
the control region in order to have a pure Z(→ ``)+jets sample;
• A transfer function (T`) that accounts for the charged lepton acceptance and effi-
ciency of the control region selections, as well as for the difference in the presence
of the lepton between the signal and the control regions. This includes branching
ratio difference between leptons and neutrinos.
• The efficiency ratio of the trigger used in the signal and the control regions (Rtrig).
These can be summed up together and be represented by the following formula:
1A K-factor is defined to be the ratio between the NLO cross-section and the LO one i.e. K = σNLOσLO .
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NDD,SRZ(→νν)+jets = (N
Data
Z(→``)+jets −Nbkg) · T` ·Rtrig (9.1)
where NDD,SRZ(→νν)+jets is the data-driven estimate of Z(→ νν)+jets events in the signal
region and NDataZ(→``)+jets is the number of Z(→ ``)+jets events in the control region. The
assumption here is that the same GoodRunsList is used for both the control and signal
regions. This ensures that the same dataset and hence integrated luminosity is used for
both regions and thereby leads to a cancellation of the luminosity uncertainties. The
lepton acceptance and efficiencies along with the amount of background in the control
region and the hadronic EmissT which can be distorted by the presence of leptons can all
vary as a function of the vector boson transverse momentum (which corresponds to EmissT
in Z(→ νν)+jets events). Therefore, these correction factors are all binned as a function
of the EmissT . Such a correction modifies both the shape and the absolute normalization
of the EmissT distribution in the control region and yields the appropriate Z(→ νν)+jets
prediction in the signal region.
The correction factors are obtained from data where possible. In the rest cases they
are obtained from simulated samples. The ATLAS W and Z measurements [86, 87, 101]
reveal that the electroweak background contributions to the W/Z processes can be mod-
eled well by simulation. Hence relying on simulation for this case suffices. However, the
case for QCD backgrounds is different and this needs to be estimated from data. The
total background to the control region (Nbkg) can be decomposed into an electroweak
component (Newk) computed from simulation and a QCD component (NQCD) estimated
from data. Similarly, the transfer function can be decomposed into a lepton recon-
struction efficiency which is estimated from a data-driven method, a lepton kinematic
acceptance of the detector obtained from simulation and another factor obtained from
simulation which accounts for the presence of the lepton on the EmissT and Njets dis-
tributions extracted from the control region. This includes the difference in event rates
between signal and control region due to branching ratio differences and event topologies.
The difference in lepton reconstruction efficiency between data and simulation is ob-
tained to be as high as 5% by the various ATLAS performance groups. Hence, by not
completely relying on simulation and using data-driven factors considerably improves the
precision of the estimates. Another advantage of further decomposing the factors pre-
sented above is that by correcting first for background, efficiencies and acceptance, the
results obtained can be compared to detector level cross-section measurements of Z+jets
and W+jets processes, i.e. the cross-sections after full lepton correction but before jet
unfolding. This adds additional credibility to the validity of the prediction.
In sections 9.2 and 9.3 the described method is applied to muon and electron control
regions respectively to obtain the contribution from Z(→ νν)+jets events to the signal re-
gion. The W(→ `ν)+jets and Z(→ ``)+jets backgrounds are obtained similarly. The pre-
diction for Z(→ νν)+jets is obtained from Z(→ ``)+jets and W(→ `ν)+jets events sep-
arately. The systematic uncertainty on the Z(→ νν)+jets estimate from W(→ `ν)+jets
events is expected to be higher in comparison to the estimate from Z(→ ``)+jets events
due to different jet momentum, different EmissT distribution and different k-factors. The
statistical uncertainty however should be smaller. Hence it is lucrative to combine the
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results as will be shown later. The correction factors are summarized in the equations
below:
NDD,SRZ(→νν)+jets =
NDataZ(→``)+jets −NQCD
A` · ` · trig` · L`
· (1− fEW ) ·
NSRZ(→νν)+jets
NZ(→``)+jets
· trig
EmissT
· LEmissT (9.2)
NDD,SRZ(→νν)+jets =
NDataW(→`ν)+jets −NQCD
A` · ` · W · trig` · L`
· (1− fEW ) ·
NSRZ(→νν)+jets
NW(→`ν)+jets
· trig
EmissT
· LEmissT (9.3)
NDD,SRZ(→``)+jets =
NDataZ(→``)+jets −NQCD
A` · ` · trig` · L`
· (1− fEW ) · trigEmissT · LEmissT · T (6`) (9.4)
NDD,SRW(→`ν)+jets =
NDataW(→`ν)+jets −NQCD
A` · ` · W · trig` · L`
· (1− fEW ) · trigEmissT · LEmissT · T (6`) (9.5)
where:
• NDD,SRX is the data-driven determination of process X in the signal region
• NDataX is the number of data events in the control region X
• NQCD is the QCD background in the control region
• A` is the lepton kinematic acceptance obtained from simulation
• ` is the lepton reconstruction efficiency obtained from data
• trig` and Llep are the lepton trigger efficiency (from data) and the corresponding
integrated luminosity respectively for the lepton control region
• trig
EmissT
and Lmet are the E
miss
T trigger efficiency (from data) and the corresponding
luminosity, for the signal region
• W is the efficiency for the W-boson specific selection criteria estimated using sim-
ulated samples
• fEW is the electroweak background fraction defined as the ratio of simulated elec-
troweak events except that of the control region process over all simulated elec-
troweak events
• N
SR
Z(→νν)+jets
NZ(→``)+jets
is the ratio of Z(→ νν)+jets events in the signal region over Z(→ ``)+jets
events with the entire phase space for the leptons taken into consideration. This
term includes the ratio of branching fractions Br(Z→νν)
Br(Z→``) and the minor difference
in topology between the decays Z(→ νν)+jets and Z(→ ``)+jets. It is estimated
using simulated samples.
• N
SR
Z(→νν)+jets
NW(→`ν)+jets
is the ratio of Z(→ νν)+jets events in the signal region over W(→ `ν)+jets
events with the entire phase space for the lepton taken into account. This term
includes the ratio of branching fractions Br(Z→νν)
Br(Z→``) , the ratio R
σ
W/Z+jets of the W+jets
cross section over that of Z+jets, and the difference in topology between the decays
Z(→ νν)+jets and W(→ `ν)+jets. It is also estimated using simulated samples.
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• T (6 `) is a transfer factor that comprises the probability that W+jets or Z+jets
events in the signal region pass the lepton veto requirement. It also includes the
difference in event topology between the signal region process and the W+jets or
Z+jets events in the control region.
9.2. Exclusive muon control region
Here the W/Z electroweak background processes are determined using two processes,
namely, W(→ µν)+jet and Z(→ µµ)+jet events. The W(→ µν)+jet events in a control
region are utilized to derive the contribution from Z(→ νν)+jets, W(→ µν)+jets and
W(→ τν)+jets in the signal region. Similarly, Z(→ µµ)+jets events are used to derive
the contribution from Z(→ νν)+jets, Z(→ µµ)+jets and Z(→ ττ)+jets.
To each control region a set of correction factors are applied to map the control region
process to signal region as described in section 9.1. For each of the correction factors
applied, closure tests are performed as validation checks. All correction factors are applied
bin-by-bin (as a function of EmissT ) to the control region and are obtained using the mono-
jet jets and EmissT selection.
In order to select the W/Z events, signal muons are defined using the following selection
criteria:
• Muon reconstruction type: Staco combined
• pT > 20 GeV and |η| < 2.4
• Isolation criteria : pTcone20 < 1.8 GeV, where pTcone20 is the pT sum of all the
tracks in a cone of radius 0.2 around the muon track
• Impact parameter : z distance of the muon with respect to the primary vertex
should be less than 10 mm in order to reduce muons coming from decays of heavy
quarks.
• Matched inner detector track fulfilling the recommendation of the Muon Combined
Performance group[mcp] [102]
In addition veto muons are defined and distinguished from the signal muons via their
pT threshold. For a muon to classify as a veto muon, its pT is required to be larger than
7 GeV. While selecting W/Z events, a muon veto is applied depending upon the number
of decay muons expected i.e the event is rejected if a second muon is identified (with
pT>7 GeV) for the W-boson control region, while the identification of a third muon in
the event leads to its rejection for the Z-boson case.
9.2.1. Muon reconstruction and isolation efficiency
The total number of events in the control region must be corrected for the muon selection.
For this purpose the muon reconstruction and isolation efficiencies are required. The
ATLAS muon system is not ideal in reconstructing muons due to passive detector regions
and gaps in the spectrometer resulting from cabling and services. This inefficiency of
the spectrometer must be accounted for and the relevant distributions must be corrected
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Figure 9.2.: 2-dimensional muon reconstruction efficiency map as a function of truth muon
η and φ for reconstructed muons with pT > 20 GeV. The efficiency is obtained using alpgen
Z(→ µµ)+jets simulated samples and multiplied with data-driven scale factors provided by the
muon performance group [102].
for the inefficiency. The method to do this is to obtain the efficiency from simulation
and multiply this with a data-driven scale factor provided by the mcp and hence obtain
a data-driven estimate. The mcp provides a scale factor defined to be the ratio of the
efficiency in data over simulation. The reconstruction efficiency in simulation is derived
by matching a generator level truth muon to a reconstructed muon in η and φ [with
∆R =
√
η2 + φ2 < 0.05]. The efficiency is defined as the ratio of matched muons to the
total number of true muons which pass the pT selection. The efficiencies are computed
for signal and veto muons. The reconstruction efficiency turns out to be a constant as
a function of muon pT but has a dependence on the detector region. Figure 9.2 shows
the muon reconstruction efficiency as a function of η-φ for signal muons. The efficiency
is obtained using the alpgen Z(→ µµ)+jets simulation sample and multiplied by data-
driven scale factors. The reconstruction efficiency is lower in comparison around η = 0.0
due to limited detector coverage in this region resulting from cabling extending down to
the calorimeters and tracker system. Around |η| = 1.2 is the transition region between the
barrel and end cap sections of the muon system where muons traverse only one chamber.
This also results in some reconstruction inefficiency.
Along with the reconstruction efficiency, the isolation efficiency must also be accounted
for. The isolation efficiency is defined as the ratio of isolated muons to the total number
of reconstructed muons above a certain pT requirement. In processes such as Z(→ µµ),
the muons from the vector boson are expected to be isolated in comparison to a muon
emerging from a heavy flavor jet decay (b or c quarks). Hence the effect of the isolation
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criteria : pTcone20 < 1.8 GeV is studied. The isolation efficiency shows a dependence
on the muon pT. Figure 9.3 and 9.4 show the reconstruction efficiency as a function of
the detector region and the isolation efficiency as a function of the muon pT for signal
and veto muons respectively. For signal muons the highest and second highest pT muons
in the event are considered. The isolation efficiency is 98% for a reconstructed muon
with pT=20 GeV. It increases with muon pT, reaching 99.8% for a muon with pT 40 GeV
or higher. For a veto muon the third highest pT muon in the event in considered. The
efficiency is 97.2% for a muon with pT=7 GeV, increasing to 98.6% for a muon with
pT=40 GeV or higher.
In the sections that follow, the reconstruction efficiency is multiplied with the isolation
efficiency to give one number for each muon namely µ and the control region estimates
are corrected for this efficiency in order to remove any detector dependency in measuring
the respective control region process.
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Figure 9.3.: Top: Signal muon reconstruction efficiency in simulation as a function of the
detector region. Bottom: Signal muon isolation efficiency with respect to a reconstructed
muon and as a function of the muon pT . The efficiency is computed from alpgen Z(→ µµ)+jets
simulated samples [2].
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Figure 9.4.: Top: Veto muon reconstruction efficiency in simulation as a function of the
detector region. Bottom: Veto muon isolation efficiency in simulation with respect to a recon-
structed muon and as a function of the muon pT [2].
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9.2.2. Z(→ µµ) control region
The first control region (CR) considered here in order to determine the relevant vector
boson backgrounds comprises Z(→ µµ)+jets events. In order to be considered for this
control region, the events must be fulfill the following selection criteria.
• Trigger: EF xe60 verytight noMu - the same trigger as for the signal region.
• Exactly two signal muons with opposite charge
• 66 GeV < mµµ < 116 GeV where mµµ is the invariant mass computed from the
four vectors of the two selected muons . This criteria helps reduce background
from γ∗ → µµ events.
• All the signal region selections on the jets and EmissT , including rejecting events
where an electron or a third muon is identified.
Since the EmissT in the trigger threshold computation is only calorimeter based, the
EmissT in a Z(→ µµ)+jet event to a first approximation implies the Z-boson pT. This
permits the use of an EmissT trigger to select such events. Hence, using the same trigger as
the signal region ensures that the trigger efficiency and its uncertainty cancel. Equations
9.2 and 9.4 can be simplified and the total number of Z(→ νν)+jets, Z(→ µµ)+jets and
Z(→ ττ)+jets events in the signal region can be expressed as:
NDD,SRZ(→νν)+jets =
NDataZ(→µµ)+jets
Aµ × µ1 × µ2
× (1− fEW )×
NSRZ(→νν)+jets
NZ(→µµ)+jets
(9.6)
NDD,SRZ(→ττ)+jets =
NDataZ(→µµ)+jets
Aµ × µ1 × µ2
× (1− fEW )× T (6τ) (9.7)
NDD,SRZ(→µµ)+jets =
NDataZ(→µµ)+jets
Aµ × µ1 × µ2
× (1− fEW )× T (6µ) (9.8)
where Z(→ µµ)+jets are the total number of simulated events in the Z-boson control
region with the entire phase space of the muon and requiring the invariant mass con-
structed from the truth four vectors of the two muons from the Z-boson to be within the
required mass window. Here entire phase space of the lepton(muon) refers to the phase
space after the mono-jet selection criteria except the muon veto (i.e. jets and the EmissT
selection, electron veto, and veto on any muon not from the vector boson decay). The
variables µ1 and µ2 correspond to the reconstruction efficiency for the first and second
muon respectively.
Since a control region process is mapped to the signal region there are as many control
regions (increasing in pT bins) for each process as there are signal regions. Hence the four
Z(→ µµ)+jets control regions are selected using the selection criteria listed in Table 9.1.
After applying the signal selection to data, CR1, CR2, CR3 and CR4 yield a total of
4803, 445, 45 and 6 events respectively. After selecting these events in data as described,
the background to the Z(→ µµ)+jets process is accounted for using simulation. The
backgrounds considered here are the electroweak processes and QCD multi-jet events.
The contribution from QCD turns out to be negligible for such a final state. Electroweak
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Control regions CR 1 CR 2 CR 3 CR 4
Common selection Preselection criteria + ∆φ(EmissT , jet2) > 0.5 + Njets < 3
+ exactly 2 signal muons + lepton veto (except on signal muons)
+ 66 GeV < mµµ < 116 GeV
Dedicated selection pjet1T > 120 GeV p
jet1
T > 220 GeV p
jet1
T > 350 GeV p
jet1
T > 500 GeV
EmissT > 120 GeV E
miss
T > 220 GeV E
miss
T > 350 GeV E
miss
T > 500 GeV
Table 9.1.: Selection criteria to determine the four Z(µµ) exclusive control regions (CR). The
pre-selection used here is the same as the signal region.
background comprises (in percentage of simulated Z(→ µµ)+jets events in CR1) tt¯ +
single top (1.1%), di-bosons (0.8%), and Z(→ ττ)+jets (0.1%) events. In order to remove
this electroweak background the NDataZ(→µµ)+jets distribution is multiplied, for each control
region bin, by (1− fEW ), where fEW is defined as:
fEW =
NCR(All EW channels except Z(→ µµ))
NCR(Total EW)
(9.9)
with NCR being the number of simulated events in the control region. Table 9.2 lists
the values of (1-fEW ) in each Z(→ µµ)+jets control region as a percentage.
Control regions (1-fEW ) (%)
CR 1 98.0 ± 0.1
CR 2 98.6 ± 0.1
CR 3 98.4 ± 0.3
CR 4 97.7 ± 1.0
Table 9.2.: One minus the electroweak fraction (1-fEW ) expressed as a percentage in each
Z(→ µµ)+jets control region, with fEW calculated as ratio of integrals [2]. The uncertainties
shown are statistical only.
Figure 9.5 and 9.6 show the kinematic distributions of the highest pT and second
highest pT muon emerging from the Z-boson decay respectively. The muon η distribution
for both the highest and the second highest pT muon in the event has a slight dip around
η=0. This is attributed to the reconstruction efficiency for the muons. The muon φ
distribution reveals that the muon system has a flat response in φ. Figure 9.7 shows
the kinematic distributions of the leading jet which recoils against the Z-boson. The
simulated samples have been normalized to the same integrated luminosity as the data
i.e. 4.7 fb−1. A good agreement between the data and simulated events in both shape
and absolute normalization is observable.
9.2.2.1. Acceptance correction factor
The correction factors computed here are required to get to the entire phase space of
the muons from the Z-boson decay, Aµ in Equations 9.6, 9.7 and 9.8. The neutrino
channel by construction has a larger acceptance than the charged leptonic channel of the
Z-boson decay. Muons have a limited geometric acceptance governed by the extent of
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Figure 9.5.: Highest pT muon kinematic distributions namely, pT (top), η (middle), and φ
(bottom) after the Z(→ µµ)+jets selection in data (red points) and simulation (filled stacked
histograms). The ratio of data to SM backgrounds is also shown [2].
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Figure 9.6.: Second highest pT muon kinematic distributions namely, pT (top), η (middle),
and φ (bottom) after the Z(→ µµ) selection in data (red points) and simulation (filled stacked
histograms). The ratio of data to SM backgrounds is also shown [2].
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Figure 9.7.: Highest pT jet kinematic distributions namely, pT (top), η (middle), and φ
(bottom) after the Z(→ µµ) selection in data (red points) and simulation (filled stacked his-
tograms). The ratio of data to SM backgrounds is also shown [2].
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the inner detector (|η| < 2.4) while the neutrinos give rise to an EmissT signature which
does not suffer from this acceptance issue. Hence the muon reconstruction efficiency
(described in section 9.2.1) along with the muon acceptance must be accounted for and
the Z(→ µµ)+jets prediction from data must be corrected for this in order to get to the
entire phase space of the muons.
The acceptance is computed using Z(→ µµ) alpgen simulation and is defined as the
ratio of the number of events with two generator level signal muons (both with pT >
20 GeV and |η| < 2.4) to the total number of events that pass the mono-jet signal region
selection (except the muon veto). In addition an invariant mass cut of 66 GeV < mµµ <
116 GeV is applied both to the numerator and denominator selection using the truth
4-vector information of the muons emerging from the Z-boson decay. This is done to
reduce the contamination from γ∗ exchange. Table 9.3 lists the acceptance values in each
control region kinematic bin as a ratio of integrals2. The muon acceptance increases with
increasing EmissT bins. This is attributed to the fact that a higher E
miss
T bin implies a
more central event and hence the probability of the muons from the Z-boson decay being
within the η acceptance is higher.
Control regions Acceptance (%)
CR 1 65.25 ± 0.37
CR 2 79.27 ± 1.06
CR 3 86.36 ± 2.99
CR 4 85.00 ± 7.98
Table 9.3.: Average values of the muon acceptance corrections in each Z(→ µµ)+jets control
region computed using alpgen simulated samples [2]. The uncertainties are statistical only.
9.2.2.2. Z(→ νν) correction factor
Once an estimate of Z(→ µµ)+jets is obtained and this estimate is corrected to get to
the entire phase space of the Z(→ µµ)+jets events, an additional factor which accounts
for the branching ratio and topology differences between Z(→ νν) and Z(→ µµ) must be
applied to get an estimate of Z(→ νν)+jets in the signal region. This additional factor
in Equation 9.6 is denoted by:
NSRZ(→νν)+jets
NZ(→µµ)+jets
(9.10)
and is obtained using alpgen simulation samples. Here NZ(→µµ)+jets are the number
of events in Z(→ µµ)+jets simulated samples with all the control region selections except
the pT and η selection on the two reconstructed muons. Table 9.4 lists its values as a
ratio of integrals for each bin of the control region while Figure 9.8 shows the distribution
for the same in the first control region.
2A ratio of integral here corresponds to a ratio of the number of events passing a selection criteria to
the total number of events
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Control regions
NSR
Z(→νν)+jets
NZ(→µµ)+jets
CR 1 7.24 ± 0.03
CR 2 7.69 ± 0.15
CR 3 8.56 ± 0.57
CR 4 8.49 ± 1.53
Table 9.4.: Ratio of integrals
NSR
Z(→νν)+jets
NZ(→µµ)+jets
in each Z(→ µµ)+jets control region [2]. The uncer-
tainties are statistical only.
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Figure 9.8.: Correction factor
NSR
Z(→νν)+jets
NZ(→µµ)+jets
as a function of reconstructed EmissT for the first
control region obtained using alpgen simulated samples [2].
9.2.2.3. Z(→ ττ) correction factor
The Z(→ ττ) background to the mono-jet signal region is determined by applying the
following factor from Equation 9.7 to the previously obtained entire phase space estimate
of Z(→ µµ) :
T (6τ) = N
SR
Z(→ττ)+jets)
NZ(→µµ)+jets
(9.11)
As in the Z(→ νν) case, this factor is also obtained using alpgen simulation samples
and it corrects for the differences in both the event rate and event topology between
Z(→ µµ) in the control region and Z(→ ττ) in the signal region. Table 9.5 lists its
value as a ratio of integrals for each bin of the control region while Figure 9.9 shows the
distribution for the same in the first control region.
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Control regions
NSR
Z(→ττ)+jets
NZ(→µµ)+jets
CR 1 0.048 ± 0.001
CR 2 0.022 ± 0.003
CR 3 0.024 ± 0.009
CR 4 0.012 ± 0.012
Table 9.5.: Ratio of integrals
NSR
Z(→ττ)+jets
NZ(→µµ)+jets
in each Z(→ µµ) control region [2]. The uncertainties
are statistical only.
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Figure 9.9.: Correction factor
NSR
Z(→ττ)+jets
NZ(→µµ)+jets
as a function of reconstructed EmissT for the first
control region obtained from alpgen simulation [2].
9.2.2.4. Z(→ µµ) correction factor
The Z(→ µµ) contribution to the mono-jet signal region can also be obtained using the
estimates computed for the Z(→ µµ) control region. After obtaining the entire lepton
phase space of Z(→ µµ) the following factor from Equation 9.8 is deployed to obtain an
estimate of Z(→ µµ) in the signal region:
T (6µ) = N
SR
Z(→µµ)+jets)
NZ(→µµ)+jets
(9.12)
This factor similar to the Z(→ νν) and Z(→ ττ) case is obtained using alpgen sim-
ulation and its value as a ratio of integrals is listed in table 9.6. Figure 9.10 shows its
distribution in the first control region. It is worth noting that this factor represents the
probability that the two muons from the Z-boson decay are either out-of-acceptance of
the muon system or not reconstructed by the muon system.
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Control regions
NSR
Z(→µµ)+jets
NZ(→µµ)+jets
CR 1 0.0232 ± 0.0003
CR 2 0.0120 ± 0.0005
CR 3 0.0068 ± 0.0009
CR 4 0.0152 ± 0.0052
Table 9.6.: Ratio of integrals
NSR
Z(→µµ)+jets
NZ(→µµ)+jets
in each Z(→ µµ)+jets control region [2]. Uncertainties
are statistical only.
[MeV]
T
E
200 400 600 800 1000 1200
3
10×
Z
m
u
m
u
/
Z
m
u
m
u
0
0.005
0.01
0.015
0.02
0.025
0.03
ETmiss (Ge )
Figure 9.10.: Correction factor
NSR
Z(→µµ)+jets
NZ(→µµ)+jets
for the first control region obtained from alpgen
simulated samples [2].
9.2.2.5. Validation of method
For validating the computed correction factors and the Z(→ µµ)+jets estimate from the
control region, cross-checks are performed. These cross-checks are also called closure tests.
Figure 9.11 shows the comparison between the Z(→ νν)+jets estimate in the signal region
obtained from simulation compared to the estimate obtained from data after applying
the correction factors to the control region. There is very good agreement visible between
the two distributions and hence this result provides a validation for the method.
78
9.2. Exclusive muon control region
0 200 400 600 800 1000 1200
En
trie
s/
bin
wi
dth
-210
-110
1
10
210
310 )+jets inSRνν→Z(
corr.factors×)+jets inCRµµ→Z(
=7TeVsPreliminaryATLAS
[GeV]TE
0 200 400 600 800 1000 1200
Ra
tio
0.6
0.8
1
1.2
1.4
Figure 9.11.: Closure test for Z(→ νν)+jets in the first signal region, obtained from the
Z(→ µµ) control region. The ratio of the expectation from simulation to the data driven
approach is shown [2].
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9.2.3. W(→ µν) control region
The second control region considered constitutes W(→ µν)+jets events. The data must
pass the following selection criteria in order to be considered for this control region:
• Trigger: EF xe60 verytight noMu - the same trigger as for the signal region.
• Exactly one signal muon
• pmissT or neutrino pT > 25 GeV: This is obtained by correcting the calorimeter EmissT
for the selected muon pT
• Transverse mass: mT > 40 GeV, withmT =
√
2× pµT × pmissT × [1− cos ∆φ(µ, pmissT )]
• All the signal region selection on the jets and EmissT , including rejecting events where
an electron or a second muon is identified.
Since the EmissT in the trigger threshold computation is only calorimeter based, the
trigger EmissT in a W(→ µν)+jets event implies the W-boson pT3. This permits the use of
an EmissT trigger to select such events. Hence, using the same trigger as the signal region
ensures that the trigger efficiency and its uncertainty cancel. The minimum requirement
on the transverse mass and the pmissT ensures a purer W-boson sample. As in the Z-boson
case, equations 9.3 and 9.5 can be simplified and the total number of Z(→ νν)+jets,
W(→ τν)+jets, and W(→ µν)+jets events in the signal region can be expressed as:
NDD,SRZ(→νν)+jets =
NDataW(→µν)+jets
Aµ × µ × W × (1− fEW )×
NSRZ(→νν)+jets
NW(→µν)+jets
(9.13)
NDD,SRW(→τν)+jets =
NDataW(→µν)+jets
Aµ × µ × W × (1− fEW )× T (6τ) (9.14)
NDD,SRW(→µν)+jets =
NDataW(→µν)+jets
Aµ × µ × W × (1− fEW )× T (6µ) (9.15)
where NW(→µν)+jets is the total number of simulated events in the W-boson control
region with the entire phase space of the lepton.
Similar to the Z(→ µµ)+jets control region case, four inclusive W(→ µν)+jets control
regions are defined according to the four mono-jet signal regions summarized in Table 9.7
After applying the signal selection to data, CR1, CR2, CR3 and CR4 yield a total of
40356, 3581, 363 and 49 events respectively. After selecting these events in data as de-
scribed, the background to the W(→ µν)+jets process is accounted for using simulation
with the exception of QCD. Multij-jet QCD background is estimated using the matrix
method similar to the atlas Rjets analysis [103]. Its contribution is found to be less
than 0.2% and hence it is neglected. The electroweak background comprises (in per-
centage of simulated W(→ µν) events in CR1) W(→ τν) (4.7%), tt¯ + single top (3.2%),
Z(→ µµ) (2.4%), di-bosons (1.0%), and Z(→ ττ) (0.2%) events. In order to remove these
3Assuming minimum ionizing muons deposit an insignificant amount of energy in the calorimeter. See
Section 5.2
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Control regions CR 1 CR 2 CR 3 CR 4
Common selection Preselection + ∆φ(EmissT , jet2) > 0.5 + Njets < 3
+ exactly 1 signal muon + lepton veto (except on the signal muon)
+ mT > 40 GeV
Dedicated selection pjet1T > 120 GeV p
jet1
T > 220 GeV p
jet1
T > 350 GeV p
jet1
T > 500 GeV
EmissT > 120 GeV E
miss
T > 220 GeV E
miss
T > 350 GeV E
miss
T > 500 GeV
Table 9.7.: Definition of the four W(→ µν)+jets inclusive control regions (CR).
electroweak backgrounds the NDataW(→µν)+jets distribution is multiplied (for each CR) by
(1− fEW ), where fEW is defined as:
fEW =
NCR(All EW channels except W(→ µν))
NCR(Total EW)
(9.16)
with NCR being the number of simulated events in the control region. Table 9.8 lists
the values of (1-fEW ) in each W(→ µν)+jets control region as a percentage.
Control regions (1-fEW ) (%)
CR 1 89.7 ± 0.1
CR 2 91.0 ± 0.2
CR 3 90.6 ± 0.6
CR 4 91.6 ± 1.6
Table 9.8.: Electroweak fraction (1-fEW ) expressed as a percentage in each W(µν) control
region, with fEW calculated as ratio of integrals [2]. The uncertainties are statistical.
Figure 9.12 and 9.13 shows the kinematic distributions of the muon and neutrino pT
emerging from the W-boson decay respectively. The transverse mass mT distribution is
also shown before its selection in the control region. The muon η distribution has a slight
dip around η=0. This is attributed to the reconstruction efficiency for the muons. As
in the Z(→ µµ)+jets case, the muon φ distribution shows that the muon system has a
flat response in φ. Figure 9.14 shows the kinematic distributions of the leading jet which
recoils against the W-boson. The simulated samples in all cases are weighted to the same
integrated luminosity as the data. In Figure 9.12 (top) the muon pT distribution is shown.
In the bin between 500-600 GeV the W(→ µν)+jets simulated sample has low statistics
as a result of which the weighting scheme applies large weights to a few events. This
results in the visible bump seen in this bin for the simulated samples. Figure 9.13 (top)
shows the transverse mass distribution while (bottom) shows the differential distribution
for the calorimeter EmissT . Overall, the shape and integral comparison between data and
simulation are in good agreement for all distributions.
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Figure 9.12.: Muon kinematic distributions namely, pT (top), η (middle), and φ (bottom)
after the W(→ µν) selection in data (red points) and simulation (filled stacked histograms).
The ratio of data to SM backgrounds is shown for each case [2].
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Figure 9.13.: Transverse mass mT (top), neutrino pT (middle) and neutrino φ (bottom)
after the W(→ µν) selection but before the respective selections in data (red) and simulation
(filled stacked histograms). The ratio of data to SM backgrounds is shown for each case [2].
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Figure 9.14.: Highest pT jet kinematic distributions namely, pT (top), η (middle), and
φ (bottom) after the W(→ µν) selection in data (red points) and simulation (filled stacked
histograms). The ratio of data to SM backgrounds is shown for each case [2].
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9.2.3.1. Acceptance correction factor and transverse mass selection efficiency
The correction factors presented here are required to get to the entire phase space of the
muon from the W-boson decay. The use of these correction factors have been previously
justified in section 9.2.2.1 for the Z(→ µµ) case. Although the same holds true for the
W(→ µν) case here an additional factor must be taken into account. The transverse
mass mT >40 GeV selection along with the p
miss
T >25 GeV selection for the case here has
a significant impact. This is represented by W in Equations 9.13, 9.14, and 9.15 and
is defined as the ratio of simulated events passing the mT and p
miss
T selection given the
event has a signal muon. The muon acceptance from the W-boson decay is computed
using the W(→ µν)+jets alpgen simulation and is defined as the ratio of the number
of events with one generator level signal muon (pT > 20 GeV and |η| < 2.4) to the total
number of events that pass the mono-jet signal region selection (except the muon veto).
Tables 9.9 and 9.10 list the average acceptances and W efficiencies in each of the W
control regions calculated as a ratio of integrals. Similar to the Z(→ µµ) case, the muon
acceptance increases with increasing EmissT selection. The event for a higher E
miss
T value
is more central and hence the probability for the muon to be within the η acceptance is
higher.
Control regions Acceptance (%)
CR 1 78.31 ± 0.10
CR 2 86.51 ± 0.23
CR 3 91.57 ± 0.55
CR 4 94.69 ± 1.22
Table 9.9.: Average values of the muon acceptance correction in each W(→ µν)+jets control
region. The acceptance is obtained from the combination of the standard and the high statistics
W(→ µν)+jets alpgen samples [2]. The uncertainties are statistical only.
Control regions W (%)
CR 1 63.89 ± 0.12
CR 2 64.36 ± 0.33
CR 3 66.90 ± 0.94
CR 4 73.21 ± 2.37
Table 9.10.: Average values of W in each of the W(→ µν)+jets control regions [2]. W is the
efficiency of the control region selection on mT and p
miss
T . The uncertainties are statistical only.
9.2.3.2. Z(→ νν) correction factor
Similar to the Z(→ µµ) case, the contribution of Z(→ νν) events to the mono-jet signal
region is determined by applying the following factor from Equation 9.13 to the entire
phase space of W(→ µν) :
NSRZ(→νν)+jets
NW(→µν)+jets
(9.17)
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This factor includes the branching ratio of Z(→ νν) to Z(→ µµ), a factor to correct for
event topology differences and Rσjets which is the defined as the ratio of the cross-sections
of Z(→ µµ) to W(→ µν). Figure 9.15 represents this factor for the first W(→ µν) control
region and table 9.11 details its values as ratios of integrals for all the control regions.
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Figure 9.15.: Ratio of Z(→ νν)+jets over W(→ µν)+jets events from simulation in the first
W(→ µν)+jets control region as a function of the calorimeter based reconstructed EmissT [2].
Control regions
NSR
Z(→νν)+jets
NW(→µν)+jets
CR 1 0.795 ± 0.002
CR 2 0.839 ± 0.007
CR 3 0.842 ± 0.018
CR 4 0.795 ± 0.054
Table 9.11.:
NSR
Z(→νν)+jets
NW(→µν)+jets
expressed as a ratio of integrals in each W(µν) control region [2].
The uncertainties are statistical.
9.2.3.3. W(→ τν) correction factor
The contribution of W(→ τν) events to the mono-jet signal region is determined by
applying the following factor to the entire phase space of the W(→ µν) estimate.
T (6τ) = N
SR
W(→τν)+jets
NW(→µν)+jets
(9.18)
Here T (6τ) is binned as function of EmissT . This factor corrects for both the difference
in rate and event topology between W(→ µν) and W(→ τν) and is shown in Figure 9.16
for the first W(→ µν) control region as a function of reconstructed EmissT . For a given
signal region, this factor is the ratio of W(→ τν) events that survive all the signal region
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selections to the total number of W(→ µν) events taking the entire phase space of the
muon into account. Table 9.12 provides the values of T (6τ) as a ratio of integrals, for
each control region.
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Figure 9.16.: Ratio of W(→ τν)+jets over W(→ µν)+jets events from simulation for first
W(→ µν)+jets control region as a function of the calorimeter based reconstructed EmissT [2].
Control regions
NSR
W(→τν)+jets
NW(→µν)+jets
CR 1 0.394 ± 0.002
CR 2 0.287 ± 0.004
CR 3 0.222 ± 0.008
CR 4 0.177 ± 0.021
Table 9.12.: The ratio of W(→ τν)+jets in the signal region to W(→ µν)+jets events
NSR
W(→τν)+jets
NW(→µν)+jets
expressed as a ratio of integrals in each W(→ µν)+jets control region [2]. Only
statistical uncertainties are quoted.
9.2.3.4. W(→ µν) correction factor
The W(→ µν) background in the signal region is determined from the entire phase space
of W(→ µν). In order to do this a correction factor T (6µ) which is defined as the ratio of
W(→ µν) events with a muon surviving the muon veto selection over W(→ µν) events
with the entire phase space must be applied:
T (6µ) = N
SR
W(→µν)+jets
NW(→µν)+jets
(9.19)
The above factor can be decomposed as follows:
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T (6µ) = T (1− Aveto) + T (Aveto × (1− vetoreco)) (9.20)
where Aveto is the acceptance of a veto muon and reco is the reconstruction efficiency
multiplied by the isolation efficiency for a veto muon. T (6 µ), the probability of losing
a muon, can alternatively be defined as the probability that a veto muon is out-of-
acceptance plus the probability that a veto muon is within acceptance but not recon-
structed. Figure 9.17 shows T( 6µ) as a function of the calorimeter EmissT in CR1 and
Table 9.13 lists its values as ratios of integrals in the different W(→ µν) control regions.
The probability of losing a muon gets smaller with increasing EmissT . A larger value of
EmissT implies a higher muon pT since the calorimeter E
miss
T includes the muon pT. Conse-
quently, a higher muon pT implies a higher reconstruction efficiency and higher acceptance
due to the centrality of the event. Hence, the factor T (6 µ) gets smaller with increasing
EmissT .
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Figure 9.17.: The probability of not reconstructing a muon, T (6µ) as a function of reconstructed
EmissT , using W(→ µν) simulated events [2].
Control regions T (6µ)
CR 1 0.139 ± 0.001
CR 2 0.109 ± 0.001
CR 3 0.092 ± 0.003
CR 4 0.089 ± 0.011
Table 9.13.: The probability of not reconstructing a muon, T (6µ), expressed as ratio of integrals
in each W(→ µν)+jets control region [2]. Only statistical uncertainties are quoted.
9.2.3.5. Validation of the method
In order to validate the performance of each of the factors computed in the previous
sections, closure tests are performed. Similar to the Z(→ µµ) case, the data-driven es-
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timate of W(→ µν)+jets events is corrected using the obtained factors and compared
with results obtained solely from simulation. In Figure 9.18 is a comparison between the
Z(→ νν) estimate obtained from alpgen simulation to that obtained from Equation 9.13.
The closure test for W(→ µν) background in Figure 9.19 compares the W(→ µν) dis-
tribution in the signal region obtained from simulation to the one obtained using the
data-driven method from Equation 9.15. Similarly for the W(→ τν) case, in Figure 9.20
W(→ τν) events in the signal region are compared to W(→ µν) events with its entire
phase space after correcting them using Equation 9.18. The results of the closure tests
reveal a satisfactory agreement between the data-driven and simulated estimates. This
adds confidence in the data-driven technique and the overall method.
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Figure 9.18.: Reconstructed EmissT distribution for Z(→ νν)+jets determination in the sig-
nal region from W(→ µν) data control region (red) and simulation (black). The ratio of the
expectation from simulation to the data driven approach is also shown [2].
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Figure 9.19.: Reconstructed EmissT distribution for W(→ µν)+jets determination in the sig-
nal region from W(→ µν) data control region (red) and simulation (black). The ratio of the
expectation from simulation to the data driven approach is also shown [2].
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Figure 9.20.: Reconstructed EmissT distribution for W(→ τν)+jets determination in the signal
region from W(→ µν) data control region (red) and simulation (black) . The ratio of the
expectation from simulation to the data driven approach is also shown [2].
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9.2.4. Systematic uncertainties
Once the expectation in the signal region from different Z/W+jet processes has been
computed, the systematic uncertainties that this method introduces must be accounted
for. The various sources of systematics considered here include the uncertainties on
the jet energy scale and resolution (JES/JER), EmissT (due to the topo-cluster energy
uncertainty), muon energy scale and resolution, data-driven efficiency scale factors and
different parton showering and underlying event modelings in simulated samples used to
derive some of the correction factors. A description of how each systematic uncertainty
is computed follows the detailed contribution from each systematic uncertainty for each
signal region.
JES, JER, and EmissT uncertainties Due to the non-compensating nature of the calorime-
ter and the complexity of jet reconstruction the relationship between calorimeter signal
and the jet energy cannot be precisely obtained. Hence the JES and JER uncertainty
needs to be determined accurately for any analysis which involves jet final states. Al-
though the previous statement still holds true, many of the jet uncertainties here can be
done away with since the data is used to determine the background and the reliance on
simulation is minimal. From Equations 9.2 and 9.3 it can be inferred that the difference in
jet modeling needs to be accounted for processes in the ratios
NSR
Z(→νν)+jets
NZ(→``)+jets
and
NSR
Z(→νν)+jets
NW(→`ν)+jets
for the Z(→ νν) case. Similarly for the Z(→ ``) and W(→ `ν) case from Equations 9.4
and 9.5 the difference in jet modeling for processes in the T (6`) obtained from simulation
should be justified. The uncertainty must also be evaluated for the acceptance correction
of the muon Aµ for both the W and Z-boson control regions and for the W selection
efficiency W in the W-boson control region since these correction factors are simulation
based. In order to do this for a given process the pT of all jets with pT>20 GeV in the
event is varied by ±1σ. The various sources of uncertainty considered here4 include the
em+jes calibration method, calorimeter response, detector simulation, uncertainty due
to pile-up and relative calibration for jets with |η|>0.8. These sources are further de-
scribed in [104, 105]. The vector sum of the ±1σ change is propagated to the EmissT using
the following formula:
Emiss,varx,y = E
miss
x,y +
∑
jets
px,y −
∑
jets
pvarx,y (9.21)
where Emiss,varx,y (E
miss
x,y ) denotes the varied (nominal) missing momentum and p
var
x,y (px,y)
the jet momentum with (without) the variations applied. This alters both the value and
the direction of EmissT . The variations are applied for two cases, either by adding it to
the corresponding quantity or subtracting from it. The mono-jet kinematic selection
together with dedicated control region selections are then applied on the new jets and
EmissT . This gives two new yields for each signal region prediction, one for the +1σ and
another for the -1σ. Figure 9.21 illustrates the effect of varying the JES and propagating
it to the EmissT on the correction factor
NSR
Z(→νν)+jets
NZ(→µµ)+jets
as a function of the highest pT jet in the
event. Similar distributions where the effect of JES/EmissT variation can be seen for the
4ATLAS internal: These sources correspond to the 15 nuisance parameters in the ATHENA release 16
JES uncertainty provider tool.
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acceptance correction factor and W-boson selection efficiency is shown in Appendix B.
To obtain the overall uncertainty due to JES/EmissT the +1σ variation is applied to all
factors affected by JES followed by the −1σ variation. Where asymmetric errors are
obtained, the maximum deviation is considered as the total uncertainty due to JES, JER
and EmissT .
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Figure 9.21.: Effect of varying the jet energy scale uncertainty by +1σ (up) and −1σ (down)
on the correction factor
NSR
Z(→νν)+jets
NZ(→µµ)+jets
compared to the default (central) value as a function of
the highest pT jet in the event.
Variation of Monte Carlo models The uncertainty here accounts for the differences
in the various parton showering models which depend upon the Monte Carlo tune. To
calculate this the sherpa based correction factors should be applied to the W/Z data
control regions and its prediction should be compared to the result obtained from apply-
ing the alpgen based correction factors to the same W/Z data control region. But there
is a caveat here which is the limited statistics of the sherpa simulated samples. Hence,
in order to test the validity of such a comparison, first the Monte Carlo statistical fluc-
tuation on the difference between the two predictions are estimated using the W(→ µν)
control region. This is obtained to be 1.6% in the first region. In the higher kinematic
regions these fluctuations are large in comparison to the central value of the difference.
This test reveals that a measure of this difference is not a good indicator for this sys-
tematic uncertainty in the kinematic regions where the size of statistical uncertainty is
large (the large statistical fluctuations are mainly due to limited statistics in the sherpa
simulated samples). Moreover, the actual systematic uncertainty depends on the kine-
matic region. This prohibits the assignment of the uncertainty from a lower kinematic
region to a higher one. In order to get around this issue, alpgen simulated samples are
re-weighted with event weights based on the difference in the W pT distributions between
sherpa and alpgen following the prescription used previously in ATLAS search for
Supersymmetry [106]. These weights are then applied to all correction factors by which
the data in the control region is corrected to obtain predictions in different background
channels. Figure 9.22 shows this difference in each kinematic region. The statistical error
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on the sherpa vs alpgen comparison (black points) increases significantly for the higher
kinematic regions. Hence taking a conservative approach a 3% uncertainty (orange band)
is assigned in all regions due to this source of systematic uncertainty.
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Figure 9.22.: Difference between sherpa vs alpgen (black points) and alpgen weighted to
sherpa W-boson pTvs alpgen (blue points) estimated from the W(→ µν) control region [2].
The orange band shows the conservative ±3% uncertainty assigned to this systematic. The
errors shown on the points are statistical uncertainties only.
Trigger efficiency uncertainty The same EmissT trigger as the signal region is deployed
to trigger the muon control region. Hence for the trigger efficiency there is a perfect
cancellation of the efficiency and its uncertainty. This means that the trigger efficiency
uncertainty need not be accounted for in the muon control region case. The situation
is different for the electron control region as an electron trigger is deployed and the
uncertainties need to be considered there.
Uncertainty on the data-driven scale factors (SF) The muon reconstruction efficiency
introduces this type of uncertainty where the total uncertainty comprises the statistical
and systematic uncertainty on the scale factor. Once the muon reconstruction efficiency
is obtained from simulation, data-driven scale factors are applied to it. Along with the
scale factors, the uncertainties provided by the mcp group [107] are also applied here.
This type of uncertainty affects both the signal and veto muon reconstruction efficiency.
At first, the uncertainty provided by the mcp5 is applied to the SF and the signal/veto
reconstruction efficiency is recomputed. This newly obtained value for the reconstruction
efficiency is then utilized to recompute the entire muonic phase space of the two control
regions and this is propagated to the respective signal region contribution.
5ATLAS internal: The scale factor code and its implementation for ATHENA release 17 is detailed in:
https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/MCPAnalysisGuidelinesRel17MC11a
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Lepton energy scale and resolution uncertainties The absolute energy scale and res-
olution for leptons is not known without an associated uncertainty. Such an uncer-
tainty can alter the yield expected after applying certain selection criteria. The muon
energy scale uncertainty is estimated by switching on/off the re-scaling of the muon
4-momentum. The muon pT resolution uncertainty is calculated using the muon smear-
ing class. Both these tools are implemented under the recommendation of the mcp
group [108]. This uncertainty only effects the W-boson specific selection efficiency W
and hence is only considered for the W(→ µν) control regions. The energy scale and res-
olution is varied by ±1σ and this change is propagated to the signal region predictions.
In each case the maximum deviation is considered as the final uncertainty. This uncer-
tainty is not accounted for in the muon reconstruction efficiency since the data-driven
scale factors are applied there.
Monte Carlo statistical uncertainty The uncertainty due to the limited statistics of the
simulated samples is considered here. There are various correction factors that are derived
from simulation and this uncertainty plays an important role here. This uncertainty is
taken from alpgen simulated samples and to obtain it for each background channel
the overall statistical fluctuation is taken into account. For instance, the statistical
uncertainty of the factor
NSR
Z(→νν)+jets
NW(→µν)+jets
is taken as the uncertainty on the Z(→ νν)+jets
prediction from the W(→ µν) control region.
Uncertainty on fEW The uncertainty on the electroweak fraction fEW is taken from
the atlas R-Jets analysis [103]. A maximum uncertainty of 1% is considered on (1-fEW )
in the muon channel.
The uncertainties are computed on the correction factors which are calculated as ratio
of integrals. To obtain the total uncertainty on the final background estimation due to a
source, all the correction factors affected by that source of uncertainty are varied and then
applied simultaneously to the data control region to study the affect on the final number
of predicted events in each background channel. The contribution of each background
channel is re-determined by applying all the varied correction factors to the data control
regions. As for JES-EmissT uncertainty, the overall correction factor is varied and applied
to the data control regions. Where asymmetric errors are obtained, the largest deviation
is considered. To obtain the total uncertainty in each background channel the quadrature
sum of the various uncertainties in computed. This includes the 1% uncertainty on fEW
and 3% uncertainty on the difference between alpgen and sherpa. The total relative
uncertainty, expressed as a percentage, from each source obtained using the method
described is listed in Tables 9.14 - 9.19. The uncertainties are listed for all 4 signal
regions. The statistical uncertainty from the simulated samples is added along with the
systematic uncertainties to give the total. The systematic uncertainty for each process is
then combined to give the total systematic uncertainty for a given source in each signal
region. This final number determines the uncertainty on the total number of events. In
order to combine the uncertainties, correlations between different background channels
are considered. Tables 9.20 and 9.21 summarize the systematic uncertainties on the total
number of events for each signal region due to each source depending upon whether
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W(→ µν) or Z(→ µµ) control regions are used to determine the Z(→ νν) contribution in
the signal regions. The statistical uncertainty from the simulated samples has not been
added to the total systematic uncertainty and is listed separately.
source of systematic Region1 Region2 Region3 Region4
JES-EmissT 0.73 2.68 5.58 7.28
lepton energy scale and resolution 0.04 0.02 0.13 0.84
Scale factor 0.31 0.33 0.36 0.37
MC modeling 3 3 3 3
MC stat uncertainty (from ALPGEN) 0.55 1.36 3.77 10.93
1-fEW 1 1 1 1
Total 3.31 4.38 7.45 13.54
Table 9.14.: Relative systematic uncertainty (in %) on the Z(→ νν) estimation derived from
the W(→ µν) control region, in the 4 signal regions [2].
source of systematic Region1 Region2 Region3 Region4
JES-EmissT 0.98 4.28 8.51 6.58
Scale factor 0.80 2.97 0.36 0.75
MC modeling 3 3 3 3
MC stat uncertainty (from ALPGEN) 0.86 2.48 7.12 21.62
1-fEW 1 1 1 1
Total 3.51 6.58 11.54 22.83
Table 9.15.: Relative systematic uncertainty (in %) on the Z(→ νν) estimation derived from
the Z(→ µµ) control region, in the 4 signal regions [2].
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source of systematic Region1 Region2 Region3 Region4
JES-EmissT 1.08 1.82 3.97 8.40
lepton energy scale and resolution 0.04 0.002 0.12 -
Scale factor 0.30 0.33 0.35 0.35
MC modeling 3 3 3 3
MC stat uncertainty (from ALPGEN) 0.62 1.81 5.06 15.11
1-fEW 1 1 1 1
Total 3.41 4.09 7.18 17.58
Table 9.16.: Relative systematic uncertainty (in %) on the W(→ τν) estimation derived from
the W(→ µν) control region, in the 4 signal regions [2].
source of systematic Region1 Region2 Region3 Region4
JES-EmissT 3.53 6.78 6.29 11.76
lepton energy scale and resolution 0.04 0.04 0.08 4.14
Scale factor 2.10 3.08 3.37 3.79
MC modeling 3 3 3 3
MC stat uncertainty (from ALPGEN) 0.73 2.17 6.31 19.17
1-fEW 1 1 1 1
Total 5.24 8.38 10.04 23.39
Table 9.17.: Relative systematic uncertainty (in %) on the W(→ µν) estimation derived from
the W(→ µν) control region, in the 4 signal regions [2].
source of systematic Region1 Region2 Region3 Region4
JES-EmissT 4.37 6.19 46.52 -
Scale factor 0.59 3.19 42.75 0.74
MC modeling 3 3 3 3
MC stat uncertainty (from ALPGEN) 2.25 10.80 37.76 -
1-fEW 1 1 1 1
Total 5.87 13.23 73.67 -
Table 9.18.: Relative systematic uncertainty (in %) on the Z(→ ττ) estimation derived from
the Z(→ µµ) control region, in the 4 signal regions [2].
source of systematic Region1 Region2 Region3 Region4
JES-EmissT 5.18 16.17 - -
Scale factor 0.60 0.65 - -
MC modeling 3 3 3 3
MC stat uncertainty (from ALPGEN) 5.09 24.40 - -
1-fEW 1 1 1 1
Total 7.94 29.45 - -
Table 9.19.: Relative systematic uncertainty (in %) on the Z(→ µµ) estimation derived from
the Z(→ µµ) control region, in the 4 signal regions [2].
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source of systematic Region1 Region2 Region3 Region4
JES-EmissT 1.10 2.83 5.05 6.22
lepton energy scale and resolution 0.15 0.02 0.12 0.96
Scale factor 0.45 0.53 0.57 0.61
MC modeling 3 3 3 3
1-fEW 1 1 1 1
Total systematic uncertainty 3.38 4.28 5.99 7.07
Total MC statistical uncertainty 0.51 1.33 3.72 10.71
Table 9.20.: Relative systematic uncertainty (in %) on the total estimation of the electroweak
backgrounds (except W(→ eν)) in the 4 signal regions, with Z(→ νν) determination from the
W(→ µν) control region [2].
source of systematic Region1 Region2 Region3 Region4
JES-EmissT 0.89 3.01 6.38 5.26
lepton energy scale and resolution 0.15 0.02 0.12 0.96
Scale factor 0.53 2.01 0.44 0.65
MC modeling 3 3 3 3
1-fEW 1 1 1 1
Total systematic uncertainty 3.33 4.81 7.14 6.25
Total MC statistical uncertainty 0.46 1.55 5.06 16.02
Table 9.21.: Relative systematic uncertainty (in %) on the total estimation of the electroweak
backgrounds (except W(→ eν)) in the 4 signal regions, with Z(→ νν) determination from the
Z(→ µµ) control region [2].
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9.2.5. Results
The final predictions for the contribution of various processes to the signal region de-
termined via the W/Z+jets muon control region is presented here. Table 9.22 shows
the final Z(→ νν)+jets prediction in the signal region from the W(→ µν) and Z(→ µµ)
control regions after all correction factors have been applied. The results obtained from
both control regions agree well with one another within the uncertainties. In the first two
signal regions the prediction is dominated by the systematic uncertainties while in the
last two signal regions, the size of the data statistical uncertainty is larger in comparison.
Table 9.23 summarizes the Z(→ ττ)+jets and Z(→ µµ)+jets contribution to the signal
regions as estimated from the Z(→ µµ) control region. There are no Z(→ ττ)+jets events
expected to contribute to signal region 4. A similar conclusion can be inferred for signal
regions 3 and 4 for the Z(→ µµ)+jets case. Compiled in Table 9.24 is the contribution
of W(→ τν)+jets and W(→ µν)+jets events for the various signal regions as obtained
from W(→ µν) control regions.
Figure 9.23 (top) shows the differential highest pT muon distribution in the Z(→ µµ)+jets
CR1 before any corrections are applied. Figure 9.24 (bottom) shows the differential
calorimeter EmissT distribution in the W(→ µν)+jets CR1 before any corrections. The
calorimeter EmissT represents the W-boson pT. Agreement in both shape and absolute
normalization can be seen between the data points and the expectation from SM back-
grounds.
Background Predictions ± (data stat.) ± (MC stat.) ± (syst.)
expectation from W(→ µν) CR expectation from Z(→ µµ) CR
SR1 63166 ± 351 ± 347 ± 2059 63055 ± 931 ± 542 ± 2150
SR2 5405 ± 99 ± 74 ± 225 5137 ± 248 ± 127 ± 313
SR3 505 ± 30 ± 19 ± 32 544 ± 83 ± 39 ± 49
SR4 59 ± 9 ± 6 ± 5 75 ± 32 ± 16 ± 6
Table 9.22.: Expected numbers of Z(→ νν)+jets events in the signal region as estimated by
W(→ µν)+jets and Z(→ µµ)+jets control regions. The data statistical uncertainties, simulation
statistical uncertainties and systematic uncertainties are shown in the stated order [2].
Background Predictions ± (data stat.) ± (MC stat.) ± (syst.)
Process SR1 SR2 SR3 SR4
Z(→ ττ)+jets 421 ± 7 ± 9 ± 22 15 ± 1 ± 2 ± 1 2 ± - ± 1 ± 1 -
Z(→ µµ)+jets 204 ± 3 ± 10 ± 16 8 ± - ± 2 ± 3 - -
Table 9.23.: Expected numbers of Z(→ ττ)+jets and Z(→ µµ)+jets events in the signal region
as estimated by Z(→ µµ)+jets control region. The data statistical uncertainties, simulation
statistical uncertainties and systematic uncertainties are shown in the stated order [2].
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Background Predictions ± (data stat.) ± (MC stat.) ± (syst.)
Process SR1 SR2 SR3 SR4
Wτν 31442 ± 177 ± 195 ± 1006 1853 ± 35 ± 34 ± 65 133 ± 8 ± 7 ± 7 13 ± 2 ± 2 ± 1
Wµν 11071 ± 62 ± 81 ± 563 704 ± 13 ± 15 ± 57 55 ± 3 ± 3 ± 4 6 ± 1 ± 1 ± -
Table 9.24.: Expected numbers of W(→ τν)+jets and W(→ µν)+jets events in the signal
region as estimated by W(→ µν)+jets control region. The data statistical uncertainties, simu-
lation statistical uncertainties and systematic uncertainties are shown in the stated order [2].
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Figure 9.23.: Top: The differential highest pT muon distribution in the Z(→ µµ)+jets control
region. Bottom: The differential calorimeter EmissT distribution in the W(→ µν)+jets control
region. In both cases the data points are in black while the colored stacked histograms show
the contribution of various SM backgrounds. The sum of all SM backgrounds is depicted by
the red line [1].
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9.3. Exclusive electron control region
9.3.1. Determination of Z(→ νν) using electron control regions
Similar to the muon channel case presented in the preceding section, the electron channel
of the W and Z boson decay can be utilized to determine the Z(→ νν)+jets background to
the mono-jet signal region. Using these two measurements adds additional confidence in
the figures obtained from the muon case and it also provides the possibility for combining
the four measurements as will be shown in Section 12.1. Furthermore, to determine the
W(→ eν) background to the signal region, a dedicated W(→ eν) control region is defined
and the contribution of such events to the signal region are extracted from there. Since
the studies for this work were done for the muon channel but the final Z(→ νν) estimation
combines the electron and muon channel measurements, only a brief description and the
results of the electron channel studies are presented in this section. More details are
provided under [2, 1].
9.3.1.1. Method
The Z(→ νν)+jets background contribution to the signal region can be determined using
the final states, Z(→ ee)+jets or W(→ eν)+jets and applying some corrections such
as electron reconstruction efficiency, electron acceptance, branching ratios and phase
space corrections. These can be obtained by simplifying Equations 9.2 and 9.3 and be
represented as:
NDD,SRZ→νν =
NCRZee −NCRQCD
Ae × e × Le · (1− fEW ) · 
trig
EmissT
· LEmissT ·
NSRZ→νν
NZ→ee
(9.22)
NDD,SRZ→νν =
NCRWeν −NCRQCD
Ae · e × W × Le · (1− fEW ) · 
trig
EmissT
· LEmissT ·
NSRZ→νν
NW→eν
(9.23)
At first two exclusive control regions are defined to select W(→ eν) and Z(→ ee) events.
The events in both control regions are triggered by the lowest threshold unprescaled single
electron trigger and require one and two good electrons for the W(→ eν) and Z(→ ee)
case respectively. The rest of the signal region selections are very similar to the two
exclusive muon channels. The mono-jet signal region jet and EmissT selection criteria is
applied after selecting the vector-boson to get, for example, from W(→ eν) events to
W(→ eν)+jets events where the vector boson (W in this case) is equally boosted as the
Z(→ νν) in the signal region. The EmissT greater than 120 GeV selection criteria is applied
after correcting the EmissT 4-vector for the pT of the electron(s). One difference is that
there is an overlap removal (∆Rjet,el > 0.4) applied in identifying electrons and jets in
order to prevent selecting events where jets fake electrons. Once the data is selected using
the control region selection criteria the data events are then corrected for similar factors
as for the muon case. These factors include the acceptance of the lepton (electron in this
case), reconstruction efficiency of the electron, SM backgrounds in the control region and
selection efficiency of the control region.
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9.3.1.2. Results
After applying the correction factors discussed to both the W(→ eν) and Z(→ ee) event
yield, an estimation of Z(→ νν) in the signal region is obtained by applying the Rjets ra-
tio or the branching ratio of Z(→ νν)/Z(→ ee) respectively. Table 9.25 summarizes the
Z(→ νν)+jets expectations in the various signal regions. The uncertainties from data
statistical, MC simulation statistical and systematics are also quoted. The sources of
systematic uncertainties considered here are similar to those for the muon control region
case with the addition of systematics arising due to multi-jet background determination.
A comparison of the two columns in Table 9.25 reveals a good agreement between the
W(→ eν) and Z(→ ee) case. As expected the statistical error on the expectation from
Z(→ ee) is larger in comparison to the one from W(→ eν) due to the W-boson cross-
section being about 10 times larger than the Z-boson. Similar to the muon channel
case, the uncertainties on the Z(→ νν)+jets prediction in the first two signal regions is
dominated by systematic uncertainties. In the third and fourth signal region, the size of
the data statistical uncertainty is larger. Figure 9.24 (top) shows the differential Emiss, 6eT
distribution in W(→ eν)+jets CR1 before any corrections are applied. The Emiss, 6eT distri-
bution represents the W-boson pT since the electron pT has been added to the neutrino pT
(calorimeter EmissT ) to yield E
miss, 6e
T . The largest backgrounds in this control region com-
prise QCD multi-jet, tt¯+single top, Z(→ ττ)+jets and di-boson events. The data events
are represented well with the expectations from different SM backgrounds. Figure 9.24
(bottom) shows the differential highest pT electron distribution in the Z(→ ee)+jets CR1
before any corrections. The backgrounds to this control region arise from tt¯+single top
and di-boson events. Agreement in both shape and absolute normalization can be seen
between the data points and the expectation from SM backgrounds.
Background Predictions ± (data stat.) ± (MC stat.) ± (syst.)
expectation from W(→ eν) CR expectation from Z(→ ee) CR
SR1 62331 ± 386 ± 505 ± 3989 63220 ± 899 ± 518 ± 3256
SR2 5299 ± 119 ± 85 ± 311 5312 ± 232 ± 118 ± 396
SR3 508 ± 31 ± 34 ± 30 453 ± 64 ± 28 ± 34
SR4 53 ± 10 ± 8 ± 4 72 ± 26 ± 10 ± 5
Table 9.25.: Expected numbers of Z(→ νν)+jets events in the signal region as estimated by
W(→ eν)+jets and Z(→ ee)+jets control regions [2].
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Figure 9.24.: Top: The differential Emiss, 6eT distribution corrected for the electron pT in the
W(→ eν) control region. Bottom: The differential highest pT electron distribution in the
Z(→ ee) control region. In both cases the data points are in black while the colored stacked
histograms show the contribution of various SM backgrounds. The sum of all SM backgrounds
is depicted by the red line [1].
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9.3. Exclusive electron control region
9.3.2. Residual W(→ eν)+jets background
Residual W(→ eν) events contribute to the mono-jet signal regions via two different
effects. The first case is due to the electron from the W boson not being reconstructed
or being out-of-acceptance of the detector. This leads to the jets being the only physics
objects being reconstructed in the event and the EmissT equals the W boson pT. The
second case is due to the electron being mis-identified as a jet and the event passing
the signal region jets selection. In total these two effects can lead to W(→ eν) events
comprising O(10%) of the total background.
This background is estimated using a semi data-driven method using the same W(→ eν)
control region used in the determination of Z(→ νν) events. W(→ eν) events are nor-
malized in the control region as a function of EmissT . This is done considering the total
number of events in the EmissT distribution between data and simulation and not taking
into account the shape of the EmissT distribution. Nevertheless, an observation of the
shape agreement in the EmissT distribution between data and simulation helps validating
the method. Observables such as EmissT and leading jet pT which depend upon the pT
of the W boson show significant dependence to the choice of the renormalization scale
(alpgen here). This dependence can lead to the mis-understanding of the result and
therefore such a pitfall must be noted of.
The method used to estimate this background is slightly different from the methods
described earlier to estimate the other electroweak backgrounds. This is due to the
fact the electrons can be mis-identified as jets as mentioned. This mis-id for instance
does not need to be accounted for in the W(→ µν) case. The transfer factor used in the
normalization is decomposed into several components where possible. But the part which
determines the electron identification (i.e. fake jet probability) is not fully decomposed
for the sake of simplicity. The residual W(→ eν) is then determined as follows,
NDD,SRW(→eν) =
(
NCRW(→eν) −NCRQCD
)× (1− fEW )× 1
e × Ae ×
SR
CR∗
(9.24)
The amount of QCD background in control region (NCRQCD) is estimated in a data-driven
way and subtracted from W(→ eν) control sample (NCRW(→eν)). The other electroweak
background (tt¯, single-top, di-bosons and other W/Z+jets) are estimated using the MC
simulation and these contaminations are removed by considering the electroweak fraction
(fEW ). In this way, the detector related systematic uncertainties (JES, luminosity, lepton
identification efficiency) and theoretical uncertainties are partially cancelled out. After
subtracting all the background, the lepton acceptance correction (Ae) and the electron
identification efficiency (e) are applied inversely to recover W(→ eν) events in the full
lepton phase space. Finally, residual W(→ eν) events are obtained by applying the ratio
of selection efficiencies of signal selection including lepton veto (SR) and control sample
selection without lepton selection (CR∗).
Table 9.26 summarizes the number of estimated residual W(→ eν)background events
and uncertainties in each signal region. The results row shows the total contribution in
each signal region.
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CR1 CR2 CR3 CR4
CR data 7597± 87 609± 25 54± 7 8± 2.8
few 6.46± 0.19± 0.81 6.46± 0.19± 0.81 6.46± 0.19± 0.81 6.46± 0.19± 0.81
Correction 2.06± 0.02± 0.07 1.19± 0.03± 0.04 0.800± 0.06± 0.05 0.63± 0.16± 0.08
Result 14611± 168± 494 679± 28± 32 40± 5.5± 4.3 4.7± 1.7± 1.3
Table 9.26.: The residual W(→ eν) background and its uncertainties estimated in this analysis.
The result row states the final contribution of W(→ eν) events in the signal region. The
statistical uncertainties are followed by the systematic uncertainties [2].
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10. QCD multi-jet background
“There is nothing more deceptive
than an obvious fact.”
Arthur Conan Doyle
This results for this study have been taken from the relevant section in [2] and are
shown here for the sake of completion.
10.1. Strategy
The QCD multi-jet background is determined using a data-driven method due to the
limitations of the pythia simulated samples which is detailed below. This type of back-
ground which comprises two or more jets can only contaminate the mono-jet signal region
when one of these jets is mis-reconstructed. Mis-reconstruction here also implies that the
jet may be completely lost and is not measured at all. As seen in figure 10.1 there are
two probable event topologies which can pass the signal region selection : di-jet and
tri-jet events. If the detector would be fully efficient in reconstructing jets or would have
a perfect 4pi coverage, these events would be rejected since there would be no EmissT in
the event. However, the inefficiencies and limited acceptance of the detector and imply
that the mis-measured jets lead to transverse momentum imbalance and therefore EmissT .
These events could then pass the signal region selection. There can also be cases where
more than one jet can be mis-reconstructed. These cases are not considered here due to
their lower probability.
Figure 10.1.: The two probable event topologies where a QCD multi-jet event can pass the
mono-jet signal region selection criteria. For both cases, di-jet (left) and tri-jet (right) events
the EmissT is fake and is generated by the mis-reconstruction of one jet.
10. QCD multi-jet background
This background is estimated by studying the pT distribution of the second or third
highest pT jet in the event. The jet spectra is extrapolated below the 30 GeV threshold
and hence into the signal region. By extrapolating the spectra and doing a counting
experiment, the number of QCD multi-jet events in the signal region can be estimated.
This is done using two separate control regions for each the di-jet and the tri-jet case.
10.2. Control regions
10.2.1. The di-jet case
The di-jet control region is selected by applying the signal region selection criteria and
inverting the ∆φ selection to: ∆φ(jet2, EmissT ) ≤ 0.5. This way four di-jet control regions
CR1, CR2, CR3 and CR4 are selected, which correspond to the four signal regions SR1-4
respectively. The resultant regions are orthogonal to the signal region1 and comprise
mainly of QCD di-jet events where the mis-reconstruction of a jet leads to fake EmissT
aligned in the direction of the mis-reconstructed jet. Seen in figure 10.2 is the second jet
pT distribution in data and pythia simulated samples for CR1 and CR2. Z/W+jets, top
and diboson backgrounds are estimated from simulation and subtracted from data. Due
to this subtraction the data points can be negative in certain bins. The data points do
not adhere to simulation in shape or normalization. This is attributed to the fact that
the di-jet simulated samples, pythia normalized to LO cross-section, suffers from low
statistics in this particular phase-space where a high EmissT is required. As a result, the
weighting for the samples2 results in fluctuations in the distribution. For CR1 a linear fit
is used to extrapolate the shape of the distribution to pT < 30 GeV. The contamination
from QCD in SR1 is determined using the fit results. For CR2 , a fit to a constant is
performed to give the total no. of QCD events in the corresponding signal region since
this results in a more conservative estimate. The contribution from QCD for CR3 and
CR4 are negligible. In order to assign a systematic uncertainty for this method, the fit
range is varied and the difference in the extrapolation results are taken as part of the
systematic. Another contribution to the systematics comes from the cross sections of
EW processes since this value is fixed in simulation. In order to account for this, the
cross section is varied by 10% and the difference in yield is taken as the uncertainty due
to this source.
1Since no event in the control region is duplicated in the signal region.
2pythia simulated di-jet samples have a relative weighting scheme as described in Appendix A
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Figure 10.2.: Transverse momentum of the second jet in di-jet events with the extrapolation
to the signal region using linear fit for CR1 (left), and a fit to a constant in CR2 (right).
Z/W+jets,top and di-boson backgrounds are subtracted from the data hence allowing them to
be below zero [2].
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10.2.2. The tri-jet case
The tri-jet control region is selected by applying the signal region selection and rejecting
events where a fourth jet with pT > 30 GeV is reconstructed. A third jet with pT>30 GeV
is permitted in the event where ∆φ(jet3, EmissT ) ≤ 0.5. This leads to a phase space which is
orthogonal to the signal region and to the di-jet region. The events here are mainly QCD
tri-jet events where the mis-reconstruction of the third jet results in fake EmissT >120 GeV.
Figure 10.3 shows the third jet pT distribution in data and pythia simulated samples
for CR1 and CR2. Once again Z/W+jets, top and diboson backgrounds are estimated
from simulation and subtracted from data. A similar conclusion regarding the shape and
absolute normalization comparison between data and simulation can be reached here as
in the dijet CR case. A second degree polynomial is utilized in CR1 as the fit function
while a fit to a constant is used in CR2. As seen in the figure, CR2 yields results which
are compatible with zero. This is also true for regions CR3 and CR4.
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Figure 10.3.: Transverse momentum of the third jet in tri-jet events with the extrapolation
to the signal region using polynomial fit for CR1 (left), and a fit to a constant in CR2 (right).
Z/W+jets,top and di-boson backgrounds are subtracted from the data hence allowing the data
points to be below zero [2].
10.2.3. Results
The results from both the di-jet and tri-jet control regions are summed up in table 10.1.
The size of the systematic uncertainty due to the fit range is O(100%). Such a large
uncertainty is acceptable since this background is a relatively minor background and
hence a more precise determination is not deemed necessary.
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CR1 CR2 CR3 CR4
di-jet background 757± 28± 643 64± 8± 64 8± 3± 8 -
tri-jet background 350± 18± 296 - - -
total multi-jet 1107± 33± 940 64± 8± 64 8± 3± 8 -
Table 10.1.: Results of the QCD background estimation determined using the di-jet and tri-jet
control regions [2].
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11. Non-Collision background
“And now for something completely
different”
Monty Python
Muons from beam induced background such as the beam interacting with the LHC
collimators, can deposit a significant amount of energy in the LAr and Tile calorimeters
[109]. This energy deposition may be reconstructed as a fake jet and EmissT to balance
the fake jet. This can result in a fake event which can pass the mono-jet signal region
selection criteria. Hence it is crucial to estimate the probability of such occurrences in
a signal region. Such events are termed ”beam-halo” events and constitute a large part
of non-collision background events to the mono-jet signal. This results for this study are
taken from the relevant section in [2] and are shown here for the sake of completion.
The frequency of their occurrence is estimated using the Beam Background Identifica-
tion Method [110]. There are various approaches undertaken to identify beam halo muons
in unpaired and paired bunches. Information from the calorimeters (LAr and Tile) and
the muon detectors (CSC, inner-MDT end-caps) can be combined to identify a muon
traversing the detector along the beam pipe. The two-sided method as described in [110]
is used to estimate the final contribution of non-collision background events while the
one-sided method provides a cross-check. The two-sided method has a constant beam
halo tagging efficiency as a function of jet pT, η, φ and time and is hence the most suitable
method for use in physics analysis. The tagging efficiency of this method is computed
to be  = 16% with a mis-identification probability of 10−5. The tagging efficiency is
evaluated using a beam background data sample from unpaired bunch crossings where
dedicated selection criteria are applied to reduce collision events and calorimeter noise.
Collision events are removed by requiring the event to have no primary vertex while jets
due to calorimeter noise are removed by implementing the jet cleaning (Section 5.1) and
requiring jets with pT> 120 GeV. The purity of the beam background sample determines
the systematic uncertainty on the efficiency of the method. Once the tagging efficiency
of the method is known the non-collision background in the signal region can simply be
obtained using :
Nncb =
N two-sidedtagged

(11.1)
where N two-sidedtagged is obtained from data and is the number of events counted using the
two-sided method. The one-sided tight method,used a cross-check, has a higher tagging
efficiency of  = 25% and a mis-identification probability of < 10−5. However, this
method is limited by the fact that it only works for the central η region. Moreover, it has
been previously shown that the charge fraction selection criteria is not constant for fake
jet rejection in the entire η range [111]. Hence, an additional correction factor is applied
11. Non-Collision background
SR Ndatatagged N
MC
tagged Nncb ± stat± sys
1 92 0.2 575± 60± 57
2 4 0 25± 13± 3
3 0 0 -
4 0 0 -
Table 11.1.: Number of non-collision background events in the various signal regions as esti-
mated by the two-sided method [2] which is used for the final non-collision background estimate.
Number of identified events in data and simulation (MC) are also listed.
SR Ndatatagged N
MC
tagged Nncb ± stat± sys
1 121 0 605± 55± 60
2 5 0 25± 11± 3
3 0 0 -
4 0 0 -
Table 11.2.: Number of non-collision background events in the signal regions as estimated by
the one-sided tight method [2]. This method is used just for cross-checking the results provided
by the two-sided method. Number of identified events in data and simulation (MC) are also
listed.
to map the events counted by the one-sided tight method to the non-collision background
estimate. The estimate is obtained using:
Nncb = 1.25×
None-sided tighttagged

(11.2)
The other approaches to determine the non-collision background estimate are detailed
in [110]. The difference between the various methods is found to be ∼ 5%. The final
number obtained using these methods includes contribution from cosmic muons events.
The rate of cosmic events is the same for paired and unpaired bunches. Since the unpaired
bunches are utilized for the efficiency estimation, cosmic events are also accounted for in
the efficiency. There exists another special bunch configuration where an unpaired bunch
in beam 1 is followed by an unpaired bunch in beam 2 in 25ns bunch spacing. These
interleaved bunches may lead to double counting of events since some reconstructed events
are observed time shifted by 25ns i.e. they belong to the neighboring bunch. Around
10% of the bunches in the beam background sample are interleaved. Taking all these
factors into account, a conservative value of 10% is assigned to the relative systematic
uncertainty on the tagging efficiency.
Table 11.1 and 11.2 lists the final non-collision background estimate in the signal
regions obtained using the two-sided and one-sided tight method respectively. The total
number of tagged events in data and simulation are also provided. Beam halo muons
are not included in simulated samples and hence the number of tagged events obtained
there corresponds to the misidentification probability of the method in simulation. The
numbers from Table 11.1 are used as the final values while consistent results between the
two methods serves as a solid cross-check.
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12. Experimental Results
“Nothing in life is so exhilarating as
to be shot at without result.”
Winston Churchill
12.1. Combination of Z(→ νν)+jets determinations
The contribution of Z(→ νν)+jets events to the signal region is determined using four
orthogonal control regions. The lower statistical uncertainties of some determinations
and the lower systematic uncertainties of others makes it beneficial to obtain the final
Z(→ νν)+jets by combining all four results.
The general formula for the combination of various backgrounds is based on the fol-
lowing:
x = ~wT · ~x (12.1)
(σax)
2 =
∑
i,j
(wi · wj · V ija ) (12.2)
(σtotalx )
2 =
∑
a
∑
i,j
(wi · wj · V i,ja ) =
∑
i,j
(wi · wj · V ij) (12.3)
where ~x is the vector with the various measurements as its components, ~w is the
vector of weights, whereby weights are assigned to the available determinations (in this
case 4) according to their relative total uncertainties. Va is the symmetric matrix of
uncertainties corresponding to systematic source a, σax is the systematic uncertainty on
the combined value due to the systematic source a and V is the symmetric matrix of the
total uncertainties (the covariance matrix equivalent to the sum of all Va matrices). In
the case of 4 measurements, Va is as follows:
Va =

σ21a ρ12aσ1aσ2a ρ13aσ1aσ3a ρ14aσ1aσ4a
ρ12aσ1aσ2a σ
2
2a ρ23aσ2aσ3a ρ24aσ2aσ4a
ρ13aσ1aσ3a ρ23aσ2aσ3a σ
2
3a ρ34aσ3aσ4a
ρ14aσ1aσ4a ρ24aσ2aσ4a ρ34aσ3aσ4a σ
2
4a
 (12.4)
where σia is the systematic uncertainty on measurement i due to systematic source a
and ρija is the correlation between uncertainties on measurements i and j.
The systematic uncertainties due to JES/EmissT , fEW and MC modeling are considered
fully correlated among the four background predictions. Other sources of systematic un-
certainties such as scale factors and lepton energy scale are assumed to be fully correlated
between the two muon channels (W(→ µν) and Z(→ µµ)) or between the two electron
channels (W(→ eν) and Z(→ ee)) and fully uncorrelated among the muon and electron
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channels. The data statistical uncertainties are considered to be fully uncorrelated be-
tween the four predictions since the channels are by definition orthogonal to one another.
The treatment of the correlation between MC statistical uncertainties involves decom-
posing the uncertainties on the numerators and denominators of various simulation-based
correction factors. The correlations among different channels are at times only on the
numerator of the correction factor e.g. correlations between the two Z(→ νν)+jets pre-
dictions from the W and Z control regions, as they both use the same Z(→ νν) simulated
samples for the numerator. On other occasions the correlations are only on the denomi-
nator of the correction factor e.g. correlations between Z(→ ττ)+jets and Z(→ νν)+jets
background predictions from the Z(→ µµ)+jets control region, as they both use the same
Z(→ µµ) simulated samples for the denominator.
The background combination is first done using the Best Linear Unbiased Estimator
(BLUE) method as detailed in [112] and used by the ATLAS top quark mass combination
measurement in [113]. The method requires a minimization of χ2 defined1 as:
χ2 =
x

1
1
...
1
−

x1
x2
...
xN


T
V −1(~x)
x

1
1
...
1
−

x1
x2
...
xN

 = [x~e− ~x]T · V −1(~x) · [x~e− ~x]
(12.5)
where ~e is a vector with all components equal to unity, xi (i=1,...,N) are the N available
predictions (4 in this case) and V is the covariance matrix. The minimization of χ2 yields
the following solution :
x =
~eT .(V −1 · ~x)
~eT · (V −1.~e) (12.6)
σx =
√
1
~e · (V −1 · ~e) (12.7)
Using Equation 12.1 the above equations can be expressed as:
~w =
V −1 · ~e
~eT · (V −1 · ~e) (12.8)
σx =
√
~wT · V · ~w (12.9)
When the uncertainty on one prediction is larger than the uncertainty on other predic-
tions, using the vector of weights defined by the BLUE method in Equation 12.8 for the
combination will result in a negative weight for the prediction with the larger uncertainty.
Using the negative weight will then yield a combined value for x that will be outside the
range of the components of ~x. Hence the central value obtained from combining different
channels will be outside the range of the available predictions. To get around this issue
1This is the generalization of the following definition of χ2 for N independent measurements and one
random variable: χ2 =
∑N
i=1(
x−xi
σi
)2
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of negative weights, another set of simple weights are defined which are always positive
by construction:
wi =
1
(σtotali )
2∑
j
1
(σtotalj )
2
(12.10)
where σtotali is the quadrature sum of statistical and systematic uncertainties and hence
the total uncertainty on predictions i. Defining the weights to be positive by construc-
tion has the drawback that the combined uncertainties obtained using these weights,
as opposed to the BLUE method, are always larger in value. This is attributed to χ2
minimizing property of the BLUE method in Equation 12.5. Using positive weights does
not minimize the χ2 to the same level as the BLUE method and hence results in larger
uncertainties.
Tables 12.1, 12.2, 12.3 and 12.4 summarizes the various sources of uncertainties for the
cases where Z(→ νν)+jets background is determined from the predictions of W(→ µν)+jets
control region, Z(→ µµ)+jets control region, the combination of the two muon control
regions and a combination of the predictions of all four control regions respectively. The
combination is done taking simple weights into account and combining the uncertainties
as detailed. The systematic uncertainties have been added together in quadrature. The
MC simulation statistical and data statistical uncertainties are listed separately. For the
final combination in Table 12.4 the uncertainty in determining the multi-jet background
in the electron region is also considered.
Systematic Region 1 Region 2 Region 3 Region 4
JES-EmissT 1.07% 2.71% 4.99% 6.52%
µ energy scale and resolution 0.13% 0.02% 0.11% 0.90%
lepton SF 0.39% 0.48% 0.53% 0.57%
MC modelling 2.92% 2.94% 2.94% 2.99%
1− fEW 0.95% 0.96% 0.97% 0.99%
non-EW systematics 0.79% 0.74% 1.08% 0.24%
Total systematic uncertainty 3.37% 4.22% 6.00% 7.33%
MC stat uncertainty 0.51% 1.33% 3.71% 10.88%
Data statistical uncertainty 0.50% 1.70% 5.45% 14.78%
Table 12.1.: Relative contribution of different sources of uncertainties to the total SM back-
ground for the case when Z(→ νν)+jets is determined from the W(→ µν)+jets prediction [2].
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Systematic Region 1 Region 2 Region 3 Region 4
JES-EmissT 0.89% 2.87% 6.23% 5.56%
µ energy scale and resolution 0.13% 0.02% 0.11% 0.91%
lepton SF 0.45% 0.18% 0.41% 0.62%
MC modelling 2.92% 2.94% 2.94% 2.99%
1− fEW 0.95% 0.96% 0.97% 0.99%
non-EW systematics 0.79% 0.76% 1.02% 0.20%
Total systematic uncertainty 3.33% 4.66% 7.04% 6.49%
MC stat uncertainty 0.46% 1.56% 5.01% 16.50%
Data statistical uncertainty 0.80% 2.98% 10.69% 32.68%
Table 12.2.: Relative contribution of different sources of uncertainties to the total SM back-
ground for the case when Z(→ νν)+jets is determined from the Z(→ µµ)+jets prediction [2].
Systematic Region 1 Region 2 Region 3 Region 4
JES-EmissT 1.14% 3.20% 6.21% 6.17%
µ energy scale and resolution 0.02% 0.009% 0.06% 0.37%
lepton SF 0.49% 1.25% 0.49% 0.80%
MC modelling 2.92% 2.94% 3.62% 3.04%
1− fEW 0.95% 0.96% 0.97% 0.99%
non-EW systematics 0.79% 0.75% 1.05% 0.21%
Total systematic uncertainty 3.40% 4.69% 7.00% 7.00%
MC stat uncertainty 0.45% 1.26% 3.62% 11.85%
Data statistical uncertainty 0.53% 1.87% 7.04 27.98%
Table 12.3.: Relative contribution of different sources of uncertainties to the total SM back-
ground for the case when Z(→ νν)+jets is determined by combining the two predictions from
the muon channels with simple weights [2].
Systematic Region 1 Region 2 Region 3 Region 4
JES-EmissT 1.0% 2.6% 4.9% 5.8%
µ energy scale and resolution 0.03% 0.02% 0.08% 0.61%
lepton SF 0.4% 0.5% 0.6% 0.7%
MC modelling 2.9% 2.9% 2.9% 3.0%
1− fEW 1.0% 1.0% 0.7% 0.7%
non-EW systematics 0.8% 0.7% 1.1% 0.3%
Multijet BG in electron CR 0.1% 0.1% 0.3% 0.6%
Total systematic uncertainty 3.4% 4.1% 5.9% 6.7%
MC stat uncertainty 0.5% 1.4% 3.4% 8.9%
Data statistical uncertainty 0.5% 1.7% 4.3% 11.8%
Table 12.4.: Relative contribution of different sources of uncertainties to the total SM back-
ground for the case when Z(→ νν)+jets is determined by combining all four available predictions
with simple weights [2].
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12.2. Numerical Results
The final results including the combined Z(→ νν)+jets contribution is tabulated in Ta-
ble 12.5. The individual contribution of Z(→ νν)+jets obtained from each of the control
regions is listed. The results of combining the Z(→ νν)+jets contribution from the muon
(electron) channel comprising Z(→ µµ) and W(→ µν) (Z(→ ee) and W(→ eν)) channels
are also shown for comparison. At the bottom of Table 12.5 where the final number of
estimated background (Bgd) numbers are listed the Total Bgd [process] number corre-
sponds to the sum of all backgrounds for the given signal region when Z(→ νν)+jets is
estimated using that process. The final result for sum of all backgrounds is shown in the
row Total Bgd [All combined]. For backgrounds obtained using simulation only such as
tt¯+single top and di-bosons, the sources of systematic uncertainties considered comprise
JES/EmissT , luminosity and lepton energy scale and resolution. The largest contribution
comes from the JES/EmissT uncertainty which accounts for 16% on the total yield for those
backgrounds.
As visible from the table, the largest backgrounds for all signal regions in order of their
contribution are Z(→ νν), W(→ τν), W(→ µν) and W(→ eν) with the addition of a jet
in the event for each of the cases. In signal region 4, the total number of events passing
the event selection criteria in data is 77 while the prediction from all backgrounds is
83±10±7±6 where the first, second and third uncertainties correspond to data statistical,
simulation statistical and systematic uncertainties respectively. Similar to signal region
4, signal regions 1, 2 and 3 all reveal that the data agrees with the prediction from
background events within statistical and systematic uncertainties. This implies that
there is no evidence for a new signal.
12.3. Kinematic Distributions
The highest pT jet, E
miss
T and second highest pT jet differential distributions for signal
region 1, 2, 3 and 4 are shown in Figures 12.1, 12.2, 12.3 and 12.4 respectively. The
Z(→ νν)+jet(s) contribution to the signal region is shown using the prediction from the
W(→ µν)+jet(s) control region. The contribution of QCD multi-jet background is not
shown in the plots since the method used to obtain multi-jet background only predicts
the total number of events and not a bin-by-bin contribution. Similarly the systematics
uncertainties are also excluded from the plots since they are computed as integrals and
not on a bin-by-bin basis. As a result the only uncertainties included are data and signal
statistical uncertainties. The SM predictions are found to be consistent with the number
of observed events in data for all signal regions. There is a good agreement observed in
both the shape and overall normalization between SM predictions and data events. The
SM predictions for backgrounds are a mix of data-driven and simulation based prediction
as detailed in Section 7.3. The contributions from V+jet processes, QCD multi-jet and
non collision backgrounds are data-driven while the contributions from single and top pair
production and di-boson processes are taken from simulation. In Figure 12.1 (bottom),
the second leading jet pT distribution, the bin between 500 GeV and 600 GeV shows an
excess in data. This excess is attributed to the fact that the data-driven estimation of
V+jet backgrounds suffers from low statistics in this bin for the second highest pT jet
distribution. A similar feature is visible in certain bins in Figure 12.2, 12.3 and 12.4.
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Figure 12.1.: Comparison between the selected Data and all the background as function of
the highest pT jet (top), E
miss
T (middle) and second highest pT jet (bottom) in the event for
signal region 1 [1]. ADD and WIMPs signal samples with stated parameters are shown. The
contribution of the QCD multi-jet background is not included.
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Figure 12.2.: Comparison between the selected Data and all the background as function of
the highest pT jet (top), E
miss
T (middle) and second highest pT jet (bottom) in the event for
signal region 2 [1] . ADD and WIMPs signal samples with stated parameters are shown. The
contribution of the QCD multi-jet background is not included.
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Figure 12.3.: Comparison between the selected Data and all the background as function of
the highest pT jet (top), E
miss
T (middle) and second highest pT jet (bottom) in the event for
signal region 3 [1] . ADD and WIMPs signal samples with stated parameters are shown. The
contribution of the QCD multi-jet background is not included.
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Figure 12.4.: Comparison between the selected Data and all the background as function of
the highest pT jet (top), E
miss
T (middle) and second highest pT jet (bottom) in the event for
signal region 4 [1] . ADD and WIMPs signal samples with stated parameters are shown. The
contribution of the QCD multi-jet background is not included.
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13. Interpretations
“There are no rational phenomena at all, but
only a rational interpretation of phenomena.”
Friedrich Nietzsche
In this section, the results of the search are interpreted as upper limits on the visible
cross section above which no new phenomena in a mono-jet final state is observable. This
is followed by interpreting the limits in the ADD large extra dimensions and WIMPs pair
production scenarios.
13.1. The CLs method and model independent limits
In the absence of a signal, model independent limits are set on σ×A×. Where σ denotes
the cross-section, A denotes detector acceptance for mono-jet events and is defined as the
ratio of the number of events passing the jets and EmissT signal region kinematic selection at
Monte Carlo truth level to the total number of generated events. The detector efficiency
denoted by  is defined as the ratio of the number of events passing the mono-jet signal
region kinematic selection at reconstructed level to the total number of events passing the
same kinematic selection at truth level. The efficiency takes into account the efficiency of
object reconstruction (such as jets and leptons), trigger efficiency, detector resolution and
vertex selection efficiency. The general prescription for limit setting follows the modified
frequentist CLS method detailed in [114, 115]. The model independent limits is an upper
limit on σ × A×  in pb above which new phenomena in the mono-jet final state can be
excluded. To calculate the upper limit on the signal yield, RooStats CLS prescription
[116] is used1. This results in probability density functions which can be utilized to derive
confidence intervals.
The CLS method uses the ratio of confidence levels of two different hypotheses of
interest namely, the null or background only hypothesis and the signal + background
hypothesis which is considered when the null hypothesis has been rejected to a sufficient
degree. The method involves normalizing the confidence level of signal + background
hypothesis, CLS+B to the confidence level of the background only hypothesis, CLB :
CLS = CLS+B/CLB (13.1)
This procedure takes care of cases where the presence of background in data can result
in an unphysical estimation of the model parameter. This is particularly useful when the
search has a low sensitivity for the signal or when the rate of observed data events is
much lower than the expected number of background events.
1ATLAS internal: Via the HistFitter package.
https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/SusyFitter
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Formally CLs is defined via the following set of equations:
CLS =
∫ tObs
−∞ f(tµ|µ)dt∫ uObs
−∞ g(uµ|µ)du
(13.2)
tµ = −2lnQ1(µ) (13.3)
uµ = −2lnQ2(µ) (13.4)
Q1(µ) =
LS+B(µ,
ˆˆ
θ)
LS+B(µˆ, θˆ)
(13.5)
Q2(µ) =
LB(µ,
ˆˆ
β)
LB(µˆ´, βˆ)
(13.6)
Here f and g are the probability distribution functions of the observables tµ and uµ
given the signal strength µ on which the upper limit will be set. They are obtained by
doing pseudo-experiments. The nuisance parameters of the S+B and B only hypotheses
are represented by θ and β respectively while
ˆˆ
θ and
ˆˆ
β denote the values of θ and β that
maximizes LS+B and LB, respectively, for a specified µ = 1. The denominators of Q1
and Q2 are unconditional maximum likelihood functions, i.e. µˆ and θˆ maximizes LS+B
while µˆ´ and βˆ maximizes LB. Depending upon the definitions of Q1 and Q2, tµ and uµ
each express how consistent the model with a variable µ is with the µ = 1 model.
Consider the simple case of a single channel with only one type of signal with S events
and total background with B events. For a counting experiment such as the present
analysis, the kinematic shapes of the signal and background distributions do not need to
be considered to set the exclusion limits. Only the event yield must be considered. The
limit is set on the signal strength µ, where µ = 0 corresponds to the background only
hypothesis and µ = 1 to the nominal signal + background hypothesis. The corresponding
signal yield is µ × σ × A ×  × L, where L is the integrated luminosity of the dataset.
In the following, the procedure for calculating LS+B is presented. The term LB can be
obtained using a similar prescription.
The probability of observing n events in data when the expected number of events is
µS +B can be expressed as:
P (n, θ|µ, α) = P (θ|α) ? Pois(n|µS +B) = P (θ|α) ? (µS +B)
ne−(µS+B)
n!
(13.7)
where Pois is a Poisson distribution, α is the uncertainty or nuisance parameter with a
probability distribution P (θ|α) where the value of θ is determined by pseudo-experiments
and the ? represents a convolution. The term µS + B is the value of the signal +
background taking the uncertainties, θ into account. Assuming that θ follows a Gaussian
distribution centered at zero and with a standard deviation equal to one, the probability
of observing n events in data can be written as:
P (n, θ|µ, α) = 1√
2pi
e−θ
2
?
(µS +B)ne−(µS+B)
n!
(13.8)
Since the number of observed events in data is fixed, this equation depends on the
signal strength µ and is called the likelihood function, LS+B(µ). The value of θ is obtained
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according to its Gaussian probability distribution function from each pseudo-experiment,
and is then used to fluctuate each µS +B or B. The fits of Equations 13.5 and 13.6 are
performed for each pseudo-experiment. By performing several pseudo-experiments, the
distributions of tµ and uµ in Equations 13.3 and 13.4 are obtained. These are the f and
g in Equation 13.2.
In order to exclude a signal hypotheses at a confidence level γ the following inequality
must be fulfilled:
1− CLs ≤ γ (13.9)
or from Equation 13.2:
1− CLs = 1−
∫ tObs
−∞ f(tµ|µ)dt∫ uObs
−∞ g(uµ|µ)du
≤ γ (13.10)
Solving the inequality gives an upper limit on the signal strength, µ, above which the
signal is excluded at γ confidence level. This upper limit gives an upper bound on the
signal yield. This upper bound is interpreted as model independent limits which is then
used to set limits on the parameters of a specific theory. Using this technique exclusion
limits at 90% and 95% confidence level are set.
Tables 13.1 and 13.2 show the 95% and 90% confidence level model independent limits
on σ × A×  in pb for each of the four signal regions respectively. The expected limit is
listed in the first column while the observed limit in the second. The Z(→ νν) prediction
used for the background in the signal region is a combination of all 4 channels namely,
W(→ µν), Z(→ µµ), W(→ eν) and Z(→ ee).
Expected [pb] Observed [pb]
Region1 1.82 1.92
Region2 0.18 0.17
Region3 0.024 0.030
Region4 0.0079 0.0069
Table 13.1.: 95% CL model-independent expected and observed upper limits on σ × A × 
[pb] in each of the 4 signal regions, using the combination of Z(→ νν)+jets predictions from
the four channels [1] (Total Bgd [All combined] in Table 12.5).
Expected [pb] Observed [pb]
Region1 1.54 1.63
Region2 0.15 0.13
Region3 0.020 0.026
Region4 0.0064 0.0055
Table 13.2.: 90% CL model-independent expected and observed upper limits on σ × A × 
[pb] in each of the 4 signal regions, using the combination of Z(→ νν)+jets predictions from
the four channels [1] (Total Bgd [All combined] in Table 12.5).
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13.2. Graviton production in the ADD Large Extra Dimensions
model
As described in Section 2.2.1 the mono-jet final state is of interest when considering direct
graviton production in the ADD large extra dimensions model. The graviton produced
recoils against a high pT jet and hence can be seen as an excess of events with respect
to backgrounds from SM processes. In the absence of a signal, as in the case presented,
the 95% CL upper limit on the visible cross section can be interpreted in terms of the
ADD extra dimensions model parameters. In order to exclude the ADD extra dimensions
model for certain values of the fundamental mass MD and the number of extra dimensions
n, the signal acceptance and signal systematic uncertainties must be considered.
13.2.1. Signal Acceptance
The signal acceptance is defined as the ratio of events passing the mono-jet selection cri-
teria at the reconstructed level to the total number of generated events. It is calculated
using the simulated signal samples for some benchmark points. The signal acceptance is
essentially the product of the previously defined detector acceptance and the reconstruc-
tion efficiency, A × . The signal acceptance reveals how sensitive the search and the
event selection is for the signal in study. The signal acceptance is listed in Table 13.3 for
different number of extra dimensions. For n=2 extra dimensions there are two separate
values listed for MD=3.5 and 4.5 TeV. There is expected to be a slight dependency of
the signal acceptance on MD, since in the generation of events the maximum mass of the
graviton has been set to MD, the scale of the theory, above which the calculations of the
effective field theory are not reliable. However, as observed from the computed values
in Table 13.3 for n=2 extra dimensions the difference between the acceptance value for
MD=3.5 and 4.5 TeV is negligible
2. By comparing the signal acceptance for a fixed MD
for different number of extra dimensions, it can be inferred that the signal acceptance
does depend significantly on the choice of the number of extra dimensions. Hence, in
choosing the phase space points, the values of n are varied keeping the values of MD
constant where possible.
(n, MD) Region1 Region2 Region3 Region4
(2, 3.5) 28.8 ± 0.2 8.4 ± 0.1 2.36 ± 0.06 0.67 ± 0.03
(2, 4.5) 28.8 ± 0.2 8.5 ± 0.1 2.42 ± 0.06 0.71 ± 0.03
(3, 2.5) 31.2 ± 0.2 10.9 ± 0.1 3.62 ± 0.08 1.11 ± 0.04
(4, 2.5) 32.1 ± 0.2 12.7 ± 0.1 4.56 ± 0.09 1.51 ± 0.05
(5, 2.5) 32.6 ± 0.2 13.4 ± 0.1 5.02 ± 0.09 1.79 ± 0.05
(6, 2.5) 32.5 ± 0.2 13.7 ± 0.1 5.44 ± 0.09 1.98 ± 0.05
Table 13.3.: ADD signal acceptance in %, for the four signal regions [2]. The errors shown are
statistical only.
The leading jet pT and E
miss
T spectra of the ADD simulated signal sample for n=2 to 6
extra dimensions is shown in Figure 13.1. A similar spectra from alpgen Z(→ νν)+jet(s)
2This will not be the case if one considers truncated samples for which the contribution of events with
sˆ > M2D is suppressed.
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sample has also been included as an illustration. The signal acceptance as a function of
the leading jet pT and E
miss
T both reveal that it would be futile to search for an ADD
signal in the low pT bins since in this region one would be overwhelmed by Z(→ νν)+jets
production. However, in the higher pT bins, the sensitivity for an ADD signal increases
and number of ADD events are comparable to Z(→ νν)+jets events.
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Figure 13.1.: Distributions of the leading jet pT (top) and E
miss
T (bottom) for various (n, MD)
phase space points, after applying the selection criteria of the first signal region, normalized to
an integrated luminosity of 4.7 fb−1. As an illustration the spectra from alpgen Z(→ νν)+jet(s)
simulated sample has also been included [2].
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13.2.2. Systematic Uncertainties
In order to compute the limits of a particular theory, signal systematic uncertainties must
be considered. The systematic uncertainties can be classified into two broad categories:
signal theoretical and experimental uncertainties. The signal theoretical uncertainties
arise due to choice of a particular parton distribution function (PDF), initial and final
state radiation (ISR/FSR) and renormalization and factorization scales. Experimental
systematic uncertainties on the other hand arise due to jet energy scale (JES) uncertainty
(this also affects EmissT ), uncertainty due to pile-up and uncertainties on the trigger ef-
ficiency and luminosity. Both theoretical and experimental uncertainties are considered
here and are estimated for different number of extra dimensions.
Parton Distribution Function The uncertainty introduced by the choice of using a
particular parton distribution function (PDF) is investigated here. The default PDF
tune for simulated signal samples is MRST LO**. However, the signal samples are
reweighed to CTEQ6.6 as described in Section 6.2. In CTEQ6.6 the PDF uncertainties
are represented by 22 sets of eigenvectors, which were determined in the PDF global
fit. Each eigenvector in turn has two components, the first is a 90% CL upper bound
variation for the PDF and the second is a 90% CL lower bound variation. This gives
a total of 44 error sets for CTEQ6.6. The final estimate is evaluated using the Hessian
method [117, 118] which takes the envelope of the deviations from the central value with
these uncertainties. It is defined as the maximum positive and negative errors on the
observable X given by,
∆X+ =
1
1.645
√√√√ 22∑
i=1
(max[(X+i −X0), (X−i −X0), 0])2 (13.11)
∆X− =
1
1.645
√√√√ 22∑
i=1
(max[(X0 −X+i ), (X0 −X−i ), 0])2 (13.12)
where X+i , X
−
i and X0 are the upper, lower and nominal values of the eigenvector
Xi. The factor 1.645 converts the 90% CL uncertainty to a 68% CL uncertainty. The
maximum value of the up and down variations is then computed3 for each signal region.
This alters the signal acceptance. Table 13.4 shows the up and down variations for
the signal acceptance in all signal regions obtained using this method. Compiled in
Table 13.5 is the effect the up/down variation has on the product of the signal cross
section, acceptance and efficiency, σ × A × . The final uncertainty considered as the
PDF uncertainty is the maximum value from Table 13.5 for each value of n and is the
same for all signal regions.
Renormalisation and factorization scales The momentum scale of the process, Q2,
is fixed at 1
2
m2kk + p
2
T , (where mKK is the mass of the graviton mode and pT is the
transverse momentum of the recoiling parton) for a given simulated signal sample in the
3ATLAS internal: The PDF re-weighting tool is used to get the signal yields corresponding to the
CTEQ6.6 PDF set and its error eigenvectors. The weighting is done via mstp(51) = 10550-10594
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(n, MD) Region1 Region2 Region3 Region4
(2, 3.5) 0.47 1.52 2.67 3.88
(3, 2.5) 1.29 0.79 1.50 2.58
(4, 2.5) 2.65 1.73 1.33 1.75
(5, 2.5) 4.17 3.22 2.26 1.82
(6, 2.5) 5.42 4.58 3.54 2.75
Table 13.4.: Relative PDF uncertainty on the ADD signal acceptance expressed in % for the
four signal regions [2].
(n, MD) up variation down variation
(2, 3.5) 4.00 3.55
(3, 2.5) 6.71 5.51
(4, 2.5) 9.30 7.26
(5, 2.5) 11.43 8.61
(6, 2.5) 13.17 9.64
Table 13.5.: Relative asymmetric PDF uncertainties on the product of the ADD signal cross
section, acceptance, efficiency (σ ×A× ) expressed in % [2].
exograviton i generator. However, the momentum scale of the process is generally
a free choice since it is unknown. Since Q2 is used in cross-section calculations 4 and
PDF sets, its value must be varied and accounted for as a systematic uncertainty. To
investigate the relative uncertainty due to the choice of this scale, the value of Q2 is
changed to half and two times this value, and the resulting signal yield is compared to
the central value at truth level. The signal yield is normalized taking into account the
new cross-sections (corresponding to the choice of Q2) and hence the signal acceptance.
The maximum deviation obtained in each case is considered as the final uncertainty.
Table 13.6 lists the corresponding relative uncertainties on the signal yield.
(n, MD) Region1 Region2 Region3 Region4
Up Down Up Down Up Down Up Down
(2, 3.5) 19.06 23.67 15.66 29.65 18.44 30.28 22.51 40.15
(3, 2.5) 19.03 25.25 20.44 25.18 31.36 11.07 31.22 18.18
(4, 2.5) 20.59 25.74 22.50 25.85 23.89 24.08 23.74 68.09
(5, 2.5) 20.44 25.88 19.72 30.23 17.91 36.25 35.52 47.26
(6, 2.5) 20.44 25.13 20.53 26.96 18.90 33.77 8.11 48.97
Table 13.6.: Relative scale uncertainty (in %) on the ADD signal yield in each signal region,
when changing the scale Q2 up (two times) and down (half) respectively [2].
Initial and final state radiation Initial and final state radiation (ISR/FSR) can affect
the signal acceptance due to the event veto in the presence of a third jet. In order
to investigate this effect of QCD, simulated samples with more or less ISR/FSR have
4At leading order in enters the cross-section calculation only via the running strong coupling constant
αS
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been generated and used at Monte Carlo truth level based on the prescription in [119].
Simulation parameter of pythia are varied to produce new simulated samples with more
or less ISR/FSR5. The signal region selection criteria is then applied to the new samples.
The deviation from the nominal signal yield is considered as the uncertainty. Tables 13.7
and 13.8 lists the relative uncertainties on the signal yield due to less and more ISR/FSR,
respectively. The maximum deviation in each case is considered as the final uncertainty
due to ISR/FSR.
(n, MD) Region1 Region2 Region3 Region4
(2, 3.5) 5.99 2.73 6.70 8.68
(3, 2.5) 7.62 7.89 7.11 11.70
(4, 2.5) 6.87 3.30 2.76 6.00
(5, 2.5) 5.38 4.81 6.19 7.74
(6, 2.5) 4.84 3.20 2.84 6.40
Table 13.7.: Relative systematic uncertainty due to less ISR/FSR on the ADD signal yield
expressed in % [2].
(n, MD) Region1 Region2 Region3 Region4
(2, 3.5) 2.95 1.21 3.09 6.52
(3, 2.5) 4.07 0.87 1.09 7.68
(4, 2.5) 3.09 2.97 0.54 3.72
(5, 2.5) 2.52 5.31 4.12 13.78
(6, 2.5) 3.18 3.13 0.44 9.61
Table 13.8.: Relative systematic uncertainty due to more ISR/FSR on the ADD signal yield
expressed in % [2].
Jet energy scale (JES) and EmissT In order to estimate the uncertainty due to JES
and EmissT , the pT of all jets (above 15 GeV in pT) is varied up/down in the event and
the vector sum of this variation is propagated to the EmissT calculation using the same
method as described in Section 9.2.4. This results in an altered value and direction for
the EmissT . Once this jet pT and E
miss
T is varied, the events are allowed to pass through
the mono-jet signal selection criteria. This yields a different number of signal events for
both the up and down variation for every signal sample. The difference of this yield with
respect to the nominal signal yield is considered as the uncertainty. Where asymmetric
errors are obtained for the up/down variation, the maximum deviation is considered as
the uncertainty. Table 13.9 lists the resulting relative systematic uncertainties on the
ADD signal yield due to JES and EmissT .
PileUp Multiple interactions per bunch crossing or PileUp can introduce another source
of uncertainty if not accounted for properly. A dedicated tool is provided in ATLAS
whereby simulated samples are re-weighted to match the average number on interactions
5ATLAS internal: The values of parp64, parp67 (for ISR) and parp72, parj82 (for FSR) are varied
in pythia
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(n, MD) Region1 Region2 Region3 Region4
(2, 3.5) 4.13 7.42 9.83 12.30
(3, 2.5) 3.11 5.92 8.02 9.43
(4, 2.5) 2.39 4.63 7.68 8.68
(5, 2.5) 4.88 4.49 6.92 10.43
(6, 2.5) 6.65 3.96 5.60 9.45
Table 13.9.: Relative uncertainty in %, due to JES and EmissT on the ADD signal yield [2].
per bunch crossing distribution in data. This re-weighting factor is computed per lu-
minosity block but the re-weighting factor is applied to simulation on an event-to-event
basis. This results in a 0.15% uncertainty on signal yield and a 0.12% uncertainty on
signal acceptance. The fact that this uncertainty is so minuscule shows that PileUp is
in fact simulated quite well in the standard simulation without re-weighting. Hence this
uncertainty is neglected.
Trigger efficiency A comparison of the trigger efficiency in data and simulated samples
reveals a discrepancy of 0.66% (c.f. Section 8).This is taken as the trigger efficiency
systematic uncertainty.
Luminosity The total uncertainty on the luminosity estimate as provided by the ATLAS
luminosity group is 3.9% [120].
The signal systematic and statistical uncertainties is compiled together in Tables 13.10,
13.11, 13.12 and 13.13 for signal regions 1, 2, 3 and 4 respectively. The individual sys-
tematic uncertainties due to a source are added in quadrature to give the total systematic
uncertainty. In all signal regions, the dominant systematic uncertainty comes from the
choice of renormalization and factorization scale Q2.
n PDF ISR/FSR Scale JES/EmissT Luminosity Trigger Total (.syst) MC statistics
2 4.00 5.99 23.67 4.13 3.9 0.66 25.39 0.79
3 6.71 7.62 25.25 3.11 3.9 0.66 27.68 0.73
4 9.30 6.87 25.74 2.39 3.9 0.66 28.59 0.72
5 11.43 5.38 25.88 4.88 3.9 0.66 29.48 0.71
6 13.17 4.84 25.13 6.65 3.9 0.66 29.80 0.72
Table 13.10.: Relative systematic uncertainties from each source, along with the total relative
systematic and statistical uncertainties, (in %), on the ADD signal yield (σ ∗A ∗ ) in the first
signal region [2].
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n PDF ISR/FSR Scale JES/EmissT Luminosity Trigger Total (.syst) MC statistics
2 4.00 2.73 29.65 7.42 3.9 0.66 31.20 1.47
3 6.71 7.89 25.18 5.92 3.9 0.66 28.14 1.25
4 9.30 3.30 25.85 4.63 3.9 0.66 28.33 1.18
5 11.43 5.31 30.23 4.49 3.9 0.66 33.29 1.15
6 13.17 3.20 26.96 3.96 3.9 0.66 30.69 1.13
Table 13.11.: Relative systematic uncertainties from each source, along with the total relative
systematic and statistical uncertainties, (in %), on the ADD signal yield (σ∗A∗) in the second
signal region [2].
n PDF ISR/FSR Scale JES/EmissT Luminosity Trigger Total (.syst) MC statistics
2 4.00 6.70 30.28 9.83 3.9 0.66 33.02 2.82
3 6.71 7.11 31.36 8.02 3.9 0.66 34.04 2.20
4 9.30 2.76 24.08 7.68 3.9 0.66 27.36 2.03
5 11.43 6.19 36.25 6.92 3.9 0.66 39.33 1.93
6 13.17 2.84 33.77 5.60 3.9 0.66 36.40 1.85
Table 13.12.: Relative systematic uncertainties from each source, along with the total relative
systematic and statistical uncertainties, (in %), on the ADD signal yield (σ ∗A∗ ) in the third
signal region [2].
n PDF ISR/FSR Scale JES/EmissT Luminosity Trigger Total (.syst) MC statistics
2 4.00 8.68 30.28 12.30 3.9 0.66 34.28 5.24
3 6.71 11.70 31.36 9.43 3.9 0.66 35.64 4.01
4 9.30 6.00 24.08 8.68 3.9 0.66 28.17 3.56
5 11.43 13.78 36.25 10.43 3.9 0.66 41.94 3.27
6 13.17 9.61 33.77 9.45 3.9 0.66 38.87 3.13
Table 13.13.: Relative systematic uncertainties from each source, along with the total relative
systematic and statistical uncertainties, (in %), on the ADD signal yield (σ∗A∗) in the fourth
signal region [2].
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13.2.3. Limits on MD - The scale of the ADD theory
In order to compute the observed and expected lower limits on the modified Planck mass
in 4 + n dimensions or fundamental mass MD, correlations of the JES/E
miss
T systematic
uncertainty between signal and background, luminosity uncertainty, uncertainty on the
trigger efficiency and the Monte Carlo simulation statistical uncertainties on the signal
yield are considered. This yields an upper limit on σ × A ×  which is translated into
lower limits on MD. For each value of the number of extra dimensions, a central value
for the observed limit on MD is calculated ignoring the signal theoretical uncertainties
(PDF, ISR/FSR, Scale Q) which are considered separately.
The visible cross-section = σ × A ×  as a function of MD, as determined by the
ADD generator is shown in Figure 13.2 for SR2 and SR4. The final limits are set using
SR4 and results from SR2 are only shown here for comparison. The choice for selecting
SR4 results for the limits is justified by the fact that the expected limits are the best
for this region. The expected and observed limits at 95% CL are shown using black
and red dashed horizontal lines respectively. They include all sources of experimental
uncertainties. The colored bands around the cross-section curves show the theoretical
systematic uncertainty. The point where the curve crosses the observed limit determines
the actual observed lower limit on MD. For a smaller number of extra dimensions, n, a
larger value of MD is excluded.
Next-to-leading order (NLO) QCD corrections can be considered in the cross-section
calculation for the ADD signal samples as detailed in [121, 122]. The K-factors (defined
as σNLO/σLO) for n=2, 3, 4, 5 and 6 extra dimensions are 1.20, 1.20, 1.17, 1.13 and
1.09 and have been derived using the selection criteria of SR4 by the authors of [121].
These K-factors are applied to the leading order (LO) cross-section of the ADD signal
sample in order to get to the NLO cross-section. Correcting the ADD sample for NLO
corrections and recalculating the limits results in a different of limits. Since the cross-
section of graviton production increases when the NLO QCD corrections are taken into
account, the absence of a signal results in a higher value of MD being excluded. Table
13.14 and 13.15 lists the limits on MD for LO and NLO calculations of the cross-section
obtained for each signal region respectively. The observed limits from SR4 are considered
as the final limits on MD since SR4 gives the best expected limits. At LO for n=2 extra
dimensions the ADD theory is excluded for a value of MD=4.17 TeV while for n=6
extra dimensions the theory can be excluded for MD=2.51 TeV. Figure 13.3 shows the
95% limits on MD in TeV for different number of extra dimensions for LO and NLO
computations of the cross-section. The red solid line represents the observed limit with a
±1σ band for the theoretical uncertainty. The black dashed line represents the expected
limit with a ±1σ band for the statistical and experimental systematic uncertainty. The
95% CL observed limits from the previous ATLAS measurement using 2010 data [32] is
shown for comparison. The current data set and analysis helps improve upon the previous
limits on MD by a factor of 1.5 to 2 depending on the number of extra dimensions. Figure
13.4 shows the LO and NLO limits on MD as compared to the CMS experiment [123].
The CMS experiment used a similar quantity of data, in terms of integrated luminosity,
and the results obtained reveal similar exclusion limits to the ATLAS case.
Assuming that the extra dimensions are compactified on a torus, Equation 2.7 can be
written as:
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Signal Region 1 Signal Region 2 Signal Region 3 Signal Region 4
n Exp [TeV] Obs [TeV] Exp [TeV] Obs [TeV] Exp [TeV] Obs [TeV] Exp [TeV] Obs [TeV]
2 2.65 2.62 3.46 3.55 4.14 3.90 4.02 4.17
3 2.12 2.09 2.72 2.78 3.25 3.10 3.22 3.32
4 1.88 1.86 2.38 2.42 2.81 2.70 2.82 2.89
5 1.75 1.74 2.19 2.23 2.56 2.47 2.60 2.66
6 1.66 1.65 2.06 2.09 2.41 2.33 2.45 2.51
Table 13.14.: 95% CL LO expected and observed lower limits on MD [TeV] for each number
of extra dimensions, and in each signal region, using the combination of Z(→ νν) predictions
from the four channels: W(→ µν), Z(→ µµ), W(→ eν) and Z(→ ee) [2].
Signal Region 1 Signal Region 2 Signal Region 3 Signal Region 4
n Exp [TeV] Obs [TeV] Exp [TeV] Obs [TeV] Exp [TeV] Obs [TeV] Exp [TeV] Obs [TeV]
2 2.80 2.76 3.65 3.74 4.41 4.16 4.21 4.37
3 2.14 2.12 2.80 2.85 3.37 3.22 3.35 3.45
4 1.85 1.84 2.40 2.45 2.87 2.75 2.90 2.97
5 1.68 1.66 2.18 2.22 2.58 2.49 2.65 2.71
6 1.55 1.54 2.03 2.06 2.42 2.34 2.48 2.53
Table 13.15.: 95% CL NLO expected and observed lower limits on MD [TeV] for each number
of extra dimensions, and in each signal region, using the NLO QCD corrections. The result of
the combination of Z(→ νν) predictions from the four channels W(→ µν), Z(→ µµ), W(→ eν)
and Z(→ ee) has been used [2].
M2Pl = 8piM
n+2
D R
n (13.13)
where rearranging for R gives,
R =
1
MD
(
MP√
8piMD
)
2/n
(13.14)
where MP represents the Planck mass and R the size of the extra dimension. The
95% CL limit on MD can hence be translated to an upper limit on the size of the extra
dimension using Equation 13.14. Since the ADD theory is an effective low energy theory
valid upto MD, the cross-section for graviton production gets truncated when the parton
centre-of-mass energy sˆ > M2D. In order to study this effect truncated samples of the ADD
signal are generated. The effect of restricting this simulated phase space is studied and
the limits are recalculated both at LO and NLO. Table 13.16 summarizes the limits at LO
and NLO for the size of the extra dimension. The last column in the table lists the cross-
section truncation at LO and NLO due to restricting the phase space. The difference
between the truncated and non-truncated samples increases with an increment in the
number of extra dimensions. This happens since the signal acceptance increases with the
number of dimension as seen in Table 13.3. The consequence of a higher acceptance is that
there are more events in the high-sˆ part of the phase space resulting in a larger difference
between the truncated and non-truncated cases. As seen from the table, the effect for
n=2 extra dimensions is negligible while the effect for n=6 extra dimensions is as high
as almost 50%. This difference demonstrates that the high energy and luminosity used
in this search allow to probe kinematic regions where the effective field-theory approach
is no longer valid.
134
13.2. Graviton production in the ADD Large Extra Dimensions model
n MD [ TeV ] R [ pm ] Cross section truncation
LO NLO LO NLO LO NLO
2 4.17 4.37 2.8× 107 2.5× 107 0.02% 0.01%
3 3.32 3.45 4.8× 102 4.5× 102 1.9% 1.3%
4 2.89 2.97 2.0 1.9 11.8% 9.9%
5 2.66 2.71 7.1× 10−2 7.0× 10−2 29.5% 27.2%
6 2.51 2.53 0.8× 10−2 0.8× 10−2 49.1% 47.9%
Table 13.16.: 95% CL lower (upper) limits on MD (R) for n=2–6 extra dimensions, using
results from signal region 4. All values correspond to the nominal observed limits excluding
theoretical uncertainties. The last two columns show the relative difference between the full
cross sections and those of the truncated phase space (sˆ < M2D). The ADD cross sections are
calculated at both LO and NLO, and the limits are derived from the full, not the truncated,
phase space [1].
135
13. Interpretations
 [TeV]DM
2000 2500 3000 3500 4000 4500 5000
 
[pb
]
∈
 
×
 
A 
×
 
σ
-110
1
Observed limit
)expσ 1 ±Expected limit (
n = 2
n = 3
n = 4
n = 5
n = 6
Internal ATLAS
-1
 L = 4.7 fb∫ = 7 TeV, s
 [GeV]DM
2000 2500 3000 3500 4000 4500 5000
 
[pb
]
∈
 
×
 
A 
×
 
σ
-210
-110
95%CL Observed limit
)expσ 1 ±95%CL Expected limit ( 
n = 2, LO
n = 4, LO
n = 6, LO
ATLAS
-1
 L = 4.7 fb∫ = 7 TeV, s
Figure 13.2.: Visible cross sections in SR2 (top) [2] and SR4 (bottom) [1] as a function of MD
as obtained using the LO ADD theory for n=2, 3, 4, 5 and 6 and n=2, 4 and 6 extra dimensions
respectively. The horizontal dashed lines represent the expected and observed cross-section
limits at 95% CL, and include experimental systematic uncertainties fully correlated between
signal and background, MC statistical uncertainties and uncertainties on the luminosity and
trigger efficiency. Theoretical uncertainties such as PDF, ISR/FSR and scale are represented
by the colored bands.
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Figure 13.3.: 95% CL lower limits on MD for different number of extra dimensions based on
signal region 4 for LO (top) and NLO (bottom) calculations of the cross-section [1]. The
solid and dashed lines represent the observed and expected limits respectively and include all
but the theoretical uncertainties. The influence of ±1σ theoretical uncertainties is shown by
the red dashed line on the observed limit. The grey ±1σ band around the expected limit is
the variation expected from statistical fluctuations and experimental systematic uncertainties
on SM and the ADD signal.
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Figure 13.4.: 95% CL observed lower limits on MD for different number of extra dimensions
based on signal region 4 as compared to the results of the CMS experiment for LO (top) and
NLO (bottom) calculations of the cross-section [1].
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13.3. WIMPs pair production
As described in Section 2.2.2, a mono-jet final state may be interpreted as a pair of Weakly
Interacting Massive Particle (WIMPs) that is boosted by an initial state radiation jet to
yield EmissT [43, 124]. A short summary of the interpretation of the results of the search
for the WIMPs pair production scenario is presented in this section. A more detailed
description is available in [1, 2].
Signal systematic uncertainties comprising uncertainties due to ISR/FSR, choice of
renormalization and factorization scales, choice of PDF, jet energy scale and EmissT and
uncertainties due to luminosity and trigger efficiency are considered for the limit compu-
tation. The methods to estimate the systematic uncertainties follow a similar prescription
as in the ADD extra-dimensions model interpretation case and are summarized in Table
13.17. The dominant systematic uncertainty is the choice of scale Q which encompasses
renormalization and factorization scales. The ISR/FSR uncertainties are made up of the
uncertainty on αs and the matching scale. Uncertainties due to JES-E
miss
T and the choice
of PDF are computed operator-wise since a dependency is observable. While the PDF
uncertainty shows no dependence on signal regions, the JES-EmissT uncertainty increases
from SR1-SR4.
Uncertainty Operator SR1 SR2 SR3 SR4
D1 6.4 8.8 13.7 18.8
JES / JER / EmissT D5 5.2 7.9 10.3 17.2
D9 3.3 5.1 6.5 12.2
D11 0.8 2.3 5.6 10.0
αs All 4.4 5.2 6.3 6.3
Matching scale All 2.8 2.8 2.8 5.1
Event scale Q All 31.5 31.5 31.5 31.5
D1 17.6 17.6 17.6 17.6
PDF D5 4.9 4.9 4.9 4.9
D9 3.6 3.6 3.6 3.6
D11 16.4 16.4 16.4 16.4
Luminosity All 3.9 3.9 3.9 3.9
Trigger All 0.66 0.66 0.66 0.66
Table 13.17.: Various sources of systematic uncertainties and their contribution for the WIMPs
signal sample expressed in % [2].
The limits on M? are set using the 90% CL model independent limits mentioned in
section 13.1. In the case of the WIMPs interpretation it is desirable to compute the
limits at 90% CL since it allows a direct comparison with other measurements including
those from astrophysical experiments. Figure 13.5 shows the 90% CL lower limit for
the suppression scale M? as a function of the WIMP mass mχ for two out of the five
operators discussed in Section 2.2.2. The limits for the other operators can be found
in [1]. The signal region which gives the best expected limit is utilized for setting the
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observed limit for each operator. Hence, in the case of the vector operator D5 the limits
are obtained from SR3 while for the scalar operator D11 they are obtained from SR4.
In Figure 13.5 the expected and observed limits are drawn in dashed black and red solid
lines respectively. Values of M? for a given mass of WIMP mχ below the limit line
are excluded. In the case of the vector operator D5 values of M? between 687 GeV and
173 GeV are excluded for a WIMP mass χ between 1 GeV and 1300 GeV. Similarly, for the
scalar operator D11, suppression scale values between 375 GeV and 128 GeV are excluded
for a WIMP mass between 1 GeV and 1300 GeV. The green line in Figure 13.5 represents
the thermal relic lines taken from [43] and correspond to a coupling, set by M?, of WIMPs
to quarks or gluons such that WIMPs have the appropriate relic abundance as measured
by the WMAP satellite [17, 1]. The light gray shaded area at the bottom right of the
plots in Figure 13.5 demarcates a region where the effective field theory approach breaks
down [43].
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Figure 13.5.: 90% CL lower limits on the suppression scale M? as a function of the WIMP
mass mχ [1]. The region below the limit lines are excluded. The dashed black line represents
the expected limit while the red solid line the observed limit. Both limits are obtained by
considering all but the theoretical uncertainties. The grey ±1σ band around the expected
limit shows the variation expected due to statistical fluctuations and experimental systematic
uncertainties on SM and signal processes. The effect of theoretical systematic uncertainties is
shown by a red dotted ±1σ band around the observed limit. The values of M? at which WIMPs
of a given mass would result in the required thermal relic abundance is shown by the green line
[43]. The assumption is that annihilation in the early universe proceeded exclusively via the
given operator. The grey shaded region in the bottom right of both plots indicate where the
effective theory approach breaks down [43]. The limits for the operator D5 (left) are obtained
from the results of SR3 while the results of SR4 are utilized for the limit for the operator D11
(right).
The lower limits on M? can be converted into upper limits on WIMP-nucleon scattering
cross-section which are measured by direct dark matter detection experiments. The
interaction can be spin-independent or spin-dependent. The translation of the M? versus
mχ limits into limits on WIMP-nucleon scattering cross-sections is done by utilizing
Equations (3) - (6) from [43]. Figure 13.6 shows the result of this translation. The
ATLAS limits for operators D1, D5 and D11 for the spin-independent case (left) and
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for operators D8 and D9 for the spin-dependent case (right) are drawn in thick solid
lines. For the spin-independent case the ATLAS limits are of particular interest in the
small mχ range ( < 10 GeV) where lower cross-sections in comparison to the direct dark
matter detection experiments are excluded. However, for the spin-dependent case the
atlas limits are relevant over the whole mχ range where the excluded cross-sections are
considerably smaller than the direct measurements.
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Figure 13.6.: 90% CL inferred limits on the spin-independent (left) and spin-dependent
(right) WIMP-nucleon scattering cross-section as a function of the WIMP mass χ [1]. In
both cases, the thick solid lines are the observed limits and do not include the theoretical un-
certainties. The observed limit obtained from the −1σtheory line in Figure 13.5 is shown by the
thin dotted lines and are a more conservative limit since it includes theoretical uncertainties.
The limits shown for atlas are for the four light flavor quarks assuming that the coupling
strength between WIMPS and all quarks are equal. For the spin independent (dependent)
cases a comparison to other experiments such as XENON100 [44], CDMSII [125], CoGeNT
[126], CDF [45] and CMS [123] (SIMPLE [127], Picasso [128], CDF [45] and CMS [123]) are
also shown.
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14. Conclusion
“Adopt the pace of nature: her secret
is patience.”
Ralph Emerson
The advent of the LHC has made an unexplored kinematic regime accessible for par-
ticle physicists. The validity of several extensions to the SM can be put to test. In
the work presented a model independent search for new phenomena is undertaken in a
mono-jet plus missing transverse energy final state. A mono-jet final state is an extremely
interesting final state to search for evidence of beyond SM theories such as large extra
dimensions and a dark matter particle candidate. In the case of the ADD large extra
dimensions model, the graviton, when produced does not interact with matter. When
produced in association with a jet, it results in a missing transverse energy (EmissT ) sig-
nature. In the case of dark matter, the particle candidate, WIMPs, are expected to be
produced in pairs and interact only weakly with matter. When boosted by an ISR jet,
the WIMP pairs may be observable due their EmissT signature. In both cases, an excess
of events with respect to predictions from SM processes would result in a signal.
The data set analyzed corresponds to an integrated luminosity of 4.7 fb−1of proton-
proton collisions at
√
s = 7 TeV recorded by the ATLAS detector in the year 2011.
Since the observable contains EmissT in the final state, the lowest threshold E
miss
T trigger
is deployed to trigger interesting events. Based on the efficiency of the EmissT trigger,
four inclusive signal regions are defined. Events where identified electrons and muons
are found are rejected and do not contribute to the signal region. The signal region is
then categorized into four kinematic regions depending upon the jet pT/E
miss
T thresholds
passed by the events.
With the signal region selection defined, the largest backgrounds to the signal re-
gion come from W/Z+jets events. The invisible decay of the Z-boson to a neutrino-
antineutrino pair produced in association with a high pT jet is the single largest con-
tributor and is also an irreducible background since it mimics the signal event topology.
The second largest contribution comes from W(→ `ν)+jets events where the lepton from
the W-boson decay is not reconstructed or is out of acceptance of the detector. Another
contribution comes from Z(→ ``)+jets events. All these backgrounds are determined
using a data-driven approach. In order to estimate the backgrounds, four control regions
are defined and characterized by the presence of identified leptons. The four control re-
gions are dominated by Z(→ µµ)+jets, W(→ µν)+jets, Z(→ ee)+jets and W(→ eν)+jets
events. The control regions are selected using dedicated criteria such that they are or-
thogonal to one another and to the signal region. Using correction factors such as the
lepton acceptance, lepton reconstruction efficiency, fraction of electroweak backgrounds
and branching ratio the control region processes are mapped to a signal region process.
Validation checks are performed to authenticate the method. Contributions from QCD
multi-jet and non-collision backgrounds are also estimated using a data-driven method.
14. Conclusion
Processes such as di-boson and top single/pair production have only a minuscule contri-
bution and are determined using simulated samples. The uncertainties in the background
estimation are dominated by the systematics originating from choice of simulated sample,
jet modeling, lepton energy scale and resolution and scale factors for the lepton recon-
struction efficiency. The contribution of Z(→ νν)+jets to the signal region is derived by
combing the predictions from all four exclusive control regions.
A total of 124703 events are selected in data for the lowest kinematic signal region
where the predictions from SM backgrounds is 123996±44411. For the highest kinematic
signal region 77 events are selected in data and the prediction from SM backgrounds is
83± 14. Since no excess of events is seen with respect to SM processes, an upper limit is
obtained on the visible cross section using the frequentist CLs method. New phenomena
with a cross section above 6.9 fb (5.5 fb) can be excluded at 95% (90%) CL based on
the results of the highest kinematic signal region. The upper limits on the cross sections
are then interpreted as limits on the parameters of the ADD model and dark matter
candidates.
In the case of the ADD large extra dimensions model, 95% CL upper limits on the
visible cross section are utilized to set lower limits on the 4 + n dimensional Planck
scale MD of 4.17 (2.51) TeV for n=2 (6) extra dimensions at LO cross sections of the
theory. This translates to a upper limit on the size of the extra dimension R of 2.8×10−5
(0.8× 10−14) m for n=2 (6) extra dimensions. When NLO cross sections are considered,
the limit on MD changes to 4.37 (2.53) TeV for n=2 (6) extra dimensions. For the WIMPs
pair production scenario, an effective field theory approach is used to set lower limits on
the suppression scale M∗ as a function of the WIMP mass mχ. These limits are then
converted to upper limits on the WIMP-nucleon scattering and WIMP annihilation cross
sections.
With more than 22 fb−1 in integrated luminosity of proton-proton data at
√
s = 8 TeV
now available, the search for new phenomena is more interesting than ever. With the
LHC re-starting operation in 2015 close to its design centre-of-mass energy, even a higher
kinematic regime will become accessible. If nature has tucked away her secrets in the
TeV region, it is only a matter of time that physicists will unveil a pandora’s box of new
particles. Lets hope that new physics is just around the corner.
1The data statistical, simulation statistical and systematic uncertainties have been added in quadrature
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Appendix
A. Simulated Samples
Sample ID Name Generator Cross Section [pb] k–factor Ngen
105200 T1 MC@NLO 90.6 14983835
105204 TTbar FullHad MC@NLO 76.2 1198875
105500 Wt Acer MC 15.74 994897
117360 st tchan enu Acer MC 6.97 999295
117361 st tchan munu Acer MC 6.97 999948
117362 st tchan taunu Acer MC 6.97 998995
117363 st schan enu Acer MC 0.5 199899
117364 st schan munu Acer MC 0.5 199850
117365 st schan taunu Acer MC 0.5 200000
108346 st Wt MC@NLO 14.37 899694
108340 st tchan enu MC@NLO 6.83 299998
108341 st tchan munu MC@NLO 6.82 299999
108342 st tchan taunu MC@NLO 6.81 299999
108343 st schan enu MC@NLO 0.46 299948
108344 st schan munu MC@NLO 0.46 299998
108345 st schan taunu MC@NLO 0.46 299899
Table A.1.: Top Monte Carlo samples used in the mono-jet analyses including cross section
times branching ratio, the k–factors and the number of generated events of the sample. The
k–factors are the NNLO/LO scaling factors used to scale the overall cross-section to the total
NNLO inclusive cross section. AcerMC and MC@NLO simulations of single top processes
provided similar results for this analysis.
A. Simulated Samples
Sample ID Name Cross Section [pb] Ngen
125950 Ztoee2JetsEW2JetsQCD15GeVM40 0.447 199999
125951 Ztomm2JetsEW2JetsQCD15GeVM40 0.446 181200
125952 Ztott2JetsEW2JetsQCD15GeVM40 0.444 199899
125956 Ztoee2JetsEW2JetsQCD15GeVM7to40 0.477 100000
125957 Ztomm2JetsEW2JetsQCD15GeVM7to40 0.477 100000
125958 Ztott2JetsEW2JetsQCD15GeVM7to40 0.469 99900
128810 WWlnulnu 2.983 1999697
128811 WZlllnu 0.362 299950
128812 WZlllnuLowMass 1.021 299949
128813 ZZllll 0.267 100000
128814 ZZllnn 0.238 349900
143062 WZlnnn 0.719 100000
143063 WZqqnn 1.425 99900
143064 Wtolnu2JetsEW1JetQCD 24.54 99900
143065 Ztonunu2JetsEW1JetQCD 1.337 99999
Table A.2.: Diboson processes Monte Carlo samples used in the mono-jet analyses including
cross section times branching ratio and the number of generated events of the sample.
Sample ID Name Cross Section [pb] Ngen
105009 J0 jetjet 9860·106 999997
105010 J1 jetjet 678·106 999993
105011 J2 jetjet 41.0·106 999999
105012 J3 jetjet 2.19·106 999992
105013 J4 jetjet 87.7·103 989992
105014 J5 jetjet 2350 999987
105015 J6 jetjet 33.6 999974
105016 J7 jetjet 0.137 998955
105017 J8 jetjet 6.2·10−6 998948
Table A.3.: QCD processes Monte Carlo samples used in the mono-jet analyses including cross
section times branching ratio and the number of generated events of the sample.
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Sample ID Operator WIMP mass Lead-parton cut ( GeV ) Cross-section ( fb )
144960 D1 10 80 5.16e-06
144964 D1 50 80 4.21e-06
144968 D1 100 80 2.80e-06
144972 D1 200 80 1.11e-06
144961 D5 10 80 380.64
144965 D5 50 80 373.56
144969 D5 100 80 338.13
144973 D5 200 80 254.25
144976 D1 10 300 1.19e-07
144978 D1 50 300 1.07e-07
144980 D1 100 300 8.79e-08
144982 D1 200 300 4.64e-08
144977 D5 10 300 23.12
144979 D5 50 300 22.78
144981 D5 100 300 22.18
144983 D5 200 300 18.87
144962 D9 10 80 90.00
144966 D9 50 80 68.63
144970 D9 100 80 64.69
144974 D9 200 80 41.29
144963 D11 10 80 246.54
144967 D11 50 80 233.99
144971 D11 100 80 189.21
144975 D11 200 80 134.39
Table A.4.: WIMP signal samples used to produce limits.
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B. Auxillary material - muon control region
B.1. Z(→ µµ)+jets control region
Figure B.1 shows the acceptance in CR1 as a function of the calorimeter based EmissT
which in this case implies the Z-boson pT.
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Figure B.1.: Muon acceptance in the first control region computed using the muon truth
information from Z(→ µµ)+jets alpgen simulated samples.
B.2. W(→ µν)+jets control region
Figures B.2 and C.1 show the muon acceptance and W in the first control region, re-
spectively.
Visible in Figure B.4 is the muon acceptance in W(→ µν) events for muons fulfilling
the quality required for the muon veto.
B.3. Systematic uncertainties
B.3.1. Jet energy scale and EmissT uncertainty
B.3. Systematic uncertainties
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Figure B.2.: Muon acceptance in W(→ µν)+jets events as function of reconstructed EmissT , in
CR1. The acceptance is obtained from the combination of the standard and the high statistics
W(→ µν)+jets alpgen samples.
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Figure B.3.: Efficiency W in W(→ µν)+jets CR1 as a function of the calorimeter based
reconstructed EmissT . W is the efficiency of the control region selection on mT and p
miss
T . A
combination of the standard and the high statistics W(→ µν)+jets alpgen samples have been
used.
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B. Auxillary material - muon control region
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Figure B.4.: Muon acceptance for veto muons in W(→ µν)+jets events as function of recon-
structed EmissT , in W(→ µν)+jets CR1. The acceptance is computed using the generator level
truth information of the muon from the standard and high statistics alpgen samples.
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Figure B.5.: Effect of varying the jet energy scale uncertainty by +1σ (up) and −1σ (down)
on the correction factor W compared to the default (central) value as a function of the highest
pT jet in the event.
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B.3. Systematic uncertainties
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Figure B.6.: Effect of varying the jet energy scale uncertainty by +1σ (up) and −1σ (down)
on the muon acceptance for the Z(→ µµ)+jets case compared to the default (central) value as
a function of the highest pT jet in the event.
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C. Event Display
Figure C.1.: ATLAS event display of a typical signal region mono-jet event recorded in the
year 2011.
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