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SOMMAIRE
Notre projet est conduit en collaboration avec une équipe de physique des plasmas. Nous avons
pour but d’étudier et caractériser le dopage par l’azote du graphène par un traitement plasma dans
la post-décharge lointaine, à l’aide de calculs effectués grâce à la théorie de la fonctionnelle de la
densité. Nous commençons par présenter le contexte actuel de la recherche en dopage du graphène
ainsi que les motivations pour le projet. Nous présentons aussi certaines considérations théoriques
à la base des calculs reliés au projet. Dans le second chapitre, nous étudions les principales struc-
tures de dopage et présentons les résultats d’énergie de formation obtenus. Le troisième chapitre
se penche sur les azotes adsorbés à la surface des feuilles de graphène. Nous avons calculé les bar-
rières d’activation pour la migration et l’incorporation de ces atomes et constaté que l’incorporation
dans une lacune simple devait pouvoir se faire facilement. Nous étudions également l’interaction
entre deux défauts, dans le cas d’un azote adsorbé et d’une lacune ainsi que pour deux azotes ad-
sorbés. Il semble déjà assez clair qu’une lacune attire l’azote adsorbé. Quant à la relation entre
les deux azotes, il nous faudra plus de travail avant de conclure, mais nous avons déjà quelques
pistes de réponse. Au quatrième chapitre, nous présentons l’impact de l’inclusion du point K de
la première zone de Brillouin dans les calculs ab initio. Nous remarquons qu’il abaisse l’énergie
des structures dopées et que cet abaissement peut être surestimé si la discrétisation de l’espace
des impulsions est trop espacée. Le dernier chapitre présente brièvement les possibles prochaines
étapes pour la continuation du projet.
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SUMMARY
Our project is conduced in collaboration with a plasma physics group. Our goal is to study and
caracterize a new nitrogen doping process involving the late afterglow regime of a nitrogen plasma,
by using calculations based on the density functional theory. We begin this text with a presentation
of the current context in graphene doping and some motivations for the project. We also present
theoretical considerations regarding our calculations. In the second chapter, we study the principal
doping structures and present the formation energy results we obtained. The third chapter is about
adsorbed nitrogens on the surface of graphene sheets. We calculated energy barriers for their mi-
gration and incorporation and found that the incorporation inside a monovacancy should be an easy
process. Likewise, we study the interaction between two defects, namely a monovacancy and an
adsorbed nitrogen and a pair of adsorbed nitrogens. It already seems clear that a vacancy attracts
a nitrogen. As for the pair of nitrogens, more work is needed for a conclusion, but we have some
leads. In the fourth chapter, we present the impact of including the K point of the first Brillouin
Zone on the calculations. We note it induces a lowering of formation energies when included in
the momentum space discretisation, and that this effect can be overestimated if the discretisation
is too sparse. The last chapter presents the possible next steps to pursue this project.
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Chapitre 1
CONTEXTE ET THÉORIE
1.1. GRAPHÈNE ET DOPAGE
Les matériaux à basse dimensionnalité attirent beaucoup d’attention scientifique et technolo-
gique depuis le tournant du siècle [1–4]. Ils possèdent des propriétés physiques uniques et par-
ticulièrement utiles pour certaines applications [5, 6]. Contrairement à la plupart des matériaux
tridimensionnels, certaines de leurs propriétés sont anisotropes [7], par exemple conducteur dans
une direction et isolant dans une autre. Cela peut s’avérer avantageux dans bien des cas.
1.1.1. Propriétés du graphène
De cette classe de matériaux, le graphène est sans conteste celui ayant fait couler le plus
d’encre et créé le plus d’intérêt. C’est un matériau à deux dimensions, constitué d’une seule couche
d’atomes de carbone dans un réseau hexagonal, dont la cellule primitive compte deux atomes,
comme illustré à la Fig. 1.1a. Le réseau hexagonal est également bien visible par des techniques
expérimentales d’imagerie comme la microscopie à effet tunnel (STM). Un exemple est visible à
la Fig. 1.1b. Le graphène était étudié par les théoriciens de la matière condensée depuis plusieurs
décennies, mais n’était pas considéré comme prometteur technologiquement parlant, car on croyait
sa synthèse impossible. En effet, il était prévu théoriquement que les cristaux 2D ne pouvaient être
stables lorsque soumis à de l’agitation thermique [8]. Toutefois, en 2004, une équipe expérimentale
a réussi à isoler une seule couche de graphène [9] à partir d’un échantillon de graphite (matériau
composé d’un empilement de couches de graphène). Par la suite, le nombre d’études sur les mé-
thodes de synthèses et les propriétés du graphène a explosé.
Pour expliquer cet intérêt, il est important de comprendre en détail ses propriétés. Tout d’abord,
chaque atome de carbone possède quatre électrons de valence. Trois d’entre eux, correspondant
aux orbitales 2s, 2px et 2py vont s’hybrider avec les mêmes orbitales des carbones voisins afin
de former une structure sp2. Les quatrièmes électrons de valence, correspondants aux orbitales
2pz, se délocalisent au-dessus et en dessous de la couche d’atomes, formant les orbitales π du
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(A) Représentation schématique de la structure ato-
mique et de la cellule primitive du graphène
(B) Image d’une feuille de graphène obtenue
par STM [10].
FIGURE 1.1. Structure atomique du graphène
graphène [11]. Les liens sp2 du carbone sont des liens très stables, ce qui entraîne une résistance
mécanique élevée et une excellente conduction thermique dans le sens du plan de graphène. Sa
structure très peu épaisse entraîne également une faible absorption de la lumière visible ce qui en
fait un matériau pratiquement transparent.
Les propriétés électroniques principales du graphène peuvent être déduites à partir d’une ca-
ractéristique peu commune de sa structure de bandes : les cônes de Dirac. Un des points de haute
symétrie de la première zone de Brillouin (ZdB) est le point K, visible à la Fig. 1.2. Les bandes de
valence et de conduction du graphène se touchent ponctuellement à ce point de la ZdB. La densité
d’états à la surface de Fermi est donc nulle. Près de ce point, les bandes sont linéaires ce qui im-
plique un comportement similaire à la dispersion des photons. Nous pouvons donc interpréter ces
niveaux électroniques comme ceux de quasi-particules fermioniques relativistes sans masse [12].
Grâce à cette absence de masse, les porteurs de charge du graphène peuvent atteindre des valeurs
de mobilités très élevées, même à température de la pièce [13].
L’absence de chevauchement entre les bandes de valence et de conduction du graphène en fait
l’exemple parfait du semimétal, car il ne possède pas de gap électronique, mais sa densité d’états au
niveau de Fermi est nulle. La singularité de sa structure électronique a également permis d’obser-
ver expérimentalement plusieurs phénomènes intéressants, tels des effets de champs ambipolaires
et l’effet de Hall quantique à température de la pièce [14].
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(A) Première ZdB du graphène et coordonnées des prin-
cipaux points de haute symétrie [15].
(B) Structure de bandes du graphène [16]. Le
niveau de Fermi correspond à E(eV) = 0 et à
la jonction entre les bandes de valence et de
conduction.
FIGURE 1.2. Première zone de Brillouin et structure de bandes du graphène
1.1.2. Dopage général du graphène
Comme exposé précédemment, le graphène possède des propriétés remarquables. Plusieurs
d’entre elles sont prometteuses dans le cadre d’applications technologiques, mais il est bien sou-
vent nécessaire de pouvoir les modifier et les contrôler selon les besoins particuliers de chaque
application.
Dans certains cas, l’absence de gap électronique du graphène s’avère un problème. Pour y pal-
lier, il est nécessaire de procéder à la fonctionnalisation du matériau, c’est-à-dire à l’ajout d’atomes
ou de molécules à la structure de base afin de changer certaines propriétés. Ce processus est éga-
lement appelé dopage. Son but peut être, par exemple, d’ouvrir une bande d’énergie interdite au
niveau de Fermi tout en gardant le plus possible la structure originale, ou de changer la valeur du
niveau de Fermi. Dans ce dernier cas, nous pouvons retrouver du dopage de type p, qui diminue le
nombre d’électrons, ou de type n, qui augmente le nombre d’électrons [17].
Il est important de noter que la fonctionnalisation est un processus induisant des défauts dans la
structure de base du graphène. Les atomes dopants agissent comme des centres de diffusion pour
les porteurs de charge des orbitales π . En augmentant les interactions avec le réseau atomique, ils
réduisent leur libre parcours moyen et, du même coup, leur mobilité [18]. Au final, certaines des
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propriétés intéressantes du graphène sont amenuisées, parfois jusqu’à disparition, par un dopage
trop dense ou modifiant la structure atomique hexagonale [19].
1.1.3. Dopage par l’azote
Notre projet vise à comprendre particulièrement le dopage par l’azote. Plusieurs projets ex-
périmentaux et technologiques utilisant du graphène fonctionnalisé avec des groupes azotés ont
vu le jour dans les dernières années. Nous présentons ici une liste non exhaustive d’applications
prometteuses de ces matériaux afin de nous faire une idée des secteurs touchés.
• Tout d’abord, le graphène est un matériau de choix pour la création de nouveaux
transistors à effet de champ plus efficaces et rapides. Le dopage à l’azote permet de
contrôler l’ouverture d’un gap électronique et la valeur du niveau de Fermi, deux
traits essentiels aux transistors [20].
• Un autre champ d’applications est celui des biodétecteurs, très utiles dans des do-
maines comme la biochimie et la recherche médicale. Afin d’améliorer la sensi-
bilité électrochimique de ces détecteurs, il est utile d’augmenter la densité d’états
électroniques près du niveau de Fermi en plus d’ouvrir un gap électronique. Le
dopage azoté a déjà été proposé comme un moyen efficace d’y parvenir [21].
• Dans le contexte environnemental actuel, il est crucial de développer de nouvelles
technologies afin d’augmenter la viabilité des sources d’énergies renouvelables et
écologiques. En raison de sa transparence et de son excellente conduction élec-
trique, le graphène est naturellement un matériau à étudier dans le contexte des cel-
lules photovoltaïques organiques, plus précisément pour les rôles de film conduc-
teur et d’électrode auxiliaire. En particulier, le graphène dopé à l’azote s’est démar-
qué dans le second comme catalyseur pour les réactions de réduction, permettant
d’atteindre d’excellentes efficacités [22].
• Un stockage d’énergie efficace et fiable est également un défi dans le contexte ac-
tuel. L’une des avenues explorées est l’utilisation de supercapaciteurs pour stocker
l’électricité produite en trop lors d’une période faste afin de pouvoir la réutiliser
plus tard. Le graphène en général permet de créer des dispositifs possédant une
grande capacitance et surtout une longue durée de vie en ce qui converne les cycles
de charge et décharge, mais les résultats obtenus sont encore plus impressionnants
lorsqu’il est dopé à l’azote [23].
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1.1.4. Méthodes de dopage
Il existe déjà plusieurs techniques de dopage pour le graphène qui possèdent chacune leurs
avantages et inconvénients. Nous présentons ici les méthodes les plus répandues afin de nous faire
une idée de la situation actuelle.
La méthode la plus simple est l’application d’un champ électrique par des électrodes aux extré-
mités d’un échantillon de graphène. En raison de la faible densité d’états à son énergie de Fermi,
celle-ci est modifiable très facilement par cette technique et il est possible d’obtenir du graphène
dopé en électrons ou en trous selon les besoins [24]. Par contre, il est impossible d’ouvrir un gap
électronique de cette façon et toutes les applications ne se prêtent pas nécessairement bien à la
présence sans interruption d’une différence de potentiel. C’est pourquoi la fonctionnalisation par
l’ajout de nouveaux éléments au graphène attire l’attention.
Tout d’abord, il est important de distinguer les méthodes qui dopent le graphène durant la syn-
thèse et celles qui le font post-synthèse.
1.1.4.1. Dopage durant la synthèse
• Dans le premier cas, le dopage peut se faire par la méthode de déposition de
vapeur chimique (CVD). C’est une méthode assez courante pour la synthèse
du graphène monocouche qui consiste à faire réagir des molécules gazeuses,
composées entre autres des éléments nécessaires, sur un substrat afin d’obtenir
un matériau final. Les dopants sont mélangés au gaz normalement utilisé et vont
réagir durant la synthèse afin d’ajouter de nouveaux éléments à la structure du
graphène [25].
• Une autre technique considérée est celle du moulin à billes (Ball milling). Lors
de la synthèse de graphène par exfoliation du graphite, les liens carbone-carbone
brisés sont très réactifs. En contrôlant l’atmosphère dans laquelle le processus
est exécuté, il y a de fortes chances que ces liens se reforment avec les dopants
désirés. Le principal défaut de cette méthode est que les nouveaux éléments se
retrouvent en périphérie des feuilles de graphène créées, car les liens pendants
s’y retrouvent en majorité. Pour de grands échantillons, le dopage obtenu sera
donc très faible et non uniforme [26].
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Les méthodes de dopage durant la synthèse apportent un problème majeur. En effet, il est rare
que ce soient les mêmes personnes qui synthétisent le matériau et qui l’utilisent pour des applica-
tions technologiques. Il est donc plus simple, et plus viable dans un contexte économique, pour les
seconds de se procurer un produit pur, puis de le modifier selon leurs besoins. C’est pourquoi les
techniques de dopage post-synthèse sont intéressantes.
1.1.4.2. Dopage post-synthèse
• La méthode du recuit thermique consiste à faire chauffer le graphène, puis
le laisser refroidir dans une atmosphère de précurseurs. Les liens graphène-
dopants se forment plus facilement à haute température. Il est aussi possible
d’utiliser un solvant pour dissoudre le graphène et le faire réagir chimiquement
avec les précurseurs. Ces deux méthodes ne donnent toutefois de bons résultats
que lorsqu’appliquées sur de l’oxyde de graphène.
• Deux autres méthodes existantes sont les dopages chimiques activés par pho-
toluminescence ou par décharge électrique. Ces méthodes visent à grandement
augmenter la réactivité de molécules avec le graphène en fournissant un moyen
de briser les liens moléculaires avant qu’elles n’entrent en contact avec la feuille.
Ce but est atteint par l’intermédiaire de photons ou d’électrons énergétiques res-
pectivement [26].
1.1.4.3. Dopage par plasma
La dernière méthode de dopage que nous présenterons est celle du dopage par traitement
plasma. C’est une méthode qui donne déjà des résultats expérimentaux prometteurs [27]. Le plasma
est un gaz ionisé et représente un milieu hautement réactif, dans lequel les éléments dopants se
retrouvent naturellement sous forme atomique et peuvent se lier à une surface. Il est également
caractérisé par la présence de différentes espèces énergétiques, tels des ions, des électrons libres à
haute température et des molécules dans des états excités métastables. Celles-ci se combinent pour
former un réservoir d’énergie très intéressant pour plusieurs applications, dont le dopage. En effet,
l’activation de surface nécessaire à certaines réactions est aisément obtenue dans un tel milieu.
L’utilisation d’un plasma conventionnel pour traiter des matériaux comme le graphène s’ac-
compagne toutefois de désavantages non négligeables. La présence d’espèces très énergétiques
et réactives, comme les molécules et atomes ionisés, aide aux réactions désirées, mais également
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aux réactions indésirables, comme l’induction de défauts majeurs dans la structure. Si une faible
densité de petits défauts peut aider au dopage en créant des sites ou les hétéroatomes se lient plus
facilement, une quantité ou une taille de défauts trop grande dénature trop la structure du graphène
pour qu’il garde ses propriétés.
Afin de pallier ces problèmes, des recherches ont été conduites à l’Université de Montréal par
le groupe de physique des plasmas [28, 29]. Ces recherches avaient pour but de caractériser une
zone moins connue des systèmes à plasma d’azote : la post-décharge lointaine. Cette région ne fait
pas partie à proprement parler du plasma, car les caractéristiques principales définissant un plasma
n’y sont pas respectées. Elle se retrouve à la fin de la post-décharge qui elle-même se situe après
le plasma dans le cycle de pompage. Dans cette zone, les molécules évacuées du plasma peuvent
réémettre des photons grâce à l’énergie emmagasinée dans leurs niveaux vibrationnels. Toutefois,
les propriétés intéressantes du plasma pour le dopage sont toujours présentes, car le temps de vie
des états métastables est assez long pour qu’ils restent excités et forment un réservoir d’énergie
pour les réactions. De plus, la densité d’ions et d’électrons à hautes énergies est beaucoup plus
faible, ce qui devrait réduire l’induction de défauts indésirables dans les échantillons de graphène.
Une collaboration entre théorie et expérimentation a été initiée dans le but d’améliorer notre
compréhension des différents phénomènes reliés au dopage du graphène à l’azote dans ces condi-
tions particulières. Ce présent mémoire de maîtrise a pour but de présenter les résultats théoriques
obtenus dans le cadre de cette collaboration. Le lecteur peut passer directement aux chapitres sui-
vants s’il désire accéder aux résultats et à leur analyse. Le restant du premier chapitre sera consacré
à des considérations plus théoriques par rapport aux simulations.
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1.2. THÉORIE DE LA FONCTIONNELLE DE LA DENSITÉ
Afin de connaître le comportement des électrons dans les matériaux, nous devons étudier les
lois de la mécanique quantique. Leur dynamique est décrite par l’hamiltonien du système qui, en
matière condensée, prend la forme générale
H ≡ T +Vion +Eee ≡−
1
2 ∑i
∇
2
i +∑
i
V (ri)+
1
2 ∑i 6= j
1
|ri−r j|
, (1.2.1)
où T , Vion et Eee sont respectivement les opérateurs d’énergie cinétique, d’interaction ions-électrons
et d’interaction électrons-électrons. Dans un but de clarté, les unités atomiques ont été choisies de
sorte que les constantes h̄ = 1, me = 1 et e = 1 et les unités d’énergie sont des Hartrees (Ha). À
titre de comparaison, 1 Ha = 2 Ry ≈ 27,2 eV. L’équation de Schrödinger, qui permet d’obtenir la
fonction d’onde à N corps, est simplement
H |Ψ〉= E |Ψ〉 . (1.2.2)
Pour des systèmes assez simples, il est possible de résoudre l’équation de Schrödinger nu-
mériquement pour chacun des électrons, en tenant compte de leurs interactions avec les ions et les
autres électrons. Toutefois, lorsque le nombre de particules étudiées augmente, le problème devient
rapidement très complexe à résoudre numériquement. En effet, la fonction d’onde du système doit
contenir l’information sur l’interaction de chaque électron avec chacun des autres électrons, et ce
en tout point du système. C’est donc dans le but de créer une méthode de calcul plus efficace pour
les systèmes à plusieurs électrons que le cadre théorique de la Théorie de la fonctionnelle de la
densité (DFT) a été développée dans les années 60 [30].
1.2.1. Théorème de Hohenberg et Kohn
La DFT repose principalement sur le théorème de Hohenberg et Kohn, qui statue que pour une
certaine densité de charge correspondant à l’état fondamental d’un système, il existe une et une
seule fonction d’onde équivalente pour ce même état fondamental. Ainsi, il est possible de réduire
grandement la complexité et le volume des calculs en utilisant la densité électronique comme va-
riable fondamentale, même si elle ne contient pas explicitement le comportement individuel des
électrons. Cette relation n’est vérifiée que pour l’état fondamental, c’est-à-dire la configuration
électronique qui minimise l’énergie du système. C’est d’ailleurs la minimisation de l’énergie à un
niveau suffisant qui indique l’atteinte de la convergence dans les calculs DFT.
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1.2.2. Équations de Kohn-Sham
Donc, plutôt que de résoudre directement l’hamiltonien complet de l’Eq. 1.2.1 pour un système,
il est plus efficace de définir l’énergie comme une fonctionnelle de la densité électronique n(r) de
la forme
E[n(r)] = T [n(r)]+Eee[n(r)]+
∫
Vion(r)n(r)dr,
= FHK[n(r)]+
∫
Vion(r)n(r)dr. (1.2.3)
La fonctionnelle FHK[n(r)], correspondante à la somme de l’énergie cinétique et d’interaction
électron-électron, est la même pour tous les systèmes électroniques interagissants. Il n’est donc
nécessaire de la déterminer qu’une seule fois avant de l’appliquer à différents potentiels externes
Vion(r) correspondants à ces différents systèmes.
Malgré tout, les valeurs exactes des termes d’énergie cinétique T [n(r)] et d’interaction entre
les électrons Eee[n(r)] de la fonctionnelle FHK[n(r)] restent très lourdes à calculer si on considère
les électrons dans un système interagissant. C’est pourquoi l’approche des équations de Kohn-
Sham (EKS) est utile [31]. Elle consiste à considérer un système auxiliaire constitué d’orbitales
électroniques qui n’interagissent pas entre elles. La méthode de Kohn-Sham se base sur l’affirma-
tion qu’il existe un potentiel local à un corps permettant au système auxiliaire d’avoir la même
densité, lorsque son énergie est minimisée, que l’état fondamental du système d’origine. L’énergie
cinétique Ts[n(r)] et l’énergie électrostatique, ou énergie de Hartree, EH [n(r)] des orbitales non in-
teragissantes sont facilement calculables. Ces valeurs servent de point de départ pour une nouvelle
expression de la fonctionnelle FHK[n(r)], qui devient
FHK[n(r)] = T [n(r)]+Eee[n(r)]
= Ts[n(r)]+(T [n(r)]−Ts[n(r)])+EH [n(r)]+∆Eee[n(r)]. (1.2.4)
Les termes de correction (T [n(r)]− Ts[n(r)]) et ∆Eee[n(r)] sont regroupés dans ce qui est
appelé communément la fonctionnelle d’échange-corrélation :
Exc[n(r)] = (T [n(r)]−Ts[n(r)])+∆Eee[n(r)]. (1.2.5)
Cette fonctionnelle permet de déterminer le potentiel à un corps qu’il faut appliquer au sys-
tème auxiliaire pour obtenir la densité correspondante à celle du premier système. À l’aide d’un
processus variationnel, le potentiel d’échange-corrélation qui minimise l’énergie en fonction de la
densité peut être obtenu :
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Vxc(r) =
δExc[n(r)]
δn(r)
. (1.2.6)
Il est ainsi assuré de correspondre à la densité de l’état fondamental du système d’origine. Le
potentiel à un corps du système auxiliaire s’exprime donc comme
V =Vion(r)+VH(r)+Vxc(r) (1.2.7)
et la fonctionnelle de l’énergie totale pour un système interagissant de l’Éq. 1.2.3 devient, dans le
cas du système non interagissant correspondant :
E[n(r)] = Ts[n(r)]+Eion[n(r)]EH [n(r)]+Exc[n(r)]. (1.2.8)
Cette expression n’est pas une approximation dans la limite où Exc[n(r)], la fonctionnelle
d’échange-corrélation, est déterminée exactement. Dans l’état des connaissances actuelles, ce n’est
toutefois pas possible. Nous pouvons tout de même la modéliser assez bien grâce à, par exemple,
l’approximation de la densité locale (LDA) ou l’approximation des gradients généralisés (GGA).
Ces méthodes permettent de s’approcher le plus possible de la valeur réelle sans imposer trop de
complexité aux calculs.
Avec ces outils, il est possible de définir trois équations autocohérentes, qui sont les EKS
utilisées dans la majorité des codes de DFT :(
− 1
2
∇
2 +Vion(r)+VH(r)+Vxc(r)− εi
)
φi(r) = 0, (1.2.9a)
n(r) =
N
∑
i=1
|φi(r)|2, (1.2.9b)
Vxc(r) =
δExc[n(r)]
δn(r)
. (1.2.9c)
Les φi sont les orbitales non interagissantes correspondantes à un ou deux électrons, selon la
prise en compte du spin ou non. Une fois la première équation différentielle résolue, ces orbitales
sont combinées pour obtenir la densité correspondante. À partir de cette densité, un nouveau po-
tentiel d’échange-corrélation est déterminé et le cycle recommence avec ce nouveau potentiel.
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1.2.3. Théorème de Bloch
Les méthodes de calculs appliquées sur des systèmes étendus se basent en général sur le théo-
rème de Bloch pour trouver les solutions à l’équation de Schrödinger. Pour un potentiel externe
périodique V (r) =V (r+R), les solutions sont de la forme
Ψ(r) = eik·ru(r), (1.2.10)
où u(r) est une fonction périodique qui possède les mêmes vecteurs de symétrie R que le poten-
tiel V (r). Dans la majorité des cas, incluant la DFT, cette propriété est utilisée pour solutionner
des fonctions d’onde à un seul corps. Comme présenté à la section précédente, en utilisant la mé-
thode des équations de Kohn-Sham, le problème à N-corps peut être transformé en N problèmes
à 1 corps. Le théorème de Bloch nous fournit des orbitales individuelles, ou ondes de Bloch, qui
sont combinées pour obtenir l’énergie d’Hartree EH de l’Éq. 1.2.8. Il est toutefois possible de dé-
finir des solutions semblables pour un problème à plusieurs corps interagissants [32], ce qui nous
permet d’obtenir des orbitales de Bloch à plusieurs corps [33].
Dans tous les cas, afin de pouvoir appliquer ce théorème, il faut considérer les positions des
ions comme fixes par rapport aux électrons. En raison de la différence de masse entre les électrons
et les noyaux atomiques, un rapport de l’ordre de 104, cela constitue une bonne approximation
dans la plupart des situations étudiées, surtout pour les matériaux solides où les atomes bougent
peu.
1.2.4. Fonctions de base
Afin d’utiliser la DFT de façon pratique, les méthodes présentées précédemment ont été implé-
mentées dans des codes informatiques. Pour représenter la densité électronique, ces codes utilisent
un ensemble de fonctions de base. Grâce à une combinaison linéaire de ces fonctions, il est pos-
sible d’exprimer les orbitales comme un vecteur contenant simplement les coefficients de chacune.
Il existe plusieurs types de fonctions de base, chacun avec ses avantages et ses inconvénients d’un
point de vue calculatoire. En général, pour un même type, un plus grand nombre de fonctions aug-
mente la complétude et la fiabilité de la base. Évidemment, un plus grand nombre de fonctions
entraîne également une augmentation du temps de calcul et de la mémoire nécessaire. Les deux
codes de structure électronique utilisés pour ce mémoire n’utilisent pas le même type de fonctions
de base.
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Tout d’abord, ABINIT [34] décrit la fonction d’onde à l’aide d’ondes planes. Toutes les ondes
planes sous une certaine énergie limite et qui répondent aux conditions frontière de la boîte de
simulation sont considérées. Cette technique est particulièrement efficace pour les systèmes pério-
diques, de par la nature périodique des ondes planes et la grande facilité à calculer leur transformée
de Fourier. Par contre, les ondes planes sont coûteuses lorsqu’une zone vide doit être incluse dans
la simulation, car leur nombre doit être augmenté afin d’obtenir l’interférence destructive néces-
saire à l’obtention d’un vide.
À l’opposé, le code BigDFT [35] utilise des ondelettes comme fonctions de base. Les onde-
lettes ont la propriété d’être localisées à la fois dans l’espace réel et dans l’espace des impulsions.
Le code permet de définir une zone à haute résolution et une zone, plus grande, à basse résolution
autour de chaque atome. Le nombre de fonctions de base est élevé dans la première et faible dans
la seconde. Cette méthode permet donc un contrôle accru de la taille de la base et n’oblige pas la
simulation à remplir la cellule au complet.
1.2.5. Calcul des forces
Lors de l’ajout de dopants et autres défauts dans une structure atomique, nous observons la plu-
part du temps une modification de la position des atomes autour du défaut. Cela est dû en premier
lieu à la modification de la densité électronique par l’ajout ou la perte d’électrons ainsi que par un
changement du potentiel ionique. En second lieu, cette nouvelle densité n’interagissant plus de la
même façon avec le système ionique, de nouvelles forces électriques résultantes apparaissent. Il est
donc important de pouvoir les calculer afin de savoir quelles sont les positions ioniques relaxées,
minimisant ces forces résultantes.
Afin d’y parvenir, les codes DFT utilisent le théorème de Hellmann-Feynman [36, 37]. Par
ce théorème, il est possible de relier la force, qui est l’opposée de la dérivée de l’énergie par
rapport aux coordonnées atomiques réelles, à la dérivée de l’hamiltonien par rapport à ces mêmes
coordonnées. La relation est
FX j(x,y,z) =−
dE
dX j(x,y,z)
=−
〈
Ψ
∣∣∣∣∣ dHdX j(x,y,z)
∣∣∣∣∣Ψ
〉
, (1.2.11)
où les X j sont les 3M coordonnées spatiales des M ions du systèmes. Afin que cette relation soit
vérifiée, les Ψ doivent être des états propres de H. Sinon des termes de l’ordre de
〈
dΨ
dX j
∣∣∣Ψ〉 doivent
être pris en compte.
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L’hamiltonien complet pour les ions comporte un terme de plus que celui de l’Éq. 1.2.1 soit le
terme d’interaction ion-ion. Il devient donc, pour un système à M ions de numéro atomique Z et N
électrons,
H ≡ T +Eee +
N
∑
i=1
M
∑
j=1
Z j
|ri−R j|
+
M
∑
j
M
∑
k> j
Z jZk
|R j−Rk|
. (1.2.12)
Seuls les deux derniers termes de l’hamiltonien dépendent explicitement des coordonnées ato-
miques, ce sont donc eux qui interviennent dans l’expression des forces. Une fois la dérivée de
l’hamiltonien calculée et mise dans l’Éq. 1.2.11, nous obtenons l’expression finale pour les com-
posantes des forces en DFT [38],
FX j(x,y,z) =−Z j
(∫
drn(r)
(x,y,z)−X j(x,y,z)
|r−R j|3
−
M
∑
k 6= j
Zk
Xk−X j
|Rk−R j|3
)
. (1.2.13)
Lorsque les forces ont été déterminées pour chacune des trois coordonnées des M atomes du
système, un algorithme de minimisation est utilisé afin de trouver le minimum de cet espace à
3M dimensions. Après chaque pas de minimisation, un nouveau cycle DFT est effectué jusqu’à
convergence, avec les nouvelles coordonnées. Lorsque les forces sont assez petites, nous trouvons
les coordonnées finales relaxées du système.
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Chapitre 2
ÉTUDE DES TYPES DE FONCTIONNALISATION
Nous devons mettre en garde le lecteur sur le fait que les résultats quantitatifs présentés dans
ce chapitre sont mis en doute et recalculés dans le Chapitre 4, car le point spécial K de la première
zone de Brillouin n’était pas inclus dans l’échantillonnage pour les grandes cellules. Toutefois,
même si les valeurs absolues d’énergie varient significativement, les différences d’énergie entre
les configurations étudiées varient beaucoup moins. Les conclusions obtenues dans ce chapitre
restent donc valides.
2.1. PRÉSENTATION DES CONFIGURATIONS ÉTUDIÉES
Lors du processus de fonctionnalisation du graphène, les atomes d’azote qui s’intègrent dans la
structure peuvent adopter plusieurs configurations différentes selon les conditions expérimentales
et la présence ou non de défauts dans la feuille de graphène [39]. Les effets du dopage varient
selon ces configurations ; il nous faut donc les étudier individuellement afin de mieux comprendre
le processus global.
2.1.1. Défauts dans le graphène
Le graphène parfait présenté à la Fig. 1.1 n’est pas nécessairement représentatif d’une feuille
réelle de graphène. Lors de la synthèse ou des étapes suivantes d’utilisation, des défauts appa-
raissent dans la structure hexagonale. Ces défauts peuvent entraîner la création de liens pendants
et de zones à plus haute réactivité. Il est aussi important de simuler ces défauts de base afin de les
utiliser comme structure de comparaison avec les structures contenant de l’azote.
Le défaut le plus simple est la lacune, c’est-à-dire l’absence d’un atome de carbone sur l’un
site de la structure hexagonale. Comme visible à la Fig. 2.1a, la présence de ce défaut rend dis-
ponible trois électrons de valence des trois carbones voisins. Deux de ces carbones se rapprochent
en formant un cycle pentagonal. Le lien partiellement reconstruit permet de réduire l’énergie du
système, mais le site reste réactif. Ce défaut est un bon candidat pour permettre l’incorporation
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(A) Lacune simple (Schéma) (B) Bilacune (Schéma) (C) Stone-Wales (Schéma)
(D) Lacune simple (AFM) [41] (E) Bilacune (AFM) [41] (F) Stone-Wales (STM) [42]
FIGURE 2.1. Principaux défauts retrouvés dans les feuilles de graphène sans dopage.
d’atomes d’azote isolés.
Par la suite, avec la présence d’une seconde lacune sur un site voisin, nous obtenons la bila-
cune. Le même phénomène de reconstruction partielle peut être observé à la Fig. 2.1b, cette fois
sur deux côtés opposés du défaut. Évidemment, de plus grandes lacunes peuvent exister, mais nous
nous limiterons à ces deux exemples dans le contexte de cette étude.
Un autre type de défauts rapporté dans la littérature [40] est le défaut de Stone-Wales, repré-
senté à la Fig. 2.1c. Il est créé par la rotation d’un lien carbone-carbone d’un angle de 90◦ autour
de son centre. Contrairement aux deux autres défauts, il n’est pas associé à un manque d’atomes
par rapport à du graphène parfait.
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La moitié inférieure de la Fig. 2.1 contient des images de la littérature obtenues par microsco-
pie à force atomique (AFM) et STM des défauts précédents. Des modèles boules et bâtons sont
superposés sur les images pour aider à la lecture des données. Nous retrouvons les mêmes struc-
tures et cycles hexagonaux et pentagonaux que dans la section supérieure.
2.1.2. Configurations de fonctionnalisation
Le premier type de dopage, et celui que notre projet vise à maximiser dans une optique d’ap-
plications technologiques, est le dopage substitutionnel. Aussi appelé dopage graphitique, il est
formé par la présence d’un atome d’azote sur un des sites carbonés du réseau hexagonal, comme
dans le schéma de la Fig. 2.2a et les mesures STM de la Fig. 2.2e. La structure environnante n’est
pas déformée par ce dopage, car les symétries de rotation autour du dopant sont conservées et il
n’y a pas de liens pendants à reconstruire. Grâce à cette propriété, cette configuration représente le
dopage n parfait [43]. L’électron de valence supplémentaire fourni par l’azote peut se délocaliser
dans les orbitales π , augmentant du même coup le niveau de Fermi, tout en ne modifiant pas signi-
ficativement les niveaux électroniques du graphène.
Il existe deux autres catégories de fonctionnalisation à l’azote dans un plan de graphène, soit
le dopage de type pyridinique et le dopage de type pyrrolique, respectivement représentés aux
Fig. 2.2b et 2.2c. Dans le premier cas, l’atome d’azote complète un cycle hexagonal avec les car-
bones, mais est associé avec une lacune sur un site voisin. Cette structure est visible dans les
mesures STM de la Fig. 2.2f. Dans le second cas, l’azote complète un cycle pentagonal avec les
carbones. Le dopage pyrrolique ne se retrouve qu’autour de grands défauts, par exemple un joint
de grains due à la croissance ou un regroupement de lacunes. C’est pourquoi ce dopage est plus
difficile à étudier dans un contexte de cellules de simulation périodiques. À la Fig. 2.2c, l’azote
pyrrolique est stabilisé avec deux azotes en structure pyridinique. S’ils avaient été des carbones,
l’azote pyrrolique se serait naturellement relaxé en position pyridinique, car le défaut est trop pe-
tit. Ces deux types de fonctionnalisation sont associés à un dopage p, ou une baisse du niveau de
Fermi [21, 44].
Le dernier type de liaison possible entre le graphène et l’azote est celui où l’atome d’azote n’est
pas incorporé dans le plan de graphène, mais tout de même lié au-dessus de la surface. La position
la plus stable pour un atome ainsi adsorbé est appelée «bridge» et se situe directement au-dessus
d’un lien carbone-carbone, comme illustré à la Fig. 2.2d. Cette configuration sera étudiée plus en
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(A) Dopage substitutionnel (Schéma) (B) Dopage pyridinique (Schéma)
(C) Dopage pyrrolique (Schéma) (D) Azote adsorbé (Schéma)
(E) Dopage substitutionnel (STM) [45] (F) Dopage pyridinique (STM) [45]
FIGURE 2.2. Représentation des principaux types de fonctionnalisation azotée
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détail dans le Chapitre 3, car notre modèle prévoit qu’elle joue un rôle important dans la fonction-
nalisation.
2.2. ÉNERGIES DE FORMATION
2.2.1. Définition
Dans un premier temps, afin d’étudier les différentes structures présentées à la section pré-
cédente, nous rapportons leur énergie de formation. Cette quantité permet d’évaluer à quel point
une configuration est favorable énergétiquement par rapport à un point de référence. En gardant ce
point de référence fixe entre plusieurs configurations, il est possible de les comparer et de tirer des
conclusions sur leur probabilité et leur stabilité. La formule générale pour le calcul d’une énergie
de formation est
E f or = Etot−∑
i
Niµi. (2.2.1)
La somme est effectuée sur les différents types d’atomes présents dans la structure et les Ni et µi
sont le nombre d’atomes et le potentiel chimique associés à chacun de ces types. Dans notre cas, les
structures ne comptent que du carbone et de l’azote et nous avons déterminé leur potentiel chimique
à partir de, respectivement, une cellule de graphène parfait contenant NC atomes de carbone et une
molécule de N2 isolée. L’expression de ces potentiels est
µC = Egraphène/NC, (2.2.2a)
µN = EN2/2. (2.2.2b)
Il est important de comprendre que la valeur absolue des énergies de formation n’a pas de sens
physique en tant que telle. Ce n’est que par rapport à un certain point de référence ou en com-
paraison avec une autre énergie de formation que des conclusions peuvent être tirées. Le choix
d’utiliser la molécule de N2 comme référence pour l’azote est motivé par notre volonté de valider
nos résultats avec la littérature déjà disponible. Il s’agit en effet du point de référence utilisé par la
plupart des articles. Toutefois, dans le contexte du dopage par plasma, les atomes d’azote interagis-
sants sont dissociés sous forme atomique. Les énergies de formation calculées avec un potentiel
chimique obtenu à partir de l’énergie d’un azote isolé, soit µN = EN , sont plus basses. Nous les
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présenterons lorsqu’elles seront nécessaires pour le propos.
2.2.2. Détails des calculs
Les calculs d’énergie totale nécessaires à la détermination des énergies de formation ont été
réalisés grâce à deux codes DFT différents. Nous avons fait les premiers calculs sur des cellules de
simulation plus petites, à l’aide du code ABINIT. Par la suite, nous avons utilisé le code BigDFT
pour étudier de plus grandes cellules de simulation, car il est mieux adapté à un grand nombre
d’atomes et certains projets en développement sur ce code pourraient se révéler intéressant pour le
projet. Nous présentons ici les paramètres calculatoires utilisés dans les deux cas.
Tout d’abord, les points communs :
• Cellules de simulation périodique
• Taille de la cellule relaxée selon le graphène parfait, puis maintenue constante après l’in-
troduction de défauts
• Utilisation de la GGA, fonctionnelle de Perdew, Burke et Ernzerhof [46]
• Prise en compte de la polarisation en spin, lorsque nécessaire
• Relaxation des forces de l’ordre de 10−4 Ha/Bohr
Ensuite, spécifiquement par rapport aux calculs dans ABINIT :
• Supercellule contenant 32 atomes
• Discrétisation de l’espace des impulsions par une grille 6x6 de points-k
• Base d’ondes planes limitée à 45 Ha
• Convergence sur les énergies totales de l’ordre de 0,05 eV.
Finalement, pour les calculs dans BigDFT :
• Supercellule contenant 112 atomes
• Pas de grille de points k, seulement Γ est considéré
• Base d’ondelettes déterminée par hgrid=0,4, crmult=5 et frmult=6. Ces paramètres repré-
sentent respectivement l’écart entre les points des grilles de support et les rayons des grilles
grossières et fines
• Convergence sur les énergies de formation de l’ordre de 0,05 eV.
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Comme les cellules de simulation sont périodiques dans toutes les directions, les feuilles de gra-
phène sont répétées verticalement. Une zone vide de 12 Å est incluse dans les calculs afin de
minimiser l’interaction entre les différentes couches.
2.2.3. Présentation des résultats
Le Tableau 2.1 présente les valeurs d’énergie de formation que nous avons calculées et les com-
pare à certaines valeurs retrouvées dans la littérature. Les noms des structures réfèrent aux Fig. 2.1
et 2.2.
Une première vérification permet d’observer que les résultats obtenus sont de l’ordre de gran-
deur attendu lorsque comparés avec la littérature. C’est un signe que les paramètres de calculs
utilisés sont corrects et permettent d’obtenir des résultats intéressants.
TABLEAU 2.1. Énergies de formation en eV calculées et comparées à la littérature
Article
Lacune Bilacune Substitutionnel Pyridine Pyrrole N adsorbé
(Taille de cellule)
Nos résultats ABINIT
7,81 8,40 0,96 5,92 5,93 4,39
(32 atomes)
Nos résultats BigDFT
7,71 7,35 1,11 5,62 7,94 4,39
(112 atomes)
Fujimoto et al. [47]
0,32 5,61
(32 atomes)
Marsden et al. [43]
7,72 0,49 5,23 4,09
(72 atomes)
Kattel et al. [48]
7.85 8.51 0.87 5.88
(32 atomes)
Brown et al. [49]
7,66 0,86
(50 atomes)
Hou et Terakura [50]
4,26
(162 atomes)
Nakada et Ishii [51]
4,6
(18 atomes)
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Ensuite, des constatations plus précises peuvent être faites. Tout d’abord, l’énergie de forma-
tion d’une bilacune est inférieure de beaucoup à deux fois l’énergie d’une lacune simple. Dans le
cas de la grande cellule, elle est même inférieure à celle de la lacune. S’il y a trois liens pendants
autour d’une lacune, il n’y en a que quatre autour de la bilacune. Aussi, ces quatre atomes de car-
bone subissent une reconstruction partielle, comme à la Fig. 2.1b, alors qu’un des carbones autour
d’une simple lacune n’a pas de partenaire. Cela suggère qu’il est plus favorable pour les lacunes
de se rassembler dans une feuille de graphène et donc que le nombre de grandes lacunes pourrait
être plus haut que dans une distribution aléatoire.
L’énergie de formation du dopage substitutionnel est de l’ordre de 1 eV dans les deux calculs.
Une énergie positive indique normalement une structure défavorable. Par contre, dans le cas du
dopage par plasma, les atomes d’azote sont déjà dissociés. Les valeurs d’énergie de liaison pour
une molécule de N2 sont -5,00 eV (ABINIT) et -4,92 eV (BigDFT) par atome. L’énergie du do-
page substitutionnel devient donc de l’ordre de -4 eV en utilisant cette nouvelle référence. Nous
pouvons également faire la supposition qu’une lacune est déjà présente dans le graphène, ce qui
rend la réaction encore plus favorable par la différence d’énergie de formation entre la lacune et le
dopage substitutionnel. Nos calculs indiquent donc que le dopage substitutionnel est une structure
très favorable si un atome d’azote isolé rencontre une lacune. Le même exercice peut être fait pour
la pyridine et l’atome adsorbé. Les résultats sont présents dans le Tableau 2.2. Le défaut associé à
la pyridine est le bilacune. L’énergie de formation du dopage pyridinique reste faiblement positive
dans le référentiel des azotes dissociés, mais le présence d’une bilacune rend le processus favo-
rable. Quant à l’azote adsorbé, nous obtenons une énergie de liaison avec la surface de -0,61 eV
(ABINIT) ou -0,53 eV (BigDFT) par rapport à l’azote atomique. C’est une liaison faible, mais suf-
fisante pour assurer une structure intermédiaire stable. Le dopage pyrrolique ne peut être analysé
aussi simplement, car plusieurs atomes d’azote non équivalents sont présents dans la cellule. Nous
ne pouvons donc séparer l’énergie de formation en trois parts égales pour savoir à quel point celui
en position pyrrolique est favorisé par le défaut. Pour cette raison, le défaut de base, qui serait une
lacune de 4 atomes de carbone, n’a pas été étudié.
D’un point de vue de modélisation, il est intéressant de constater l’impact de la taille des cel-
lules de simulation sur les résultats. Les structures avec un défaut ou un dopage localisé, comme
la lacune, le dopage substitutionnel et l’atome adsorbé, changent très peu de valeur entre les
deux tailles de cellule. Les structures plus étendues, comme la bilacune et le dopage pyridinique
changent plus et les grandes structures, comme le dopage pyrrolique, changent beaucoup. Ce phé-
nomène est dû à l’interaction entre les images périodiques. Les positions des atomes de carbone
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TABLEAU 2.2. Énergies de formation en eV par rapport aux atomes d’azote isolés
et aux défauts dans le graphène
Résultats
Substitutionnel Pyridine N adsorbé
(Taille de cellule)
Résultats ABINIT (32 atomes)
Référence N seul -4,04 0,92 -0,61
Référence N seul et défaut respectif -10,89 -1,56
Résultats BigDFT (112 atomes)
Référence N seul -3,81 0,70 -0,53
Référence N seul et défaut respectif -10,41 -1,78
subissent majoritairement l’influence du défaut voisin, mais pour certaines d’entre elles, les défauts
des cellules voisines jouent également un rôle important, lorsque la distance entre les défauts est
trop petite. Ces atomes se retrouvent en quelque sorte coincés entre les défauts et ne peuvent occu-
per leur position naturelle relaxée. Également, en augmentant la taille de la cellule, les interactions
coulombiennes directe et multipolaire entre les défauts, qui idéalement ne serait pas incluse du tout
dans un calcul d’énergie de formation, se retrouvent réduites et le résultat se rapproche donc plus
de la valeur théorique où un seul défaut serait entouré de graphène à l’infini.
Une remarque sur les articles cités : seul l’article de Kattel [48] dit explicitement utiliser la
même technique que le présent travail pour ce qui est de la relaxation de la taille de la cellule. Cela
peut contribuer au fait que la plupart des autres énergies sont légèrement plus basses que celles
que nous avons obtenues. Les autres sources majeures de différences dans les résultats sont les
codes utilisés, les grilles de points-k, les tailles et formes des cellules de simulation et le choix de
fonctionelle.
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Chapitre 3
ÉTUDE DES AZOTES ADSORBÉS
Comme pour le chapitre précédent, nous devons mettre en garde le lecteur sur le fait que le Cha-
pitre 4 met en doute les valeurs quantitatives d’énergie obtenues dans ce chapitre, car le point spé-
cial K de la première zone de Brillouin n’était pas inclus dans l’échantillonnage. Toutefois, même
si les valeurs absolues d’énergie varient significativement, les différences d’énergie des configura-
tions étudiées varient beaucoup moins. Les conclusions obtenues dans ce chapitre sont donc fort
probablement valides.
3.1. STRUCTURE DE BASE
3.1.1. Position de l’azote
Ce chapitre sera consacré à une étude plus approfondie des atomes d’azote liés en surface aux
feuilles de graphène, de leur comportement et de leur importance dans le modèle de fonctionna-
lisation qui a été développé pour le projet. La structure de base a déjà été introduite au chapitre
précédent, mais la Fig. 3.1 permet de mieux l’observer et la comprendre.
(A) Vue de haut (B) Vue de côté
FIGURE 3.1. Différentes perspectives sur l’atome adsorbé en surface
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La littérature existante nous informe déjà que la position la plus stable pour un azote en surface
est le «bridge» [50], au-dessus d’un lien carbone-carbone. Nous avons pu le vérifier à l’aide de la
méthode des énergies de formation. En testant plusieurs points de départ, nous avons obtenu les
énergies associées à quelques minimums locaux et le bridge est celui possédant l’énergie la plus
favorable.
La position relaxée pour l’azote se situe à environ 1,2 Å au-dessus des deux atomes de carbone
voisins, qui eux-mêmes se retrouvent à environ 0,4 Å au-dessus des autres carbones du graphène.
À titre de comparaison, les liens carbone-carbone au repos mesure autour de 1,4 Å. Du point de
vue électronique, l’atome d’azote possède cinq électrons de valence, dont deux remplissent le ni-
veau 2s. Sur les trois restants dans les orbitales 2p, deux forment un lien avec les orbitales 2pz du
carbone, mais il reste un électron non lié. C’est pourquoi l’énergie de liaison d’une telle structure,
autour de 0,6 eV, n’est pas très forte.
3.1.2. Déformation du graphène
Comme exposé brièvement, la présence d’un atome d’azote déforme la feuille de graphène
localement. Nous trouvons intéressant de quantifier cette déformation un peu plus précisément.
La Fig. 3.2 montre les résultats de cet exercice. Elle représente par deux champs vectoriels les
déformations dans le plan, pour la Fig. 3.2a, et verticales, pour la Fig. 3.2b, de tous les atomes
de carbones d’une cellule de simulation à 112 atomes, par rapport aux positions de départ dans
du graphène parfait. La longueur des flèches n’est pas la valeur absolue de la déformation, mais
l’échelle est conservée entre les flèches d’une même figure. Pour avoir une idée de la grandeur des
déformations, les deux atomes voisins à l’azote bougent d’environ 0,05 Å dans le plan et 0,46 Å
verticalement. Les déformations sont beaucoup plus importantes dans le second cas, car les défor-
mations dans le plan sont réduites par la rigidité de tous les autres atomes autour qui veulent garder
leur structure hexagonale. Nous observons que les déformations se répercutent très visiblement
jusqu’aux troisièmes et même quatrièmes voisins. Cela vient confirmer l’importance d’utiliser des
cellules de simulation plus grandes, car il faut que ces atomes n’interagissent pas avec leur image
périodique afin d’étudier des défauts isolés.
La forme générale de la déformation est celle d’une petite colline, avec l’azote au sommet et
les atomes de carbone qui descendent autour jusqu’à revenir au niveau de la feuille. Dans le plan,
les deux carbones voisins ont tendance à s’éloigner de l’azote, poussant leurs propres voisins du
même coup vers l’extérieur et ainsi de suite jusqu’à ce que la déformation soit atténuée.
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(A) Déformation du graphène dans le plan (B) Déformation du graphène verticalement
FIGURE 3.2. Représentation des cellules de simulations et de la déformation rela-
tive de chaque atome de carbone par rapport au graphène parfait lors de l’ajout d’un
azote adsorbé.
FIGURE 3.3. Mesures Raman des rapports d’intensité des pics G et 2D d’un échan-
tillon de graphène dopé à l’azote [52]
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Il est à noter que le rapport entre les longueurs des côtés de la cellule est important dans un
tel exercice, car la périodicité dans chaque direction dépend de ces longueurs. Afin de limiter cet
impact, nous avons choisi la cellule à 112 atomes, pour laquelle ce rapport vaut environ 0,99. De
plus, les résultats de cette sous-section se veulent plus qualitatifs que quantitatifs.
Expérimentalement, cet effet de déformation des liens carbone-carbone autour des atomes do-
pants peut être observé avec des mesures de spectre Raman. La Fig. 3.3 présente le rapport d’in-
tensité des pics G et 2D sur un échantillon de graphène dopé à l’azote. Sans entrer dans les détails,
ce rapport dépend des longueurs de lien dans la feuille. Dans ces mesures, le type de dopage n’est
pas spécifié, mais il est intéressant d’observer qu’un effet est bien visible sur les longueurs de lien.
3.2. MIGRATION DES ATOMES
3.2.1. Calcul des barrières
Même si le bridge représente la structure la plus stable, il pourrait être possible pour un atome
d’azote dans cette position de subir une translation sur la surface de graphène et passer d’un lien à
un autre. Ainsi, un atome d’azote pourrait se déplacer à la surface du graphène jusqu’à rencontrer
un défaut et se faire absorber dans le plan. Afin de vérifier ce modèle, plusieurs calculs doivent être
effectués.
Afin d’évaluer la mobilité des atomes d’azote, nous avons utilisé la méthode du Nudged Elas-
tic Band (NEB). C’est une méthode de simulation permettant de trouver le chemin de réaction
de moindre énergie entre une structure initiale et une structure finale, les deux devant avoir été
préalablement relaxées. La méthode consiste à créer une interpolation linéaire à l’aide d’images
intermédiaires, puis à bouger ces images perpendiculairement au trajet selon la pente du potentiel
environnant. La densité électronique et l’énergie sont recalculées à chaque étape de relaxation pour
chacune des images. Cette méthode permet dans la plupart des situations de trouver les points de
selle du potentiel. Lorsque le chemin de réaction est suffisamment convergé, la barrière énergétique
associée à cette réaction peut être facilement déterminée à l’aide des énergies de chaque image.
Les résultats obtenus pour la migration d’un atome d’azote dans la position bridge à un site
voisin sont visibles à la Fig. 3.4, en vert. Nous avons également effectué le calcul pour un atome
de carbone qui se déplace sur le graphène, à titre de comparaison. Dans un tel calcul, seules les
différences d’énergie sont importantes ; c’est pourquoi les valeurs sont présentées relativement aux
26
énergies initiales et finales et non de façon absolue. L’axe horizontal n’est qu’une variable arti-
ficielle permettant de suivre l’évolution de la réaction, de 0 à 1. Les valeurs finales de barrière
énergétique obtenues sont également visibles, soit 0,55 eV pour le carbone et 0,91 eV pour l’azote.
Ces résultats sont comparables aux valeurs de 0,47 eV et 0,55 eV pour le carbone et 0.86 eV
pour l’azote, précédemment rapportées dans la littérature [50, 53]. Une constatation intéressante
est la symétrie parfaite des deux courbes énergétiques obtenues. En effet, les positions de départ
et d’arrivée sont équivalentes à une rotation d’un tiers de tour près. La structure électronique et les
énergies seront donc égales des deux côtés du point de selle. En raison de cette symétrie, il était
important de choisir un nombre impair d’images afin que celle du milieu soit sur le point de selle.
Un nombre pair d’images aurait donné des barrières plus faibles. La représentation schématique au
bas de la Fig. 3.4 montre le chemin emprunté par l’atome qui se déplace, dans les deux situations.
La position centrale se situe presque au-dessus, mais pas tout à fait, de l’atome de carbone inter-
médiaire. À cet endroit, l’atome ne fait plus qu’un seul lien avec le graphène.
→ →
FIGURE 3.4. Barrières de migration pour un atome d’azote (en vert) et de carbone
(en noir) adsorbés sur une feuille de graphène
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Pour analyser les valeurs de barrière obtenues, il est utile de savoir que le carbone adsorbé
sur le graphène est mobile, même à température de la pièce [54]. C’est d’ailleurs ce phénomène
qui permet l’utilisation du CVD pour la croissance de graphène monocouche. Pour ce qui est de
l’azote, ces observations ne semblent pas avoir été menées expérimentalement. La barrière calculée
ici est environ 1.6 fois plus grande que celle du carbone, mais nous ne pouvons tirer de conclusions
sur la mobilité des azotes adsorbés simplement à partir de cette valeur. Une analyse un peu plus
poussée est nécessaire, ce qui sera fait à la prochaine section.
3.2.2. Équation d’Arrhenius
La méthode communément utilisée pour estimer des taux de réactions lorsque la barrière éner-
gétique est connue est celle de l’équation d’Arrhénius [55]. Le nombre de réactions par unité de
temps, N, est donné par
N = σνe−
Ea
KBT . (3.2.1)
σ est une constante égalant au nombre de réactions équivalentes possibles de la position de départ.
Dans notre situation, σ vaut 4, car en partant de la position bridge, un atome peut atteindre quatre
autres bridges symétriquement équivalents. ν est un préfacteur relié à l’énergie des phonons du ma-
tériau et qui peut être approximé par la fréquence d’oscillation du mode de phonon de plus haute
énergie, soit 48 THz dans le cas du graphène. Dans l’exponentielle négative, l’énergie d’activation
pour la réaction est divisée par la température.
La Fig. 3.5 montre des prévisions obtenues par cette équation. Le graphique de gauche est
directement le N de l’Éq. 3.2.1, pour différentes valeurs de Ea et de T . Le second graphique repré-
sente le déplacement moyen en 1 h par un atome sur du graphène en supposant une simple marche
aléatoire sur réseau. Comme les expériences ont une durée de cet ordre, ce choix nous semblait
approprié. Le déplacement représente la distance moyenne entre les positions initiales et finales de
l’atome mobile. L’expérience de dopage par post-décharge plasma étant réalisée à température de
la pièce, les courbes vertes sont celles s’appliquant le mieux à notre situation.
Il est maintenant possible de comparer les vitesses de diffusion du carbone et de l’azote. Pour
une barrière de 0,55 eV, le carbone subit environ 105 transitions par seconde pour un déplacement
de quelques micromètres à l’heure. Comparativement, avec une barrière de 0,91 eV, l’azote ne
subit qu’une transition au 10 secondes pour un déplacement de quelques nanomètres à l’heure.
Même si la différence absolue d’énergie entre les deux barrières n’est pas très grande, il est clair
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FIGURE 3.5. Nombre de transitions par seconde et déplacement moyen pour un
atome adsorbé à différentes températures et valeurs de barrière, selon l’équation
d’Arrhenius
que les deux comportements ne sont pas équivalents. Les atomes d’azote ne sont pas assez mobiles
pour diffuser rapidement sur le graphène et tester un grand nombre de sites d’incorporation. Par
contre, ils ne sont pas immobiles non plus et peuvent atteindre des sites qui sont quelques carbones
plus loin dans des temps de l’ordre de la minute, ce qui correspond au temps d’exposition dans le
traitement plasma.
Il est à noter que ces prévisions ne tiennent compte que des transitions dues aux fluctuations
thermiques. D’autres mécanismes pourraient potentiellement entrer en jeu afin de faciliter ces tran-
sitions, notamment la présence d’espèces énergétiques dans le plasma.
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3.2.3. Incorporation d’azote
Nous avons étudié précédemment la diffusion d’azote sur une surface de graphène parfait. La
question se pose maintenant : quel sera le comportement d’un azote lorsqu’il arrive près d’un dé-
faut ? Nous voulons savoir s’il est facile ou même simplement possible pour un atome adsorbé
en surface de s’incorporer dans un défaut et former une structure fonctionnalisée. Comme le pro-
jet s’intéresse particulièrement au dopage substitutionnel, nous avons considéré la situation où
un atome d’azote est adsorbé sur un lien voisin à une lacune. Pour atteindre une forme substitu-
tionnelle, l’azote doit se déplacer dans la lacune et rentrer dans le plan de graphène. Toujours en
utilisant la méthode NEB, il est possible de calculer le chemin optimal pour une telle réaction ainsi
que la barrière énergétique associée.
La Fig. 3.6 présente les résultats obtenus pour cette situation avec quatre configurations de
départ différentes. En effet, tous les liens voisins à une lacune ne sont pas symétriquement équiva-
lents, notamment en raison de la reconstruction partielle de liens pendants. Il était donc important
de tester plusieurs bridges différents autour de la lacune afin d’étudier le phénomène plus complè-
tement et savoir si la direction par laquelle l’azote s’approche de la lacune a une grande importance.
L’image du haut tient lieu de légende afin de spécifier quelle position correspond à quelle couleur
de courbe dans le graphique du bas. Dans ce graphique, l’énergie de référence est l’énergie de la
configuration finale, car elle est égale pour tous les cas de figure étudiés et permet une comparaison
facile. En analysant la figure, nous remarquons que les courbes rouge, bleu et noire se ressemblent
beaucoup. Elles commencent à une énergie relative d’environ 8 eV, subissent une légère montée,
puis redescendent rapidement jusqu’à l’énergie de référence. La courbe verte est différente ,car
elle commence à une énergie plus haute d’environ 2 eV, puis subit deux courtes montées suivies de
descente avant d’atteindre la configuration finale. Ces deux comportements différents s’expliquent
facilement en observant la représentation du haut. Les trois premières courbes ne croisent qu’un
seul atome de carbone dans leur trajectoire d’incorporation alors que la courbe verte en croise
deux. Il y a donc une barrière énergétique associée à chaque atome de carbone, tout comme dans le
cas de la diffusion en surface. Toutefois, la valeur de ces barrières est beaucoup plus faible ici, se
situant entre 0,18 eV et 0,47 eV comparativement à 0,91 eV. En se référant à la Fig. 3.5, de telles
valeurs de barrières entraînent des réactions pratiquement instantanées, même à température de la
pièce.
Essentiellement, la différence d’énergie entre les configurations initiales et finales est très
grande et il semble très peu probable que la réaction puisse s’inverser spontanément. Cela constitue
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Trajectoire Valeur des barrières (eV)
Rouge 0,47
Bleue 0,30
Noire 0,18
Verte 0,27 et 0,33
FIGURE 3.6. Différents chemins énergétiques pour l’absorption d’un atome
d’azote dans une lacune à partir d’un bridge voisin
une bonne nouvelle dans le contexte du projet, car un dopage substitutionnel ainsi réussi devrait
rester stable après le traitement.
Il y a d’autres points à noter. Tout d’abord, les énergies de formation des configurations initiales
sont plus faibles que la somme des énergies de formation d’une lacune et d’un atome adsorbé. En
se référant au Tableau 2.1 pour la cellule à 32 atomes, cette somme vaut 12,20 eV, soit 11,24 eV
au-dessus de l’énergie d’un azote substitutionnel. Ici, les courbes commencent en dessous de la
barre des 11 eV. Il y a donc une interaction favorable lorsque ces défauts sont proches l’un de
l’autre. Nous y reviendrons plus en détail dans la section suivante.
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Dans un autre ordre d’idées, les courbes noires et bleues seraient parfaitement équivalentes si
ce n’était de la reconstruction partielle autour de la lacune. Sur l’image supérieure dans la Fig. 3.6,
les deux atomes du haut près de la lacune forment un lien faible, alors que l’atome du bas est plus
isolé. Malgré la similarité de leur trajectoire, nous remarquons que la barrière pour la courbe noire
est presque moitié plus basse que pour la courbe bleue. Une explication plausible est que l’atome
de carbone au bas de la lacune peut utiliser ce lien avec l’atome d’azote afin de l’aider à passer. Au
contraire, le carbone voisin à la trajectoire bleue n’a pas un lien pendant aussi attractif, et favorise
moins la transition. Les calculs NEB n’ont été réalisés, pour l’instant, que sur une cellule de 32
atomes où la reconstruction est faible. Comme le phénomène de reconstruction est plus important
dans des cellules plus grandes, nous pourrions nous attendre à ce que des courbes équivalentes à la
bleue et la noire auraient une différence plus grande si calculées dans de telles cellules.
3.2.4. Interaction entre défauts à distance
Le mouvement des azotes adsorbés a été étudié sur le graphène parfait et à proximité d’une
lacune, mais nous voulons aussi comprendre comment ils interagissent à plus longues distances
entre eux et avec une lacune pour avoir une meilleure idée de leur comportement global.
3.2.4.1. Interaction azote-lacune
Le modèle présenté à la section précédente pour l’incorporation d’un azote dans une lacune
prévoit une incorporation facile de l’atome adsorbé s’il est déjà voisin à la lacune. Par contre, il
n’est pas aussi clair qu’un azote à une certaine distance de la lacune y sera attiré de façon favorable.
Afin d’obtenir des pistes de réponses à cette question, nous avons effectué des calculs d’énergie de
formation dont les résultats sont visibles à la Fig. 3.7.
Ces calculs ont été réalisés dans BigDFT, avec des cellules de simulation de 112 atomes afin
de limiter l’interaction entre l’azote et les lacunes des cellules voisines. le schéma du haut dans la
Fig. 3.7 représente les différents endroits où l’azote adsorbé a été placé afin de calculer l’énergie
de formation. Les lettres majuscules sur ce schéma permettent de relier les points du graphique du
bas à chaque configuration. Les atomes de carbone ont également été relaxés dans les calculs, mais
seules les positions de base sont visibles ici afin de ne pas trop alourdir la figure.
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FIGURE 3.7. Énergies de formation des structures composées d’une lacune et d’un
azote adsorbé à différentes distances
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Les résultats obtenus sont très intéressants. Tout d’abord, en ne tenant pas compte de la configu-
ration C pour l’instant, nous observons une tendance claire à la diminution de l’énergie de forma-
tion avec une diminution de la distance. La ligne pointillée sur le graphique représente l’énergie de
formation du système si les deux défauts n’avaient aucune interaction entre eux, soit environ 12 eV.
Nos calculs semblent tendre vers cette valeur à longue distance, comme attendu. Lorsque la dis-
tance diminue, une interaction favorable semble se produire entre l’azote et la lacune, car l’énergie
de formation diminue. Cela peut être dû au fait que l’azote donne un surplus de charge au système
et que celui-ci peut contrebalancer la diminution de charge autour de la lacune. Pour ce qui est des
calculs, il n’est pas possible de discrétiser la distance lacune-azote avec une précision arbitraire,
car nous ne pouvons calculer que les configurations où l’atome d’azote occupe une position bridge.
La configuration C est particulière, car elle se situe plus loin de la lacune que les A et B, et
pourtant son énergie est plus basse, et de beaucoup. Cela semble aller à l’encontre des conclusions
que nous venons de faire. Toutefois, en regardant le schéma, nous pouvons voir que sa structure
n’est pas du même type que les autres. En effet, cet azote n’est pas situé au-dessus d’un lien
carbone-carbone. Il s’agit en fait d’une nouvelle configuration, qui s’est avérée le point de relaxa-
tion naturel lorsque l’azote commençait sur un des liens en haut de la lacune. Cette structure est
visible à la Fig. 3.8. Nous voyons sur cette représentation que l’azote forme trois liens de longueur
semblables plutôt que seulement deux dans une configuration bridge. Également, tous les atomes
de carbone forment trois liens, en tenant compte de la reconstruction partielle à l’opposé de l’azote.
Par contre, la structure carbonée autour de la lacune doit beaucoup se déformer afin d’y parvenir.
Il y a donc un équilibre énergétique entre les deux phénomènes. Le résultat net est tout de même
une énergie de formation clairement plus basse que pour les autres configurations, ce qui laisse
penser que celle-ci pourrait être plus stable. L’interaction attractive ne fait que diminuer l’énergie
d’environ 0,5 eV pour les azotes en bridge, alors qu’ici il y a une diminution de plus de 1 eV. À
notre connaissance, cette structure n’a pas été rapportée dans la littérature. Nous ne l’avions pro-
bablement pas observée lors des calculs NEB pour l’absorption, car la taille des cellules n’était pas
assez grande. Le surplus d’énergie élastique créé par la déformation autour de la lacune n’avait pas
assez d’espace pour se propager efficacement dans la feuille de graphène.
En somme, le comportement d’un azote à une certaine distance d’une lacune ne peut être pré-
dit que par ces calculs d’énergies de formation, mais ils nous donnent tout de même des indices
comme quoi il est plus favorable pour l’atome adsorbé de s’approcher d’une lacune plutôt que
de s’en éloigner. Ainsi, le processus d’absorption décrit plus tôt pourrait se produire sur un azote
qui n’est pas adsorbé sur un site voisin dès le départ. Par contre, la configuration où l’azote fait
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FIGURE 3.8. Représentation de la configuration C de la Fig. 3.7
un triple lien pourrait changer la donne, parce que son absorption devient plus difficile et qu’elle
modifie l’environnement chimique de la lacune.
3.2.4.2. Interaction azote-azote
Un exercice similaire peut être effectué, mais pour caractériser l’interaction entre deux azotes
adsorbés plutôt qu’entre un azote et une lacune. En effet, il serait intéressant de comprendre de
quelle façon la présence d’un premier azote affecte le positionnement et le mouvement d’un se-
cond. Les calculs consistaient donc à commencer par une structure adsorbée simple et à ajouter un
autre atome d’azote à différentes distances avant de relaxer la nouvelle configuration. Les résultats
obtenus sont visibles à la Fig. 3.9. Les lettres dans le schéma du haut font le lien entre les diffé-
rentes configurations testées et les points du graphique du bas. L’atome représenté avait toujours
la même position de départ et l’autre atome était ajouté sur les bridges représentés. La ligne poin-
tillée dans le graphique représente deux fois l’énergie d’un azote adsorbé isolé, ce que l’on peut
interpréter comme l’énergie de deux azotes assez loin pour n’avoir aucune interaction entre eux.
La première constatation que nous avons faite est que deux azotes adsorbés sur des sites voisins
ne sont plus stables. Il est très favorable pour eux de se recombiner en une molécule de N2, puis de
se détacher de la surface de graphène et, dans le cas d’une expérience, retourner dans le plasma. En
se référant aux résultats du Tableau 2.1, ce n’est pas très surprenant. L’énergie de formation d’un
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FIGURE 3.9. Énergies de formation des structures composées de deux azotes ad-
sorbés à différentes distances
atome adsorbé par rapport à la molécule de N2 est de plus de 4 eV. L’énergie du système peut donc
baisser de plus de 8 eV avec une recombinaison, ce qui la rend très favorable. C’est la raison pour
laquelle aucune configuration avec les deux atomes voisins n’est présente à la Fig. 3.9.
En observant les points dans le graphique, nous voyons tout d’abord une zone, entre 2,5 et
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3,5 Å, où l’énergie est sous la ligne pointillée. Ensuite, il y a une zone, entre 3,5 et 4,5 Å, au-
dessus de la ligne. Les derniers points alternent en dessous et au-dessus. Contrairement au cas
précédent, il n’y a donc pas de corrélation claire entre la nature de l’interaction (favorable ou non)
et la distance entre les deux atomes.
Par contre, en s’intéressant à la position de chacun des points dans le schéma du haut, une
constatation s’impose. De gauche à droite, les configurations A, B, C, D et H se situent sur une
même ligne horizontale. Cette direction est communément appelée zigzag. Sur le graphique, toutes
ces structures sont situées sous la ligne pointillée. De la même façon, les configurations E, F et I
sont situées sur une ligne horizontale, mais sur des liens dans la direction perpendiculaire, com-
munément appelée armchair. Toutefois, ces trois structures se retrouvent au-dessus de la ligne
pointillée. Les points G et J sont assez loin et ne dévient pas beaucoup de la ligne, surtout si on
tient compte de l’incertitude de convergence d’environ 0,05 eV.
Il semble donc y avoir un processus qui facilite la présence d’un second azote sur la direction
zigzag voisine d’un premier azote, mais qui réduit sa présence dans la direction armchair. Pour
l’instant, nous ne pouvons vraiment expliquer ce phénomène ni confirmer qu’il s’agit bien d’un
phénomène physique et non d’un artefact dû aux cellules de simulation. Il nous faudra faire plus
de vérifications, notamment avec des calculs NEB. Cela pourrait toutefois s’avérer un mécanisme
facilitant la migration des atomes d’azote, lorsqu’ainsi coordonnés deux par deux.
Un autre phénomène qui pourrait jouer un rôle dans l’explication de la Fig. 3.9 est celui des
déformations du graphène, présenté à la section 3.1.2. Lorsque deux azotes sont très proches, ils
peuvent partager la même déformation. Le résultat est que le nombre d’atomes de carbones dé-
placés est plus petit que le double de ce nombre pour un seul atome d’azote, ce qui contribuerait
à baisser l’énergie du système par rapport à la ligne pointillée. Lorsqu’ils sont un peu plus loin,
certains atomes de carbone pourraient se retrouver coincés entre deux déformations et ainsi ne
pas pouvoir se relaxer aussi bien, ce qui contribuerait à augmenter l’énergie au-dessus de la ligne
pointillée. Ce n’est pour l’instant qu’une supposition et des tests supplémentaires sont nécessaires
avant d’émettre une affirmation.
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Chapitre 4
ÉTUDE DE L’INCLUSION DU POINT K DANS LES
CALCULS
4.1. MISE EN CONTEXTE
Lors de calculs DFT sur des systèmes périodiques, les solutions obtenues sont basées sur
l’Éq. 1.2.10, le théorème de Bloch. Elles comprennent donc deux termes principaux, une expo-
nentielle qui dépend de l’impulsion et une fonction périodique. La ZdB correspondant au cristal
étudié doit donc être discrétisée afin d’échantillonner les solutions associées à toutes les valeurs
d’impulsion possible. La méthode normale de discrétisation est tout simplement de générer une ou
plusieurs grilles régulières de points dans l’espace des impulsions occupé par la ZdB, de réduire
le nombre de points à évaluer par les symétries du système et finalement de résoudre le problème
pour chacun de ces points.
Dans notre situation, certaines différences étaient présentes dans la méthode. Comme les cal-
culs sont effectués sur des supercellules, plus grandes que la cellule primitive dans l’espace réel,
les ZdB effectives sont plus petites que la première ZdB de la cellule primitive. Toujours par
l’Éq. 1.2.10, nous savons que les solutions sont périodiques par la fonction u(r). Cela implique
donc que la petite ZdB se répète dans la grande et permet une discrétisation plus dense. Autrement
dit, une grille de points-k 3x3x3 sur une cellule primitive donne une discrétisation moins dense
qu’une grille 3x3x3 sur une supercellule. En général, une discrétisation plus dense est considérée
mieux convergée, car elle se rapproche plus de la limite où tous les points sont évalués.
Une autre différence est la dimensionnalité des grilles. Le graphène est un matériau à deux
dimensions et nous n’utilisons donc que des grilles en deux dimensions. Idéalement, l’espacement
entre les feuilles de graphène dans la simulation serait infini et la hauteur de la ZdB serait nulle,
créant un espace des impulsions parfaitement bidimensionnel. En réalité, nous ne pouvons atteindre
ce but, mais nous pouvons tout de même utiliser une grille bidimensionnelle afin de l’approximer.
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(A) Cellule primitive dans Abinit (B) Cellule primitive dans BigDFT
FIGURE 4.1. Comparaison entre les cellules primitives des deux codes que nous
avons utilisés.
La Fig. 1.2a représente la première ZdB primitive avec les points de haute symétrie. En deux
dimensions, il n’y a que les points Γ, M et K. Comme présenté dans le premier chapitre, le point
K est d’une grande importance pour le graphène, car c’est là que sont situés les cônes de Dirac lui
procurant plusieurs de ces propriétés remarquables.
4.2. COMPARAISON DES ZONES DE BRILLOUIN
Les résultats d’énergie de formation présentés au Tableau 2.1 obtenus dans BigDFT étaient
calculés dans des supercellules de 112 atomes. Le choix d’une telle taille de cellule était motivé
par deux raisons. Premièrement, le module périodique de ce code ne permet que l’utilisation de
cellules orthorhombiques, c’est-à-dire dont tous les angles mesurent 90◦. La cellule unitaire du
graphène dans ce cas comporte 4 atomes au lieu de 2 pour la vraie cellule unitaire. La comparaison
entre les deux est visible à la Fig. 4.1. Deuxièmement, les deux côtés de la cellule de base n’étant
pas égaux, nous avons cherché une proportion qui donne une supercellule la plus carrée possible,
afin d’espacer les défauts également dans les deux directions. La supercellule 7x4 s’est avérée la
meilleure solution, avec des côtés égaux à 99% et 112 atomes.
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FIGURE 4.2. Représentation de la ZdB associée à la supercellule de 112 atomes,
en rouge, dans la ZdB associée à la cellule primitive, en noir. La projection du point
Γ ne tombe pas sur le point K.
Les calculs d’énergie de formation ainsi que les calculs d’interaction entre les défauts ont donc
été effectués sur cette supercellule. En raison de la longueur des calculs et de la grande taille de la
cellule, l’échantillonnage des points-k n’a été fait qu’au point Γ, c’est-à-dire au centre de la ZdB.
Par la suite, nous avons remarqué que la projection du point Γ dans la grande ZdB associée à la
vraie cellule primitive n’échantillonnait pas le point K. Cela est plus compréhensible en regardant
la Fig. 4.2. La petite ZdB associée à la supercellule à 112 atomes n’est échantillonnée qu’en son
centre et la périodicité dans les deux directions permet un meilleur échantillonnage de la ZdB as-
sociée à la cellule primitive. Nous observons toutefois que l’échantillonnage ne tombe pas sur le
point K.
En raison de l’importance de ce point pour les propriétés du graphène, nous avons voulu l’in-
clure dans l’échantillonnage. Afin d’y parvenir, nous avons calculé la taille d’une nouvelle cellule
40
FIGURE 4.3. Représentation des ZdB associées à chacune des cellules primitives
unitaire qui, avec un simple point-k à Γ, nous garantit une projection qui tombe sur le point K. Le
résultat est qu’une supercellule doit contenir un nombre de cellules unitaires égal à un multiple de
3 dans la direction zigzag. Le nombre de cellules dans la direction armchair est libre. Autrement
dit, notre nouvelle cellule unitaire est une cellule 3x1 contenant 12 atomes. La Fig. 4.3 compare
les trois ZdB associées aux trois types de cellules unitaires que nous avons maintenant. En noir
est représentée la vraie cellule unitaire à 2 atomes. En rouge est représentée la cellule unitaire de
BigDFT à 4 atomes. Nous observons facilement qu’une répétition de cette cellule horizontalement
n’amènera pas son centre vis-à-vis du point K, mais que’une répétition verticale le fera. Fina-
lement, en vert est représentée la nouvelle cellule unitaire à 12 atomes. Ici nous voyons qu’une
répétition vers la droite puis vers le haut amène le point Γ directement sur le point K.
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Par la suite, nous avons dû déterminer une nouvelle taille de supercellule qui convenait aux
calculs pour le graphène. Notre choix s’est porté sur une cellule 2x4 à 96 atomes. La direction
armchair de la cellule est 15% plus longue que la zigzag, ce qui n’est pas parfait, mais suffisant
pour éloigner les défauts les uns des autres relativement également dans les deux directions. Aussi,
cette taille de cellule est d’une taille raisonnable pour les temps de calcul. La Fig. 4.4 est l’équi-
valent de la Fig. 4.2 pour cette nouvelle supercellule. Cette fois, nous observons que la projection
du point Γ tombe directement sur le point K et que ses effets seront pris en compte dans les calculs.
FIGURE 4.4. Représentation de la ZdB associée à la supercellule de 96 atomes, en
vert, dans la ZdB associée à la cellule primitive, en noir. La projection du point Γ
tombe sur le point K.
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4.3. NOUVEAUX CALCULS D’ÉNERGIES DE FORMATION
En utilisant la nouvelle supercellule, nous avons refait les calculs du Tableau 2.1 pour connaître
les énergies de formation des mêmes structures, mais en tenant compte de l’influence du point K.
Il est à noter que l’inclusion du point K augmente grandement la densité d’état près de l’énergie de
Fermi dans les calculs. Le système doit donc être considéré métallique et des méthodes de mixing
appliquées afin d’obtenir une convergence des cycles DFT. Les résultats sont visibles dans le Ta-
bleau 4.1. Nous observons facilement que les nouveaux résultats (96 atomes) sont des énergies
plus basses que les anciens résultats, que ce soit sur 112 ou 32 atomes. Ces différences d’énergies
ne sont pas négligeables non plus, allant jusqu’à 2,35 eV dans le cas du pyrrole, malgré le fait que
les géométries étudiées ne changent pas énormément entre les cellules à 96 et 112 atomes. Il est
intéressant de constater une si grosse différence dans les résultats alors que les Figs. 4.2 et 4.4 sont
somme toute très similaires. Nous pouvons avancer une explication à ce phénomène. En regardant
la structure de bandes du graphène à la Fig. 1.2b, nous voyons que le point K est le point de plus
haute énergie pour les bandes de valence, mais de plus basse énergie pour les bandes de conduction.
En l’incluant dans les calculs, nous augmentons l’énergie totale du graphène parfait qui n’occupe
que les bandes de valence. Cela a pour effet d’augmenter la valeur de µC dans l’Éq. 2.2.1. Par
contre, les structures étudiées ici sont dopées p ou n. Dans le cas d’un dopage p, les électrons de
plus hautes énergies ne remplissent plus la dernière bande de valence et l’occupation baisse rapi-
dement au point K avant de baisser dans le reste de la ZdB. De la même façon, pour un dopage n,
l’occupation remplit le cône de Dirac au point K avant de remplir le reste de la ZdB et l’énergie est
plus basse que si l’occupation avait augmenté ailleurs dans la première bande de conduction. La
combinaison d’un potentiel chimique plus grand pour le carbone et de l’effet du cône de Dirac sur
le dopage peut donc expliquer les résultats d’énergies de formation plus basses dans le Tableau 4.1.
TABLEAU 4.1. Comparaison des énergies de formation pour
les supercellules de 32, 96 et 112 atomes
Énergies pour Énergies pour Énergies pourStructures → →32 atomes (eV) 112 atomes (eV) 96 atomes (eV)
Lacune 7,81 -0,10 7,71 -0,63 7,08
Bilacune 8,40 -1,05 7,35 -0,69 6,66
Substitutionnel 0,96 0,15 1,11 -0.65 0,46
Pyridine 5,92 -0,30 5,62 -0,72 4,90
Pyrrole 5,93 2,01 7,94 -2,35 5,59
N adsorbé 4,39 0,00 4,39 -0,51 3,88
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FIGURE 4.5. Représentation de la ZdB associée à la supercellule de 32 atomes. La
grille de points-k de base est une 6x6.
Maintenant que nous comprenons l’effet du point K sur les précédents calculs, il nous faut
déterminer si les nouveaux résultats obtenus représentent mieux la réalité que les anciens. Pour ce
faire, penchons-nous sur la densité de la discrétisation de l’espace des impulsions. Les Figs. 4.2
et 4.4, pour les supercellules de 112 et 96 atomes respectivement, montrent un total de 61 et 57
points à l’intérieur de la grande ZdB. Sans la périodicité, ces totaux deviennent 56 et 49. C’est donc
dire que le poids relatif du point K est de 2 sur 49 pour la supercellule à 96 atomes avec seulement
Γ comme point-k (chaque sommet de l’hexagone touche à trois zones).
Si nous revenons aux calculs sur la petite supercellule de 32 atomes, nous aurons un point de
comparaison. En effet, la grille de points-k 6x6 utilisée pour ces calculs inclut le point K, comme
visible à la Fig. 4.5. Par contre, comme la densité de points-k est beaucoup plus grande, le poids re-
latif du point K n’est que de 2 sur 577. Son effet dans les calculs devrait donc être moins grand que
précédemment. C’est d’ailleurs ce que nous voyons dans le Tableau 4.1. Les énergies ressemblent
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FIGURE 4.6. Représentation de la ZdB associée à la supercellule de 96 atomes. La
grille de points-k de base est une 2x2.
plus à celles obtenues dans la cellule à 112 atomes que celle à 96 atomes, même si d’un simple
point de vue géométrique, le contraire aurait été attendu.
Afin de vérifier que de diminuer le poids relatif du point K a bien l’effet de remonter les éner-
gies de formation plus près des valeurs dans la supercellule de 112 atomes, nous avons refait les
calculs sur la supercellule de 96 atomes, mais en partant d’une grille de points-k 2x2. L’échan-
tillonnage résultant de l’espace des impulsions est visible à la Fig. 4.6. Le point K est toujours
inclus, mais la densité de points est quatre fois plus grande. Ces nouveaux résultats sont dispo-
nibles dans le Tableau 4.2. Nous observons qu’en général les nouvelles énergies restent petites que
celles à 112 atomes, mais que la différence est beaucoup moins prononcée que lorsque la cellule
n’était échantillonnée qu’à Γ. Ces résultats nous font conclure qu’une surévaluation de l’effet du
point K est possible lorsque l’échantillonnage n’est pas assez dense.
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TABLEAU 4.2. Comparaison des énergies de formation pour les supercellules de
96 atomes, échantillonées à Γ et avec une grille 2x2, et 112 atomes
Énergies pour Énergies pour Énergies pourStructures → →112 atomes à Γ (eV) 96 atomes à 2x2 (eV) 96 atomes à Γ (eV)
Lacune 7,71 -0.10 7,61 -0,53 7,08
Bilacune 7,35 0,09 7,44 -0,78 6,66
Substitutionnel 1,11 -0,26 0,85 -0,39 0,46
Pyridine 5,62 -0,14 5,48 -0,58 4,90
Pyrrole 7,94 -2,00 5,94 -0,35 5,59
N adsorbé 4,39 -0,08 4,31 -0,43 3,88
Il est à noter que ce phénomène n’est pas simplement dû à une sous-convergence de l’échan-
tillonnage de l’espace des impulsions. Nous avions fait le même exercice avec la cellule à 112
atomes, c’est-à-dire comparer les résultats obtenus à Γ et avec une grille 2x2, et les différences
étaient beaucoup plus faibles que celles que nous obtenons ici entre la seconde et la troisième co-
lonne du Tableau 4.2.
En résumé, l’inclusion du point K dans l’échantillonnage de l’espace des impulsions a un effet
important sur l’énergétique d’un système de graphène. Il est donc important de s’assurer que les
calculs que nous ferons dans le futur utilisent une grille de points-k qui l’inclut. Toutefois, il semble
aussi important de ne pas trop réduire la quantité de points-k, car alors le poids relatif du point K
devient trop important et affecte beaucoup les calculs.
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Chapitre 5
CONCLUSIONS ET TRAVAUX FUTURS
Les précédents chapitres présentaient les résultats que nous avons obtenus jusqu’à maintenant.
Comme nous poursuivrons ce projet lors de nos études doctorales, il est pertinent de présenter les
prochaines étapes à réaliser afin de le mener à terme.
Tout d’abord, nous avons étudié différentes configurations de fonctionalisation et calculé leur
énergie de formation pour différentes tailles de cellule. Afin de poursuivre dans cette veine, nous
devrons étudier l’effet d’utiliser des supercellules de très grande taille, notamment sur la recons-
truction autour des défauts et des azotes dopants. Nous avons également effectué des calculs NEB
pour certaines réactions de diffusion et d’absorption, mais les prochains devront être réalisés sur
de plus grandes cellules, car 32 atomes n’est pas une taille suffisante pour isoler les images pério-
diques les unes des autres.
Nous devrons aussi continuer d’étudier les mécanismes d’incorporation de l’azote dans une
feuille de graphène. Pour l’instant, nous n’avons étudié que l’absorption d’un azote adsorbé dans
une lacune simple, mais plusieurs cas de figure différents sont envisageables pour l’accomplisse-
ment du dopage azoté. L’utilisation d’une bilacune et même d’un défaut de Stone-Wales, présenté à
la Fig. 2.1c, pourrait permettre de nouveaux processus d’incorporation. Il faudra aussi tenir compte
de la possibilité de la structure présentée à la Fig. 3.8, où l’azote adsorbé fait un triple lien avec le
graphène dans ces calculs.
Au Chapitre 3, nous avons étudié l’interaction entre un azote adsorbé et une lacune et celle
entre deux azotes adsorbés. Nous ne voulions toutefois pas faire d’affirmations finales sur ces
sujets, car du travail de simulation reste encore à faire pour expliquer et mieux comprendre les
comportements observés, surtout pour les deux azotes adsorbés. Entre autres, des calculs NEB
seront nécessaires pour faire le lien entre les positions statiques que nous avons présentement et
avoir une vision plus globale. Au Chapitre 4, nous avons étudié l’impact de l’inclusion ou non du
point K de la première ZdB dans l’échantillonnage de l’espace des impulsions. Nous avons trouvé
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qu’il est important de l’inclure, car il a un grand impact sur l’énergie du dernier niveau de valence.
Par contre, si l’échantillonnage total n’est pas assez dense, cet impact se trouve surévalué. Il nous
faudra donc tenir compte de ces conclusions dans nos travaux futurs.
Comme ce projet est collaboratif avec l’équipe de physique des plasmas, nous prévoyons pro-
céder à la prédiction de spectres pour les aider dans leur travail expérimental. L’utilisation de
méthodes de spectroscopie comme la spectroscopie Raman et le XPS permet la caractérisation des
échantillons de graphène avant et après le traitement plasma et est le moyen principal d’évaluer
la réussite d’un processus. Il peut toutefois être difficile d’associer un pic ou une valeur d’énergie
à une structure microscopique précise, rendant l’analyse des résultats ardue. C’est pourquoi des
prédictions théoriques sur l’aspect des spectres reliés à une structure particulière peuvent être pré-
cieuses pour les expérimentateurs.
À plus long terme, des développements sur le code BigDFT pourraient nous permettre d’uti-
liser la TDDFT, la DFT dépendante du temps, sur des systèmes périodiques et avec calculs des
forces. La TDDFT nous permettrait de simuler directement les atomes d’azote dans un état mé-
tastable. Grâce à cette méthode, l’environnement expérimental serait mieux représenté dans nos
modélisations, ce qui en augmenterait le réalisme, et de nouveaux phénomènes requérant un ap-
port d’énergie plus important pourraient être étudiés.
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