Abstract-SPEC CPU2006 benchmark suite has been extensively studied, with efforts focusing on the requirement understanding of memory workloads from the SPEC CPU2006 suite. However, characterizing SPEC CPU2006 workloads from a time dependence perspective has attracted little attention. This paper studies the auto-correlation functions of the arrival intervals of memory accesses in all SPEC CPU2006 traces, and concludes that correlations in memory inter-access times are inconsistent, either with evident correlations or with little and no correlation. Different with the studies focused on the prior suites, we present that self-similarity exists only in a small number of SPEC2006 workloads. In addition, we implement a memory access series generator in which the inputs are the measured properties of the available trace data. Experimental results show that this model can more accurately emulate the complex access arrival behaviors of real memory systems than the conventional self-similar and independent identically distributed methods, particularly the heavy-tail characteristics under both Gaussian and non-Gaussian workloads.
I. INTRODUCTION
Accurately characterizing memory access behavior in computation-intensive workloads is essential to understanding the performance of the memory system. Researchers in both academia and industry have developed various benchmark suites, such as SPEC CPU benchmarks [1] , [2] , to test and evaluate the memory systems. However, on the one hand, for many benchmarks, it takes weeks or even months to complete a single run on cycle accurate execution-driven simulators such as M5 [3] , and SimpleScalar [4] . On the other hand, a memory system has a large design space to be explored, such as transition control between different power states. Accordingly it becomes increasingly more challenging to run benchmarks multiple times in order to obtain comprehensive and fair evaluation. Synthetic benchmarks provide an improved methodology to speed up the evaluation process, and one of the most critical issues in designing a synthetic benchmark is to accurately characterize the memory access behavior.
In this paper, from a temporal dependence perspective, we analyze the correlations of inter-access times in twenty nine sets of memory traces collected in the SPEC CPU2006 benchmark suites, and show the necessity to further study the self-similarity in the minor workloads with the evident correlation of memory accesses. However, neither conventional selfsimilar nor independent identically distributed (IID) methods seem to be appropriate to characterize memory accesses in all SPEC CPU2006 workloads. Thus, based on the alphastable process, we propose and evaluate a statistical model to faithfully synthesize memory workloads. To the best of our knowledge, little research work conducted on this topic has been reported in the literature.
This paper makes the following three contributions:
• Our study shows that there are strong or evident correlations between inter-access times in a small number of SPEC2006 memory workloads. This suggests that further study of self-similarity is needed to deep understand the statistical phenomena of memory accesses, and rigorous statistical evidences are then presented to show that memory accesses exhibit the self-similar property.
• Correlation study shows that there is only slight and even no correlation between inter-access times in most SPEC2006 workloads. So, conventional self-similar models seem to be inappropriate to characterize memory accesses in these workloads. • We propose a mathematical model based on the α-stable process to accurately synthesize the memory access series. Experimental results show that the synthetic traces generated by our model can more faithfully emulate the memory access behaviors than the compared conventional IID and self-similar methods. The rest of this paper is organized as follows. Section II gives an overview of the SPEC2006 memory traces studied in this paper and summarizes related research works. Section III studies the correlation of inter-access times and discusses the necessity of studying self-similarity in some SPEC2006 workloads. Section IV presents the rigorous statistical evidence of self-similarity in SPEC2006 workloads. Section V proposes a statistical model to synthesize the memory access series and compares the workloads synthesized by the proposed model with real traces and other synthetic workloads. Section VI concludes this paper.
II. BACKGROUND AND MOTIVATION

A. SPEC CPU2006 Benchmark Suites
SPEC CPU2006 are the standardized computation-intensive benchmark suites widely used in both academia and industry to [5] .
We have run all SPEC CPU2006 applications and collected the memory access trace of the SPEC2006 benchmark suites using an execution-driven processor simulator called M5 [3] . We have integrated a cycle-level DRAM simulator named DRAMsim [6] into M5 in order to accurately simulate the memory system. Table I and II show the parameters of the processor and Micron DDR2 memory [7] used in our simulation experiments, respectively.
In order to evaluate the performance of computer's memory system, some prior reaserch efforts have been focused on characterizing memory workloads [8] , [9] , including SPLASH-2 workloads on shared memory multiprocessors systems [10] and SPEC CPU benchmarks [11] . On the one hand, the presence of self-similarity in memory workloads had been presented, and a self-similar generator of memory references had been used to artificially generate request memory traces ten year ago in Ref. [10] . Li [11] had also studied the scaling properties of SPEC2000 integer benchmarks, and proposed an on-line program scaling estimator to capture the execution characteristics of large program in-flight. On the other hand, SPEC CPU2006 benchmark suites tend to be much more compute-intensive than SEPC CPU2000. This observation motivates us to revisit SPEC2006 workloads and consider the following key question: is it also self-similar for memory access behaviors in SPEC2006 workloads and appropriate to use a self-similar method to characterize memory accesses in memory-intensive SPEC2006 applications?
B. Related Work
Analysis of memory system access characteristics and patterns in various benchmarks such as commercial workloads [12] , desktop applications [13] , multimedia applications [14] and XQuery applications [15] , has received con- [16] , [17] , [18] , [19] . Eeckhout et al [20] model the access sequence as a Statistical Flow Graph (SFG), in which basic blocks and their mutual transition probability are statistically identified. Joshi et al [21] and Bell et al [22] model memory accesses as a mixed sequence of constant and variable strides. Li [11] studies the scaling properties of SPEC2000 integer benchmarks and proposes an method to estimate the short-term and longterm execution characteristics of large programs. Sahuquillo et al [10] studies the self-similar properties of SPLASH-2 benchmarks, and constructs a self-similar memory reference generator which can flexibly makes a wide variety of workload traces.
The characteristics of self-similarity in data traffic was initially found in computer network traffic [23] . Since then extensively research work have been done to investigate this important nature in computer and network systems, such as the variable-bit-rate(VBR) video traffics [24] , LAN [25] , WAN [26] and web [27] traffics, file system [28] and disklevel [29] , [30] , [31] , [32] , [33] workloads.
Intensive research work has been done to study the characteristics of SPEC2006 workloads [34] , [35] , [19] , [36] , [17] . For example, based on microarchitecture-independent metrics such as the memory level parallelism (MLP), Ganesan et al [35] propose to extract the MLP from the real benchmark to estimate memory access burstiness, and build a model of the burstiness of memory accesses under the workloads of SPEC CPU2006 by considering the variations of the time intervals between consecutive burstiness of on-chip cache misses. However, no research has been done to study and examine the presence of self-similarity of memory accesses in SPEC CPU2006 workloads, to the best of our knowledge.
While self-similarity has been explored in the prior suite [11] , in light of the more intensive burstiness in the SPEC CPU2006 workloads, this paper will examine the appropriateness of using the self-similarity to characterize memory access behaviors in the following section. 
III. CORRELATION STUDY
In order to identify the statistical characteristics and gain a deep understanding of memory access behaviors, this section focuses on studying the correlation of inter-access times in memory access streams by using a widely used mathematical tool, called autocorrelation functions (ACF). The detailed introduction of this mathematical tool can be found in Ref. [37] .
Given a set of observations X = (X t : t = 1, 2, . . . , N ), the correlation coefficient at lag k is defined as
whereX is the expectation of the time series X. Then the auto-correlation function ACF (k), with a lag of k, is defined as
If the correlation coefficient of inter-access times quickly decreases to zero, it can be concluded that the memory access traffic is expected to be smooth instead of bursty and little or no correlations exist between the inter-access times. In this case it is reasonable to model the inter-access time as a sequence of random variables with independently and identically distribution (IID). On the contrary, if the correlation coefficient does not approach to zero quickly, then there exists some degree of correlations between inter-access times and such memory traffic is expected to be bursty instead of smooth. As a result, the inter-access time cannot be modeled as a simple IID random process and further study of auto-similarity is then necessary in order to correctly model the memory traffic.
In the following, we use auto-correlation functions (ACF) to study the characteristics in inter-access times for both the integer (SPECint2006) and floating-point (SPECfp2006) memory traces from a time dependence perspective. We present the analytical results of memory accesses in Figure 1 . Figure 1 (a) and (b) respectively plot the auto-correlation coefficient of memory accesses for the studied integer benchmarks as the lag parameter increases gradually from 0 to 2000. As shown in Fig. 1(a) -(b), there are evident correlations for the memory inter-access times in bzip2 and omnetpp. However, there is only a slight correlation for the memory inter-access times in sjeng, perlbench, hmmer, astar, xalancbmk, mcf, gcc, and libquantum, but only for lag < 100. And there is almost no correlation for the memory inter-access times in both h264ref and gobmk. The above observations indicate that it might be reasonable to further explore the existence of selfsimilarity in the bzip2 and omnetpp workloads, but not for the sjeng, perlbench, hmmer, astar, xalancbmk, mcf, gcc, and libquantum workloads, especially for h264ref and gobmk.
In Fig. 1 (c) and (d), we plot the auto-correlation coefficients of memory inter-access times for the studied floating-point traces, as a function of lag from 0 to 2000, respectively.
As shown in Fig. 1 (c)-(d), there are strong correlations for both the auto-correlation functions of the memory inter-access times in both gromacs and povray. Especially, the correlations between inter-access times in povray include not only the positive correlation coefficients, but also the negative correlation coefficients. In addition, there are also evident correlations for the memory inter-access times in cactusCDM, gamess and lbm. However, as can be seen from Fig. 1(c)-(d) , there is only a weak correlation for memory inter-access times in the remain floating-point memory traces, especially for GemsFDTD, and sphinx3, almost no correlation. Therefore, these observations suggest that the self-similar models seem to be a plausible option to model memory accesses in gromacs, povray, cactusCDM, gamess and lbm, but not for other memory workloads represented in Fig. 1(c)-(d) .
We conclude that, in all SPEC2006 integer and floatingpoint memory traces studied, there is only slight and even no correlation between inter-access times in most SPEC2006 benchmarks. So, different with the studies focused on the prior suites in Ref. [11] , [10] , the independently and identically distributed (IID) but not self-similar property might be appropriate in characterizing memory access behaviors in these workloads.
However, there are strong or evident correlations in a small number of remaining traces, and it might still be appropriate to use the self-similarity to characterize memory access behaviors in these SPEC2006 workloads. This motivates us to examine the existence of self-similarity in SPEC2006 memory workloads with a rigorous statistical way in the following section.
IV. SELF-SIMILARITY STUDY
In this section, we deploy Leland's theory and analysis techniques [23] to analyze and examine the existence of selfsimilarity in studied memory traces.
A. Theory of self-similarity
The theory behind self-similar processes is briefly summarized as follows. A more thorough description can be found in [23] , [26] , [25] . This section only outlines the basics that will be used in this paper. The description of self-similarity given below closely follows Beran et al [24] .
Let X = (X t : t = 1, 2, . . .) be a covariance stationary stochastic process with constant mean µ = E[X t ], and finite variance
For the process X t , the autocorrelation function ACF (k) depends only on k and is defined as follows.
The process X t is said to exhibit self-similarity if
Note that, in the equation above, ACF (k) is non-sumable, i.e., k ACF (k) = ∞. We say that such an autocorrelation function decays hyperbolically and the corresponding process X t is long-range dependent. In contrast, the autocorrelation function of a Poisson process decays exponentially and is sumable; that is k ACF (k) = 0. Such a process is said to be short-range dependent.
The process X t is said to be exactly second-order selfsimilar with the Hurst parameter H (0.5 < H < 1), if X t has an autocorrelation function of the form
For the process X t , its m-order aggregated process
The process X t is said to be asymptotically second-order self-similar with the Hurst parameter H (0.
The Hurst parameter noted H measures the self-similar degree of a time-series, and a value in the range (0.5, 1) indicates self-similarity [38] . The larger the Hurst estimate is, the higher the degree of auto-similar property is. Two commonly used techniques are well-known graphical tools, namely variance-time plots [23] , [28] and R/S analysis (Pox plot) [23] , [28] . Both are widely used to judge whether selfsimilarity exists in a data traffic or not, and give the faithful examination results.
Variance-time plot. For an asymptotically second-order self-similar process X t , the relation between the variance of the aggregated process X (m) and m is defined by Equation (6) . Taking the logarithm of both sides of the equation results in the relation
where a is a constant, and m → ∞ [28] . Thus, we can plot the curve of log(V ar(X (m) )) versus log(m), for various values of m. The curve will be a linear series of points with slope −β, and using a linear regression method we can obtain an estimate of β. Slopes between -1 and 0 correspond to Hurst parameters H between 0.5 and 1. This plot is called a variance-time plot, and we can calculate the Hurst parameter H using the following equation
R/S-Analysis. R/S (rescaled adjusted range) analysis, also called Pox plot. For a given set of observations (X t : t = 1, 2, . . . , n) with a meanX(n), a variance S 2 (n), all observations are placed into K disjoint subsets, with each subset containing an average of n/K observations. Then the rescaled adjusted range statistic is given by [23] 
Hurst where
If X t is self-similar or long-range dependent, then the following equation holds
where n → ∞, H is the Hurst parameter of X t , and b is a constant. This empirical law is known as the Hurst effect. Taking the logarithm of both sides of the equation results in the following relation
where c is a constant, and n → ∞. Thus we can plot log(E[
R(n) S(n) ]) versus log(n)
for varying values of n, and obtain the estimate of the Hurst parameter H. This plot should result in a roughly linear graph with a slope equal to the Hurst parameter H. Such a plot is known as a Pox plot. So a leastsquares linear fit can be used to estimate the Hurst parameter.
B. Measurement of Self-similarity
In this section, both the variance-time plot and R/S-analysis methods are used to estimate the Hurst parameter of memory access workloads, and mathematically demonstrate the presence of self-similar behavior in SPEC2006 workloads in which there are strong or evident correlations between inter-access times, i.e., bzip2, omnetpp, cactusADM, gromacs, povray, gamess, calculix, and lbm.
We generate the variance-time plots and Pox plots for all these traces above and then estimate their Hurst parameter from the plots in Fig. 2 . As shown in Fig. 2, Fig. 2(a1) -(h1) show the variance-time plots of the studied integer and floating-point SPEC2006 traces. All eight plots are linear and they have the Hurst parameter of 0.757, 0.850, 0.723, 0.692, 0.863, 0.638, 0.569 and 0.590, respectively. The results show that all Hurst parameters are significantly larger than 0.5. This verifies the presence of self-similarity in these memory access workloads. Fig. 2(a2)-(h2) show the Pox plots of the same integer and floating-point benchmarks studied in Fig. 2(a1)-(h1) . Following a least-square linear fit, the Hurst parameter is estimated as 0.639, 0.583, 0.593, 0.738, 0.569, 0.754, 0.608 and 0.659, respectively. All estimated Hurst parameters are also significantly larger than 0.5, indicating that the memory access behavior in these studied memory workloads are selfsimilar, which validates the results of Pox plot analysis and increases the confidence of the estimation accuracy.
The difference between the two measured H estimates for some integer memory traces (e.g., omnetpp and povray) is large, especially for povray. On one hand, this observation cannot be easily explained. Taking the R/S-Analysis estimate of povray as an example, the low value of the R/S-Analysis estimate (0.569) perhaps is a result of the existence of some regular memory accesses in povray, which causes the correlation coefficients of inter-access times fluctuate regularly in Figure 1(a) . On the other hand, the difference verifies the common wisdom that there is no single estimator that can provide a definitive answer [39] , although both the R/S-Analysis and variance-time plot methods can qualitatively demonstrate the existence of self-similarity.
In summary, both the R/S-Analysis and variance-time plot methods consistently confirm that the inter-access times of all SPEC2006 workloads studied in this section exhibit selfsimilarity. This indicates that the memory accesses in the SPEC2006 workloads in which there are strong or evident correlations between inter-access times tend to be very bursty, instead of smooth. If a model is required to characterize memory access arrivals, certainly a sequence of independently and identically distributed random processes is inappropriate.
However, the correlation studies in Section III show that a self-similar model might be inappropriate in characterizing memory access behaviors in most SPEC2006 workloads in which there is only slight and even no correlation between inter-access times. This motivates us to propose a more effective model to accurately characterize both the self-similar and IID SPEC2006 workloads in the next section.
V. SYNTHESIZING MEMORY WORKLOAD BASED ON ALPHA-STABLE PROCESS
Previous sections have shown that memory access behaviors in SPEC2006 workloads exhibit independently and identically distributed or self-similar. In this section we presents a mathematical model that can be used to generate synthetically memory access workloads while preserving both the selfsimilar and IID properties.
A. Why use the alpha-stable?
Many techniques have been proposed to synthesize selfsimilar traffics [40] , [41] , [42] , [28] , [29] , [38] , [43] , [44] . For example, two successful methods include Fractional AutoRegressive Integrated Moving Average (FARIMA) and Fractional Brownian Motion (FBM). FARIMA [42] was first used to generate synthetic Variable Bit Rate (VBR) video traces. However, FARIMA is not intrinsically bursty. The FBM model used by several researchers [40] , [41] , [44] is easy to construct and can model the self-similarity under the Gaussian condition, but not the non-Gaussian condition. However, it is important to identify the Gaussian or non-Gaussian property for a given workload [45] . Otherwise, the real degree of access burstiness cannot be truthfully represented. In particular, when we synthesize the memory workloads, we also need to take the Gaussian property into considerations to avoid miss-presenting the burstiness.
For both integer and floating-point benchmarks, we use the normal quantile plots (QQ plots) to measure the Gaussian property [44] . The QQ plots of the h264ref, xalancbmk, povray and cactusADM traces, given in Figure 3 , show that xalancbmk and povray are Gaussian, but others are non-Gaussian. In Figure 3 (b) and (c), all of the scatter points corresponding to an access event given in the traces evidently follow a straight line, indicating that xalancbmk and povray are Gaussian. In Figure 3 (a) and (d), all of the scatter points evidently don't fall into a straight line but an increasing curve, indicating that h264ref and cactusADM are non-Gaussian. The results above show interestingly that some memory workloads have the Gaussian property while other memory workloads do not. Therefore, the model used to capture the access burstiness in memory traces should be able to represent both the Gaussian and non-Gaussian properties. The α-stable process can meet this requirement well [45] .
For a set of observations X = (X t : t = 1, 2, . . . , n) with a mean µ, a variance 2σ 2 , the process X t is said to be an alpha-stable process if its stable distribution is defined by its characteristic function [46] :
where signθ is an indicative function, 0 < α ≤ 2, σ > 0, −1 ≤ β ≤ 1, and µ ∈ R. The characteristic exponent α measures the degree of burstiness in the memory workload, and β represents the degree of heavy tail in the memory workload. If α = 2, then β tan π = 0 and β is then meaningless. In this case, it is the characteristic function of a Gaussian stochastic process, i.e., E[e iθX ] = exp{−σ 2 θ 2 + iµθ}. Otherwise, it is one class of non-Gaussian functions. Therefore, as the value of parameter α changes, the α-stable process is able to flexibly represent a stochastic process under both the Gaussian and non-Gaussian conditions.
In this paper, we extend the α-stable model developed by Ref. [45] to synthesize memory access series. Specifically, the inputs in the α-stable model are the measured properties Fig. 3 . Examine the Gaussian property of SPECint2006 (e.g., h264ref and xalancbmk) and SPECfp2006 (e.g., povray and cactusADM) workloads through QQ plots of sample data versus standard normal. of the available trace data, including the degree of selfsimilarity in the memory workload, the degree of memory access burstiness, the degree of heavy tail in the memory workload. This model allows us to conveniently turn the memory workload model for different environments.
B. Experiment results
For each benchmark, we compute the access arrival rate, i.e., the number of accesses per time unit. We place all access arrival rates into a group of stochastic numbers. The maximumlikelihood method is used to estimate the parameters of the α-stable process corresponding to the memory traces needed to be measured. Table III summarizes the estimates of α-stable parameters. In Table III , each row includes the memory trace name and the estimates of four α-stable parameters. Due to the fact that the α-stable distribution degenerates to a Gaussian stochastic process if α = 2, with mean value µ and variance 2σ
2 , β will be meaningless. Accordingly in Table III , a slash will fill in the place of β if α = 2. This measurement results prove the validity of Figure 3 (b) and (c) again, i.e., the xalancbmk and povray workloads are Gaussian.
Our model can faithfully emulate the burstiness of memory access activities in all studied benchmarks. We used the alpha-stable, IID (Poisson and Normal) and self-similar FBM methods to synthesize the IID SPEC2006 workloads, and used the alpha-stable, self-similar (FBM and FARIMA), and IID Poisson methods to synthesize the self-similar SPEC2006 workloads. The cumulative distribution functions (CDFs) are used to intuitively compare the synthetic workloads through both our proposed and other methods and trace results. The cumulative distribution functions (CDFs) of the synthetic and real traces for perlbench, xalancbmk, cactusADM and gromacs, are illustrated in Figure 4 , the X-axis shows the logscale of memory access numbers per microsecond, and the Y-axis denotes the percentage of the arrival rates. A point (x; y) in the cumulative distribution curve indicates that y% of access rates are less than or equal to an arrival rate of x.
The memory workload synthesized by the α-stable model very closely matches the real trace data, especially for IID perlbench and self-similar gromacs, as shown in Figure 4 . It is evident that it is difficult for the conventional IID and self-similar methods to accurately capture the memory access burstiness which can be precisely characterized by the α-stable method.
A quantitative approach to evaluate the improvement is to analyze the error. A trimmed mean [47] is widely used to measure the central tendency and it is less sensitive to outliers that are far away from the mean. A trimmed mean is calculated by discarding a certain number of highest and lowest outliers and then computing the average of the remaining measurements. Since statistically a trimmed mean is usually more resilient and robust than a simple average mean, we use the trimmed mean to evaluate the matching degrees between each real workload and its corresponding synthetic workload. The trimmed means of errors and comparison results are summarized in Table IV. As can be seen from Table IV , the IID SPEC2006 workloads are difficult to be faithfully characterized by self-similar method, and vice versa. For almost all of traces studied in this paper, the trimmed mean of error between the real workload and the α-stable synthetic workload is minimum, with the exception in which the trimmed mean of error between the hmmer trace and the α-stable synthetic workload is 41.9, with the increase of 15 percent of 36.4, the minimum error between the hmmer trace and the Poisson synthetic workload. Nevertheless, comparing with the matching degree of the Poisson synthetic workload, the matching degree of the α-stable synthetic workload for the hmmer workload is still reasonably good.
As shown in Table IV , for IID xalancbmk and perlbench, the trimmed means of errors between the real trace and the synthesized workload through the Poisson method are 61.2, and 365.3, respectively, the trimmed means of errors between the real trace and the synthesized workload through the Normal method are 45.5, and 271.3, respectively, and the trimmed means of errors between the real trace and the synthesized workload through the α-stable model with these parameter values in Table III are 29 .5and 159, respectively. Accordingly, our proposed model can reduce the trimmed mean of error of the Poisson models by 52% and 56%, respectively, and reduce the trimmed mean of error of the Normal models by 35% and 41%, respectively. So, the synthetic IID workloads generated by the α-stable method are more accurate than the synthetic workloads synthesized by the IID methods. For cactusADM and gromacs, the trimmed means of errors between the real trace and the synthesized workload through the FBM method are 47.5 and 133.9, respectively, the trimmed means of errors between the real trace and the synthesized workload through the FARIMA method are 85.3 and 206.1, respectively, and the trimmed means of errors between the real trace and the synthesized workload through the α-stable model with these parameter values in Table III are 35.7 and 115, respectively. Accordingly, our proposed model can reduce the trimmed mean of error of the FBM models by 25% and 14%, respectively, and reduce the trimmed mean of error of the FARIMA models by 58% and 44%, respectively. So, the synthetic selfsimilar workloads generated by the α-stable method are more accurate than the synthetic workloads synthesized by the selfsimilar methods.
VI. CONCLUSIONS AND FUTURE WORK
In this work, we studied the self-similarity phenomena of the memory access in the widely used SPEC 2006 benchmark suites. We examine the auto-correlation functions of interaccess times for all of memory access traces collected in SPEC2006. Results show that there are evident correlations between memory accesses in a small number of the integer and floating-point benchmarks. Therefore, a sequence of independent and identically distributed random variables is inappropriate to characterize and model memory accesses in the minor SPEC2006 workloads. This motivates us to further study the self-similarity in those SPEC2006 workloads. We have used rigorous statistical techniques, including variancetime plot and R/S analysis (Pox plot), to show the presence of self-similar property and estimate the Hurst parameter of memory access traces. In our experiments, all estimated Hurst parameters are significantly larger than 0.5.
However, correlation studies show that correlations in memory inter-access times are inconsistent. While with evident correlations between inter-access times in a small number of SPEC2006 benchmarks, there is only slight and even no correlation between inter-access times in most SPEC2006 workloads which cannot be accurately characterize by selfsimilar model. As a result, when characterizing the memory workloads or designing synthetic benchmark to evaluate a memory system, the characteristics in SPEC2006 memory accesses, should be taken into consideration to correctly preserve or emulate the access burstiness.
In addition, based on the α-stable process, we implement a memory access series generator in which the inputs are the measured properties of the available memory trace series. Experimental results show that this model can faithfully capture the complex access arrival characteristics of memory workloads, particularly the heavy-tail characteristics under both Gaussian and non-Gaussian workloads.
One limitation of this study is that all traces studied ignore the spatial information such as close/open bank model, address mapping schemes. Our immediate future work is to collect and study SPEC2006 memory traces in both the temporal and spatial locality.
