Ionic liquids are solvent-free electrolytes, some of which possess an intriguing self-assembly at finite length scale due to Coulombic interactions. Using a continuum framework (based on Onsager's relations), it is shown that bulk nanostructures arise via linear (supercritical) and nonlinear (subcritical) bifurcations (morphological phase transitions), which also directly affect the electrical double layer structure. A Ginzburg-Landau amplitude equation is derived and the bifurcation type is related to model parameters, such as temperature, potential, and interactions. Specifically, the nonlinear bifurcation occurs for geometrically dissimilar ions and, surprisingly, is induced by perturbations on the order of thermal fluctuations. Finally, qualitative insights and comparisons to the experimentally decaying charge layers within the electrical double layer are discussed. DOI: 10.1103/PhysRevE.95.060201 Solvent-free ionic liquids (ILs) are comprised of large and asymmetric anions and cations, with their molecular structure consisting of a charged ion attached to a hydrophilic or hydrophobic functional group. With significant charge delocalization and irregular geometries, the ions do not readily form a tightly bound lattice and remain liquid even at room temperatures [1] . Their tunable molecular structure enables the tailoring of ILs to a large number of applications [2-9], e.g., batteries, supercapacitors, dye-sensitized solar cells, lubricants, and nanoparticle syntheses, where they are advantageous due to their high charge density, low volatility, and high chemical, thermal, and electrochemical stability.
Solvent-free ionic liquids (ILs) are comprised of large and asymmetric anions and cations, with their molecular structure consisting of a charged ion attached to a hydrophilic or hydrophobic functional group. With significant charge delocalization and irregular geometries, the ions do not readily form a tightly bound lattice and remain liquid even at room temperatures [1] . Their tunable molecular structure enables the tailoring of ILs to a large number of applications [2] [3] [4] [5] [6] [7] [8] [9] , e.g., batteries, supercapacitors, dye-sensitized solar cells, lubricants, and nanoparticle syntheses, where they are advantageous due to their high charge density, low volatility, and high chemical, thermal, and electrochemical stability.
It is the amphiphilic-type structure, however, that gives ILs another intriguing property-the ability to self-assemble (see [10] , and references therein). IL molecules spontaneously form bicontinuous, hexagonal or lamellar phases (see [11] , and references therein), in a fashion similar to the morphologies of diblock copolymers and liquid crystals. The bulk nanostructure affects not only the mechanical and transport properties [12] , but also the electrical double layer (EDL) structure and thus charge-transfer properties [13] [14] [15] [16] . Obtaining insight into the emergence of nanostructures is therefore essential for the integration and control of ILs in scientific and industrial applications [2] [3] [4] [5] 8, 9, 16] .
It was recently shown theoretically that the coupling of bulk and EDL morphologies may be portrayed as the result of competition between short-range intermolecular interactions (e.g., hydrophobic interactions, hydrogen bonds, steric effects) and the long-range Coulombic interactions [17] , where the contribution of the former may be incorporated via the Cahn-Hilliard theory of phase separation. This nonlocal Cahn-Hilliard framework has successfully reproduced the emergence of bulk nanomorphologies that have been observed experimentally [10, 11] , while providing further insights into electrokinetic phenomena in ILs, namely, in the form of transient currents. However, the methodology was based on geometrically identical ions, which is clearly an approximation of any real-world system [11] . Concerning the EDL, recent works have implied that changes of charge layering should be attributed to electrode polarization [15] while ignoring the bulk nanostructure. However, it is difficult to determine solely on the basis of experiments [18, 19] and atomistictype simulations [20, 21] whether EDL structure depends on the specific electrode polarization or whether it is generic. Isolating the influences of the bulk and interface properties is challenging as the coupling between them is inherent in the system [17] , and measurements of the EDL alone may lead to erroneous conclusions about the bulk, namely, that observations of decaying charge layering in the EDL immediately implies an unstructured bulk [22] . While the coupling between morphology and Coulombic forces has been outlined in [17] , the generic features of morphological transitions and their respective impacts on EDL structure remain open [11, 18] .
Here we focus on a nonlinear theory of asymmetric ionic liquids near the finite wave number onset by first deriving a Ginzburg-Landau amplitude equation and then using a numerical continuation method to distinguish between the linear and the nonlinear instabilities. The distinct emerging solutions are shown to account for the nanomorphology both in the bulk and in the EDL. Particularly, we show that the formation of ordered layers near the solid surfaces is induced by natural energy fluctuations, while the observed decaying spatial charge oscillations may be attributed to an isotropic bulk morphology (independent of the instability type), rather than an unstructured bulk. As such, morphological transitions have fundamental implications to electrochemical charge transport and transfer.
Following [17] and the Onsager framework [23, 24] , the equations of motion for a fully dissociated and solvent-free IL of monovalent anions (0 n n max ) and cations (0 p p max ) molar concentrations, read as
where M is the diffusion coefficient [25] [26] [27] and γ = p max /n max > 0 is the packing ratio of the ions affected by their geometry, and the free energy
wherec is the harmonic average density of ions, k B is the Boltzmann constant, T is the temperature, β is the interaction parameter for the anion-cation mixture and has units of energy, E 0 κ 2 /4 is the interfacial energy coefficient where E 0 has units of energy and κ has units of length, φ is the electric potential, q is the elementary charge, and is the permittivity. Notably, due to the interaction parameters β and κ, the above free energy goes beyond the Poisson-NernstPlanck (PNP) formulation, and rather gives rise to a nonlocal Cahn-Hilliard framework. These parameters originate from the Flory-Huggins mixture theory, and account for the anion and cation short-range interactions (e.g., hydrophobic interactions and steric interactions). The link between the free energy of ion interactions via a short-range (Lennard-Jones type) potential and the parameter β was presented in [28] .
Next, we introduce nondimensional variables and pa-
, and obtain (after omitting the tildes) the final dimensionless equations for the asymmetric ILs:
with
λ 2 depends on the ratio of the strengths of short-and long-range interactions and reflects the competition between them, and χ = β/(k B T ) is the Flory parameter. For consistency with traditional dimensionless analysis, we have chosen to scale space by the Debye-like scale λ while noting that this choice does not reflect a typical electric screening length, as for dilute electrolytes.
Numerical solutions of (2) [29] , however, show that unlike the symmetric case γ = 1 [17] , the emergence of spatially inhomogeneous solutions for γ = 1 are of either small or large amplitude states. These results are depicted in Fig. 1 and indicate that the more realistic situation of asymmetric ILs involves both linear and nonlinear instabilities, as we show next. Notably, these instabilities have the nature of type-II and type-I phase transitions, respectively. However, unlike the spinodal-binodal transitions known from thermodynamic theory of binary fluids and associated with long wave-number instabilities [30, 31] , here self-assembly involves a persistent typical length scale due to coupling to Coulombic interactions [17, 32, 33] . For the sake of analysis, we first consider an infinite domain in one space dimension (1D), using σ as a control parameter. We then proceed to demonstrate the validity of the results on a finite domain x ∈ (−L,L) as well, using no-flux (i.e., Neumann) boundary conditions for p, and fixed potential (i.e., Dirichlet) boundary conditions φ(x = ±L) = ±V /2, where V is the applied potential difference.
To divine the nature of bulk instabilities, we employ the weakly nonlinear theory (multiple time scale analysis) [34] 
where p 0 = 1/(1 + γ ) is the uniform cation concentration, 1 measures the distance from the instability onset, and following [32, 33] [34] . Linearizing (2) around (p 0 ,0), i.e., setting p = p 0 + P and retaining linear terms in (P ,φ), yields
and substituting the second into the first equation yields the dispersion relation of finite wave-number instability type [17] 
We note that there is a factor of 2 which appears due to using the molar concentration rather than a volume fraction that was used in [17] . In (4), s is the temporal growth rate of periodic perturbations associated with finite wave numbers k, i.e., s(k) > 0 implies linear instability. Varying σ , the instability onset is obtained by seeking σ = σ c and k c such that
Notably, although the model equations are gradient, the coupling to the Poisson equation damps the large-scale mode [17, 32, 33] , i.e., s(0) < 0. Since k 2 c ,γ > 0, the instability may exist only for
as identified by the shaded region in Fig. 1 . For the symmetric case (γ = 1) we retain the result χ k = χ c ≡ β c /(k B T ) = 4 from [17] . Slightly above the instability onset, 1, the dispersion relation admits a finite band of wave numbers around k c for which s > 0. However, direct numerical integration shows that at = −0.001 and γ = 2, we find two distinct cases: for χ = 8.3 the solutions correspond to small amplitude periodic solutions [see dark line in Fig. 1(b) ], while for χ = 7 the solutions are highly nonlinear [as evidenced by the spikelike shape of the light line in Fig. 1(b) ] and of large amplitude (relative to ). This behavior indicates two types of instability mechanisms, which can be analyzed using the amplitude equation for A. Thus we substitute (3) into (2), and after imposing the solvability condition at order 3/2 obtain
where
The Ginzburg-Landau partial differential amplitude equation (6) can be used to approximate large-scale modulations of the basic pattern cos(k c x + ϕ) near the instability onset [32, 33] but here for simplicity we assume A to be independent of space and ϕ = 0. Then
From the right-hand sides of (7) it is evident that the signs of σ − σ c (γ,χ) and of α(γ,χ) differentiate between two types of periodic solutions: (i) the supercritical bifurcation when σ < σ c and α < 0, with the amplitude scaled as √ |σ − σ c | [see Fig. 1(b) , while the transition between the two types is obtained by solving for α(χ,γ ) = 0, which yields
as depicted by the dashed line in Fig. 1(a) . The branches of bifurcating solutions beyond the weakly nonlinear limit are computed in both cases with a numerical continuation method [35] , as depicted in Fig. 2 . While in the supercritical (linear) case the bifurcating periodic solutions are stable [ Fig. 2(a) ], in the subcritical case (nonlinear) these solutions are linearly unstable until reaching a fold, σ SN c , whereon they change direction and grow toward the instability onset of the homogeneous state. However, as in the Ohta-Kawasaki case [33] , the large amplitude periodic solutions belonging to a branch portion after the fold (σ < σ SN ; see figure) are stable on 2L = λ c = 2π/k c (exhibiting hysteresis) but become Eckhaus unstable on large domains; due to applications our interest here is in domains that are larger than the wavelength of the bifurcating states, i.e., L π/k c . Consequently, the hysteresis region σ c < σ < σ SN c , between the k c solutions and the uniform state is destroyed on large domains. Nevertheless, direct numerical integration shows that there are additional periodic solutions that emerge and form hysteresis for σ c < σ < σ SN L [ Fig. 1(b) ]. These solutions belong to one of the secondary branches of periodic solutions (denoted by k L ) that emerge below the onset, i.e., at σ < σ c as shown by thick line in Fig. 2(b) .
From a mathematical point of view, bistability of the uniform and periodic states persist on finite domains. However, in the physical context, perturbations are related to energy fluctuations which operate at the scale of k B T or φ ∼ 1 in dimensionless units. The size of fluctuations should be compared to the amplitude of the unstable parts of the subcritical branches, i.e., σ c < σ < σ SN c,L . Setting φ ≈ 1 in (7b) yields The numerical continuation in Fig. 2(b) shows that in the parameter regimes considered here, the folds σ 1 or about 5% of thermal energy. Indeed, even weak perturbations φ(±L) = ±V with |V | 1 at the boundaries give rise to a large-amplitude pattern, as shown in Fig. 3 . In other words, in a physicochemical system with the required temperature and anion-cation asymmetry, energy fluctuations will drive the formation of large amplitude nanostructures for σ c < σ < σ SN L , even though the homogeneous state is linearly stable.
The weakly nonlinear analysis indicates that the asymmetric IL model (2) belongs to a universality class described by the Ginzburg-Landau equation, which includes both conserved and dissipative systems, such as Swift-Hohenberg, reactiondiffusion, and nonlocal Cahn-Hilliard equations. Consequently, based on pattern formation theory [31, 34] and the related nonlocal Ohta-Kowasaki model [33, 36] it is evident that the large amplitude periodic patterns in the one-dimensional (1D) asymmetric IL model (2) will take on much richer universal forms in 2D and 3D, such as laminar, bicontinuous, and spongelike morphologies [36] [37] [38] [39] ; systematic study of patterns in higher dimensions is beyond the scope of this Rapid Communication. In particular, nonlocal Cahn-Hilliard theory shows that 1D periodic bulk structures exhibit universal behavior, manifesting as labyrinthine and hexagonal patterns in 2D and 3D [31, 34] (e.g., Fig. 4 (c) in [17] ). The former pattern may be expected in the region of subcritical bifurcations for nearly symmetric cases (γ ≈ 1) and emerge via a zigzag instability [17] , while the latter emerges in asymmetric systems (|γ − 1| 0) via a subcritical bifurcation [31, 36] . Indeed, the early experimental observations have used protic IL with short alkyl groups that correspond to γ ≈ 1 [40] .
Commonly used experimental measurements such as atomic force microscopy [41] , atomic force apparatus [42] , and x-ray reflectivity [14] cannot distinguish between a uniform bulk and a nanostructured bulk that emerged via either type of instability. This is because these experimental measurements are essentially one-dimensional methods measuring the spatial average of the system (system projection on the parallel axis) on planes parallel to the electrodes. A nanostructured bulk, in which a convoluted periodic morphology emerges due to thermal fluctuations, will average out to electroneutrality on planes parallel to the boundary [17, 43] , and thus bulk structure will remain undetected. The distinction between a structured and unstructured bulk may be further advanced, for example, using time-dependent measurement which shows different behavior in each case [17] .
To conclude, we have demonstrated the generic nature of self-assembly in both the bulk and the electrical double layer regions of asymmetric ionic liquids. The nanomorphology is shown to arise first in the bulk via linear or nonlinear instabilities, following the derived Ginzburg-Landau amplitude equation (6) . In both types, near the onset, σ c , the bulk is sensitive to energy fluctuations of about k B T or, respectively, 25 mV, with the resulting formation of large amplitude nanomorphologies even in the subcritical (linearly stable bulk) case. Since these instabilities are of universal nature [31, 34] , in higher space dimensions the morphologies that form are isotropic (e.g., labyrinths and hexagons) and thus, averaging about the plane parallel to the electrodes will yield results that seem to correspond to a uniform density with a vanishing electrical field, i.e., electroneutrality in the 1D context. The second effect of an isotropic structured bulk is its subtle impact on the charge layering within the EDL region [10, 11] . Since the bulk isotropy breaks down near the solid surface, the patterns tend to align with electrode orientation [17] . Upon averaging about the plane normal to the electrode one naturally observes charge layers near the electrode that gradually lose their orientation toward the bulk, cf. [43] . Consequently, spatially decaying oscillations are observed in the direction normal to the electrode, yet they should not be misinterpreted as evidence for the absence of bulk self-assembly. As many applications [11, 16] , e.g., energy-and lubrication-related, exploit and depend on mass transport and charge transfer properties, the framework developed here offers another perspective regarding the interpretation of empirical observations, as well as opportunities for the enhancement of device efficiency [2] [3] [4] [5] [6] [7] [8] [9] in terms of conductivity, structural integrity (rheology), and electrochemical reactions.
