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ASYMPTOTIC BEHAVIOUR OF A RAPIDLY ROTATING FLUID WITH RANDOM
STATIONARY SURFACE STRESS
ANNE-LAURE DALIBARD
∗
Abstrat. The goal of this paper is to desribe in mathematial terms the eet on the oean irulation of a random
stationary wind stress at the surfae of the oean. In order to avoid singular behaviour, non-resonane hypotheses are
introdued, whih ensure that the time frequenies of the wind-stress are dierent from that of the Earth rotation. We
prove a onvergene result for a three-dimensional Navier-Stokes-Coriolis system in a bounded domain, in the asymptoti
of fast rotation and vanishing vertial visosity, and we exhibit some random and stationary boundary layer proles. At
last, an average equation is derived for the limit system in the ase of the non-resonant torus.
Key words. Rotating uids, Oeani irulation, Stationary setting, Boundary layer
AMS subjet lassiations. 76U05, 35B40, 86A05, 35R60
1. Introdution. The goal of this paper is to study mathematially a problem arising in oean
dynamis, namely the behaviour of oean urrents under stimulation by the wind. Following the books
by Pedlosky [20, 21℄ and Gill [9℄, the veloity of the uid in the oean, denoted by u, is desribed by the
inompressible Navier-Stokes equations in three dimensions, in rotating oordinates, with Coriolis fore
ρ(∂tu+ u · ∇u+ 2Ωe ∧ u)−Ah∆hu−Az∂2zu = ∇p, t > 0, (x, y, z) ∈ U(t) ⊂ R3,
divu = 0.
In the above equation, Ah and Az are respetively the horizontal and vertial turbulent visosities, p is
the pressure inside the uid, ρ is the homogeneous and onstant density, and Ωe is the rotation vetor
of the Earth (Ω > 0 and e is a unitary vetor, parallel to the pole axis, oriented from South to North).
U(t) is an open set in R3, depending on the time variable t: indeed, the interfae between the oean and
the atmosphere may be moving, and is desribed in general by a free surfae z = h(t).
In order to fous on the inuene of the wind, let us now make a series of rude modeling hypotheses
on the boundary onditions: rst, we assume that the lateral boundaries of the oean are at, and that
the veloity u satises periodi boundary onditions in the horizontal variable. We also neglet the
utuations of the free surfae, namely, we assume that h(t) ≡ aD, with a,D positive onstants. This
approximation, although highly unrealisti, is justied by the fat that the behaviour of the uid around
the surfae is in general very turbulent. Hene, as emphasized in [6℄, only a modelization is tratable
and meaningful. Let us also mention that the justiation of this rigid lid approximation starting from
a free surfae is mainly open from a mathematial point of view: we refer to [1℄ for the derivation of
Navier-type wall laws for the Laplae equation, under general assumptions on the interfae, and to [14℄
for some elements of justiation in the ase of the great lake equations. At last, we assume that the
bottom of the oean is at; the ase of a nonat bottom has already been investigated by several authors,
and we refer to [6, 8, 17℄ for more details regarding that point.
As a onsequene, we assume that U(t) = [0, a1H)× [0, a2H)× [0, aD), where H > 0 is the typial
horizontal lengthsale, and u satises the following boundary onditions
u is periodi in the horizontal variable with period [0, a1H)× [0, a2H),
u|z=0 = 0 (no slip ondition at the bottom of the oean),
∂zuh|z=aD = A0σ (inuene of the wind),
u3|z=aD = 0 (no ux ondition at the surfae).
Let us now redue the problem by saling arguments. First, we neglet the eet of the horizontal
omponent of the rotation vetor e, whih is lassial in a geophysial framework (see [4℄). Furthermore,
we assume that the motion ours at midlatitudes (far from the equator), and on a small geographial
zone, meaning H ≪ R0, where R0 is the earth radius. In this setting, it is legitimate to use the so-alled
∗
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f -plane approximation (see [7℄), and to neglet the utuations of the quantity e3 · e with respet to the
latitude. In resaled variables, the equation beomes
∂tu
ε,ν + uε,ν · ∇uε,ν + 1
ε
e3 ∧ uε,ν − νh∆huε,ν − νz∂2zuε,ν +
( ∇hp
1
γ2 ∂zp
)
= 0, (1.1)
where
ε :=
U
2HΩ
, νh :=
Ah
ρuH
, νz :=
LAz
ρUD2
, γ :=
D
H
,
and U is the typial horizontal relative veloity of the uid. We are interested in the limit
νz ≪ 1, ε≪ 1, νh ∼ 1.
Suh a saling of parameters seems onvenient for instane for the mesosale eddies that have been
observed in western Atlanti (see [20℄). One has indeed
U ∼ 5 cm · s−1, H ∼ 100 km, D ∼ 4 km and Ω ∼ 10−4s−1
whih leads to ε ∼ 5× 10−3. Possible values for the turbulent visosities given in [20℄ are
Ah ∼ 106 kg ·m−1 · s−1 and Az ∼ 1 kg ·m−1 · s−1
so that νz ∼ 10−3, νh ∼ 1. In the rest of the artile, we denote by ν the small parameter νz , and we
assume that νh = 1. Additionally, we do not take into aount the shallow water eet, and thus we take
γ = 1, even though this is not onsistent with the values of H and D given above. Indeed, the thin layer
eet, whih orresponds to γ ≪ 1, is expeted to substantially ompliate the analysis, but without
modifying the denition of boundary layers. Thus, in order to fous on the inuene of a random foring,
we study the lassial rotating uids equation (see for instane [4℄), that is
∂tu
ε,ν + uε,ν · ∇uε,ν + 1
ε
e3 ∧ uε,ν −∆huε,ν − ν∂2zuε,ν +∇p = 0. (1.2)
Moreover, the amplitude of the wind stress at the surfae of the oean may be very large; thus we set
β :=
A0S0D
U
,
where S0 is the amplitude of the wind veloity, and we study the limit β → ∞. Equation (1.2) is thus
supplemented with the boundary onditions
uε,ν|z=0 = 0,
∂zu
ε,ν
h|z=a = βσ
ε,
uε,ν3|z=a = 0.
(1.3)
Additionally, uε,ν is assumed to be T2-periodi in the horizontal variable xh, where T
2 := R2/[0, a1) ×
[0, a2). In the rest of the paper, we set Υ := T
2 × (0, a). The assumptions on the wind-stress σε will be
made lear later on.
1.1. General results on rotating uids. Let us now explain heuristially what is the expeted
form of uε,ν at the limit. Assume for instane that ν = ε and that the family uε,ν behaves in L2([0, T ]×Υ)
like some funtion u0(t, t/ε, x), with u0 ∈ L∞([0, T ]× [0,∞)×Υ) suiently smooth. Then it is natural
to expet that u0 satises 

∂τu
0 + e3 ∧ u0 = 0,
divu0 = 0,
u03|z=0 = u
0
3|z=a = 0.
(1.4)
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In fat, the above equation an be derived rigorously from (1.2) if the dependene of the funtion u0
with respet to the fast time variable τ is known a priori ; the goal of the two-sale onvergene theory,
formalized by Grégoire Allaire in [2℄ after an idea of Gabriel N'Guetseng (see [18℄), is preisely to justify
suh derivations in the ontext of periodi funtions. However, in this paper, we do not need to resort
to suh tehniques; our aim is merely to build an approximate solution thanks to formal omputations.
In view of (1.4), we introdue the vetor spae
H := {u ∈ L2(Υ)3, divu = 0, u3|z=0 = u3|z=a = 0} .
We denote by P the orthogonal projetion onH in L2(Υ)3, and we set L := P(e3∧·). Notie that P diers
from the Leray projetor in general, beause of the no-ux onditions at the bottom and the surfae of
the uid. It is known (see for instane [4℄) that there exists a hilbertian basis (Nk)k∈Z3\{0} of H suh
that for all k,
P(e3 ∧Nk) = iλkNk with λk = − k
′
3
|k′| ,
where k′ = (2πk1/a1, 2πk2/a2, πk3/a). The vetor Nk is given by
Nk(xh, z) = e
ik′h·xh

cos(k′3z)n1(k)cos(k′3z)n2(k)
sin(k′3z)n3(k)


where 

n1(k) =
1√
a1a2a|k′h|
(ik′2 + k
′
1λk)
n2(k) =
1√
a1a2a|k′h|
(−ik′1 + k′2λk)
n3(k) = i
|k′h|√
a1a2a|k′|
if kh 6= 0,
and 

n1(k) =
sgn(k3)√
a1a2a
n2(k) =
i√
a1a2a
n3(k) = 0
else.
Let L(τ) : H → H be the semi-group assoiated with equation (1.4), i.e. L(τ) = exp(−τL) for τ ≥ 0.
We infer from equation (1.4) that u0(t, τ) ∈ H almost everywhere, and that there exists a funtion u0L
suh that
u0 = L(τ)u0L =
∑
k
e−iλkτ
〈
Nk, u
0
L
〉
Nk.
Consequently the main eet of the Coriolis operator L is to reate waves, propagating at frequenies
of order ε−1. The goal is now to identify the funtion u0L, whih in general depends on the slow time
variable t. This is ahieved thanks to ltering methods, whih were introdued by S. Shohet in [23℄,
and further developed by E. Grenier in [10℄ in the ontext of rotating uids. Preisely, setting
uε,νL = exp
(
t
ε
L
)
uε,ν
it is proved in [4, 17℄ in the ase of Dirihlet boundary onditions at z = 0 and z = a that uε,νL onverges
strongly in L2
lo
([0,∞) × Υ) towards a funtion u0L. Moreover, the funtion u0L satises a nonlinear
equation of the type
∂tu
0
L + Q¯(u
0
L, u
0
L)−∆hu0L = S¯, (1.5)
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where the quadrati term Q¯(u0L, u
0
L) orresponds to the ltering of osillations in the non-linear term
uε,ν ·∇uε,ν, and the soure term S¯ to the ltering of osillations in lower order terms in uε,ν . The quadrati
term Q¯ is dened as follows (see [4℄, Proposition 6.1 and [17℄): for w1, w2 ∈ H∩H1(Υ), Q¯(w1, w2) is the
weak limit as ε→ 0 of the quantity
1
2
exp
(
t
ε
L
)
P
(
exp
(
− t
ε
L
)
w1 · ∇ exp
(
− t
ε
L
)
w2
)
+
1
2
exp
(
t
ε
L
)
P
(
exp
(
− t
ε
L
)
w2 · ∇ exp
(
− t
ε
L
)
w1
)
.
Hene
Q¯(w1, w2) =
∑
m∈Z3
∑
(k,l)∈Km
〈Nk, w1〉 〈Nl, w2〉αk,l,mNm, (1.6)
where the resonant set Km is dened for m ∈ Z3 \ {0}, by
Km :=
{
(k, l) ∈ Z6, kh + lh = mh,
λk + λl = λm
and ∃η ∈ {−1, 1}2, η1k3 + η2l3 = m3
}
and the oeient αk,l,m by
αk,l,m =
1
2
(〈Nm, (Nk · ∇)Nl〉+ 〈Nm, (Nl · ∇)Nk〉) .
In order that the equation on u0L is dened unambiguously, the value of the soure term S¯ has to be
speied. In the present ase, we have
S¯ = −
√
ν
ε
SB(u
0
L)− νβST (σ),
where SB : H → H is a linear ontinuous non-negative operator (see [4, 5, 17℄) realled in formula (3.10)
below, and ST (σ) depends on the time osillations in the wind-stress σ. Thus, in the next paragraph, we
preise the assumptions on the wind-stress σε, and we dene the soure term ST . In the above formula
and throughout the artile, the subsripts B and T refer to top and bottom, respetively.
1.2. Denition of the limit equation. Let us rst introdue the hypotheses on the dependane of
the wind veloity σε with respet to the time variable. Sine the Coriolis operator generates osillations
at frequenies of order ε−1, it seems natural to onsider funtions σε whih depend on the fast time
variable t/ε. The ase where this dependane is periodi, or almost periodi, has been investigated by N.
Masmoudi in [17℄ in the non-resonant ase, that is, when the frequenies of the wind-stress are dierent
from ±1. The results of [17℄ were then extended by the author and Laure Saint-Raymond in [5℄. In
fat, it is proved in [5℄ that when the wind-stress osillates with the same frequeny as the rotation of
the Earth (i.e. ±1), the typial size of the boundary layers is muh larger than the one of the lassial
Ekman layers. Moreover, a resonant foring may overall destabilize the whole uid for large times. Here,
we wish to avoid these singular behaviours, and thus to onsider a more general non-resonant setting.
Let (E,A,m0) be a probability spae, and let (θτ )τ∈R be a measure preserving group transformation
ating on E. We assume that the funtion σε an be written
σε(t, xh) = σ
(
t,
t
ε
, xh;ω
)
, t > 0, xh ∈ T2, ω ∈ E,
and that the funtion σ is stationary, i.e.
σ(t, τ + s, xh;ω) = σ(t, τ, xh; θsω)
almost everywhere.
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The periodi setting an be embedded in the stationary (ergodi) setting in the following way (see
[19℄): take E = R/Z ≃ [0, 1), and let m0 be the Lebesgue measure on E. Dene the group transformation
(θτ )τ∈R by
θτs = s+ τ mod Z ∀(τ, s) ∈ R× E.
Then it is easily heked that θτ preserves the measure m0 for all τ ∈ R. Thus the periodi setting
is a partiular ase of the stationary setting; the almost periodi setting an also be embedded in the
stationary setting, but the onstrution is more involved, and we refer the interested reader to [19℄.
The interest of the stationary setting, in addition to its generalization of the almost periodi one, lies
in the introdution of some randomness in equation (1.2). Hene, we also expet to reover a random
funtion in the limit ε, ν → 0. In fat, we will prove rigorously a strong onvergene result of this kind;
additionally, we will haraterize the average behaviour of uε,ν in the limit. Thus, one of the seondary
goals of this paper is to derive some averaging tehniques adapted to highly rotating uids, whih may
be of interest in the framework of a mathematial theory of weak turbulene.
Sine the funtion σ is not an almost periodi funtion, we now introdue a notion of approximate
spetral deomposition of σ. For α > 0, dene the operator Fα by
Fασ : λ ∈ R 7→ 1
2π
∫
R
exp(−α|τ |)e−iλτσ(τ) dτ, (1.7)
and dene the family of funtions (σα)α>0 by the formula
σα(τ) :=
∫
R
exp(−α|λ|)eiλτFασ(λ) dλ. (1.8)
It is proved in Appendix A (see Lemma A.1) that the family (σα)α>0 onverges towards σ, as α → 0,
in L∞([0, T1] × [0, T2] × E,L2(T2)) for all T1, T2 > 0. In order to simplify the presentation, we assume
from now on that σ only has a nite number of horizontal Fourier modes. This is not ruial in
the onvergene proof, but the non-resonane onditions on σ are somewhat simpler to formulate in this
ase. We refer to Remark 1.2 for more general assumptions.
From now on, we assume that for all α > 0, T > 0, the funtion Fασ belongs to L∞([0, T ] × E ×
T
2, L1 ∩ L∞(Rλ)), and that the following non-resonane hypotheses hold:
(H1) For all T > 0,
∀T > 0, sup
α>0
||Fασ||L∞([0,T ]×E×T2,L1(Rλ)) < +∞.
(H2) There exist neighbourhoods V± of ±1, independent of α > 0, suh that
∀T > 0, lim
α→0
sup
λ∈V+∪V−
‖Fασ(λ)‖L∞([0,T ]×E×T2) = 0.
We refer to Remark 1.3 below for some details about the meaning of hypotheses (H1)-(H2) for
almost periodi funtions. The interested reader may also onsult [13℄ for a treatment a resonane
phenomena for funtions with a ontinuous spetrum; notie however that the ontext in [13℄ is somewhat
dierent, sine it deals with funtions whose Fourier transform is well-dened.
Let us now explain how random osillations are ltered:
Proposition 1.1. Let φ ∈ L∞(Rτ , L2(E)) be stationary, and let λ ∈ R. Then the family
φλθ : ω ∈ E 7→
1
θ
∫ θ
0
φ(τ, ω)e−iλτdτ, θ > 0
onverges, almost surely and in L2(E), towards a funtion denoted by Eλ[φ] ∈ L2(E) as θ → ∞. More-
over, Eλ[φ] satises the identity
Eλ[φ](θτω) = Eλ[φ](ω)eiλτ
almost surely in ω, for all τ ∈ R.
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Additionally, if σ satises (H1)-(H2), then
Eλ[σ] = 0 (1.9)
for λ in a neighbourhood of ±1.
Proposition 1.1 is proved in Appendix B, exept property (1.9), whih will be proved in the ourse
of the proof page 26.
With the above denition of Eλ, the soure term ST is dened by
ST (σ)(t) = − 1√
aa1a2
∑
k∈Z3
1kh 6=0
(−1)k3
|k′h|
(
λkk
′
h + i(k
′
h)
⊥) · E−λk [σˆ(t, ·, kh)]Nk,
where
σˆ(t, τ, kh;ω) =
∫
T2
σ(t, xh;ω)e
−ik′h·xh dxh.
Notie that ST (σ) is a random funtion in general, and is well-dened in L
∞
lo
([0,∞)×E,L2(Υ)) thanks
to (H1)-(H2) provided σ ∈ L∞([0, T ]× [0,∞)× T2 × E) for all T > 0.
• We now state an existene result for the limit system, based on the analysis in [4℄. To that end,
we introdue the anisotropi Sobolev spaes Hs,s
′
by
Hs,s
′
:=
{
u ∈ L2(Υ), ∀α ∈ N3, |αh| ≤ s, |α3| ≤ s′, ∇αhh ∂α3z u ∈ L2(Υ)
}
.
Then the following result holds:
Proposition 1.2. Let ν, ε, β > 0 be arbitrary.
Let u0 ∈ H ∩H0,1, and let σ ∈ L∞
lo
([0,∞)t, L∞([0,∞)τ × T2 × E)).
Assume that the hypotheses (H1)-(H2) hold.
Then ST (σ) ∈ L∞
lo
([0,∞)t, L∞(E,H0,1)), and onsequently, the equation
∂tw + Q¯(w,w) −∆hw +
√
ν
ε
SB(w) + νβST (σ) = 0,
w|t=0 = u0
(1.10)
has a unique solution w ∈ L∞(E, C([0,∞),H∩H0,1)) suh that ∇hu belongs to L∞(E,L2
lo
([0,∞), H0,1)).
Remark 1.1. (i) Notie that the funtion w is random in general beause of the soure term ST .
(ii) In [4℄, Proposition 1.2 is proved for ST = 0 (see Proposition 6.5 p. 145). As stressed by the authors,
the result is non trivial sine the system (1.10) is similar to a three-dimensional Navier-Stokes equation,
with a vanishing vertial visosity. The proof relies on two arguments: rst, a areful analysis of the
struture of the quadrati term Q¯ shows that the limit equation is in fat lose to a two-dimensional one.
Seond, the divergene-free property enables one to reover estimates on the vertial derivatives on the
third omponent of the veloity eld, and thus to bypass the diulties aused by the lak of smoothing
in the vertial diretion.
In fat, the proof of Proposition 1.2 an easily be adapted from the one of Proposition 6.5 in [4℄,
and is therefore left to the reader. The method remains exatly the same, the only dierene being the
presene of the soure term ST in the energy estimates. This does not rise any partiular diulty,
thanks to the assumptions on σ.
1.3. Convergene result.
Theorem 1.3. Assume that ν = O(ε), and that √ενβ = O(1).
Let σ ∈W 1,∞([0,∞)τ × [0,∞)t, L∞(T2 × E)) suh that (H1)-(H2) are satised.
Let uε,ν ∈ L∞(E, C([0,∞), L2)∩L2
lo
([0,∞), H1)) be a weak solution of (1.2), supplemented with the
onditions (1.3) and the initial data uε,ν|t=0 = u0 ∈ H ×H0,1. Let w be the solution of (1.10). Then for
all T > 0,
uε,ν − exp
(
− t
ε
L
)
w→ 0
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in L2([0, T ]× E,H1,0) ∩ L∞([0, T ], L2(E ×Υ)).
In the ase of the nonresonant torus (see (1.12) below), it is likely that the hypothesis ν = O(ε)
an be relaxed. Indeed, in this ase, the equation on w deouples between a nonlinear equation on the
vertial average of w on the one hand, and a linear equation on the vertial modes of w on the other (see
paragraph 1.4 below, together with Setion 5). Moreover, it an be proved that the purely horizontal
modes of w deay exponentially in time at a rate exp(−t
√
ν/ε), and the rate of deay does not depend
on the partiular horizontal mode onsidered. Thus, in this partiular ase, the regime ν ≫ ε may be
investigated, using arguments similar to those developed in [5℄.
Remark 1.2. In fat, the above Theorem remains true even when the number of horizontal Fourier
modes of σ is innite. In this ase, it an be heked that the non-resonane assumptions (H1)-(H2)
have to be replaed by the following: there exists s > 4 suh that
(H1') For all α > 0, T > 0, Fασ ∈ L∞([0, T ]× E,L1(Rλ, Hs(T2))), and
∀T > 0, sup
α>0
||Fασ||L∞([0,T ]×E,L1(R,Hs(T2))) < +∞.
(H2') There exist neighbourhoods V± of ±1, independent of α > 0, suh that
∀T > 0, lim
α→0
sup
λ∈V+∪V−
‖Fασ(λ)‖L∞([0,T ]×E,Hs(T2)) = 0.
The H4 regularity assumption stems from the regularity required in the stopping Lemma A.2 in the
Appendix.
Furthermore, the regularity assumptions on the funtion σ beome
σ ∈ L∞
lo
([0,∞)t, L∞([0,∞)τ × E,H3/2(T2)), ∂τσ ∈ H1(T2, L∞([0,∞)t × [0,∞)τ × E)).
Remark 1.3. Let us now explain the meaning of hypotheses (H1)-(H2) for almost periodi fun-
tions. Let kh ∈ Z2, and let φ ∈ L∞([0,∞)× T2) suh that
φ(τ, xh) = e
ik′h·xh
∑
µ∈M
φµe
iµτ ,
where M is a ountable set. The fat that φ as only one horizontal Fourier mode is not ruial, but
merely helps fousing on the time spetrum. Then it an be heked easily that for all α > 0,
Fαφ(λ, xh) = 1
2π
eik
′
h·xh
∑
µ∈M
φµ
2α
α2 + (µ− λ)2 .
In partiular, there exists a onstant C > 0 suh that
‖Fαφ‖L∞(T2,L1(Rλ)) ≤ C
∑
µ∈M
|φµ|
∫
R
2α
α2 + (µ− λ)2 dλ
≤ C
∑
µ∈M
|φµ| .
Thus hypothesis (H1) is satised provided
∑
µ∈M |φµ| <∞.
On the other hand, assume that
η := d(M, {−1, 1}) > 0, (1.11)
i.e. that there are no frequenies in a neighbourhood of ±1. Then if λ ∈ (−1 − η/2,−1 + η/2) ∪ (1 −
η/2, 1 + η/2), we have
|λ− µ| ≥ η
2
∀µ ∈M,
and onsequently, setting V ± := (±1− η/2,±1 + η/2), we have,
sup
λ∈V −∪V +
‖Fαφ(λ)‖L∞(T2) ≤ C
α
η
.
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Thus hypothesis (1.11) entails (H2). Additionally, hypothesis (1.11) annot be easily relaxed, as shows
the following onstrution: onsider the sequene µn := 1−1/n, and hoose a sequene of positive numbers
φn suh that ∑
n
φn <∞.
For τ ∈ R, set
φ(τ) :=
∑
n
φne
iµnτ .
Then for all α > 0, for all k > 0
Fαφ(µk) =
∑
n
φn
2α
α2 +
(
1
n − 1k
)2 ≥ 2φkα .
In partiular,
lim
α→0
Fαφ(µk) = +∞
for all k, and thus ondition (H2) is not satised.
1.4. Average behaviour at the limit. We have already stressed that the solution w of equation
(1.10) is, in general, a random funtion. Thus one may wonder whether the average behaviour of w at
the limit an be haraterized. In general, the nonlinearity of equation (1.10) prevents us from deriving
an equation, or a system of equations, on the expetation of w, whih we denote by E[w]. However, when
the torus is non resonant, equation (1.10) deouples, and in this ase we are able to exhibit a system of
equations satised by E[w].
Let us rst reall a few denitions:
Definition 1.4 (Non-resonant torus). The torus T
3 := T2 × [−a, a) is said to be non-resonant if
the following property holds: for all (k, n) ∈ Z3 \ {0} × Z3 \ {0},(∃η ∈ {−1, 1}3, η1λk + η2λn−k − η3λn = 0)⇒ k3n3(n3 − k3) = 0. (1.12)
We refer to [3℄ for a disussion of hypothesis (1.12) and its onsequenes. Let us mention that (1.12)
holds for almost all values of (a1, a2, a) ∈ (0,∞)3. When the torus is non-resonant, the struture of the
quadrati form Q¯ dened by (1.6) is partiularly simple, and the system (1.10) an be deoupled into
a two-dimensional Navier-Stokes equation on the vertial average of w, and a linear equation on the
z-dependent part (see [4℄). The advantage of this deomposition in our ase is that the vertial average
of S¯T (σ) is deterministi, at least when the group transformation (θτ )τ≥0 ating on E is ergodi (see
[24℄).
Definition 1.5 (Ergodi transformation group). Let (θτ )τ∈R be a group of invariant transforma-
tions ating on the probability spae (E,A,m0). The group is said to be ergodi if for all A ∈ A,
(θτA ⊂ A ∀τ ∈ R)⇒ m0(A) = 0 or m0(A) = 1.
We now state the result on the average behaviour at the limit:
Proposition 1.6. Assume that the transformation group (θτ )τ∈R is ergodi.
Let u0 ∈ H∩H0,1, and let σ ∈ L∞([0,∞)t,×[0,∞)τ ×E ×T2) suh that the hypotheses of Theorem 1.3
are satised. Let w ∈ L∞(E, C([0,∞),H ∩H0,1) ∩ L2
lo
([0,∞), H1,0)) be the unique solution of equation
(1.10).
Let w¯ = (w¯h, 0) ∈ C([0,∞), L2(T2)) ∩ L2
lo
([0,∞), H1(T2)) be the solution of the 2D-Navier-Stokes
equation
∂tw¯h + w¯h · ∇hw¯h −∆hw¯h + 1
a
√
2
√
ν
ε
w¯h + νβE [ST (σ)]h = ∇hp¯,
divhw¯h = 0,
w¯h|t=0(xh) =
1
a
∫ a
0
u0,h(xh, z) dz.
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Then the following properties hold:
1. As ε, ν → 0 as in Theorem 1.3, we have
uε,ν ⇀ w¯ in L2([0, T ]×Υ× E).
In partiular, the weak limit of uε,ν is a deterministi funtion.
2. Assume additionally that the torus T
3
is non resonant. Then
E[w] = w¯ + w˜,
where w˜ solves a linear deterministi equation
∂tw˜ + 2Q¯(w¯, w˜)−∆hw˜ +
√
ν
ε
SB(w˜) = 0,
w˜|t=0 = u0 − w¯|t=0.
1.5. Strategy of proof of Theorem 1.3. The proof relies on the onstrution of an approximate
solution, obtained as the sum of some interior terms - the largest of whih is exp(−TL/ε)w(t) - and some
boundary layer terms whih restore the horizontal boundary onditions violated by the interior terms.
We refer to the works by N. Masmoudi [16, 17℄, N. Masmoudi and E. Grenier [11℄, N. Masmoudi and
F. Rousset [15℄, and F. Rousset [22℄ for an extensive study of boundary layers in rotating uids, or in
inompressible uids with vanishing vertial visosity for [16℄. We emphasize that in ne, all terms will
be small in L2 norm, exept exp(−TL/ε)w(t).
Following [4℄ (Chapter 7), let us assume that as ε, ν → 0,
uε,ν ≈ uint + uBL,
pε,ν ≈ 1
ε
pint +
1
ε
pBL + pint,0,
(1.13)
where
uint(t, xh, z) = U
(
t,
t
ε
, xh, z
)
, pint(t, xh, z) = P
(
t,
t
ε
, x, y, z
)
,
uBL(t, xh, z) = uT
(
t,
t
ε
, xh,
a− z
η
)
+ uB
(
t,
t
ε
, xh,
z
η
)
,
pBL(t, xh, z) = pT
(
t,
t
ε
, xh,
a− z
η
)
+ pB
(
t,
t
ε
, xh,
z
η
)
.
Above, η is a small parameter that will be hosen later on. The funtion uT (t, τ, xh, ζ) is assumed to
vanish as ζ →∞ (same for pT , pB, uB).
We then plug the Ansatz (1.13) into equation (1.2), and identify the dierent powers of ε. In general,
there is a oupling between uint and uBL: indeed, we have seen that it is natural to expet that
U(t, τ) = exp(−τL)w(t),
at rst order, and thus uint does not math the horizontal boundary onditions in general. As a onse-
quene, the value of uint at the boundary has to be taken into aount when onstruting the boundary
layer term uBL. On the other hand, beause of the divergene-free onstraint, the third omponent of
uBL does not vanish at the boundary, whih means that a small amount of uid may enter or leave the
interior of the domain. This phenomenon is alled Ekman sution, and gives rise to a soure term
(alled the Ekman pumping term) in the equation satised by uint. This leads to some sort of loop
onstrution, in whih the boundary layer and interior terms are onstruted one after the other.
The rst step of this onstrution lies in the denition of boundary layer terms. In the periodi ase,
this is well-understood (see [4, 17, 5℄); thus the main ontribution of this artile in this regard lies in the
denition of boundary layers in the random stationary ase. Hene, Setion 2 is entirely devoted to that
topi. Setion 3 is onerned with the denition of rst and seond order interior terms; in partiular, we
derive in paragraph 3.2 the limit equation for the system (1.2). In Setion 4, we prove the onvergene
result, after dening some additional orretor terms. At last, we prove Proposition 1.6 in Setion 5.
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2. Constrution of random boundary layer terms. The goal of this setion is to onstrut
approximate solutions of equation (1.2), whih satisfy the horizontal boundary ondition at z = a, and
whih are loalized in the viinity of the surfae. Suh a onstrution has already been ahieved in the
ase when the funtion σ is quasi-periodi with respet to the fast time variable (see [17℄ in the non-
resonant ase, and [5℄ in the resonant ase). Thus our goal is to extend this onstrution to a random
foring. The main result of this setion is the following:
Lemma 2.1. Assume that β
√
εν = O(1). Let σ ∈W 1,∞([0,∞)t× [0,∞)τ , L∞(T2×E)) be suh that
(H1)-(H2) are satised. Then for all δ > 0, there exists a funtion uBL,δT ∈ L∞([0,∞)t×Υ×E) whih
satises the system
∂tu
BL,δ
T +
1
ε
e3 ∧ uBL,δT − ν∂2zuBL,δT −∆huBL,δT = O
((
1 +
δ
ε
)
(εν)1/4‖σ‖
)
L∞([0,∞)×E,L2(Υ))
,
∂zu
BL,δ
T,h|z=a = βσ,
divuBL,δT = 0,
and suh that
sup
δ>0
‖uBL,δT ‖∞ <∞, sup
δ>0
(εν)−1/4‖uBL,δT ‖L∞([0,∞)×E,L2(Υ)) < +∞.
Moreover, uBL,δT |z=0 is exponentially small.
The above Lemma entails in partiular that for all δ > 0, uBL,δT is an approximate solution of (1.2),
whih satises the appropriate horizontal boundary ondition at z = a. The Lemma is proved in the two
next paragraphs: we rst explain how uBL,δT is dened, and then we derive the L
2
and L∞ estimates.
2.1. Constrution of the boundary term at the surfae. As explained in the Introdution,
the idea is to onsider an Ansatz of the form
uBL,δT (t, xh, z, ω) = uT
(
t,
t
ε
, xh,
a− z
η
;ω
)
,
where η is a small parameter (whose size has to be determined) and
lim
ζ→∞
uT (t, τ, xh, ζ;ω) = 0 ∀ t, τ, xh, ω.
Hene we expet uBLh to be of order ηβ||σ||∞ in L∞. Moreover, the divergene-free ondition entails that
the third omponent of uT is given by
uT,3 (ζ) = −η
∫ ∞
ζ
divhuT,h(ζ
′)dζ′;
thus uT,3 = O(βη2||σ||W 1,∞). At last, in order to be onsistent with (1.13), we assume that the pressure
inside the boundary layer is given by
p(t, xh, z, ω) ≈
z∼a
1
ε
pT
(
a− z
η
)
where pT = O(βη||σ||∞). Then the pressure term in the third omponent of (1.2) is of order β||σ||∞/ε,
whereas the lowest order term in the left-hand side is of order η2β||σ||W 1,∞/ε. Thus, sine η is small, we
infer
∂ζpT = 0,
and sine pT vanishes at innity, we have pT = 0: at rst order, the pressure does not vary in the
boundary layer. Thus, we now fous on the horizontal omponent of uT , whih is a solution of
∂τ
(
uT,1
uT,2
)
− νε
η2
∂2ζ
(
uT,1
uT,2
)
+
(−uT,2
uT,1
)
= 0, (2.1)
∂ζuT,h|ζ=0 = −ηβσ(τ, x, y, ω), (2.2)
uT,h|ζ=+∞ = 0. (2.3)
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We now hoose η so that all the terms in (2.1) are of the same order, that is,
η =
√
νε.
Moreover, sine σ is a stationary funtion of time, it seems natural to look for stationary solutions of
(2.1), and thus for fundamental solutions ϕ1, ϕ2 of (2.1) in the following sense: ϕi (i = 1, 2) is a solution
of (2.1) in the sense of distributions and satises (2.3), and
∂ζϕ1|ζ=0 = δ0(τ)
(
1
0
)
, ∂ζϕ2|ζ=0 = δ0(t)
(
0
1
)
where δ0 denotes the Dira mass at τ = 0. If we an onstrut ϕ1 and ϕ2 satisfying the above onditions,
then a good andidate for uT is
uT,h(t, τ, xh, ζ;ω) = −
√
νεβ
∑
j∈{1,2}
∫ ∞
0
σj(t, τ − s, xh;ω)ϕj(s, ζ)ds.
Hene we now dene ϕ1, ϕ2. Sine the fundamental solution of the heat equation is known, let us make
the following hange of unknow funtion (see [17℄):
H±j = ∂ζ
[
e±iτ
(
ϕj,1 ± iϕj,2
ϕj,2 ∓ iϕj,1
)]
, j = 1, 2.
Then, setting e±1 := (1,∓i), e±2 := (±i, 1), we infer that H±j = Ge±j , where G satises

∂τG− ∂2ζG = 0, τ > 0, ζ > 0,
G|ζ=0(τ) = δ0(τ),
G|ζ=+∞ = 0.
(2.4)
The boundary ondition at ζ = 0 should be understood as follows: for all ϕ ∈ Cb(R), for all τ > 0
lim
ζ→0+
[∫ ∞
0
ϕ(τ − s)G(s, ζ)ds
]
= ϕ(τ).
It an be heked (see Chapter 4, setion 1 in [12℄) that
G(τ, ζ) :=
ζ√
4πτ3/2
exp
(
− ζ
2
4τ
)
for τ > 0, ζ > 0,
is a solution of (2.4), whih leads to
∂ζϕj(τ, ζ) :=
1
2
[
e−iτH+j (τ, ζ) + e
+iτH−j (τ, ζ)
]
=
1
2
G(τ, ζ)
[
e−iτe+j + e
+iτe−j
]
.
Unfortunately, when we integrate this formula with respet to ζ in order to obtain an expliit expression
for uT,h, the onvolution kernel thus obtained is
ϕj(τ, ζ) = − 1√
4πτ
exp
(
− ζ
2
4τ
)[
e−iτe+j + e
+iτe−j
]
,
and is not integrable near τ = +∞. Hene, in the spirit of [17℄, we onsider an approximate orretor in
the boundary layer: for δ > 0, we set
Gδ(τ, ζ) =
ζ√
4πτ3/2
exp
(
− ζ
2
4τ
− δτ
)
.
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Then the orresponding orretor is given by
uδT,h(t, τ, xh, ζ, ω) = −β
√
εν
∑
j∈{1,2}
∫ ∞
0
ϕj(s, ζ) exp(−δs)σj(t, τ − s, xh;ω) ds (2.5)
=
β
√
νε√
4π
∑
±
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)
(σ ± iσ⊥)(t, τ − s, xh, ω)e−δs±isds.
The approximate orretor uδT satises the exat boundary onditions at ζ = 0, and equation (2.1) up
to an error term of order δ
∂τu
δ
T,h − ∂2ζuδT,h +
(
uδT,h
)⊥
+ δuδT,h = 0.
The third omponent of uδT is then given by
uδT,3(ζ) = −
√
νε
∫ ∞
ζ
divhu
δ
T,h,
whih yields
uδT,3(·, τ, ·, ζ, ω) =
νεβ√
4π
∑
±
∫ ∞
0
ϕ
(
ζ√
s
)
(divhσ ∓ irothσ)(·, τ − s, ·, ω)e−δs±isds,
where ϕ is dened by ϕ′(ζ) = exp
(
− ζ24
)
, ϕ(+∞) = 0.
In horizontal Fourier variables, we have
uδT,3(t, τ, xh, ζ, ω) =
νεβ√
4πa1a2
∑
kh∈Z2
∑
±
eik
′
h·xh
∫ ∞
0
ϕ
(
ζ√
s
)
σˆ±(t, τ − s, kh, ω)e−δs±isds (2.6)
where
σˆ±(kh) = ik′h · σˆ(kh)± (k′h)⊥ · σˆ(kh).
Now, set
uBL,δT (t, xh, z;ω) := u
δ
T
(
t,
t
ε
, xh,
a− z√
εν
;ω
)
.
It an be readily heked that
∂tu
BL,δ
T +
1
ε
e3 ∧ uBL,δT − ν∂2zuBL,δT −∆huBL,δT =

 (∂t −∆h + δ)uδT,h
(
t, tε , xh,
a−z√
εν
;ω
)
(
∂t +
1
ε∂τ −∆h − 1ε∂2ζ + δ
)
uδT,3
(
t, tε , xh,
a−z√
εν
;ω
)

 .
There remains to evaluate uδT in L
∞
and L2.
2.2. Continuity estimates. This paragraph is devoted to the proof of the following Proposition:
Proposition 2.2. Assume that σ ∈ L∞(E × [0,∞)×T2, Cb(Rτ )), and that σ satises (H1)-(H2).
Then for all T > 0, there exists a onstant CT > 0, suh that for all δ, ν, ε, β > 0,∣∣∣∣uδT , ∂ζuδT , ζ∂ζuδT ∣∣∣∣L∞([0,T ]×Rτ×T2×[0,∞)ζ×E) ≤ CT√ενβ, (2.7)∣∣∣∣uδT , ∂ζuδT , ζ∂ζuδT ∣∣∣∣L∞([0,T ]×Rτ×E,L2([0,∞)ζ×T2)) ≤ CT√ενβ. (2.8)
Remark 2.1. With the assumptions of Theorem 1.3, the same bounds also hold for all the derivatives
of uT,δ with respet to the marosopi time variable t and the horizontal spae variable xh.
Proof. We fous on the horizontal omponent of uδT ; the vertial one is treated with similar arguments.
Reall that uδT,h is given by (2.5); in order to simplify we set σ
± := σ ± iσ⊥.
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First, we write
uδT,h(·, τ, ·, ζ, ·) =
√
νεβ√
4π
∑
±
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)
σ±(·, τ − s, ·)e±is ds
=
√
νεβ√
4π
∑
±
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)
σ±α (·, τ − s, ·)e(−δ±i)s ds (2.9)
+
√
νεβ√
4π
∑
±
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)(
σ± − σ±α
)
(·, τ − s, ·)e(−δ±i)s ds. (2.10)
The term (2.10) an easily be evaluated thanks to Lemma A.1 in the Appendix; notie that sine the
onvergene given in Lemma A.1 is not uniform with respet to τ ∈ [0,∞), we annot derive an estimate
in L∞([0,∞)τ ) at this stage. Hene we keep the variable τ for the time being; there exists a onstant
C > 0 suh that for all τ ≥ 0, R > 0,∥∥∥∥
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)(
σ± − σ±α
)
(·, τ − s, ·, ω)e±is ds
∥∥∥∥
L∞([0,T ]×E,L∞(T2))
≤ C||σ − σα||L∞([0,T ]×E×[τ−R,τ ]×T2)
∫ R
0
1√
s
exp
(
−ζ
2
4s
− δs
)
ds (2.11)
+ C ‖σ‖L∞([0,T ]×Rτ×T2×E)
∫ ∞
R
1√
s
exp
(
−ζ
2
4s
− δs
)
ds
≤ C
δ
||σ − σα||L∞([0,T ]×E×[τ−R,τ ]×T2)
+ C ‖σ‖L∞([0,T ]×Rτ×T2×E)
exp(−δR)
δ
.
Choosing R = δ−2, we dedue that∥∥∥∥
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)(
σ± − σ±α
)
(·, τ − s, ·, ω)e±is ds
∥∥∥∥
L∞([0,T ]×E,L∞(T2))
≤ C
δ
||σ − σα||L∞([0,T ]×E×[τ− 1
δ2
,τ ]×T2) + C
exp
(− 1δ )
δ
.
As for the term (2.9), realling the denition of σα, we have∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)
Fασ±(·, τ − s, ·, ω)e±is ds (2.12)
=
∫ ∞
0
∫
R
1√
s
e−α|λ| exp
(
−ζ
2
4s
− δs
)
Fασ±(·, λ, ·, ω)eiλ(τ−s)e±is dλ ds. (2.13)
We rst evaluate ∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds.
We split the integral into two parts, one going from s = 0 to s = 1, and the other from s = 1 to s =∞.
It is obvious that for all ζ > 0, δ > 0, λ ∈ R,∣∣∣∣
∫ 1
0
1√
s
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds
∣∣∣∣ ≤
∫ 1
0
1√
s
exp
(
−ζ
2
4s
)
ds ≤ 1
2
. (2.14)
Integrating by parts the seond integral, we obtain∫ ∞
1
1√
s
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds
=
1
δ + i(λ± 1) exp
(
−ζ
2
4
)
− 1
2(δ + i(λ± 1))
∫ ∞
1
1
s
3
2
[
1− ζ
2
2s
]
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds. (2.15)
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We are now ready to derive the L∞ estimate; the funtion
x 7→
(
1− x
2
2
)
e−
x2
4
is bounded on R. Hene, gathering (2.14) and (2.15), we dedue that there exists a onstant C suh that
for all ζ > 0, δ > 0, λ ∈ R,∣∣∣∣
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds
∣∣∣∣ ≤ C
[
1 +
1
|δ + i(λ± 1)|
]
.
Inserting this inequality in (2.13), we obtain∥∥∥∥
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)
Fασ±(·, τ − s, ·, ω)e∓is ds
∥∥∥∥
L∞(T2)
≤ C
∫
R
e−α|λ|
[
1 +
1
|δ + i(λ∓ 1)|
] ∥∥∥Fˆασ±(·, λ, ·, ω)∥∥∥
L∞(T2)
dλ
≤ C
[
sup
α
||σˆ+,α||L∞(E×T2,L1(R)) +
∫
V±
1
|δ + i(λ∓ 1)| ‖Fασ(·, λ, ·, ω)‖L∞(T2) dλ
]
+C
∫
R\V±
‖Fασ(·, λ, ·, ω)‖L∞(T2) dλ
≤ C
[
sup
α
||Fασ||L∞(E×T2,L1(R)) + sup
λ∈V±
‖Fασ(λ)‖L∞(T2) ln(δ)
]
.
Above, we have used the following fats: there exists a onstant c1 > 0 suh that
|δ + i(λ∓ 1)| ≥ |λ∓ 1| ≥ c1 ∀λ ∈ R \ V±,
and there exists another onstant c2 > 0 suh that∫
V±
1
|δ + i(λ∓ 1)| ≤
∫ ±1+c2
±1−c2
1√
δ2 + (1 + λ)2
dλ ≤ C ln(δ).
We dedue that for all α > 0, for all δ > 0, τ ≥ 0,∣∣∣∣uδT,h(τ)∣∣∣∣L∞([0,T ]×T2×[0,∞)ζ×E)
≤ C√ενβ
[
1 +
exp
(− 1δ )
δ
]
+ C
√
ενβ
[
1
δ
||σ − σα||L∞([0,T ]×[τ−δ−1,τ ]×E×T2) + sup
λ∈V+∪V−
‖Fασ(λ)‖ ln(δ)
]
.
Taking the inmum with respet to α of the right-hand side, with δ > 0 xed, we dedue that
sup
δ>0
∣∣∣∣uδT,h∣∣∣∣L∞([0,T ]×[0,∞)τ×T2×[0,∞)ζ×E) ≤ C√ενβ.
We now turn to the derivation of the L2 estimate, whih is similar to the above omputations. The
main dierene lies in the fat that we need to integrate by parts (2.15) yet another time, whih yields∫ ∞
1
1√
s
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds
=
1
δ + i(λ± 1) exp
(
−ζ
2
4
)
− 1
2(δ + i(λ± 1))2
[
1− ζ
2
2
]
exp
(
−ζ
2
4
)
− 1
2(δ + i(λ± 1))2
∫ ∞
1
1
s
5
2
φ
(
ζ√
s
)
e−(δ+i(λ±1))s ds,
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where
φ(x) = −
(
x4
8
− 3x
2
2
+
3
2
)
exp
(
−x
2
4
)
.
Consequently, remembering (2.14), we have
∣∣∣∣
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)
e−(δ+i(λ±1))s ds
∣∣∣∣
≤
∫ 1
0
1√
s
exp
(
−ζ
2
4s
)
ds+
1
|δ + i(λ± 1)| exp
(
−ζ
2
4
)
+
1
2|δ + i(λ± 1)|2
∣∣∣∣1− ζ22
∣∣∣∣ exp
(
−ζ
2
4
)
+
1
2|δ + i(λ± 1)|2
∫ ∞
1
1
s
5
2
∣∣∣∣φ
(
ζ√
s
)∣∣∣∣ ds.
Plugging this estimate into (2.13) and using (H1)-(H2), we infer that for all ζ > 0, for all s > 0,
∥∥∥∥
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)
σ±α (·, τ − s, ·, ω)e±is ds
∥∥∥∥
L∞(T2)
≤ C
[∫ 1
0
1√
s
exp
(
−ζ
2
4s
)
ds
]
+C exp
(
−ζ
2
4
)(
1 + sup
λ∈V±
‖Fασ(λ)‖L∞([0,T ]×E,L∞(T2))) ln(δ)
)
+C
∣∣∣∣1− ζ22
∣∣∣∣ exp
(
−ζ
2
4
)(
1 + sup
λ∈V±
‖Fασ(λ)‖L∞([0,T ]×E,L∞(T2)))
1
δ
)
+C
[∫ ∞
1
1
s
5
2
∣∣∣∣φ
(
ζ2
s
)∣∣∣∣ ds
](
1 + sup
λ∈V±
‖Fασ(λ)‖L∞([0,T ]×E,L∞(T2)))
1
δ
)
.
Here, we have used the inequality
∫
V∓
dλ
|δ + i(λ± 1)|2 ≤
∫ ∓1+c2
∓1−c2
dλ
δ2 + (λ± 1)2 ≤
C
δ
.
There only remains to prove that eah term of the right-hand side has a nite L2 norm. First, thanks to
Jensen's inequality, we have
∫ ∞
0
(∫ 1
0
2√
s
exp
(
−ζ
2
4s
)
ds
)2
dζ ≤
∫ ∞
0
∫ 1
0
2√
s
exp
(
−ζ
2
2s
)
dsdζ
≤ 2
∫ 1
0
ds
∫ ∞
0
e−
x2
2 dx <∞.
Similarly,
∫ ∞
0
(∫ ∞
1
1
s
5
2
∣∣∣∣φ
(
ζ√
s
)∣∣∣∣ ds
)2
dζ ≤ C
∫ ∞
0
∫ ∞
1
1
s
5
2
∣∣∣∣φ
(
ζ√
s
)∣∣∣∣
2
dsdζ
≤ C
(∫ ∞
1
1
s2
)(∫ ∞
0
|φ (x)|2 dx
)
<∞.
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We also have to evaluate the L2 norm of the integral in (2.11); we have
∫ ∞
0
[∫ ∞
0
1√
s
exp
(
−ζ
2
4s
− δs
)
ds
]2
dζ
≤
x=
√
δζ,
u=δs
1
δ
3
2
∫ ∞
0
[∫ ∞
0
1√
u
exp
(
−x
2
4u
− u
)
du
]2
dx
≤ 1
δ
3
2
∫ ∞
0
∫ ∞
0
1
u
exp
(
−x
2
2u
− u
)
du dx
≤ 1
δ
3
2
∫ ∞
0
∫ ∞
0
1√
u
exp
(
−x
2
2
− u
)
du dx
≤ C
δ
3
2
.
Gathering all the terms, we obtain, for all α, δ > 0, for all τ > 0,
∥∥uδT,h(τ)∥∥2L∞([0,T ]×E,L2([0,∞)ζ ,L∞(T2)))
≤ Cβ2εν ||σ − σα||L∞([0,T ]×[τ−δ−1,τ ]×E,L∞(T2))
δ
3
2
+ Cβ2εν
(
exp
(− 1δ )
δ
3
2
+ sup
λ∈V−
∣∣Fασ+(λ)∣∣
(
1
δ
+ ln(δ)
))
.
Taking the inmum of the above inequality with respet to α, we infer the L2 estimate on uδT,h. The
estimates on uδT,3, ∂ζu
δ
T , and ζ∂ζu
δ
T are derived in a similar fashion.
Remark 2.2. Stationary boundary layer terms relative to Dirihlet boundary onditions an also be
dened: onsider for instane the boundary ondition
uh|z=0(t, xh) = cB,h
(
t,
t
ε
, xh;ω
)
.
The onstrution is the same as for Neumann boundary onditions, and is in fat more simple beause we
need not integrate with respet to the variable ζ. Thus, with the same notations as above, the boundary
layer term at the bottom is given by
uδB,h(t, τ, xh, ζ, ω) =
1
2
∑
j∈{1,2}
∫ ∞
0
Gδ(s, ζ)
[
e−ise+j + e
+ise−j
]
cB,j(t, τ − s, x, y;ω) ds,
and
uδB,3(t, τ, xh, ζ, ω) =
νε√
4π
∑
kh∈Z2
∑
±
eik
′
h·xh
∫ ∞
0
1√
s
exp
(
−ζ
2
4s
)
cˆ±B,h(·, τ − s, kh, ω)e−δs±isds.
2.3. Previous results in the quasi-periodi ase. For the reader's onveniene, we have gath-
ered here previous results appearing in [4, 17℄, in whih the authors ompute the boundary layer term at
the bottom of the uid. We reall that it an be expeted that the solution in the interior of the domain
behaves like some funtion exp(−tL/ε)w(t), with w ∈ L∞(E, C([0,∞),H)). In general, the horizontal
omponent of suh a funtion does not vanish at z = 0, and thus a boundary layer has to be added in
order to restore the Dirihlet boundary ondition. Consequently, we seek for a boundary layer term uBLB
whih is an approximate solution of equation (1.2) and whih satises
uBLB,h|z=0(t, xh) =
∑
k∈Z3,k 6=0
cˆB,h(t, k)e
ik′h·xhe−iλkt/ε; (2.16)
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for the boundary layer term at the rst order, the oeient cˆB,h(t, k) will be given by the formula
cˆB,h(t, k) := −〈Nk, w(t)〉
(
n1(k)
n2(k)
)
.
However, we will also use this onstrution for the lower order boundary layer terms, and thus we keep
an arbitrary value for cˆB,h(t, k) for the time being.
As before, we assume that
uBLB (t, xh, z) = uB
(
t,
t
ε
, xh,
z√
εν
)
.
The deomposition (2.16) leads us to searh for a orretor uB satisfying
uB,h =
∑
k∈Z3
uB,h,k,
where eah term uB,h,k is an approximate solution of (1.2), and
uB,h,k|ζ=0(t, τ, xh) = cˆB,h(t, k)e−iλkτeik
′
h·xh .
The periodiity in time of the boundary ondition prompts us to hoose uB,h,k as a periodi funtion of
τ , with frequeny λk. Also, it is lassial to seek uB,h,k as an exponentially deaying funtion of ζ; the
rate of deay is then ditated by the equation. The preise expression of uB,h,k is the following (see [17℄):
• First ase: kh 6= 0.
In this ase, uB,h,k is an exat solution of (2.1), and is equal to
uB,h,k(t, τ, x, y, ζ) =
∑
±
w±k (t;ω)e
−iλkτ+ik′h·xh−η±k ζ
(2.17)
where
η±k =
√
1∓ λk 1± i√
2
,
w±k (t;ω) =
1
2
(
cˆB,1(t, k)± icˆB,2(t, k)
cˆB,2(t, k)∓ icˆB,1(t, k)
)
=
cˆB,1(t, k)± icˆB,2(t, k)
2
(
1
∓i
)
.
The vertial part of the boundary layer is then given by
uB,3,k(t, τ, x, y, ζ) =
√
εν
∑
±
1
η±k
ik′h · w±k (t;ω)e−iλkτ+ik
′
h·xh−η±k ζ . (2.18)
• Seond ase: kh = 0.
In this ase, the onstrution of the resonant boundary layers in [5℄ proves that there are indeed boundary
layers, but whih are of order
√
νt, and not
√
εν in general. Thus the size of the boundary layer depends
(slowly) on time.
First, notie that if kh = 0, then −λk = sgn(k3) = ±1. As in the rst ase, we deompose cˆB,h(t, k)
onto the basis (1,±i) :
cˆB,h(t, k) =
1
2
∑
±
(cˆB,1(t, k)∓ icˆB,2(t, k))
(
1
±i
)
.
As a onsequene, we have
∑
k3∈Z∗
cˆB,h(t, 0, k3)e
−iλkτ = α+(t)eiτ
(
1
i
)
+ α−(t)e−iτ
(
1
−i
)
+ γ+(t)e
iτ
(
1
−i
)
+ γ−(t)e−iτ
(
1
i
)
,
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where
α±(t) =
∑
k3,sgn(k3)=±1
(cˆB,1(t, 0, k3)∓ icˆB,2(t, 0, k3)) ,
γ±(t) =
∑
k3,sgn(k3)=±1
(cˆB,1(t, 0, k3)± icˆB,2(t, 0, k3)) .
The terms γ±e±iτ (1,∓i) give rise to a lassial boundary layer term, namely
∑
±
γ±(t)e±iτ−η
±ζ
(
1
∓i
)
, with η± = 1± i.
For the terms α±e±iτ (1,±i), we rather use the following Ansatz (see [5℄)
uBL,res(t, xh, z) = ψ
(
z√
νt
)∑
±
α±(t)e±i
t
ε
(
1
±i
)
. (2.19)
In order that uBL,res is an approximate solution of (the linear part of) equation (1.2), the funtion ψ
must be suh that
−X
2
ψ′(X)− ψ′′(X) = 0,
ψ|X=0 = 1, ψ|X=+∞ = 0.
whih yields
ψ(X) =
1√
π
∫ ∞
X
exp
(
−u
2
4
)
du.
With this denition, uBL,res(t) vanishes outside a layer of size
√
νt loalized near the bottom of the uid.
Hene uBL,res is an approximate solution of the linear part of equation (1.2), and uBL,res|z=a is exponentially
small.
Now, set
uB(t, τ, xh, ζ) :=
∑
k∈Z3,
kh 6=0
uB,h,k (t, τ, xh, ζ) +
∑
±
γ±(t)e±iτ−η
±ζ
(
1
∓i
)
.
The omplete boundary layer term at the bottom uBLB is given by
uBLB (t, xh, z) = uB
(
t,
t
ε
, xh,
z√
εν
)
+ uBL,res(t, xh, z).
We now give some estimates on the boundary layer terms onstruted in this paragraph:
Lemma 2.3. Let uB be dened by (2.17)-(2.18) and u
stat
by (2.19). Then the following estimates
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hold, for all t > 0
‖uB,h(t), ζ∂ζuB,h(t)‖L∞([0,∞)τ ,L2(T2×[0,∞)ζ)) ≤ C

∑
k∈Z3,
kh 6=0
|cˆB,h(t, k)|2 |k||kh| |k3|
2


1
2
,
‖uB,h(t), ζ∂ζuB,h(t)‖L∞([0,∞)τ×T2×[0,∞)ζ) ≤ C
∑
k∈Z3,
kh 6=0
|cˆB,h(t, k)| ,
‖uB,3(t), ζ∂ζuB,3(t)‖L∞([0,∞),L2(T2×[0,∞))) ≤ C
√
εν

∑
k∈Z3,
kh 6=0
|cˆB,h(t, k)|2 |k|
3
|kh| |k3|
2


1
2
,
‖uB,3(t), ζ∂ζuB,3(t)‖L∞([0,∞)×T2×[0,∞)) ≤ C
√
εν
∑
k∈Z3,
kh 6=0
|k| |cˆB,h(t, k)| ,
and ∥∥uBL,res(t), z∂zuBL,res(t)∥∥L2(Υ) ≤ C(νt)1/4 ∑
k3∈Z∗
|cˆB(t, 0, k3)| ,
∥∥uBL,res(t), z∂zuBL,res(t)∥∥L∞(Υ) ≤ C ∑
k3∈Z∗
|cˆB(t, 0, k3)| .
The proof of the above Lemma is left to the reader. Notie that aording to the denition of η±k ,
we have
C
|kh|
|k| ≤
∣∣η±k ∣∣ ≤ 1 ∀k ∈ Z3.
Corollary 2.4. Assume that there exists N > 0 suh that
cˆB,h(t, k) = 0 if |k| ≥ N, ∀t ≥ 0.
Then the boundary layer term uBLB is an approximate solution of the linear part of equation (1.2). Pre-
isely, there exists a onstant CN , depending only on N , suh that∥∥∥∥∂tuBLB + 1εuBLB − ν∂2zuBLB −∆huBLB
∥∥∥∥
L∞([0,T ],L2(Υ))
≤ CNν1/4 sup
t∈[0,T ]
(∑
k∈Z3
(|cˆB,h(t, k)|2 + |∂tcˆB,h(t, k)|2)
)1/2
Proof. By onstrution, uBLB is an approximate solution of the linear part of equation (1.2), with an
error term equal to
[(∂t −∆h)uB]
(
t,
t
ε
, xh,
z√
εν
)
+ ϕ
(
z√
νt
)∑
±
∂tα
±(t)e±i
t
ε ,
where ∂t is the derivation operator with respet to the marosopi time variable. Thanks to the as-
sumption on the oeients cˆB,h, we have
[∫ T
0
∫
Υ
∫
E
∣∣∣∣∂tuB
(
t,
t
ε
, xh,
z√
εν
)∣∣∣∣
2
dm0(ω) dz dxh dt
]1/2
≤ CN
[
(εν)1/4 + ν1/4
]
‖∂tcB,h‖
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whereas the term ∆huB is bounded in L
∞(E,L2([0, T ], H−1,0)) by CN (εν)1/4‖cB,h‖. At last, the error
term due to uBL,res satises∥∥∥∥∥ϕ
(
z√
νt
)∑
±
∂tα
±(t)e±i
t
ε
∥∥∥∥∥
L∞(E,L2(Υ))
≤ CNν1/4‖∂tcB,h‖.
3. The solution in the interior at main order. This setion is devoted to the onstrution
of the rst order interior terms in expansion (1.13). At this stage, we merely know how to onstrut
boundary layer terms whih deal with the horizontal part of the boundary onditions (1.3); moreover,
following the analysis in paragraph 1.1, we expet uε,ν(t) to behave like exp(−tL/ε)w(t) in the interior.
Thus the idea is to dene a funtion
uint(t) := exp
(
− t
ε
L
)
w(t) + vint
(
t,
t
ε
)
+ δuint
(
t,
t
ε
)
,
where vint and δuint are orretor terms, suh that uint is an approximate solution of (1.2). We also
require that
uint + uBL,δT + u
BL
B
satises the boundary onditions (1.3) at main order.
Let us now explain the role of the orretors vint and δuint: it an be heked in the formulas of the
previous setion that the third omponents of the boundary layer terms do not vanish at the boundary:
indeed, one has
uBL,δT,3|z=a = O(βεν‖σ‖), uBLB,3|z=0 = O(
√
εν‖w‖).
The role of the orretor vint is preisely to lift these boundary onditions and to restore the zero-
ux onditions at the bottom and at the surfae. Consequently, the term vint has fast osillations (at
frequenies of order ε−1), and in general, vint is not an approximate solution of (1.2). Filtering out the
osillations in the term
∂vint
∂t
+
1
ε
e3 ∧ vint
yields the soure terms SB and ST in the equation satised by w (see equation (5.1)). The remaining
osillating terms in the expression above are then taken are of through the addition of the orretor
δuint.
The organization of this setion is as follows: rst, we deal with the orretor vint, by giving a preise
denition and explaining how osillations are ltered. Then we derive the equation on the funtion w;
in general, this equation depends on the small parameter δ, introdued when onstruting the boundary
layer terms at the surfae. Thus in the third paragraph, we identify the limit as δ → 0 of the funtion
w, whih yields the envelope equation. Eventually, the fourth and last paragraph is onerned with the
denition of the orretor δuint.
3.1. Lifting the vertial boundary onditions. In the rest of this setion, we set
cB,3(t, τ, xh) := − 1√
εν
uB,3|ζ=0(t, τ, xh)
= −
∑
k∈Z3,
kh 6=0
∑
±
ik′h · w±k
η±k
eik
′
h·xhe−iλkτ ,
where
w±k (t) = −
1
2
〈Nk, w(t)〉
(
n1(k)± in2(k)
n2(k)∓ in1(k)
)
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and η±k was dened in the previous setion. In order to shorten the notation, we set
cˆB,3(t, τ, kh) :=
∫
T2
cB,3(t, xh)e
−ik′h·xhdxh
= −a1a2
∑
k3∈Z
∑
±
ik′h · w±k (t)
η±k
e−iλkτ .
The funtion w will be dened in the next setion.
Similarly, we set
cT,3(t, τ, xh;ω) := − 1
βεν
uδT,3|ζ=0(t, τ, xh;ω)
=
1
2
∑
±
∫ ∞
0
[divhσ ∓ irothσ] (t, τ − s, xh;ω)e−δs±isds.
We also set cˆT,3(t, τ, kh;ω) =
∫
T2
cT,3(t, xh;ω)e
−ik′h·xhdxh, so that
cˆT,3(t, τ, kh) =
1
2
∑
±
∫ ∞
0
σˆ±(t, τ − s, kh)e−δs±isds.
With the above denitions, the funtion cB,3 is quasi-periodi with respet to the fast time variable
τ , whereas cT,3 is random and stationary with respet to the fast time variable τ .
• Dention of vint. We now dene a funtion vint whih is divergene free and suh that
vint3|z=0(t, xh) =
√
ενcB,3
(
t,
t
ε
, xh
)
,
vint3|z=a(t, xh) = ενβcT,3
(
t,
t
ε
, xh
)
.
(3.1)
Of ourse, onditions (3.1) do not determine vint unequivoally. A possible hoie is
vint3 (t, τ, x) =
1
a
[
ενβcT,3 (t, τ, xh) z +
√
ενcB,3 (t, τ, xh) (a− z)
]
, (3.2)
vinth (t, τ, x) =
1
a
∇h∆−1h
[√
ενcB,3 (t, τ, xh)− ενβcT,3 (t, τ, xh)
]
. (3.3)
In fat, sine cB,3 is an almost periodi funtion, a more onvenient hoie an be made, whih is the
so-alled non-resonant hoie in [17℄. In this ase, the equation on δuint is slightly more simple, sine
there is no soure term due to cB,3. However, we have hosen here not to distinguish between stationary
and almost periodi boundary onditions, and thus to work with the expressions (3.2), (3.3).
• Filtering the osillations. We give here the statement and proof of a Lemma whih will be
useful in the onstrution of δuint and w.
Lemma 3.1. Let T > 0 be arbitrary.
Let v ∈ L∞([0, T ]× [0,∞)τ , L2(T2 × E)) suh that ∂τv ∈ L∞([0, T ]× [0,∞)τ , L2(T2 × E)) and
divv = 0, (3.4)
v3|z=0(t, τ, xh) =
√
ενcB,3(t, τ, xh), (3.5)
v3|z=a(t, τ, xh) = βενcT,3(t, τ, xh). (3.6)
Then as θ →∞, the family
Sθ :=
1
θ
∫ θ
0
L(−τ)P [∂τv + e3 ∧ v] dτ
onverges almost everywhere and in L∞([0, T ], L2(T2 × [0, a]×E)), and its limit does not depend on the
hoie of the funtion v. Preisely,
lim
θ→∞
Sθ =: S¯[cB,3, cT,3] =
1√
aa1a2
∑
k∈Z3
|k′h|
|k′|2 E−λk
[√
ενcˆB,3(kh)− (−1)k3βενcˆT,3(kh)
]
Nk. (3.7)
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Remark 3.1. In the above Lemma, the operator Eλ, whih was originally dened for random sta-
tionary funtions, has been extended to almost periodi funtions: if
c(τ) =
∑
µ∈M
αµe
iµτ ,
with
∑
µ |αµ| <∞, then
Eλ[c] := lim
θ→∞
1
θ
∫ θ
0
e−λτc(τ) dτ = 1λ=µαµ.
Proof. Let v1, v2 be two solutions of (3.4)-(3.6), and let V = v1 − v2. Notie that V ∈ L∞([0, T ]×
[0,∞)τ ;L2(E,H)), and ∂τV ∈ L∞([0, T ]× [0,∞)τ ;L2(E ×Υ)). We write
L(−τ)P [∂τV + e3 ∧ V ] = L(−τ) [∂τV + LV ] = ∂
∂τ
[L(−τ)V (τ)] .
Consequently,
1
θ
∫ θ
0
L(−τ) [∂τV + P (e3 ∧ V )] dτ =
L(−θ)V|τ=θ − V|τ=0
θ
.
The right-hand side of the above equality vanishes in L∞([0, T ]× E,L2(Υ)) as θ →∞. Hene the limit
is independent of the hoie of v.
In order to omplete the proof of the lemma, it is thus suient to show that the limit exists for the
hoie (3.2)-(3.3), and to ompute the limit in this ase. First, we reall that for any funtion F ∈ L2(Υ),
we have
PF =
∑
k∈Z3,k 6=0
〈Nk, F 〉Nk.
It an be readily heked that if kh = 0, then
〈
Nk, ∂τv
int
〉
= 0. Thus for all k = (kh, k3) ∈ Z3 suh that
kh 6= 0, we ompute〈
Nk, ∂τv
int
〉
=
1
a
∫ a
0
cos(k′3z)nh(k) ·
ik′h
|k′h|2
(
ενβ∂τ cˆT,3(·, kh)−
√
εν∂τ cˆB,3(·, kh)
)
dz
+
1
a
∫ a
0
n3(k) sin(k
′
3z)
(√
εν∂τ cˆB,3(·, kh)(a− z) + ενβ∂τ cˆT,3(·, kh)z
)
dz
= n3(k)
1k3 6=0
k′3
[√
εν∂τ cˆB,3(·, kh)− (−1)k3ενβ∂τ cˆT,3(·, kh)
]
+ 1k3=0 nh(k) ·
ik′h
|k′h|2
(
ενβ∂τ cˆT,3(·, kh)−
√
εν∂τ cˆB,3(·, kh)
)
.
Notie that if k3 = 0, then
nh(k) · k′h = 0;
onsequently, we have
〈
Nk, ∂τv
int
〉
= − i√
aa1a2
1k3 6=0|k′h|
|k′|k′3
[√
εν∂τ cˆB,3(·, kh)− (−1)k3ενβ∂τ cˆT,3(t, τ, kh;ω)
]
.
In a similar way,
〈
Nk, e3 ∧ vint
〉
=
1
a
∫ a
0
cos(k′3z)nh(k) ·
i(k′h)
⊥
|k′h|2
(
ενβcˆT,3(·, kh)−
√
ενcˆB,3(·, kh)
)
dz
= 1k3=0nh(k) ·
i(k′h)
⊥
|k′h|2
(
ενβcˆT,3(·, kh)−
√
ενcˆB,3(·, kh)
)
=
1k3=0√
aa1a2
1
|k′h|
(√
ενcˆB,3(·, kh)− ενβcˆT,3(·, kh)
)
.
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We dedue from the above alulations that
L(−τ)P(∂τ vint + e3 ∧ vint) (3.8)
= − i√
aa1a2
∑
k∈Z3
1k3 6=0|k′h|
k′3|k′|
eiλkτ
[√
εν∂τ cˆB,3 − (−1)k3ενβ∂τ cˆT,3
]
(t, τ, kh;ω)Nk
+
1√
aa1a2
∑
k∈Z3
1k3=0
1
|k′h|
(√
ενcˆB,3(t, τ, kh;ω)− ενβcˆT,3(t, τ, kh;ω)
)
Nk.
We deompose the sum in the right-hand side into two sums, one bearing on kh suh that |kh| > A,
denoted by S1,A, and the other on |kh| ≤ A, denoted by S2,A, for some A > 0 arbitrary. Using the fat
that β
√
εν = O(1), we have
‖S1,A(t, τ)‖2L2
≤ Cεν
∥∥∥∥∥∥
∑
|kh|>A
∑
k3∈Z
1k3 6=0|k′h|
k′3|k′|
eiλkτ
[
∂τ cˆB,3 − (−1)k3β
√
εν∂τ cˆT,3
]
(t, τ, kh;ω)Nk
∥∥∥∥∥∥
2
L2
+ Cεν
∥∥∥∥∥∥
∑
|kh|>A
1
|kh|
(
β
√
ενcˆT,3(t, τ, kh;ω)− cˆB,3(t, τ, kh;ω)
)
Nkh,0
∥∥∥∥∥∥
2
L2
≤ Cεν
∑
|kh|>A
(|∂τ cˆB,3(t, τ, kh;ω)|2 + |∂τ cˆT,3(t, τ, kh;ω)|2)
+Cεν
∑
|kh|>A
(|cˆB,3(t, τ, kh;ω)|2 + |cˆT,3(t, τ, kh;ω)|2) .
Sine cB, cT , ∂τ cB, ∂τcT belong to L
2(T2, L∞([0,∞)× [0, T ]×E)), we dedue that the sum S1,A vanishes
in L∞([0, T ]× [0,∞), L2(T2 × [0, a]×E)) as A→∞. Thus we work with A suiently large, but xed,
so that S1,A is arbitrarily small in L
2
norm, and we fous on S2,A.
For k ∈ Z3 xed, we have, aording to Proposition 1.1,
1
θ
∫ θ
0
eiλkτ∂τ cˆT,3(t, τ, kh;ω) dτ = −iλk 1
θ
∫ θ
0
eiλkτ cˆT,3(t, τ, kh;ω) dτ
+
1
θ
{
eiλkθ cˆT,3(t, θ, kh;ω)− cˆT,3(t, 0, kh;ω)
}
−→
θ→∞
−iλkE−λk [cˆT,3(t, kh)] (ω)
in L∞([0,∞)t, L2(E)). The alulation for cB,3 is idential.
Using Lebesgue's Theorem, we dedue that as θ →∞
1
θ
∫ θ
0
S2,A(t, τ) dτ → 1√
aa1a2
∑
|kh|≤A
∑
k3∈Z
|k′h|
|k′|2 E−λk
[√
ενcˆB,3(t, kh)− (−1)k3ενβcˆT,3(t, kh)
]
Nk, (3.9)
and the onvergene holds in L∞([0, T ], L2(Υ× E)). Moreover, we have
∑
k∈Z3
|k′h|2
|k′|4 |E−λk [cˆT,3(t, kh)]|
2 ≤ C
∑
k3∈Z∗
1
1 + |k3|2 ‖E−λk [cT,3(t)]‖
2
L2(T2)
≤ C‖cT,3‖2L∞([0,∞)×[0,∞)×E,L2(T2)).
A similar estimate holds for cB,3. Thus the right-hand side of (3.9) onverges in L
2(Υ × E) as A→∞.
Eventually, we infer (3.7).
• Computation of the soure terms. For the sake of ompleteness, we now derive an expression
of S¯[cB,3, cT,3] in terms of w and σ. We begin with E−λk [cˆB,3]. Remembering the denition of cˆB,3(t, kh),
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we have
E−λk [cˆB,3(t, kh)] = −a1a2
∑
±
ik′h · w±k (t)
η±k
.
Easy alulations lead to
E−λk [cˆB,3(t, kh)] =
√
a1a2
2a
1kh 6=0 〈Nk, w(t)〉 |k′h|
∑
±
1± λk√
1∓ λk
1± i
2
Thus, we dene the Ekman pumping term at the bottom of the uid by
SB(w) :=
∑
k∈Z3
〈Nk, w〉AkNk, (3.10)
where
Ak :=
|k′h|2
2
√
2a|k′|2
∑
±
1± λk√
1∓ λk
(1± i).
There remains to ompute the oeients E−λk(cˆT,3(t, kh)); sine the boundary ondition cT,3 de-
pends on the small parameter δ, the orresponding Ekman pumping term will depend on δ as well.
The limit as δ vanishes of the orresponding soure term will be omputed in the next paragraph. By
denition of Eλ, we have, for all kh ∈ Z2, for all λ ∈ R,
Eλ [cˆT,3(t, kh)] (ω) = 1
2
∑
±
lim
θ→∞
1
θ
∫ θ
0
∫ ∞
0
σˆ±(t, τ − s, kh;ω)e−δs−iλτ±is ds dτ
=
1
2
∑
±
lim
θ→∞
∫ ∞
0
(
1
θ
∫ θ
0
σˆ±(t, τ, kh; θ−sω)e−iλτ dτ
)
e−δs±is ds,
where
σˆ±(kh) = (ik′h ± (k′h)⊥) · σˆ(kh).
Thanks to Lebesgue's dominated onvergene Theorem and Proposition 1.1, we infer, for all δ > 0,
Eλ [cˆT,3(t, kh)] (ω) = 1
2
∑
±
∫ ∞
0
Eλ
[
σˆ±(t, kh)
]
(θ−sω)e−δs±is ds
=
1
2
∑
±
∫ ∞
0
Eλ
[
σˆ±(t, kh)
]
(ω)e−δs±is−iλs ds
=
1
2
∑
±
Eλ
[
σˆ±(t, kh)
]
(ω)
−1
−δ + i(−λ± 1) .
Thus we dene the Ekman pumping term at the top of the uid by
SδT (σ) =
1
2
1√
aa1a2
∑
k∈Z3
∑
±
(−1)k3 |k′h|
|k′|2
E−λk [σˆ±(kh)]
−δ + i(λk ± 1)Nk. (3.11)
Going bak to Lemma 3.7, we dedue that
S¯[cB,3, cT,3] =
√
ενSB(w) + ενβS
δ
T (σ).
24
3.2. The envelope equation. Now that the term vint is dened, there remains to onstrut w and
δuint suh that uint is an approximate solution of equation (1.2). We reall that δuint, vint are strongly
osillating terms, small in H1 norm. Consequently, setting u¯int(t, τ) = L(τ)w(t), we have
∂tu
int + uint · ∇uint + 1
ε
e3 ∧ uint −∆huint − ν∂2zuint
≈ L
(
t
ε
)
∂tw + u¯
int · ∇u¯int −∆hu¯int + 1
ε
[
∂τ δu
int + Lδuint
](
t,
t
ε
)
+
1
ε
[
∂τv
int + e3 ∧ vint
](
t,
t
ε
)
+∇pint
= L
(
t
ε
)[
∂tw +Q
(
t
ε
, w, w
)
−∆hw
]
+∇pint
+
1
ε
[L (τ) ∂τ (L (−τ) δuint(t, τ))]|τ= t
ε
+Σ
(
t,
t
ε
)
,
where
Q(τ, w, w) = L(−τ)P [∇(L(τ)w ⊗ L(τ)w)] .
and Σ is dened by
Σ(t, τ) :=
1
ε
[
∂
∂τ
vint(t, τ) + e3 ∧ vint(t, τ)
]
. (3.12)
Thus it is natural to hoose w and δuint suh that for all t, τ ,
∂tw +Q(τ, w, w) −∆hw + L (−τ)PΣ (t, τ) + 1
ε
∂τ
[L (−τ) δuint(t, τ)] = 0. (3.13)
The quantity L(−τ)PΣ(t, τ) has already been omputed in Lemma 3.1 (see (3.8)). Sine w does not
depend on τ , the rst idea is to average the above equation on a time interval [0, θ], and to pass to the
limit as θ →∞ in order to derive an equation for w. Assuming that the term δuint is bounded uniformly
in τ , we have
lim
θ→∞
∫ θ
0
1
ε
∂τ
[L (−τ) δuint(t, τ)] dτ = 0.
On the other hand, we have already proved in Lemma 3.1 that
lim
θ→∞
1
θ
∫ θ
0
L (−τ)PΣ (t, τ) dτ = 1
ε
S¯[cB,3, cT,3]
=
√
ν
ε
SB[w] + νβS
δ
T (σ) in L
∞
lo
([0,∞)t, L2(Υ× E)).
Moreover, we have
Q(τ, w, w) =
∑
k,l,m∈Z3
ei(−λl−λm+λk)τ 〈Nl, w〉 〈Nm, w〉 〈Nk, (Nl · ∇)Nm〉Nk,
and it is proved in [4℄ that if w is suiently smooth,
1
θ
∫ θ
0
Q(τ, w, w) ⇀ Q¯(w,w)
in the distributional sense, where Q¯ is dened by (1.6). Hene, for all δ > 0, we dene wδ as the unique
solution in L∞(E, C([0,∞),H ∩H0,1)) ∩ L∞(E,L2
lo
([0,∞), H1,0)) of the equation
∂tw
δ + Q¯(wδ , wδ)−∆hwδ +
√
ν
ε
SB(w
δ) + νβSδT (σ) = 0,
wδ|t=0 = u0 ∈ H ∩H0,1.
(3.14)
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We refer to Proposition 6.5 p. 145 in [4℄ and to the omments following Proposition 1.2 in the Introdution
of this paper for existene and uniqueness results about equation (3.14). Notie that if σ ∈ L∞([0, T )×
[0,∞)τ × E,L2(T2)) only has a nite number of horizontal modes, then SδT (σ) ∈ L∞([0, T ]× E,H0,1).
Moreover, the fat that ℜ(Ak) ≥ 0 in the denition of SB implies that the Ekman pumping due to the
Dirihlet ondition at z = 0 indues a damping term in the envelope equation.
• The idea is then to pass to the limit in SδT (σ) as δ → 0 when σ satises (H1)-(H2), using (1.9).
Let us admit for the time being that the last property of Proposition 1.1 holds, i.e.
∃η > 0, ∀λ ∈ [−1− η,−1 + η] ∪ [1− η, 1 + η], Eλ(σ) = 0. (3.15)
Property (3.15) entails that the sum in the right-hand side of (3.11) bears only on the triplets (k1, k2, k3)
suh that
|λk − 1| ≥ η, |λk + 1| ≥ η,
whih entails
|k3| ≤ C(η)|kh|.
Consequently, sine σ only has a nite number of horizontal modes, we dedue that the sum in the
denition of SδT (σ) is nite. Hene S
δ
T (σ) onverges as δ → 0 in L∞([0,∞)×E;L2(T2 × [0, a))) towards
ST (σ) := −
√
a1a2
a
∑
k∈Z3,
kh 6=0
(−1)k3
|k′h|
(
λkk
′
h + i(k
′
h)
⊥) · E−λk [σˆ(kh)]Nk. (3.16)
The same property holds when σ has an innite number of horizontal Fourier modes, provided σ is
suiently smooth with respet to the horizontal variable xh and satises (H1)-(H2).
Thus for all T0 > 0, the soure term S
δ
T (σ) remains bounded in L
∞((0, T0) × E,H0,1) as δ → 0;
whene wδ is bounded, uniformly in δ, in L∞(E, C([0, T0],H∩H0,1)∩L2([0, T0], H1,0)). Moreover, let w
be the unique solution in L∞(E, C([0,∞),H ∩H0,1)) ∩ L∞(E,L2
lo
([0,∞), H1,0)) of
∂tw + Q¯(w,w) −∆hw +
√
ν
ε
SB(w) + νβST (σ) = 0,
w|t=0 = u0.
(3.17)
A standard energy estimate leads to the following error bound, for all T > 0,
||w − wδ||L∞([0,T ]×E,L2) + ||∇h(w − wδ)||L∞(E,L2([0,T ]×Υ))
≤ Cνβ||ST (σ)− SδT (σ)||L∞(E,L2([0,T ]×Υ)). (3.18)
Thus, when onstruting the approximate solution in the next setion, we will use the funtion wδ,
but we will keep in mind that wδ onverges towards w as δ vanishes.
• Let us now turn to the proof of property (3.15) (whih is the same as (1.9)). Using (H2), we
hoose η0 > 0 suh that
[−1− η0,−1 + η0] ⊂ V−, [1− η0, 1 + η0] ⊂ V+.
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For λ ∈ R arbitrary, and for θ > 0, we have
∥∥∥∥∥1θ
∫ θ
0
σ(τ, ω)e−iλτ dτ
∥∥∥∥∥
L∞([0,T ]×T2×E)
=
∥∥∥∥∥1θ
∫ θ
0
(σ − σα + σα)(τ, ω)e−iλτ dτ
∥∥∥∥∥
L∞([0,T ]×T2×E)
≤ ||σ − σα||L∞((0,θ)×[0,T ]×E×T2)
+
1
θ
∥∥∥∥∥
∫ θ
0
∫
R
e−α|µ|+iµτ−iλτFασ(µ) dµ dτ
∥∥∥∥∥
L∞([0,T ]×T2×E)
≤ ||σ − σα||L∞((0,θ)×[0,T ]×E×T2)
+
∥∥∥∥
∫
R
e−α|µ|
ei(µ−λ)θ − 1
i(µ− λ)θ Fασ(µ) dµ
∥∥∥∥
L∞(T2)
≤ ||σ − σα||L∞((0,θ)×[0,T ]×E×T2)
+
(
sup
µ∈V−∪V+
‖Fασ(µ)‖L∞([0,T ]×E×T2)
)
(|V+|+ |V−|)
+
∫
R\(V−∪V+)
e−α|µ|
∣∣∣∣ei(µ−λ)θ − 1i(µ− λ)θ
∣∣∣∣ ‖Fασ(µ)‖L∞([0,T ]×E×T2) dµ dτ.
Let us now evaluate the last integral when λ is lose to ±1, say for instane
|λ− 1| ≤ η0
2
.
Then if µ ∈ R \ (V− ∪ V+), we have |µ− 1| ≥ η0, and thus
|µ− λ| ≥ η0
2
.
In partiular,
∣∣∣∣ei(µ−λ)θ − 1i(µ− λ)θ
∣∣∣∣ ≤ 2|µ− λ|θ ≤ Cθ .
Hene, for all θ > 0, for λ suh that |λ± 1| ≤ η0/2, the following inequality holds for all α > 0∥∥∥∥∥1θ
∫ θ
0
σ(τ, ω)e−iλτ dτ
∥∥∥∥∥
L∞([0,T ]×T2,L2(E))
≤ ||σ − σα||L∞([0,θ]×[0,T ]×E×T2) +
C
θ
sup
α>0
‖Fασ(µ)‖L∞([0,T ]×E×T2,L1(Rλ))
+ sup
µ∈V−∪V+
‖Fασ(µ)‖L∞([0,T ]×E×T2) (|V+|+ |V−|) .
In the above inequality, we rst take θ large enough, so that the left-hand side is lose to ‖σ¯(λ)‖, and
C supα ‖Fασ‖/θ is small. Then we let α go to zero, with θ xed; we dedue that
Eλ[σ] = 0 ∀λ suh that d(λ,±1) ≤ η0
2
.
3.3. Denition of δuint. One w (or wδ) and vint are dened, there only remains to obtain an
equation on δuint. As stated before, δuint is hosen so that equality (3.13) holds for all τ ≥ 0. Aording
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to the above omputations, this amounts to taking δuint suh that
∂
∂τ
[L(−τ)δuint(τ)] = εQ¯(w,w) − εQ(τ, w, w) + S¯[cB,3, cT,3]− εL(−τ)PΣ(t, τ),
L(−τ)δuint(τ) = ε
∫ τ
0
[
Q¯(w,w) −Q(s, w,w)] ds
+
∫ τ
0
[
S¯[cB,3, cT,3]− εL(−s)PΣ(t, s)
]
ds
δuint(τ) = εL(τ)
∫ τ
0
[
Q¯(w,w) −Q(s, w,w)] ds (3.19)
+L(τ)
∫ τ
0
[
S¯[cB,3, cT,3]− εL(−s)PΣ(t, s)
]
ds.
Equivalently, δuint saties the equation
∂τ δu
int + Lδuint = εL(τ) [Q¯(w,w) − εQ(τ, w, w)] + L(τ)S¯[cB,3, cT,3]− εPΣ(t, τ).
We now derive a bound on the oeients of δuint:
Lemma 3.2. Let T > 0, N > 0, and let w ∈ L∞(E, C([0, T ],H)) suh that
〈Nk, w(t)〉 = 0 ∀k, |k| > N, ∀t ∈ [0, T ].
Let Σ be given by (3.12), and δuint by (3.19). Then for all k ∈ Z3, for all η > 0, there exists a
onstant Cη,k suh that for all τ ≥ 0, for all ε, ν, β > 0 suh that ν = O(ε) and
√
ενβ = O(1)∥∥〈Nk, δuint(t, τ)〉∥∥L∞([0,T ],L2(E)) ≤ (ε+√εν)(Cη,k + ητ).
Remark 3.2. The above Lemma is stated with a funtion w having only a nite number of Fourier
modes, whih is not the ase for the solution of (3.14) in general. However, when onstruting the
approximate solution in the next setion, we will onsider regularizations of the solution w of the envelope
equation (1.10), so that this issue is in fat unimportant.
Proof. We begin with the derivation of a bound for the term∫ τ
0
[
Q¯(w,w) −Q(s, w,w)] ds
= −
∑
k,l,m
λl+λm 6=λk
αl,m,k 〈Nm, w〉 〈Nl, w〉
(∫ τ
0
ei(λk−λl−λm)sds
)
Nk.
Notie that the set (l,m) ∈ Z3 × Z3 suh that 〈Nm, w〉 〈Nl, w〉 6= 0 is nite, and inluded in BN × BN .
Moreover, if (l,m) ∈ BN ×BN and λl + λm 6= λk, then there exists a onstant αN,k > 0 suh that
|λl + λm − λk| ≥ αN,k.
As a onsequene, we have∣∣∣∣
〈
Nk,
∫ τ
0
[
Q¯(w(t), w(t)) −Q(s, w(t), w(t))] ds〉∣∣∣∣ ≤ 1αN,k ‖w‖2L∞((0,T )×T2×[0,a]×E).
In a similar way, we now derive a bound on the seond term in (3.19). Aording to Lemma 3.1, we
have, for all k ∈ Z3,
1
τ
∫ τ
0
〈Nk,L(−s)PΣ(t, s)〉 ds→ 1
ε
〈
Nk, S¯[cB,3, cT,3]
〉
as τ →∞, in L∞([0, T ], L2(E)). Let τη,k > 0 suh that if τ ≥ τη,k, then∥∥∥∥1τ
∫ τ
0
〈Nk,L(−s)PΣ(t, s)〉 ds− 1
ε
〈
Nk, S¯[cB,3, cT,3]
〉∥∥∥∥
L∞([0,T ],L2(E))
≤ η.
28
Now, for τ < τη,k, we have∥∥∥∥
〈
Nk,
∫ τ
0
[
1
ε
S¯[cB,3, cT,3]− L(−s)PΣ(t, s)
]
ds
〉∥∥∥∥
L∞([0,T ],L2(E))
≤ τη,k
∥∥∥∥
〈
Nk,
1
ε
S¯[cB,3, cT,3]
〉∥∥∥∥
L∞([0,T ],L2(E))
+
√
τη,k
∫ τη,k
0
‖〈Nk,Σ(·, s)〉‖L∞([0,T ],L2(E)) ds
≤ Cη,k.
Gathering all the estimates, we infer the inequality announed in Lemma 3.2.
4. Proof of onvergene. This setion is devoted to the proof of the onvergene result in Theorem
1.3. In the previous setions, we have already dened boundary layer terms and interior terms at the
main order. Unfortunately, the sum of those rst order terms is not a suiently good approximation of
uε,ν . Hene the rst step of the proof is to dene additional orretors, and thus to build an adequate
approximate solution. We then derive some tehnial estimates on the various terms of the approximate
solution, and eventually we prove the onvergene thanks to an energy estimate.
4.1. Building an approximate solution. The approximate solution is obtained as the sum of
some interior terms and some boundary layer terms; although we have to onstrut several orretors
in order to obtain a good approximation of the funtion uε,ν , we emphasize that all terms vanish in L2
norm, exept the solution wδ of the approximated envelope equation (3.14). In this paragraph, we build
the orretors step by step, using the general onstrutions of the previous setions. At eah step, we
will give some bounds on the orresponding term; these bounds will be proved in the next paragraph.
• First step. The interior term at the main order.
We have seen that the interior term at main order is given as the solution of the envelope equation
(3.14), and that when the parameter δ vanishes, the envelope equation beomes (3.17). However, we
are not able to onstrut the boundary layer terms at the top for δ = 0, and thus we must keep the
approximated solution of the envelope equation, namely wδ . Moreover, when onstruting the orretor
terms uBL, δuint, vint, we will need some high regularity estimates in spae and time on wδ, whih are in
general not available for wδ or w. Thus we introdue a regularization of wδ with respet to the time
variable, and we trunate the large frequenies in wδ.
Let χ ∈ D(R) be a ut-o funtion suh that
χ(t) = 0 ∀t ∈ [0,∞), χ(t) = 0 ∀t ∈ (−∞,−1],
χ(t) ≥ 0 ∀t ∈ R,
∫
R
χ = 1.
For n ∈ N∗, set χn := n−1χ(·/n), and dene, for n,N > 0,
wδn,N := PN
[
wδ ∗t χn
]
= (PNw
δ) ∗t χn,
where PN stands for the projetion onto the vetor spae generated by Nk for |k| ≤ N. The onvolution
in time is well-dened thanks to the assumptions on the support of χ. We have learly
lim
n,N→∞
sup
δ>0
‖wδ − wδn,N‖L∞([0,T ]×E,L2) = 0,
lim
n,N→∞
sup
δ>0
‖wδ − wδn,N‖L∞(E,L2([0,T ],H1,0)) = 0.
Moreover, the following result holds, and will be proved in the next paragraph:
Lemma 4.1. The funtion wδn,N is an approximate solution of (3.14), with an error term r
δ
n,N whih
vanishes in L2([0, T ], H−1,0) as n,N →∞, uniformly in δ.
Hene we work with wδn,N instead of w from now on; for all k, s > 0, there exists a onstant Cn,N (k, s)
suh that
‖wδn,N‖L∞(E,Wk,∞([0,T ],Hs(Υ)) ≤ Cn,N (k, s).
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In the sequel, we denote by Cn,N all onstants depending on n and N (and possibly T, u0 and σ), but
not on δ.
• Seond step. The boundary layer terms at the rst order.
The boundary layer terms at main order, uBLB and u
BL
T , are dened in Setion 2, where the funtion
w is replaed by wδn,N . Thus u
BL
B depends in fat on the parameters n,N and δ, and u
BL
T depends on δ.
Using the results of Proposition 2.2 and the previous step, the following estimates an be proved:
Lemma 4.2. We reall that ν = O(ε) and β√εν = O(1). Setting
uBL(t, xh, z) := u
BL
B (t, xh, z) + u
BL
T (t, xh, z)
= uB
(
t,
t
ε
, xh,
z√
εν
)
+ uBL,res(t, xh, z) + uT
(
t,
t
ε
, xh,
a− z√
εν
)
we have ∥∥uBL, z∂zuBL, (z − a)∂zuBL∥∥L∞([0,T ]×T2×[0,a]×E) ≤ Cn,N , (4.1)∥∥uBL∥∥
L∞([0,T ]×E,H1,0) ≤ Cn,Nν1/4,∥∥z∂zuBL, (z − a)∂zuBL∥∥L∞([0,T ]×E,L2(Υ)) ≤ Cn,Nν1/4.
Moreover, uBL is an approximate solution of the linear part of equation (1.2), with an error term
bounded in L∞([0, T ]× E,L2(Υ)) by
Cn,Nν
1/4 + C
δ√
ε
.
The above Lemma follows immediately from Lemma 2.1, Proposition 2.2, Lemma 2.3 and Corollary
2.4.
• Third step. The interior orretor terms vint and δuint.
We now dene the orretors vint and δuint as in (3.2)-(3.3) and (3.19) respetively, taking w = wδn,N
in (3.19). Notie that the boundary onditions cB,3 and cT,3 are of order one in L
∞
. More preisely,
using the fat that wδn,N has a nite number of Fourier modes on the one hand, and (H1)-(H2) on the
other, we dedue that
‖vint‖L∞([0,T ]×[0,∞)×T2×[0,a]) ≤ C
(√
εν‖wδn,N‖L∞([0,T ],H3) + νεβ
) ≤ Cn,N√νε;
moreover, aording to Lemma 3.2,
∀η > 0, ∀k ∈ Z3, ∃Cη,k > 0,
∥∥∥∥
〈
Nk, δu
int
(
t,
t
ε
)〉∥∥∥∥
L∞([0,T ],L2(E))
≤ η + Cη,kε.
Thus we set, for K > 0 arbitrary,
δuintK := PKδu
int =
∑
|k|≤K
〈
Nk, δu
int
〉
Nk.
Aording to the above onvergene result, for all K ∈ N, we have∥∥∥∥δuintK
(
t,
t
ε
)∥∥∥∥
L∞([0,T ],L2(E,W 1,∞(Υ)))
→ 0 as ε, ν → 0.
Moreover, there exists a onstant Cn,N,K suh that∥∥∥∥δuintK
(
t,
t
ε
)∥∥∥∥
L∞([0,T ]×E,W 1,∞(Υ))
≤ Cn,N,K .
In the rest of the paper, we set
uint(t) := L
(
t
ε
)
wδn,N (t) + v
int
(
t,
t
ε
)
+ δuintK
(
t,
t
ε
)
; (4.2)
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the following lemma holds:
Lemma 4.3. Let rδn,N be the remainder term in the equation on w
δ
n,N (see Lemma 4.1). Then the
funtion uint satises
∂tu
int +
1
ε
e3 ∧ uint + uint · ∇uint −∆huint − ν∂2zuint +∇p = L
(
t
ε
)
rδn,N + w
rem
1 + w
rem
2 + w
rem
3 ,
where wrem1 = o(1) in L
2([0, T ]× E × T2 × [0, a]), wrem2 = o(1) in L2([0, T ]× E,H−1,0), and
∀n,N, lim
K→∞
sup
ε,ν,β,δ
‖wrem3 ‖L∞(E,L2([0,T ]×T2×[0,a]) = 0.
Moreover,
uint|t=0 = u0 + o(1) in L
∞(E,L2(×Υ)),
and there exists a onstant Cn,N,K suh that
‖uint‖L∞([0,T ]×E,W 1,∞(Υ)) ≤ Cn,N,K . (4.3)
In the above Lemma and in the rest of the paper, the o(1) means that for all n,N,K, the orre-
sponding expression vanishes as ε, ν → 0, uniformly in δ.
• Fourth step. The boundary layer term at the seond order.
At this stage, we have exhibited a funtion uint (resp. uBL) whih is an approximate solution of
the evolution equation (1.2) (resp. of its linear part); moreover, the boundary layer term uBL and the
orretor vint have been built so that the boundary onditions are satised at the leading order. Preisely,
we have
uBLh|z=0(t) + u
int
h|z=0(t) = v
int
h|z=0(t, t/ε) + δu
int
K,h|z=0(t, t/ε) + uT,h|ζ= a√εν (t, t/ε),
∂z
(
uBLh|z=a(t) + u
int
h|z=a(t)
)
= βσ(t, t/ε) +
1√
εν
∂ζuB,h|ζ= a√
εν
(t, t/ε) + ∂zu
BL,res
h|z=a (t),
uBL3|z=0(t) + u
int
3|z=0(t) = uT,3|ζ= a√εν (t, t/ε),
uBL3|z=a(t) + u
int
3|z=a(t) = uB,3|ζ= a√εν (t, t/ε).
The terms uT |ζ= a√
εν
, ∂ζuB,h|ζ= a√
εν
, uB,3|ζ= a√
εν
and uBL,res|z=a are exponentially small, thus satisfy the
assumptions of Lemma A.2 in the Appendix; they will be taken are of at the very last step. But in
general, setting c˜B,h := v
int
h|z=0+δu
int
K,h|z=0, the quantity ε
−1c˜B,h does not vanish. Thus, we dene another
boundary layer term in order to restore the Dirihlet boundary ondition at z = 0. We now have to make
preise whih parts are almost periodi or random stationary in c˜B,h(t, τ). We have
vinth|z=0 = v
int
h = −
βεν
a
∇h∆−1h (cT,3) +
√
εν
a
∇h∆−1h (cB,3).
The rst term in the right-hand side is learly random and stationary, whereas the seond one is almost
periodi. Conerning the term δuintK , the situation is not so lear. Using (3.19), we write
δuintK (t, τ) =
∑
|k|≤K
e−iλkτ δbk(t, τ)Nk,
where
δbk(t, τ) := ε
〈
Nk,
∫ τ
0
(
Q¯(wδn,N , w
δ
n,N )−Q(s, wδn,N , wδn,N )
)
ds
〉
+
〈
Nk,
∫ τ
0
S¯[cB,3, cT,3]− εL(−s)PΣ(t, s)
〉
.
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Aording to Lemma 3.2,
sup
t∈[0,T ]
∥∥∥∥δbk
(
t,
t
ε
)∥∥∥∥
L2(E)
= o(1),
and
sup
t∈[0,T ]
∥∥∥∥ ∂∂tδbk
(
t,
t
ε
)∥∥∥∥
L∞(E)
≤ Cn,N .
Thus we forget the fat that δbk depends on the mirosopi time variable τ , and we merely treat δu
int
K
as an almost periodi funtion. Hene we use the onstrution of setion 2 (see in partiular Remark
2.2 for the random stationary part), and we denote by δuBL the boundary layer term thus obtained. By
denition,
δuBLh|z=0 = −c˜B,h,
and
∂tδu
BL +
1
ε
e3 ∧ δuBL − ν∂2zδuBL = o(1) in L∞([0, T ]× E ×Υ).
Using the same kind of estimates as in Lemma 2.3, we dedue that∥∥δuBLh ∥∥L2([0,T ]×E×Υ) = o((ν)1/4).
• Fifth step. The stopping orretor.
Let us now examine the remaining boundary onditions.
⊲ Horizontal omponent at z = 0: this term is the simplest of all. We have
δB,h(t) :=
(
uinth (t) + u
BL
h (t) + δu
BL
h (t)
)
|z=a = uT,h|ζ= a√εν (t, t/ε),
and thus, using the same arguments as in Proposition 2.2, we prove that there exists a onstant
C suh that
‖δB,h(t)‖H3(T2) ≤ C exp
(
− a√
εν
)
‖∂tδB,h(t)‖H3(T2) ≤
C
ε
exp
(
− a√
εν
)
.
Sine ε−k exp (−a/√εν) = o(1) for all k ∈ N∗, δB,h satises the onditions of Lemma A.2 in the
Appendix.
⊲ Vertial omponent at z = 0: we ompute
δB,3(t) :=
(
uint3 (t) + u
BL
3 (t) + δu
BL
3 (t)
)
|z=0 = uT,3|ζ= a√εν (t, t/ε) + δu
BL
3|z=0(t).
It is easily proved that uT,3|ζ=a/√εν(t, t/ε) satises the hypotheses of Lemma A.2, provided σ is
suiently smooth. Conerning δuBL3 , we have, aording to the assumptions on σ,
‖δuBL3|z=0‖L∞([0,T ],L2(E,H3(T2)) ≤ o(
√
εν) + Cn,N,K(νε)
3/2β ≤ o(ε),
‖∂tδuBL3|z=0‖L∞([0,T ],L2(E,H3(T2))) = o(1).
Thus δB,3 satises the onditions of Lemma A.2.
⊲ Horizontal omponent at z = a:
δT,h(t) = ∂z
(
uinth (t) + u
BL
h (t) + δu
BL
h (t)
)
|z=a −
1
β
σ
(
t,
t
ε
)
=
1√
εν
∂ζuB,h|ζ= a√
εν
(t, t/ε) + ∂zu
BL,res
h|z=a (t) + ∂zδu
BL
h|z=a(t).
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For all s > 0, we have∥∥∥∂zuBL,resh|z=a∥∥∥
L∞([0,T ]×E,Hs(T2))
≤ Cn,N 1√
νT
exp
(
− a
2
4νT
)
= o(ε),
∥∥∥∂t∂zuBL,resh|z=a (t)∥∥∥
L∞([0,T ]×E,Hs(T2))
≤ Cn,N 1
ν3/2
exp
(
− a
2
4νT
)
= o(ε).
(Remember that ν = O(ε).) Thus all terms of the right-hand side are exponentially small as ε
vanishes, and δT,h satises the onditions of Lemma A.2.
⊲ Vertial omponent at z = a: let
δT,3(t) :=
(
uint3 (t) + u
BL
3 (t) + δu
BL
3 (t)
)
|z=a
= uB,3|ζ= a√
εν
(t, t/ε) + δuBL3|ζ= a√
εν
(t).
One again, δT,3 is exponentially small in all H
s
norms, and thus mathes the onditions of
Lemma A.2.
We thus dene ustop, given by Lemma A.2, so that
ustoph|z=0 = −δB,h, ∂zustoph|z=a = −δT,h
ustop3|z=0 = −δB,3, ustop3|z=a = −δT,3,
and suh that ustop is an approximate solution of the linear part of equation (1.2), with an error term
whih is o(1) in L2. Notie that the orretor ustop itself is o(ε) in L2.
We now dene
uapp := uint + uBL + δuBL + ustop (4.4)
= uint + urem. (4.5)
By onstrution, the remainder urem is o(1) in L∞([0, T ], L2(E ×Υ) and uapp satises onditions (1.3).
The goal of the next paragraph is to prove that uapp is an approximate solution of (1.2), whih allows
us to onlude in paragraph 4.3 that uε,ν − uapp vanishes thanks to an energy estimate.
4.2. Estimates on the approximate solution. We start by proving the lemmas stated in the
previous paragraph.
• Proof of Lemma 4.1 (Estimates on wδn,N ).
Remembering (3.14), it is easily heked that wδn,N satises
∂tw
δ
n,N + PN(Q¯(w
δ , wδ)) ∗ χn −∆hwδn,N +
√
ν
ε
SB(w
δ
n,N ) + νβPNS
δ
T (σ ∗ χn) = 0.
Thus wδn,N is an approximate solution of (3.14), with an error term r
δ
n,N equal to
rδn,N = Q¯(w
δ
n,N , w
δ
n,N )− PN Q¯(wδ , wδ) ∗ χn + νβ(SδT (σ) − PNSδT (σ ∗ χn))
=
[
(P− PN )Q¯(wδ, wδ)
] ∗ χn + [Q¯(PNwδ,PNwδ)− Q¯(wδ, wδ)] ∗ χn (4.6)
+
[
Q¯(wδn,N , w
δ
n,N )− Q¯(PNwδ,PNwδ) ∗ χn
]
+ νβPNS
δ
T [σ − σ ∗ χn] + νβ(P− PN )SδT (σ).
In order to evaluate rδn,N , we need ontinuity estimates on the quadrati term Q¯. We reall that Q¯ is
bilinear ontinuous from
L∞([0, T ], H0,1)× L2([0, T ], H1,0) into L2([0, T ], H−1,0).
(see Proposition 6.6 in [4℄ for a proof of this non trivial fat). Moreover, for a, b ∈ H1 ∩ H, it an be
proved, using the methods of [4℄, that there exists a onstant C > 0 suh that
‖Q¯(a, b)‖H−1,0 ≤ C‖a‖1/2L2 ‖a‖
1/2
H1,0‖b‖
1/2
L2 ‖b‖
1/2
H1,0
+C‖∂3a‖L2‖b‖1/2L2 ‖b‖
1/2
H1,0 + C‖∂3b‖L2‖a‖
1/2
L2 ‖a‖
1/2
H1,0
≤ C (‖a‖H1,0‖b‖H0,1 + ‖a‖H0,1‖b‖H1,0) . (4.7)
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It is easily dedued from the above inequality that the two terms in line (4.6) onverge towards zero; on
the other hand, the regularity of σ entails that SδT [σ − σ ∗ χn] vahishes in L2 as n→∞, uniformly in δ,
together with (P− PN)SδT (σ). We thus fous on the last term in the expression of rδn,N , whih we write
Q¯(wδn,N (t), w
δ
n,N (t)) − Q¯(PNwδ ,PNwδ) ∗ χn
=
∫
R
Q¯(wδn,N (t),PNw
δ(u))χn(t− u) du−
∫
R
Q¯(PNw
δ(u),PNw
δ(u))χn(t− u) du
=
∫
R
Q¯(wδn,N (t)− PNwδ(u),PNwδ(u))χn(t− u) du,
and thus, using inequality (4.7) together with the L∞([0, T ], H0,1) bound on wδ, we infer∥∥Q¯(wδn,N (t), wδn,N (t))− Q¯(wδ, wδ) ∗ χn(t)∥∥H−1,0
≤ C
∫
R
∥∥wδn,N (t)− PNwδ(u)∥∥H0,1 ∥∥PNwδ(u)∥∥H1,0 χn(t− u) du
+ C
∫
R
∥∥wδn,N (t)− PNwδ(u)∥∥H1,0 ∥∥PNwδ(u)∥∥H0,1 χn(t− u) du.
Eventually, we get
∥∥Q¯(wδn,N (t), wδn,N (t)) − Q¯(wδ , wδ) ∗ χn(t)∥∥L∞(E,L2([0,T ],H−1,0))
≤ C sup
|h|≤ 1
n
∥∥wδ − τhwδ∥∥L∞(E,L2([0,T ],H1,0)) + C sup|h|≤ 1
n
∥∥wδ − τhwδ∥∥L∞([0,T ]×E,H0,1) ,
where τhw : (t, x) 7→ w(t + h, x). The right-hand side of the above inequality vanishes as n → ∞,
uniformly in δ.
Thus rδn,N vanishes as n,N →∞ in L2([0, T ]× E,H−1,0), uniformly in δ. 
Hene we have proved that wδn,N is an approximate solution of (3.14). We now takle the bounds
on uint.
• Proof of Lemma 4.3 (Estimates on uint). First of all, the estimate (4.3) is easily dedued from the
previous bounds on wδn,N , v
int
and δuint. Thus the main point is to hek that the assertions on wremi ,
i = 1, 2, 3, hold true.
We begin with the term wrem3 , whih is due to the trunation of the large frequenies in δu
int
;
preisely, we have
wrem3 (t) :=
1
ε
(P− PK)
[
∂τ δu
int + Lδuint
] (
t,
t
ε
)
.
Remembering the denition of δuint (see (3.19)), we infer
‖wrem3 ‖L∞(E,L2([0,T ]×T2×[0,a])
≤
∥∥(P− PK) [Q¯(wδn,N , wδn,N )]∥∥L∞(E,L2([0,T ]×Υ))
+
∥∥(P− PK) [Q(s, wδn,N , wδn,N )]∥∥L∞([0,∞)s×E,L2([0,T ]×Υ))
+
1
ε
∥∥(P− PK) [S¯[cB,3, cT,3]]∥∥L∞(E,L2([0,T ]×Υ))
+ ‖(P− PK)Σ‖L∞([0,∞)×E,L2([0,T ]×Υ)) .
If ν = O(ε), and √νεβ = O(1), all terms vanish as K → ∞ uniformly in ε, ν, δ. Thus the ondition on
wrem3 is satised.
On the other hand, we have dened vint and δuint so that uint is an approximate solution of equation
(1.2), with an error term whih we now evaluate in L2([0, T ] × Υ × E) + L2([0, T ]× E,H−1,0). Apart
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from the one mentioned above, whih is due to the trunation of the large spatial frequenies in δuint,
the error term is equal to
L
(
t
ε
)
rδn,N (t) +
[
(∂t −∆h − ν∂2z )(δuintK + vint)
](
t,
t
ε
)
+
[
uint · ∇] (δuintK + vint)
(
t,
t
ε
)
+
[
(δuintK + v
int)
(
t,
t
ε
)
· ∇
]
L
(
t
ε
)
wδn,N (t).
Let wrem2 (t) := −∆hvint (t, t/ε) . Then wrem2 is bounded in L2([0, T ]× E,H−1,0) by
√
εν‖cB,3‖L∞([0,T ]×[0,∞)τ×E,H1(T2)) + ενβ‖cT,3‖L∞([0,T ]×[0,∞)τ×E,H1(T2)) = o(1).
Keeping aside L (t/ε) rδn,N (t), the remaining error terms are bounded in L2([0, T ]× T2 × [0, a]× E) by
‖∂tδuintK ‖L∞([0,T ]t×[0,Tε ]τ ,L2(E×Υ))
+ ‖∂tvint‖L∞([0,∞)τ ,L2([0,T ]×T2×[0,a]×E)
+ ‖δuintK ‖L∞([0,T ]t×[0,Tε ]τ ,L2(E,H2))
+ ‖uint‖L∞‖δuintK + vint‖L∞([0,T ]t×[0,Tε ]τ ,L2(E,H1))
+ ‖uint‖L∞(E,L2([0,T ],H1))‖δuintK + vint‖L2(E,L∞([0,T ]t×[0,Tε ]τ×Υ))
= o(1).
Above, we have used the fat that wδn,N , and whene v
int
, δuintK , are smooth with respet to the time
variable t. 
• At this stage, we know that uint is an approximate solution of (1.2), and that urem is an approximate
solution of the linear part of (1.2), suh that additionally urem = o(1). There remains to prove that the
funtion uapp = uint + urem is an approximate solution of equation (1.2). The ore of the proof lies in
the following Lemma:
Lemma 4.4 (Non linear estimate on the remainder term). For all n,N, as ε, ν → 0 with ν = O(ε)
and β
√
εν = O(1), we have
sup
δ>0
∥∥uint · ∇urem + urem · ∇uint + urem · ∇urem∥∥
L2([0,T ]×T2×[0,a]×E) → 0.
Proof. First, we have ∥∥(urem · ∇)uint∥∥
L2([0,T ]×T2×[0,a]×E)
≤ ‖urem‖L2([0,T ]×T2×[0,a]×E)
∥∥uint∥∥
L∞([0,T ]×E,W 1,∞)
≤ Cn,N,K
(‖uBL‖L2 + ‖δuBL‖L2 + ‖ustop‖L2) .
The right-hand side vanishes thanks to the estimates of the previous paragraph.
The other terms are slightly more ompliated. We write
uint · ∇urem + urem · ∇urem = uapp · ∇urem
= uapp · ∇ustop + uapp · ∇ (uBL + δuBL) .
The rst term in the right-hand side is bounded in L2([0, T ]× E ×Υ) by
‖uapp‖L∞‖ustop‖L2([0,T ]×E,H1) ≤ Cn,N,Kε.
We thus fous on the seond term, whih we further split into
uapph · ∇h
(
uBL + δuBL
)
+ uapp3 ∂z
(
uBL + δuBL
)
.
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We have ∥∥uapph · ∇h (uBL + δuBL)∥∥L2([0,T ]×E×Υ)
≤ ‖uapp‖L∞([0,T ]×E×Υ)‖uBL + δuBL‖L2([0,T ]×E,H1,0)
≤ Cn,N,Kν1/4.
We split the other term as follows
∥∥uapp3 ∂z (uBL + δuBL)∥∥2L2(Υ) =
∫
T2
∫ a/2
0
∣∣uapp3 ∂z (uB + δuBL)∣∣2
+
∫
T2
∫ a/2
0
|uapp3 ∂zuT |2
+
∫
T2
∫ a
a/2
∣∣uapp3 ∂z (uB + δuBL)∣∣2
+
∫
T2
∫ a
a/2
|uapp3 ∂zuT |2 .
For z ≥ a/2, t > 0, we have
∣∣∂z (uB + δuBL) (t)∣∣2 ≤ Cn,N
[
(εν)−1 exp
(
− ca√
εν
)
+
1
νt
exp
(
− ca√
νt
)]
and thus ∫ T
0
∫
T2
∫ a
a/2
∣∣uapp3 ∂z (uB + δuBL)∣∣2
≤ Cn,N
[
(εν)−1 exp
(
− ca√
εν
)
+ exp
(
− ca√
νT
)]
.
Similarly,
∫ T
0
∫
T2
∫ a/2
0
|uapp3 ∂zuT |2
≤ Cn,Nβ2 exp
(
− ca√
εν
)
≤ Cn,N (εν)−1 exp
(
− ca√
εν
)
.
We now evaluate the two remaining terms. The idea is the following: sine uapp3 vanishes at the boundary,
we have
uapp3 (z) ≈ Cz for z = o(1),
and uapp3 (z) ≈ C(z − a) for z − a = o(1),
and z∂zuB, (z − a)∂zuT are evaluated in (4.1). Moreover, we an split uapp into
uapp(t) =
[
L
(
t
ε
)
wδn,N (t) + δu
int
K
(
t,
t
ε
)]
+
[
vint
(
t,
t
ε
)
+ uBL(t)
]
+
[
δuBL(t) + ustop(t)
]
.
By denition of vint and ustop, the vertial omponents of eah of the three terms in brakets vanish at
z = 0 and z = a; additionally, the rst term is bounded in L∞([0, T ]× E,W 1,∞) by a onstant Cn,N,K ,
while the (vertial omponents of the) seond and third ones are respetively of order
Cn,N
(√
εν + (εν)3/4
)
and o((εν)3/4) + o(ε)
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in L∞([0, T ]× E,H1,0). One again, the formulation ustop = o(ε) must be understood as
∀n,N,K, lim
ε,ν→0
sup
δ>0
ε−1‖ustop‖ = 0.
As a onsequene, we have∫
T2
∫ a/2
0
∣∣uapp3 (t)∂z (uB + δuBL) (t)∣∣2
≤
∥∥∥∥z−1
[(
L
(
t
ε
)
wδn,N
)
3
(t) + δuintK,3
(
t,
t
ε
)]∥∥∥∥
2
L∞
∥∥z∂z (uB + δuBL) (t)∥∥2L2
+
∥∥∥∥z−1
[
vint3
(
t,
t
ε
)
+ uBL3 (t) + δu
BL
3 (t) + u
stop
3 (t)
]∥∥∥∥
2
L2
∥∥z∂z (uB + δuBL) (t)∥∥2L∞ .
Using Hardy's inequality together with the divergene-free property, we infer that∫
T2
∫ a/2
0
∣∣uapp3 (t)∂z (uB + δuBL) (t)∣∣2
≤ Cn,N,Kν1/2
∥∥∥∥∂zL
(
t
ε
)
wδn,N + δu
int
K
(
t,
t
ε
)∥∥∥∥
2
L∞
+ Cn,N,K
∥∥∥∥∂z
[
vint3
(
t,
t
ε
)
+ uBL3 (t) + δu
BL
3 (t) + u
stop
3 (t)
]∥∥∥∥
2
L2
≤ Cn,N,Kν1/2
∥∥∥∥L
(
t
ε
)
wδn,N (t) + δu
int
K
(
t,
t
ε
)∥∥∥∥
2
W 1,∞
+ Cn,N,K
∥∥∥∥vinth
(
t,
t
ε
)
+ uBLh (t) + δu
BL
h (t) + u
stop
h (t)
∥∥∥∥
2
H1,0
≤ o(1).
The term ∫
T2
∫ a
a/2
|uapp3 (t)∂zuT (t)|2
is treated in a similar way. Gathering all the terms, we dedue the onvergene result stated in Lemma
4.4.
In the rest of this setion, following the notations introdued in Lemma 4.3, we denote by wrem1 any
term whih satises
∀n,N,K, lim
ε→0
sup
δ>0
‖wrem1 ‖L2([0,T ]×E×T2×[0,a]) = 0, (4.8)
by wrem2 any term whih satises
∀n,N,K, lim
ε→0
sup
δ>0
‖wrem2 ‖L2([0,T ]×E,H−1,0) = 0, (4.9)
and by wrem3 any term whih satises
∀n,N, lim
K→∞
sup
ε,ν,β,δ
‖wrem3 ‖L∞([0,∞)×E,L2([0,T ]×T2×[0,a]) = 0. (4.10)
Aording to Lemmas 4.2, 4.3 and 4.4, uapp satises an equation of the type
∂tu
app + uapp · ∇uapp + 1
ε
e3 ∧ uapp −∆huapp − ν∂2zuapp
= ∇p+ L
(
t
ε
)
rδn,N + w
rem
1 + w
rem
2 + w
rem
3 +O
(
δ√
ε
)
L2
, (4.11)
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We reall that the remainder rδn,N , whih was dened by (4.6), satises
lim
n,N→∞
sup
ε,ν,δ
‖rδn,N‖L2([0,T ]×E,H−1,0) = 0.
Equation (4.11) is supplemented with the boundary onditions (1.3) and the initial ondition
uapp|t=0 = w0 + δw
1
0 + δw
2
0 ,
where δw10 and δw
2
0 are suh that
lim
n,N→∞
sup
δ,ε,ν
‖δw10‖L∞(E,L2(Υ)) = 0,
and ∀n,N, lim
ε,ν→0
sup
δ>0
‖δw20‖L∞(E,L2(Υ)) = 0.
In order to avoid too heavy notation, we will simply write
uapp|t=0 = w0 + o(1).
4.3. Energy estimate. We now evaluate the dierene between uε,ν and uapp thanks to an energy
estimate. The funtion uε,ν − uapp is a solution of
∂t(u
ε,ν − uapp) + 1
ε
e3 ∧ (uε,ν − uapp)−∆h(uε,ν − uapp)− ν∂2z (uε,ν − uapp)
= ∇p′ + wrem1 + wrem2 + wrem3 − L
(
t
ε
)
rδn,N +O
(
δ√
ε
)
L2
− (uε,ν · ∇)(uε,ν − uapp)− [(uε,ν − uapp) · ∇]uapp.
Taking the salar produt of the above equation by uε,ν − uapp and using the Cauhy-Shwarz
inequality, we dedue that for all t > 0, for almost every ω ∈ E,
1
2
d
dt
‖uε,ν(t, ω)− uapp(t, ω)‖2L2 +
1
2
‖uε,ν(t, ω)− uapp(t, ω)‖2H1,0
≤
∫
T2×[0,a]
|[((uε,ν(t, ω)− uapp(t, ω)) · ∇)uapp(t, ω)] · (uε,ν(t, ω)− uapp(t, ω))|
+ ‖wrem1 (t, ω)‖2L2(Υ) + ‖wrem2 (t, ω)‖2H−1,0 + ‖wrem3 (t, ω)‖2L2(Υ)
+ C
∥∥rδn,N (t)∥∥2H−1,0 + C δ2ε + C‖uε,ν(t, ω)− uapp(t, ω)‖2L2 .
In the above inequality, we have dropped the term ν‖∂z(uε,ν − uapp)‖2L2 in the left-hand side. We now
evaluate the term ∫
T2×[0,a]
|((uε,ν − uapp) · ∇)uapp · (uε,ν − uapp)| .
First, let us write
uapp =
[
uint + ustop
]
+
[
uBL + δuBL
]
.
The funtion uint+ustop is bounded in L∞([0, T ]×E,W 1,∞(Υ) by a onstant Cn,N ; similarly, ∇h(uBL+
δuBL) is bounded in L∞([0, T ]× E ×Υ). As a onsequene, we have∫
T2×[0,a]
∣∣(uε,ν − uapp) · ∇ [uint + ustop] · (uε,ν − uapp)∣∣
+
∫
T2×[0,a]
∣∣(uε,νh − uapph ) · ∇h [uBL + δuBL] · (uε,ν − uapp)∣∣
≤ Cn,N,K‖uε,ν − uapp‖2L2([T 2×[0,a]).
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There remains to derive a bound for the term∫
T2×[0,a]
∣∣(uε,ν3 − uapp3 )∂z [uBL + δuBL] · (uε,ν − uapp)∣∣ ;
the alulations are quite similar to those of Lemma 4.4. We rst split the integral on [0, a] into two
integrals, one bearing on [0, a/2] and the other on [a/2, a]. The term uBLT (resp. u
BL
B + δu
BL
) is expo-
nentially small on [0, a/2] (resp. on [a/2, a]), and thus we neglet it in the nal estimate. Moreover, we
have for instane ∫ a/2
0
∫
T2
∣∣(uε,ν3 − uapp3 )∂z [uBLB + δuBL] · (uε,ν − uapp)∣∣
≤
∥∥∥∥1z (uε,ν3 − uapp3 )
∥∥∥∥
L2
∥∥z∂z [uBLB + δuBL]∥∥L∞ ‖uε,ν − uapp‖L2
≤ C‖∂z(uε,ν3 − uapp3 )‖L2(Υ) ‖uε,ν − uapp‖L2(Υ)
≤ C‖uε,ν − uapp‖H1,0 ‖uε,ν − uapp‖L2(Υ) .
Eventually, we infer that∫
T2×[0,a]
∣∣(uε,ν3 − uapp3 )∂z [uBL + δuBL] · (uε,ν − uapp)∣∣
≤ C ‖uε,ν − uapp‖2L2(Υ) + C‖uε,ν − uapp‖H1,0 ‖uε,ν − uapp‖L2(Υ) .
Gathering all the above estimates and integrating on E, we dedue that
∂
∂t
‖uε,ν − uapp‖2L2(E×Υ) + ‖uε,ν − uapp‖2L2(E,H1,0)
≤ C ‖uε,ν − uapp‖2L2(E×Υ)
+
∥∥rδn,N∥∥2L2(E,H−1,0) + Cδ2ε
+ ‖wrem1 ‖2L2(E×Υ) + ‖wrem2 ‖2L2(E,H−1,0) + ‖wrem3 ‖2L2(E×Υ) .
Using Gronwall's Lemma, we infer that for all t ∈ [0, T ],
‖(uε,ν − uapp)(t)‖2L2(E×Υ) +
∫ t
0
‖uε,ν − uapp‖2L2(E,H1,0) (4.12)
≤ C
[
‖wrem1 ‖2L2([0,T ]×E×Υ) + ‖wrem2 ‖2L2([0,T ]×E,H−1,0) + ‖wrem3 ‖2L2([0,T ]×E×Υ)
]
+ C
[∥∥rδn,N∥∥2L2([0,T ]×E,H−1,0) + δ2ε
]
.
• We are now ready to prove Theorem 1.3. Let us write
uε,ν(t)− L
(
t
ε
)
w(t) = [uε,ν − uapp] (t) +
[
uapp(t)− L
(
t
ε
)
wδn,N (t)
]
+
[
L
(
t
ε
)
[wδn,N − wδ](t)
]
+ L
(
t
ε
)
[wδ − w](t),
where
⊲ the term uε,ν − uapp satises the energy estimate (4.12);
⊲ the term uapp(t)−L ( tε)wδn,N (t) is equal to urem + vint + δuintK , and thus vanishes as ε, ν → 0 in
L∞([0, T ], L2(E,H1,0)), uniformly in δ > 0, and for all n,N,K;
⊲ the term wδn,N − wδ vanishes as n,N → ∞ uniformly in δ, ε, ν aording to the rst step in
paragraph 4.1;
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⊲ the term wδ − w vanishes as δ → 0, uniformly in ε, ν, aording to (3.18).
Let η > 0 be arbitrary. We rst take n0, N0 large enough so that for all δ > 0, ε, ν, β > 0,
‖rδn0,N0‖2L∞([0,T ]×E,H−1,0) ≤ η,
‖wδn,N − wδ‖2L∞([0,T ]×E,L2), ‖wδn,N − wδ‖2L∞(E,L2([0,T ],H1,0)) ≤ η.
Thanks to (4.10), we now hoose K > 0 large enough so that for all ε, ν, β, δ,
‖wrem3 ‖2L2([0,T ]×E×Υ) ≤ η.
Remembering properties (4.8)-(4.9), we dedue that there exists ε0, ν0 > 0 suh that for all δ, for all
ε < ε0, ν < ν0 with ν ≤ Cε and β
√
εν ≤ C,
‖wrem1 ‖2L2([0,T ]×E×Υ) ≤ η,
‖wrem2 ‖2L2([0,T ]×E,H−1,0) ≤ η,∥∥∥∥uapp(t)− L
(
t
ε
)
wδn0,N0(t)
∥∥∥∥
2
L∞([0,T ],L2(E,H1,0))
≤ η.
At this stage, we have, for all δ > 0, for all ε, ν, β suh that 0 < ε < ε0 and ν = O(ε),
√
νεβ = O(1),
∥∥∥∥uε,ν(t)− L
(
t
ε
)
w(t)
∥∥∥∥
2
L2(E×Υ)
+
∫ t
0
∥∥∥uε,ν(s)− L(s
ε
)
w(s)
∥∥∥2
L2(E,H1,0)
ds
≤ Cη + C‖wδ − w‖2L∞([0,T ],L2(E×Υ)) + C‖wδ − w‖2L2([0,T ]×E,H1,0) +
Cδ2
ε
.
We now let δ → 0 in the right-hand side, and we obtain
∥∥∥∥uε,ν(t)− L
(
t
ε
)
w(t)
∥∥∥∥
2
L2(E×T 2×[0,a])
+
∫ t
0
∥∥∥uε,ν(s)− L(s
ε
)
w(s)
∥∥∥2
L2(E,H1,0)
ds ≤ Cη
for ε, ν small enough. The onvergene result is thus proved.
5. Mean behaviour at the limit. This setion is devoted to the proof of Proposition 1.6. Let us
reall what the issue is: in general, the soure term ST (σ) in (1.10) is a random funtion, and thus so is
w. Hene, our goal is to derive an equation, or a system of equations, on E[w]. We emphasize that suh
a derivation is not always possible, beause of the nonlinear term Q¯(w,w). However, we shall prove that
the vertial average of wh, denoted by w¯h, is always a deterministi funtion. Moreover, if the torus is
nonresonant (see (1.12)), then w − w¯ solves a linear equation, and thus in this partiular ase we an
derive an equation for E[w − w¯].
Our rst result is the following:
Lemma 5.1. Assume that the group transformation (θτ )τ∈R is ergodi. Let u0 ∈ H ∩H1, and let w
be the solution of (1.10). Set
w¯h =
1
a
∫ a
0
wh.
Then w¯h is the unique solution in C([0,∞), L2(T2))∩L2
lo
([0,∞), H1(T2)) of the two-dimensional Navier-
Stokes equation 
 ∂tw¯h + w¯h · ∇w¯h −∆hw¯h +
1
a
√
2
√
ν
ε
w¯h + νβE [ST (σ)]h = 0,
w¯h|t=0 = 1a
∫ a
0
w0,h.
(5.1)
In partiular, w¯h is a deterministi funtion.
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Proof. Let us reall that if
φ =
∑
k∈Z3
φˆ(k)Nk ∈ H,
then
Ph(φ) :=
1
a
∫ a
0
φh =
∑
kh∈Z2
φˆ(kh, 0)e
ik′h·xhnh(kh, 0).
Thus we have to projet equation (1.10) onto the horizontal modes, whih orrespond to k3 = 0. It is
easily heked that
Ph (SB(w)) = SB,h(w¯h) =
1√
2a
w¯h,
and we reall (see [17℄ and Proposition 6.2 in [4℄) that there exists a funtion p¯ ∈ L2(T2) suh that for
all w ∈ H1 ∩H
Ph(Q¯(w,w)) = (w¯h · ∇h)w¯h +∇hp¯.
Thus we only have to prove that
Ph(ST (σ)) = E [ST,h(σ)] ,
almost surely in E. We use the following fat, of whih we postpone the proof: if λ ∈ R, then
E[Eλ[σ]] =
{
E[σ] if λ = 0,
0 else.
(5.2)
Moreover, if λ = 0, then
Eλ[σ] = E[σ] almost surely. (5.3)
Note also that λk = 0 if and only if k3 = 0. Remembering (3.16), we dedue from (5.2) and (5.3) that
E[ST,h(σ)] = − i√
aa1a2
∑
kh∈Z2
1
|k′h|2
(k′h)
⊥ · E[σˆ(kh)]eik
′
h·xh
(
ik′2
−ik′1
)
= − i√
aa1a2
∑
kh∈Z2
1
|k′h|2
(k′h)
⊥ · E0[σˆ(kh)]eik
′
h·xh
(
ik′2
−ik′1
)
= Ph[ST (σ)].
Thus the lemma is proved, pending the derivation of (5.2) and (5.3). Conerning (5.2), the invariane
of the probability measure m0 with respet to θτ entails that
E [Eλ[σ]] = E[σ] lim
θ→∞
1
θ
∫ θ
0
e−iλτ dτ,
and (5.2) follows easily. Equality (5.3) is a onsequene of Birkho's ergodi theorem (see [24℄).
The rst point in Proposition 1.6 follows easily from the above Lemma (together with Theorem 1.3),
by simply notiing that the sequene
exp
(
− t
ε
L
)
w(t) =
∑
k
e−iλk
t
ε 〈Nk, w(t)〉Nk
weakly onverges in L2([0, T ]×Υ× E) towards∑
k∈Z3,
λk=0
〈Nk, w(t)〉Nk = w¯(t) = (w¯h(t), 0).
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Remark 5.1. Notie that
rothPh[ST (σ)] = −
√
a1a2
a
bE [rothσ] .
Hene we reover the result of [6℄: the vortiity φ := rothw¯h is a solution of
∂tφ+ w¯h · ∇hφ−∆hφ+ 1
a
√
2
√
ν
ε
φ = νβ
√
a1a2
a
E [rothσ] .
From now on, we assume that the torus is nonresonant (see (1.12)). Consequently, with w¯ = (w¯h, 0),
we have
Q¯(w − w¯, w − w¯) = 0.
Moreover, using (5.2)-(5.3), it is easily heked that
E [ST,3(σ)] = 0.
Setting u = w − w¯, we dedue that u solves a linear equation, namely
∂tu+ 2Q¯(u, w¯)−∆hu+
√
ν
ε
SB(u) + νβST (σ)− νβE[ST (σ)] = 0.
Sine w¯ is deterministi, we have
E
[
Q¯(u, w¯)
]
= Q¯(E[u], w¯).
Hene we an further deompose u into w˜+ u˜, where w˜ is deterministi and does not depend on σ, and u˜
is random with zero average. The preise result is stated in the following lemma, from whih Proposition
1.6 follows immediately:
Lemma 5.2. Assume that the hypotheses of Proposition 1.6 hold. Then
w = w¯ + w˜ + u˜
where:
• the funtion w¯ is deterministi and satises (5.1);
• the funtion w˜ is deterministi and satises
 ∂tw˜ + 2Q¯(w¯, w˜)−∆hw˜ +
√
ν
ε
SB(w˜) = 0,
w˜|t=0 = u0 − w¯|t=0;
• the funtion u˜ is random, with zero average, and satises
 ∂tu˜+ 2Q¯(w¯, u˜)−∆hu˜+
√
ν
ε
SB(u˜) + νβST (σ)− νβE[ST (σ)] = 0,
u˜|t=0 = 0.
Appendix A: onvergene of the family σα.
Lemma A.1 Let T > 0. Assume that σ ∈ L∞([0, T ]× E, C(R)) ∩ L∞([0, T ]×Rτ ×E). Then for all
T ′ > 0,
σα − σ → 0 in L∞((0, T )× (0, T ′)× E) as α→ 0.
Proof. By denition of σα, we have
σα(t, τ, ω) =
1
2π
∫
R×R
exp(−α|λ| − α|s|)eiλ(τ−s)σ(t, s, ω) ds dλ
=
1
2π
∫
R
exp(−α|s|) 2α
α2 + (τ − s)2 σ(t, s, ω) ds
=
1
π
∫
R
exp(−α|τ + αs|) 1
1 + s2
σ(t, τ + αs, ω) ds.
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Consequently,
σ(t, τ, ω)− σα(t, τ, ω) = 1
π
∫
R
exp(−α|τ + αs|) 1
1 + s2
[σ(t, τ, ω)− σ(t, τ + αs, ω)] ds
+
1
π
σ(t, τ, ω)
∫
R
[1− exp(−α|τ + αs|)] 1
1 + s2
ds.
The onvergene result of Lemma A.1 follows easily.
Appendix B: proof of Proposition 1.1. Let λ ∈ R be arbitrary, and let φ ∈ L2(E).
Consider the probability spae
Eλ := E × [0, 2π), Pλ := P ⊗ dµ
2π
,
where µ is the standard Lebesgue measure on [0, 2π]. Let us dene the following group of transformations,
ating on (Eλ, Pλ)
T λτ (ω, ϕ) := (θτω, ϕ− λτ mod2π), τ ∈ R.
Then it is easily heked that T λτ is measure-preserving for all τ ∈ R. And if T > 0, we have, for all
ϕ ∈ [0, 2π], ∫ T
0
Φ(θτω)e
−iλτ dτ = e−iϕ
∫ T
0
Φ(θτω)e
iϕ−iλτ dτ
= e−iϕ
∫ T
0
Ψ
(T λτ (ω, ϕ)) dτ,
where the funtion Ψ ∈ L2(Eλ) is dened by
Ψ(ω, ϕ) := Φ(ω)eiϕ.
Hene, aording to Birkho's ergodi theorem (see [24℄), there exists a funtion Ψλ ∈ L2(Eλ),
invariant by the group of transformations
(T λτ )τ∈R, suh that
1
T
∫ T
0
Φ(θτω)e
−iλτ dτ → e−iϕΨλ(ω, ϕ),
Pλ - almost surely in Eλ and in L
2(Eλ). Moreover, the funtion
(ω,Φ) 7→ e−iϕΨλ(ω, ϕ)
learly does not depend on ϕ by onstrution. Hene, we set
Φλ(ω) := e−iϕΨλ(ω, ϕ) ∀(ω, ϕ) ∈ Eλ,
and we have proved that
1
T
∫ T
0
Φ(θτω)e
−iλτ dτ → Φλ(ω)
almost surely in ω and in L2(E).
Now, sine Ψλ is invariant by the group
(T λτ )τ∈R and Φλ does not depend on ϕ, we have, almost
surely in ω,
Φλ(θτω) = e
−iϕΨλ(θτω, ϕ)
= e−i(ϕ−λτ)Ψλ(θτω, ϕ− λτ mod2π)
= e−i(ϕ−λτ)Ψλ
(T λτ (ω, ϕ))
= e−i(ϕ−λτ)Ψλ (ω, ϕ)
= eiλτΦλ(ω).
This ompletes the proof of Proposition 1.1.
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Appendix C: the stopping Lemma.
Lemma A.2 (Stopping ondition) Let T0 > 0, and let δB, δT ∈ L∞([0, T0], H3(T2)) be two families
suh that ∫
(δT,3 − δB,3)dxh = 0
and suh that as ε→ 0, for A = T,B,
1
ε
‖δA‖L∞([0,T ],H1(T2)) → 0, ‖δA‖L∞([0,T ],H3(T2)) → 0 and ‖∂tδA‖L∞([0,T ],H1(T2)) → 0.
Then there exists a family ustop ∈ L∞([0, T ], L2(Υ)) with ∇ · w = 0 suh that
ustop|z=0 = δB, u
stop
3|z=a = δT,3 and ∂zu
stop
h|z=a = δT,h
and suh that as ε→ 0,
1
ε
‖ustop‖L∞([0,T ],L2) → 0,
∥∥∥∥∂tustop + 1εLustop − ν∂zzustop −∆hustop
∥∥∥∥
L∞([0,T ],L2)
→ 0.
For a proof of the above Lemma, see [5℄.
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