Event related potential (ERP) Multi-component behavior, inferior parietal cortex A B S T R A C T Attention Deficit Hyperactivity Disorder (ADHD) is a disorder affecting cognitive control. These functions are important to achieve goals when different actions need to be executed in close succession. This type of multicomponent behavior, which often further requires the processing of information from different modalities, is important for everyday activities. Yet, possible changes in neurophysiological mechanisms have not been investigated in adolescent ADHD. We examined N = 31 adolescent ADHD patients and N = 35 healthy controls (HC) in two Stop-Change experiments using either uni-modal or bi-modal stimuli to trigger stop and change processes. These stimuli were either presented together (SCD0) or in close succession of 300 milliseconds (SCD300). Using event-related potentials (ERP), EEG data decomposition and source localization we analyzed neural processes and functional neuroanatomical correlates of multicomponent behavior. Compared to HCs, ADHD patients had longer reaction times and higher error rates when Stop and Change stimuli were presented in close succession (SCD300), but not when presented together (SCD0). This effect was evident in the uni-modal and bi-modal experiment and is reflected by neurophysiological processes reflecting response selection mechanisms in the inferior parietal cortex (BA40). These processes were only detectable after accounting for intraindividual variability in neurophysiological data; i.e. there were no effects in standard ERPs. Multi-component behavior is not always deficient in ADHD. Rather, modulations in multi-component behavior depend on a critical temporal integration window during response selection which is associated with functioning of the inferior parietal cortex. This window is smaller than in HCs and independent of the complexity of sensory input.
Introduction
Attention Deficit Hyperactivity Disorder (ADHD) is a prevalent neuropsychiatric disorder in childhood and adolescence (Thomas et al., 2015) . It is associated with a number of cognitive dysfunctions including deficits in cognitive control (Gohil et al., 2017a; Heinrich et al., 2017; Nejati et al., 2017; Sebastian et al., 2014; Sonuga-Barke et al., 2016; Tao et al., 2017) . Cognitive control functions are especially important for achieving goals when different, separate actions have to be executed in close succession. Often, this requires that an ongoing action has to be interrupted and replaced by an alternative action. These processes can be observed in everyday activities and require a hierarchical organization and processing of several individual actions (Dippel and Beste, 2015) . Multi-component behavior (Duncan, 2010; Mückschel et al., 2014) is defined as the processing, prioritizing and integration of multiple actions, such as having a conversation while driving a bike (Duncan, 2010; Mackie et al., 2013; Mückschel et al., 2015 Mückschel et al., , 2014 Stock et al., 2014; Wu et al., 2017) . Despite being highly important for day-to-day activities, the underlying neural mechanisms have not been investigated in adolescent ADHD.
Since multi-component behavior often incorporates stopping (interrupting) and changing responses, it requires cognitive processes well-known to be dysfunctional in ADHD; i.e. inhibition (Bluschke et al., 2016; Kenemans et al., 2005; Rommel et al., 2017; Tye et al., 2014) and switching . Crucially, from studies focussing on either stopping or switching processes in ADHD it is not possible to infer how a combination of these processes is modulated in ADHD. This, however, is important since many everyday activities actually require a combination of these processes. Further reason to assume that multi-component behavior is changed in ADHD comes from studies showing that medial frontal, basal ganglia and inferior parietal structures play a central role in multi-component behavior (Beste and Saft, 2015; Mückschel et al., 2014; Ness and Beste, 2013) . All of these structures show structural and functional changes in ADHD (Bos et al., 2017; Brieber et al., 2007; Hoogman et al., 2017) corroborating the assumption that multi-component behavior is changed in ADHD. In fact, there is evidence that multi-component behavior is altered in adult ADHD . However, the neurophysiological mechanisms are elusive and nothing is known about adolescent ADHD. This is central, because it has been shown that response selection processes during multi-component behavior are reflected by modulations of the P3 event-related potential (ERP)-component originating in medial frontal and inferior parietal cortices Dippel and Beste, 2015; Mückschel et al., 2014; Stock et al., 2014) . Importantly, the developmental trajectories of these response selection processes have been shown to be qualitatively different in individuals with ADHD (Downes et al., 2017) . The development of various P3 characteristics has been shown to differ between patients with ADHD and healthy controls (Downes et al., 2017) and especially the developmental trajectories of inhibitory control seem to differ significantly between individuals with and without ADHD (Doehnert et al., 2013) . Together, these considerations about known cognitive deficits and neuroanatomical peculiarities in ADHD make it likely that there are deficits in multi-component behavior in ADHD compared to healthy adolescents. However, the magnitude of this difference between early adolescent ADHD and healthy controls may be crucially influenced by two factors, which were not considered in existing data on multicomponent behavior in ADHD :
Firstly, there seems to be a critical "window" of time within which separate stimuli are very likely to become integrated (Conrey and Pisoni, 2006; Diederich and Colonius, 2009; Meredith, 2002; van Wassenhove et al., 2007) . This is crucial in the context of multi-component behavior, since different stimuli need to be integrated to execute separate task goals to produce an efficient goal-directed behavior. Critically, it has recently been shown that multi-component behavior in healthy adolescents becomes particularly difficult when temporally separated stimuli have to be integrated during response selection (Gohil et al., 2017b) . Notably, in individuals with ADHD, the temporal gaps upon which stimuli can still be integrated are considerably shorter (Marusich and Gilden, 2014) . Therefore, ADHD patients may show deficits compared to healthy controls, when stimuli signalling two to be cascaded actions are presented with a gap in time between the stimuli.
Secondly, multi-component behaviour changes significantly when it is necessary to integrate information from different sensory modalities. This may be a particularly relevant issue given the significant sensory processing problems in ADHD (Dionne-Dostie et al., 2015) . However, existing results show that sensory processes do not directly modulate multi-component behavior, but exert their effects via the modulation of response selection processes (Gohil et al., 2015) .
In the current study we focus on these potentially important modulators of multi-component behavior in early adolescent ADHD. This is done using a system neurophysiological approach where we delineate alterations in cognitive-neurophysiological processes using ERPs and source localization methods. The latter are used to delineate the functional neuroanatomical networks associated with the modulations in multi-component behavior. It is hypothesized that behavioral and neurophysiological differences in multi-component behaviour are present between adolescent ADHD patients and controls. Specifically, we expect that these differences are particularly strong when stimuli signalling how different executive processes are temporally separated. That is ADHD patients and controls may differ from each other when two to be cascaded actions are signalled in a step-by-step fashion, but not when they are signalled simultaneously. If the number of modalities is further critical to consider, these differences are more pronounced when multi-component behavior is signalled via different sensory modalities. To examine these important aspects of multi-component behavior, we used a 'stop-change task' (SCT). This task requires participants to occasionally interrupt (stop) an ongoing response in favour of an alternative response (change). Importantly, the signal to execute the alternative response is either presented at the same time, or with a short delay. Moreover, the STOP and the CHANGE signals are varied in their modalities in two experimentsone experiment uses visual STOP and visual CHANGE stimuli. The other experiment uses visual STOP and auditory CHANGE stimuli.
Regarding neurophysiological processes underlying above-mentioned modulations it is crucial to note that intra-individual variability, known to be strong in ADHD (Henríquez-Henríquez et al., 2014; Lin et al., 2015; Saville et al., 2015) , can mask difficulties in response selection processes in ADHD and the detection of their neurophysiological and functional neuroanatomical underpinnings (Bluschke et al., 2017) . It has been shown that the ERP method can only yield accurate insights into the neurophysiological processes of cognitive functions when there is little intra-individual variability (Ouyang et al., 2011) . It follows that when such data is used in subsequent source localization analyses, these problems likely affect our knowledge about functional neuroanatomical structures associated with the cognitive processes examined (Bodmer et al., 2017) . This is especially the case for neurophysiological correlates of response selection processes (such as the P3 ERP component) (Ouyang et al., 2015a (Ouyang et al., , 2017 Verleger et al., 2014) . These processes are expected to be modulated in ADHD. This is also because previous studies have consistently shown that response selection processes during multi-component behavior (examined using the SCT) are reflected by modulations of the P3 Dippel and Beste, 2015; Mückschel et al., 2014) . Therefore, we apply residue iteration decomposition (RIDE) to the data (Ouyang et al., 2015b (Ouyang et al., , 2015a (Ouyang et al., , 2011 . This method produces three component clusters with dissociable functional relevance (Ouyang et al., 2011) : the S-cluster refers to processes related to perception and attention, the R-cluster refers to processes related to the response (such as motor preparation and execution) and the Ccluster refers to intermediate processes such as response selection (Ouyang et al., 2011) . Recent results show that particularly processes reflected by the C-cluster are modulated in ADHD (Bluschke et al., 2017) and that the C-cluster reflects the same processes that are reflected by the P3 ERP (Verleger et al., 2014) . Therefore, we hypothesize that deficits in multi-component behavior in early adolescent ADHD are reflected by reductions in the C-cluster amplitude, particularly when temporally separated stimuli need to be used. These modulations are expected to be associated with the inferior parietal cortex as suggested by previous studies (Wolff et al., 2017) , also because this cortical area plays an important role in multi-component behavior (Duncan, 2010) . No, or little modulations are expected for the S-cluster and R-cluster data.
Materials and methods

Participants
All parents of the participants provided written informed consent according to the Declaration of Helsinki and the study was approved by the local ethics committee of the Medical Faculty of the TU Dresden. Early adolescent ADHD patients (N = 35) according to ICD-10 criteria were recruited from our outpatient clinic. Standard clinical procedures (including parent and child interview, teacher report, symptom questionnaires, IQ testing, exclusion of potential underlying somatic disorders via EEG, ECG, audiometry and vision testing) had been used to confirm the ADHD diagnosis in the clinical setting. Fourteen patients were taking medication (methylphenidate, lisdexamphetamine, atomoxetine). Four patients were excluded during data analyses due to poor EEG data quality (i.e. Muscle artefacts and excessive movements) so that n = 31 patients (12.64 years ± 1.76 (10-14 years); 2 females) remained in the sample. To measure ADHD symptoms at the time of testing, the patient's parents or legal guardians completed the German ADHD rating scale (Döpfner et al., 2008) . Here, a rating between 0 and 3 was given concerning the diagnostic criteria of ADHD with an average rating above 1.5 indicating highly clinically significant symptoms. In sum, parents rated the behaviour of their children regarding inattention (1.74 ± 0.72), hyperactivity (0.89 ± 0.66) and impulsivity (1.66 ± 0.71), thus confirming that recruited children showed attention-related problems. General intelligence was examined using the "Hamburg-Wechsler-Intelligenztest für Kinder" (HAWIK) (IQ 100.8 ± 12.6) . Early adolescent healthy children (N = 35; 12.55 ± 1.55 years (10-14 years); 2 females) recruited from an inhouse database participated as controls. None of them had to be excluded due to poor EEG data quality. The controls did not differ from the ADHD patients in regards to IQ and age (p > 0.6). Therefore, age or IQ were not included as a covariate in the statistical analyses. All testings were performed in the afternoon (~4 pm). Due to the short half-life of medication (~4 h) and drug intake in the morning at 7 am, this should only have a minimal effect in the ADHD group. The initial sample size was calculated in G*power under the assumption of a medium effect size f = 0.25 and the statistical model used to analyze the data (refer statistics section). The power analysis revealed that a power > 95% is achieved using a total sample size of N = 54. Since we enrolled N = 70 participants (N = 35 patients and N = 35 controls), the study was well-powered even after removing N = 4 ADHD patients from data analysis as described above.
Task
Experimental paradigms (tasks)
A modified version of the Stop-Change paradigm introduced by (Verbruggen et al., 2008) was used in this study (see Figure below for illustration) and is shown in Fig. 1 . The paradigm is identical to a previous study (Gohil et al., 2017b) .
All participants were comfortably seated in front of a 17 in. CRT computer monitor at a distance of 57 cm. A regular computer keyboard was placed in front of the participants and they were instructed to press one out of four different keys (letters "S," "C," "N," and "K") in each trial to correctly respond. The participants were asked to respond with both hands (i.e. "S"/"C" using the left hand and "N"/"K" using their right hand). The participants performed the task with 576 trials. Two thirds were "GO" trials and the rest were "Stop-Change" (SC) trials. The trial order was pseudo-randomized. The task array was presented on a black background (0.4 cd/m 2 ). As shown in the figure, it consisted of a white bordered rectangle which contained 2 vertically arranged circles with white borders and three white horizontal lines (width 13 mm, line thickness 1 mm). This empty array was presented at the beginning of each trial for 250 ms before one of the three circles (diameter of 7 mm) was filled in with white color (120.1 cd/m 2 ), thus becoming the target stimulus in the GO condition. Of note, the GO stimulus remained on the screen until the end of the trial. Participants had to respond with their right middle finger ("K" key) when the target was located above the middle white line, and to respond with their right index finger ("N" key) when the target was located below the middle line. If the participants failed to respond within 1000 ms after the target stimulus onset, a sign asking to speed up responses (the German word "Schneller!" which translates to "Faster!") appeared above the stimulus array. This sign remained on the screen until the trial was ended by a button press. Stop-Change (SC) trials occurred with a likelihood of 33%. These SC trials also began with the empty array followed by the GO stimulus. During the SC trials, a STOP stimulus (the white rectangle border turning red, see Figure) was presented after the GO stimulus with a variable Stop-signal delay (SSD). This STOP stimulus as well as the GO stimulus remained on the screen until the end of the SC trial because the position of the target/GO stimulus in relation to one of the three horizontal lines had to be re-evaluated upon the presentation of the CHANGE stimulus. The SSD was adjusted to each participant's individual task performance using a staircase algorithm throughout the experiment (Verbruggen et al., 2008) : The SSD was initially set to 250 ms. When the participant did not press a key before the presentation of the STOP stimulus and correctly responded to the CHANGE stimulus as described below during an SC trial, the SSD was increased by 50 ms. In contrast to this, any incorrect responses (i.e. responses within the SSD/before the CHANGE stimulus as well as wrong responses to the CHANGE stimulus) decreased the SSD by 50 ms. As a result, the staircase procedure produced a 50% probability of successfully performed SC trials in case participants correctly followed the task instructions. The SSD variation was restricted to range from 50 to 1000 ms to keep the trial duration within reasonable limits.
All participants completed a visual and a visual-auditory version of the Stop-Change paradigm. A CHANGE stimulus was presented after the STOP stimulus and required the participants to respond with their left hand. The reaction time (RT) was measured relative to the presentation of this CHANGE stimulus. There were two SC conditions. In the first Fig. 1 . Schematical illustration of the experimental setup. Participants were presented with a visual GO signal (white circle) above or below a central horizontal line at the beginning of all trials. In GO trials, the subjects needed to respond with the right hand (middle finger = "above" response, index finger = "below" response). In stop-change trials, the GO stimulus was followed by a visual STOP stimulus (red rectangle, see middle) after a variable and individually adjusted stop-signal delay (SSD). The CHANGE stimulus was either presented with a stimulus onset asynchrony (SOA)/stop-signal delay (SCD) of 0 ms or of 300 ms after the STOP stimulus. The CHANGE stimulus now indicated that the response needed to be made with the left hand. In the unimodal task, the CHANGE stimulus was a bold yellow line. By contrast, the bimodal task used 200 ms sine tones (1300 Hz, 900 Hz, and 500 Hz) as CHANGE stimuli. Participants were thus required to change their response according to the new indicated line (middle finger = "above" response, index finger = "below" response) or the pitch of the tone (middle finger = "high pitch", index finger = "low pitch").
condition, there was no Stop-Change delay (SCD0) so that STOP and CHANGE stimuli were presented at the same time. The second SC condition had a stimulus onset asynchrony of 300 ms (SCD300) so that the CHANGE stimulus always followed the onset of the STOP stimulus after 300 ms. This stimulus onset asynchrony was chosen because the stopping process is then finished before the CHANGE process can be initiated upon presentation of the CHANGE stimulus (Gohil et al., 2017b) . In the SCD300-condition, sub-tasks are therefore separated resulting in a lower overlap of STOP and CHANGE-related processes making the SCD300 condition easier than the SCD0 condition (Letzner et al., 2017) . Regardless of the stimulus modality, the CHANGE stimuli point out one of the three lines to the participants who were instructed to spatially relate the target (i.e. the white circle) to the new reference line. Participants were instructed to respond with their left hand middle finger ("S" key) when the target was located above the newly set reference line, and to respond with their left hand index finger ("C" key) when the target was located below the newly set reference line. If participants did not respond within 2000 ms after the onset of the CHANGE stimulus, the speed up sign appeared above the stimulus array and stayed on the screen until the trial was terminated by a button press. As with the SCD0 trials, the RT is timed from the Change stimulus on. However, there is not is a more restricted time window for responding on the SCD300 trials, compared with the SCD0, because this could induce cognitive effects aside from the temporal binding and the multisensory processing. The dominant right hand was always used to respond to the GO stimuli because it responds faster than the nondominant hand, which makes stopping the initial GO response a bit more demanding (although this aspect is minimized due to the applied staircase procedure). The reason why the other hand was used for CHANGE stimuli is that it makes the CHANGE more demanding.
Visual and auditory experiments
In the visual version of the experiment, the CHANGE stimuli were bold yellow bars presented for 200 ms replacing one of the three white lines, thus turning it into the new reference line. In the visual-auditory version of the experiment, a sine tone (200 ms duration), which was presented via headphones to both ears, was used as the CHANGE stimulus. In each SC trial, one of three differently pitched tones (low/ 500 Hz, middle/900 Hz, and high/1200 Hz) was presented at a 75 dB sound pressure level. Prior to the testing we ensured that each of the different pitches could be discriminated with at least 95% accuracy. Importantly, this included that not only the pitch could be distinguished but that also the association with the different lines of the visual array as outlined below, which required training the ADHD and the control group.
Each tone represented one of the three horizontal lines (i.e. the high 1200 Hz tone represented the high reference line, the middle 900 Hz tone represented the middle reference line, and the low 500 Hz tone represented the low reference line). The auditory CHANGE required the participants to take both the visual information and the auditory information into account to perform a correct response. For example, a filled white circle right below the middle line required an "above" judgement when the CHANGE stimulus was the low tone (500 Hz), but a "below" judgement whenever the CHANGE stimulus was the high tone (1200 Hz). This should illustrate that neither information alone (i.e. auditory or visual) was sufficient to come up with the correct response. Instead, both the information of the STOP and the CHANGE stimuli (i.e. uni-modal visual, or bi-modal visual-auditory information) need to be integrated to reach a valid decision which response to execute. Importantly, the GO stimulus was still displayed, when the CHANGE stimuli was presented. The concept of the temporal window of integration refers to the window in which concurrent multisensory information can be integrated into one percept or can exert a cross-modal influence. This is the case in the paradigm applied.
Neurophysiological data analysis
A QuickAmp amplifier (Brain Products, Inc.) connected to 60 sintered Ag/AgCl electrodes located at equidistant scalp positions (customized BrainCap Fast'n Easy sub-inion model EEG caps) using the 10/10 system nomenclature was used to acquire a high-density EEG recording (500 Hz sampling rate) with Fpz as reference electrode (electrode impedances < 5 kΩ). Offline, the EEG was down-sampled to 256 Hz before applying an IIR band-pass filter ranging from 0.5 to 20 Hz (with a slope of 48 db/oct each) using the BrainVision Analyzer 2 software package. This was followed by a manual raw data inspection to remove rare motor artifacts such as sneezing or jaw-clenching. Afterwards, an independent component analysis (ICA) using the Infomax algorithm was applied to remove the regular/recurring artifacts like eye blinks or saccades. The number of ICs removed varied between 3 and 10 (mean = 4.8 ± 2.8). Subsequently, single-trial segments locked to the onset of the visual STOP stimulus were formed for the two SCD conditions. Each of the segments started -900 ms before the onset of the STOP stimulus (set to time point zero) and ended 1200 ms thereafter. Only correct trials were included in the data analysis, i.e. where the GO response was successfully interrupted and the correct response to the CHANGE stimulus was executed. Then, an automated artifact rejection procedure was applied and the rejection criteria were: (i) value difference of > 150 μV in a 250 ms interval, (ii) activity below 0.1 μV in a 200 ms interval, (iii) a maximum voltage step of > 60 μV/ms. The artifact rejection procedure eliminated~2.1% ( ± 1.5) of trials not differing between groups and experimental conditions. Following this, a current source density (CSD), transformation was applied (Nunez and Pilgreen, 1991) , which reduces the spreading of electrical activity across electrodes sites and helps identify the electrodes that best reflect neurophysiological activity related to specific cognitive processes. Then, a baseline correction was applied in the time window from −900 till −700 ms. This time window was chosen to have a 'real' pre-stimulus baseline that was well before the presentation of the GO stimulus (Mückschel et al., 2014) . Lastly, the single trial segments were individually averaged for each SC condition. Based on this procedure, the P1, N1 and P3 ERPs mean amplitudes were quantified. Electrodes and components were chosen based on a visual inspection of the scalp topography of the grand average over participants and conditions. Based on this, the visual P1 and N1 ERPs (i.e. mean amplitudes) on the STOP stimulus were quantified at electrodes P7 and P8 (P1:110-130 ms and N1: 190-210 ms) in the visual-auditory experiment and the visual-visual experiment. The auditory N1 (i.e. mean amplitudes) on the CHANGE stimulus (in case of the visual-auditory experiment) was quantified at electrodes C5 and C6 (SCD0: 200-230 ms, SCD300: 420-510 ms). The visual N1 on the CHANGE stimulus (i.e. mean amplitudes) (in case of the visual-visual experiment) was quantified at electrodes P7 and P8 (SCD0: 190-230 ms, SCD300: 420-510 ms). The P3 (i.e. mean amplitudes) was quantified at electrode Cz (SCD0: 270-330 ms, SCD300: 540-580 ms) in the visual-auditory experiment and the visual-visual experiment. The electrodes and time windows used for data quantification were chosen by visual inspection of the scalp topography plots. This choice of electrodes and time windows was validated using statistical methods (Mückschel et al., 2014) : Within each of these search intervals (see above), the peak amplitude was extracted for all electrodes. Each electrode was subsequently compared against the average of all other electrodes using Bonferroni-correction for multiple comparisons (critical threshold p = 0.0007). Only electrodes that showed significantly larger mean amplitudes (i.e., negative for N-potentials and positive for the P-potentials) than the remaining electrodes were selected. This procedure revealed the same electrodes as previously chosen by visual inspection. The quantification of all ERPs was made at the single subject level. Latency windows for data quantification are given relative to the onset of the stop signal (time point 0), and amplitudes were quantified relative to the pre-stimulus baseline.
Residue Iteration Decomposition (RIDE)
Residue iteration decomposition (RIDE) was performed to account for effects of intra-individual variability. This particular important in the ADHD, which has previously been shown to reveal a high intraindividual variability, which can be captured using RIDE (Bluschke et al., 2017) . Algorithms from the RIDE toolbox were applied according to established procedures (Ouyang et al., 2011) : RIDE is applied on the segmented single-trial data for each participant/patients separately. RIDE uses the timing and timing variability properties of the EEG signal to decompose this data. Since this done for each channel separately (Ouyang et al., 2011) , the application of the CSD transformation (or reference in general) is not critical for the RIDE estimation procedure. As already described by Bluschke et al. (2017) ; to quote: "The time markers ("latencies") used for deriving the S and R cluster components ("LS" and "LR") are the time points of the stimulus and response onsets, respectively. In contrast to this, the time markers for deriving C ("LC") are estimated and iteratively improved. RIDE uses a time window function to extract the waveform of each RIDE component. For the current study this was from 200 ms prior to target to 600 ms after the target for the S-cluster, from 200 to 900 ms after the target for the Ccluster and ± 300 ms around the response trigger for the R-cluster. To estimate S, RIDE subtracts C and R from each single trial and aligns the residual of all trials to the latency "LS" in order to obtain S as the median waveform for all time points. The equivalent procedure is applied to obtain C and R. For the R-cluster the response needs to be part of the epoch and around 98% of all responses were carried out within the epoch. The whole procedure is iterated to improve the estimation of the components until they converge (criterion: < 10 −3 difference for the values of two successive iterations). Full details on the RIDE method can be found in (Ouyang et al., 2015b) ."
After estimating the different RIDE clusters, amplitudes of each cluster were quantified in specific time windows: The S-cluster was quantified at electrodes TP7 and TP8 to examine P1/N1-releated processes on the auditory CHANGE stimuli in the visual-auditory experiment. In the SCD0 condition this was done between 110 ms and 130 ms for the P1 and between 190 ms and 205 ms for the N1. In the SCD300 condition this was done between 440 ms and 450 ms for the P1 and between 490 ms and 510 ms for the N1. For the visual STOP stimuli the S-cluster was quantified at electrodes P7 and P8 in the visual-visual and visual-auditory experiment between 105 ms and 120 ms for the P1 and between 205 ms and 220 ms for the N1 (for the SCD0 and SCD300 condition). In the SCD300 condition, the CHANGE stimuli in the Scluster was quantified between 440 and 450 ms for the P1 and between 490 and 510 ms for the N1 in the uni-modal and bi-modal experiment. In the uni-modal (visual CHANGE stimuli) this was done at electrode P7 and P8. In the bi-modal experiment (auditory CHANGE stimuli) this was done at electrode TP7 and TP8. Moreover, the S-cluster was quantified at electrode Cz between 220 ms and 240 ms in the SCD0 condition and between 520 ms and 540 ms in the SCD300 condition. The C-cluster was quantified at electrode Cz and CP4. In the SCD0 condition, mean amplitudes were quantified between 610 ms and 650 ms for electrode Cz and CP4. In the SCD300 condition mean amplitudes were quantified between 610 ms and 650 ms at electrode CP4 and between 450 ms and 490 ms at electrode Cz. The R-cluster was quantified at electrode C4, because the responses on the CHANGE stimuli were always executed with the left hand. In the SCD0 condition, in this was done between 1140 ms and 1200 ms, in the SCD300 condition this was done between 1250 ms and 1310 ms. The choice of time windows and electrodes chosen for data quantification in the different RIDE clusters were also validated using the statistical approach outlined in (Mückschel et al., 2014) , which was also used for the standard ERP data.
sLORETA
We used the estimated RIDE clusters as a basis for the source localization analysis, as done in previous studies (Wolff et al., 2017) . sLORETA (standardized low resolution brain electromagnetic tomography; (Pascual-Marqui, 2002) was conducted for source localization. It provides a single linear solution for the inverse problem without localization bias (Marco-Pallarés et al., 2005; Sekihara et al., 2005) . The method shows high convergence with fMRI data (Sekihara et al., 2005) . EEG/TMS-studies further confirm the validity of sources estimated with sLORETA (Dippel and Beste, 2015) . The MNI152 template was used for the calculation of the standardized current density at each voxel (Fuchs et al., 2002) . These voxelbased sLORETA images (6239 voxels at 5 mm spatial resolution) of the intracerebral volume were compared between the two groups. For comparing the groups, the sLORETAbuiltin voxelwise randomization test with 2000 permutations was used (p < 0.01, corrected for multiple comparisons) based on statistical nonparametric mapping. Significant differences between voxels in contrasted conditions were located in the MNI brain (www.unizh.ch/ keyinst/NewLORETA/sLORETA/sLORETA.htm).
Statistics
To analyze behavioral and neurophysiological data (i.e. ERP and RIDE-cluster data), separate mixed effects analyses of variance (ANOVAs) were used. The factors "SCD interval" (SCD0 vs. SCD300) and "modality" (uni-modal vs. bi-modal SC stimuli) were used as within-subject factors. "Group" (ADHD vs. controls) was used as a between-subjects factor. Greenhouse-Geisser correction and Bonferronicorrection was conducted. Kolmogorov-Smirnov tests indicated that all variables used for the analysis were normally distributed (all z < 0.9; p > 0.6). For all descriptive statistics, the standard error of the mean (SEM) was used as a measure of variability. For non-significant results including the factor "group" we also run Bayesian analyses to examine the probability of the null hypothesis being true, given the obtained data (p(H 0 |D) (Masson, 2011; Wagenmakers, 2007) ; i.e. we evaluate the relative strength of evidence for the null hypothesis. The Bayesian analysis was performed on the basis of the sum of squares of the error term and the effect term provided by the ANOVAs (Masson, 2011; Wagenmakers, 2007) .
Results
Behavioral data
For the reaction time (RT) data on GO trials, there was a main effect "modality" (F(1,64) = 9.46; p = 0.003; η p 2 = 0.129) showing that RTs were longer in the bi-modal (734 ms ± 22) than the uni-modal condition (673 ms ± 14). There were no other main or interaction effects, also not for the accuracy data (all F < 0.7; p > 0.3). On Stop-Change (SC) trials, and for the RTs on CHANGE stimuli, the mixed effects ANOVA revealed a main effect "SCD interval" (F (1,64) = 89.91; p < 0.001; η p 2 = 0.584) showing that RTs were slower in the SCD0 condition (1108 ms ± 19) than in the SCD300 condition (953 ms ± 19). The main effect "modality" (F(1,64) = 74.11; p < 0.001; η p 2 = 0.537) showed that RTs were faster in the uni-modal (883 ms ± 21) than in the bi-modal experiment (1178 ms ± 27). There was an interaction of "SCD interval x group" (F(1,64) = 8.22; p = 0.006; η p 2 = 0.114), shown in Fig. 2 (top) .
Post-hoc tests showed that the groups did not differ in the SCD0 condition (t(64) = 0.26; p = 0.23), but in the SCD300 condition (t (64) = 4.01; p < 0.001) where controls showed faster RTs than patients with ADHD. No other main or interaction effects were significant (all F < 0.12; p > 0.86). The Bayesian analysis supports the lack of effects since p(H 0 |D) was larger than 0.81 for all effects, thus providing positive evidence for the null hypothesis according to Raftery's (1995) criteria. Concerning RT variability, the analysis shows only a main effect of "Group" (F(1,64) = 36.12; p < 0.001; η p 2 = 0.114) with variability being larger in patients with ADHD (339 ms ± 30) than in controls (295 ms ± 28). No other main or interaction effect was significant (all F < 0.24; p > 0.7).
Regarding the accuracy (i.e. frequency of error responses on CHANGE trials), the mixed effects ANOVA revealed a main effect of "SCD interval" (F(1,64) = 451.52; p < 0.001; η p 2 = 0.876) with errors being higher in the SCD300 condition (71.8 ± 1.3), than in the SCD0 condition (52.1 ± 0.7). The main effect of "modality" (F (1,64) = 39.19; p < 0.001; η p 2 = 0.380) showed that accuracy was higher in the uni-modal (66.5 ± 1.2) than in the bi-modal experiment (57.3 ± 1.2). There was an interaction between "SCD interval x "Group" (F(1,64) = 14.41; p < 0.001; η p 2 = 0.184), which is also shown in Fig. 2 (bottom) . Post-hoc tests showed that the groups did not differ in the SCD0 condition (t(64) = 0.26; p = 0.23), but in the SCD300 condition (t(64) = 4.01; p < 0.001) where controls showed better performance (i.e. higher accuracy) than ADHD patients. No other main or interaction effects were significant (all F < 0.35; p > 0.79). The Bayesian analysis supports the lack of effects and shows that p (H 0 |D) was larger than 0.80 for all of these effects.
To control for the effects of medication, the medication status (i.e. the compound used) was used a covariate. These analyses show that the addition of this covariate did not alter the main or interaction effects found in above analyses and there was also no effect of the covariate itself (all F < 0.55; p > 0.7). It is also shown that the ADHD patients taking medication did not differ from the patients taking no medication, when the ADHD patient group was split (all F < 0.65; p > 0.7). (caption on next page) A. Bluschke et al. NeuroImage: Clinical 18 (2018) 533-542 3.2. Neurophysiological data
Standard ERP analysis
The P1 and N1 ERP-components, as well as the P3 ERPs components are shown in the Supplemental material. The mixed effects ANOVAs for these ERP components revealed no main or interaction effects including the factor "group" (all F < 0.28; p > 0.8) and the Bayesian analysis supports this lack of modulatory effects of the factor "group" showing that p(H 0 |D) was larger than 0.80 for all of these effects.
Residue iteration decomposition
The S-cluster data is shown in Fig. 3 . For the S-cluster data, the amplitudes in the P1 and N1 time windows were analyzed in mixed effects ANOVA using the factors "SCD interval" and "stimulus modality" as within-subject factors and "group" as the between-subject factor. The S-cluster in the P1 and N1 time range is shown in Fig. 3 for the visual and auditory P1/N1 in case of auditory CHANGE stimuli in the bi-modal experiment. The factor "electrode" was not modeled because the auditory P1/N1 could only be quantified in the bi-modal task version so that any effect of "electrode" would have been confounded by the stimulus modalities (Gohil et al., 2017b) . In the P1 time window this mixed effects ANOVA revealed only an interaction "modality x SCD interval" (F(1,64) = 5.50; p < 0.022; η p 2 = 0.079).
All other main or interaction effects were not significant (all F < 0.16; p > 0.69). For the S-cluster in the N1 time window the mixed effects ANOVA revealed a main effect "SCD interval" (F(1,64) = 20.64; p < 0.001; η p 2 = 0.244), showing that amplitudes were more negative in the SCD300 (−30.28 μV/m 2 ± 3.2) condition than in the SCD0 condition (−11.43 μV/m 2 ± 2.3). No main or interaction effects were significant (all F < 0.09; p > 0.7). However, the S-cluster was also prominent in the P3 time window at central electrode leads around electrode Cz. For electrode Cz, the mixed effects ANOVA revealed a main effect of "modality" (F(1,64) = 27.72; p < 0.001; η p 2 = 0.302)
showing that S-cluster amplitudes were larger in the bi-modal (49.75 μV/m 2 ± 5.6) than the uni-modal condition (14.87 μV/ m 2 ± 3.1). The main effect "SCD interval" (F(1,64) = 4.26; p < 0.043; η p 2 = 0.062) showed that the S-cluster amplitude was larger in the SCD0 (37.31 μV/m 2 ± 3.2) condition than in the SCD300 condition (27.31 μV/m 2 ± 4.5). No other main or interaction effects were significant (all F < 0.21; p > 0.8). The Bayesian analysis supports the lack of group-related main or interaction effects in the Scluster and shows that p(H 0 |D) was larger than 0.85 for all of these effects.
Regarding the C-cluster data, the mixed effects ANOVA revealed a main effect of "electrode" (F(1,64) = 142.89; p < 0.001; η p 2 = 0.691)
showing that the C-cluster was negative at electrode Cz (−20.93 μV/ m 2 ± 3.5) and positive at electrode CP4 (24.37 μV/m 2 ± 1.2). The main effect of "modality" (F(1,64) = 8.44; p = 0.005; η p 2 = 0.117)
revealed that the C-cluster was positive in the uni-modal experiment (8.09 μV/m 2 ± 2.3) and negative in the bi-modal experiment (−4.66 μV/m 2 ± 3.3). The main effect of "SCD interval" (F (1,64) = 8.16; p = 0.006; η p 2 = 0.113) showed that the C-cluster was positive in the SCD300 condition (5.46 μV/m 2 ± 1.7) and negative in the SCD0 condition (−2.02 μV/m 2 ± 2.6). Importantly, there was an interaction of "electrode × SCD interval × group" (F(1,64) = 4.31; p = 0.042; η p 2 = 0.063). No other interaction effects were significant (all F < 0.15; p > 0.69). The Bayesian analysis supports the lack of effects and shows that p(H 0 |D) was larger than 0.83 for all of these effects. The interaction "electrode × SCD interval × group" was analyzed in more detail: For electrode Cz, the interaction "SCD interval × group" was not significant (F(1,64) = 0.19; p = 0.7), but this was the case for electrode CP4 (F(1,64) = 8.29; p = 0.005; η p 2 = 0.115) (refer Fig. 4 ).
Further post-hoc t-tests revealed that there was no difference between ADHD patients and controls in the SCD0 condition (t(64) = 0.28; Fig. 3 . RIDE S-cluster data at electrodes Cz (top), pooled across P7/P8 (middle) and pooled across TP7/TP8 (bottom). The data are shown pooled across the uni-modal and the bi-modal condition, because there was no difference between these conditions. The different colors denote the different experimental conditions (SCD0, SCD300) in combination with the respective group (ADHD, controls). Time point zero denotes the time point of the STOP stimulus presentation. The scalp topographies for the ADHD and the control group are shown for the different condition (SCD0, SCD300). In the scalp topographies, blue colors show negativity, red colors positivity. The topographies are shown for the maximum amplitudes in the respective time windows for peak quantification as outlined in the methods section. Fig. 4 . RIDE C-cluster data at electrodes Cz (top), and CP4 (bottom). The data are shown pooled across the uni-modal and the bi-modal condition. The different line colors denote the different experimental conditions (SCD0, SCD300) in combination with the respective group (ADHD, controls). Time point zero denotes the time point of STOP stimulus presentation. The scalp topographies for the ADHD and the control group are shown for the different condition (SCD0, SCD300). In the scalp topographies, blue colors show negativity, red colors denote positivity. The topographies are shown for the maximum amplitudes in the respective time windows for peak quantification as outlined in the methods section. The sLORETA plots show activation differences between the groups in the SCD300 condition in the inferior parietal cortex (corrected for multiple comparisons). The sLORETA color scale shows critical t-values. p > 0.8), but that this was the case in the SCD300 condition (t (64) = 5.35; p < 0.001), where the C-cluster was larger in controls (35.39 μV/m 2 ± 2.1) than in ADHD patients (19.79 μV/m 2 ± 2.1). The source localization analysis using sLORETA revealed that this was due to activation differences in the left inferior parietal cortex including the temporo-parietal junction (TPJ) (BA40) (contrast: controls > ADHD patients). Concerning the R-cluster, shown in Fig. 5 , no main or interaction effects were significant (all F < 0.26; p > 0.6).
As already done for the behavioral data, we used the medication status (i.e. the compound used) a covariate, to control for the effects of medication. These analyses show that the addition of this covariate did not alter the main or interaction effects found in above analyses and there was also no effect of the covariate itself (all F < 0.49; p > 0.7). It is also shown that the ADHD patients taking medication did not differ from the patients taking no medication, when the ADHD patient group was split (all F < 0.65; p > 0.7).
Discussion
In the current study we examined multi-component behavior in early adolescent patients with ADHD and healthy controls. The behavioral data show that early adolescent ADHD patients performed worse than controls when stimuli signalling the different required actions (i.e. stopping and changing) were temporally separated; early adolescent ADHD patients committed more response errors and showed longer RTs. In contrast to the initial hypothesis, however, this deficit was not further modulated by the complexity of sensory information to be used for multi-component behavior. This was supported by the Bayesian analysis. The reason for this lack of effects of the sensory modality may be that (i) the bi-modal condition led to a general floor effect in both groups or that (ii) multisensory integration deficits in early adolescent patients with ADHD represent a comorbidity rather than an inherent symptom of the disorder (Dionne-Dostie et al., 2015) . In future studies it could be useful to screen for multisensory integration problems and to only include participants in whom such problems have been reported.
Behavioral performance deficits seen in multi-component behavior in ADHD are therefore independent of the complexity of sensory information (i.e. uni-modal vs. bi-modal information) but are modulated by temporal factors.
As expected, the neurophysiological processes reflecting the behavioral effects could not be detected using standard ERP analyses because no interactions in line with the behavioral effects were observed. However, only after conducting residue iteration decomposition (RIDE) to account for intra-individual variability in neurophysiological data, we could show modulation of neurophysiological data in line with the behavioral data. Only the C-cluster, but not the S-cluster and R-cluster data reflect modulations in line with the behavioral data. The lack of differential group modulations in the S-cluster and R-cluster data was reflected in the Bayesian analysis. This dissociation suggests that deficits in multi-component behavior in early adolescent ADHD are not due to stimulus (attentional) processes, or processes related to motor response execution as reflected by the S and R-cluster (Ouyang et al., 2011) . The important clinical implication is that the attentional dimension in ADHD is less important than the cognitive control/executive functions dimension for multi-component behavior and hence situations of high relevance for daily life competencies. This is of direct relevance for standard, clinical neuropsychological diagnostic procedures in which the attentional domain is still mainly focused. Actually, previous results suggest that the C-cluster reflects response selection processes which are usually indicated by the P3 ERP-component (Ouyang et al., 2017; Wolff et al., 2017) . Importantly, response selection processes reflected by the C-cluster are subject to strong intra-individual modulations in ADHD (Bluschke et al., 2017) . The P3 ERPcomponent has repeatedly been shown to reflect response selection mechanisms that bind stimulus encoding and responding (Mückschel et al., 2014; Petruo et al., 2016; Twomey et al., 2015; Verleger et al., 2005) . These processes critically underlie performance in multi-component behavior Mückschel et al., 2014) . The finding that modulations were not observed for the P3 ERP-component, but for the C-cluster clearly shows that intra-individual variability in the neurophysiological data hampered the detection of neurophysiological mechanisms underlying multi-component behavior in early adolescent ADHD. The lower C-cluster amplitudes in early adolescent ADHD in the SCD300 condition suggest that ADHD patients have difficulties in performing stimulus-response bindings during multi-component behavior. The fact that this was only the case in the SCD300 condition, but not in the SCD0 condition, suggests that the temporal spacing of information detailing stimulus-response mappings determines the efficiency of stimulus-response bindings during multicomponent behavior in early adolescent ADHD (Marusich and Gilden, 2014) . It has been shown that adolescents have smaller time windows for efficient stimulus-response binding processes during multi-component behavior (Gohil et al., 2017b) . However, in healthy participants such temporal windows for information integration have been suggested to be important for multi-sensory stimuli (Conrey and Pisoni, 2006; van Wassenhove et al., 2007) , but irrelevant during uni-modal stimulus processing (Gori et al., 2008; Hahn et al., 2014; Hillock-Dunn et al., 2016) . The current results suggest that there is a critical temporal integration window during multi-component behavior in early adolescent ADHD, which is (i) smaller than in healthy controls (Marusich and Gilden, 2014) and is (ii) independent of the nature and complexity of sensory input to be used during response selection. This has important clinical implication, because these results suggest that deficits in ADHD to cope with multiple demands are not determined by the sensory complexity. Rather, the time window seems to be critically changed in ADHD. It is possible that a 'critical temporal information integration' window may be useful to assess the severity of ADHD symptoms and may also provide a measure to evaluate effects of interventional trials. The finding that these aspects relate to functions of the TPJ (BA40) seems reasonable, because the TPJ has previously been found to be associated with modulations in the C-cluster (Wolff et al., 2017) . Fig. 5 . RIDE R-cluster data at electrodes C4. The data are shown pooled across the unimodal and the bi-modal condition, because there was no difference between these. The different line colors denote the different experimental conditions (SCD0, SCD300) in combination with the respective group (ADHD, controls). Time point zero denotes the time point of STOP stimulus presentation. The scalp topographies for the ADHD and the control group are shown for the different condition (SCD0, SCD300). In the scalp topographies, blue colors show negativity, red colors denote positivity. The topographies are shown for the maximum amplitudes in the respective time windows for peak quantification as outlined in the methods section.
Moreover, the TPJ is involved in multi-component behavior (Duncan, 2010; Mückschel et al., 2014; Wu et al., 2017) and has also been shown to play in role in the chaining of actions during response selection (Chersi et al., 2011) , as it sustains executive control (Collette et al., 2005) . In the same line, the TPJ has been suggested to be involved in updating processes task representations (Geng and Vossel, 2013) , which is important for the activation of different action goals during multicomponent behavior. Since the TPJ shows structural abnormalities in ADHD (Brieber et al., 2007) it may be speculated that the deficits observed may reflect a consequence of structural neuroanatomical changes in ADHD. This nexus shall be investigated in more detail.
This study may be limited by the fact that the medication status within the ADHD group was heterogeneous. Moreover, since all testings were performed in the afternoon (~4 pm) and the used drugs have a relatively short half-life, medication should only have a minimal effect in the ADHD group. Importantly, the analyses including medication status as a factor, or when the ADHD group was split clearly showed that this aspect does not seem to affect the pattern of obtained results. The heterogeneous medication profile does therefore not impose strong limitations on the study. However, different ADHD subtypes were not compared and it is unclear in how far multisensory integration performance may be affected outside the applied paradigm. This limiting factor may be investigated in the future. However, the results obtained show strong effect sizes and the specificity of effects was confirmed using a Bayesian analysis of the data.
In summary, the study shows that multi-component behavior, an important faculty allowing the performance of everyday activities that require the hierarchical organization and processing of several individual actions, is not per se dysfunctional in early adolescent ADHD. The results suggest that there is critical temporal integration window during multi-component behavior in early adolescent ADHD, which is (i) smaller than in healthy controls but is (ii) independent of the complexity of sensory input to be used during response selection. These aspects specifically affect stimulus-response binding/selection processes associated with the inferior parietal cortex (BA40) and do not seem to affect perceptual/attentional gating and motor response processes.
Supplementary data to this article can be found online at https:// doi.org/10.1016/j.nicl.2018.02.024.
