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Abstract
We give a solution to the classical master equation of the Hamil-
tonian BRST-anti-BRST quantization scheme in the case of reducible
gauge theories. Our approach does not require redefining constraints
or reducibility functions. Classical BRST observables are also con-
structed.
1 Introduction
The BRST-anti-BRST symmetry in the Hamiltonian quantization of a gauge
theory is generated by charges Ωa, a = 1, 2, satisfying the master equation
{Ωa,Ωb} = 0. (1)
For irreducible theories the general solution to (1) was given in [1] (see also
[2]). Redefining constraints and reducibility functions in a theory with lin-
early dependent constraints one can bring them to a standard form. By using
this fact the existence and uniquess theorem for Ωa in the case of reducible
theories was proved [3],[4].
In the framework of the standard version of generalized canonical for-
malism, the BRST construction of gauge theories with linearly dependent
generators was given in [5]. The global existence of the BRST charge was
proved in [6]. Another construction of the BRST charge for a reducible
1
gauge theory was proposed in [7]. This construction yields the BRST charge
without changing constraints or reducibility functions.
The goal of this paper is to present a solution to (1) in terms of the original
constraints and reducibility functions in the case of gauge theories of any
stage of reducibility. To discuss (1), it is convenient to theat Ω = (Ωa) as an
element of a Poisson algebra of symmetric Sp(2) tensors and to combine the
Kozul-Tate differentials δa, a = 1, 2, into a single operator δ. Our approach
is based on a special representation of δ. We find a coordinate system in the
configuration space that brings δ to a linear derivation1. This enables us to
construct a generalized inverse of δ. Then (1) is solved by a simple iterative
procedure. We also give a solution to the equation determining the classical
BRST observables.
The paper is organized as follows. In section 2, we review the mas-
ter equation, introduce the Poisson algebra of symmetric Sp(2) tensors and
rewrite (1) in terms of that algebra. In section 3, we introduce new variables
in the configuration space and find a generalized inverse of δ. A solution to
the master equation is given in section 4. In section 5, a realization of the
observable algebra is described .
In what follows the Grassmann parity and new ghost number of a function
X are denoted by ǫ(X) and ngh(X), respectively.The Poisson superbracket
in phase space Γ = (PA, Q
A), ǫ(PA) = ǫ(Q
A), is given by
{X, Y } =
∂X
∂QA
∂Y
∂PA
− (−1)ǫ(X)ǫ(Y )
∂Y
∂QA
∂X
∂PA
.
Derivatives with respect to generalized momenta PA are always understood as
left-hand, and those with respect to generalized coordinates QA as right-hand
ones. Indices of the symplectic group Sp(2) are denoted by latin lowercase
letters a1, a2, . . . . For a function Xa1a2...an
X{a1a2...an} = Xa1a2...an + cycl. perm. (a1, a2, . . . , an).
2 Master equation for the BRST charge
Let (pi, q
i, i = 1, . . . , m) be the phase space coordinates, and let Tα0 , α0 = 1, . . . , m0,
m0 ≤ 2m, be the first class constraints which satisfy the following Poisson
1 Any derivation that leaves a space of linear polynomials invariant is called a linear
derivation.
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brackets
{Tα0 , Tβ0} = Tγ0U
γ0
α0β0
,
where Uγ0α0β0 are phase space functions. The constraints are assumed to be of
definite Grassmann parity ǫα0 , ǫ(Tα0) = ǫα0 .
We shall consider a reducible theory of L-th order. That is, there exist
phase space functions
Zαkαk+1 , k = 0, . . . , L− 1, αk = 1, . . . , mk,
such that at each stage the Z’s form a complete set,
Zαkαk+1λ
ak+1 ≈ 0⇒ λαk+1 ≈ Zαk+1αk+2λ
αk+2 , k = 0, . . . , L− 2,
ZαL−1αL λ
αL ≈ 0⇒ λαL ≈ 0.
Tα0Z
α0
α1
= 0, Zαkαk+1Z
αk+1
αk+2
= Tβ0A
β0αk
αk+2
, k = 1, . . . , L, (2)
with
Aα0β0α2 = −(−1)
ǫα0 ǫβ0Aβ0α0α2 .
The weak equality ≈ means equality on the constraint surface
Σ : Tα0 = 0.
An extended phase space of the theory under consideration is parametrized
by the canonical variables
Γ = (PA, Q
A) = (ξα;PA′, Q
A′), (ξα) = (pi, q
i),
(PA′, Q
A′) = (Pαs|a1...as+1 , c
αs|a1...as+1 ;λαs|a1...as , π
αs|a1...as ; s = 0, . . . , L),
Pαs , c
αs ∈ Ss+1, λαs , π
αs ∈ Ss,
λαs|a1...as
∣∣
s=0
≡ λα0 , π
αs|a1...as
∣∣
s=0
≡ πα0 .
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The Grassmann parities of the canonical variables are defined as follows:
ǫ(ξα) = ǫα, ǫ(Pαs|a1...as+1) = ǫ(c
αs|a1...as+1) = ǫαs + s+ 1,
ǫ(λαs|a1...as) = ǫ(π
αs|a1...as) = ǫαs + s.
Variables of the extended phase space are assigned new ghost numbers by
the rule
ngh(ξα) = 0,
ngh(Pαs|a1...as+1) = ngh(c
αs|a1...as+1) = s+ 1,
ngh(παs|a1...as) = −ngh(λαs|a1...as) = s+ 2.
Eq. (1) is supplied by the conditions
ǫ(Ωa) = 1, ngh(Ωa) = 1. (3)
We shall seek Ωa in the following form:
Ωa = Ωa1 +Π
a, Πa =
∑
n≥2
Ωan, Ω
a
n ∼ c
n−mπm,
Ωa1 = Tα0c
α0|a +
L∑
s=1
(
Pαs−1|a1...asδ
a
s+1Z
αs−1
αs
+Maαs|a1...as+1
)
cαs|a1...as+1+
+
L∑
s=0
(
εacPαs|ca1...as − [s/(s+ 1)]λαs−1|a1...as−1δ
a
sZ
αs−1
αs
+N aαs|a1...as
)
παs|a1...as , (4)
where N aak ,M
a
ak
are unknown functions of (P, λ), N aa0 = N
a
a1
= Maa1 = 0.
We assume that N aak andM
a
ak
only involves Pαs , λαs with s ≤ k − 2. Eq. (3)
implies
N aαk
∣∣
P=λ=0
= 0, Maαk
∣∣
P=λ=0
= 0, Πa|P=λ=0 = 0.
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Ω = (Ωa) can be treated as an element of a Poisson algebra. Let S0
denote the space of smooth phase space functions, S0 = C∞(Γ ), and let Sn,
n ≥ 1, be the space of the functions Xa1...an ∈ C∞(Γ ) that are symmetric
under permutation of any indices. Given X ∈ Sq and Y ∈ Sp, the symmetric
product X ◦ Y is defined by
(X ◦ Y )a1...an =
1
n!
∑
σ∈Sn
Xaσ(1)...aσ(q)Y aσ(q+1)...aσ(n), (5)
where n = p + q, and the summation is extended over the symmetric group
of permutations of the numbers 1, . . . , n. This product is supercommutative
and associative [8]:
X ◦ Y = (−1)ǫ(X)ǫ(Y )Y ◦X, X ◦ (Y ◦ Z) = (X ◦ Y ) ◦ Z.
For any X ∈ Sq, Y ∈ Sp, we define the bracket [. , .] : Sq × Sp → Sq+p as
[X, Y ] =
∂X
∂QA
◦
∂Y
∂PA
− (−1)ǫ(X)ǫ(Y )
∂Y
∂QA
◦
∂X
∂PA
. (6)
Let S =
⊕∞
q=0 S
q. Products (5) and (6) transform S into a graded Poisson
algebra. One can directly verify that
[X, Y ] = −(−1)ǫ(X)ǫ(Y )[Y,X ],
[X, Y ◦ Z] = [X, Y ] ◦ Z + (−1)ǫ(X)ǫ(Y )Y ◦ [X,Z],
(−1)ǫ(X)ǫ(Z)[X, [Y, Z]] + (−1)ǫ(Y )ǫ(X)[Y, [Z,X ]] + (−1)ǫ(Z)ǫ(Y )[Z, [X, Y ]] = 0,
X, Y, Z ∈ S.
Let us define
Vq = {X ∈ Sq : X|T=P=λ=0 = 0}
It is easily verified that V =
⊕∞
q=1 V
q is a Poisson subalgebra of S, and
Ω = (Ωa) ∈ V1.
The bracket {. , .} splits as
{X, Y } = {X, Y }ξ + {X, Y }⋄ − (−1)
ǫ(X)ǫ(Y ){Y,X}⋄,
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where {. , .}ξ refers to the Poisson bracket in the original phase space and
{X, Y }⋄ =
∂X
∂QA′
∂Y
∂PA′
.
Let δa : S0 → S1 be defined by
δa = {Ωa1, . }⋄. (7)
Substituting (4) in (1), we get
δaΩb1 + δ
bΩa1 = 0, (8)
δ{aΠb} + F ab + A{aΠb} + {Πa,Πb} = 0, (9)
where F ab = {Ωa1,Ω
b
1}(p,q), and the operator A
a is given by
AaX = {Ωa1, X}ξ − (−1)
ǫ(X){X,Ωa1}⋄, X ∈ S
0.
Eq. (8) can be written in the form
δaδb + δbδa = 0. (10)
Given a pair of operators ua, a = 1, 2,we define an operator u : Sn → Sn+1
by
(uX)a = uaX, n = 0,
(uX)a1...an+1 =
1
n + 1
u{a1Xa2...an+1}, n ≥ 1. (11)
Using (11) we rewrite (8) and (9) as
δΩ1 = 0, (12)
δΠ+ F + AΠ+
1
2
[Π,Π] = 0, (13)
where Ω1 = (Ω
a
1), Π = (Π
a), F = (F ab). Eq. (12) expresses the nilpotency of
δ :
δ2 = 0.
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Let us define
W a =
L∑
s=1
(
Maαs|a1...as+1c
αs|a1...as+1 +N aαs|a1...asπ
αs|a1...as
)
,
Qab = 2
L∑
k=2
(
Pαk−2|a1...ak−1Z
αk−2
αk−1
Zαk−1αk c
αk |aba1...ak−1+
+
(k − 1)
k + 1
λαk−2|a1...ak−2Z
αk−2
αk−1
Zαk−1αk π
αs|aba1...as−2
)
,
and let
BaX =
L∑
k=1
( ∂X
∂cak−1|a1...ak
Zαk−1αk c
αk|aa1...ak+
+
(
εab
∂X
∂cαk |ba1...ak
+
k
k + 1
∂X
∂παk−1|a1...ak−1
Zαk−1αk δ
a
ak
)
παk |a1...ak
)
, X ∈ S0.
Then (12) becomes
δW +Q +BW = 0. (14)
For L = 2 (14) is satisfied by Maα1 = N
a
α1
= 0,
Maα2|a1a2a3 =
1
6
(
Pα0|a1Pβ0|a2δ
a
a3
+ cycl.perm.(a1, a2, a3)
)
Aβ0α0α2 (−1)
ǫα0 ,
N aα2|a1a2 =
1
6
λα0Pβ0|{a1δ
a
a2}A
β0α0
α2
(−1)ǫα0 . (15)
We shall need two auxilliary equations. Let L denote the left-hand side
of (12),
L = δΩ1 = δW +Q +BW.
By using the definition of δ, we get
δL = [Ω1, L]⋄. (16)
7
where
[X, Y ]⋄ =
∂X
∂QA′
◦
∂Y
∂PA′
, X, Y ∈ S.
If (12) holds, then {Ωa,Ωb} = Rab, where Rab is the left-hand side of (13),
Rab = δ{aΠb} + F ab + A{aΠb} + {Πa,Πb}.
From the Jacobi identity
{Ωa, {Ωb,Ωc}}+ cycl. perm. (a, b, c) = 0
it follows that [Ω, R] = 0, Ω = (Ωa), R = (Rab), or equivalently
δR + AR + [Π, R] = 0. (17)
Here we have used the relation
{Ωa1, . } = δ
a + Aa.
3 Generalized inversion of δ
For k = L− 2, (2) reads
Z
αL−2
α′
L−1
Z
α′L−1
α
L
+ Z
αL−2
AL−1
Z
AL−1
α
L
≈ 0, (18)
where α′L−1, AL−1 are index sets, such that α
′
L−1∪AL−1 = αL−1, |α
′
L−1| = |αL|
and rankZ
α′
L−1
α
L
= |αL|. For an index set i = {i1, i2, . . . , in}, we denote
|i| = n. From (18) it follows that rankZ
αL−2
αL−1 = |αL−1| − |αL| = |AL−1|,
and rankZ
αL−2
AL−1
= |AL−1|.
One can split the index set αL−2 as αL−2 = α
′
L−2 ∪ AL−2, such that
|α′L−2| = |AL−1|, and rankZ
α′
L−2
AL−1
= |AL−1|. For k = L− 3, (2) implies
Z
αL−3
α′
L−2
Z
α′L−2
AL−1
+ Z
αL−3
AL−2
Z
AL−2
AL−1
≈ 0.
From this it follows that
rankZ
αL−3
AL−2
= rankZαL−3αL−2 = |αL−2| − |AL−1| = |AL−2|.
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Using induction on k, we obtain a set of nonsingular matrices Z
α′
k−1
Ak
,
k = 2, . . . , L, and a set of matrices Z
αk−1
Ak
, k = 1, . . . , L, such that
rankZ
αk−1
Ak
= Zαk−1αk = |Ak|.
Here α′k ∪Ak = αk, k = 1, . . . , L− 1, and AL = αL.
Eq. (2) implies
Tα′0Z
α′0
A1
+ TA0Z
A0
A1
= 0, (19)
where α′0 ∪ A0 = α0, |α
′
0| = |A1|, rankZ
α′0
A1
= |A1|. From (19) it follows that
TA0 are independent. We assume that TA0 satisfy the regularity conditions.
It means that there are some functions FA(ξ), A ∪ A0 = α = (1, . . . , 2m),
such that (FA, GA0) can be locally taken as new coordinates in the original
phase space.
Let f : Ak+1 → αk, k = 0, . . . , L− 1, be an embedding, f(Ak+1) = Ak+1 ∈ αk,
and let α¯k be defined by αk = f(Ak+1)∪ α¯k. Since |Ak| = |α¯k|, one can write
α¯k = g(Ak) for some function g, and consequently
αk = f(Ak+1) ∪ g(Ak), k = 0, . . . , L− 1.
Eq. (7) implies
δaξα = 0, δ
aPα0|b = Tα0δ
a
b , δ
aλα0 = ε
abPα0|b,
δaPαs|a1...as+1 =
1
s+ 1
Pαs−1|{a1...asδ
a
as+1}
Zαs−1αs +M
a
αs|a1...as+1
,
δaλαs|a1...as = ε
abPαs|ba1...as −
1
s+ 1
λαs−1|{a1...as−1δ
a
as}Z
αs−1
αs
+N aαs|a1...as , (20)
where s = 1, . . . , L.
We shall use the substitution (compare with (15))
Maαs|a1...as+1 =
1
s+ 1
Mαs|{a1...asδ
a
as+1}
, Mαs ∈ S
s,
N aαs|a1...as =
1
s+ 1
Nαs|{a1...as−1δ
a
as}, Nαs ∈ S
s−1. (21)
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From (21) it follows that
Mαs|a1...as =
s+ 1
s+ 2
Maαs|aa1...as , Nαs|a1...as−1 = N
a
αs|aa1...as−1
.
Given Xα ∈ Sm+n, we denote
Xα|(m,n) = Xα| 1...1︸︷︷︸
m
2...2︸︷︷︸
n
.
Then (20) becomes
δaξα = 0, δ
1Pα0|(r,t) = rTα0 δ
2Pα0|(r,t) = tTα0 ,
δ1Pαs|(r,t) =
r
s+ 1
(
Pαs−1|(r−1,t)Z
αs−1
αs
+Mαs|(r−1,t)
)
,
δ2Pαs|(r,t) =
t
s+ 1
(
Pαs−1|(r,t−1)Z
αs−1
αs
+Mαs|(r,t−1)
)
,
δ1λαs′ |(r′,t′) = Pαs′ |(r′,t′+1) −
r′
s′ + 1
(
λαs′−1|(r′−1,t′)Z
αs′−1
αs′ −Nαs′ |(r′−1,t′)
)
,
δ2λαs′ |(r′,t′) = −Pαs′ |(r′+1,t′) −
t′
s′ + 1
(
λαs′−1|(r′,t′−1)Z
αs′−1
αs′ −Nαs′ |(r′,t′−1)
)
. (22)
Here s = 1, . . . , L, r + t = s+ 1, s′ = 0, . . . , L, r′ + t′ = s′.
Eq. (22) implies
(t+ 1)δ1Pαs+1|(r+1,t) = (r + 1)δ
2Pαs+1|(r,t+1),
(t′ + 1)
(
δ1λαs′+1|(r′+1,t′) −Pαs′+1|(r′+1,t′+1)
)
=
= (r′ + 1)
(
δ2λαs′+1|(r′,t′+1) + Pαs′+1|(r′+1,t′+1)
)
.
Lemma. The derivations δa satisfying (10) are reducible to the form
δaξ′α = δ
aP ′f(As+1)|(r,t) = 0,
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δ1P ′g(As)|(r,t) =
1
t+ 1
P ′f(As)|(r−1,t), δ
2P ′g(As)|(r,t) =
1
r + 1
P ′f(As)|(r,t−1),
δ1λ′f(As′+1)|(r′,t′) = −
t′ + 1
t′ + 2
P ′f(As′+1)|(r′,t′+1),
δ2λ′f(As′+1)|(r′,t′) =
r′ + 1
r′ + 2
P ′f(As′+1)|(r′+1,t′),
δ1λ′g(As′ )|(r′,t′) =
1
t′ + 1
λ′f(As′ )|(r′−1,t′) + P
′
g(As′ )|(r
′,t′+1),
δ2λ′g(As′)|(r′,t′) =
1
r′ + 1
λ′f(As′ )|(r′,t′−1) − P
′
g(As′ )|(r
′+1,t′), (23)
by the change of variables (ξ,P, λ)→ (ξ′,P ′, λ′),
ξ′A = FA, ξ
′
A0
= TA0 ,
P ′f(As+1)|(r,t) = (t+ 1)δ
1PAs+1|(r+1,t), P
′
g(As)|(r,t) = PAs|(r,t),
λ′f(As′+1)|(r′,t′) = (t
′ + 1)
(
δ1λAs′+1|(r′+1,t′) − PAs′+1|(r′+1,t′+1)
)
,
λ′g(As′)|(r′,t′) = λAs′ |(r′,t′), s, s
′ = 0, . . . , L− 1, g(AL) = AL. (24)
To prove this statement we first observe that (24) is solvable with re-
spect to the original variables. Assume that the functions ξα(ξ
′) have been
constructed. Then from (24) it follows that
Pα′s|(r,t) =
( s+ 2
(r + 1)(t+ 1)
P ′f(As+1) − P
′
g(As)Z
As
As+1
−M′As+1
)
|(r,t)
(Z(−1))
As+1
α′s
λα′
s′
|(r′,t′) = −
( s′ + 2
(r′ + 1)(t′ + 1)
λ′f(As′+1) + λ
′
g(As′ )
Z
As′
As′+1
−N ′As′+1
)
|(r′,t′)
(Z(−1))
As′+1
α′
s′
11
PAs|(r,t) = P
′
g(As)|(r,t), λAs′ |(r′,t′) = λ
′
g(As′ )|(r
′,t′), s, s
′ = 0, . . . L.
Here and in what follows, for anyX(ξ,P, λ, c, π) we denote byX ′ the function
X ′(ξ′,P ′, λ′, c, π) = X(ξ,P, λ, c, π).
We have shown, therefore, that the variables
(
ξ′α,P
′
αs
, λ′αs, s = 0, . . . , L,
)
are
independent. Eq. (23) is a straightforward consequence of (22) and (24).
Let us define derivations σa, a = 1, 2, by
σaξ
′
α′ = 0, σ1ξ
′
A = P
′
g(A0)|(1,0), σ2ξ
′
A = P
′
g(A0)|(0,1),
σ1P
′
f(As+1)|(r,t)
=
(t+ 1)
(s+ 2)
(
(r + 1)P ′g(As+1)|(r+1,t) − λ
′
f(As+1)|(r,t−1)
)
,
σ2P
′
f(As+1)|(r,t)
=
(r + 1)
(s + 2)
(
(t + 1)P ′g(As+1)|(r,t+1) + λ
′
f(As+1)|(r−1,t)
)
,
σ1P
′
g(As)|(r,t) =
t
s+ 1
λ′g(As)|(r,t−1),
σ2P
′
g(As)|(r,t) = −
r
s + 1
λ′g(As)|(r−1,t),
σ1λ
′
f(As′+1)|(r
′,t′) =
(r′ + 1)(t′ + 1)
(s′ + 2)
λ′g(As′+1)|(r′+1,t′),
σ2λ
′
f(As′+1)|(r
′,t′) =
(r′ + 1)(t′ + 1)
(s′ + 2)
λ′g(As′+1)|(r′,t′+1),
σ1λ
′
g(As′ )|(r
′,t′) = σ2λ
′
g(As′)|(r
′,t′) = 0.
Let N be a counting operator,
Nξ′A = 0, Nξ
′
A0
= ξ′A0, NP
′
f(As+1)
= P ′f(As+1), NP
′
g(As) = P
′
g(As),
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NP ′g(As) = P
′
g(As), Nλ
′
g(As′ )
= λ′g(As′ ), Nλ
′
f(As′+1)
= λ′f(As′+1),
and let M = σaδ
a. Then we have
σaσb + σbσa = 0, δ
aσb + σbδ
a = Nδab ,
Nδa = δaN, Nσa = σaN,
M2δa = NMδa, σaM
2 = NσaM,
Mn = (2n−1 − 1)Nn−2M2 − (2n−1 − 2)Nn−1M, n ≥ 3. (25)
With respect to the new coordinate system the condition X ∈ V becomes
X|ξ′
A0
=P ′=λ′=0 = 0.
The space V splits as
V =
⊕
k≥1
Vk (26)
with NX = kX for X ∈ Vk. Hence the operator N is invertible.
Let σ : Sn → Sn−1 be defined by
σX = 0, n = 0, (σX)a1...an = σaX
a1...ana, n ≥ 1.
One can directly verify that
σ2 = 0, σM = (M −N)σ, δM = (M +N)δ,
(σ δ + δ σ)X = (nN +M)X, X ∈ Sn. (27)
By using (25), we get
(nN +M)−1 =
1
n
N−1 −
1
n(n+ 2)(n+ 1)
((n+ 3)MN−2 −M2N−3), n ≥ 1.
Let U : Sn → Sn be defined by
U =
1
6
(11N−1 − 6MN−2 +M2N−3), n = 0,
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U = (nN +M)−1, n ≥ 1.
Then δ+ = Uσ is a generalized inverse of δ
δ δ+ δ = δ. (28)
From (27) it follows that
(δ+)2 = 0,
and for any X ∈ Sn, n ≥ 1,
X = δ+δX + δΛδ+X. (29)
Here
Λ =
1
n(n + 2)(n+ 1)
(
n(n2 + 4n+ 6)I − (n− 4)MN−1 − 2M2N−2
)
,
and I is the identity map.
4 Solution of the master equation
Lowest order. Substitution (ξ,P, λ)→ (ξ′,P ′, λ′) in (14) yields
δW ′ +Q′ +B′W ′ = 0. (30)
Applying δδ+ to (30) and using (28) we get
δW ′ + δδ+(B′W ′ +Q′) = 0,
and consequently
W ′ + δ+(B′W ′ +Q′) = Y ′, (31)
where
Y ′ ∈ V 0, δY ′ = 0, ǫ(Y ′) = 1, ngh(Y ′) = 1.
Solving (31), we get
W ′ = (I + δ+B′)(−1)(Y ′ − δ+Q′), (32)
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where
(I + δ+B′)(−1) =
∑
m≥0
(−1)m(δ+B′)m.
It remains to show that (32) satisfies (30). We shall use the approach of
[9]. With respect to the new coordinate system (16) becomes
δL′ = {Ω′(1), L′}′⋄, (33)
where
L′ = δW ′ +B′W ′ +Q′.
If W ′ is a solution to (31), then
δ+W ′ = δ+Y ′,
and hence
δ+L′ = δ+δW ′ + δ+(W ′ +Q′) = 0. (34)
Consider (33) with condition (34). Applying δ+ to (33), we get
L′ = δ+{Ω′(1), L′}′⋄,
from which by iterations it follows that L′ = 0.
The functions Maas ,N
a
as
, s = 1, . . . , L, are found by substituting (24) in
Maas(ξ,Pa0 , . . . ,Pas−2 , λα0 , . . . , λαs−2) =M
′a
αs
(ξ′,P ′a0 , . . . ,P
′
αs−2
, λ′α0, . . . , λ
′
αs−2
),
N aas(ξ,Pa0 , . . . ,Pas−2 , λα0 , . . . , λαs−2) = N
′a
as
(ξ′,P ′a0 , . . . ,P
′
as−2
, λ′α0, . . . , λ
′
αs−2
),
where
M′aas|(r,s+1−r) =
r!(s+ 1− r)!
(s+ 1)!
∂W ′a
∂cas|(r,s+1−r)
,
N ′aas|(r,s−r) =
r!(s− r)!
s!
∂W ′a
∂πas |(r,s−r)
.
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Here we have used the relation
W ′a =
L∑
s=1
( s+1∑
r=0
(s+ 1)!
r!(s+ 1− r)!
M′aαs|(r,s+1−r)c
αs|(r,s+1−r)+
+
s∑
r=0
s!
r!(s− r)!
N ′aαs|(r,s−r)π
αs|(r,s−r)
)
.
Assume that Maas , N
a
as
, s ≤ k, have been constructed. It follows from (22)
and (24) that the variables (ξ′,P ′a0 , . . . ,P
′
ak−1
, λ′α0 , . . . , λ
′
αk−1
) depend only on
the functions Maas , N
a
as
with s ≤ k, and therefore Maak+1, N
a
ak+1
are easily
computed. The functions N aak+1,M
a
ak+1
only involves Pαs , λαs , s ≤ k − 1, in
agreement with the above assumption.
Higher orders. In the coordinate system (ξ′,P ′, c, λ′, π) (13) becomes
δΠ′ + F ′ + AΠ′ +
1
2
[Π′,Π′]′ = 0. (35)
Applying the operator δδ+ to (35), we get
δΠ′ + δδ+(F ′ + AΠ′ +
1
2
[Π′,Π′]′) = 0. (36)
From (36) it follows that
Π′ = Υ− δ+(F ′ + AΠ′ +
1
2
[Π′,Π′]′), (37)
where
Υ ∈ V 1, δΥ = 0, Υ =
∑
n≥2
Υ(n), Υ(n) ∼ cn−mπm.
If Π′ is a solution to (37) then
δ+Π′ = δ+Υ. (38)
Let us show that a solution to (37) satisfies (35). Changing variables in
(17) from (ξ,P, λ) to (ξ′,P ′, λ′), we get
δR′ + AR′ + [Π′, R′]′ = 0. (39)
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Consider (39), where Π′ is a solution to (37), with the boundary condition
δ+R′ = 0. (40)
Applying δ+ to (39), we get
R′ + δ+(AR′ + [Π′, R′]′) = 0.
From this by iterations it follows that R′ = 0. For checking (40) we have
δ+R′ = δ+δΠ′ + δ+(F ′ + AΠ′ +
1
2
[Π′,Π′]′) = δ+δΠ′ +Υ− Π′,
and therefore by (29) and (38), δ+R = 0.
Let 〈. , .〉 : S1 × S1 → S1 be defined by
〈X1, X2〉 = −
1
2
(I + δ+A)−1δ+ ([X1, X2] + [X2, X1]) , (41)
where
(I + δ+A)−1 =
∑
m≥0
(−1)m(δ+A)m.
Then we have
Π′ = Π0 +
1
2
〈Π′,Π′〉, (42)
where
Π0 = (I + δ
+A)−1
(
Υ− δ+F ′
)
.
Iterating (42) we can construct Π′ and, consequently, the BRST charge Ω.
The first two terms are
Π′ = Π0 +
1
2
〈Π0,Π0〉+ . . . .
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5 Observables
Let P denote the Poisson algebra of first class functions,
P = {f(ξ) | {f, Tα} ≈ 0},
and let
J = {u(ξ) | u ≈ 0}.
Elements of the Poisson algebra P/J are called classical observables.
BRST observables are determined by solutions to the equation
[Ω,Φ] = 0, Φ ∈ S0. (43)
With respect to the variables (ξ′,P ′, c, λ′, π) (43) becomes
[Ω′,Φ′]′ = 0. (44)
The boundary conditions read
ngh(Φ′) = 0, Φ′|P ′=c=λ′=π=0 = Φ0, σ¯(Φ
′ − Φ0) = 0, (45)
where Φ0(ξ
′) ∈ P, σ¯ = ǫabσaσb.
The function Φ′ can be written as
Φ′ = Φ0 +K, K =
∑
n≥1
Φ(n), Φ(n) ∼ cn−mπm. (46)
Substituting (46) in (44), we get
δK + [Ω′,Φ0]
′ + AK + [Π′, K]′ = 0 (47)
or equivalently,
K + δ+([Ω,Φ0]
′ + AK + [Π′, K]′) = Z, (48)
where
Z ∈ S0, δZ = 0, ngh(Z) = 0.
Let us denote δ¯ = ǫabδ
aδb. Then
δ¯σ¯ − σ¯δ¯ = 4N2 − 2MN,
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from which it follows that for any X ∈ S0
X =
1
2
MN−1X +
1
4
(
δ¯σ¯ − σ¯δ¯
)
N−2X. (49)
The boundary conditions (45) imply σ¯K = 0, and therefore σ¯Z = 0, since
σ¯δ+ = 0. By using (49) we get Z = 0. Solving (48) for K yields
K = −(I + δ+(A + adΠ))(−1)δ+[Ω,Φ0]. (50)
We must now show that (48) satisfies (47).
The Jacobi identities for the functions Ω′a,Φ′ read
{Ω′a, {Ω′b,Φ′}′}′ + {Ω′b, {Ω′a,Φ′}′}′ = 0. (51)
Let G = (Ga) denote left-hand side of (47),
G = δK + [Ω′,Φ0]
′ + AK + [Π′, K]′.
Then (51) becomes
δG+ AG+ [Π′, G]′ = 0. (52)
It is easily verified that if K satisfies (48) then δ+K = δ+Υ, and
δ+G = 0. (53)
Consider equation (52) and boundary condition (53). By using (49), we get
G = −δ+(AG+ [Π′, G]′).
From this it follows that G = 0.
We conclude that the solution to (44), (45) is given by
Φ′ = LΦ0, (54)
where
L = I − (I + δ+(A+ adΠ))(−1)δ+[Ω′, . ]′.
The operator L is invertible. The inverse L−1 is given by
L−1Φ′ = Φ′|P ′=c=λ′=π=0 .
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Eq. (54) establishes a one-to-one correspondence between first class functions
and solutions to (44), (45).
Let L(D) denote the image ofD ⊂ P under the mapping L. For Φ′1,Φ
′
2 ∈ L(P )
{Φ′1,Φ
′
2}
′|P ′=c=λ′=π=0 = {Φ
′
1|P ′=c=λ′=π=0 , Φ
′
2|P ′=c=λ′=π=0}
′,
(Φ′1Φ
′
2)|P ′=c=λ′=π=0 = Φ
′
1|P ′=c=λ′=π=0 Φ
′
2|P ′=c=λ′=π=0 .
This means that L(P ) and P are isomorphic as Poisson algebras, and there-
fore L(P )/L(J) gives a realization of classical observables.
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