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This paper describes a novel method for estimating dense
disparity maps, based on wavelet representations. Within
the proposed set theoretic framework, the stereo matching
problem is formulated as a constrained optimization problem
in which a quadratic objective function is minimized under
multiple convex constraints. These constraints arise from the
prior knowledge and the observations. In order to obtain a
smooth disparity field, while preserving edges, we consider
appropriate wavelet based regularization constraints. The
resulting optimization problem is solved with a block iter-
ative method which offers great flexibility in the incorpo-
ration of several constraints. Experimental results on both
synthetic and real data sets show the excellent performance
and robustness w.r.t. noise of our method.
1. INTRODUCTION
Stereo vision is a reliable technique for extracting 3D in-
formation of a scene from 2D images and it is effective for
various tasks such as face recognition, autonomous naviga-
tion and view synthesis. One of the fundamental problems
in stereo analysis is to establish a correspondence between
a pair of left and right stereoscopic views. A great number
of approaches for disparity map estimation have been pro-
posed in the literature, including feature-based, area-based
and energy-based approaches. A survey for the different ap-
proaches can be found in [1], [2]. In the feature-based tech-
niques, the disparity is evaluated only for selected features
extracted from the images, which leads to sparse disparity
maps. Denser fields can be obtained by an area-based ap-
proach which attempts to determine the correspondence for
each point visible in the stereo pair. The energy-based ap-
proach is mainly based on optimizing an energy function E
which is the sum of a similarity term C and a smoothness
term S:
E(u) = C(u) + λ S(u) , (1)
where u denotes the field to be estimated. The first term
is the intensity constancy term, the second one is the regu-
larization term, and λ > 0 is a constant weighting the two
terms. While these techniques achieve satisfactory results in
certain situations, they are often implemented using numeri-
cal schemes which may be computationally intensive. More-
over, the choice of Lagrange parameter λ may be a difficult
task.
Multiresolution representations as coarse-to-fine strate-
gies have been developed aiming at reducing the computa-
tional complexity [3], [4], [5]. The related pyramidal struc-
tures allow to progressively build up finer disparity maps
from coarser ones. However, pyramidal structures using
Gaussian or Laplacian filters do not always have a good ori-
entation selectivity [5].
Wavelet analysis have been shown to provide an appro-
priate way of performing a multi-scale analysis. In [4], a hier-
archical stereo matching strategy using the Discrete Wavelet
Transform (DWT) is proposed. The wavelet transform is
used for its ability to extract salient features. Image com-
ponents extracted from approximation and detail subbands
of the decomposition are combined to compute the dispar-
ity at each level. Moreover, it has been demonstrated in [3]
that coarse to fine wavelet-based strategies lead to a good
recovery of large displacements.
Although the decomposition onto a wavelet basis has
many desirable mathematical properties, it is not translation
invariant in space. The lack of translation invariance means
that a small shift in the samples of the input image may re-
sult in large changes in the wavelet coefficients, which ends
up with variable results in image processing tasks. Represen-
tations with translation invariance characteristics are highly
desirable for stereo vision and have been the focus of a lot
of research [5].
This paper describes a new method for computing the
disparity map, based on an analysis onto a wavelet frame.
We first show that the stereo matching problem can be cast
as a constrained optimization problem in which an appropri-
ate objective function is minimized under certain convex con-
straints. In order to preserve field discontinuities while reg-
ularizing the solution, we construct an edge-preserving reg-
ularization constraint in the wavelet domain. Since wavelets
provide a simple characterization of a wide variety of func-
tion smoothness spaces, the regularization constraint is de-
fined as a (semi-)norm in an appropriate image space. The
method presented here is inspired from a recent work that
has proven to be very useful in some image processing tasks
such as image restoration [6].
The organization of the paper is as follows. In Section
2, we describe our stereo model by formulating the match-
ing problem as a constrained optimization problem. Section
3 is devoted to presenting the wavelet based regularization
constraint. A numerical scheme to solve the resulting opti-
mization problem is proposed in Section 4. Finally, we illus-
trate the proposed approach through experiments in Section
5. We conclude in Section 6.
2. PROBLEM FORMULATION
Given two intensity images IL and IR, taken from two paral-
lel cameras so that corresponding epipolar lines lie on iden-
tical horizontal scanlines, the process of stereo matching is
summarized as follows. From a 2D image point in the ref-
erence stereo image, we compute a confidence measure for
each disparity within a search range Ω and the disparity
providing the minimum value is regarded as the optimal dis-
parity value. Using the left image as the reference image,
this matching problem can be formulated as
û(x, y) = arg min
u∈Ω
J̃ (IL(x, y), IR(x− u(x, y), y)) , (2)
where û is the estimated disparity field, Ω is the range of
candidate disparity vectors and J̃ is a cost function. For
simplicity, the Sum of Squared Differences (SSD) is often




[IL(x, y)− IR(x− u(x, y), y)]2 , (3)
where D ⊂ N2 is the image support. Assuming that an initial
estimate ū of u is available, for example from a previous
estimation (possibly within an iterative process), and that
the magnitude difference of the fields û and ū is relatively
small, we can approximate the warped right image around ū
by a Taylor expansion as follows:
IR(x− u, y) ' IR(x− ū, y)− (u− ū) IxR(x− ū, y) , (4)
where IxR(x − ū, y) is the horizontal gradient of the warped
right image. Note that for notation concision, we have not
made explicit that u and ū are functions of (x, y) in the above
expression.





[L(x, y) u− r(x, y)]2 , (5)
where
L(x, y) = IxR(x− ū, y), (6)
r(x, y) = IR(x− ū, y) + ū L(x, y)− IL(x, y). (7)
Now, the goal is to estimate the disparity image u from
the observed fields L and r. Inspired from approaches de-
veloped for image restoration purposes in [6], [7], this prob-
lem can be cast as a convex optimization problem. More
precisely, a quadratic objective function is minimized under
convex constraints. These constraints arise from the prior
knowledge and the observed data and are represented by
convex sets in the solution space. The minimization process
is carried out over the feasibility set, which corresponds to
the intersection of the constraint sets.
A general formulation of this problem in a Hilbert image
space H is
Find u ∈ S =
m⋂
i=1
Si such that J(u) = inf J(S) , (8)
where the objective J : H →]−∞, +∞] is a convex function
and the constraint sets (Si)1≤i≤m are closed convex subsets
of H. Constraint sets can generally be modelled as level sets:
∀i ∈ {1, ..., m}, Si = {u ∈ H | fi(u) ≤ δi} , (9)
where fi : H →]−∞, +∞] is a convex functions and δi ∈ R.
Recently, there have been several attempts in formulat-
ing constraints in the wavelet domain [6], [8]. In fact, as
shown in [6], convex wavelet constraints can be constructed
and used with various spatial constraints to refine the fea-
sibility set S in (8), yielding improved results for many im-
age processing applications. In this paper, we investigate a
new wavelet based edge preserving regularization constraint
which is useful in disparity estimation problem.
3. WAVELET BASED REGULARIZATION
CONSTRAINT
It is well-known that the stereo matching problem is an in-
verse ill-posed problem. Therefore, some constraints are re-
quired to regularize the solution. These constraints arise
from prior knowledge and rely on various properties of the
field to be estimated. The smoothness constraint, origi-
nally introduced by Horn and Schunk [9], has been one of
the most popular regularity assumptions. However, The
Tikhonov quadratic term used to recover a smooth solution
often introduces too much regularization, in particular re-
sulting in oversmoothed edges. In disparity estimation, one
would like to smooth isotropically inside homogeneous re-
gions and preserve discontinuities around object edges. This
can be achieved with the help of a suitable regularization
constraint.
Recently, there have been many works on the formula-
tion of edge-preserving regularization methods [12]. A re-
cent advance in this area is the use of the Total Variation
(TV) measure also related to the regularity class of func-
tions with Bounded Variations (BV) [7], [11]. Controlling
the TV amounts to smooth uniformly homogeneous regions
while preserving sharp edges.
In the present work, we adopt an alternative wavelet do-
main approach to construct a regularization constraint based
on image transformed coefficients. Our approach differs from
existing wavelet-based disparity estimation methods as the
key idea is to efficiently build the regularization constraint
in the wavelet domain.
3.1 Notation
Here, we only introduce the basic notation. For a compre-
hensive introduction to the wavelet theory, the reader is re-
ferred to [14]. The image space is the real Hilbert space
H = L2(R2), with scalar product 〈. | .〉 and norm ‖ . ‖. The
2-D wavelet transform in a separable wavelet basis B is de-
noted by WB. The wavelet coefficients of u ∈ H are denoted
by (wBj,o,k(u))k∈Z2 , where o ∈ {1, 2, 3} is the orientation pa-
rameter and j ∈ Z is the resolution level. T ∗ denotes the
adjoint of a bounded linear operator T and the maximum
resolution level is denoted by K.
3.2 Wavelet regularization constraint
With the conventions above, we can represent a constraint
function in the wavelet domain based on image coefficients
as:
fi = ϕ ◦ WB , (10)
where ϕ : H 7→]−∞, +∞] is a convex function.
In order to deal with a regularization process that avoids
smoothing across discontinuities, we have to consider a func-
tion ϕ that possesses particular smoothness characteristics.
We propose here to use the norm of Besov spaces Bσp,q,
0 < σ < ∞, 1 ≤ p, q ≤ ∞, as they are appropriate to
model images that contain discontinuities. The notion of
Besov regularization has been introduced in the area of im-
age denoising [6], [8] and has been shown to guarantee the
requested smoothness properties. It is well-known that the
Besov norm of an image u is equivalent to the following norm








Various settings of the three parameters σ, p and q yield
several members of the family of Besov spaces. One par-
ticular Besov space which plays an important role in image
processing is when p = q. Then, the Besov norm reduces
to a simple weighted p-norm of the wavelet coefficients. By
further discarding the diagonal coefficients where noise often
dominates, we obtain the following semi-norm:






Motivated by the success of the space of functions of
Bounded Variation that can efficiently model signals with
sharp discontinuities, we will consider the space of minimal
smoothness B11,1 by taking p = 1 and σ = 1. This space is
very close to the space BV since B11,1 ⊂ BV. Imposing an
upper bound κ1 on the (semi-)norm of this space restricts
the solutions to the convex set:
S
(0,0)
1 = {u ∈ H |
∑
j,k,o
|wBj,o,k(u)| ≤ κ1}, (13)
where κ1 > 0. Additionally, we propose to study an-
other (semi-)norm which is mathematically equivalent to the
previous one and therefore satisfies the properties of edge-
preserving regularization. The convex set associated to this










|wBj,o,k(u)|2)1/2 ≤ κ2}. (14)
where κ2 > 0. When Haar wavelets are used, it is worth
noticing the similarity of the previous constraint with a dis-
cretized TV constraint.
To cope with the shift variance of the Discrete Wavelet
Transform, that arises due to the decimation of a factor 2
in the decomposition process, we consider a shift-invariant
wavelet representation [10]. This amounts to computing the
wavelet coefficients of 22K circular shifts of the original im-
age. For limiting the computational complexity, rather than
using a global smoothness constraint on the wavelet frame
coefficients, we split this constraint into several constraints
involving the (semi-)norms of the shifted image as expressed










1 = {u ∈ H |
∑
j,k,o
|wBj,o,k(u(s))| ≤ κ1}, (16)
where u(s) is the shifted-by-s image. Obviously, for s =
(0, 0), u(s) is the original image u and S(s)1 simply reduces to
the convex set given in (13). The same strategy applies to
the definition of the convex set S2 from the constraint (14).
Note that the upper bounds κ1 and κ2 can be esti-
mated from experiments on available databases. We illus-
trate and compare the smoothness behaviors of the different
(semi-)norms in Section 5.
4. NUMERICAL IMPLEMENTATION
4.1 Subgradient projections
Here, we briefly recall essential facts on convex analysis. Let
Si be the closed and convex subset of H given by (9), where
fi is a continuous and convex function. A vector ti ∈ H is a
subgradient of the convex function fi at u ∈ H if
∀ v ∈ H, 〈v − u | ti〉+ fi(u) ≤ fi(v) . (17)
The set of all subgradients of fi at u is the subdifferential
of fi at u and is denoted by ∂fi(u). Fix u ∈ H and a
subgradient ti ∈ ∂fi(u), the subgradient projection Piu of u





u− fi(u)− δi‖ti‖2 ti, if fi(u) > δi;
u, if fi(u) ≤ δi.
(18)
We note that computing Piu is often a much simpler task
than computing the exact projection onto Si, as the latter
amounts to solving a constrained minimization problem [13].
However, when the projection is easy to compute, one can
use it as a subgradient projection.
Now suppose that ϕ is convex and that there exist a point
u ∈ H such that ϕ is continuous at WB(u). Then, for the
constraint described in (10), we have:
∂fi(u) = (W
B)∗∂ϕ(WB(u)) , (19)
where (WB)∗ = (WB)−1 due to the orthonormality of the
basis B. For the constraint defined in (13), the expression of
a subgradient projection can be deduced from [6].
4.2 Algorithm
We now proceed to the description of the block iterative algo-
rithm proposed in [13] to solve the quadratic convex problem
(8) which is equivalent to minimizing
u 7→ 〈u− u0, R(u− u0)〉 (20)
over S, when R is a self-adjoint definite positive operator
and u0 ∈ H.
4.2.1 Algorithm
1. Fix ε ∈]0, 1/m[ and set n = 0.
2. Take a nonempty index set In ⊆ {1, ..., m}.
3. For every i ∈ In, set ai,n = Pi,n − un where Pi,n is a
subgradient projection of un onto Si as in (18).
4. Choose weights {ξi,n}i∈In ⊂]ε, 1] such that
∑
i∈In ξi,n =
1. Set vn =
∑
i∈In ξi,nai,n and Ln =
∑
i∈In ξi,n‖ai,n‖2.
5. If Ln = 0, exit iteration. Otherwise, set bn = u0 − un,
cn = Rbn, dn = R−1vn and L̃n = Ln/〈dn, vn〉.
6. Choose λn ∈ [εL̃n, L̃n] and set dn = λndn.
7. Set πn = −〈cn, dn〉, µn = 〈bn, cn〉, νn = λn〈dn, vn〉 and






un + dn, if ρn = 0, πn ≥ 0;
u0 + (1 +
πn
νn




(πnbn + µndn), if ρn > 0, πnνn < ρn.
9. Set n = n + 1 and go to step 2.
This algorithm is well adapted to our need since it allows
the combination of constraints arising in both the spatial
and the wavelet domain. In addition, it has been shown in
[13] that this algorithm offers a lot of flexibility in terms
of implementation. In particular, several processors can be
used in parallel to compute the subgradient projections on
the different constraint sets (Si)1≤i≤m. For instance, if 22K
parallel processors are available, wavelet based constraints
with respect to all possible circular shifts s in (16) can be
processed simultaneously, leading to improved results while
reducing the computational time.
5. EXPERIMENTAL RESULTS
In this section we evaluate the performance of the proposed
method using both synthetic and real data sets commonly
found in the stereo literature and exploiting the constrained
quadratic minimization method described in Section 4.
5.1 Objective function
The objective function is the quadratic term derived from
our linearized stereo model (see Section 2). To cope with
large deviations from the data model (outliers), occlusion
points have been detected and discarded from the summation
in Equation (5). Here, we make use of the uniqueness and
ordering constraints to detect the presence of occlusions. For
a review of some existing occlusion detection methods, we
can refer to [1].
Since L in (5) is usually not invertible, we introduce the
term α‖u−ū‖2 to make J strictly convex, in compliance with
the assumption required for the convergence of the proposed
algorithm [13]. Denoting O the occlusion field and x = (x, y)










where ū is an initial estimate and α is a positive constant that
weights the first term relatively to the second. Experiments
show that values ranging from 10 to 100 allow to obtain
reliable results.
In order to render the approach more robust to outliers,
the additive term has to handle with the occlusion prob-
lem. It is therefore important to deal with a consistent ini-
tial disparity field. In our case, we consider an initialization
derived from the left-right consistency constraint. More pre-
cisely, using a correlation based method, we compute left-to-
right and right-to-left initial disparity maps, denoted respec-
tively by ūl and ūr, and for each point x = (x, y) we take
ū(x) = ūr(x − ūl(x), y). We then iteratively refine the ini-
tial disparity estimate by choosing the result from a previous
estimate as the initial value of the next step. We also note
that minimizing the functional (21) is equivalent to minimiz-
ing (20) where R = L∗L + α Id and u0 = R−1(L∗r + αū).
5.2 Constraints
The constraint set arising from the knowledge of the dispar-
ity range values is S3 = [umin, umax]. We note that in prac-
tice umin and umax are often available. For the regularization
constraint, we experiment both the Total Variation based
constraint and the wavelet based constraints associated to
the convex constraint sets S1 or S2 (see Section 3). For the
choice of the wavelet basis, different families have been tested
and it appeared than, when translation-invariant represen-
tations are used, Haar wavelets are well-suited for disparity
map images with sharp discontinuities.
One of the advantages of the proposed method is to al-
low a wide range of constraints to be incorporated. To ben-
efit from this advantage, we consider another constraint in-
spired from the work in [12] that used a regularization term
(∇u)>D(∇IL)(∇u) based on the Nagel-Enkelmann opera-
tor [15]. The main idea of this constraint is to attenuate
smoothing across intensity edges of the left reference image
IL. Details given in [12] about this oriented smoothness con-
straint can help for giving an approximation κ4 of this term
leading to the following convex set:
S4 = {u ∈ H | (∇u)>D(∇IL)(∇u) ≤ κ4} . (22)
We remark that the exact projection onto S3 is straightfor-
wardly obtained whereas a subgradient projection onto S4
can be easily calculated.
5.3 Synthetic Corridor images
In our first experiment, we have tested the proposed ap-
proach on the synthetic corridor image pair from the univer-
sity of Bonn. As the ground truth is available, it is possible to
determine the estimation quality quantitatively by comput-
ing the Mean Absolute Error between estimated and ground
truth disparities. Experiments on both corridor data set
without and with additive zero-mean Gaussian noise of vari-
ance σ2n have been conducted. The quantitative comparison
in Table 1 and the disparity maps in Fig. 1 demonstrate the
high-quality results provided by our approach. In particular,
one should note that our method is very robust to noise and
that our results for the different noise levels are still more
accurate than the results of the correlation based approach
for the original data set without noise. Fig. 1 shows also
that the wavelet based constraints yield better results than
the Total Variation one. Another advantage of wavelet based
constraints with respect to TV is the computation time. An
evaluation on a parallel computing architecture with 8 pro-
cessors was carried out. This evaluation is much more favor-
able to wavelet based constraints than the Total Variation:
for example, rather than alternating the 4 constraints in (16)
with respect to s ∈ {0, .., 3}2 when K = 1, each one can be
assigned to a distinct processor. Fig. 2 shows the value of the
normalized Mean Square Error versus the CPU time. The
wavelet based method involving the constraint set S2 is seen
to yield a faster convergence.
5.4 Real stereo images
Here, we report the results of the application of our approach
on standard image pairs available at the Middlebury Stereo
Vision website [2]. We also report the results of some state-
of-the-art methods from the same website. Table 2 provides
a quantitative comparative study using two global error mea-
sures: the Root Mean Square error and the Mean Absolute
Error. We note that in accordance with [2], we exclude pixels
that are in occluded regions when computing the disparity
errors. However, as expected and shown on the recovery dis-
parity map (Fig. 3.c), this would not have been necessary for
our approach as it yields robust disparity estimates in those
points. In order to measure the impact of each constraint,
we also indicate in Table 2 the error values obtained when
one of the constraints is missing. This confirms that it is
useful to incorporate multiple constraints.
6. CONCLUSION
In this paper, we have proposed a new wavelet based ap-
proach for disparity estimation. Using a convex set theoretic
formulation, the original matching problem is translated into
that of minimizing a quadratic objective function under con-
vex constraints. Based on wavelet frames, we have investi-
gated an edge-preserving regularization constraint. The re-
sulting optimization problem is solved via a block iterative
method that allows to combine both wavelet and spatial do-
main constraints. Comparison with state-of-the-art methods
from the Middlebury Stereo Vision website confirms the high
quality of the achieved results.
Table 1: Comparative results on the Corridor stereo pair
using the Mean Absolute Error measure.
without noise levels
Technique noise σ2n = 1 σ2n = 10 σ2n = 100
Correlation method 0.52 0.65 0.99 1.26
TV constraint 0.24 0.29 0.33 0.50
S1 constraint 0.21 0.26 0.30 0.46
S2 constaint 0.19 0.24 0.26 0.41
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