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Let G be a permutation group acting on [n] = {1, . . . ,n} and
V = {Vi: i = 1, . . . ,n} be a system of n subsets of [n]. When
is there an element g ∈ G so that g(i) ∈ Vi for each i ∈ [n]? If
such a g exists, we say that G has a G-marriage subject to V .
An obvious necessary condition is the orbit condition: for any
nonempty subset Y of [n], there is an element g ∈ G such that the
image of Y under g is contained in
⋃
y∈Y V y . Keevash observed
that the orbit condition is suﬃcient when G is the symmetric
group Sn; this is in fact equivalent to the celebrated Hall’s Marriage
Theorem. We prove that the orbit condition is suﬃcient if and only
if G is a direct product of symmetric groups. We extend the notion
of orbit condition to that of k-orbit condition and prove that if G
is the cyclic group Cn where n 4 or G acts 2-transitively on [n],
then G satisﬁes the (n− 1)-orbit condition subject to V if and only
if G has a G-marriage subject to V .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In a study of the Turán problem for projective geometries, the following problem was ﬁrst consid-
ered by Keevash, see [3, Problem 5.1]:
The G-Marriage Problem. Let G be a permutation group acting on [n] = {1, . . . ,n} and V be a system
of n subsets V1, . . . , Vn of [n]. When is there an element g ∈ G so that g(i) ∈ Vi for each i ∈ [n]? If
such a g exists, we say that G has a G-marriage subject to V .
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for any ∅ = Y ⊆ [n], there is a g ∈ G such that g(Y ) = {g(y): y ∈ Y }⊆
⋃
y∈Y
V y .
Is the orbit condition also suﬃcient? As noted by Keevash [3], in the case when G is the symmetric
group on [n], the above problem is equivalent to the Hall’s Marriage Problem, and the necessary and
suﬃcient condition is that |⋃y∈Y V y|  |Y | for every ∅ = Y ⊆ [n], which is equivalent to the orbit
condition.
Theorem 1.1 (Hall’s Marriage Theorem). Let G = Sn. Then G has a G-marriage subject to V if and only if it
satisﬁes the orbit condition subject to V .
It is natural to ask whether the orbit condition is suﬃcient for the G-Marriage Problem for other
subgroups G of Sn . One of our main results shows that the orbit condition is suﬃcient for the G-
Marriage Problem if and only if G is a direct product of symmetric groups.
Theorem 1.2. Suppose G is a permutation group acting on [n]. Then the orbit condition is suﬃcient for the
G-Marriage Problem if and only if G is a direct product of symmetric groups.
In view of Theorem 1.2, it would be interesting to ﬁnd the necessary and suﬃcient conditions for
the G-Marriage Problem when G is not a direct product of symmetric groups. To do this, we shall
require an extension of the orbit condition.
Let k ∈ [n]. We shall adopt the following notations.
(a) [n]k =
k times︷ ︸︸ ︷
[n] × [n] × · · · × [n].
(b) Let y = (y1, y2, . . . , yk) ∈ [n]k and g ∈ G . We write Vy = V y1 × V y2 × · · · × V yk and g(y) =
(g(y1), . . . , g(yk)).
Deﬁnition 1.3. A subgroup G of Sn is said to satisfy the k-orbit condition subject to V if
for any ∅ = Y ⊆ [n]k, there is a g ∈ G such that g(Y ) ⊆
⋃
y∈Y
Vy
where g(Y ) = {g(y) = (g(y1), g(y2), . . . , g(yk)): y = (y1, y2, . . . , yk) ∈ Y }.
Note that the 1-orbit condition is just the usual orbit condition. The following observations are
obvious.
Lemma 1.4.
(i) If G has a G-marriage subject to V then G satisﬁes the k-orbit condition subject to V for k = 1,2, . . . ,n.
(ii) If G satisﬁes the n-orbit condition subject to V then G has a G-marriage subject to V .
(iii) If G satisﬁes the k-orbit condition subject to V then G satisﬁes the j-orbit condition subject to V for j < k.
Our deﬁnition of the k-orbit condition is thus motivated by the fact that while the k-orbit condi-
tions, for k = 1, . . . ,n, are obvious necessary conditions for the G-Marriage Problem, it is not trivial to
determine the smallest k for which the k-orbit condition is also suﬃcient.
An example is given by Keevash [3], which shows that the 1-orbit condition is not suﬃcient to
yield a G-marriage for the cyclic group of order 3. In particular, let G be the subgroup generated by
(1 2 3) ∈ S3 i.e. G is a cyclic group C3 of order 3. Clearly, G = {id, (1 2 3), (1 3 2)}, where id is the
identity element. Let V1 = {2} and V2 = {1} and V3 = {3}. It is easy to check that G satisﬁes the
1-orbit condition subject to V but G does not have a G-marriage subject to V .
In fact, even 2-orbit condition is not suﬃcient. This can be readily veriﬁed by computer.
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[3] − {1}. Then G = Alt([3]) = C3 satisﬁes the 2-orbit condition subject to V . However it does not have a
G-marriage subject to V .
The above can also be veriﬁed by hand. The following easy lemmas might be helpful in simplifying
some calculations. However, we omit all the details.
Lemma 1.6. Let Y1, Y2 ⊆ [n]k. Suppose there is a g ∈ G such that g(Y1) ⊆⋃y∈Y1 Vy and g(Y2) ⊆
⋃
y∈Y2 Vy .
Then g(Y3) ⊆⋃y∈Y3 Vy where Y3 = Y1 ∪ Y2 .
Lemma 1.7. Let Y1 ⊆ [n]k and Y2 = {(yπ(1), yπ(2), . . . , yπ(k)): (y1, . . . , yk) ∈ Y1} for some π ∈ Sk. Suppose
there is a g ∈ G such that g(Y1) ⊆⋃y∈Y1 Vy . Then g(Y2) ⊆
⋃
y∈Y2 Vy .
Lemma 1.8. Let g ∈ G, V = {V1, . . . , Vn} and g(V) = {g(V1), . . . , g(Vn)}. Then
(a) G has a G-marriage subject to V if and only if it has a G-marriage subject to g(V).
(b) G satisﬁes the k-orbit condition subject to V if and only if it satisﬁes the k-orbit condition subject to g(V).
In contrast to Proposition 1.5, we shall prove that the (n − 1)-orbit condition is indeed suﬃcient
for the G-Marriage Problem when G acts 2-transitively on [n] or G is the cyclic group Cn , provided
n 4.
Theorem 1.9. Let G  Sn act 2-transitively on [n] where n  2. Then G satisﬁes the (n − 1)-orbit condition
subject to V if and only if it has a G-marriage subject to V .
Theorem 1.10. Let G be the cyclic group generated by the cycle (1 2 · · · n), n 4. Then G satisﬁes the (n−1)-
orbit condition subject to V if and only if it has a G-marriage subject to V .
A consequence of Theorem 1.9 is the following corollary.
Corollary 1.11. Let G = Alt([n]), n 4. Then G satisﬁes the (n − 1)-orbit condition subject to V if and only if
it has a G-marriage subject to V .
2. Proof of Theorem 1.2
For a ﬁnite set Ω , let SΩ denote the symmetric group on Ω . Suppose G is a permutation group
acting on [n]. A subset of [n] is said to be a base for G if its pointwise stabilizer in G is trivial. The
minimal size of a base for G is denoted by b(G). We refer the reader to [2] for undeﬁned terms in
permutation group theory.
The most striking early result on base sizes is due to Bochert (for a survey on bases of permutation
groups, see [4]):
Proposition 2.1. (See Bochert [1].) If G is a primitive permutation group of degree n not containing the alter-
nating group Alt([n]), then b(G) n2 .
However, we shall require the following result which is more basic than Bochert’s result.
Proposition 2.2. If G is a permutation group of degree n and G = Sn then b(G) n − 2.
Proof. Suppose that b(G) = n − 1. If i, j ∈ [n] then, since the set [n] − {i, j} is not a base, G must
contain the transposition (i j). Hence G = Sn . 
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set Y of [n], we set
VY =
⋃
y∈Y
V y .
We ﬁrst consider the case when G is transitive.
Theorem 2.3. Suppose G is a transitive permutation group acting on [n] and the orbit condition is suﬃcient
for the G-marriage problem. Then G = Sn.
Proof. Suppose that G is imprimitive. Let X1, . . . , Xm be a complete nontrivial block system which is
also a partition of [n] into m disjoint sets of equal size. We may assume that X1 ⊇ {x, y} and X2 ⊇ {z}
for some distinct elements x, y, z ∈ [n]. Construct a set system V = {Vi: 1 i  n} as follows:
Vx = {y, z},
V y = {x, z},
Vz = {x, y},
Vi = [n], for all i = x, y, z.
Notice that G satisﬁes the orbit condition subject to V : let Y ⊆ [n] such that Y = ∅. If Y ∩ ([n] −
{x, y, z}) = ∅, then VY = [n] ⊇ id(Y ), where id is the identity element of G . So we may assume that
Y ⊆ {x, y, z}. But it is easy to see that if |Y | > 1, then VY = {x, y, z} ⊇ id(Y ). If |Y | = 1, then the orbit
condition holds by the transitivity of G .
Therefore, by our assumption that a G-marriage exists, there exist distinct elements xi ∈ Vi , 1 
i  n, such that the permutation g , deﬁned by g(i) = xi , belongs to G . However, the image of x, y, z
under such a g is either y, z, x or z, x, y respectively. In both cases, g does not leave the partition
X1, . . . , Xm invariant, which is a contradiction to the imprimitivity of G .
So we may assume that G is primitive. Assume for a contradiction that G = Sn . Let B = {b1, . . . ,bk}
be a minimal base of G where k = b(G). Then k n − 2 by Proposition 2.2. Pick an element not in B
and denote it by bk+1.
Construct a system V = {Vi: 1 i  n} as follows:
Vbi = {bi,bk+1} for all 1 i  k,
Vbk+1 = [n] − {b1, . . . ,bk,bk+1},
Vi = [n] − B for all i /∈ B ∪ {bk+1}.
We now verify that G satisﬁes the orbit condition subject to V . Let ∅ = Y ⊆ [n]. Since k  n − 2, all
the sets Vi are not empty. Suppose Y = {i}. Since G is transitive, for any j ∈ V i , there is a g ∈ G
such that g(i) = j ∈ Vi , that is the orbit condition holds for Y with |Y | = 1. Let |Y | > 1. Notice that if
Y ∩ B = ∅ or bk+1 /∈ Y , then VY ⊇ id(Y ). So, we may suppose bk+1 ∈ Y and Y ⊆ [n] − B . Since |Y | > 1,
we must have VY = [n] − B . Clearly, VY ⊇ id(Y ). So the orbit condition holds.
By our hypothesis, there exists a permutation g ∈ G such that g(i) ∈ V i for all i ∈ [n]. However,
by the construction of V , every such g must ﬁx b1, . . . ,bk . Since B = {b1, . . . ,bk} is a base of G , we
conclude that g = id. In particular, bk+1 = g(bk+1) ∈ Vbk+1 , contradicting the fact that bk+1 /∈ Vbk+1 . 
Proposition 2.4. The orbit condition is suﬃcient for the G-Marriage Problem if G = SΩ1 × · · · × SΩm .
Proof. Suppose G satisﬁes the orbit condition subject to V = {V1, . . . , Vn}. Then SΩi satisﬁes the orbit
condition subject to V|Ωi = {V j ∩Ωi: j ∈ Ωi} for all i = 1, . . . ,m. The result now follows immediately
from Hall’s Marriage Theorem. 
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we shall prove that G is a direct product of symmetric groups. By Theorem 2.3, we may suppose
that G is intransitive with orbits Ωi , [n] =⋃mi=1 Ωi . Then G is the subdirect product of its transitive
constituents G1, . . . ,Gm where Gi is the transitive permutation group induced by the action of G on
the orbit Ωi .
Now, suppose that G satisﬁes the orbit condition subject to V = {V1, . . . , Vn}. Then, for each i,
Gi satisﬁes the orbit condition subject to V|Ωi = {V j ∩ Ωi: j ∈ Ωi}. By Theorem 2.3, we must have
Gi = SΩi for all 1  i m. By Proposition 2.4, we may assume that G is not the direct product of
SΩ1 , . . . , SΩm . Deﬁne the following set system V ′: choose a permutation h ∈ SΩ1 × · · · × SΩm − G . For
every 1 i m and j ∈ Ωi , deﬁne
V ′j =
{
h( j)
}∪ ([n] − Ωi
)
.
Observe that G satisﬁes the orbit condition subject to V ′: let ∅ = Y ⊆ [n], (by the transitivity of
Gi on Ωi ) we may assume that Y ∩ Ω j = ∅ and Y ∩ Ω j′ = ∅ for some j = j′ . Then it follows that
V ′Y = [n] ⊇ id(Y ).
Let g ∈ G be a permutation such that g(i) ∈ V ′i for all i ∈ [n]. Suppose j ∈ Ωi . Then g( j) ∈ V ′j . On
the other hand, since g ∈ G , we must have g( j) ∈ Ωi . Therefore, g( j) ∈ V ′j ∩ Ωi ⊆ {h( j)}. Therefore,
g( j) = h( j) for all j ∈ [n], i.e. h = g ∈ G , contradicting our choice of h. 
3. The (n− 1)-orbit condition
For the rest of this paper, we shall investigate the (n − 1)-orbit condition and see when it is
suﬃcient to yield a G-marriage. Though the (n−1)-orbit condition implies that there is a G-marriage
for any (n − 1)-subset of [n], it isn’t trivial to go from this to getting a G-marriage on [n]. It turns
out that there is a nice description of the sets in V when G satisﬁes the (n − 1)-orbit condition but
fails to admit a G-marriage subject to V (see Lemma 3.1, Corollary 3.2 and Corollary 3.3). However, it
seems harder to derive a similar description for other k-orbit conditions.
Lemma 3.1. Suppose G satisﬁes the (n − 1)-orbit condition subject to V and it does not have a G-marriage
subject to V . Then for each i = 1, . . . ,n, there is a gi ∈ G such that gi(i), gi( j) ∈ V j for all j = i but gi(i) /∈ Vi .
Proof. Let Y = {(i, . . . , i), (1, . . . , i − 1, i + 1, . . . ,n)} ⊆ [n]n−1. Then there exists a ti ∈ G such that
ti(Y ) ⊆⋃y∈Y Vy . There are two cases.
Case 1. Suppose ti(i) /∈ Vi . This implies that ti((i, . . . , i)) ∈ V (1,...,i−1,i+1,...,n) i.e. ti(i) ∈ V j for all
j = i. If ti( j) ∈ V j for all j = i, then we can choose gi to be ti , thus proving the result.
Suppose ti( j′) /∈ V j′ for some j′ = i. Since ti(Y ) ⊆ ⋃y∈Y Vy , we must have ti((1, . . . , i − 1,
i + 1, . . . ,n)) ∈ V (i,...,i) i.e. ti( j) ∈ Vi for all j = i. This implies that Vi has at least n − 1 elements.
On the other hand, applying the (n − 1)-orbit condition to the set {y} where y = (1, . . . , i − 1,
i + 1, . . . ,n), there exists a gi ∈ G such that gi(y) ∈ Vy . Note that gi(i) /∈ Vi for G does not have a G-
marriage. So Vi must have exactly n− 1 elements, that is Vi = {ti(1), . . . , ti(i − 1), ti(i + 1), . . . , ti(n)}.
Since {gi(1), . . . , gi(n)} = [n], we deduce that gi(i) = ti(i). Hence gi(i), gi( j) ∈ V j for all j = i and
gi(i) /∈ Vi , as desired.
Case 2. Suppose ti(i) ∈ Vi .
If ti((1, . . . , i − 1, i + 1, . . . ,n)) ∈ V (1,...,i−1,i+1,...,n) then ti( j) ∈ V j for all j but this is impossible
since G does not have a G-marriage. So we must have ti((1, . . . , i − 1, i + 1, . . . ,n)) ∈ V (i,...,i) i.e.
ti( j) ∈ Vi for all j = i. This implies that Vi = {ti(1), . . . , ti(n)} = [n].
On the other hand, applying the (n − 1)-orbit condition to the set {y} where y = (1, . . . , i − 1,
i+1, . . . ,n), there exists a gi ∈ G such that gi(y) ∈ Vy . But gi(i) ∈ [n] = Vi and so G has a G-marriage,
a contradiction. Hence Case 2 cannot occur. 
In practice, the following corollary is useful.
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subject to V . Let g1, . . . , gn be the elements of G given in Lemma 3.1. Then the following hold.
(a) g1, . . . , gn are all distinct, in particular |G| n.
(b) Vi = {g1(1), . . . , gi−1(i − 1), gi+1(i + 1), . . . , gn(n)} = [n] − {gi(i)} for all i = 1,2, . . . ,n.
(c) {g1(1), g2(2), . . . , gn(n)} = [n].
Proof. (a) Suppose gi = gi′ for some i = i′ . Then gi(i) = gi′(i) ∈ Vi , a contradiction to the fact that
gi(i) /∈ Vi . Hence all the gi are distinct and so |G| n.
(b) First we show that gi(i) = gi′(i′) for i = i′ . Suppose the contrary. Then gi(i) = gi′(i′) ∈ Vi ,
contradicting the fact that gi(i) /∈ Vi . It follows from Lemma 3.1 that Vi = {g1(1), . . . , gk−1(k − 1),
gk+1(k + 1), . . . , gn(n)} = [n] − {gi(i)}.
(c) This follows immediately from part (b). 
For each a ∈ [n], let’s denote its stabilizer by Staba. The following corollary describe how a group G
will look like if it satisﬁes the (n − 1)-orbit condition but it does not have a G-marriage.
Corollary 3.3. Suppose G satisﬁes the (n − 1)-orbit condition subject to V and it does not have a G-marriage
subject to V . Let g1, . . . , gn be the elements of G given in Lemma 3.1. Then
G = g1(Stab1) ∪ g2(Stab2) ∪ · · · ∪ gn(Stabn).
Proof. By Corollary 3.2, there exist g1, . . . , gn ∈ G such that
Vi = [n] −
{
gi(i)
}
, for each i ∈ [n].
Let g ∈ G . Since g does not give a G-marriage, there must exist i ∈ [n] such that gi(i) = g(i). Hence
g ∈ gi(Stab i) and the corollary holds. 
Deﬁnition 3.4. Motivated by Corollary 3.2 and Corollary 3.3, we say that a group G  Sn is stab-
decomposable if there exist n distinct elements h1,h2, . . . ,hn ∈ G such that
(a)
G = h1(Stab1) ∪ h2(Stab2) ∪ · · · ∪ hn(Stabn),
(b) {h1(1),h2(2), . . . ,hn(n)} = [n].
The following theorem is an immediate consequence of Corollary 3.2, Corollary 3.3 and part (i) of
Lemma 1.4.
Theorem 3.5. Let G  Sn. Suppose G is not stab-decomposable. Then G satisﬁes the (n − 1)-orbit condition
subject to V if and only if it has a G-marriage subject to V .
We shall focus on the 2-transitive groups and cyclic groups. The problem for classifying groups
for which the (n − 1)- or k-orbit condition is both necessary and suﬃcient presents itself as a nat-
ural open problem. We hope that some of the methods in this paper could be built on for further
investigation.
3.1. 2-transitive groups
Lemma 3.6. Let X = {g ∈ G: g(1) = 2}. If G is 2-transitive then X = (Stab2)(Stab1).
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exists h ∈ Stab2 such that h(g(1)) = 1. Hence hg ∈ Stab1 and g ∈ (Stab2)(Stab1). 
Lemma 3.7. If G is 2-transitive then G is not stab-decomposable.
Proof. Suppose the contrary. Then there exist n distinct elements h1,h2, . . . ,hn ∈ G such that
G = h1(Stab1) ∪ h2(Stab2) ∪ · · · ∪ hn(Stabn), (1)
and {h1(1),h2(2), . . . ,hn(n)} = [n]. Since all the point stabilizers have order |G|/n, the union in (1)
must be disjoint.
Consider the set X = {g ∈ G: g(1) = 2}. By Lemma 3.6, X = (Stab2)(Stab1). Now h−12 h1 ∈ X , since
otherwise h−12 h1(1) = 2 and h1(1) = h2(2), which contradicts {h1(1),h2(2), . . . ,hn(n)} = [n]. Hence
h−12 h1 ∈ (Stab2)(Stab1), and so h1(Stab1) ∩ h2(Stab2) = ∅. Therefore, the union in (1) is not disjoint,
a contradiction. 
Proof of Theorem 1.9. It follows from Theorem 3.5 and Lemma 3.7. 
3.2. Cyclic groups
It is quite natural to ask on whether (n − 1)-orbit condition is suﬃcient to have a G-marriage for
a stab-decomposable group G . The answer is no.
Let Cn be the cyclic group generated by the cycle t = (1 2 · · · n) (n 2). It is not hard to see that
Cn is stab-decomposable. However when n = 3, the 2-orbit condition is not suﬃcient to have a C3-
marriage (see Proposition 1.5). Surprisingly for n 4, the (n − 1)-orbit condition is indeed suﬃcient.
Throughout the rest of this subsection, we let G be the cyclic group generated by the cycle t =
(1 2 · · · n) where n  4, i.e. G = {id, t, t2, . . . , tn−1} and tu( j) = j + u (mod n) for all 0 u  n − 1,
1 j  n. Furthermore, whenever we assume that G satisﬁes the (n− 1)-orbit condition subject to V
but does not have any G-marriage subject to V , we let g1, . . . , gn be the elements in G as given by
Lemma 3.1 and set gi = tui for each i, where all the ui are distinct.
For each k = 1, . . . ,n, denote the (n − 1)-tuple (k,k + 1, . . . ,n,1,2, . . . ,k − 2) by yk . For example,
y1 = (1,2, . . . ,n − 1), y2 = (2,3, . . . ,n) and y3 = (3,4, . . . ,n,1). We ﬁrst analyze the action of G on
these (n − 1)-tuples. A generic (n − 1)-tuple will be denoted by y.
Lemma 3.8. Suppose G satisﬁes the (n − 1)-orbit condition subject to V but does not have any G-marriage
subject to V . If tu(yi) ∈ Vyk for some tu ∈ G then Vk−1 = [n] − {tu(i − 1)}, tu(i − 1) = tuk−1 (k − 1) and
u + i = uk−1 + k mod n.
Proof. Since tu(yi) ∈ Vyk , we have tu(i + j) ∈ Vk+ j for j = 0,1,2, . . . ,n − 2 (note that i + j and k + j
are taken mod n). This means u + i + j (mod n) ∈ Vk+ j for j = 0,1,2, . . . ,n − 2. Since gl(l) = tul (l) =
l + ul /∈ Vl for each l ∈ [n] (Lemma 3.1), setting l = k + j gives
k + j + uk+ j = u + i + j for j ∈ {0,1, . . . ,n − 2}.
The only remaining possibility is that u = k − i + uk−1, as desired. 
The following special case of Lemma 3.8 will be helpful to simplify some of the later proofs.
Corollary 3.9. Suppose all the conditions in Lemma 3.8 hold. If uk−1 = n − 2(k − 1) + 1 then Vk−1 = [n] −
{n − (k − 1) + 1} and u + i = n − k + 3 mod n.
Lemma 3.10. Suppose G satisﬁes the (n − 1)-orbit condition subject to V but does not have any G-marriage
subject to V . If tu(yi) ∈ Vyk and tu(yi′ ) ∈ Vyk′ for some tu ∈ G and i = i′ then k = k′ .
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tu(i′ − 1). Therefore k = k′ . 
Proof of Theorem 1.10. In view of Lemma 1.4, our main task is to prove the forward implication.
Suppose G satisﬁes the (n − 1)-orbit condition subject to V . Assume for a contradiction that G does
not have a G-marriage subject to V . As usual, let G = {g1, g2, . . . , gn}, where the gi are as given in
Lemma 3.1 and set gi = tui for all i = 1,2, . . . ,n. By Lemma 3.1 and Corollary 3.2, tui ( j) ∈ V j for all
j = i, Vi = [n] − {tui (i)} and {tu1(1), tu2 (2), . . . , tun (n)} = [n].
For each k = 1,2, . . . ,n, let
Yk = {yk,yk+1},
where the subscripts are taken mod n. Let k be ﬁxed. The (n − 1)-orbit condition implies that there
is a tu ∈ G such that tu(Yk) ⊆⋃y∈Yk Vy .
Suppose u = uk−1. If tu(yk) ∈ Vyk+1 , then by Lemma 3.8, tuk−1 (k−1) = tuk (k), a contradiction to the
fact that {tu1 (1), tu2 (2), . . . , tun (n)} = [n]. If tu(yk+1) ∈ Vyk+1 , then by Lemma 3.8, Vk = [n]− {tuk−1 (k)},
a contradiction to the fact that tuk−1 (k) ∈ Vk . Therefore tu(yk), tu(yk+1) ∈ Vyk . But this contradicts
Lemma 3.10.
Suppose u = uk . If tu(yk) ∈ Vyk , then by Lemma 3.8, Vk−1 = [n] − {tuk (k − 1)}, a contradiction to
the fact that tuk (k−1) ∈ Vk−1. If tu(yk+1) ∈ Vyk , then by Lemma 3.8, tuk (k) = tuk−1 (k−1), a contradic-
tion to the fact that {tu1 (1), tu2 (2), . . . , tun (n)} = [n]. Therefore tu(yk), tu(yk+1) ∈ Vyk+1 . But this again
contradicts Lemma 3.10.
Therefore, u = ui for some i = k − 1,k. In particular, tui (k − 1) ∈ Vk−1 and tui (k) ∈ Vk . By Lem-
ma 3.8, we deduce that tui (yk) ∈ Vyk+1 and tui (yk+1) ∈ Vyk .
Notice that tui (yk) ∈ Vyk+1 implies that ui + k = uk + k + 1 mod n (Lemma 3.8). Therefore
ui = uk + 1 (mod n). On the other hand, tui (yk+1) ∈ Vyk implies that ui + k + 1 = uk−1 + k mod n
(Lemma 3.8). Therefore uk−1 = ui + 1 (mod n) and thus uk−1 = uk + 2 (mod n). As k varies from 1
to n, we obtain the following equations:
un = u1 + 2,
u1 = u2 + 2,
...
un−1 = un + 2, (2)
whence
u1 + 2 = u2 + 2(2) = u3 + 2(3) = · · · = un + 2(n).
Set w = (n + 1) − (u1 + 2). Then w = (n + 1) − (ui + 2i) for all i = 1,2, . . . ,n. Applying tw to the
sets Vi , we may assume that Vi = [n] − {n− i + 1} for each i ∈ [n] (Lemma 1.8). Therefore, by part (b)
of Corollary 3.2, gi(i) = n − i + 1 whence ui = n − 2i + 1 for each i ∈ [n].
Suppose n = 2m is even. Then gm = tum = tn−2m+1 = t = tn−2n+1 = gn , contradicting the fact that
all the gi are distinct.
Suppose n = 2m+1 is odd. Since we assume that n 4, we must have m 2. Let z be the (n−1)-
tuple (m+1,m+1, . . . ,m+1). Now, consider the set A = {y1,y2, z}. Since G satisﬁes the (n−1)-orbit
condition, there exists tu
′ ∈ G such that tu′ (A) ⊆⋃y∈A Vy .
Case 1. tu
′
(y1) ∈ Vy1 .
By Corollary 3.9, u′ = 1 mod n and so tu′ = t . By Lemma 3.10, either t(y2) ∈ Vy2 or t(y2) ∈ V z .
Suppose t(y2) ∈ Vy2 . Then t(n) = 1 ∈ Vn , contradicting the fact that Vn = [n] − {1}.
Suppose t(y2) ∈ V z . Then t( j) = j + 1 ∈ Vm+1 for j = 2,3, . . . ,n. Since Vm+1 = [n] − {n −m}, we
deduce that n −m = 2. Since n = 2m + 1, we must have m = 1 whence n = 3, a contradiction to the
assumption that n 4.
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′
(y1) ∈ Vy2 .
By Corollary 3.9, u′ = n mod n and so tu′ = id. Since tu′(A) = id(A) ⊆ ⋃y∈A Vy , either id(z) =
z ∈ Vy1 or id(z) = z ∈ Vy2 or id(z) = z ∈ V z . If z ∈ Vy1 , then m + 1 ∈ V j for j = 1,2, . . . ,n − 1. In
particular, m + 1 ∈ Vm+1. Similarly, if z ∈ Vy2 or z ∈ V z , then m + 1 ∈ Vm+1.
Since Vm+1 = [n] − {n−m}, we deduce that m+ 1 = n−m, a contradiction to our assumption that
n = 2m + 1.
Case 3. tu
′
(y1) ∈ V z .
Then tu
′
( j) ∈ Vm+1 for j = 1,2,3, . . . ,n− 1. Since Vm+1 = [n]− {n−m}, we conclude that u′ + j =
n − m for all j = 1,2,3, . . . ,n − 1. The only remaining possibility is that u′ + n = n − m whence
u′ =m + 1, and so tu′ = tm+1.
Now either tm+1(y2) ∈ Vy1 or tm+1(y2) ∈ Vy2 or tm+1(y2) ∈ V z .
Suppose tm+1(y2) ∈ Vy1 . Then by Corollary 3.9, (m+ 1)+ 2 = n− 1+ 3 mod n, i.e. m = n− 1. Since
n = 2m + 1, we deduce that m = 0 which is absurd.
Suppose tm+1(y2) ∈ Vy2 . Then by Corollary 3.9, (m+ 1)+ 2 = n− 2+ 3 mod n, i.e. m = n− 2. Since
n = 2m + 1, we deduce that m = 1 which is again not possible.
Finally, we may assume that tm+1(y2) ∈ V z . Then m+1+ s ∈ Vm+1 for s = 2,3, . . . ,n. Since Vm+1 =
[n] − {n −m}, we must have m + 2 = n −m, a contradiction to the fact that n = 2m + 1.
Hence, we have shown that if G satisﬁes the (n − 1)-orbit condition subject to V , then G must
have a G-marriage subject to V . 
4. Final remarks
Recall that if G is not stab-decomposable, then the (n − 1)-orbit condition is suﬃcient to give a
G-marriage (Theorem 3.5). However if G is stab-decomposable, then the (n−1)-orbit condition is not
suﬃcient (Proposition 1.5). Theorem 1.10 provides a class of stab-decomposable groups for which the
(n − 1)-orbit condition is suﬃcient. It would be interesting to determine which permutation group
is stab-decomposable. Also it would be interesting to know for which stab-decomposable groups, the
(n − 1)-orbit condition is suﬃcient (or not suﬃcient).
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