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Abstract
Let ~KN be the complete symmetric digraph on the positive integers.
Answering a question of DeBiasio and McKenney [1], we construct a
2-colouring of the edges of ~KN in which every monochromatic path
has density 0. On the other hand, we show that, in every colouring
that does not have a directed path with r edges in the first colour,
there is directed path in the second colour with density at least 1
r
.
1 Introduction
Let KN be the complete graph on the positive integers and ~KN be the com-
plete symmetric digraph on the positive integers. The upper density of a set
A ⊆ N is
d¯(A) = lim sup
n→∞
|A ∩ {1, . . . , n}|
n
For a graph or digraph G with vertex set V (G) ⊆ N, we define the upper
density of G to be that of V (G). Throughout this paper, by a k-colouring, we
mean a k-edge-colouring. In a 2-colouring, we will assume that the colours
are red and blue.
For undirected graphs, Rado [4] showed that, in every 2-colouring of KN,
there is a partition of the vertices into 2 disjoint paths of distinct colours.
Elekes, Soukup, Soukup and Szentmiklo`ssy [2] have recently extended this
result to the complete graph on ω1 where ω1 is the smallest uncountable
cardinal. Erdo˝s and Galvin [3] showed that if the edges of KN are coloured
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with 2 colours, then there exists a monochromatic infinite path with upper
density at least 2
3
.
For directed graphs, the picture is a little different. In the finite case,
Raynaud [5] showed that, in any 2-colouring of ~Kn, there is a directed Hamil-
tonian cycle C with the following property: there are two vertices a and b
such that the directed path from a to b along C is red and the directed path
from b to a along C is blue.
In this paper, we will be interested in the infinite directed case. In par-
ticular, we will be considering edge-colourings of ~KN and will prove a variety
of results relating to the upper density of paths in ~KN.
Let P = v1v2... be a path in ~KN. We say that P is a directed path if
every edge in P is oriented in the same direction. By the length of a path, we
mean the number of edges in the path. DeBiasio and McKenney [1] recently
proved the following result.
Theorem 1.1. For every ε > 0, there exists a 2-colouring of ~KN such that
every monochromatic directed path has upper density less than ε.
DeBiasio and McKenney also asked the following natural question: does there
exist a 2-colouring of ~KN in which every monochromatic directed path has
upper density 0? In Section 2, we will give a positive answer to this question.
Theorem 1.2. There exists a 2-colouring of ~KN such that every monochro-
matic directed path has upper density 0.
In light of this result, it is natural to ask under what conditions we can
guarantee the existence of a monochromatic path of positive density. It is
easy to see (from Ramsey’s Theorem) that every 2-colouring of ~KN contains a
monochromatic directed path of infinite length. In Section 3, we will consider
what happens if we restrict the length of directed paths in one of the colours.
In particular, we will prove the following density result.
Theorem 1.3. Take any 2-colouring of ~KN that does not contain a red di-
rected path of length r. Then there exists a blue directed path with upper
density at least 1
r
.
This result is the best possible as shown by the following construction. Divide
the vertices of ~KN into sets A1, . . . , Ar based on their residue modulo r. So,
for any n ∈ N, we have n ∈ Ai if and only if n ≡ i mod r. Consider distinct
vertices m,n ∈ N. If m,n ∈ Ai, then colour both (m,n) and (n,m) blue. If
m ∈ Ai, n ∈ Aj and i < j, then colour (m,n) blue and (n,m) red (see Figure
1). We call this colouring cr. It should be noted that each of the sets Ai has
density 1
r
.
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A0 A1 A2 A3
Figure 1: Extremal colouring c4.
It is straightforward to see that the longest red directed path has length r−1.
Any blue directed path has infinite intersection with at most one of the sets
Ai and therefore has upper density at most
1
r
.
In Section 4, we will consider the stability of this result. We will prove
the following theorem.
Theorem 1.4. Take any 2-colouring of ~KN in which there are no red directed
paths of length r and every blue directed path has upper density at most 1
r
.
Then, there exists a finite set of vertices U such that the 2-colouring induced
on N\U is isomorphic to the 2-colouring cr described above.
Finally, in Section 5, we will extend the result of Theorem 1.3 to include
(k + 1)-colourings of ~KN for any k ≥ 2.
Theorem 1.5. Fix k ≥ 2 and consider any (k + 1)-colouring of ~KN using
colours c1, . . . , ck+1. Suppose that, for every t ∈ [k], there is no ct-coloured
directed path of length rt. Then there exists a directed path of colour ck+1
with upper density at least
∏k
t=1
1
rt
.
2 All Monochromatic Paths Have Density 0
Proof of Theorem 1.2. We colour the edges of ~KN in the following way. Let
m,n ∈ N be distinct positive integers. Set t = min{s ∈ N : m 6≡ n mod 2s}.
Exchanging m and n if necessary, we may assume that m ≡ x mod 2t where
3
x ∈ {0, . . . , 2t−1 − 1} and n ≡ 2t−1 + x mod 2t. We colour (m,n) red and
(n,m) blue.
Let P be any monochromatic directed path. If P is a finite path, then
d¯(P ) = 0. Therefore, we may assume that P is an infinite path. Without
loss of generality, P is red.
Inductive Hypothesis: For any k ∈ N, there exists i ∈ {0, . . . , 2k − 1} such
that P is eventually contained within the set {n ∈ N : n ≡ i mod 2k}.
Hence, d¯(P ) ≤ 2−k.
Base Case: For i ∈ {0, 1}, let Ai = {n ∈ N : n ≡ i mod 2}. The sets
A0 and A1 partition the vertices of ~KN. Suppose P contains a vertex u ∈ A1.
Then all of the vertices occurring after u in P must also be in A1 because
P is a red directed path and hence P is eventually contained within A1. If
P does not contain a vertex from A1, then P must be completely contained
within A0. Hence, for some i ∈ {0, 1}, we have d¯(P ) ≤ d¯(Ai) =
1
2
.
Inductive Step: Fix k ≥ 2 and partition the vertices of ~KN into 2
k sets
A0, . . . , A2k−1 based on their residue modulo 2
k (see Figure 2). By the induc-
tive hypothesis, there exists i ∈ {0, . . . , 2k−1 − 1} such that P is eventually
contained within the set Ai ∪A2k−1+i. By using the same argument as in the
base case, we find that, if P contains a vertex in A2k−1+i, then it is eventu-
ally contained within this set; otherwise, it is eventually contained within Ai.
Hence, there exists j ∈ {0, . . . , 2k − 1} such that P is eventually contained
within Aj and so d¯(P ) ≤ d¯(Aj) = 2
−k.
A0 A1
A2 A3
A4 A5
A6 A7
Figure 2: Diagram showing the edges between sets for k = 3.
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The inductive hypothesis holds for every k ∈ N. Therefore, if P is any
monochromatic directed path, we have that the upper density of P is at
most 2−k for every k ∈ N. Hence, P has upper density 0. 
3 Restricting Red Path Length
Proof of Theorem 1.3. Fix a 2-colouring of ~KN and assume that there is no
red directed path of length r. Partition the vertices into sets A0, . . . , Ar−1
where n ∈ Ai if and only if the longest directed red path from n has length
i.
Claim 1: Let v ∈ Ai. Then the red indegree of v in Ai is at most i.
Take a directed red path of maximal length vvi−1 . . . v0. Let U = {u ∈ Ai :
(u, v) is red}. For every u ∈ U , there must exist t ∈ {0, . . . , i− 1} such that
u = vt or else uvvi−1 . . . v0 would be a directed red path of length i+ 1 from
u, which contradicts u ∈ Ai. Hence |U | ≤ i.
At least one of the sets Ai must have upper density at least
1
r
. Choose
such an Ai and let B = {v ∈ Ai : v has finite blue outdegree in Ai}.
Claim 2: |B| ≤ i.
Suppose not and consider a subset {b1, . . . , bi+1} ⊆ B of size i+ 1. We may
list the vertices of Ai in order v1, v2, . . . . For each 1 ≤ j ≤ i + 1, define
tj = min{k ∈ N : ∀k
′ ≥ k the edge (bj , vk′) is red}. This is well-defined
because bj has finite blue outdegree. Taking t = max{t1, . . . , ti+1}, we find
that the vertex vt has red indegree at least i+1 in Ai, which contradicts the
result of Claim 1.
As Ai is infinite and B is finite, Ai\B is also infinite and d¯(Ai) = d¯(Ai\B).
We may therefore assume, without loss of generality, that B = ∅. Every
vertex in Ai has infinite blue outdegree in Ai. Listing the vertices of Ai in
order v1, v2, . . . , we create a blue directed path P = {pj} as follows:
• Set p1 = v1.
• Given pj , let t = min{k : vk /∈ P}. If the edge (pj, vt) is blue, set
pj+1 = vt. If not, there exists u /∈ P such that the edges (pj, u) and
(u, vt) are both blue. Such a vertex u always exists because pj has
an infinite number of blue out-neighbours and vt has at most i red
in-neighbours. Set pj+1 = u and pj+2 = vt.
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The blue directed path P contains every vertex of Ai and hence has upper
density d¯(Ai). 
4 Stability Result
Proof of Theorem 1.4. Fix a 2-colouring of ~KN such that there is no red
directed path of length r and every blue directed path has density at most
1
r
. Partition the vertices into sets A0, . . . , Ar−1 where v ∈ Ai if and only if
the longest directed red path from v has length i.
By using the same argument as in the proof of Theorem 1.3, we also know
that, if Ai is an infinite set, then there exists a blue directed path within Ai
of density d¯(Ai). As there are r sets Ai, we must have d¯(Ai) =
1
r
for every
i ∈ {0, . . . , r − 1}.
We will prove by induction that, by removing a finite number of vertices,
all edges from Ai−1 to Ai are blue and all edges from Ai to Ai−1 are red for
every i ∈ {1, . . . , r − 1} (see Figure 3).
A0 A1 A2 A3
Figure 3: Result of the induction for r = 4.
Induction Hypothesis: For fixed k ≥ 1, by removing a finite number of ver-
tices, A0 ∪ · · · ∪ Ak has the following structure: for every i ∈ {1, . . . , k}, all
edges from Ai−1 to Ai are blue and all edges from Ai to Ai−1 are red.
Base Case: Let k = 1. By definition of A0, all edges from A0 to A1 are
blue. If there are no blue edges from A1 to A0, we are done. Otherwise, we
form a matching M of blue edges from A1 to A0 by adding blue edges one
by one until we cannot add any more.
Suppose M is a finite matching. Let B be the set of vertices which are
incident to an edge in M . By definition, every blue edge from A1 to A0 has
at least one endpoint in B. Therefore, by removing the vertices in B, we will
ensure that every edge from A1 to A0 is red as required.
Suppose instead thatM is an infinite matching. We noted earlier that A0
contains a blue directed path P = {pj} and A1 contains a blue directed path
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Q = {qk}, both of which have density
1
r
. We create a blue directed path S
as follows:
• Pick an edge (qk, pj) ∈ M where j > 1. Set S = p1 . . . pj−1q1 . . . qkpj.
The edge (pj−1, q1) is blue because all edges from A0 to A1 are blue.
• Suppose the final two vertices of S are qk1pj1 where (qk1 , pj1) ∈M . Pick
an edge (qk2 , pj2) ∈ M such that k1 < k2 and j1 < j2. Such an edge
exists because M is an infinite matching and S only contains a finite
number of vertices. We note that the edge (pj2−1, qk1+1) is blue because
it is from A0 to A1. Add the subpath pj1+1 . . . pj2−1qk1+1 . . . qk2pj2 to
the end of S .
By construction, the blue directed path S uses every vertex in both P and
Q and so d¯(S) = d¯(P ) + d¯(Q) = 2
r
.
We assumed that every blue path had density at most 1
r
so this is a con-
tradiction. Therefore, any blue matching from A1 to A0 is finite and so we
are done.
Inductive Step: Now let k > 1. By our inductive hypothesis, the claim
is true for k − 1 so, by removing a finite number of vertices, we may assume
that all edges from Ai−1 to Ai are blue and all edges from Ai to Ai−1 are red
for every i ∈ {1, . . . , k − 1}.
Consider Ak−1 ∪ Ak and suppose there is a red edge from x ∈ Ak−1 to
y ∈ Ak. All edges from y to Ak−1\{x} are blue or else we would have a red
directed path of length k + 1 from x which contradicts x ∈ Ak−1.
In the original graph, there is a red directed path P of length k from
y because y ∈ Ak. Let P = p0p1 . . . pk with p0 = y. If, for every t ∈ [k],
we have that pt 6= x, then xyp1 . . . pk is a red directed path of length k + 1
from x, which contradicts x ∈ Ak−1. Therefore, x = pt for some t ∈ [k].
No edges are removed when we apply the inductive hypothesis and so there
are at least k vertex-disjoint paths of length k − 1 from x. Therefore, there
exists a red directed path Q of length k − 1 from x which is vertex-disjoint
from yp1 . . . pt−1. The path yp1 . . . pt−1 ∪ Q is a red directed path from y of
length t + k − 1. If t 6= 1, this path has length strictly larger than k, which
contradicts y ∈ Ak. Therefore we must have that t = 1 and the edge (y, x)
must be red.
Consider any vertex u ∈ Ak−1 with u 6= x. We can find a red directed
path of length k − 1 from x that does not contain u or y. To prevent a red
directed path of length k+1 from u, the edge (u, y) must be blue. Therefore,
all edges from Ak−1\{x} to y must be blue (see Figure 4).
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Ak−1 Ak
x y
Figure 4: The colours of edges incident to y.
Hence, if there is a red edge xy from Ak−1 to Ak, the corresponding
backwards edge is also red and all edges between Ak−1\{x} and y in both
directions are blue. Suppose there are an infinite number of red vertex-
disjoint edges from Ak−1 to Ak. As both Ak−1 and Ak contain a blue directed
path of density 1
r
, we can use these and the pairs of vertices corresponding to
the red edges to create a blue directed path of density 2
r
. This contradicts our
assumption that all blue directed paths have density at most 1
r
. Therefore,
there are only a finite number of red vertex-disjoint edges from Ak−1 to Ak.
By removing a finite number of vertices, we can ensure that all edges from
Ak−1 to Ak are blue.
In order to show that we can remove a finite number of vertices to get
all edges from Ak to Ak−1 to be red, we use exactly the same argument as in
the base case.
It follows from the inductive argument above that we can remove a finite
number of vertices in order to obtain the following structure: for every
i ∈ {1, . . . , r − 1}, all edges from Ai−1 to Ai are blue and all edges from
Ai to Ai−1 are red.
We now consider the edges between Ai and Aj where i < j and i 6= j−1.
All edges from Ai to Aj are blue. If this were not the case, we could find a
red directed path of length j+1 from a vertex in Ai, which is a contradiction.
Next, we will show that we can remove a finite number of vertices to get all
edges from Aj to Ai being red. If there are no blue edges from Aj to Ai, we
are done. Otherwise, we may greedily construct a maximal matching M of
blue edges from Aj to Ai. Using the same argument as the induction base
case, we get that M must be a finite matching; if this was not the case, then
we would be able to find a blue directed path of density 2
r
, which contradicts
our original assumption. By deleting the vertices which are incident to an
edge in M , we will remove all of the blue edges from Aj to Ai. We only
deleted a finite number of vertices and now all of the edges from Aj to Ai
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are red as required.
There are only a finite number of pairs (Ai, Aj) to consider. Therefore,
by removing a finite number of vertices, we can ensure that, for every i < j,
all edges from Ai to Aj are blue and all edges from Aj to Ai are red.
Finally, we look at the edges between vertices in the same set. Suppose,
for some i ∈ {0, . . . , r− 1} there exist x, y ∈ Ai such that the edge from x to
y is red. Then we can find a red directed path of length i+ 1 from x, which
contradicts x ∈ Ai. Hence, all edges between vertices in the same set Ai are
blue. 
5 Restricting Path Length for Many Colours
Proof of Theorem 1.5. Let k ≥ 2. Fix a (k + 1)-colouring of ~KN where the
colours are c1, . . . , ck+1. Assume that, for every t ∈ [k], there is no ct-coloured
directed path of length rt.
Inductive Hypothesis: For fixed i ∈ [k], there exists a set A ⊆ N such that,
for every t ∈ [i], the ct-indegree of vertices in A is at most rt. Furthermore,
d¯(A) ≥
∏i
t=1
1
rt
.
Base Case: Partition the vertices into sets A0, . . . , Ar1−1 where n ∈ Aj if
and only if the longest directed path of colour c1 from n has length j. Fix j
such that d¯(Aj) ≥
1
r1
. By Claim 1 in the proof of Theorem 1.3, we find that
the c1-indegree of vertices in Aj is at most j ≤ r1.
Inductive Step: Let i > 1. By our inductive hypothesis, there exists a set
A ⊆ N with d¯(A) ≥
∏i−1
t=1
1
rt
such that, for every t ∈ [i−1], the ct-indegree of
vertices in A is at most rt. Partition A into ri sets A0, . . . , Ari−1 where n ∈ Aj
if and only if the longest directed path of colour ci from n in A has length
j. Fix j such that d¯(Aj) ≥
1
ri
d¯(A). Arguing again as in Claim 1 in the proof
of Theorem 1.3, we find that the ci-indegree of vertices in Aj is at most j ≤ ri.
Let A be the set obtained by applying the inductive hypothesis with i = k.
Let B = {v ∈ A : v has finite ck+1-outdegree in A}. Using a similar argu-
ment to Claim 2 in the proof of Theorem 1.3, we find that |B| ≤
∑k
t=1 rt.
As in the proof of Theorem 1.3, we may assume, without loss of generality,
that B = ∅. We list the vertices of A in order v1, v2, . . . and create a directed
path P = {pj} of colour ck+1 as follows:
• Set p1 = v1.
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• Given pj , let s = min{s
′ : vs′ /∈ P}. If the edge (pj , vs) is colour ck+1,
set pj+1 = vs. If not, there exists u /∈ P such that the edges (pj, u) and
(u, vs) are both colour ck+1 because pj has an infinite number of out-
neighbours with colour ck+1 and vs has at most
∑k
t=1 rt in-neighbours
which are not colour ck+1. Set pj+1 = u and pj+2 = vs.
The directed path P of colour ck+1 contains every vertex of A and hence has
upper density d¯(A). 
This result is the best possible as shown by the following construction. Par-
tition the vertices of ~KN into
∏k
t=1 rt sets based on their residue modulo rt
for each t ∈ [k]. The vertex n ∈ N is in the set Ai1,i2,...,ik if and only if, for
each t ∈ [k], n ≡ it mod rt.
Consider vertices m,n ∈ N. If m,n ∈ Ai1,...ik , then colour both (m,n)
and (n,m) colour ck+1. If not, suppose that m ∈ Ai1,...,ik and n ∈ Aj1,...,jk .
Let t = min{t′ ∈ [k] : it′ 6= jt′}. If it < jt, then colour (m,n) colour ck+1 and
(n,m) colour ct (see Figure 5).
A0,0 A0,1 A0,2
A1,0 A1,1 A1,2
Figure 5: Extremal colouring when r1 = 2 and r2 = 3.
It is straightforward to see that, for every i ∈ [k], the longest directed path
of colour ct has length rt − 1. Any directed path of colour ck+1 has infinite
intersection with at most one of the sets Ai1,...,ik and hence has upper density
at most
∏k
t=1
1
rt
.
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6 Conclusion
Consider a 2-colouring of ~KN that does not contain a red directed path of
length r and partition the vertices into r sets, A1, . . . , Ar−1, where v ∈ Ai if
and only if the longest directed red path from v has length i. It follows from
the proof of Theorem 1.3 that, if Ai is infinite, there is a blue directed path
covering all but a finite number of vertices in Ai. Hence, there exist at most
r disjoint blue paths covering all but a finite number of vertices of ~KN.
In fact, if r < 4, it is possible to prove that we may cover all of the
vertices of ~KN with at most r vertex-disjoint blue paths. We therefore make
the following conjecture.
Conjecture 6.1. Let r ≥ 1. Take any 2-colouring of ~KN that does not
contain a red directed path of length r. Then the vertices of ~KN can be
covered by at most r vertex-disjoint blue directed paths.
In this paper, we have restricted our attention to directed paths. Let
P = v1v2... be an orientation of a path in ~KN. We say that vi is a switch
if either the indegree or the outdegree of vi in P is 0. The endpoints of P
are always switches. If P is a directed path, then the endpoints are the only
switches in P . DeBiasio and McKenney [1] proved that Theorem 1.1 holds
for any orientation of a path with finitely many switches. It should be noted
that Theorem 1.2 still holds for this broader class of paths.
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