We alleviate costly communication/computation overhead in classical distributed learning by introducing independent subnet training: a novel, simple, jointly model-parallel and data-parallel approach to distributed neural network training.Our main idea is that, per iteration, the model's neurons can be randomly divided into smaller surrogate models without replacement-dubbed as subnetworks or subnets-and each subwork is sent for training only to a single worker. This way, our algorithm broadcasts the whole model parameters only once into the distributed network per synchronization cycle. This not only reduces the overall communication overhead, but also the computation workload: each worker only receives the weights associated with the subwork it has been assigned to. Further, subwork generation and training reduces synchronization frequency: since workers train disjoint portions of the network as if they were independent models, training continues for longer periods of time before synchronization, similar to local SGD approaches. We test our approach on speech recognition and product recommendation applications, as well as image classification tasks. Subnet training: i) leads to accelerated training, as compared to state of the art distributed models, and ii) often results into boosting the testing accuracy, as it implicitly leverages dropout regularization during training.
Introduction
Accelerating neural network (NN) distributed training over a compute cluster has become a fundamental challenge in modern computing systems (Ratner et al., 2019; Dean et al., 2012; Chilimbi et al., 2014; Li et al., 2014; Hadjis et al., 2016) . Distributed training algorithms may be roughly categorized into model parallel and data parallel. In the former (Hadjis et al., 2016; Dean et al., 2012) , different compute nodes are responsible for different parts of a NN. In the latter (Zhang et al., 1990; Farber & Asanovic, 1997; Raina et al., 2009) , each compute node updates a complete copy of the NN's parameters on different portions of the data. In both cases, the obvious way to speed up learning is to add more nodes. With more hardware, the model is split across more CPUs/GPUs in the model parallel setting, or gradients are computed using fewer data objects per compute node in the data parallel setting.
Due to its ease-of-implementation, data parallel training is most commonly used, and it is best supported by common deep learning software, such as TensorFlow (Abadi et al., 2016) and PyTorch (Paszke et al., 2017) . However, there are limitations preventing data parallelism from easily scaling out. Adding nodes means that each node can perform forward and backward propagation more quickly on its own local data, but it leaves the synchronization step no faster. In fact, if synchronization time dominates, adding more machines could actually make training even slower as the number of bytes transferred to broadcast an updated model grows linearly with cluster size. This is particularly problematic in public clouds such as Amazon EC2 1 that tend to couple relatively slow interconnects with high-performance GPUs. One can increase batch size to decrease the relative cost of the synchronization step, but this can introduce statistical inefficiency. While there is some debate about the utility of large-batch methods in practice (Ma et al., 2019; Golmant et al., 2018) very large batch sizes often do not speed up convergence, and large batches can also hurt generalizability (Goyal et al., 2017; Yadan et al., 2013; You et al., 2017; Smith et al., 2017; Codreanu et al., 2017; You et al., 2019b; a) .
Independent subnet training. The central idea in this paper, called independent subnet training (or IST), facilitates combined model-and data-parallel distributed training. IST utilizes ideas from dropout (Srivastava et al., 2014) and approximate matrix multiplication (Drineas et al., 2006) . IST decomposes the layers of a NN into a set of independent subnets for the same task, by partitioning the neurons across different sites. Each of those networks is trained for one or more local stochastic gradient descent (SGD) iterations, before a synchronization step.
Since subnets share no parameters in the distributed setting, synchronization requires no aggregation on these parameters, in contrast to the data-parallel model-it is just an exchange of parameters. Moreover, because subnets are sampled without replacement, the interdependence among them is minimized, which allows local SGD updates for a very large number of iterations before synchronizing. This reduces communication frequency. Communication costs per synchronization step are also reduced because in an nmachine cluster, each machine gets between 1 n 2 and 1 n of the weights-contrast this to data parallel training, when each machine must receive all of the weights.
IST has advantages over model-parallel approaches. Since each of the subnets is a fully-operational model by itself during local updates, no synchronization between subnetworks is required, in contrast to the model-parallel setting. On the other hand, IST inherits the advantages of model-parallel methods. Since each machine gets just a small fraction of the overall model, the local memory footprint is reduced. This can be an advantage when training large models using GPUs, which tend to have limited memory.
Experimental findings. We evaluate our method on several applications, including speech recognition, image classification, and a large-scale Amazon product recommendation task. We find that IST leads up to a 10× speedup in timeto-convergence, compared to a state-of-the-art data-parallel implementation using bandwidth-optimal ring all-reduce (Xu, 2018) , as well as the "vanilla" local SGD method (Lin et al., 2018) . Finally, because it allows for efficient model-parallel training, we show that IST is able to solve an "extreme" Amazon product recommendation task with better generalization than state-of-the-art embedding based approaches.
Preliminaries
NN training. We are interested in optimizing a loss function (·, ·) over a set of labeled examples; the loss (w, ·) encodes the NN architecture, with parameters w. Given a data probability distribution D, samples from D are denoted as X := {x i , y i } n i=1 ∼ D, where x i represents examples, and y i its corresponding label. Then, deep learning aims in finding w that minimizes the empirical loss:
where H is the continuous hypothesis space of values of w.
The minimization can be achieved by using different approaches (Wright & Nocedal, 1999; Zeiler, 2012; Kingma & Ba, 2014; Duchi et al., 2011; Ruder, 2016) , but almost all NN training is accomplished via some variation on SGD: we compute (stochastic) gradient directions ∇ it (w i ) := ∇ (w i , {x it , y it }) that, on expectation, decrease the loss, and then set w t+1 ← w t − η∇ it (w t ). Here, η > 0 is the learning rate, and i t represents a single or a mini-batch of examples, randomly selected from X ∼ D.
Why classical distributed approaches can be ineffective? Computing ∇ (w t , X) over the whole X is wasteful (Defazio & Bottou, 2018) . Instead, mini batch SGD computes w t+1 ← w t − η∇ (w t , X it ) for a small subsample X it of X. In a centralized system, we often use no more than a few hundred data items in X it , and few would advocate using more than a few tens of thousands of X it (Goyal et al., 2017; Yadan et al., 2013; Smith et al., 2017) .
For distributed computation, this is problematic for two reasons: first, it makes it difficult to speed up the computation by adding more computing hardware. Since the batch size |X it | is small, splitting the task to more than a few compute notes is no beneficial, which motivates different training approaches for NNs (Berahas et al., 2017; Bottou et al., 2018; Kylasa et al., 2018; Xu et al., 2017; Berahas et al., 2019; Martens & Grosse, 2015) .
Second, gathering the updates in a distributed setting introduces a non-negligible time overhead in large clusters, which is often the main bottleneck towards efficient largescale computing; see Section 7 for alternative solutions. This imbalance between communication and computation capacity may lead to significant increases in training time when a larger cluster is used.
Training via Independent Subnetworks

IST: Overview
Assume n sites in a distributed system. For simplicity, we assume all layers of the NN utilize the same activation function f (·). Let f l denote the vector of activations at layer l. f t denotes the set of activations at the final or "top" layer of the network, and f 0 denotes the feature vector that is input into the network. Assume that the number of neurons at layer l is N l .
IST is a randomized, distributed training regime that utilizes a set of membership indicators: m l s,i s∈{1...,n},i∈{1...,N l } Here, s ranges over the n sites in the distributed system, and i ranges over the neurons in layer l. Each m l s,i ∈ {0, 1}, randomly selected, where the marginal probability P m l s,i = 1 = 1 n . Further, for each layer l and activation i, we constrain s m l s,i to be 1 and the covariance of m l s,i and m l−1 s,i must be zero, so that E m l s,i m l−1 s,i = 1 n 2 . Then, we define the recurrence at the heart of IST:
Here W l , is the weight matrix connecting layer l − 1 in the network with layer l and • denotes the Hadamard product of the two vectors. Figure 1 . Decomposing a NN with three hidden layers into three subnets.
This recurrence is useful for two key reasons. First, it is easy to argue that iff l−1 is an unbiased estimator for f l−1 , then n 2
is an unbiased estimator for W l f l−1 .
To show this, we note that the jth entry in the vector
, and hence its expectation is:
This unbiasedness suggests that this recurrence can be computed in place of the standard recurrence implemented by a NN, f l = f W l f l−1 . A feature vector can be pushed through the resulting "approximate" NN, and the final vector f t can be used as an approximation for f t .
Distributing Independent Subnets
The second reason the recurrence is useful is that it is much easier to distribute the computation off t -and its backpropagation-than it is to distribute the computation of f t . When randomly generating the membership indicators, we require that s m l s,i be 1. Two important aspects of the computation off l follow directly from this requirement. First, in the summation of Equation 2, only one "site" can contribute to the jth entry in the vectorf l ; this is due to the Hadamard product with m l s , which implies that all other sites' contributions will be zeroed out. Second, only the entries inf l−1 that were themselves associated with the same site value for s can contribute to the jth entry, again due to the Hadamard product with m l−1 s . This implies that we can co-locate at site s the computation of all entries inf l−1 where m l−1 s,i is 1, and all entries in f l where m l s,i is 1, and then no cross-site communication is required to compute the activations in layer l from the activations in layer l − 1. Further, since only the entries in the weight matrix W j for which m l s,i m l−1 s,i = 1 are used at site i-and on expectation, only 1 n 2 of the weights in W l will be used-this implies that during an iteration of distributed backpropagation, each site need only receive (and communicate gradients for) a fraction 1 n 2 of the weights in each weight matrix.
The distributed implementation of the recurrence across three sites for a NN with three hidden layers is depicted in Figure 1 . The neurons in each layer are partitioned randomly across the sites, except for the input layer, which is fully utilized at all sites:
and the output layer, which is computed using all of the activations at the layer t − 1: for each layer l do 8: 
partitions the model weights across the set of compute nodes, as dictated by the indicators. Since the weights are fully partitioned, the independent subsets at each node can be trained separately on local data for a number of iterations (Algorithm 2), before the indicators are re-sampled, and the weights are re-shuffled across the nodes.
Periodic resampling of the indicators (followed by reshuffling) is necessary due to the possible accumulation of random effects. While the recurrence of Equation (2) dictates for an unbiased estimate for the input to a neuron, after backpropogation, the expected input to a neuron will change. Since each subset is being trained using samples from the same data distribution, this shift may be inconsistent across sites. Resampling guards against this.
Why Is This Fast?
Answer: Due to the subsampling forced by the membership indicators. This reduces both network traffic and compute workload. In addition, IST allows for periods of local updates with no communication, again reducing network traffic.
Local SGD factor. For a feed-forward NN, at each round of "classical" data parallel training, the entire set of parameters must be broadcast to each site. Measuring the inflow to each site, the total network traffic per gradient step is (in floating point numbers transferred):
In contrast, during IST, each site receives the current parameters only one time every J gradient steps.
Weight matrices subsampling. Subsampling reduces this cost even further; the matrices attached to the input and output layers are partitioned across nodes (not broadcast), and only a 1 n fraction of the weights in each of the other matrices are sent to any node. The total network traffic per gradient step is:
Less computations per site. Computational resource utilization is reduced similarly. Considering the FLOPs required by matrix multiplications during forward and backward steps, during "classical" data parallel training, the number of FLOPS required per gradient step is:
In contrast, the number of FLOPS per IST gradient step is: Overall. In Figure  2 we plot the average cost of each gradient step as a function of the number of machines in a cluster, assuming a feed forward NN with three hidden layers of 4,000 neurons, an input feature vector of 1,000 features, a batch size of 512 data objects, and 200 output labels, assuming J, the number of subnet local SGD steps, is 10. There is a radical decrease in both network traffic and FLOPS using IST. In particular, using IST both of these quantities decrease with the addition of more machines in the cluster.
Note that this plot does not tell the whole story, as IST may have lower (or higher) statistical efficiency. The fact that IST partitions the network and runs local updates may decrease efficiency, whereas the fact that each "batch" processed during IST actually consists of n independent samples of size B (compared to a single global sample in classical data parallel training) may tends to increase efficiency. This will be examined experimentally.
IST for Non-Fully Connected Architectures
As described, IST currently applies to fully-connected layers. Extending the method to other common neural constructs, such as convolutional layers, is beyond the scope of this work. However, the idea as described here can still be applied to the fully-connected layer(s) that make are part of nearly every modern architecture. 2 IST still has significant benefits as the fully-connected layer(s) tend to be the most expensive to move between sites during training. Consider ResNet50 for instance: For ImageNet (Krizhevsky et al., 2012) classification, the convolutional layers have 17, 614, 016 parameters, whereas the fully-connected layer at the top has 44, 730, 368 parameters amenable to IST. We consider this experimentally.
Distributed Parameter Server
To support the IST algorithm, a carefully designed distributed system is required. Algorithm 1 implies that there is a coordinator, but in practice there can be no actual coordinator-a coordinator will inevitably become a bottleneck during learning. In our implementation of IST, we shard each weight matrix across all worker nodes. To run each invocation of subnet local SGD, each worker obtains a portion of each weight matrix from each of the other workers, runs subnet local SGD, and then returns the updated portions to their owners.
This requires an algorithm for distributed generation of membership indicators. Imagine a site s is assigned a set of neurons S l at layer l and S l+1 at layer l + 1. Site s will need all weights connecting any pairs of neurons in S l and S l+1 . Site s and site s may both have relevant weights, but for s to send those weights to s, both will need to agree on S l and S l+1 , ideally without incurring the cost of communicating indicators (which may be as high as sending the weights).
We use the simple idea of using a common pseudo-random number generator for all sites. A seed is broadcast, and that seed is used to produce identical pseudo-random sequences (and hence identical assignments) at all sites. Then, when site s sends weights to site s, the latter need not specify which weights to send, nor receive any meta-data.
Correcting Distributional Shift
There is, however, a significant problem with the above formulation. Specifically, when justifying the use of the recurrence of Equation (2), we argued that since n 2
is a reasonable estimator for f l = f W l f l−1 . In doing so, we are guilty of applying a form of the classical statistical fallacy that for random variable
This fallacy is dangerous when the function f is non-linear, which is the case with the standard activation functions used in modern NNs. Because the membership indicators force subsampling the inputs to each neuron (and a scale factor of n 2 is then applied to the resulting quantity to unbias it), we end up increasing the standard deviation of the input to each neuron by a factor of n during training, compared to the standard deviation that will be observed when applying the network to perform actual predictions without the use of membership indicators. This increased variance means that we are more likely to observe extreme inputs to each neuron during training than during actual deployment. The network learns to expect such extreme values and avoid saturation during deployment, and adapts accordingly. However, the learned network fails when it is deployed.
To force the training and deployment distributions to match, we could apply an analytic approach. But instead, we simply remove the n 2 correction and during training, for a given neuron, we compute the mean µ and standard deviation σ of the inputs to the neuron, and use a modified activation function f (x) = f ((x − µ)/σ). Before deployment of the full network, we can compute µ and σ for each neuron over a small subset of the training data using the full network, and use those values during deployment.
Note that this is equivalent to batch normalization (Ioffe & Szegedy, 2015) -we can learn a scale and shift as well, if desired-though our motivation for its use is somewhat different. Classically, the motivation for using batch normalization has been to keep the input in the non-saturated range of the activation function during training. This tends to speed convergence and increase generalization capabilities. In contrast, IST will simply not work without some sort of normalization, due to the distributional shift that will be encountered when deploying the whole network.
Empirical Evaluation
Learning tasks and environment. (1) Google Speech Commands (Warden, 2018) : We learn a 2-layer network of 4, 096 neurons and a 3-layer network of 8, 192 neurons to recognize 35 labeled keywords from audio waveforms (compared to the 12 keywords in prior work (Warden, 2018) ). We represent each waveform as a 4, 096-dimensional feature vector (Stevens et al., 1937) .
(2) VGG11 on CIFAR100 (Simonyan & Zisserman, 2014) : We train the VGG11 model (with batch normalization) over the CIFAR100 image classification dataset (see Section 4.3 for a discussion of IST and non-fully connected architectures).
(3) Amazon-670k (Bhatia et al.) : We train a 2-layer, fully-connected neural network, which accepts a 135, 909-dimensional input feature, and generates a prediction over 670, 091 output labels.
On all three data sets, we use a fixed batch size of 128 objects per machine. Google speech uses a fixed learning rate of 10 −2 . The VGG11 on CIFAR100 is trained with an initial learning rate 10 −2 and decayed once by the factor of 0.1 after 30 epochs.
We train the Google speech networks on three AWS CPU clusters, with 2, 4, and 8 CPU instances (m5.2xlarge). We train the VGG11 on CIFAR 100 and Amazon-670k extreme classification network on three AWS GPU clusters, with 2, 4, and 8 GPU machines (p3.2xlarge). Our choice of AWS was deliberate, as it is a very common learning platform, and illustrates the challenge faced by many consumers of machine learning: distributed learning without a super-fast interconnect.
Distributed learning frameworks. We implement IST in PyTorch. We compare IST to the PyTorch implementation of data parallel learning. We also adapt the PyTorch data parallel learning implementation to realize local SGD (Lin et al., 2018) where learning occurs locally for a number of iterations before synchronizing.
For the CPU experiments, we use PyTorch's gloo backend.
For the GPU experiments, data parallel learning and local SGD use Pytorch's nccl backend, which leverages the most advanced Nvidia collective communication library. nccl is the set of high-performance multi-GPU and multinode collective communication primitives optimized for NVIDIA GPUs. nccl implements ring-based all-reduce (Xu, 2018) , which is used in well-known distributed learning systems such as Horovod (Sergeev & Del Balso, 2018) .
Unfortunately, IST cannot use the nccl backend because the latter does not support the scatter operator required to implement IST. This is likely because the deep learning community has focused on data parallel learning. Our work constitutes also a suggestion to the systems + ML community to look into variants of the standard data and model parallel paradigms, in order to achieve best performance.
As a result, IST must use the gloo backend (meant for CPU-based learning). This is a serious handicap for IST, though we emphasize that it is not the result of any intrinsic flaw of the method, it is merely a lack of support for required operations in the high-performance GPU library.
To give the reader an idea of the magnitude of this handicap, data parallel CIFAR100 VGG11 learning realizes a 3.1× speedup when switching from the from gloo backend to nccl backend.
Experimental results
Scalability. We first investigate the relative scaling of IST compared to the alternatives, with an increasing number of EC2 workers. For various configurations, we time how long each of the distributed learning frameworks take to complete one training epoch. Figure 3 summarizes our findings on the scaling comparison of data parallel, local SGD and IST with various local update iterations. The speedup is calculated by comparing with the training time for one epoch to 1worker SGD. It is clear that, across various hyper-parameter choices, IST provides significant speedups compared to a 1-worker SGD strategy; speedups that range from ∼ 8× to ∼ 60×.
Convergence speed. While IST can process data quickly, there are questions regarding its statistical efficiency visa-vis the other methods, and how this affects convergence. Figure 4 plots the hold-out test accuracy for selected benchmarks as a function of time. Table 1 shows the training time required for the various methods to reach specified levels of hold-out test accuracy. It is clear from the results that i) IST gets to the same targeted accuracy much faster than the compared methods, and ii) IST achieves even better final performance in most cases. The latter is justfied by the fact that IST implicitly constitutes a distributed version of dropout, regularizing towards a more generalizable solution. See also below.
Trained model accuracy. Because IST is inherently a model-parallel traning method, it has certain advantages, including the ability to scale to large models. This can have certain advantages. Using IST, we train a model with a 1, 024-neuron embedding using an 8-instance IST GPU cluster, and a 512-neuron embedding using a 4-instance IST GPU cluster and a 4-instance data parallel GPU cluster, and evaluate the hold-out test performance. The precision @1, @3, and @5 are reported in Table 2 . In Table 3 we give the final accuracy of each method, trained on a 2-node cluster.
Discussion
There are significant advantages to IST in terms of being able to process data quickly. Figure 3 shows that IST is able to process far more data in a short amout of time than the other distributed training frameworks. Interestingly, we find that the IST speedups in CPU clusters are more significant than that in GPU clusters. There are two reasons for this. First, for GPU clusters, IST suffers from its use of Pytorch's gloo backend, compared to the all-reduce operator provided by nccl. It also appears that since the GPU provides a very high level of computation, there is less benefit to be realized from the reduction in FLOPS per gradient step using IST. Figure 4 and Table 1 generally show that IST is much faster for achieving high levels of accuracy on a hold-out test set. For example, IST exhibits a 4.2× speedup compared to local SGD, and 10.6× speedup compared to classical data parallel for the 2-layer Google speech model to reach 77%. IST exhibits 6.1× speedup compared to local SGD, and a 16.6× speedup comparing to data parallel for the 3-layer model to reach the accuracy of 77%. In every case, some variant of IST was the fastest to reach each particular level of hold-out accuracy. We note that this was observed even though IST was handicapped by its use of gloo for its GPU implementation.
Another key advantage of IST is illustrated by Perhaps the most interesting result of all is the fact that most of the frameworks actually do worse-in terms of time-tohigh-accuracy-with additional machines. This illustrates a significant problem with distributed learning. Unless a super-fast interconnect is used (and such interconnects are not available from typical cloud providers), it can actually be detrimental to add additional machines, as the added cost of transferring data can actually result in slower running times. We see this clearly in Table 1 , where the state-of-the-art PyTorch data parallel implementation (and the local SGD variant) does significantly worse with multiple machines. In fact, IST is the only of the three frameworks to show the ability to utilize additional machines without actually becoming slower to reach high accuracy. That said, even IST struggled to scale beyond two machines in the case of CIFAR-100 (handicapped by the fact that current realization of IST does not decompose the convolutional layers into subnets). Still, IST showed the best potential to scale.
Finally, various compression techniques could be used to increase the effective bandwidth of the interconnect (including gradient sparsification (Aji & Heafield, 2017) , quantization (Alistarh et al., 2017) , sketching (Ivkin et al., 2019) , and low-rank compression (Vogels et al., 2019) ). However, these methods could be used along with any framework. While compression may allow effective scaling to larger compute clusters than observed here, it would not affect the relative efficacy of IST. 
Related work
Data parallelism often suffers from the high bandwidth costs to communicate gradient updates between workers. Quantized SGD (Alistarh et al., 2017; Courbariaux et al., 2015; Seide et al., 2014; Dettmers, 2015; Gupta et al., 2015; Hubara et al., 2017; Wen et al., 2017) and sparsified SGD (Aji & Heafield, 2017) both address this. Quantized SGD uses lossy compression to quantize the gradients. Sparsified SGD reduces the exchange overhead by transmitting the gradients with maximal magnitude. Such methods are orthogonal to IST, and could be used in combination with it.
Recently, there has been a series of papers on using parallelism to "Solve the YY learning problem in XX minutes", for ever-decreasing values of XX (Goyal et al., 2017; Yadan et al., 2013; You et al., 2017; Smith et al., 2017; Codreanu et al., 2017; You et al., 2019b; a) . Often these methods employ large batches. It is generally accepted-though still debated (Dinh et al., 2017) -that large batch training converges to "sharp minima", hurting generalization (Keskar et al., 2016; Yao et al., 2018; Defazio & Bottou, 2018) . Further, achieving such results seems to require teams of PhDs utilizing special-purpose hardware: there is no approach that generalizes well without extensive trial-and-error.
Distributed local SGD (Mcdonald et al., 2009; Zinkevich et al., 2010; Zhang & Ré, 2014; Zhang et al., 2016) updates the parameters, through averaging, only after several local steps are performed per compute node. This reduces synchronization and thus allows for higher hardware efficiency . IST uses a similar approach but makes the local SGD and each synchronization round less expensive. Recent approaches (Lin et al., 2018) propose less frequent synchronization towards the end of the training, but they cannot avoid it at the beginning.
Finally, asynchrony avoids SGD synchronization cost (Recht et al., 2011; Dean et al., 2012; Paine et al., 2013; Zhang et al., 2013) . It has been used in distributed-memory systems, such as DistBelief (Dean et al., 2012) and the Project Adam (Kingma & Ba, 2014) . While such systems, asymptotically, show nice convergence rate guarantees, there seems to be growing agreement that unconstrained asynchrony does not always work well , and it seems to be losing favor in practice.
Conclusion
In this work, we propose independent subnet training for distributed optimization of fully connected neural networks. By stochastically partitioning the model into non-overlapping subnetworks, IST reduces the communication overhead for model synchronization, and the computation workload of forward-backward propagation for a thinner model on each worker. Inherited from the regularization effect of dropout, the same neural network architecture generalizes better, when optimized with IST, comparing to the classic data parallel approach.
