Abstract-In this paper, an online data-driven approach is proposed for the detection of low-quality synchrophasor measurements. The proposed method leverages the spatio-temporal similarities among multiple-time-instant synchrophasor measurements and formulates the low-quality synchrophasor data as spatiotemporal outliers. A density-based local outlier detection technique is proposed to detect the spatio-temporal outliers. This data-driven approach involves no system modeling information. The detection algorithm can operate under both normal and fault-on system conditions, with fast computation speed suitable for online applications. Case studies on both synthetic and real-world synchrophasor data verify the effectiveness of the proposed approach.
I. INTRODUCTION
I N RECENT years, there has been significant deployment of synchrophasor-based measurement systems around the world. Compared with traditional metering units in supervisory control and data acquisition (SCADA) systems, synchrophasors provide measurements with much higher sampling rates. The high-resolution synchrophasor measurements contain rich information on system dynamics, which stimulates the development of advanced analytics, such as dynamic state estimation [1] , synchrophasor-based model validation [2] , and wide-area control and protection [3] , [4] . However, as a large amount of data is streaming into the control center, the synchrophasor data quality problem becomes one of the major challenges for system operators. Generally speaking, low-quality synchrophasor data represents data that cannot accurately reflect the underlying system behavior. The inaccuracy can be caused by various problems such as sensing noises, data loss, and GPS time errors. As an example, the ratio of low-quality synchrophasor data, reported by California Independent System Operator (ISO) in 2011, ranged from 10% to 17% [5] . In 2013, the ratio of low-quality synchrophasor data in China was reported to range from 20% to 30% [6] . The online data quality monitoring of synchrophasors becomes a major barrier for any advanced synchrophasor-based analytics. In order to improve data quality of synchrophasor systems, various methods have been proposed. In [7] , a synchrophasorbased state estimator is introduced to detect phasor angle bias and current magnitude scaling problems. In [8] , Kalman filtering technique is applied to detect low-quality synchrophasor data. Both state estimator and Kalman filter-based approaches require prior knowledge on system topology and model parameters for detecting low-quality data. Therefore, the detection accuracy of the above approaches may be affected when gross errors are presented in system topology or parameters. Furthermore, these methods cannot operate successfully when state estimation diverges because of gross measurement errors, system physical disturbances, or stressful operating conditions. In [9] , [10] , several logic-based low-quality data detection schemes are presented. These approaches compare synchrophasor data with certain threshold, apply high-noise filters to raw synchrophasor measurements, and perform cross-checking on synchrophasor measurements obtained in nearby physical locations, in order to detect abnormal synchrophasor measurements. However, these pre-defined logics may be rendered ineffective when large disturbances occur in the studied power grid. In [11] , clustering algorithms are applied to extract information from power system time-varying data. These clustering techniques could be potentially applied to detect system anomalies such as low-quality synchrophasor data or system physical disturbances. Reference [12] , [13] pioneered a purely data-driven method to improve synchrophasor data quality. This method applies low-rank matrix factorization techniques to detect and repair low-quality synchrophasor data. It has satisfactory performance under both normal and fault-on operating conditions. However, since the matrix factorization techniques bear high computational burden such as nonlinear optimizations, it becomes a challenge when applied for real-time applications.
In view of the current efforts on synchrophasor data quality improvement, this paper presents a data-driven approach for online detection of low-quality synchrophasor measurements. It leverages the spatio-temporal similarities among multi-timeinstant synchrophasor data, and applies density-based local outlier detection technique to detect low-quality synchrophasor measurements. The major advantages of the proposed approach are summarized as follows. (1) This is a purely data-driven approach, without requiring any prior knowledge on system topology or model parameters, which eliminates the potential misdetections caused by inaccurate system information; (2) the proposed approach can operate without any converged state estimation results and is suitable for filtering out gross measurement 0885-8950 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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errors for advanced power system analytics; (3) the proposed approach has fast computational speed, which could be beneficial for real-time applications; and (4) the algorithm is able to perform detections under both normal and fault-on operating conditions. The proposed detection algorithm differentiates high-quality synchrophasor data recorded during system physical disturbances (faults) from the low-quality data, which avoids potential false alarms caused by physical disturbances. The rest of the paper is organized as follows. Section II presents the problem formulation of the low-quality synchrophasor data detection issue; Section III discusses the proposed data-driven approach for low-quality synchrophasor data detection; Section IV presents case study results to verify the proposed approach; Section V provides concluding remarks to this paper.
II. PROBLEM FORMULATION
This section presents the key features differentiating lowquality synchrophasor measurements from the high-quality ones. Based on these features, low-quality synchrophasor measurements are formulated as spatio-temporal outliers among high-quality measurements in the power grid. Accordingly, the low-quality synchrophasor data detection problem is formulated to be a spatio-temporal outlier detection problem.
A. Key Features of High-Quality and Low-Quality Synchrophasor Data
Let m × n matrix M denote a set of synchrophasor measurements collected from n synchrophasor channels of the same type (i.e., all of them are voltage/current/power channels), within m time instants. This measurement matrix can be decomposed into the following two matrices:
where the kth column of matrix L represents the accurate measurements corresponding to the kth synchrophasor channel in M , and D denotes the matrix containing inaccurate information caused by data quality problems. Each nonzero entry D ij represents a measurement error of the jth synchrophasor channel at time instant i. Here, a synchrophasor channel represents one of the following electrical quantities obtained by a synchrophasor: voltage magnitude, voltage phasor angle, current magnitude, current phasor angle, real power, and reactive power. Therefore, M ij is a real number instead of a complex number. Definition 1: M ij is defined to be low-quality synchrophasor data if its corresponding |D ij | > τ, where τ is a positive threshold to determine low-quality data.
It has been shown in [12] , [13] , when low-quality synchrophasor data is presented in certain power system, the rank of matrix M would be higher than the rank of matrix L, due to the nonzero entries in matrix D. This phenomenon indicates the linear dependency (similarity) among synchrophasor measurements would be weakened by data quality problems.
In order to demonstrate the above property of low-quality synchrophasor measurements, Fig. 1 shows voltage magnitude curves measured by two synchrophasors with nearby physical locations. Both curves were recorded at the same time period, when a line-tripping fault was presented in the system (from 3 s to 5 s). The upper curve contains low-quality data at around 1s. By observing only the upper curve, it is difficult to confirm whether the data spikes are caused by physical disturbance or data-quality problem, since all the data spikes have outlier behavior compared with their temporal neighbors. However, by comparing multiple synchrophasor curves obtained in different locations of the system, it would be possible to differentiate spikes caused by data-quality problems and those caused by disturbances, since spikes caused by data-quality problems are outliers compared with their spatial neighbors, while spikes caused by disturbances appear in curves recorded by multiple synchrophasors and therefore cannot be considered as outliers compared with their spatial neighbors.
The above observations can be summarized as the following key features of low-quality and high-quality synchrophasor data under normal/fault-on operating conditions:
Feature 1: Both low-quality synchrophasor measurements and fault-on synchrophasor measurements exhibit weak temporal similarities with the measurements obtained at the neighboring time periods, while high-quality synchrophasor measurements obtained during normal operating conditions exhibit strong temporal similarities with the measurements obtained at the neighboring time periods.
Feature 2: Low-quality synchrophasor measurements exhibit weak spatial similarities with the measurements obtained by the neighboring synchrophasors at the same time period, while fault-on synchrophasor measurements exhibit strong spatial similarities with the measurements obtained by the neighboring synchrophasors at the same time period.
It should be noted that strong electrical connections among neighboring synchrophasors are required in order for the above features to be valid. Therefore, higher synchrophasor measurement redundancy would lead to better accuracy in lowquality data detection, and lack of measurement redundancy could cause misdetections for the proposed algorithm. As more and more synchrophasors are being installed in power grids around the world, the measurement redundancy would be enhanced, and therefore the detection accuracy of the proposed algorithm would be improved.
B. Formulation of Low-Quality Synchrophasor Data as Spatio-Temporal Outliers
According to the discussions in the previous section, low-quality synchrophasor measurements have weaker spatio-temporal similarities with their high-quality neighbors, under both normal and fault-on operating conditions. Therefore, these low-quality measurements can be formulated as spatiotemporal outliers among all the synchrophasor measurements in the system. With a proper definition of similarity metrics for synchrophasor curves, the degree of similarity between two synchrophasor curves can be quantified, and data-mining techniques can be applied to detect the spatio-temporal outliers whose degrees of similarity are significantly different from other synchrophasor curves.
For a measurement matrix M obtained within a certain period of time, general steps to formulate the detection problem are described as follows:
Step 1: Define a proper similarity metric (distance function) f (M i , M j ), which quantifies the degree of similarity between the ith and jth column of M .
Step 2: Map each column of M (a data curve obtained from certain synchrophasor channel) to the space S where the dis-
Step 3: Examine the outlier behavior of the points in S, according to the distance function f (M i , M j ). Points lying far from the majority are more likely to be outliers with low-quality data.
Fig . 2 demonstrates the above formulation through a simple example. Three 2 × 8 measurement matrices M (1), M (2), M (3) are sampled from the same set of synchrophasor channels at three different time periods. Each matrix contains 8 synchrophasor curves within 2 consecutive time instants. M (1) contains 6 high-quality synchrophasor curves and 2 low-quality synchrophasor curves obtained under normal operating condition. M (2) and M (3) contain 8 high-quality synchrophasor curves obtained under fault-on and normal operating conditions, respectively. The Euclidean distance is used as the similarity metric (distance function), and each synchrophasor curve in the three matrices is projected to the 2D Euclidean space shown in Fig. 2 . The x and y coordinates of each point are the data values at the first and second time instant of the corresponding synchrophasor curve, respectively.
The following observations can be drawn from Fig. 2 : (1) The cluster of fault-on synchrophasor data (fault-on cluster) lies far from the clusters of high-quality synchrophasor data under normal operating condition (normal-condition cluster), indicating weak temporal similarity between the two clusters; (2) all the points within the fault-on cluster lie close to each other, indicating strong spatial similarities among points within the fault-on cluster; and (3) the two points representing low-quality synchrophasor curves lie far from the normal-condition cluster, as well as the majority of points in the low-quality cluster, indicating weak spatial and temporal similarities with their neighboring points. Therefore, the low-quality data points can be defined as spatio-temporal outliers under this formulation.
III. ONLINE DETECTION OF LOW-QUALITY SYNCHROPHASOR MEASUREMENTS
Based on the previous discussion, we propose a density-based local outlier factor (LOF) analysis to detect low-quality synchrophasor data. In [14] , similar LOF-based techniques are introduced for the detection of high sensing noises and false data injections in synchrophasor data. This paper improves the similarity metrics for synchrophasor curves, which lead to more robust performance on detecting various types of data quality problems, including not only sensing noises and false data injections, but also data spikes and un-updated data problems.
A. Similarity Metrics Between Synchrophasor Curves
In this subsection, two similarity metrics are proposed for detecting low-quality synchrophasor data whose variance is significantly higher or lower than its spatio-temporal neighborhoods.
Definition 2: Let M (k) denote the synchrophasor measurement matrix obtained at the kth time period. The length of each time period equals to the length of the moving data window of the proposed algorithm. Let M i (k) and M j (k) denote the ith and jth columns of M (k). Let σ i (k) denote the standard deviation of M i (k), Let C denote the data set of all the synchrophasor measurements identified to be clean (without data quality problems) by the proposed algorithm. The normalized standard deviation for synchrophasor data obtained from the ith channel at the kth time period is defined as follows:
where
The normalized deviation σ Norm i (k) represents the standard deviation of data curve obtained from the ith synchrophasor channel at the kth time period, normalized by the aver-age standard deviation of the historical clean measurements obtained from the same synchrophasor channel. Considering σ i (k) as a indicator of the strength of system dynamic response recorded by the ith synchrophasor channel at the kth time period, σ Norm i (k) is a normalized indicator which compares the current strength of system dynamic response with the average historical strength recorded by the same sensing channel. This normalization process removes the influence of synchrophasor physical locations on the dynamic strength of the synchrophasor curves.
1) Similarity Metric for Low-Quality Synchrophasor Data With High Variance:
The similarity metric (distance function)
The above two similarity metrics measure the difference between dynamic strength of data curves M i (k) and M j (k). Since during the same time period k, clean synchrophasor curves across the system tend to have similar dynamic strength (similarly low/high strength under normal/fault-on operating condition), f H (i, j) and f L (i, j) values tend to be small for clean measurements. However, the dynamic strength of lowquality synchrophasor curves tend to be different from that of the clean curves, since dynamics of low-quality synchrophasor curves are mainly driven by the dynamics of the data quality problems, rather than the true system dynamics. Therefore, f H (i, j) and f L (i, j) values tend to be large for low-quality synchrophasor measurements.
Although both similarity metrics could reflect the outlier behavior of both low-quality data with high variance (such as sensing noises, data spikes, etc.) and low variance (such as un-updated data), f H (i, j) tends to be more sensitive to highvariance data problems and f L (i, j) tends to be more sensitive to low-variance data problems. Under normal operating conditions, the performance of f H (i, j) in detecting low-variance data problems (such as un-updated data) could be unsatisfactory. This is because under normal operating conditions, the normalized standard deviations for clean measurements tend to be close to one, while the normalized standard deviations for low-variance data (such as un-updated data) tend to be close to zero. Therefore, under normal operating conditions, f H (i, j) between clean data and un-updated data would remain close to one, while f L (i, j) between clean data and un-updated data would be a very large number. However, under normal operating conditions, f H (i, j) between two clean data sets would be a small positive number (close to zero), and f L (i, j) between two clean data sets would lie around one. Therefore, the f L (i, j) value between un-updated data and clean data tends to be much larger than f L (i, j) value between two clean data sets, leading to a better detection performance. This performance difference is further demonstrated through case studies.
B. Density-Based Outlier Detections for Synchrophasor Data
Built upon the above similarity metrics, LOF analysis, which is a density-based outlier detection technique, is applied to solve the low-quality data detection problem. In this subsection, procedures for calculating LOFs are briefly discussed. The mathematical definition of "density" is presented below. Details of LOF analysis can be found in [15] .
1) Calculation of k−distance(p)
Intuitively, k−distance(p) represents the distance between object p and the kth nearest neighbor of p. The value of k−distance(p) provides a measure on the density around the object p. For the same number of k, smaller k−distance(p) indicates higher density around p.
2) Identification of k−distance(p) neighborhood of p:
These objects q are called the k-nearest neighbors of p.
3) Calculation of reachability distance of object p with respect to object o: The reachability 1 distance of object p with respect to object o is defined as
Intuitively, if object p is far away from object o, then the reachability distance between p and o is simply their actual distance d (p, o) . However, if they are "sufficiently" close to each other, the actual distance d(p, o) is replaced by the k−distance(o). The reason is that in doing so, the statistical fluctuations of d(p, o) for all the p's close to o can be significantly reduced. The strength of this smoothing effect can be controlled by the parameter k. The higher the value of k, the more similar the reachability distances for objects within the same neighborhood. d(p 3 , o) , where p 3 is the third nearest neighbor of o. The radius of the circle in Fig. 3 represents
. These reachability distances reach−dist k (·), developed through the comparison between true distances d(·) and k−distance(o), will then be used to formulate the local outlier factor.
4) Calculation of local reachability density of p:
The local reachability density of p is defined as
where N M inP ts (p) = N M inP ts−distance(p) (p), and MinP ts is a positive integer. Intuitively, the local reachability density of an object p is the inverse of the average reachability distance based on the MinP ts-nerest neighbors of p.
5) Calculation of LOF of p:
The local outlier factor of p is defined as
The local outlier factor of object p captures the degree to which p is an local outlier. It is the average of the ratio of the local reachability density of p and those of p's MinPts-nearest neighbors. It is easy to see that the lower p's local reachability density is, and the higher the local reachability densities of p's MinPts-nearest neighbors are, the higher the LOF value of p is.
C. Robust Detection Criterion and Parameter Selections
In order to improve the robustness of the proposed approach, the following detection criterion and parameter selection procedure are applied to the algorithm.
1) Robust Detection Criterion:
Due to the propagation delay of electro-magnetic waves, synchrophasors installed at different locations of a large-scale power system may respond to physical disturbances at the time instants slightly asynchronous with each other. If a short moving data window is chosen for the algorithm, this slight time shift may cause false alarms under fault-on operating conditions. In order to avoid the false alarms without introducing too much computational burden, synchrophasor measurements within the current moving data window are identified to contain low-quality data only if there are already l consecutive moving data windows prior to this current window, whose LOF values exceed the threshold value. l is a integer slightly less than the length of the moving data window. This criterion would introduce a small detection delay to the proposed algorithm. However, since the length of the moving data window is set to be short for the purpose of online application, the delay would be a insignificant value.
2) Parameter Selections: Three parameters need to be determined for the proposed algorithm: number of nearest neighbors (MinPts) of each object, length of the moving data window, and LOF thresholds for various similarity metrics. These parameters can be determined through off-line training using historical data. In order to reduce the detection delay, the length of moving data window should remain short. The MinPts value can be selected to be around half of the total number of synchrophasor channels, by assuming the total number of low-quality curves at each time window should be less than the total number of high-quality synchrophasor curves.
According to the previous discussions, the overall flowchart of the proposed algorithm is shown in Fig. 4 . Key steps for implementing this low-quality data detection approach are as follows.
Step 1: Create the current moving data window by reading in synchrophasor measurements at the latest time instant. to f H (·) or f H (·) of the ith synchrophasor curve exceed the threshold, go to Step 6; otherwise, go to Step 7.
Step 6: The ith synchrophasor curve is detected to contain lowquality data at current time window.
Step 7: Move the data window to the next time instant, and go back to Step 1.
Although the above calculation procedure involves looping process for the LOF calculation of each synchrophasor curve, there is no time-consuming computation (such as matrix inversion, decomposition, etc.) involved in the above procedure. All the operations within the looping process request light computational efforts. The computational burden of the entire process is not significant. The computational performance of the proposed algorithm is demonstrated through the case studies.
IV. CASE STUDIES
The proposed approach is tested using both synthetic and realworld synchrophasor data. Low-quality measurements caused by various reasons are used to verify the effectiveness of the approach. In all the following test cases, a unique set of algorithm parameters are used: moving data window length = 20 data points; LOF threshold corresponding to f H (·) = 10; LOF threshold corresponding to f L (·) = 100; Number of neighboring data for LOF algorithm = 0.5 × number of synchrophasor curves. In order to demonstrate the proposed method is capable to detect low-quality data under fault-on operating conditions, a system physical disturbance (fault) is recorded by the synchrophasor data in each test case.
A. Case Study With Synthetic Data
The synthetic synchrophasor measurements are sampled from the simulation results of a standard IEEE-14 test system, with a sampling rate of 50 Hz. A three-phase line-to-ground fault is presented while running the simulation. In each test case, one type of low-quality data is randomly inserted into a subset of the test data.
1) Synthetic Data With High Sensing Noise:
This test data set contains 14 synthetic voltage magnitude measurement curves, where 3 of them (No. 1, 5, 14) contain Gaussian noises lasting from 6 s to 6.4 s, with a signal-to-noise ratio (SNR) of 40 dB. Fig. 5 shows the 3 curves with data quality problems. Table I presents the detection results. It shows that all the 3 noisy data segments are successfully detected, without introducing any false alarm by the physical disturbance. A small detection delay (less than 0.38 s) is introduced, due to the length of the moving data window. The average computing time for each moving data window is 0.0161 s. Fig. 6 presents the LOF values of all the synchrophasor curves, when data quality problem or physical disturbance is presented. This comparison shows that the LOF values exceed the threshold when low-quality data is presented, while remain below the threshold when physical disturbance is presented. The results indicate the proposed method is able to detect low-quality synchrophasor data while avoiding false alarms caused by system physical disturbances.
2) Synthetic Data With Spikes:
This test data set contains 47 synthetic real power measurement curves, where 4 of them (No. 3, 6, 30, 45) contain data spikes lasting from 6.3 s to 6.4 s. These spikes can be caused by problems such as data loss or time skew of GPS clock [10] . Fig. 7 shows the 4 curves with data quality problems.
The detection results are shown in Table II . All the 4 spikes are detected and no false alarm is introduced by physical disturbance. The detection delay introduced by the length of the moving data window is less than 0.36 s. The average computing time for each moving data window is 0.0627 s. Fig. 8 presents the LOF values of all the synchrophasor curves, when data quality problem or physical disturbance is presented. It is clear that low-quality data would cause the LOF values to exceed the Fig. 8 . LOF values of synthetic synchrophasor channels when physical disturbance (right) or data spike (left) is presented. Fig. 9 . Synthetic synchrophasor measurements with un-updated data.
threshold, while system physical disturbances would not cause a significant increment in LOF values.
3) Synthetic Data With Un-Updated Data:
This test data set contains 14 synthetic voltage magnitude measurement curves, where 3 of them (No. 6, 12, 13) contain un-updated data lasting from 6 s to 6.4 s. Fig. 9 shows the 3 curves with data quality problems. Table III presents the detection results. The 3 un-updated data segments are detected, while the presence of physical disturbance does not cause any false alarm. The detection delay introduced by the length of the moving data window is less than 0.36 s, and the average computation time for each moving time window is 0.0128 s.
4) Synthetic Data With False Data Injection:
This test data set contains 47 synthetic real power measurement curves, where 4 of them (No. 15, 21, 29, 42 ) contain false data injections lasting from 6 s to 6.4 s. Fig. 10 shows the 4 curves with data quality problems.
The detection results are shown in Table IV . Although physical disturbance is presented, all the 4 false data injections are correctly detected and no false alarm is introduced. The detection delay caused by the length of the moving data window is less than 0.38 s. The average computing time for each moving data window is 0.0627 s.
In all the above case studies using synthetic synchrophasor measurements, the maximum detection delay is less than 0.4 s, and the maximum computing time for each moving data window is less than 0.1 s. It is summarized in [16] that the data latency requirements for online quasi-steady-state applications (state estimation, small signal stability analysis, oscillation analysis, voltage stability analysis, etc.) range from 1 s to 5 s. It is clear that both the detection delay and the computing time of the proposed method satisfy the latency requirements for synchrophasor-based online quasi-steady-state applications. Therefore, the proposed method is suitable for online detection of low-quality synchrophasor measurements, in order to improve the accuracy of these synchrophasor-based applications. 
B. Case Study With Real-World Data
High-quality synchrophasor measurements obtained from a real-world power grid are used to test the proposed approach. The sampling rate of the data is 100 Hz. A line-tripping fault is recorded by the data. In each test case, one type of low-quality data is manually inserted to a randomly-chosen subset of the test data, so that the ground truth of the existence of low-quality data is known for sure.
1) Real-World Data With High Sensing Noise:
This test data set contains 39 real-world voltage magnitude measurement curves, where 4 of them (No. 10, 15, 23, 29) contain Gaussian noises lasting from 1 s to 1.2 s, with a SNR of 40 dB. The SNR of the original clean data set is tested to be well below 40 dB. Fig. 11 shows the 4 curves with data quality problems. Table V presents the detection results. It shows that all the 4 noisy data segments are successfully detected, without introducing any false alarm by the physical disturbance. A small detection delay (less than 0.19 s) is introduced, due to the length of the moving data window. The average computing time for each moving data window is 0.0376 s. Fig. 12 presents the LOF values of all the synchrophasor curves, when data quality problem or physical disturbance is presented. This comparison shows that the LOF valus exceed the threshold when low-quality data is presented, while remain below the threshold when physical disturbance is presented. The results indicate the proposed method is able to detect low-quality synchrophasor data while avoiding false alarms caused by physical disturbances.
2) Real-World Data With Spikes:
This test data set contains 22 real-world real power measurement curves, where 4 of them (No. 3, 6, 20, 21) contain data spikes at the time instant of 1.06 s. In this test case, the length of each data spike is one sample. This test scenario is created in order to test the performance of the algorithm in detecting single data dropout. Fig. 13 shows the 4 curves with data quality problems.
The detection results are shown in Table VI . All the 4 spikes are detected and no false alarm is introduced by physical disturbance. The detection delay introduced by the length of the moving data window is less than 0.19 s. The average computing time for each moving data window is 0.0150 s. Fig. 14 presents the LOF values of all the synchrophasor curves, when data quality problem or physical disturbance is presented. It is clear that low-quality data would cause the LOF values to exceed the threshold, while system physical disturbances would not cause a significant increment in LOF.
3) Real-World Data With Un-Updated Data:
This test data set contains 13 real-world current magnitude measurement curves, where 4 of them (No. 1, 5, 7, 13) contain un-updated data lasting from 1s to 1.2s. Fig. 15 shows the 4 curves with data quality problems.
Table VII presents the detection results. The 4 un-updated data segments are detected, while the presence of physical disturbance does not cause any false alarm. The detection delay introduced by the length of the moving data window is less than 0.18 s, and the average computation time for each moving data window is 0.0115 s. 
deviations of clean data segments lie close to one; 2) under faulton operating conditions, the normalized deviations of clean data segments increase significantly; 3) the normalized deviations of un-updated data segments decrease towards zero. The detection results are shown in Table VIII . Although physical disturbance is presented, all the 4 false data injections are correctly detected and no false alarm is introduced. The detection delay caused by the length of the moving data window is less than 0.19 s. The average computing time for each moving data window is 0.0475 s. In all the above case studies using real-world synchrophasor measurements, the maximum detection delay is less than 0.2 s, and the maximum computing time for each moving data window is less than 0.05 s. It is summarized in [16] that the data latency requirements for online quasi-steady-state applications (such as state estimation, small signal stability analysis, oscillation analysis, voltage stability analysis, etc.) range from 1 s to 5 s. It is clear that both the detection delay and the computing time of the proposed method satisfy the latency requirements for synchrophasor-based online quasi-steady-state applications. Therefore, the proposed method is suitable for online dtection of low-quality synchrophasor measurements, in order to improve the accuracy of these synchrophasor-based applications.
Since the detection delay of the proposed algorithm is mainly caused by the length of the moving data window, the delay could be estimated and removed when the occurrence time of the lowquality data is reported. By doing this, the reported occurrence time of the low-quality data could be very close to its actual occurrence time.
For power grids with a large number of synchrophasors, the computation speed of the proposed algorithm could be further improved by applying the detection algorithm in a decentralized framework. In large systems, multiple detection engines could be applied to process synchrophasor measurements obtained from different physical locations or control areas (such as different states or different local control centers). Synchrophasors lying far from each other could be grouped into different subgroups, and be processed in parallel by different detection engines. This decentralized framework could help reduce the number of synchrophasor channels that need to be processed by each detection engine, and therefore improve the computation speed of each detection engine. Since this method does not require any system-wide information (such as system topology), it can be easily decentralized without spending extra effort on creating the reduced or equivalent system model.
Meanwhile, parallel processing could also help improve the online computation performance of the proposed algorithm. Multiple processors could be applied at each detection engine, so that several consecutive moving data windows could be processed by different processors at the same time. This parallel technique could improve the overall computation speed when the proposed algorithm is applied to power systems with a significant number of synchrophasors.
V. CONCLUSION
This paper presents a framework that is possible for online detection and improvement of synchrophasor data quality issues. The proposed approach formulates the low-quality synchrophasor data as spatio-temporal outliers among all the synchrophasor measurements, and performs detection through a density-based local outlier detection algorithm. Similarity metrics are proposed to quantify the spatio-temporal similarities among multi-time-instant synchrophasor measurements. The proposed approach has satisfactory performance under both normal and fault-on operating conditions. It requires no prior information on system modeling and topology. The computation speed of the proposed algorithm is suitable for online applications. Synthetic and real-world synchrophasor measurements are used to verify the effectiveness of the proposed approach. This framework, if successful, could potentially boost up system operators' confidence of synchrophaosr-based analytics in modern power systems.
Built upon this work, future research could focus on developing similarity metrics with more sensitive and robust performance, identifying root causes of the low-quality problems, and correcting the low-quality synchrophasor data.
