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Microarray Data Classification Using Automatic
SVM Kernel Selection
Jesmin Nahar,1 Shawkat Ali,2 and Yi-Ping Phoebe Chen1
Microarray data classification is one of themost important emerging clinical applications in themedical community.
Machine learning algorithms are most frequently used to complete this task. We selected one of the state-of-the-art
kernel-based algorithms, the support vector machine (SVM), to classify microarray data. As a large number of
kernels are available, a significant research question is what is the best kernel for patient diagnosis based on
microarray data classification using SVM? We first suggest three solutions based on data visualization and quan-
titativemeasures. Different types ofmicroarray problems then test the proposed solutions. Finally, we found that the
rule-based approach is most useful for automatic kernel selection for SVM to classify microarray data.
Introduction
The support vectormachine (SVM)(Vapnik,1995;Chen,2005; Knapp and Chen, 2007) is gaining more and more
popularity as a state-of-the-art classifier for microarray data.
Brown et al. (1999) were the first to observe that SVM can
classify DNA microarray data more accurately than Parzen
windows, Fisher’s linear discriminate, and two decision tree
classifiers. Moreover, they refer to the SVM as a supervised
learning algorithm with unsupervised clustering algorithms
and report the SVM’s superiority in the same study. Furey et al.
(2000) proposed a new method to analyze microarrays using
the SVM and explained the robustness of this method. Guyon
et al. (2002) proposed a new method of gene selection from
microarrays utilizing the SVM method. They demonstrated
experimentally that the better classification performance of the
SVM is a useful tool for biologically analyzing data. Recently
we found the SVM’s superiority across a set of well-known
microarray problems (Nahar et al., 2007). We witnessed the
SVM’s superiority over twowell-known algorithms, the inter-
esting rule group (IRG) and the classification based on asso-
ciations (CBA), formicroarray classification (Cong et al., 2004).
We observed fromour past research and the SVM’s literature
that researchers often use the radial basis function (rbf ) kernel
with the SVM to perform the classification task, as opposed to
other classical kernels. A kernel is the most important ingredi-
ent of an SVMalgorithm and is referred to as its heart. Basically,
the kernel transforms the nonlinear data space into linear sep-
arable space. The kernel’s feeding method involved in the SVM
technique is a trial and error approach. All of the above studies
applied this trial and error approach to discover the most ac-
curate SVM solution. Neither study can convincingly answer
the central question of this research—what is the best kernel for
SVM to use on the aforementioned critical issue?
The present research evaluates the impact of polynomial
and rbf kernel types. It also demonstrates the accuracy of the
SVM’s parameter values while using a range of microarray
data. We can assume that the classification accuracy would
vary with the kernel type and parameter values and that the
optimal parameter values would vary with the kernel type.
We verified three solutions based on data visualization and
quantitative measures to perform automatic kernel selection
for microarray classification using the SVM. The remainder of
the paper is organized as follows: The section ‘‘Algorithm
Description’’ briefly describes the SVM’s learning algorithms.
The experimental results and the final observation from the
comparative studies are presented in ‘‘Experimental Results.’’
Finally, conclusions are drawn following discussion from our
research in ‘‘Discussion.’’
Algorithm Description
SVMs map a given set of binary-labeled training data to a
high-dimensional feature space, then separate the classes of
data with a maximum margin hyperplane. Let us consider a
dataset D of l independently and identically distributed (i.i.d)
samples: (x1, y1),    , (xl, yl). Each sample is a set of feature
vectors of length m, xi ¼ hx1,    , xmi and the target value
yi 2 fþ1,  1g that represents the binary class membership.
Now, the pattern recognition problem, or machine learning
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task is to learn the classes for each pattern by finding a classi-
fier with decision functions f (xi, ai), where f (xi, ai) ¼ yi,
ai 2 K, 8hxi, yii 2 D, and K is a set of abstract parameters.
Now the optimal hyperplane can be obtained throughmin-
imization:
(x) ¼ 1
2
x2 (1)
subject to yi½(x  xi)þ b  1:
The above optimization problem Equation (1) can be
solved using standard quadratic optimization techniques.
By following these procedures we can extract the SVs and
then the decision function as follows:
f^ (x) ¼ sign(x0  xþ b) ¼ sign
X
SVs
a0i yi(xi  x)þ b0
 !
(2)
One can transform the input vectors x into high-
dimensional feature space as follows:
x ! (x) ¼ (a1(x), a22(x),    , ann(x),    ) (3)
The prediction function is as follows:
f^ (x) ¼ sign(x0  (x)þ b) ¼ sign
Xl
i¼1
a0i yi(xi)  (x)þ b0
 !
(4)
The product (xi)  (xj) is a scalar quantity. Now it is wise
to introduce the so-called kernel function K:
K(xi, xj) ¼ (xi)  (xj) (5)
The dth order polynomial kernel function is
K(xi, xj) ¼ xTi xj
 d
(6)
or
K(xi, xj) ¼ xTi xj
 þ 1 d (7)
Vapnik suggested choosing the second order polynomial
kernel function, which avoids the problems associated with
the Hessian matrix becoming zero (Boser et al., 1992).
The rbfs have received significant attention in the im-
plementation of SVM. The rbf kernel function is
K(xi, xj) ¼ expf
xi  xj2g (8)
Boser et al. (McLachlan, 1992; Navarrete andRuiz-del-Solar,
2003) modified the classical function by introducing a smooth-
ing parameter r as follows:
K(xi, xj) ¼ exp 
xi  xj2
2r2
 !
, where r > 0: (9)
From the early stages of the SVM, researchers have used the
linear, polynomial, and rbf kernels for classification as well as
regression problems. Therefore, these kernels are called SVM
classical kernels. Among these, polynomial and rbf are the
nonlinear kernels, and the microarray problem is a nonlinear
classification task. Therefore, our automatic kernel selection
solution will be around only these two classical kernels. The
following section will provide the solution for automatic ker-
nel selection for the SVM.
First, we mapped the microarray data points using Boxplot
to identify a suitable kernel from visualization. Upon comple-
tion, we moved into outlier-based kernel selection for SVM
due to limitations of the visualization method. We measured
data outliers using the robust statistical method the inter-
quartile range (IQR). A fundamental task in many statistical
data analyses is characterized by the data spread or variability
for further analysis. IQR is a measure of variability that is
much more robust than the widely used standard deviation
method. The procedure involves calculating the difference
between the third and first quartiles and thus interprets the
spread of the middle 50% of the data (Larose, 2005). We mea-
sured the IQR value for each gene from the microarray data,
and then considered the average IQR values for all genes to
represent a microarray scenario for an automatic SVM kernel
selection. We discovered a rule only if the average IQR was
greater than 500. This meant the rbf kernel was more suitable
for microarray classification; otherwise we chose the poly-
nomial kernel. The below hypothesis allows us to determine
the spread of the data values in relation to the central value
and within the below two boundaries.
It is located 1.5(IQR) or more below the first quartile, or it is
located 1.5(IQR) or more above the third quartile.
For instance, suppose that for a set of test scores the first
quartile was 80 and the third quartile was 90, so that half of all
the test scores fell between 80 and 90. Then, IQR¼ 9080¼ 10.
Finally, by adopting the above IQR methodology inside
of the SVM algorithm, f^ (x) of Equation (4) will provide an
automatic SVM environment and publish the predicted class
of a microarray classification task.
Then we observed that using only one measure to select an
automatic kernel is not ideal. So we used statistical central
tendency measures for these datasets to construct a data
characteristics matrix. Then we added an attribute toward the
end with the data characteristics, which explains the kernel
performance ranking. Finally, we used entropy measures to
find out which of the kernel methods was the best choice for
SVM, over a specific microarray data classification. The solu-
tion came out as a set of rules. The statistical central tendency
measures or descriptive statistics attributes are as follows:
Mean (X): The sample mean estimates the population
mean, commonly notated asX. This is ameasure of location in
the same variable. It also considers all the outlier values dur-
ing the location measure. This may not appear representative
of the central region for skewed datasets. It is especially useful
as being representative of the whole sample to identify the
characteristics of a variable by a few numbers (Harnett and
Horrell, 1998).
X ¼ 1
n
X
Xi, n is the sequence length. (10)
Standard deviation (r): The standard deviation measures
the spread of a set of data as a proportion of its mean. The
larger the standard deviation the more widely spread will be
the distribution (Harnett and Horrell, 1998). This is calcu-
lated by taking the square root of the variance and is gen-
erally denoted by r.
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r ¼ 1
n 1
Xn
i¼ 1
(xi  X)2
 !1
2
(11)
Skewness (s): Skewness is a descriptive statistical measure
about the normality of a dataset. When one tail of the dis-
tribution is longer than the other, it indicates the dataset is
either highly positively or highly negatively skewed (Shao,
1999). It can be defined as follows:
s ¼
1
n
Pn
i¼ 1
(xk  x)3
r3
(12)
Kurtosis (k): Any symmetric distribution could deviate
from the normal distribution due to a heavy tail (Rice, 1995).
This deviation is measured by the coefficients of kurtosis as
follows:
k ¼
1
n
Pn
i¼ 1
(xk  x)4
r4
(13)
Based on the above statistical measures, we constructed the
statistical data characteristics matrix. Then our aim was to
find out which attribute was more significant by measuring
the entropy, which would provide the rules to select a kernel
for microarray classification. The concept of entropy (Quin-
lan, 1986; Quinlan, 1993) is actually quite simple. It is a mea-
sure of how much uncertainty there is in the information. Let
us consider three possible classes, A, B, and C. If each class has
equal probability of occurrence, the entropy is
 pA log2 pA  pB log2 pB  pC log2 pC
¼  1
3
log2
1
3
 1
3
log2
1
3
 1
3
log2
1
3
¼ 1:59, (14)
where pi is the probability of occurrence of i. Since there are
three possible outcomes with equal probability, the proba-
bility of each is (1=3). In general, if there are n possibilities with
pi being the probability of event i, the entropyH(X) is given by
H(X) ¼ 
Xn
i¼1
pi log2 pi (15)
The Greek letter sigma (R) simply indicates summation of
all the values. Equation (15) can be extended to situations
where we deal with the conditional probability, for instance,
to calculate entropy of Ywhen we already know the outcome
of X. Involving two attributes X and Y, we have
H(X) ¼ 
X
pX
X
pYjX log2 pYjX (16)
where pYjX is the conditional probability of Y given X. In
Information Theory, the information content is maximum
when the entropy is minimum. Once we have the entropy, it
is easy to construct a rule by figuring out what is the better
kernel choice for the present microarray classification using
the SVM. Based on this entropy outcome we identified the
important attribute in the statistical characteristics matrix.
Then, following the well-known decision tree (Quinlan, 1993)
structure, we found the below rule for microarray classifi-
cation using the SVM. The final rule is as follows:
Rule 1: IF s# 409.53 THEN choose polynomial kernel.
Rule 2: IF s> 409.53 THEN choose rbf kernel.
Since the number of microarray problems and SVM kernels
are not very large, the rules are very simple. This rule-based
approach can be set within SVM algorithm, and then the al-
gorithm can choose the better kernel automatically to classify
the microarray problem. Finally, f^ (x) of Equation (4) will pro-
vide an automatic environment for SVM to classify the mi-
croarray problem.
Experimental Results
We considered six well-known problems for our exper-
iment. Lung cancer data from four different sources was
considered. Each dataset, with appropriate splitting form, is
available in Li and Liu (2006). The six datasets are clinical data
onALL-AML leukemia (AMLALL), breast cancer, central ner-
vous system, colon tumor, lung cancer, and prostate cancer as
described in Table 1 with basic data properties (Fig. 1). These
problems can be classified into two groups with different
problem-related names, with the exception of lung-Harvard.
The name of the dataset is stated in the first column; the second
column states the total number of instances=examples and
number of genes corresponding to each dataset. The third col-
umn gives the natural class distribution for each problem. Fi-
nally, the average IQR has been summarized in the last column
in Table 1. We found that only the lung cancer dataset holds
more than 1000 samples. The class distributions of all datasets
are not equal. Only breast cancer and lung cancer-Ontario
show considerably smaller IQR values. The CentralNervous
System_outcome data shows extremely high IQR values.
Table 1. Basic Properties of Microarray Data
Data information Instances=genes Class distribution (%) IQR
AMLALL 72|7129 65.28|34.72 439.277
Breast cancer 97|24481 47.42|52.57 0.1815
CentralNervousSystem_outcome 60|7130 65|35 519.1342
Colon tumor 62|2000 35.48|64.52 295.212
Lung cancer 1181|12533 17.13|82.87 99.791
Lung cancer-Ontario 39|2880 61.54|38.46 0.6865
Lung-Harvard 203|12600 68.47|9.85|2.96|10.34|8.37 68.9476
Lung-Michigan 96|7129 89.58|10.42 317.6407
Prostate_tumor vs. normal 136|12600 56.62|43.38 117.1503
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FIG. 1. Boxplot for all microarray data. The breast cancer microarray holds huge genes in a matrix.
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First we tried to choose an automatic kernel for SVM, to
classify microarray data using data visualization. For data vi-
sualization, we used a very established and well-known sta-
tistical method, Boxplots. The Boxplot method produces a
box and whisker plot for each variable of the dataset. The
box indicates the lower, median, and upper quartile values
using lines. The whiskers are lines extending from each end of
the box to show the extending range of the remaining data.
Outliers are data points with values beyond the ends of the
whiskers.
We found that the CentralNervousSystem_outcome data
has certain uncommon characteristics. The negative expan-
sion of this dataset was higher than the rest of the data. Due
to this, we decided that this is the dataset more suitable for
rbf kernel. However, from this experiment we felt that data
visualization is not the right solution for accurately finding a
proper kernel for SVM to conduct microarray classification.
We then moved to quantitative-based kernel selection, using
the IQR measure. The kernel performance is summarized in
Table 2.
We observed from the SVM’s performance that polynomial
kernel is a better choice for microarray data classification. Out
of nine microarray classification problems rbf kernels per-
formedwell for only one problem. The polynomial kernel was
the better choice for the remaining problems. It was very in-
teresting to note that the lower-order polynomial was more
suitable for microarray classification. This made for a faster
SVMinour experiment. Excluding theLung-Harvarddata, the
rest of the problems used a minimum number of support
vectors to make predictions.
Discussion
In this study we observed that the key challenge for SVM is
to select an automated kernel formicroarray classification and
that this challenge could be solved based on data character-
istics measure. We also tested the Boxplot-based visualization
measure and IQR-based quantitative method. We recom-
mend the entropy-based rule approach using data charac-
teristics as the best choice for automated SVM kernel selection
to classify microarray data. The generated rules showed 100%
accuracy in our experiment, and this method was highly ac-
cepted for SVM automatic kernel selection. We observed from
this experiment that the polynomial kernel is a first choice for
microarray classification. One of the limitations of the present
research is that we used only two SVM kernels and nine mi-
croarray problems. We plan to extend this research by consid-
ering many kernels within large-scale microarray problems.
The kernel parameter selection for microarray classification
is another challenging issue in automating SVM. We will
investigate this issue in the near future. We would like to
drawour attention especially toward different types of cancer-
related microarray problems occurring throughout the world.
However, some microarray performances have accuracy be-
low 70%. These performances could be improved by changing
the kernel, or we could choose different sets of data for the
same problem. The other limitation is that we used an accu-
racymeasure to evaluate kernel performance. Thesemeasures
do not incorporate information about confidence of the pre-
dictions or about the different misclassification costs. These
issues would need to be considered in future studies.
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