In this paper, periodic solution of impulsive Lotka-Volterra recurrent neural networks with delays is studied. Using the continuation theorem of coincidence degree theory and analysis techniques, we establish criteria for the existence of periodic solution of impulsive Lotka-Volterra recurrent neural networks with delays.
Introduction
In recent years, applications of theory differential equations in mathematical ecology have been developed rapidly. Various mathematical models have been proposed in the study of population dynamics. The Lotka-Volterra competition system is the most famous models for dynamics of population. Owing to its theoretical and practical significance, the Lotka-Volterra systems have been studied extensively [1, 2] . The Lotka-Volterra type neural networks, derived from conventional membrane dynamics of competing neurons, provide a mathematical basis for understanding neural selection mechanisms. Recently, periodic solutions of impulsive Lotka-Volterra recurrent neural networks have been reported.
It is well known that delays are important phenomenon in neural networks [3] . Thus, studying the dynamic properties of neural networks with delays has interesting implications in both theory and applications [4] [5] [6] [7] . In this paper, we will study the following impulsive Lotka-Volterra recurrent neural networks system with delays:
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where each ( ) i x t denotes the activity of neuron, ( )   ij n n A a is real matrices, each of their elements denotes a synaptic weight and represents the strength of the synaptic connection from neuron j to neuron i, denotes external inputs. The variable delays
are all positive periodic continuous functions with period .
Existence of Positive Periodic Solutions
Lemma 1 [8] Let X and Y be two Banach spaces. Consider an operator equation
Y is a Fredholm operator of index zero and   is a parameter. Let P and Q denote two projectors such that and Q Y . Assume that
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is an isomorphism and represents the Brouwer degree. 
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It is easily to hat dex z (0, 1) .
al , we obtain Integrating (3) over the interv [0, ] T : .
