Abstract. In this paper, we use weighted dyadic trees to introduce a new class of nonnegative matrices whose inverses are column diagonally dominant M -matrices.
Introduction.
It is a longstanding and difficult problem to characterize all nonnegative matrices whose inverses are M -matrices, although inverses of all nonsingular M -matrices are always nonnegative matrices. In 1977, Willoughby [16] called the problem of finding or characterizing nonnegative matrices whose inverses are M -matrices the inverse M -matrix problem. Johnson [7] , Fiedler, Johnson, and Markham [6] , and Fiedler [4] devoted much effort to general properties of inverse M -matrices. For definitions, references, and background on M -matrices and the inverse M -matrix problem, the reader is referred to Berman and Plemmons [1] and Johnson [7] . However, until now there have been just a few known classes of inverse M -matrices. The oldest class of symmetric inverse M -matrices is the class of positive type D matrices defined by Markham [8] . In 1994, Martínez, Michon, and San Martín introduced a strictly symmetric ultrametric matrix A = (a ij ) whose entries satisfy a ij ≥ min{a ik , a kj } for all i, j, k, a ii > max j =i a ij for all i and proved that inverses of strictly symmetric ultrametric matrices are row and column diagonally dominant M -matrices (see [9] and also [13] ). Later, nonsymmetric ultrametric matrices were independently introduced by McDonald et al. [11] and Nabben and Varga [14] , i.e., nested block form and generalized ultrametric matrices. After a suitable permutation, every generalized ultrametric matrix can be put into nested block form, which contains type D matrices. Recently, Fiedler [5] introduced a new class of inverse M -matrices. Furthermore, Nabben [12] was motivated by Fiedler's result and introduced a new class of inverse M -matrices.
We have been motivated by the results in [3] , [5] , [10] , [11] , [14] , and [12] to introduce in section 2 a new class of nonnegative matrices by using weighted dyadic trees. We state the following condition under which our main result holds: their inverses are column diagonally dominant M -matrices. In section 3, some preliminary properties and lemmas are presented. In particular, it is shown that these weighted tree matrices admit a representation that we call the quasi-nested block form. The proof of the main result is supplied in section 4. Finally, in section 5, we study the class of all the permutations, which leads to the matrix being presented in a quasi-nested block form.
Definitions and main result.
Let T = (V, E) be a tree on n vertices and edge set E. Sometimes we also write V = V (T ), E = E(T ). For any two vertices s and t, there is a unique path geod (s, t) from vertex s to vertex t. In particular geod (s, s) = {s}. Let vertex r ∈ V be a root of the tree T . We may define a partial order relation " " on T : s t if and only if s ∈ geod (r, t). Moreover, for s, t ∈ V , s ∧ t = sup{v : v ∈ geod (r, s) ∩ geod (r, t)} denotes the closest common ancestor of s and t. Thus s(t) = {v ∈ V : t v, (t, v) ∈ E} is the set of successors of t, and I = {i ∈ T : s(i) = ∅} is the set of leaves of the tree T . A tree is called dyadic if the cardinality of set s(t) is |s(t)| = 2 for t / ∈ I. For vertex t / ∈ I of a dyadic tree T , its successors are signed and denoted by t − and t + (the signs − or + of the successors are fixed). In addition, since vertex t ∈ T and the set L(t) = {i ∈ I : t ∈ geod (r, i)} are in one-to-one correspondence relations, we may identify L(t) with t. Thus, the root r is identified with I. The distinction between the roles of L ∈ V and L ⊆ I will be clear in the context when we use them. We usually say "element L" when referring to
For a dyadic tree T , its set I of leaves can be totally ordered as follows: i ≤ j if i ∈ t − , j ∈ t + , where t = i ∧ j. We denote by P φ : I → {1, . . . , n} the permutation which assigns i to its rank in the total order and we call it the canonical permutation. 
The matrix U is said to be supported by the dyadic tree T and defined by − → α , 
(ii) If n > 1, and quasi-nested block form has been defined for all k×k nonnegative matrices with k < n, then C is in quasi-nested block form if
where C 11 and C 22 are n 1 × n 1 and n 2 × n 2 square matrices in quasi-nested block form with T is a matrix in quasi-nested block form. Moreover, P can be taken to be the matrix associated with the canonical permutation P φ . Proof. Necessity. We prove the assertion by induction on n, the dimension of U . It is clear for n = 1, 2. Assume that the assertion holds for less than n. Let us consider the total order ≤ on I defined by the dyadic tree T supporting U . The successors of the root I are denoted by J = I − and K = I + . Then there exists a permutation matrix P such that
where the matrices U JJ and U KK are W matrices. We denote by n 1 and n 2 the orders of U JJ and U KK , respectively. Clearly n 1 > 0, n 2 > 0, and n 1 + n 2 = n. Hence by the induction hypothesis, there exist permutation matrices Q J and Q K such that
are matrices in quasi-nested block form. Moreover, Q J and Q K can be taken to be the matrices associated with permutations Q φ1 J and Q φ2 K , respectively.
where b J is the last column of C 11 . By a similar argument, we may show that
Hence C is a matrix in quasi-nested block form. Moreover, with this construction, an induction argument shows that the final P 1 will correspond to the canonical permutation P φ . Downloaded 03/18/13 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Sufficiency. We proceed as before by induction on the size of the matrix. For n = 2,
where c 12 ≤ c 11 and c 21 ≤ c 22 . Let T be a dyadic tree with tree elements V = {I,
, and β I = c21 c22 . The matrix U with support tree T is just C. Hence the assertion holds for n = 2. Assume that the assertion holds when the dimension is less than n. By the definition of matrix C in quasi-nested block form,
where C ii is a matrix of order n i in quasi-nested block form for i = 1, 2 and both c J and c K are the last columns of C 11 and C 22 , respectively. By the induction hypothesis, there exist two dyadic trees T 1 and T 2 with roots J and K and 
, where c K is the last column of U KK = C 22 . Therefore U = C and C is a W matrix. Since the permutation matrix P corresponds to renumbering of the vertices, P CP T is still a W matrix.
Lemma 3.3. Let U = (u ij : i, j ∈ I) be a W matrix associated with tree T in quasi-nested block form and
is still a W matrix associated with T and α
Proof. We assume I = {1, . . . , n} is totally ordered by the tree T . We proceed on n, the dimension of matrix U . If U is a 2 × 2 matrix with the root I of the tree T and the set {1, 2} of leaves, then we assume 1 = I − , 2 = I + . Hence
We take the same tree T with vectors
, and − → β on the tree T . Hence the assertion holds for n = 2. Assume that the assertion holds when the dimension of a matrix is less than n. Let U be an n × n matrix. By Theorem 3.2, we may assume that
is associated with tree T , U JJ with subtree T 1 , and tree U KK with subtree T 2 . Then
) and
where b J and b K are the last columns of U JJ and U KK , respectively. Since − → β is increasing and 0 ≤ α I ≤ 1, we have 0 ≤ δα I ≤ β I α I ≤ β J and δα I < 1. Hence by the induction hypothesis,
By a similar argument,
We have 0 ≤ α I , β I ≤ 1 and
Then the matrix X associated with the tree T and vectors ( 
If α I β I = 1, then α I = β I = 1. Hence the |I − |th and nth columns are the same, which is a contradiction. Thus α I β I < 1.
Conversely, since α i > 0 it is clear that the assertion holds for n = 1, 2. We may assume that
where U JJ is an n 1 × n 1 matrix. By the induction hypothesis, no two columns in U JJ and U KK are the same. Suppose that the ith and jth columns in U are the same with i < j.
On the other hand,
Therefore no two columns in U are the same. Now we may present the proof of Theorem 2.2.
Proof of Theorem 2.2. We use induction with respect to the size of the matrix U . For n = 2, it is easy to see that det(U ) = (1 − α I β I )α 1 α 2 > 0 and
Hence U −1 is a column diagonally dominant M -matrix. Assume that the assertion holds for less than n. For n, by Theorem 3.2, we may assume that 
is nonsingular. By the induction hypothesis, C is a column diagonally dominant M -matrix. By a similar argument, we may prove that F is a column diagonally Downloaded 03/18/13 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Hence U −1 is a column diagonally dominant M -matrix. Remark 4.2. Neumann in [15] conjectured that the Hadamard product A • A is an inverse M -matrix if A is an inverse M -matrix. Clearly, this conjecture is true for A ∈ W since A • A ∈ W (moreover for any n ≥ 1, A
•n ∈ W). Example 4.3. Let T be a dyadic tree with − → α , − → β defined by Figure 1 . 
which is a column diagonally dominant M -matrix. Remark 4.4. Nabben in [12] described a class of inverse M -matrices whose nested block form is similar to GUMs (generally ultrametric matrices) with the major change being that in the (2, 9 . In section 3, we have proved that each W matrix can be put into quasi-nested block form after a suitable permutation. In this section, we try to describe the set of permutations preserving a W matrix in quasi-nested block form, which is related to the behavior of a sub-Markov chain. The reader is referred to [2] and [3] .
But
We assume that U is a W matrix in quasi-nested block form with supporting tree T and vectors − → α , − → β , where I = {1, 2, . . . , n}. The root of tree T is I and its successors are I − = J and I + = K. We also denote |J| = m and write U [i 1 , . . . , i t ] for the principal submatrix of U whose rows and columns are indexed by 1 ≤ i 1 
(for the other cases, we may show the same result by a similar argument). Let
is a W matrix in quasi-nested block form. Hence we may choose a support tree T 1 for V 1 such that the partial order relationship in T 1 is consistent with the partial order relationship in T . Moreover, if γ t = 1 or δ t = 1 for t ∈ T 1 , then for the corresponding t in T , we have α t = 1 or
there is a similar result. In the rest of this section, we assume U is nonsingular. Hence by Lemma 4.1, α t β t < 1 for any t ∈ T \ I. Moreover, we shall also assume that ϕ : I → I is a permutation such that U ϕ := (U ϕ(i),ϕ(j) ) is a W matrix in quasi-nested block form with support tree T ϕ and vectors
Then there exists a 4 × 4 permutation matrix P 1 corresponding to rearranging ϕ
is the principal submatrix of U whose rows and columns are indexed by j 1 < j 2 < j 3 < j 4 , where j 1 , j 2 , j 3 , j 4 are obtained by rearranging ϕ
into their natural order. Hence we have the induced W matrix V 1 in quasi-nested block form from U [j 1 , j 2 , j 3 , j 4 ] associated with tree T 1 and − → γ , − → δ . Moreover, the partial order relationship of {ϕ
} in the support tree T 1 is consistent with the partial order relationship of {ϕ
Proof. We first prove the following claim: There does not exist f < i < g such Downloaded 03/18/13 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Assume there exists f < i < g such that ϕ(i) = p ≤ m. Clearly, p ∈ I − and (m + 1) ∧ n = K. Then the induced W matrix of order 3 in quasi-nested block form from 
Hence the assertion holds.
Lemma 5.4. Let α t < 1, β t < 1 for all t ∈ V \ I and |K| ≥ 2. If there exists 1 ≤ f < g ≤ n such that ϕ(f ) = m + 1 and ϕ(g) = n, then there does not exist
Proof. Suppose that there exists f < i < g such that ϕ(i) = p ≤ m. Then the induced W matrix of order 3 in quasi-nested block form from Proof. We consider the following two cases. Case 1. Suppose that there exists i < f such that
where p ∧ n := L. By the definition of W in quasi-nested block form, it is easy to see that δ K = 1. Hence β K = 1 and it is a contradiction. 
where p ∧ q = L. By the definition of W in quasi-nested block form, it is easy to see that γ I = 1. Hence α I = 1 and it is a contradiction. If p > q, it is a contradiction by a similar argument. Hence the assertion holds.
Lemma 5.7. Let α t < 1,
Proof Proof. Since |K| = 1, n = m + 1. Let f ∈ I such that ϕ(f ) = m + 1. We consider the following three cases.
Case 1. f = 1. Then for any 1 < i < j, ϕ(i) < ϕ(j). In fact, if ϕ(i) := p > ϕ(j) := q, then the induced W matrix of order 3 in quasi-nested block form from 
where i ∧ j = L. It is easy to see that γ I = 1, which implies that α I = 1, a contradiction. Case 3. f = m + 1. By an argument similar to the proof of Case 1, it is easy to see that ϕ is the identity permutation. Now we present the main result of this section. Proof. If U ϕ := (U ϕ(i),ϕ(j) ) is a W matrix in quasi-nested block form, it follows from Corollary 5.3 and Lemmas 5.7 and 5.8 that the assertion holds. Conversely, it is easy to show that the assertion holds by the definition of a W matrix in quasi-nested block form.
Remark 5.10. Theorem 5.9 does not hold in general, as we will see in the following example, if we cancel the conditions α t < 1, β t < 1. Downloaded 03/18/13 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
