The cellular and circuit mechanisms generating the rhythm of breathing in mammals have been under intense investigation for decades. Here, we try to integrate the key discoveries into an updated description of the basic neural processes generating respiratory rhythm under in vivo conditions.
Breathing is one of the perpetual rhythms of life, metabolically supporting all physiological processes in the body. Although there are many facets to the problem of respiratory neural control, a preoccupation of neurophysiologists over the past several decades has been the quest to uncover the fundamental neural processes generating the respiratory rhythm at the core of the neural control system.
The current conundrum in this endeavor is deciphering how rhythmic activity in the brain stem respiratory network emerges from the dynamic interplay of cellular biophysical and circuit-based synaptic processes. This task is challenging, since it requires intracellular recordings from defined subsets of neurons to reveal how biophysical properties of neurons are integrated with synaptic interactions within the active networks. A specific aspect concerns the in vivo contributions of intrinsic rhythmogenic properties of neurons in the pre-Bötzinger complex (pre-BötC), which was discovered in the early 1990s (87) and is now established to be critical for inspiratory rhythm generation. This structure has been the focus of numerous studies that have yielded important mechanistic insights (e.g., see Refs. 23, 91) . Interactions of pre-BötC neurons with other brain stem respiratory circuits in vivo, such as within the adjacent Bötzinger complex (BötC) (52) , which generates post-inspiratory and expiratory activities (72, 79) , must also be considered to understand rhythm generation within the context of cellular and network processes producing the inspiratory, post-inspiratory, and expiratory phases of the normal respiratory cycle in vivo (81, 89) .
We review evidence based on cellular recordings suggesting that, although pre-BötC excitatory circuits have intrinsic rhythmogenic capabilities that may operate autonomously under certain conditions to pace inspiration, rhythm generation normally involves dynamic adjustment through network interactions. Within the core rhythm-generating circuitry in the ventrolateral medulla, inhibitory synaptic interactions involving BötC circuits exert an effective control of the membrane potentials of pre-BötC neurons so that endogenous "pacemaker" currents cannot automatically become active to drive inspiratory bursting activity. Synaptic inhibition is also critical for the basic three-phase organization of the respiratory cycle, during which glycinergic inhibition functions to reset activity of inspiratory, post-inspiratory, and expiratory neurons. The emerging picture is that respiratory rhythm generation involves an exquisite alliance of cellular biophysical and synaptic processes controlling rhythm-generating neurons during unconscious and conscious breathing in vivo.
The Eupneic Breathing Rhythm In Vivo
Neural respiratory control is far too sophisticated to simply drive an automatic pump device for lung ventilation, and respiratory rhythm generation in vivo involves more complex cellular and circuit operations than just producing inspiration. This is easily identifiable in the diverse patterns of respiratory neuronal activity in the brain stem during eupneic breathing that show multiple activity phases (FIGURES 1, A AND B, AND 2) during a normal respiratory cycle. Even phrenic nerve (72) (FIGURE 1, A AND B) activity reveals that inspiration is not plain. It starts with a synchronized onset of discharge that steadily accumulates to maximum but suddenly ends with a complete breakdown of activity. This is followed by a secondary declining bursting called post-inspiratory (post-I) "after-discharge." Such post-I discharge represents the important active phase of the so-called "passive" exhalation controlled by upper airway adductor muscles (83) such as the thyroarytenoid (TA) muscle to narrow the airway, providing a mechanical brake of expiratory airflow allowing continued gas exchange in the lungs (FIGURE 1C) (28) .* * When the post-I phase had been developed during phylogeny, it came under direct control of higher CNS regions to expand breathing to vocalization, which was necessary for reproductive survival and nesting (16) . This required compulsory adjustment of the breathing rhythm and activation of various laryngeal muscles: abductor muscles to open airways during inspiration and adductor muscles such as the thyroarydenoid (TA) muscle to narrow vocal cords during post-inspiration (FIGURE 1A). An impressive example was given by the British neurophysiologist Tom Sears, who, in a self-experiment, recorded the EMG from various intercostal muscles, demonstrating that the post-I activity mediates a precise cortical control of inspiratory and even expiratory muscles during singing (FIGURE 1D; Ref. 85) . It demonstrates that professional singers fully control inspiratory neurons so The neural processes engaged during eupneic breathing are thus designed to generate rhythmic patterns of coordinated inspiratory, postinspiratory, and expiratory neural activity (77) (FIGURE 1B). As developed in the sections that follow, this three-phase organization and underlying circuit architecture, which have been conserved phylogenetically in mammals, appear to provide the format and a remarkably flexible neural substrate for rhythm generation in vivo. This organization also provides the conditions for coordinating the rhythm, especially via post-inspiratory phase activity, during various motor acts such as vocalization (FIGURE 1D, and see footnote) where rhythm generation must be tightly controlled.
The Network Organization has been Conserved through Mammalian Phylogeny
It is not astonishing that the three-phased organization of the respiratory cycle is highly conserved in mammalian species. Comparison of characteristic neuronal discharges and underlying synaptic activities are essentially identical in mini-pig, cat, rat, and mouse despite major differences in breathing frequencies (FIGURE 2A; Refs. 9, 10, 42, 72) . Always in vivo, as well as within "in situ" experimental preparations (60, 89) that preserve functionally intact brain stem-spinal cord circuitry, there is a that they do not start automatically. Many other difficult motor actions are mostly performed during the postinspiratory phase. An interesting example has been given by the German philosopher Eugen Herrigel when he described how to perform Japanese archery. He managed this task only by following the advice of his master saying that he should breathe properly: "inspiration" binds and combines, in "holding the breath" everything goes right, and "breathing out" releases and completes to overcome all limitations (27) .
FIGURE 1. Neural and mechanical phases of a respiratory cycle in vivo
A: phrenic and recurrent laryngeal (RLN) nerve recordings in the anesthetized cat and rat reveal an augmenting inspiratory burst that ends abruptly. Thereafter, there appears a declining post-inspiratory discharge particularly strong in the RLN representing the neural control of laryngeal adductor muscles (83) . B: simultaneous in vivo triplet recordings from three characteristic types of neuron in the anesthetized cat reveal a regular sequence of inspiratory (phase 1), post-inspiratory (phase 2), and late-expiratory (phase 3) discharges (action potentials are truncated) (77) . C: the post-inspiratory discharge of laryngeal nerves activates a mechanical brake of the expiratory airflow and a holding of lung volume. Recordings are from the thyroarytenoid constrictor muscle (TA), the posterior cricoarythyoid dilator muscle (PCA), and the inspiratory diaphragm (Diaph) of halothane anesthetized lamb (see modified Figure 5 from Ref. 28) . D: post-inspiratory activity controls vocalization. Recordings were from human inspiratory intercostal muscles in T5 and expiratory muscles in T6, and clearly show a significance of the post-inspiratory control of inspiratory and expiratory muscle activity during singing, which requires tight control of the breathing rhythm (85) . sequence of integrated excitatory and inhibitory synaptic volleys (ESVs and ISVs) revealing a threephased organization distinguishing augmenting inspiratory (aug-I) from the declining post-inspiratory (post-I) and augmenting expiratory (aug-E/E2) phases (FIGURE 1B).
The networks of all these species in the various experimental preparations show antagonistic synaptic inhibition between aug-I and aug-E neurons (7, 72, 82) . They also reveal an efficient inspiration terminating inhibitory process, presumed to be mediated by glycinergic inhibitory postsynaptic potentials (IPSPs), during late-inspiration and post-inspiration that provokes a "resetting" of oscillatory processes (below). This provides a "gate control" of neuronal excitability (44) that irreversibly terminates inspiration and blocks afferent excitatory synaptic input from the network and the periphery, similar to information gate control in sensory systems (18) and pain perception (96) . To understand the rhythm generation mechanisms in vivo, operating within the context of this network organization, requires cell-specific data that reveal how neuronal activity is controlled by their ionic conductances, synaptic currents, and voltage changes.
A Distributed Network and Not a Noeud Vital
Where are the critical interacting core circuits generating the three phases of the respiratory cycle? The respiratory network is not just a noeud vital (24) in the brain stem, but it developed into a distributed network connecting respiratory regions of the medulla and pons (50) . Here, we give only a short summary of pertinent structures involved in rhythm generation and its control in the intact system as described in several publications (3, 89, 91) that have dealt in detail with the distributed organization of the respiratory network. The pre-BötC and BötC in the ventrolateral medulla are considered essential interacting core structures, the former for rhythmic inspiratory phase and the latter for post-I and E-2 phase generation (72, 79) .
The pre-BötC functions as an excitatory "kernel," consisting of bilaterally coupled excitatory circuits including endogenously active burster neurons (13, 36, 37, 61, 62, 68, 87, 93) . Tracing and connectivity studies showed that this structure interconnects with the more rostrally localized BötC,
FIGURE 2. Characteristic neuronal activities revealing a conserved respiratory network operation
A: the three-phased organization of respiratory activities in the ventrolateral medulla containing the pre-BötC and BötC regions is highly conserved in mammalian species. Characteristic patterns of neuronal discharges during each phase (1-3) and the underlying temporal fluctuations of membrane potentials revealed by intracellular recordings are very similar in mini-pig (41) and cat (72) in vivo, as well as in rat and mouse brain stem-spinal cord preparations in situ (9) . Recordings are magnified in each panel to emphasize underlying membrane potential trajectories. Action potentials have been truncated. B: aligning the activities (truncated action potentials) of different types of respiratory neurons in the pre-BötC and BötC (from the cat in this illustration) to the rhythm defined by the output phrenic nerve discharges identifies post-I inhibition that produces dominant inhibitory synaptic volleys in pre-I/I, early-I, aug-I, and aug-E/E2 neurons and, therefore, exerts an effective control of rhythm generation by activity and voltage resetting, as originally described by Richter (75) .
containing most post-I and expiratory (aug-E/E2) neurons (4, 22, 52) and thus functions as the kernel structure for generating post-inspiratory and late expiratory activity. These excitatory and inhibitory circuits are controlled by convergent inputs, including from the parafacial region or retrotrapezoid nucleus, with its chemosensitive neurons providing tonic excitation (26, 57) [see Refs. 20, 97; see Congenital Central Hypoventilation Syndrome (CCHS)/Ondine Syndrome when it fails (20, 96) ], and inputs from the dorsal group of respiratory neurons in the nuclei of the solitary tract. The latter receives ongoing tonic activation from arterial chemoreceptors, providing a vital excitatory drive (40, 43) , and from rhythmically activated lung stretch receptor afferent inputs that, via transmission through the nuclei of the solitary tract (NTS), control inspiratory termination after lung inflation by late-and post-inspiratory synaptic inhibition (5, 7) . More rostrally in the pons, the Kölliker-Fuse and parabrachial nuclei are relay nuclei for reflex and higher-order CNS commands regulating breathing, including control of post-I activity (19, 33, 56, 69, 89) . This powerful control can be appreciated by considering, for example, the dive response that automatically stops breathing and closes the glottis when the face is submerged under water (21) . We emphasize that, although rhythmic patterns of respiratory activity can be generated in their absence (see Ref. 91 ), the excitatory afferent inputs from the pons appear to be necessary for generating the normal threephase respiratory cycle (1, 56) . There are also many afferent inputs from cortical and subcortical brain regions, which control conscious and behavioral adjustment of breathing.
The Respiratory Network Operates Beyond Pacemakers
Endogenous rhythmic inspiratory bursting activity, albeit with a pattern that is different from the normal eupneic pattern, persists even when the pre-BötC is isolated in a slice from the neonatal rodent medulla in vitro (37, 87) and synaptic inhibition is blocked pharmacologically (e.g., Ref. 30 ). The immediate conclusion was that respiratory rhythm generation in the isolated pre-BötC could occur by excitatory circuits incorporating endogenous bursting neurons (eBNs), which were called "pacemakers" (FIGURE 3A1). All experimental observations to date indeed suggest that subpopulations of inspiratory neurons in the isolated pre-BötC have the tendency to burst intrinsically, particularly a core population of bilaterally connected excitatory (glutamatergic) neurons (36) . The debates that have ensued since the discovery of eBNs in pre-BötC circuits (87) have centered on the cellular mechanisms underlying rhythmic bursting behavior of these cells, and particularly on their functional role when they are embedded within interacting circuits (77, 88, 90) of intact networks where neuronal activity is heavily controlled by ISVs and ESVs.
Rhythm generation in the isolated pre-BötC involves cellular and circuit processes for regenerative initiation and termination of inspiratory bursts. The search for the biophysical basis for these processes has identified several ion channels contributing to rhythmic bursting of pre-BötC neurons and circuits. These include voltage-activated, slowly inactivating, "persistent" Na ϩ channels (Na P ) (FIGURE 3B2) that have remarkable rhythmogenic capabilities (12, 13, 17, 34, 61, 93) , and the K ϩ -dominated leak currents (K leak ) (FIGURE 3B2) that contribute to burst termination and thus burst frequency control (13, 34, 35) . Ca 2ϩ -activated nonselective cationic current (CAN) has been proposed to contribute to burst augmentation in vitro (54, 59, 62) . Computer models (12, 29) have suggested how a heterogeneous network of coupled excitatory neurons incorporating these Na ϩ -, Ca 2ϩ -, and K ϩ -dependent conductance mechanisms can generate rhythmic inspiratory bursting activity with a frequency tunable by tonic input excitation. This in vitro voltage-dependent frequency control reflects an impressive mechanism but cannot be interpreted to represent the primary mechanism of frequency regulation in vivo (FIGURE 3, A1 AND A2).
The drawback for understanding rhythm generation in vivo, however, was that the voltage range for sufficient activation of the rhythmic burst-generating Na p channels is quite below Ϫ60 mV (FIGURE 3A1) (34) . Under mature in vivo situations, the membrane potentials of many inspiratory neurons range below Ϫ60 mV and can reach a level of below Ϫ80 mV during ISVs (FIGURE 3A3) (72) . A process that seems to compensate is a low voltage-activated Ca T current (63) that recovers from inactivation during preceding hyperpolarizing ISVs and then produces an effective rebound response to elevate the voltage to Na P and even Na V activation threshold. But the critical, slow voltage-dependent inactivation property of Na p required for burst termination and associated slow recovery from inactivation, which requires several seconds during the interval between bursts at Ϫ60 mV (13), seems to be suppressed in the intact system. Furthermore, some eBNs, at least as analyzed at 31°C in situ, exhibit very low burst frequencies and burst durations that were much longer than those when the neurons are operating in the intact network (93) . Consequently, eBNs alone might not be able to control inspiratory burst onset and subsequent termination under in vivo conditions, meaning that the term pacemaker is misleading. This conclusion originates from reviewing the data from experiments on the in situ perfused rat brain stem-spinal cord preparation clarifying that identified eBNs start rhythmic bursting already at Ϫ60 mV (personal communication by J. F. R. Paton) (FIGURE 3A2). Also, like in vivo (61), pharmacological block of Na P in this in situ preparation does not disrupt rhythmogenesis, except when the pre-BötC is physically disconnected from the BötC and more rostral brain stem circuits (89) or in pathological conditions such as hypoxiainduced gasping (61), when neurons depolarize due to failure of synaptic inhibition (74) .
Therefore, other activity-dependent biophysical properties that were verified in vivo have to be considered in addition: there is a high-voltage-activated Ca L current that is activated during burst discharges (63) , generating a strong Ca 2ϩ influx and intracellular Ca 2ϩ accumulation (25) , which may activate CAN (29, 59, 62, 66) that enhances inspiratory burst amplitudes, and also activates a big conductance Ca 2ϩactivated K ϩ current (bK Ca ). The latter bK Ca current causes significant spike frequency adaptation in all types of respiratory neurons (64) and contributes to termination of inspiratory bursts (11, 100) .
The conclusions, important for the mechanisms discussed below, are that 1) inspiratory neurons in pre-BötC circuits of neonatal and mature preparations have combinations of biophysical properties that naturally promote bursting; 2) eBNs cannot operate like isolated "rhythmogenic pacemaker" (93) . The membrane potentials for onset of rhythmic bursting in all cases is Ϫ60 mV, and the bursting frequency increases progressively with depolarization up to a baseline at approximately Ϫ45 mV. Identified eBNs reveal similar interburst voltage trajectories as recorded from pre-I/I neurons in vivo (A3), some of which may have intrinsic bursting behavior (58, 64) . Recorded in vivo, these neurons also start to depolarize for bursting at a voltage range of approximately Ϫ60 mV. As synaptic interactions are intact in vivo, the membrane potential trajectory is controlled by postsynaptic inhibition during the post-inspiratory phase, during which endogenous bursting is suppressed. All action potentials are truncated. B1: when conditioned with hyperpolarizing prepulses, all groups of respiratory neurons generate a Ca T current already at negative voltages of Ϫ80 mV that can depolarize neurons to spike activation threshold (64) . B2: the underlying biophysical properties for in vitro and in situ endogenous bursting are primarily a TTX-sensitive persistent Na ϩ channel (Na p ) and an ohmic-like K leak conductance (34) . The Na p current-voltage (I-V) relation (red curve), obtained from a slow voltage clamp ramp protocol applied to in vitro eBNs, is revealed after blocking the current with TTX and subtracting the resultant I-V relation from the whole cell I-V curve measured before TTX application. The K ϩ -dominated leak I-V relation (green line) is obtained from the linear region of the whole-cell I-V curve (after Ref. 34 ).
neurons when embedded within intact circuits because they are under synaptic control, which includes excitatory interactions that synchronize multi-cell bursting activity and inhibitory control that can "gate" the onset and offset of bursting; and 3) intrinsically activated bursting activity can become operative when the excitatory drive to the network is strong enough to elevate membrane potentials above Ϫ60 mV.
Pre-I/I Neurons and Two Populations of Early-Inspiratory Neurons
A current hypothesis is that, during normal breathing in vivo, a subpopulation of pre-BötC neurons with spiking that starts before and continues through inspiration, called pre-I/I neurons (FIGURE 3A3) (6, 8, 15, 101) , are an essential component of the inspiratory rhythm generator that drives the onset of inspiration. Some of these neurons seem to have eBN properties. Indeed, models of a heterogeneous population of synaptically coupled excitatory neurons with Na P and receiving tonic excitation, show that the neurons with highest excitatory inputs will start exhibiting such pre-I/I spiking patterns (12, 89) . In vivo, pre-I/I neurons/eBNs with less depolarizing excitatory input will, therefore, exhibit only an early-I spike discharge pattern (FIGURE 4, A-B1) (12, 64 ).
An essential characteristic of the pre-inspiratory spiking and early-I neurons that is not visible in plain extracellular recordings is their pronounced inhibition during post-inspiration (FIGURE 4A; also see Refs. 6, 8, 101) . Another typical behavior of pre-I/I neurons is the large fluctuation of their timing of pre-inspiratory discharge (FIGURE 4A). Recordings for prolonged periods performed under normal (eupneic) conditions has revealed that these pre-inspiratory neurons may not always discharge before inspiration and appear as early-inspiratory spiking neurons. Intracellular analyses indicate that there is a heterogeneous population of preinspiratory and early inspiratory neurons that are characterized by a rapid onset and then declining early inspiratory discharge and a strong inhibition during post-inspiration thereafter. Typically, these neurons do not receive any obvious late-expiratory synaptic inhibition that would block all pre-inspiratory discharges in the pre-I/I neurons. Such E2 expiratory inhibition clearly characterizes a different population of early-I neurons that never discharge before the onset of inspiration and seem to belong to early inspiratory follower neurons that belong to the mutual inhibitory connectome of early-I, post-I, as well as E2 expiratory neurons (see FIGURE 6B2 ).
FIGURE 4. Pre-I/I and two types of early-I neurons
The pre-BötC contains excitatory pre-I/I neurons (A) and two types of early-I spiking neurons [excitatory (B1) and inhibitory (B2)], which are considered to be important for inspiratory phase generation (pre-I/I and early-I excitatory neurons) and coordinating the inspiratory-expiratory phase transition (early-I inhibitory neurons). Recordings in mice are shown in at left and recordings in anesthetized cats at right. All action potentials are truncated. A and B1: characteristic of the pre-I/I neurons (onset and duration of their variable pre-I firing is indicated by pink areas) and early-I excitatory neurons is a lack of, or only weak, synaptic inhibition during stage 2 expiration. When hyperpolarized, pre-I/I neurons acquire an activity pattern similar to early-I excitatory neurons. The membrane potential trajectories and rapid onset of spiking of early-I excitatory neurons, which are thought to be part of the heterogenous excitatory neuron population critical for inspiratory phase generation, probably result from lower tonic excitation that regulate their busting behavior in the intact network. B2: inhibitory early-I neurons receive strong inhibition during the E2 phase (blue shaded region) and are important components of the inhibitory connectome (see FIGURE 6) controlling generation of expiratory phase activity. Periods of postsynaptic inhibition are indicated by blue arrows.
Synaptic Voltage and Conductance Clamp Control
All endogenous biophysical properties of neurons are strongly controlled by spontaneous postsynaptic activities. In intact in vivo cat and also in situ rodent preparations, respiratory neurons do not show any resting membrane potential but reveal ongoing long-lasting voltage fluctuations generated by ESVs and ISVs summing up to more than Ϯ10 mV in amplitude. ESVs provoke neuron-specific burst discharges, which are reliably followed by ISVs that hyperpolarize neurons toward the chloride equilibrium potential (E Cl ) at approximately Ϫ80 mV (FIGURE 5). A resting membrane potential (RMP) can only be estimated when in vivo animals are hyperventilated to reduce ongoing chemoreceptive excitatory drive and to provoke central apnea, revealing a fictive resting potential of about Ϫ70 mV (FIGURE 5A) (76) .
The strong volleys of synaptic input change the membrane potential and appear to set the conditions for activation, inactivation, and recovery of membrane conductances, as well as shortcircuiting of their currents when there is synaptic inhibition. Synaptic inhibition is certainly not necessary for eBN-evoked respiratory rhythm generation per se in a slice but is essential under in vivo conditions, when eBNs are embedded and effectively controlled by synaptic inputs involving not only excitatory inputs that are necessary to synchronize activity (68) but also inhibitory inputs from post-I neurons. Therefore, it seems realistic to assume that ISVs hyperpolarize eBNs and keep them away from the voltage threshold of burstgenerating currents such as Na p during the post-I phase. This functional voltage clamp is potentiated by a conductance clamp effect of ISVs producing ϳ500-pA current strength that could easily block activation of Na p with 50-to 200-pA intensity when (76), reveals that neurons operating in the active respiratory network do not show any resting membrane potential. There are ongoing oscillations of membrane potential generated by alternating excitatory and inhibitory (blue regions) synaptic volleys. A fictive resting membrane potential (RMP) where the net current is 0 pA (RMC, bottom) at about Ϫ70 mV could only be estimated when animals were hyperventilated to provoke central apnea. Characteristic for inspiratory and expiratory neurons are very effective volleys of inhibitory currents causing a functional voltage clamp of neurons close to the chloride equilibrium potential (E Cl ) at approximately Ϫ80 mV. Action potentials are truncated. B: the prominent inhibitory synaptic volleys also produce a significant fall of neuronal input resistance (R N ), which exerts a conductance clamp, because it effectively shunts endogenous and exogenous synaptic currents (72, 74) . In all inspiratory neurons (examples of aug-I neurons shown), the most obvious R N fall by up to 80% occurs at the onset of post-I inhibition, as identified by IPSPs polarity reversal (blue regions) after intracellular chloride injection (71) . Action potentials are truncated. they are inhibited (17, 34) . In essence, the widespread post-I synaptic inhibition produces an effective resetting and suppression of bursting capacities of all neurons until pre-I/I neurons or eBNs can escape synaptic inhibition (see below) to drive the onset of the inspiratory phase. The prominent ISVs are also effective by shunting intrinsic and extrinsic currents, because they produce significant changes in neuronal input resistance (R N ) (FIGURE 5B) (72) . During eupneic breathing, R N of aug-I neurons changes by ϳ80% during post-I inhibition (FIGURE 5B) . The significant membrane hyperpolarization and associated membrane conductance increase leaves a time window only after the end of the ISVs when burster or follower neurons become sensitive again to depolarizing drive from intrinsic and synaptic currents.
Network Model for Respiratory Rhythm Generation In Vivo
Comparison of the ESVs and ISVs of all different types of neurons in the pre-BötC and the BötC confirmed that synaptic interactions within an inhibitory connectome (FIGURE 6A) (79) are involved in the initiation, patterning, and termination of inspiration. This connectome, which dynamically interacts with pre-BötC excitatory circuits (FIGURE 6A) , is presumed to be the core circuitry for generating a regular respiratory rhythm. Each type of neuron receives characteristic SVs in all phases of the cycle, and especially ISVs whenever other types of neurons take over to discharge a burst (FIGURE 6B). The most impressive effect is mediated by post-I neurons, which produce dominant ISVs in pre-I/I, early-I, aug-I and also aug-E/E2 neurons (FIGURE 6B) (72, 73) . Thus network-mediated post-I synaptic inhibition is a mechanism for irreversible inspiratory phase termination that during quiet breathing also controls the time course of the membrane potential trajectory of pre-I/I neurons/eBNs (FIGURE 6C) during the expiratory interval (69) and may also provide time for the recovery from inactivation of the Na p conductance. Pharmacological alteration of cAMP levels affecting the abundantly expressed subtype ␣3 glycine receptor (GlyR␣3; see below) leads to significant changes in burst frequency, and this indicates that the inhibitory glycinergic connectome is critical for respiratory frequency control (see FIGURE 8C ) (47, 53) . Importantly, an abnormally prolonged inspiration (called apneusis) occurs when network post-I activity is too weak to suppress retrieval of inspiratory bursting (FIGURE 3B) (38, 98) .
As noted earlier, during the E2 phase, the pre-I/I neurons appear to receive no or only weak (91) synaptic inhibition and, therefore, gain a more depolarized membrane potential. The associated gradually developing excitation, including excitatory drive to the local early-I neurons within the pre-BötC network, can then initiate the processes leading to the onset of inspiration. Other inspiratory "follower" neurons, such as inhibitory early-I and aug-I neurons (FIGURE 6B), cannot readily respond to pre-inspiratory excitatory drive because they receive strong inhibition from aug-E neurons during the late expiratory phase. Furthermore, aug-I neurons and also later spiking inspiratory neurons (late-I) (FIGURES 2B AND 6C) appear to receive a declining inhibition during the early inspiratory phase that, along with recurrent and tonic excitation, is shaping their steadily augmenting discharge patterns (72, 73) .
Within the connectome of early-I and post-I neurons, the early-I pre-BötC inhibitory neurons with strong spike frequency adaptation also seem to play a particularly important role in coordinating the inspiratory to post-inspiratory phase transitions. It is postulated that these neurons function to provide feed-forward inhibition to all expiratory and inspiratory neurons in the network, including in the BötC (89, 91). Their rapid onset of bursting strongly inhibits post-I and aug-E neurons, whereas their strong spike frequency adaptation initiates the processes leading to late-inspiratory disinhibition of post-I neurons. Interestingly, there seem to be both early-I and post-I neurons in the pre-BötC (4, 84) . It is therefore possible that the pre-BötC post-I neurons, in addition to the main population of BötC post-I inhibitory neurons, contribute to the local as well as widespread ISVs that control the timing of inspiratory and post-inspiratory activities. Thus we conclude that pre-BötC circuits are designed for multiple functions, including generating rhythmic excitatory drive and shaping patterns of inspiratory neuronal discharge.
Cooperativity Between Synaptic Control and Cellular Biophysics
The membrane biophysical properties of neurons within the core connectome represented in FIGURE 6A work synergistically with the circuit-based synaptic processes described above to coordinate the initiation, maintenance, and termination of active phases of the respiratory cycle. These concerted interactions of biophysical and synaptic processes promote disinhibition and rebound from inhibition (Ca T ), initiate (Na P ), strongly amplify and sustain bursting (Ca L and CAN) (67) , and contribute to burst termination (bK Ca , K ϩ leak ), operating in alliance with strong synaptic excitation and inhibition (11, 100) . These intrinsic properties together have robust burstgenerating and -terminating properties that may even underlie respiratory rhythm generation, for REVIEWS PHYSIOLOGY • Volume 29 • January 2014 • www.physiologyonline.org example, under severe hypoxia (61) when synaptic inhibition is suppressed in vivo (74) . FIGURE 7 represents an attempt to summarize in simplified form the dynamic interplay of these circuit-and cellular-based mechanisms. Undoubtedly, other neuronal activity-/voltage-dependent biophysical mechanisms and more complex network interactions could contribute to this cellular and circuit synergy.
Our present understanding of how the respiratory network operates under normal in vivo conditions to organize a three-phased respiratory pattern explains how eBNs are integrated into the network, their potential spontaneous activity being under synaptic control that normally prevents them from endogenous bursting. However, eBNs could become endogenously active when there is weak synaptic inhibition but enough excitatory drive from sources such as the arterial chemoreceptors (43) or chemosensitive neurons in RTN (26, 57) to depolarize to a voltage range where intrinsic membrane currents become activated. Speculatively, such conditions may allow quiet breathing during slow-wave sleep. 
Disturbances After Loss of Glycinergic Inhibition
Glycinergic inhibitory neurons and corresponding transmitter receptors are important components of the rhythm-generating circuitry in vivo. Transgenic mice expressing eGFP under the control of the GlyT2 promoter reveal that there is a dense concentration of glycinergic inhibitory neurons in the BötC and even in the pre-BötC, comprising Ͼ50% of the total neurons in these regions (48, 99) . Even a subpopulation of pre-BötC inspiratory neurons with pacemaker properties were identified to be glycinergic inhibitory neurons (55) . In neonatal rodents, there are also populations of GABAergic and co-expressing glycinergic-GABAergic neurons (36) . An essential finding was that inhibitory neurons of the BötC and pre-BötC, and presumably pre-BötC excitatory neurons, express the specific GlyR␣3. This GlyR␣3 is a target for PKA phosphorylation that reduces inhibitory currents (48) . Such modulation can be used to treat disturbances of inhibitory network control in translational medicine, since drugs reducing PKA phosphorylation can be used to reinforce synaptic inhibition in the network and to successfully treat apneustic apnea and breathholdings (39, 78, 98) .
One way to understand how the cellular-and circuit-based mechanisms depicted in FIGURE 7 function for rhythm generation and control is to consider how rhythmic activity is perturbed when inhibitory synaptic mechanisms are disrupted. Reduction of glycinergic inhibition in cases of genetic failure of glycine receptors (49) , during hypoxia (74), or experimentally by systemic strychnine application (9) provokes a major reorganization of the network operation. This includes post-I neurons shifting their discharge into the inspiratory phase (FIGURE 8B). Voltage-clamp analysis has clarified that the underlying process primarily involves the sub-connectome The ongoing rhythmic cycling of respiratory phases results from a coalition between synaptic inputs to neurons and intrinsic neuronal biophysical properties (65) . Network-related synaptic events [recurrent excitation, and inhibitory glycinergic (GlyRa 1-3 ) or GABAergic (GABA A,B ) neurotransmitter-related inhibition (IPSPs) or disinhibition] are indicated outside the circle. Note that there is a continuous inflow of synaptic activity from pulmonary and chemoreceptive afferents, as well as pontine and medullary reticular formation inputs. Intrinsic neuronal biophysical processes, including membrane channel activation, recovery from inactivation, deinactivation under membrane voltage control, as well as activity-related Ca 2ϩdependent processes, are indicated inside the circle in white lettering. Synaptic processes in the rhythmically active respiratory circuits control membrane potentials in neurons in the subthreshold voltage range to orchestrate expression of intrinsic membrane conductances, including burst-promoting conductances (Ca T and Na P ) as well as K ϩ conductances (K Leak , K A ) that regulate onset of bursting. During neuronal spiking activity, Na ϩ and Ca 2ϩ fluxes together with CAN augment neuronal activities to generate the active phases of the cycle. Ca 2ϩ fluxes also activate bK(Ca) to induce spike-frequency adaptation that, in addition to synaptic inhibition, contributes to termination of active phases. of post-I and early-I neurons. This analysis showed that post-I neurons, besides receiving synaptic inhibition with a declining early-I pattern, also receive an augmenting pattern of excitatory drive during inspiration (FIGURE 8A) (46) . Since inhibitory interactions are likely not completely blocked under glycine receptor-specific low strychnine concentrations (31) , inhibitory post-I and early-I interactions were both partially maintained and provoke a struggle between inspiratory excitation and post-I inhibition, as also seen in the rapidly oscillating pre-I/I and post-I neuronal discharges and corresponding low-amplitude bursting of PN (FIGURE 8, B AND C) . The shifting of post-I discharges into inspiration, their adaptation, and their subsequent fading of inhibition toward the end of inspiration provoke a rapid re-start of inspiratory activity, resulting in multiple high-frequency bursting. Such multiple burst generation provides additional evidence that pre-I/I neurons have eBNlike properties but normally are under vigorous control by synaptic inhibition (FIGURE 8C).
Similar disturbances of rhythmic breathing are often seen in pediatrics, mostly described clinically as (apneustic) apnea or breath-holdings (98) and also intractable hiccups (45) . Glycinergic inhibition is, therefore, the primary target for clinical strate-gies to treat these patients. The rationale of such treatments is pharmacological (Buspirone: 5-HT1A receptor agonist mediated) dephosphorylation of Gly␣3R to augment pathologically depressed glycinergic inhibition. This has rescued rhythmic breathing after surgical lesions of the pontomedullary junction (obviously deleting pontine control, including the Hering-Breuer reflex) during fentanyl anesthesia (-opioid-induced depression of inhibitory synaptic interactions) or ischemic apneusis after brain stem stroke (hypoxia-induced depression of synaptic inhibition) (74) . Synaptic inhibition is also disturbed in Rett Syndrome, which is a developmental disease (102) in humans starting after a healthy stage 1 of Early Onset Stagnation at an age of 6 -9 mo with significant disturbances of breathing (32, 70, 86) , whereas NMDA receptors are upregulated and type-A GABA receptors are downregulated already at birth in RTT mouse models (14, 51) . An additional critical factor appearing after a comparable delay is a high expression level of the type 5B of 5-HT receptor depressing cAMP production to affect glycinergic inhibition (Manzke et al., unpublished observations), leading to se-FIGURE 8. Perturbations of medullary respiratory neuron and network activities during failure of glycinergic inhibition A: post-I neurons receive an excitatory synaptic drive already during inspiration, shown in current clamp recording (CC). This becomes clear when neurons are voltage clamped [VC; holding potential (HP)] at normal voltages, revealing onset of excitatory inward currents during inspiration (see red colored traces; also see Refs. 47, 76) . B: blockade of glycinergic inhibition provokes a shifting of post-I discharges into the period of inspiration due to the inspiratory excitatory synaptic input (9) . The consequence is a recurring interruption of regular bursting leading to inspiratory and post-inspiratory doublet or multiple bursts, and persisting inspiratory (apneustic) activity is transmitted to phrenic nerve output (11) . C: strychnine augments inspiratory burst amplitudes and discharge frequency of pre-I/I neurons due to the block of the normal glycine receptor-mediated steep membrane hyperpolarization after the burst. The activity shifting of post-I discharge into inspiration provokes a dynamic struggle between post-I neurons and their counterparts in the connectome, with pre-I/I bursters trying to start an inspiration against the shifted post-I neuron post-I inhibition that is reduced, but not completely blocked, by strychnine (11) . All action potentials in B and C are truncated.
vere irregularities in respiratory rhythm generation (2, 94, 95) .
General Conclusions
We all would feel very inhibited if our speech would be regularly disrupted by pacemaker neurons and an autorhythmic behavior of pre-BötC excitatory networks that automatically pace breathing. Fortunately, this does not occur because in vivo respiratory rhythm generation is dynamically formatted within the three-phase respiratory cycle, which also allows adjustment of the ongoing rhythm, including integration with other motor acts. Adaptable inhibitory synaptic control from oscillating connectomes that are embedded within the intact network is a major feature of the rhythm-generating circuits. Various external excitatory and inhibitory drives to this circuitry are normally engaged for rhythm generation according to physiological demands and for motor behavioral control. Phasic synaptic inhibition is necessary to control stable rhythm generation by resetting the endogenous rhythmic processes of the pre-BötC whenever necessary. These cellular rhythm-generating processes are greatly disturbed when the pre-BötC excitatory network becomes functionally uncontrolled from synaptic inhibition. Under normal in vivo conditions, endogenous rhythmic bursting may even ensure quiet breathing whenever (post-inspiratory) glycinergic synaptic inhibition is reduced, possibly during sleep, allowing a more autonomous mode of rhythm generation for unconscious breathing. The ability of the respiratory network to potentially switch between states of autonomous operation vs. interaction of the pre-BötC with inhibitory circuits for effective control provides a high functional plasticity in vivo. Ⅲ
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