ABSTRACT ''Nonlinear Kelvin wave-CISK modes'' are critically assessed as a possible mechanism for the Madden-Julian Oscillation (MJO) with a global spectral transform model and a one-dimensional analog. Convection is parameterized using a simple ''positive-only CISK'' scheme, where tropospheric diabatic heating is proportional to the low-level convergence, and is set to zero in regions of low-level divergence. Although the modes have many properties that are consistent with the MJO, they also have a serious drawback. The growth rate of unstable modes depends crucially on the width of the heating region, which is resolution dependent. The ''CISK catastrophe'' has not been averted, and the heating region collapses to the smallest localized scale that the model can support. This scale is larger than the model resolution, as measured by both the gridpoint scale and the inverse wavenumber or half-zonal-wavelength of the highest wavenumber basis function, and is associated with the appearance of negative Gibbs fringes, which are then cut off by the positive-only CISK parameterization.
Introduction
The Madden-Julian Oscillation (MJO) [see Madden and Julian (1994) for a review] has been well documented as a dominant mode of tropical intraseasonal variability. In its simplest form, it consists of planetaryscale tropical convective and associated circulation anomalies that propagate eastward at a phase speed of approximately 5 m s Ϫ1 over the Eastern Hemisphere. Although the convective anomalies weaken substantially past the date line, the circulation anomalies continue to propagate eastward at a faster phase speed of 15 m s Ϫ1 over the Western Hemisphere such that the MJO has an overall period of between 30 and 60 days.
Kelvin waves are eastward propagating members of a family of equatorially trapped waves (Matsuno 1966) , and have been hypothesized as a likely mechanism for the MJO. The vertical structure of the observed MJO is that of a first-internal tropospheric mode, with opposite sign between the upper-and lower-tropospheric anomalies. However, a dry Kelvin wave with a first-internal mode vertical structure has a phase speed of about 40 m s Ϫ1 , much faster than the observed phase speed of the MJO. Diabatic processes, such as ''cumulus friction'' and Newtonian cooling (Chang 1977) , and reduction of static stability by latent heating (Gill 1982) , have been invoked to slow down the phase speed of the dry Kelvin wave to one more representative of the observed MJO.
In particular, much attention has been devoted to the ''Kelvin wave-CISK'' model (e.g., Hayashi and Sumi 1986) . This is designed to represent the process of conditional instability of the second kind (CISK), an interaction between convection and large-scale dynamics where deep convection is triggered over a region of lowlevel (moisture) convergence in a conditionally unstable atmosphere. The latent heating associated with the convection forces deep ascending motion, which amplifies the low-level convergence and completes a feedback loop. In its simplest form, a cumulus parameterization is constructed such that tropospheric diabatic heating is defined to be proportional to low-level convergence (e.g., Lau and Peng 1987) . In regions of low-level divergence the diabatic heating is set to zero. The vertical structure of the heating is predetermined, usually based upon observations of deep convective heating. When the low-level convergence is due to an atmospheric wave, the process is termed wave-CISK (Hayashi 1970; Lindzen 1974) . The strength of the parameterized heating is governed by a heating parameter. For small values of this heating parameter, the system is stable and the Kelvin modes decay. For larger values of the heating parameter, above a certain threshold or critical value, unstable growing nonlinear Kelvin wave-CISK modes emerge (Hendon 1988; Bladé and Hartmann 1993) . If, in addition, tropospheric diabatic cooling is allowed above regions of low-level divergence, the problem is the analytically simpler one of ''linear wave-CISK.'' Inviscid Kelvin wave-CISK modes tend to have phase speeds of around 10-25 m s Ϫ1 , still faster than the observed phase speed of the MJO. There is also recent observational evidence for convectively coupled Kelvin waves with phase speeds of 10-20 m s Ϫ1 (e.g., Dunkerton and Crum 1995; Wheeler and Kiladis 1999) that are distinct from the MJO. Kelvin wave-CISK theory may also be relevant to these waves.
Recent modifications to the basic Kelvin wave-CISK model have improved its representation of the MJO. Bladé and Hartmann (1993) incorporated a longitudinally varying basic state such that the mode was unstable and grew over the Eastern Hemisphere, and was stable and decayed over the Western Hemisphere. If frictional convergence in the boundary layer is included, the lowest zonal wavenumbers are destabilized and the phase speed slows to 6 m s Ϫ1 (Wang 1988; Salby et al. 1994) , in line with observations. Lim et al. (1991) and Shen et al. (1996) investigated the effect of vertical wind shear on Kelvin wave-CISK modes and concluded that an easterly vertical shear, as found in the tropical Eastern Hemisphere, tended to destabilize the modes, whereas westerly shear, as found in the Western Hemisphere, tended to stabilize them. This is in agreement with observations of the MJO.
Another feature of a numerical Kelvin wave-CISK mode that can be compared with observations is the dominant spatial scale(s) of the mode, in particular the zonal width of the region of low-level convergence and diabatic heating. Linear wave-CISK theory predicts the largest growth rate at infinitesimally small scale (Hayashi 1970; Crum and Stevens 1983) . This ''CISK catastrophe'' appeared to have been averted when nonlinear or ''positive-only'' CISK was employed. Hayashi and Sumi (1986) found an eastward propagating 30-day equatorial mode in an integration of a spectral General Circulation Model (GCM) with a Kuo cumulus parameterization scheme. The Kuo scheme is also closed on (moisture) convergence, but it is more sophisticated and realistic than the simple ''positive-only'' parameterization described above, with extra constraints based on conditional instability of the column and a threshold relative humidity in the cloud layer.
Hayashi and Sumi noted the importance of two scales. The circulation anomalies were of planetary extent (zonal wavenumber one), in agreement with the observed MJO; this feature was central to the acceptance of positive-only wave-CISK as a mechanism for the MJO. A second scale was the width of the heating region, the region of low-level convergence where the positive-only CISK parameterization of deep convective heating was activated. This region had a width of O(1000 km), well above the grid-scale, and was associated with an organization of convection at the ''supercluster'' scale.
These two scales were also described in further spectral model studies, using the simple positive-only heating parameterization described above (Lau and Peng 1987; Lau et al. 1989; Bladé and Hartmann 1993; Shen et al. 1996) .
However, analytic studies of nonlinear wave-CISK show that the largest growth rates are still associated with infinitesimally small spatial scales: the CISK catastrophe has not been averted by positive-only, or nonlinear, heating (Dunkerton and Crum 1991; Crum and Dunkerton 1992) .
This study further investigates nonlinear Kelvin wave-CISK modes in a global spectral transform model and a one-dimensional analog. Particular emphasis is placed on the factors determining the growth rate, and on resolving the apparently paradoxical situation between the finite supercluster scale of the heating region, and the tendency of CISK to collapse to the smallest possible scale.
The global spectral transform model and the initial conditions are briefly described in section 2, followed by a description of the nonlinear Kelvin wave-CISK modes in section 3, with particular emphasis on the growth rates and width of the heating region. The collapse of the heating region is examined further using a one-dimensional analog model in section 4, and finally a discussion is presented in section 5.
Model description
The model used was the spectral transform, primitive equation model of Hoskins and Simmons (1975) . It was run with five sigma levels in the vertical (at ϭ 0.1, 0.3, 0.5, 0.7, 0.9), and at triangular truncation M ϭ 21 (T21) in the horizontal. The transform grid had J x ϭ 3M ϩ 1 ϭ 64 longitudinal points and J y ϭ (3M ϩ 1)/2 ϭ 32 Gaussian latitudes, to prevent aliasing of quadratic terms. The only diabatic processes were a ٌ 8 hyperdiffusion, operating in spectral space with a timescale of 3 h on the highest total wavenumber, and the convective parameterization operating in gridpoint space, which followed the positive-only CISK scheme of Lau and Peng (1987) :
where H is the diabatic heating, m is a variable ''moisture availability'' or heating factor, L ϭ 2.5 ϫ 10 6 J kg Ϫ1 is the latent heat of vaporization, q bl ϭ 0.02 is the specific humidity in the boundary layer, and () is the prescribed vertical profile of the heating, normalized such that
where ⌬ is the layer thickness, and D bl is the divergence in the boundary layer, taken as the lowest model VOLUME 56 Atlantic Tropical Experiment and was the same as that used in Lau and Peng (1987) . It peaks in the middle to upper troposphere. The model was linearized about a resting atmosphere, and initialized with a ''dry'' Kelvin wave normal mode (Fig. 2 ). This normal mode was calculated as an eigenvector of the linear tendency matrix of the adiabatic model (without the CISK parameterization). It had a zonal-wavenumber one and first-internal tropospheric mode structure, with an eastward phase speed of 37 m s Ϫ1 . The meridional wind field was negligible and the zonal wind anomalies were in phase with geopotential height anomalies (Fig. 2a) , indicative of a Kelvin wave structure. The eastward propagation of this dry Kelvin wave can be visualized by considering the phase relationship between the vertical motion field (Fig. 2b ) and the temperature field ( Fig. 2c ) at 2.8ЊN, the closest latitudinal grid point to the equator. The two are in quadrature, with the midlevel ascent (low-level convergence and upper-level divergence) maximum a quarter wavelength to the east of the temperature minimum. There is no diabatic heating, and midlevel ascent is balanced by adiabatic cooling, hence the temperature structure moves eastward.
Nonlinear Kelvin wave-CISK modes a. Structure
This initial zonal-wavenumber one Kelvin wave normal mode was superimposed onto the resting atmosphere and the model was integrated forward in time, with the positive-only CISK heating parameterization switched on. A critical value of the heating parameter (m ϭ m c ) was found to divide a stable and unstable regime, the magnitude of which is sensitive to the ver- tical heating profile (Chang and Lim 1988) . For the vertical heating profile (Fig. 1) and reference temperature profile used in these experiments m c ഠ 0.38. Unstable, exponentially growing modes were found for supercritical values of the heating parameter. The model integration, and structure of the unstable mode, for a supercritical value of m ϭ 0.5 is described below. The region of low-level convergence, which initially spanned 180Њ long, activated the positive-only CISK parameterization and broke up into several smaller-scale regions, which all grew in amplitude. However, the convergence region furthest east grew at a faster rate than the others, and eventually dominated the planetary structure, such that by about day 30 there was a welldefined Kelvin wave-CISK mode, which preserved its shape as it propagated eastward at a constant phase speed of 24 m s Ϫ1 , and whose amplitude grew exponentially with time. Figure 3 shows the structure of this unstable Kelvin wave-CISK mode, familiar from previous studies (e.g., Lau and Peng 1987) . The single narrow region of lowlevel convergence, upper-level divergence, and implied midtropospheric ascent at 180Њ in Fig. 3a corresponds to the diabatic heating region. Figure 3b shows the temperature structure of the mode. In contrast to the dry Kelvin wave of Fig. 2 , the largest positive temperature anomaly was in the heating region itself, at the level of maximum heating. Hence, there was a positive correlation between temperature and diabatic heating, and therefore a generation of eddy available potential energy (which was converted to eddy kinetic energy by the thermally direct circulation), consistent with a growing mode. Figure 3c shows the 300-mb geopotential height and wind vector anomalies. The wind is predominantly zonal, indicating the Kelvin wave structure of the mode, with westerlies to the east of the heating region and easterlies to the west, and the opposite-signed structure at 900 mb (not shown). Positive geopotential height anomalies coincide with westerly wind anomalies and negative geopotential height anomalies with easterly wind anomalies. Away from the heating region the mode structure is that of a dry Kelvin wave, with zero potential vorticity anomaly (not shown).
The wind and geopotential height anomalies were much stronger to the east of the heating region, than to the west. This asymmetry can be interpreted as a consequence of the instability of the mode. For the purpose of argument, the Kelvin wave-CISK mode can be regarded as being composed of a diabatic heat source, moving eastward at a reduced speed of 24 m s Ϫ1 , together with the response to that heat source. This reduction in phase speed from that of the deep dry mode has been explained in previous studies by the coalescence of two vertical modes (a shallow and a deep mode) into a single unstable vertical mode (Lau and Peng 1987; Chang and Lim 1988) . The low-level convergence is mainly controlled by the shallow vertical mode, which has a slower phase speed, while the deep vertical mode determines the structure of the unstable mode.
The heating forces a Kelvin wave response, which propagates eastward as a fast dry Kelvin wave front (at VOLUME 56 37 m s Ϫ1 ) outside the heating region. If the strength of the heat source was constant, this Kelvin wave front would eventually propagate around the globe and impinge on the heating region from the west. However, as the mode is growing, the strength of the heat source increases with time. Hence, a continuous succession of ever stronger wave fronts propagates out at a fast, eastward speed from the heating region. The cumulative effect of these wave fronts is a strong Kelvin response to the east of the heating, that decays with distance from the heating region.
The choice of initial condition was not crucial in obtaining the unstable Kelvin wave-CISK mode. Other Kelvin wave initial conditions (different vertical modes and zonal wavenumbers) also gave rise to the same Kelvin wave-CISK mode.
b. Growth rate
The growth rate of the Kelvin wave-CISK mode was dependent on the heating parameter m. As the heating strength was increased from m ϭ 0, the diabatic heating partially offset the adiabatic cooling due to ascent, and eventually canceled it at the critical value m ϭ m c . As ascent and adiabatic cooling are proportional to lowlevel convergence through mass conservation, and the diabatic heating was defined to be proportional to the low-level convergence [Eq. (1)], the relative offset of the adiabatic cooling by the diabatic heating was independent of the actual magnitude of the low-level convergence.
As the heating strength was increased further (m Ͼ m c ), the diabatic heating became stronger than the adiabatic cooling. A positive temperature anomaly developed in the heating region, and an exponentially growing, unstable Kelvin wave-CISK mode developed. The solid line in Fig. 4 shows growth rates for T21 Kelvin wave-CISK modes for a range of values of the heating parameter m. For supercritical values of m, the growth rate ␥ was approximately proportional to m Ϫ m c :
The phase speed of the unstable Kelvin wave-CISK mode decreased only slightly with increasing m above the critical value (23 m s Ϫ1 at m ϭ 0.7), consistent with the phase speed being determined by the coalescence of two vertical modes (Lau and Peng 1987) .
For subcritical values of the heating parameter (m Ͻ m c ), the resulting moist Kelvin wave structures were stable and slowly decayed. It is also apparent from Fig.  4 that these stable moist Kelvin wave structures decayed slightly faster with stronger heating. This can be traced to the existence of a negative temperature anomaly in the heating region, leading to a negative correlation between temperature and diabatic heating and hence the destruction of eddy available potential energy, and a decaying mode. A larger value of the heating parameter m, as long as it remains subcritical, will lead to a greater rate of destruction of eddy available potential energy, and therefore to a more strongly decaying mode. The stable moist Kelvin wave structures that arose from integrations with subcritical heating parameters were rather sensitive to initial conditions and are not discussed further.
The experiments described above were repeated with a doubled horizontal resolution (T42). A Kelvin wave-CISK mode emerged with essentially the same largescale structure and phase speed as in the T21 experiments, and m c ഠ 0.38 was unchanged. However, the growth rates of the T42 modes were higher than those of the T21 modes, for the same value of the heating parameter m (Fig. 4, dotted line) . The gradient of the line (a) has approximately doubled from the T21 to T42 integrations. This appears to be due to a change in the width of the heating region, which has approximately halved in the T42 experiments, and is discussed in the next section.
The T42 integrations retained the same vertical resolution and hence the same vertical modes as the T21 integrations. The phase speeds of the nonlinear Kelvin wave-CISK modes remained unchanged between the T21 and T42 experiments, again consistent with the coalescence of vertical modes interpretation.
c. Width of heating region
Analytic studies of nonlinear wave-CISK show that the largest growth rate occurs at the highest wavenumber, that is, the CISK catastrophe has not been averted by positive-only heating (Dunkerton and Crum 1991; Crum and Dunkerton 1992) . In contrast, the collapse of the heating region in the experiments in this study seems to have been halted. The longitudinal half-width of the
M A T T H E W S A N D L A N D E R
heating region (i.e., from maximum to zero) was approximately ⌬ HR ഠ 1510 km ഠ 13.6Њ (4) for the T21 experiments. This appears to be substantially larger than the model resolution, measured by either the longitudinal grid spacing
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where a ϭ 6370 km is the radius of the earth and J x is the number of longitudinal grid points, or the inversewavenumber of the highest-wavenumber basis function
where M is the truncation wavenumber, or alternatively half a zonal wavelength of the highest-wavenumber basis function
HZW M Previous studies have attributed this finite scale of the heating region to dissipation (Lau and Peng 1987) or to a physical supercluster scale (Lau et al. 1989 ). However, when the resolution of the model was doubled from T21 to T42, the half-width of the heating region was approximately halved from ⌬ HR ഠ 13.6Њ to ⌬ HR ഠ 5.7Њ, suggesting that it is governed by a numerical, rather than a physical, mechanism. The unstable modes have a very similar spatial structure at both T21 and T42 resolution, except for the width of the heating region. The increase in growth rate with resolution noted in section 3b can be explained in terms of this width. Consider a mode with a change in zonal wind ⌬u occurring across longitudinal half-width ⌬ HR . As the diabatic heating is proportional to the convergence in the lowest model level and the meridional wind perturbation is negligible, the heating is approximately proportional to ⌬u/⌬ HR . For any ⌬u, the half-width ⌬ HR of the T42 mode is around half that of the T21 mode, implying a doubling of the strength of the heating and a doubling of the growth rate.
The hyperdiffusion in the model selectively damped out the smallest scales and could be responsible for the scale-locking of the width of the heating region. However, if the hyperdiffusion was turned off, the spatial structure of the Kelvin wave-CISK mode remained essentially unchanged. The growth rate increased slightly, and the half-width of the heating region decreased slightly, from ⌬ HR ഠ 13.6Њ to ⌬ HR ഠ 11.3Њ for T21 truncation. This is still larger than the grid-spacing and inverse-wavenumber scales quoted above.
On closer inspection, the length-scale comparisons made above are misleading. The inverse wavenumber scales l T and l HZW apply to strictly periodically repeating functions that cover the entire global domain. As the heating region has a localized structure, it will have significant Fourier contributions from wavenumbers lower than the truncation limit, therefore its characteristic scale ⌬ HR will be greater than l T and l HZW . Following Lander and Hoskins [1997; their Eq. (25) ], the size of the smallest resolved localized feature in a spectral transform model can be characterized by
where 2D is the distance between the central peak and the first minimum of the (Bessel-like) function formed by truncating the spectral series for a Dirac delta function at wavenumber M. As ⌬ HR ഠ 2D , it appears that the heating region has collapsed to the smallest possible scale, and the ''CISK catastrophe'' has not been averted. It should be clarified at this point what is meant by the ''CISK catastrophe'' in a model with positive-only CISK heating. The catastrophe of linear CISK is that the largest growth rate is at the largest zonal wavenumber or smallest scale. In this linear framework, this corresponds to a perturbation that is periodically repeated throughout the whole longitudinal domain. In the case of positive-only CISK heating, the fastest growing ''mode'' also appears to have a heating region at the smallest model scale. However, the heating region is localized and does not repeat itself periodically throughout the domain. The response to this localized heating is global and is dominated by the lowest zonal wavenumbers. This feature explains the success that positiveonly CISK has had in explaining certain features of observed circulations such as the MJO, and is not in question here. What is being questioned is the attribution of a physical significance to the finite width of the heating region.
In the next section, a series of analog one-dimensional experiments are performed to further investigate the numerical mechanisms behind the scale-locking of the width of the heating region.
One-dimensional analog experiments
In a system as complex as a full spectral transform model, it is difficult to isolate the effect of the truncation from that of the ''real'' dynamics. In this section, a series of one-dimensional experiments designed as analogs to the ''CISK catastrophe'' is described.
The one-dimensional model used is described in detail in Lander and Hoskins (1997) . In summary, Fourier basis functions are used to represent some physical quantity, denoted by Q, on a periodic domain ϪL/2 Յ x Յ L/2, where L ϭ 2a ഠ 40 000 km or L ϭ 360Њ. The parameterization tendencies are evaluated by projecting the spectral representation onto a transform grid, calculating the tendencies on this grid, and then transforming these back into spectral space. Like its counterpart in the full spherical model, the transform grid is VOLUME 56 finer than is required to resolve the smallest basis function, to prevent aliasing. For comparison with the Kelvin wave-CISK experiments on the sphere in section 3, the one-dimensional analog experiments in this section were truncated at wavenumber M ϭ 21, and used a transform grid of J ϭ 3M ϩ 1 ϭ 64 grid points. The grid spacing is the same as the longitudinal grid spacing in the full spherical model:
GRID J The only forcing in the model was intended to have similar characteristics to the CISK heating [Eq.
(1)] in the full spherical model;
The analog model was designed to share some characteristics (in particular the scale of the ''heating region'') with the Kelvin wave-CISK model, rather than actually being a one-dimensional version of it. Here Q can be thought of as a generalized variable representing the amplitude of the Kelvin wave-CISK modal structure at each longitude. The region of positive Q then represents the region of low-level convergence, ascent, and heating in the Kelvin wave-CISK model. The constant ␣ term can be thought of as representing the feedback between low-level convergence and the ascent generated by the heating. The model was integrated forward from a suitable initial state using a simple forward-difference scheme. At each time step the mean value of Q was also adjusted so that it remained constant with time. Figure 5 shows the evolution of seven such integrations, identical apart from their initial conditions. The initial conditions were defined on the transform grid; the first six consisted of Gaussian profiles of scale-widths w ϭ 16, 8, 4, 2, 1, and 0.5l GRID (grid points), where a Gaussian was defined in the standard form exp(Ϫx 2 /2w 2 ) and the seventh consisted of a nonzero value at a single grid point, with zeroes elsewhere (the equivalent of a delta function). The scale of the field was characterized by its average wavenumber k , defined as
where (Q) is the power at wavenumber k in the field 2 P k Q. All the initial states either collapsed or expanded to the same scale.
The final Q-field that all the initial conditions converged on is shown in Fig. 6a . It can be seen that the ''heating region'' did not collapse to a single grid point, but was smeared out. Its half-width, as defined in the previous section, was approximately two grid points 
This is close to the half-width of the heating region in the Kelvin wave-CISK mode on the sphere in the experiment with no hyperdiffusion. It appears that the greatly simplified one-dimensional analog experiments have captured some of the essential characteristics of the full Kelvin wave-CISK experiments, and reproduced a ''heating region'' of the same scale. The power spectrum of the final Q-field (Fig. 6b) tailed off with wavenumber, and was not constant with wavenumber like that of a delta function showing that the CISK-like scheme has collapsed to a scale just slightly larger than that of the smallest resolvable localized feature. This scale-locking of the ''heating region'' appears to be a direct result of poor resolution of the tendencies produced by the parameterization. Figure 7 shows the average wavenumbers of the field used as input to the CISK analog parameterization scheme and of the field produced as output, as a function of the scale of the input data. The input data consisted of a series of Gaussians of varying scale-widths w on a grid with J ϭ 64 points represented using a spectral series truncated at M ϭ 21. For all Gaussians with w Ͼ w c , where
the tendency produced by the parameterization had a higher k than the input data: it acted to shrink the feature. In contrast, for w Ͻ w c the tendency had a larger k than the input field and acted to expand the feature. Under these circumstances one would expect to see precisely the behavior implied by Fig. 5 where an initial peak collapsed or expanded until the input field and the tendencies were on the same scale.
The scale at which the collapse stopped coincided with the appearance of Gibbs fringes (Fig. 6a) , the spurious maxima and minima that appear around a smallscale feature when it is spectrally truncated. These fringes can be thought of as the ''penalty'' that has to be paid for having such a small-scale feature: the smaller a feature is, the more pronounced the fringes around it become. Turning this argument around: if the fringes were to be removed, as the CISK analog parameterization does by taking only that part of the field where Q Ͼ 0, the result must be larger scale. This explains the behavior seen in Fig. 5 .
It is interesting to compare the scale of the Gaussian with critical scale width w c to the scale of a truncated delta function. Lander and Hoskins (1997) showed that the one-dimensional equivalent of the characteristic scale in Eq. (8) 
which is of the order of 1D .
Discussion
A global spectral transform model and a one-dimensional analog model have been used to examine the properties of nonlinear Kelvin wave-CISK modes, with particular emphasis on the factors that determine the growth rate and the width of the heating region. In the global model, convective heating was simply parameterized to be proportional to low-level convergence, and to be zero in regions of low-level divergence. For supercritical values of the heating parameter m Ͼ m c , exponentially growing nonlinear Kelvin wave-CISK modes emerged, whose growth rate was approximately proportional to m Ϫ m c .
The growth rate of the Kelvin wave-CISK modes is also highly dependent on the width of the heating region, which is determined by the model resolution. The linear CISK catastrophe, where the largest growth rates are found at the smallest scales, has not been averted by positive-only heating, and the heating region does collapse to the smallest localized scale that the model with its CISK parameterization can support.
However, this scale is larger than may be initially expected, which could explain its previous attribution to a physically meaningful quantity. The positive-only CISK parameterization acts to shrink the region of lowlevel convergence toward the gridpoint scale. However, as it approaches this scale, negative Gibbs fringes start to appear at its flanks. When calculating the heating from this field, these fringes are cut off by the positiveonly CISK parameterization, smearing the heating region out. An equilibrium scale is eventually attained where the shrinking tendency of the CISK parameterization is balanced by an expanding tendency from the spectral truncation and the positive-only aspect of the CISK parameterization. It is this numerically determined and resolution-dependent equilibrium scale that has been previously associated with a supercluster scale.
Kelvin wave-CISK theory, using the simple positiveonly convective parameterization, has been successful in explaining many aspects of the observed MJO, including the eastward propagation and planetary scale of the tropical circulation anomalies, and their longitudinal variations. However, the shortcomings of the theory highlighted by this study need to be addressed; the width of the heating region, which has previously been attributed to a supercluster scale and thought to be larger than the smallest scale in the model, is determined entirely by the horizontal resolution of the model; the CISK catastrophe has not been averted, and the heating region has shrunk to its smallest possible scale.
