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Singular Control of Bilinear Discrete Systems* 
T. J. TARN 
Control Systems Science and Engineering, Washington University, St. Louis, 
Missouri 63130 
This paper introduces singular optimal control for bilinear discrete systems. 
The complex structures of the singular arc are studied in detail. Two special 
features for the second-order bilinear discrete systems are discovered. These 
two features which are novel are different from the higher-order bilinear 
discrete systems. Existence, uniqueness, and optimality of the singular arc 
are  proved. 
1. INTRODUCTION 
A system is bilinear if it has a model which is linear in state and in control, 
but not jointly linear in both. 
Many systems have natural models which are bilinear. Well known is the 
model of a nuclear reactor (see Ash, 1965). Other natural bilinear systems 
include certain conduction and convective heat transfer, common growth 
phenomena, nd certain physiological systems as in Eckert and Drake (1959), 
and Grodins (1963). Rink and Mohler (1968) have shown that the bilinear 
systems generally are more controllable than linear systems; also Mohler 
and Rink (1969) have shown that not only is the bilinear regulator superior 
to the linear regulator for step inputs, but it exhibits far better performance 
for sinusoidal inputs. Although the bilinear control systems have been ignored 
in this country, there do exist extensive literature in the USSR under the 
name of variable structure systems. For a survey, see Taran (1964). 
Rozonoer (1959) defined the singular control for continuous systems. 
The papers of Johnson and Gibson (1963), Kelly (1963, 1964), and Wonham 
and Johnson (1964) spurred interest in the field of singular control. Much 
effort has been expanded by many investigators to prove the necessary and 
sufficient conditions for the optimality of the singular arc. See, for example, 
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Goh (1966), Jacobson and Speyer (1970), Kopp and Meyer (1965), and 
McDanell and Powers (1970). The practical importance of the singular arc 
can be found in Athans and Canon (1964), Bryson and Ho (1969), Bongiorno 
(1967), Robbins (1965), and Snow (1964). A good geometrical interpretation 
and survey of singular control is given by Johnson (1966). To the author's 
knowledge the only work about singular control for bilinear systems is given 
by Buyakas (1966) which introduced the singular optimal control for 
continuous bilinear systems. 
Singular control for discrete systems has been studied by Graham and 
D'Souza (1970); it appears, however, that the results are in error. Tam, Rao, 
and Zaborszky (1971) investigated the meaningful singular arc for linear 
discrete systems. In the present paper, the singular arc for bilinear discrete 
systems is introduced. The complex structures of the singular arc are studied 
in detail. Two special features for the second-order bilinear discrete systems 
are discovered. Those features which are novel are different from the higher- 
order bilinear discrete systems. These structures have never been found in 
the past for singular control of bilinear discrete systems. Existence, 
uniqueness, and optimality of the singular arc are proved. 
2. PROBLEM STATEMENT 
Consider the bilinear discrete system described by 
x~+ 1 = cI, x~ + Bx~u~, x~ = x(t~), (1) 
where x~ = (x~ 1 ""  xkn) r ~ R~ is the state vector, u~ e R a is the scalar control, 
*I, is the constant state transition matrix (n x n), B is the constant gain 
matrix (n × n). cI, and B have the form 
I J 
I 1 0 0 ... 0 0 0 ... 
 olo oo  o °
= , B = . (2) 
0 b 1 32 "" b~ 
a 1 • . .  a n 
The problem is to choose the sequence of controls u 0 ,..., un_ 1 so that 
the cost functional 
N--1 
J = Z x JQx~ (3) 
k~0 
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is a minimum, subject o (1) and the additional conditions 
x0 = x(0) ,  
XN = 0, (N is a fixed finite number) (4) 
I,,~l ~< 1(o ~<k ~<N--  1), 
where Q = [qi.J], the constant cost matrix, is an n x n positive definite 
or positive semidefinite, symmetric matrix; T denotes transpose. 
3. OPTIMAL CONTROL 
Define the Hamiltonian for (1) and (3) 
H(x~, P~+I , uk) = p~+l(oxkr + Bxkuk) -- x~rQxT~ • (5) 
Here Pk+~ eR.  is the costate vector. According to the discrete maximum 
principle (Halkin, 1966) if an optimal sequence of controls u0* ..... UN*_ 1 
exists, then 
H(xk, Plc+l, uk*) = max H(xT:, Pk+l, uk) (6) 
so that 
l 
--1 for p~.+l(b r .  xk) < 0 (Case 1) 
uk* = +1 for p~+l(b r .  xk) > 0 (Case 2) (7) 
lug* I ~< 1 for p~+l(b r .  xk) = 0 (Case 3). 
Switching of the optimal control occurs upon change of sign ofp~+l or upon 
intersection of the plane b T • x~ = 0. Here b r = (bib 2 "" bn). Case "3", 
when H does not depend on the control u k , is called singular and the control 
is called a singular control. 
Independently of whether the control is singular or not, x~ and Pk satisfy 
the equations 
xi 0H(xk, Pk+l, U~) 
k+l  - -  
~k+l 
1 <~i<~n, 0~<k~<N- -1 ;  (Sa) 
Pk ~:  ~H(xk,pk+~,Uk) 1 ~ i~n,  1 ~<k~N.  (8b) 
~Xj 
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4. SINGULAR SOLUTIONS 
The singular cases which can arise in Case 3 of (7) will be considered. 
Case 3 breaks down into two subcases. 
Solutions Insensitive to Control 
I f  along the solution the identity b r • xe = 0 holds, then this system is 
not controllable. Let xkl(k = 1, 2,...) be a solution of (1) passing through 
x o for u/~l(k = 0, 1, 2,...) and xk~(k = 1, 2 ...) be a solution of (1) passing 
through x 0 for uk2(k = 0, 1, 2,...). 
DEFINITION. A solution of system (1) passing through xo is insensitive 
to the control if x~ 1 = x~ ~ for any admissible uk 1 and u~ 2 for all k. 
THEOREM 1. A necessary and sufficient condition for the existence of 
solutions insensitive to the control is that
b, OTb,..., cI'(n-1)Tb (9) 
are linearly dependent. 
Proof. From (1)it can be seen that the solutions insensitive to the control 
are possible only in the plane bT 'x~ = 0. With solution in this plane, 
system (1) has the form 
xk+l = ¢x~,  (10) 
b r • x~ = 0. (11) 
Equations (10) and (11)jointly are a necessary and sufficient condition for 
solutions insensitive to control. In order that (I0) and (11) hold 
simultaneously, bT .x~ = 0 has to be the solution of (10) for all k. 
The necessary and sufficient condition for this is 
b T • x~ = 0, (OTb) T • xk = 0,..., (O(~--I)Tb)T " X~ = 0; 
hence b, OTb,..., cI'(~-l)rb are linearly dependent. This proves the theorem. 
Main Results 
The second subclass is of interest here; if" Pk+ln = 0 on the solution, then 
the solution is called singular. The control then is said to be singular control 
u~ *, and the corresponding solution x~, a singular arc. The stages during 
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which p~+a = 0 are called the singular stages. In this paper the investigation 
is restricted to the case when all N stages are singular. 
THEOREM 2. Given the problem described in (1)-(4). Let N be a fixed finite 
number. I f  all N stages are singular and if the singular controls exist, then 
(i) The last stage (stage N-  1) of a singular arc is the one-dimensional 
coordinate subspace of R~ which is called the terminal singular surface T~ s, 
defined by 
x l+ i u-1 ~ O; i = 1, 2,..., n - -  1. (12) 
The singular control U}_ 1 is given by 
USN-1 = - -a l /b  I , (13) 
where a 1 and b 1 are givens in • and B. 
(ii) The states corresponding to each of the last n -- 2 stages preceding 
to the last stage (that is stages N-  k, 2 <~ k ~ n -- 1) of a singular arc are 
contained in a closed, convex subset of R~ which is called the terminal singular 
surface T t~ k, 2 <~ k <~ n-  1 and which is located on the k-dimensional 
coordinate subspace in R,~ defined by 
xTC+iN--IC ~ O, i = 1,2,..., n -- k. (14) 
This subset is defined by 
(aj + bj) x~_ 2 >/0 
j=l  
k = 2; (15) 
2 
Z (a; - -  b;) 0 
J=l 
X j ~ X j -1  lc N--k N--k+l ' j = 2, . . . ,  k ]  
(aj + b~.) ~" XN__ k ~ 0 
j=~ k 
/c 
2 (ai bj) j - -  XN-k ~< 0 
j=l J 
~> 3. (16) 
Note. Each successive terminal singular surface is one lower dimension 
than the preceding with To ~s = 0. 
643/2 I /3 -3  
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The singular control u~._k, 2 <~ k < n - -  1 is given by 
k Ic . 
" - -  ~ ~ /~,  b~x~_~, (17) UN_ k - -  - -  a~x -k 
where the a~' s and b~' s are those given in ¢~ and B.  
Remark. Not only the terminal section of singular arc but also the final 
section of all optimal arcs reaching the origin proceed over this sequence. 
See Kalman (1961). 
(iii) The states corresponding to the initial N - -  n stages following the 
f irst stage of a singular arc of a f ixed length N > n (that is, stages N - -  k, 
n ~ k ~ N - -  1) lie on a sequence of hyperplanes O k in Rn ,  n ~ k ~ N - -  1, 
defined by 
~c Jx ~ 0, (18) k N--k ~-- 
j= l  
where ek j, n <~ k <~ N - -  1 is given by 
• : r ~ _ r ~ J - l ,  . (19)  C~+I qn,j @ n--l,J--1 n- - l ,nCk  lek , 1 ~ j <~ n 
with %0 = 0 for all n ~ k <~ N - -  1 and the initial conditions 
J 
c~ ~ = ~ qt,.-j+* (20) 
t= l  
and where r ~.  is given by 
k+l  r k __ ri~ cg- l le  n ri,j =q i , j+  i-1,~-1 i - l .nk  I ~ ,  1 ~ i<n- -1 ,  1 < j~n (21) 
with r0. ~7~ = rki,o = rko,o = O for all i , j  and k and the initial conditions 
r~" r~ . (22) 
i,~ = qi,J" @ i--l,J--1 
The singular controh" USy_k, n ~ k ~ N - -  l, are given by 
UN_  n : - -  ayx -n i x -n , k = n; 
9=1 --9=1 
(23) 
J-1 ~ x j b~x~u_k, USN--k = - -  a lx~_  k -~- (a j  @ C lc_ l /ek_ l )  U-lc 
9=2 j= l  
n- l -1  <~ k <~ N- -1 .  
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(iv) The control constraints ] u~v_j I <~ 1, 2 <~ j <~ h define a closed, 
convex subset Tk ~ on the hyperplane C7~ for n <~ h <~ N-  1. This will be 
called the singular surface, Tk 8, for n <~ k <~ N -- 1. It is the intersection of 
Ck with the closed, convex subset in R~ defined by 
x~_. ;-1 1 = XN_n+ 1 , j = 2,..., n 
(aj 4- b~) x ~ N--n ~0 
j=l ~k = n; 
(a; - b~) x~_.  ~< 0 
j= l  
(24) 
X j J N--k ~ XN- Ie+I  , j ~ 2,..., n 
(al + bl) x 1 ~ ~-11 ~-l J  N-,~ >~ 0 N--k @- (aj + bj 4- c -l /c" ~ x j 
~=z ,n 4-1 <~ k ~ N- -1 .  
(a~ -- b~) x~_~ + ~ (a, --  b, + 4={/cL~) x~_~ < 0 
j=2 
(25) 
(v) The initial states from which the singular surface T~_ 1 can be reached 
by a singular control Uo 8 defined by 
__  [ C]--I ~ n x Uo ~ alxo 1 + (at + s-1/cN-z) Xo j bjxoJ 
j=2 = 
form a closed convex subset in R~ which is given by 
(26) 
x o' --- x~ -1, j 2,..., n, 
~ [- CJ--1 /C n "~ (a, + bl) Xo 1 T (aj + ba ~ N-Z/ N--l] XO ~ ~ 0, h 
]=2 
(az -- bl) Xo 1 + ~, 
]=2 
C ] -1  /C n ~ " (a t --  b~ 4-  N- I [  N--I] XO 3 ~ O. 
(27) 
This will be called the singular isochrone S N . It  contains all the initial states 
which reach the origin by singular controls Uo~,..., u)_ 1 in N singular stages and 
is a subset of the set of states from which the origin can be reached in N stages. 
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Remarks. (1) The singular arc then consists of three distinct sections: 
(1) the initial states lying in the singular isochrone Sn given in (v), (2) the 
state trajectory l ing on the singular surface sequence defined in (iv), and (3) 
the state trajectory lying on the terminal singular surface sequence defined 
in (ii) and (i). 
(2) This theorem considers only the pure singular arc. Combined 
singular and nonsingular arcs for discrete bilinear systems represent a
challenging future research problem. 
(3) The structure of the singular arcs obtained in this theorem is 
significantly different from those obtained by Wonham and Johnson (1964) 
for continuous linear systems. The singular arc for continuous linear systems 
is a convex "singular surface," that is, for a given initial state, all future 
states are confined in a single unique convex "singular surface." While the 
singular arc for discrete bilinear system is a sequence of convex "singular 
surfaces," that is, for a given initial state, each successive state lies on a 
different convex "singular surface." Furthermore, the singular control for 
continuous linear system is a linear function of the states. In contrast, the 
singular control for discrete bilinear system is a nonlinear function of the 
states. 
Proof. See Appendix. 
Second-Order System 
Consider a second-order bilinear discrete system described by 
1 
Xk+l = Xk2' (28)  
X 2 k+l alXk 1 -1- a2xk 2 -[- (hi x l  -~- b2xk 2) •k . 
The problem is to choose the sequence of controls uo ,..., u~T_l so that the 
cost functional 
N--I 
J = ~ el(x~*) 2 -I- 2q2x~Ixk 2 q- qa(x~) ~ (29) 
k=O 
is a minimum, subject o (28) and the additional conditions 
x0~ = x l (0) ,  x0 ~ = x~(0), 
xN 1 = xn 2 = 0 (N  is a fixed finite number), (30) 
[uk]~l  (0 <k  ~N- -  1), 
where q~, q2, and q~ are so chosen such that the cost matrix is symmetric. 
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COROLLARY 3. Given the problem described in (28)-(30). Let N be a fixed 
finite number. I f  all N stages are singular and if  the singular controls exist, then 
(i) The last stage (stage N -- 1) of a singular arc is the one-dimensional 
coordinate subspace of R2 which is called the terminal singular surface T~ ~, 
defined by 
X2 N--1 = 0. (31) 
The singular control U~v_ 1 is given by 
U s = ° N-1 --al/bl (32) 
(ii) The states corresponding to the initial N -- 2 stages following the 
first stage of a singular arc of a fixed length N > 2 (that is, stages N -- k, 
2 <~ k ~ N --  1) lie on a sequence of hyperplanes C1~ in R2 ,2  ~ k <~ N -- 1, 
defined by 
X 1 N-~ ÷ CkX~_~ = 0, (33) 
where%,2  ~ k ~ N- -  1 is given by 
c,~+~  [(q~ + q~)/q~] - (1/c~) 
with 
c2 = (q~ ÷ %)/q2. 
(34) 
(35) 
The singular surface T~ ~ is the same as C~ for 2 <. k <~ N --  t. The singular 
controls uTv_~, 2 ~ k <~ N- -  1, are given by 
U 8 N-~ (alc2 --  a2)/(blc~ --  b~), k = 2; 
= (1 ÷ a2ek_l)/(blC~_l% b2ck_l) , UN_ Ie  - -  alek_lC k 
(36) 
3 ~k  ~N- -  1. 
(iii) The initial states from which the singular surface T~¢_ 1can be reached 
by a singular control Uo* defined by 
alxo 1 ÷ (a2 ÷ I/CN-1) XO 2 
Uo ~ = __ blxol+b2xo ~ (37) 
form a cone in Rz which is given by 
(al + bl) Xo ~ + (a2 + b2 + 1/eN_I) Xo ~ >~ O, 
(a~ --  b~) Xo ~ + (a~ -- b~ + 1/CN_I) Xo 2 <~ O. 
(38) 
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This cone will be called the singular isochrone S n . It contains all the initial 
states which reach the origin by singular controls Uo~,..., u"n_ 1 in N singular 
stages and is a subset of the set of states from which the origin can be reached 
in N stages. 
Remarks. Two special features for the second-order linear discrete 
system which are different from the higher-order systems hould be noted: 
(1) The singular surfaces TI~" defined in (ii) are the same as the hyper- 
planes Ck~ defined in (ii). 
(2) Except for the first stage singular control u0 ~ which amounts to 
nonlinear state feedback, each of the controls ul~,..., u}_ 1 is a fixed number 
at the corresponding stage for a given system and cost matrix. 
5. OPTIMALITY AND UNIQUENESS OF SINGULAR ARC 
During singular control stages, the Hamiltonian H(xk, PT~+a, uk) given 
in (5) is independent of uk and hence the discrete maximum principle (6) 
provides no information about the optimality of singular arc considered in 
Theorem 2 and Corollary 3. 
To circumvent the above situation, the following auxiliary problem is 
proposed: 
N-1 
Minimize J = ~ xJQxl~ (39) 
/~=0 
Subject o x~+ 1 = x~ +1, 1 ~ j  ~ n -- 1; (40) 
x0~ = #(0), XN j = 0, 1 ~< j ~ n. (41) 
System (40) differs from (1) in that (40) lacks the n-th row of (1). 
Through an initial state x0 and the origin of the coordinates, passes xk, 
a solution of (39)-(41). If uk is found such that x~ satisfies the n-th equation 
of (1), then this control will be optimal for the original problem (1)-(4). 
This follows from the fact that if the function a ~ V provides a minimum 
value of the functional J, where V is some set of functions which pass through 
the point x 0 and the origin, and there is a subset W C V and a ~ W, then in 
W the function a also gives a minimum of jr. In our case, set V consists of 
the vector functions xk satisfying (40). The set W consists of the vector 
functions x~ satisfying (1) for any [ u k I ~ 1. 
The auxiliary problem posed above is a quadratic programming problem, 
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since the cost functional is a convex function and the constraints define a 
closed convex set, the solution for which is well known. See Hadley (1964). 
Define the Lagrangian L as 
N- -1  [- n . . n--I -[ 
' r~ " ~ X * X 3 @ ~-~ - - i  ." i+1  - -  i L Xk+l )  L I 2., lc qi,J k Z.., Pk+ltX~ 
k=O L i , j=0  i~ l  
@ ~ [Pi(X0 i -- xi(0)) @ [Z iXN i ] ,  (42) 
i=1  
where vi and/~i are some constants and P~+I are the costate. The necessary 
and sufficient condition of optimality for {xki}, if the solution exists, is 
~L 
m - -  O ,  
~L 
- -  0 ,  Oxk i
1 <~j<~n- -1 ,  1 <~k<~N; 
Xo i = xi(O), xN i = O. 
1 <~i<~n, 0~<k~<N--1 ;  
pl j --vj+ 1 2 ~ x i : - -  qifi+l 0, 
i=1  
(43a) 
PS =/x j .  (43b) 
Equation (43a) is the same as (8a) or (1) without the n-th component and 
Eq. (43b) is the same as (Sb) with pkn+l ~ 0 for all k. Accordingly, the 
sequence of coordinate subspaces and hyperplanes a  derived in the Appendix 
and stated in Theorem 1 is the solution of (8) with P~+I = 0 for all k and 
without the n-th component equation of (8@ Hence these coordinate 
subspaces and hyperplanes are certainly the solution of (43), which constitute 
the set V. From the Appendix the singular controls are solutions for u~ from 
the last equation of (Sa) or the last row equation of (1). The terminal singular 
surface T~J for 1 ~< k ~n- -1  and the singular surface T~ 8 for 
n ~< h ~< N --  1 are defined from the constraints I u~ ] ~ 1 for all k, which 
are subsets of the coordinate subspaces and hyperplanes, respectively. These 
constitute the set W. Hence indeed W C V and thus the following result is 
obtained. 
LEMMA 4. The singular controls" and the singular arc defined in Theorem 2 
are optimal and the optimal singular arc is unique. 
Remarks. (1) Since the cost matrix Q is positive definite, this implies 
that the cost functional J is a strictly convex function and that the optimal 
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singular arc is unique. If  Q is positive semidefinite, the singular arc is still 
optimal but not necessarily unique. 
(2) Suppose x 0 ~ S~ n SM, M < N, then there are two singular ares, 
one transferring x o to the origin in N singular stages and the other in M 
singular stages. Because M singular stages can be considered as N singular 
stages with the last N -  M singular control being identically zero, from 
the optimality of the singular arc the trajectory with N singular stages gives 
less cost than the one with M singular stages. 
(3) It is clear that the singular controls and the singular arc defined in 
Corollary 3 are optimal and the optimal singular arc is unique. 
6. EXISTENCE, UNIQUENESS OF SINGULAR CONTROL 
Existence of the Singular Arc 
In Theorem 2, the singular control was assumed to exist. From Theorem 
2, to prove the existence of the singular control it is necessary and sufficient 
to prove the existence of the singular arc. Existence here means the existence 
of a nontrivial singular arc, that is, one not confined to the origin. Since the 
singular are is a subset of the coordinate subspaces and hyperplanes, this 
requires that we prove the existence of the coordinate subspaces and 
hyperplanes. 
THEOREM 5 (Nonexistence theorem). A necessary and sufficient condition 
for the nonexistence of the coordinate subspaces and hyperplanes as defined in 
Theorem 2 is that 
c,~J = ~ q~,~,_j+t = 0 for all j, 1 ~< j ~< n - -  1. (20) 
t=O 
Proof. From (18) and (20) we have 
X 1 2 ~--I 
@ (q1.1 -~ q2.2 ~- "'" -~ qn. , )  xn N--n : O. (44) 
I f  c~ j = 0 for all j, 1 ~< j ~ n --  1, this implies that the coefficients of 
x~_ n , 1 <~ j ~ n --  1, in (44) are all zero. Hence 
(q1.1 + q~,2 + "'" + q~,~) x~ n-~ = 0 and x ~ N-~ = 0; (45) 
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since the bracket is nonzero by positive definiteness of Q. Now the state 
equations (1) and (30) imply that X~v_ ~ -- --x~v_ ~ --~ 0, which would 
allow only the trivial case of the coordinate subspaces and hyperplanes. 
This proves sufficiency. To prove necessity it will first be noted that the 
existence of the coordinate subspaces and hyperplanes implies that not all 
%J, 1 ~< j ~< n -- 1, are zero, since the existence of the coordinate subspaces 
and hyperplanes requires that XN_n+ ln - i  , - . . ,  Xl_I are nonzero. Then from (44) 
it is clear that c, j, 1 ~< j ~< n -- 1, must not be zero for at least one j. This 
completes the proof of the theorem. 
THEOREM 6. A sujfident condition for the existence of the nontrivial 
coordinate subspaces and hyperplanes of Theorem 2 is that qLn does not equal 
zero. 
Proof. From (44) and the proof of Theorem 5, it is clear that ql.~ =/= 0 
implies that the coordinate subspaces and the hyperplane C~ exist. From 
(19) and (20) we have 
c~ l~q l ,~  for all k,n ~k~N- -  1. (46) 
If ql,,~ =A 0, this implies that the hyperplanes C~, n ~ k ~ N - -  1, defined 
by (18) all exist. This proves the theorem. 
Remarks. (1) From Theorem 5, it is clear that if all the off-diagonal 
elements of the cost matrix Q are zero, then the nontrivial coordinate 
subspaces and hyperplanes do not exist. 
(2) From Theorem 2, the existence of the singular control as defined 
in Theorem 2 requires the simultaneous holding of the following: (i) The 
existence of the coordinate subspaces and hyperplanes a defined in Theorem 
2, (ii) I alibi ] ~ 1; (iii) The set defined by Eq. (16) for 3 ~ k ~ n - -  1 is 
not confined to the origin; (iv) The intersection of the hyperplanes Ce, 
n ~ k ~ N-  1, defined by (18) with the corresponding closed, convex 
subset in Rn defined by (24) and (25) is not confined to the origin; (v) The 
set defined by (27) is not confined to the origin. 
(3) From Corollary 3, the existence of the singular control for the 
second-order system requires the simultaneous holding of the following: (i) 
The existence of the one-dimensional coordinate subspaces and hyperplanes 
as defined in Corollary 3; (ii) I al/b~ ] < 1; (iii) I(aic2 -- a2)/(bxcz -- b2)I <~ 1; 
(iv) I(1 - alc~_le~ + a2ck_~)/(blc~_lc~ - -  b2c,~_~)l <~ 1. 
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Uniqueness of the Singular Control 
THEOREM 7. The singular control U"N_~ , 1 <~ k ~ N given in Theorem 2 is 
unique. 
Proof. Let ~)oS,..., VN_lS be another sequence of singular control trans- 
ferring the initial state in S N to the origin in N singular stages. From 
Theorem 2, the state trajectory should lie on the singular surface Te s at stage 
N- -k ,  n<~k~<N- -  1 and lie on the terminal singular surface T~ ~ at 
stage N- -k ,  1 ~k  ~n- -1 .  Since %%.. ,v~_ 1 should satisfy the n-th 
row of state equation (1) and using (18), (14), and (12) we have 
V 8 
N--to ~-  
- [a,xk,_~ + d-X /c ~ ~ bjxJN_7~ , (aj + k- l ,  k-lJ x~-k 
j=2 j=l  
--  a~x~_~ b~x~_k, 2 <~ k <~ n (47) 
j=l  - - j=l 
- -  a l /b l ,  k = 1; 
which is the same as the singular controls u 0~,..., uN_ 1~ given in Theorem 2. 
From Lemma 4, the singular arc is unique. Substituting (47) into (1), the 
system is linear. Hence the singular control u sN_~ is unique for all k, 
l~k~N.  
COROLLARY 8. The singular controls defined in Corollary 3 is unique. 
7. SECOND-ORDER EXAMPLE 
The system is described by 
Xl+I  ~ ,~k2~ 
2 0.5x~ + 0.5x~ 2 + (x~ 1 + xT~ 2) u~. X]~+I = 
N--1 
Ninimize ] = ~ (xkl) ~ + 1.8x?x~ -t- (xT?) ~. 
Subject to (48) and xo 1 = xl(0), Xo ~ = x~(0), XN 1 = XN 2 = 0; 
lukl ~ I ,  O~k~N- -1 .  
(48) 
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The terminal singular surface 5r~ s is given by x~_~ = 0 with singular control 
u}_ 1 =- -0 .5 .  The singular surfaces Tv *, 2 ~ k ~< N-  1, are given by 
x l  2 u-~+ =0,  2<~k~N 1 CI~,,Y,N_Ie (49) 
with c~+ 1 -- 2.22 --  1/c~, c 2 ---- 2.22. The singular controls u}_ k are given 
by 
U~,_2 = - -0 .5 (1  - -  C2) / (1  - -  C~) = - -0 .5 ,  
u ~N-~ = - [1  + o.5(c,~_, - c>,c~)]/(c~_l - c>~c,3, 
The control Uo s is given by 
0.5Xo 1 @ (0.5 @ 1/CN_I)X0 2 
Uo ~ = - (51)  
XO 1 -~- XO 2 
k = 2; 
(50) 
3<~k~N- -1 .  
and the singular isochrone SN is defined by 
1.5Xo 1 @ (1.5 @ 1/CN_I) XO 9" ~ 0 
--0.SXo 1 27 ( - -0 .5  -71- I/CN_I) XO 2 -~ O. 
(52) 
2 I 
X K 
\ 
• ~ (o) 
Fie. 1. Singular arc of a second-order xample for four singular stages (N = 4). 
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The singular isochrone S 4 and singular surfaces are plotted in Fig. 1 for 
N = 4. The dotted line indicated the state trajectory for x01 = x0 2 = 3.0 
in S 4 transferring to the origin in four singular stages. 
8. CONCLUSION 
The singular optimal control for bilinear discrete systems has been 
introduced. The singular arc consists of three distinct sections. The singular 
isochrone SN,  consists of all initial states which can be transferred in one 
stage to the singular surface T~r_l by applying singular control u0 ~ and which 
then will be transferred to the origin in N --  1 stages first along the singular 
surfaces T2,  n ~< k ~ N - -  2, and then along the terminal singular surfaces 
T~ s, 1 ~< k ~< n --  1, successively. Two special features for the second-order 
bilinear systems are discovered. Those two features which are novel are 
different from the higher-order bilinear discrete systems. These complex 
structures of the singular control in bilinear discrete systems have never been 
discovered before. Existence, uniqueness, and optimality are proved. 
APPENDIX  
In this appendix Theorem 2 will be proved. The proof will be backward 
induction. 
(i) Equation (8) in full with p n = 0 for all h has the following Proof. 
form 
x~+ 1 = x~ +1, i = 1,..., n - -  1, 
. x~+ 1 = a~xfl + b]xk Ul~, 
j=l \j=l / 
pl~ 1 - -2 ~ x ; = q ld  le, 
j=l  
• i -1  ~ • Pl~ ~ = P~+I - -  2 ,.., qi.~xd, 
j=l  
n--1 ~ " 
j=l  
O~k~N- -1 ,  
(A1) 
(A2) 
(A3) 
i ----- 2 ..... n - -  1, (A4) 
I~k~N.  (AS) 
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At stage N - -  1: Since xx = 0, from (A1) ~N-l't'l+i - - - 0 ,  i : 1,..., n - -  1. Using 
(A2), u~_ 1 = - -a~/b  1 . Thus is proved (i). 
(ii) At stage N- -2 :  Since x~+jl = 0, i = 1,...,n 7 1; from (A1) 
2+i 0, i = 1,..., n - -  2. Using (A2), u~ 2 = 2 2 j XN--2 = - - (Z '= l  adO:'N--~/Xy=l bdXN-2)" 
Because J u~-_z ] ~ 1 we have 
2 2 
(a~- + bj) xJN_2 >/0  and X (aj - -  bj) X~N_2 < 0. 
j= l  i=1 
This defines a closed subset located on the 2-dimensional coordinate subspace 
(x}¢_2, x~v-2) in Rn.  This subset is the intersection of two half-spaces. Since 
half-spaces are convex sets and intersection of finite number  of convex 
sets is convex, this subset is also convex. At stage N- -3 :  Since 
3+i = 0, i = 1,..., n - -  3. Using (A2), ~+i = 0, i = 1,..., n - -  2; from (A1) xN_ 3 XN--2 
U~v-a = --(2~=1 aJx~-a/Z~=l  bjXJN-a) • From (A1) we have X~v_ a = X}v_ 2 and 
Xa_a x~_ 2 and from I u}_ a I ~ 1 we have ~3"=1 (aj q- b~) X~N_3 ~ 0 and 
~2jL~ (aj - -  bj) X~N_a ~< 0. Since I U~v_2 I ~< 1, these constraints define a closed 
subset located on the 3-dimensional coordinate subspace (X~v_ a , X~v_ a2  , XaN-3) 
in R n . This subset is the intersection of four half-spaces; hence it is convex. 
S • k - l+i  At stage N - -  k, 4 ~ k ~ n - -  1 : upposlng XN_k+ 1 = O, i ~- l .... , n - -  k + 1; 
from (A1) xN_ ~+i =0,  i=  1 .... ,n - -k .  Using (A2) 
/7C 1C \ 
\ i=1  /=1 / 
From (AI) we have X~r k = x~Ik+l , J  = 2,..., k, and from i u~r_~ l ~< I, 
k ~- -- /c • 
we have ~j=l  (aj q- b~) x~v_ ~ >~ 0 and Gj=I (a~ - -  b~) X~v_ e ~< 0. From the 
construction x~¢_ k J-1 = XN_~+ 1 , j : 2,..., k, defines k - -  1 closed half-spaces. 
These constraints define a closed subset located on the k-dimensional 
coordinate subspace 1 (XN_ ~ .... , XkN_k) in R~ This subset is the intersection 
of k q- 1 half-spaces, hence it is convex. Thus is proved (ii). Note: (i) and 
(ii) do not imply singularity of the last n stages; however, ifp~v_ ~ = 0 then 
also P~v-k = 0, 0 K k ~< n - -  1, so this part of the arc is singular if it joins 
a singular arc at k = n. 
(iii) At stage N-  n: To  ensure (A5) is true from (8), we must have 
n -ff 1 singular stages. This means that pN ~ = P~V-X . . . . . .  P~V-n = O. 
Equation (A5) at stage N- -  n is 
n-1 ~ x j (A6) PN--n+I = 2 q,,.~ N--~" 
j= l  
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The last equation of (A4) at stage N -- n -[- 1 is 
x ~ (A7) PN--n+l~a--1 = PN--n+2n--2 _ 2 q~-l,~N--n+1" 
5=1 
Since during the singular stages, the singular arc has to satisfy the state 
and costate equations, by successively substituting the corresponding 
costate equations, PN-~+2 ,'.,, PN-1 into (A7) and equating (A6) and (A7), 
using the state equations (A1), we get 
l X2 ql,nXN-n @ (q1,.-1 + q~..) U--. -t- "'" 
Xn--1 
+ (q~-x,,~ + q.-~,,~-1 ÷ "'" + ql,~) N-,~ 
+ (qx,1 + q2,~ + "'" + q.,.) x~_. = 0. (AS) 
Defining 
(A8) becomes 
J 
c.~ = ~ q~,._j+~, 1 ~< j ~< n; (A9) 
t=l  
Jx j 0. (A10) 
j=l  
This is the hyperplane Cn for the states at stage N -- n. From (A2) we have 
8 = - -  a.° 5 bSN_~.  (Al l )  UN--n 3~N--n 
j=l  
At stage N --  n, (A3) and (A4) will be 
J 
= q l , jXN_n  
j= l  
(A12) 
PN-~ P~v--I~+I 2 = - -  2_~ qi, J  xN-n  ' 
j= l  
By successively substituting the corresponding equations 
P~-~+I .... , PN-1 into (A12), using (A1) and defining 
r ~. r ~ " = r . . . .  0 (A13) t,3 = q id  @ i--l,J--1 ~ r0,J i,0 = T0,0 
Eq. (A12) becomes 
~ J i=  1 .... ,n - -1 .  (A14) PN--ni = - -2  r i jXN_  n , 
j=l  
i = 2,..., n --  1. 
costate 
for all i, j ;  
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Now supposing we have n + 2 singular stages, at stage N-  (n + 1), 
(A5) will be 
n--1 ~ a" 
PN-n  ~-  2 (A15) qn, jXN_n_ l  • 
i= l  
Equation (A15) with the last equation of (A14), using (A10) and (A1), and 
defining 
c j + rn --  r n (cJ-1/c ~" : 0; (A16) ~+1 = q,*.J ~-1.J-1 ,~-1.,~ ~ , ,~ J, 1 ~< j ~< n, c,~ °
gives 
~,  C5 OCJ 'o,+1 N- (n+l )  = 0,  (A17) 
i= l  
This defines the hyperplane Cn+ ~ for the states at stage N - -  (n + 1). From 
(A2), using (A10) and (A1) we have 
X 1 n a = [a, N-( .+,)  + ( ; + 
Z~'=l b yN-O~+,) (AI8) 
At stage N - -  (n q- I), (A3) and (A4) will be 
1 xJ 
PN- (n+I )  : - -2  ql,J N-(~+I), 
j= l  
n 
PN-(~+I) p~r~ 2 : - -  2~ q i , jXN- (n+l )  
j= l  
i : 2,..., n - -  1. 
Substituting (A14) into (A19) using (A1) and (A10), and defining 
(A19) 
n+l  ~ Tn n ]-- l l  r~, 
r id  = q id  q -  i - l , J -1  - -  T i - l ,nCn  /c~ , 
Eq. (A19) becomes 
i ~ n+l  j 
PN-(,~+I) - -2 : 2.~ Fi,] XN--(n÷I)  ~ 
i= l  
1 <~i<~n--1,  1 <~j~n;  
(A20) 
i --  1,..., n - -  1. (A21) 
Now supposing we have h + 2 stages singular, n + 1 ~ k ~ N- -  2, and 
at stage N-  h we have 
~c  5xJ 0, = 0 for all k, (A22) Ic N--[~ = tic 0 
i= l  
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and 
~ J i=  1 .... ,n - - l ;  PN--I~i = - -2  r i sXN_  k , 
5=1 
r~0,5 = r i,01: = r ~o,o =0 fo r  l ~ i ~ n - -  l , l ~ j ~ n and all k. 
At stage N --  (h q- 1), (A5) will be 
n--1 i X'/ PN-t: -~  2 q~,J u -~- l .  
5=1 
(A23) 
(A24) 
Equation (A24) with the last equation of (A23), using (A22) and (A1), and 
defining 
c~+1 q . ,~  + ~ - r k ; - "  " : rn-a,J-1 . -1. .c~ I% , 1 <~ j <~ n; (A25) 
we have 
£j X j k+l N-(~+I) = 0. (A26) 
j= l  
This defines the hyperplane C~+ x for the states at stage N --  (k + 1). From 
(A2) and using (A22) and (a l )  we have 
6! 1 n a J-1 n j + c~ /c~ ) - -  XU--(k+l)] (A27) 
Z~=I b jx~-(k+a) 
At stage N-  (k + 1), (A3) and (A4) will be 
1 ~ X j PN-(~+I) = - -2 ql,J N-(~+X), 
j= l  
i i -1  
PN-(~+I) = Pev-~ - -  2 ,-, qi.sX~N--(k+l) , i = 2,..., n - -  1. (A28) 
5=1 
Substituting (A23) into (A28), using (A1) and (A22), and defining 
k+l  ~.k __ rl~ £5-11£ n ri,j = qi,~ + i-a,5-1 i-~.~ ~ I ~ , 1 ~ i <~ n - -1 ,  1 ~ j  <~ n, 
(A29) 
Eq. (A28) becomes 
i ~ k+l ] PN--(~+I) - -2 2-. i = 1 ..... n - -  1. (A30) = r i ,  j XN--(/c+l) , 
5=1 
Thus is proved (iii). 
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(iv) At stage N- -n ,  from the control constraints f u}_j]~< 1, 
2 ~< j ~< n and the state equation (A1), there exists a closed subset in Rn 
which contains all states at stage N-  n defined by 
• ~- X j -1  /g~V--n N--qz+l , j = 2,..., n, 
~ (a~ + 5) XN-~ >/ O, (A31) b ~ 
(a t - -  bj) XN__ ~ O. 
Similar to (ii), this subset is closed and convex. From (iii) we know that at 
stage N-  n, the singular arc has to be the hyperplane C~ defined in (iii). 
Hence the singular surface Tn s must be the intersection of this closed, 
convex subset with C a . Since any hyperplane in R~ is convex. This implies 
Tn ~ is closed and convex. 
Similarly at stage N-  k, n + 1 ~< k ~< N-  1, the control constraints 
] U~v-j I ~< 1, 1 ~<j ~< k, and the state equation (A1) define a closed, convex 
subset Tk * which is the intersection of the hyperplane C k defined in (iii) with 
the closed, convex subset in R~ defined by 
X j ~ X j N--/c N--/c+I, j ---- 2,..., n 
(a~ + b~) X~v-l~ + ~ (aj + b s + cJ-~k-l/Icnk-lJ~ x v_~" >~ 0, 
j=z (A32) 
n 
(a 1 - -  bl) xX_k + ~ (aj - -  bj ~7r cJ-llc-l/[cnl:-l]'~ X N_k" ~. O. 
j=2 
Thus is proved (iv). 
(v) Since given N stages singular, there exists some initial states that 
can be mapped to the singular surface T~_ 1 which is a closed, convex subset 
on the hyperplane CN_ 1 . This hyperplane defined by 
~,  J ~=0.  
~=1 CN-lXl (A33) 
From (A1), (A2), and (A33), the singular control which maps the initial 
states x 0 to the singular surface T~_ 1 is given by 
Uo 8 = _ [alxo 1 + Z~=2 (aj + N-l /  N- - l )  X'0 J] 
2~._1 bjxoJ (A34) 
643/2 I /3 -4  
232 TARN 
Since N stages are singular, this implies that Po" =/= O, hence the last equation 
of (Sb) will be 
Po" P~-X 2 ~ x s (A35) --  qn,0. 0" 
From (A30) we have 
-- ~ r N-1 x ~ (A36) p~-i  --2 ~,-1,J 1. 
0.=1 
Substituting (A36) into (A35) and using (A1) and (A33), (A35) becomes 
N_ I  _ N-1 5 -1 , ,  , x0q .  po n= - -2 [qn,lX01 ~- / ,  (qn,.q-~- n--l,J--1 ;'n--1 nCN--1/CN--1) (A37) a 0.=2 
This equation represents a hyperplane in R n for a given value po ~. But now 
pon is unknown and p0 '* can be any value; hence (A37) represents the whole 
space R n . From the constraints t U~v_0. I ~ 1, 2 ~ j ~ N and (A1), there 
exists a closed, convex subset in R~ defined by 
Xo J = 'x~ -1, j = 2,..., n, 
(al + bl) Xo 1 + ~ (at q- bj 2i- cj-IN-1I f£nN-I)~ X0" ~ O, 
0.=2 (A38) 
(a 1 - -  bl) Xo 1 + ~ (a0. - -  bj + cJ-1N-1//c~u-lj~ Xo " ~< 0; 
0=2 
which can be mapped to the singular surface T ~v-r The intersection of 
(A38) with (A37) defines the singular isochrone S n which is (A38). From 
the proofs it is clear that SN contains all the initial states which reach the 
origin by singular controls 120s,..., UN_lS in N singular stages and is a subset 
of the set of states from which the origin can be reached in N stages. 
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