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Abstract
Radar jamming signal classification is valuable when situational awareness of radar
systems is sought out for timely deployment of electronic support measures. Our thesis shows that
artificial neural networks can be utilized for effective and efficient signal classification. The goal
is to optimize an artificial Neural Network (NN) approach capable of distinguishing between two
common radar waveforms, namely bandlimited white Gaussian jamming noise (BWGN) and the
ubiquitous linearly frequency modulated (LFM) signal. This is made possible by creating a
theoretical framework for NN architecture testing that leads to a high probability of detection (PD)
and a low probability of false alarm (PFA). It is assumed that some signal processing is required
to improve the odds of correct signal classification. Therefore, our approach is to train the NN
with a matrix populated with M spectra, where each spectrum is a sequence of N samples.
Following standard procedure, 70% of the spectra are used for training, 15% for validation, and
the remaining 15% for testing. A multilayered feedforward network topology is chosen for neuron
arrangement and interconnection. Extensive experimentation is required to reveal the optimal
number of hidden neurons, the optimal number of hidden layers, and lastly, the most efficient
learning algorithm. Results show that a 98.5% PD and a 1.7% PFA of classifying between signal
and noise are achieved when utilizing 10 or more hidden neurons. Changing the number of hidden
layers has no significant effect in performance but the use of one hidden layer does reduce training
time. Furthermore, the effect of using the Scaled Conjugate Gradient learning algorithm nearly
yields a 100% PD. An architecture with at least ten hidden neurons, one hidden layer, and a Scaled
Conjugate Gradient for training algorithm encapsulates an optimal architecture for our application.
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Chapter 1: Introduction
The human brain is a biological network that is comprised of about 100 billion nerve cells
called neurons. Each neuron communicates with many others, together giving rise to the
overwhelming richness and complexity of the brain’s neural circuit [1]. The immense
interconnectivity of neurons, along with the capability to process information in parallel is what
gives the brain the ability to learn, and among many other functions, recognize intricate patterns.
This incredible ability to learn inspired the development of artificial neural networks, which
attempt to mimic the biological functionality of the human brain. An artificial Neural Network
(NN) is a computational system that loosely models the neuronal structure of the mammalian
cerebral cortex. The list of NN applications, the money invested in NN software and hardware,
and the depth of interest in these devices have been growing rapidly to solve complex problems
[2] encountered in defense applications. Having said that, this project is an outgrowth of a study
funded by the Army Research Laboratory.
1.1

Motivation and Problem Statement
Radar jamming signal detection and classification against a background of interference is

considered a general radar problem. For military purposes the ‘general radar problem’ includes
searching, interception, localization, analysis and identification of radiated electromagnetic energy
which is commonly known as radar electronic support measures [3]. Motivation for this research
arises from aiding the movement of countermeasures against unfriendly radar jamming signals by
narrowing our focus to classifying their radiated electromagnetic energy.
For the timely deployment of countermeasures, attaining the information mentioned above
can prove crucial for the purpose of situational awareness of radar systems. In order to realize our
1

purpose, we propose to develop a systematic approach to constructing an optimal NN capable of
classifying Linear Frequency Modulated (LFM) signals from Bandlimited White Gaussian Noise
(BWGN). The distinctive task of classification by these networks can be expected to yield
desirable results given that NNs are designed to extract existing patterns from noisy data [4].
1.2

PREVIOUS WORK
Neural networks and their ability to perform radar signal classifications has been the

catalyst for extensive investigation [3, 5-9]. This has led to an increasing effort in the research to
optimize NN architectures and topologies to ensure acceptable and high efficiency classification
results [10, 11]. Only by trial and error can a user, experimentally, find the optimal NN architecture
suited for their applications [6, 7]. Although not related to signal classification other work also
corroborates the previous statement [4, 12].
Petrov, Jordanov, and Roe [3] attempted to increase classification accuracies between
civilian and military signals by examining two NN architectures with different neural topologies
in the output layer: 1 output neuron in the first case and 2 output neurons in the second. The rest
of the architectural characteristics were kept identical. The first architecture used 1 binary output
neuron to code the outputs as 0 (civilian signal) and 1 (military signal). The latter used 2 binary
output neurons to code the outputs as 10 (civilian signal) and 01 (military signal). By doing so they
were able to study the effects of changing the output architecture of the network while only having
two classes to choose from. Classifier accuracies for the testing sets in the second case were
slightly greater, concluding that having a neuron for each class can promote better results.
In their search for a radar signal classifier, Ahalt et al. [8] proposed no method for finding
an optimal NN architecture but they did examine five cases containing one hidden layer with 5,
10, 20, 30, and 40 hidden neurons in each instance. In addition, they inspected two more cases:
2

one case with 2 hidden layers and the other with 3 hidden layers, whereas the number of hidden
neurons was kept fixed at 10 within each hidden layer. Like Hara et al. [13], Ahalt and
collaborators concluded that NN performance is insensitive to changes in network architecture.
Nonetheless, different learning algorithms were not considered nor additional network
architectures explored.
1.3

METHODOLOGY, PROPOSED SOLUTION AND GOAL
In this thesis, we are interested in finding a theoretical framework to determine an optimal

NN architecture for which high classification accuracies are achieved, even when the Signal-toNoise Ratio (SNR) is low. All the NNs, as well as the generated LFM signals and BWGN, were
simulated using MATLAB®. The analysis begins by generating a database with an array of
different LFM signals and BWGN which will later be processed to obtain their spectra. Given that
preliminary results used to formulate our thesis suggested that the moments of the spectrum
characterize the signal quite efficiently, we opt to populate a matrix containing M spectra. The
matrix is fed to the NN which uses 70% of the spectra for training, 15% for validation, and 15%
for testing.
To analyze the different architectures, we propose a similar approach to work done by
Ahalt et al. [8] to study the varying number of hidden neurons and hidden layers. In addition, a
closer look is given to the different training algorithms for pattern recognition applications. The
algorithms explored in this work are: Resilient Backpropagation (RP), Scaled Conjugate Gradient
(SCG), Conjugate Gradient with Powell/Beale Restarts (CGB), Polak-Ribiére Conjugate Gradient
(CGP), and Variable Learning Rate Backpropagation (GDX). We experimentally determine the
number of hidden neurons, then the number of hidden layers, and finally the most efficient training
algorithm.
3

The goal of this project is to develop an optimal network capable of classifying radar
jamming signals with a Probability of Detection (PD) of 95% or higher and a Probability of False
Alarm (PFA) of 1.5% or lower at a threshold SNR value of 5dB. The diagram in Figure 1.1
summarizes the methodology developed to carry out this research, commencing with the signal
inputs and ending with the resulting NN classification results.

Figure 1.1: Diagram denoting the process used to utilize a NN for signal classification.

This thesis has the following structure: Chapter 2 contains a review on NNs, namely an
introduction, applications, basic neuron model, architectures and learning algorithms. Chapter 3
addresses the simulation of radar jamming FM signals and BWGN as well as the preprocessing of
the data, meaning the filtering and the computation of spectra. In addition, the organization of the
resulting data into a NN input matrix is discussed in the same chapter. Chapter 4 is dedicated to
discussing the PD and PFA levels obtained for various NN architectures for a SNR level of 5dB.
Finally, chapter 5 summarizes the major findings derived from this work.

4

Chapter 2: Artificial Neural Network
2.1

INTRODUCTION TO NEURAL NETWORKS
Artificial NNs are an attractive alternative to single processor computers and can be seen

as an important and widely applicable constituent in future computational technologies. From here
on, artificial neural network and the designation NN will be used interchangeably. Rather than
having single processors, NNs rely on dense arrangements of interconnections and simple
processors which give rise to their immense capability of parallel data processing. In a NN each
processor is linked to many of its neighbors, so that there are many more interconnects than
processors [14]. In all reality, the number of interconnections is far greater than the number of
processing units. As stated by Judith E. Dayhoff, the power of the NN lies in the tremendous
number of interconnections.
While a CPU has the characteristic task of processing hundreds or thousands of basic
commands in a clock cycle, a NN’s single processing unit performs from one to a few number
calculations. The difference is patently observable when contrasting the methods concerning
command/calculation executions: a traditional single processor computer executes commands
successively whereas the NN activates all of its processing units simultaneously despite the fact
that each unit calculates only a few calculations. Moreover, traditional memory schemes where
particular pieces of information are stored in particular locations in memory, contrast with NN
architectures where information is encoded in a distributed fashion. This ensues because
information is shared by many of the NN’s processing units.
Furthermore, unlike CPUs, a NN system can undergo partial destruction of the network
and may still be able to function correctly [14]. Due to its distributed storage schemes, the manner
in which NNs represent information can be redundant. Even though this characteristic can be built
5

into other types of systems, it is mentioned by Dayhoff that NNs have a natural way to organize
and implement this redundancy, resulting in a naturally fault- or error-tolerant system. But what
has triggered the most interest in NNs is that these models, which are similar to biological nervous
systems, can actually be made to do useful computations, and, furthermore, the capabilities of the
resulting systems provide an effective approach to previously unsolved problems [14].
2.2

APPLICATIONS OF NEURAL NETWORKS
In areas where intractable solutions of traditional computing have fallen short, artificial

NNs have appeared to lend an appropriate approach to solving some of today’s problems. These
networks have been used in solving problems that require signal filtering, pattern recognition,
pattern mapping, dealing with noisy data, pattern completion, image processing and systems that
learn or adapt during use. With so many applications, the study of NNs has developed as an
interdisciplinary field. Medicine, banking and defense are some of the fields attracted to the
individuality of NNs.
The main focus revolving around this thesis will be in the field of defense. Radar electronic
support measures are highly sought out by the military for radar system awareness. Environments
are increasing in density where electromagnetic energy and radar jamming signals are becoming
more difficult to detect and classify. Traditional algorithms for signal recognition and analysis are
highly complex, computationally intensive, often rely on heuristics, and require humans to verify
and validate the analysis [7]. Artificial NNs will be used as an alternative approach that hopes to
increase the success of radar electronic support measures.

6

2.3

BASIC STRUCTURE OF THE ARTIFICIAL NEURON
As mentioned earlier, NNs are made up of processing units and interconnections.

Processing units are commonly known as neurons, units, cells, or nodes. In this work we will adopt
the title of neurons when addressing a processing unit. Neurons have an activation state that
behaves as a function to its inputs. When activated, a neuron uses an activation function to output
a signal. A single neuron is directly connected to other neurons and each connection has an
associated weight that multiplies the signals transmitted between these processing units. Weights
are the information that is adjusted by the NN to solve problems [15], which supports the notion
that the power of NNs lies within its interconnections.
It is a common misconception to think of NNs as a black box considering that explanations
depicting their behavior are often obscured. Nevertheless, the computations performed in the
network are mathematical, and typically are similar to other mathematical methods already in use.
Although, large NN systems may sometimes act in surprising ways, their internal mechanisms are
neither mysterious nor incomprehensible [14]. The feat to mathematically examine large NNs is
both time consuming and impractical but, regardless, the analysis can be done. The characteristics
of these networks can be explained through the mathematical structure of a simple NN model.
A typical processing unit found in artificial NNs is illustrated in Figure 2.1. Neuron Y
receives inputs from X1, X2, Xn and a component X0 (usually has a set activation value of 1.0) used
to implement a bias weight. The weights on the connections from the inputs X0, X1, X2 and Xn to
neuron Y are w0 (bias), w1, w2 and wn, respectively. The mathematical model of the neuron
computing a weighted sum of all the inputs, y_in, is described as follows:
𝑦_𝑖𝑛 = ∑𝑛𝑖=0 𝑤𝑖 𝑥𝑖

7

(2.1)

where xi is the input signals traveling from Xi to neuron Y and wi is the corresponding weights of
those interconnections. In order for the neuron to fire its signal, either as an output or to another
neuron, it has to become activated. The activation y of neuron Y is given by
𝑦 = 𝑓(𝑦_𝑖𝑛)

(2.2)

where f() is the activation function and whose argument is y_in.

Figure 2.1: A simple artificial neuron.

2.4

MULTILAYER FEEDFORWARD NETWORK
Artificial NNs are made up of many neurons and it is convenient to visualize them arranged

in layers. The arrangement of neurons into layers and the connection patterns within and between
layers is called the net architecture [15]. It is typical for neurons in the same layer to behave in the
same manner: i.e., neurons will share characteristics like their activation function and pattern of
interconnectivity to other neurons. The net architecture allows for the classification of NNs to be
8

categorized either as a single or multilayer networks. Both networks are examples of feedforward
networks – networks in which the signals flow from the input units to the output units, in a forward
direction [15].
As the name implies, single layer networks have only one layer where the inputs are fully
connected to the output neurons. An example of a single layer architecture is previously shown in
Figure 2.1 with the representation of a single neuron network. On the other hand, a multilayer
network is a NN with one or more layers of neurons. An example of a multilayer network is shown
in Figure 2.2.
A multilayer NN is composed of one input layer, one output layer and a customizable
number of hidden layers. The hidden layer is neither an input nor an output and is not seen by the
user and thus, consequently, obtained the name hidden layer. The input layer serves as a port for
an input pattern (represented as a vector) that will be fed to the network and characteristically
equals in size to the input pattern vector. The output layer contains as many neurons as there are
classes. The number of hidden layers and the number of hidden neurons (neurons located within
the hidden layer) are not fixed; it is important to mention that these parameters are dependent on
the application at hand. Furthermore, hidden neurons are seen as “feature detectors” – units that
respond to particular features that may appear in the input pattern [14].

9

Figure 2.2: Feedforward multilayer network.

Problems like that of classification and pattern association are most commonly solved by
networks with multilayer architectures. That being said, a multilayer network is the choice of
topology for our application of radar jamming signal classification. Though the need for
classification influences the choice in using a multilayer network, it does not uniquely determine
its net architecture. In our simulations, the input layer equals the size of the input vector, two is
the number of neurons in the output layer since there are only to classes being tested, and lastly,
the number of hidden neurons and layers, as mentioned in [5, 6], will be determined experimentally
by trial and error. In this work, finding an optimal architecture has brought about our interest in
determining an efficient number of hidden layers and hidden neurons for our application.

10

2.5

ACTIVATION FUNCTIONS
As mentioned earlier, neurons utilize activation functions (also known as transfer

functions) to take the sum of the inputs, whose signals are multiplied by their corresponding
weight, to generate an output. Neurons can use any differentiable function (a function whose
derivative exists at each point in its domain) to generate their output [16]. Training algorithms
make use of the derivative of the activation function to calculate the optimal value of the weights.
Three common activation functions used in multilayer networks are the linear transfer function,
the log-sigmoid (logistic sigmoid) transfer function, and the hyperbolic tan-sigmoid (tangent
sigmoid) transfer function.
Linear transfer functions, illustrated in Figure 2.3, are typically used with single layer
networks. The mathematical model of the linear function is as follows:
𝑓(𝑥) = 𝑥

𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥.

(2.3)

Linear output neurons are more appropriate for function fitting problems rather than pattern
recognition applications [16]. Fausett states, that in order to achieve the advantages of multilayer
nets, compared with the limited capabilities of single layer nets, nonlinear functions are required.
Since the results of feeding a signal through two or more layers of a linear processing element, i.e.
elements with linear activation functions, are no different from what can be obtained using a single
layer [15]. For these reasons, the linear activation function is not employed in the NN simulations
of this research.
The most popular activation functions are the sigmoid functions (S-shaped curves), which
are also known as squashing functions. The log-sigmoid activation function, illustrated in Figure
2.4, is a type of sigmoid function that squashes a neuron’s output to be between 0 and 1. The output
of the log-sigmoid function is computed as follows:
11

1

𝑓(𝑥) = 1+𝑒 −𝑥 .

(2.4)

The tan-sigmoid function, illustrated in Figure 2.5, is also a sigmoid function, but in contrast to
the log-sigmoid function, squashes a neuron’s output to be between -1 and 1. The output of the
tan-sigmoid activation function is computed as follows:

2

𝑓(𝑥) = (1+𝑒 −2𝑥 ) − 1.

Figure 2.3: Linear transfer function.

12

(2.5)

Figure 2.4: Log-sigmoid transfer function.

Figure 2.5: Hyperbolic tangent sigmoid transfer function.

13

Sigmoid functions are especially advantageous for use in NNs trained with
backpropagation, a type of training algorithm used in this research and discussed in subsection 2.7.
Sigmoid functions have a simple relationship between the value of the function at a point and the
value of the derivative at that point that reduces the computational burden during training [15].
The tan-sigmoid function is optimal for when training speed is important [17], meaning that it
accelerates the convergence (adjustments of weights) of the backpropagation method. For this
reason the tan-sigmoid function is our activation function of choice.
2.6

SUPERVISED AND UNSUPERVISED LEARNING
These systems are not programmed but rather learn by example. In order to tap into the

functionality of NNs, the system must be presented with a training set consisting of a group of
examples from which the network can learn [14]. The examples are presented in vector form and
encompass the patterns that the user wishes for the NN to acquire. Data used in the input vector
can be extracted from sensors, receivers, images and in our case, simulations. The training process
can be categorized into two training scenarios: supervised and unsupervised.
Supervised learning is named in this manner because the NN is supplied with an input
pattern along with a desired response. The desired response is often referred to as the target output
and constitutes the correct answer, or correct classification for the given input pattern. If the actual
output of the NN differs from the target output, an error is generated and then used to adjust the
internal weights of the connections contained between neurons. If successful, the weights are
adjusted to the point where the network will produce the correct answer for the pattern and
minimize the error between the actual and the target data. Hence, the training is supervised.
Classification and regression problems are commonly solved by employing supervised learning
algorithms.
14

Within unsupervised learning, the NN does not have the luxury of having a target answer,
and thus adjusts its internal weights and arbitrarily self organizes the patterns into similar clusters.
The goal of unsupervised learning is to model the underlying structure or distribution in the data
in order to learn more about the input data. Unsupervised learning algorithms are usually
associated with solving two kinds of problems: clustering and association. In clustering, the system
is left to discover groupings in the data, e.g. grouping customers for similar purchasing behaviors.
While in association the system discovers rules that describe large portions of your input data, e.g.
people who buy new tires also tend to purchase a vehicle alignment service.
In summary, supervised learning algorithms train NNs to perform tasks such as identifying
group membership or predicting a response, whereas unsupervised learning algorithms train NNs
to generalize data that does not have a clear distinction and attempt to discover a structure within
the input data. In our study, we strive for a system to perform the task of classification. Since LFM
signals and BWGN are clearly distinct and their classes known, we are able to formulate a desired
target to supplement the training of the system. Consequently, in this research, all the NN
simulations utilize a supervised learning scenario for the training phase.
2.7

LEARNING ALGORITHMS
The process of training a neural network involves tuning the values of the weights and

biases of the network to optimize network performance [18]. In supervised learning there is a type
of learning algorithm that is very popular when training multilayer networks, it is called
backpropagation. Standard backpropagation is a gradient descent algorithm in which the network
weights are moved along the negative of the gradient of the performance function [2].
Recall that multilayer feedforward networks have signals flowing from input units to
output neurons in a forward direction. Alternately, the backpropagation algorithm is a learning rule
15

in which weights and biases are adjusted by error-derivative vectors backpropagated through the
network [2]. The error-derivative is calculated from the difference between the network’s actual
output and the desired output. After a multilayer network does a forward pass with the input
patterns, the backpropagation training algorithm backpropagates the error-derivative with the aim
of minimizing the error between the actual output and the desired output for the entire input
training vectors [9].
As stated by Jordanov et al. [9], when training a multilayer network with the
backpropagation technique, the learning/training period is generally a lengthy one, which is the
principle weakness of the technique. Faster training algorithms have been developed to allow
networks to converge from ten to one hundred times faster than the backpropagation algorithm.
This study focuses on learning algorithms suited for pattern recognition problems. Since the
process of computing the gradient and the Jacobian matrix by performing calculations backward
through the network is applied in all the training algorithms listed below, the terminology
backpropagation is not used in most of their names but it is still used for their derivation [18].
The five learning algorithms explored in this work are: Resilient Backpropagation (RP),
Scaled Conjugate Gradient (SCG), Conjugate Gradient with Powell/Beale Restarts (CGB), PolakRibiére Conjugate Gradient (CGP), and Variable Learning Rate Backpropagation (GDX). Detailed
summaries of each algorithm exceed the scope of this thesis. For detailed information about each
training algorithm previously mentioned refer to the Neural Network Toolbox Manual [2] under
the faster training section. Aside from training a network to successfully perform a classification,
the time spent during the training phase can be an important deciding design factor when searching
for an optimal learning algorithm.
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2.8

PERFORMANCE FUNCTIONS
When multilayer networks are learning, and using a variation of the backpropagation

algorithm, a performance function is employed to determine the error between an actual output of
the network and the desired output target. A common performance function that is usually used by
the backpropagation algorithm is the Mean Squared normalized Error (MSE). It measures the
network’s performance according to the mean of squared errors [19]. The mathematical equation
is as follows:
𝑀𝑆𝐸 =

1
𝑁

2
∑𝑁
𝑖=0(𝑡𝑖 − 𝑦𝑖 )

(2.6)

1

2
where ti is the target output, yi is the actual output and (𝑁 ∑𝑁
𝑖=0( ) ) is the mean of the square of

errors.
In addition, there is another function called the Cross-Entropy (CE) performance function
which calculates a network’s performance given its targets and outputs, just like the MSE function.
The mathematical formula of the cross-entropy performance function of a pair of output-target
elements is as follows:
𝐶𝐸 = − ∑𝑖=1 𝑡𝑖 log(𝑦𝑖 )

(2.7)

where ti is the target output and yi is the network’s actual output. To design a good classifier, the
key is to minimizing the cross-entropy. Unlike the MSE, the cross-entropy function returns a result
that heavily penalizes outputs that are extremely inaccurate, with very little penalty for fairly
correct classifications [20]. Given this reason, the cross-entropy performance function is used for
the simulations in this research.
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Chapter 3: Input Data and Preprocessing
The NN approach we propose uses signal information in the frequency domain to classify
jamming signals. This chapter is dedicated to describing a technique developed for the purpose of
generating a large number of testing signals. Furthermore, the signal processing required to prepare
the data matrix used to test the NN network. Finally, we describe the organization of the data into
vector form.
3.1

LINEAR FREQUENCY MODULATED (LFM) SIGNAL
The LFM signal, also known as a chirp signal, is most commonly used by radar systems to

locate targets with high resolution. The signal has a frequency that varies linearly over a
bandwidth, either increasing or decreasing, with time [21]. The mathematical expression of the
LFM signal is

𝑠(𝑡) = 𝐴𝑒

𝑗2𝜋(𝑓0 𝑡+

𝑘𝑡2
)
2

+ 𝑛(𝑡)

0≤𝑡≤𝑇

(3.1)

where A is the amplitude of the signal, f0 is the initial frequency, k is the chirp rate of the waveform,
and n(t) is the injected noise. The bandwidth of the signal is given by
𝛽 = 𝑘𝑇

(3.2)

where T is the transmitted pulse duration that it takes to sweep between the initial frequency f0 to
the final frequency f1. Equivalently, the bandwidth can be expressed as
𝛽 = 𝑓1 − 𝑓0 .

(3.3)

The SNR in decibels is calculated as
𝐴2

𝑆𝑁𝑅𝑑𝐵 = 10 log10 (𝜎2 ).
18

(3.4)

In terms of the SNR, the noise variance is
𝜎 2 = 𝐴2 (10−(

𝑆𝑁𝑅𝑑𝐵
)
10

)

(3.5)

which, in simulations, is used to compute the total additive noise n(t), that corrupts the LFM signal
to simulate real-world signals.
LFM signals are also used as effective and destructive jamming signals. A jamming system
can be used to construct a replica of the transmitted LFM signal to create false targets [22]. Early
detection of the jamming signal can reduce or even prevent unwanted interference to radar systems.
Salminen [23] advises that if the network is to operate in a noisy environment, then
appropriate noise must be added to any synthetically generated training vector. In our case, the
SNR of the LFM jamming signal is set to 5 dB to challenge the NN sufficiently while conducting
an analysis of the NN architecture.
3.2

BANDLIMITED WHITE GAUSSIAN NOISE (BWGN)
Another signal used for jamming purposes is the BWGN. To generate this random process,

we start with zero mean White Gaussian Noise (WGN). The WGN sequence is complex and each
sample is modeled as a Gaussian variable with a variance 𝜎 2 ≤ 1. The noise is bandlimited so that
it matches the power spectrum of the LFM signal. In order to limit its bandwidth, the signal is
filtered. In the time domain this process is represented as
𝑛𝐵𝐿 (𝑡) = ℎ(𝑡) ∗ 𝑛(𝑡)

(3.6)

ℎ(𝑡) = 𝐹 −1 {𝐻(𝑓)}

(3.7)

where

and H(f) is a Chebyshev Type 1 bandpass filter to be further discussed in section 3.4.
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3.3

GENERATION OF DISCRETE LINEAR FM SIGNALS
The training data set must include a variety of signal examples that prepare the NN for the

generalization task [14]. Dayhoff emphasizes that it is with this variety of examples that a neural
network can discover the distinguishing features needed to perform a classification task. Therefore,
a method is needed to represent the needed information. In our application, we represent LFM
signals and the random process of BWGN in terms of sample vectors which we simulate and use
as input for the NN.
To create a database of signals and to facilitate the generation process we took equation
(3.1) and represent it in terms of discrete samples as follows
2)

𝑠(𝑛) = 𝐴𝑒 (𝑗2𝜋𝑓0 (𝑛∆𝑡)+𝑗𝜋𝑘(𝑛∆𝑡)

0≤𝑛 ≤𝑁−1

(3.8)

where n∆t denotes discrete sampling. Now, the chirp rate is defined as
𝛽

𝑘=𝑇

(3.9)

and the sampling interval is
1

∆𝑡 = 𝑓

(3.10)

𝑠

where fs is the sampling frequency. Therefore, the corresponding signal becomes

𝑠(𝑛) = 𝐴𝑒

𝑓
𝛽
(𝑗2𝜋( 0 )𝑛+𝑗𝜋𝑛2 ( 2 ))
𝑓𝑠

𝑇𝑓𝑠

0 ≤ 𝑛 ≤ 𝑁 − 1.

(3.11)

Furthermore, let the normalized initial frequency be
𝑓𝑛𝑜𝑟𝑚 =
and the normalized bandwidth
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𝑓0
𝑓𝑠

(3.12)

𝛽

𝛽𝑛𝑜𝑟𝑚 = 𝑓

(3.13)

𝑠

so that, by rearranging the terms in (3.11), the expression for the discrete LFM signal becomes

𝑠(𝑛) = 𝐴𝑒

𝑛2
))
(𝑁−1)

(𝑗2𝜋𝑓𝑛𝑜𝑟𝑚 +𝑗𝜋𝛽𝑛𝑜𝑟𝑚 (

𝑛≤𝑛 ≤𝑁−1

(3.14)

For testing purposes, we randomize the normalized initial frequency and bandwidth within their
respective ranges
0.02 < 𝑓𝑛𝑜𝑟𝑚 < (1 − 𝛽𝑛𝑜𝑟𝑚 ),

(3.15)

0.05 < 𝛽𝑛𝑜𝑟𝑚 < 0.2

(3.16)

and

where the limits are chosen to ensure the Nyquist Criterion. We can now generate a plethora of
LFM signals with a varying number of initial frequencies and bandwidths while having total
control of the number of samples per signal sequence. Figure 3.1 depicts a LFM signal with
frequency ramping up as a function of time. A small amount of noise is added so the envelope is
no longer constant. In contrast, Figure 3.2 shows a sequence of BWGN samples. In this case, the
amplitude of the samples varies significantly and there is no discernible envelope.
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Figure 3.1: LFM signal representation in the time domain.

Figure 3.2: BWGN representation in the time domain.
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Dayhoff also states that the selection of the training data presented to the NN influences
whether or not the network learns a particular task. The behavior and success of a NN are
dependent on many variables. For instance, the type of architecture, the type of learning algorithm,
and even the dataset used to train the network can all have positive and negative effects. Therefore,
the generation of our data must be done with care by controlling the sampling rate of each signal
in the input dataset to ensure they contain the same number of samples. In consequence, we can
avoid a difference in the number of samples from affecting the performance of the NN.
3.4

FILTERING OF NEURAL NETWORK INPUT DATA
Modern radar systems utilize a wide instantaneous bandwidth in order to detect a variety

of different targets. As a result these systems are susceptible to noise power spread over a wide
spectrum [23]. A common practice is to include a filter in the radar receiver that aligns with the
bandwidth of the received signal to limit noise and thus increase the SNR.
We choose a bandpass Chebyshev Type 1 filter to remove unwanted noise outside of the
bandwidth of the testing signal. The passband corner frequencies of the filter matches the
bandwidth of the signal and offers a steep roll-off as shown in Figure 3.3. The peak-to-peak
passband ripple and the stopband attenuation are assigned values of 0.1 dB and 40 dB, respectively.
The function cheb1ord in MATLAB calculates the minimum order needed to meet a set of given
filter design specifications for a specified LFM signal. In addition, for the purpose of simulating
BWGN, we filter the Gaussian noise with the bandpass Chebyshev Type 1 filter to produce
bandwidths similar to those of a LFM signal.
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Figure 3.3: Magnitude response of a bandpass Chebyshev Type 1 filter.
3.5

PREPROCESSING OF THE INPUT DATA
The preprocessing of the available data is of great importance for the machine learning

stage and usually can significantly affect the overall success or failure of the application of a given
classification problem [3]. A transformation may be necessary to eliminate insignificant variations
and superfluous details while at the same time accentuating the pertinent information [7].
Previous research where the moments of the LFM signals and BWGN were studied,
suggests that the frequency-domain moments characterize a signal quite efficiently [24]. In our
case we opt to use the spectra of the jamming signals, which are obtained by calculating the
magnitude square of their Discrete Fourier Transform. Figure 3.4 and Figure 3.5 show the spectra
of both a LFM signal and BWGN, respectively. The LFM signal is slightly corrupted with additive
Gaussian white noise (30 dB SNR). Notice that the shapes of the spectra are quite distinct from
each other. The Power Spectral Density (PSD) of a LFM signal exhibits a characteristic rectangular
shape with high peaks on both ends of the bandwidth, while the PSD of BWGN has no discernible
shape and high peaks occur anywhere inside the bandwidth.
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Figure 3.4: Power spectrum of a LFM signal with SNR=30 dB, βn=0.2 and fn=0.2.

Figure 3.5: Power spectrum of BWGN with βn=0.2 and fn=0.2.
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The preprocessing stage usually encompasses a feature extraction phase where the most
distinctive characteristics of the input data are extracted and used as the input to the NN. In our
work, this phase is omitted, for our purpose is to allow the NN to classify solely on the shape of
the spectrum of the LFM signals and BWGN. Therefore, all the spectra are normalized to their
corresponding highest peak to prevent the power amplitude of each spectrum from becoming
another changing variable. In contrast to the previous LFM example, a 5 dB SNR is used for the
LFM jamming signal shown in Fig. 3.6. Notice that the spectra in Figures 3.6 and 3.7, which
exhibit the same normalized bandwidth and initial normalized frequency, start to lose their
rectangular envelope, which can cause the NN to misclassify the signal.

Figure 3.6: Power spectrum of a LFM signal with SNR=5 dB, βn=0.15, and fn=0.05.
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Figure 3.7: Power spectrum of BWGN with βn=0.15 and fn=0.05.
3.6

ORGANIZATION OF INPUT DATA INTO VECTOR FORM
To utilize the generated data we have to structure the information in an organized manner

so that it can be easily input into the NN. As mentioned in section 2.4, the input data is organized
in vector form and the elements of the vector dictate the size of the input layer. Accordingly, as
illustrated in Figure 3.8, the generated spectra are then used to populate a matrix containing M
spectra with N samples per spectra. Every column contained in this matrix is a placeholder for a
single spectrum, and all the samples that make up each spectrum are stored within the row. The
first half of the columns found in this matrix hold the spectra of LFM signals and the second half
of the columns hold the spectra of the BWGN.
The matrix that holds the desired output values for each pattern (spectra in our case) that
are input into the NN is known as the target matrix. Petrov et al. [3] show that utilizing two output
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neurons when classifying between two classes yields slightly better results than using one output
neuron. Therefore, using two output neurons we encode the LFM jamming signals with the value
of (1,0) and BWGN with the value of (0,1). The matrix shown in Figure 3.9 holds the NN output
classification codes used to distinguish between a LFM signal and BWGN. Subsequently, the
structure of our target matrix is made of two rows while the number of columns equals the number
of columns in the input matrix. A value of 1 in the first row and a 0 in the second is used to classify
a LFM jamming signal. A 0 in the first row and a 1 in the second is used to classify BWGN.

Figure 3.8: Organization of power spectra into a NxM input matrix.

Figure 3.9: Target matrix containing the classification codes used to distinguish between LFM
signals and BWGN (10 = LFM, 01 = BWGN).
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The input matrix, along with its corresponding target matrix, is used as follows: 70% for
training, 15% for validation and 15% for testing. The training set is used to adjust the internal
weights of the NN when the input does not match the target answer, the validation set oversees the
training process, and lastly, the testing set is used to assess the success of the NN classification
capability.
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Chapter 4: Analysis of Multiple Neural Network Architectures and Learning
Algorithms
Thus far, to perform jamming signal classification, we have identified the multilayered
feedforward network topology as our choice for neuron arrangement and interconnection. In this
chapter, we conduct three experiments to examine the effects of varying NN architectures and
learning algorithms for the application of classifying LFM jamming signals against BWGN. The
first experiment deals with finding an optimal number of hidden neurons (Figure 4.1), the second
experiment deals with finding an optimal number of hidden layers (Figure 4.2), and lastly, the third
experiment deals with finding the most efficient learning algorithm.

Figure 4.1: Neural network diagram with a focus on hidden neurons.

Figure 4.2: Neural network diagram with a focus on hidden layers.
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Before beginning this analysis, recall that a few fixed parameters have been defined and
established in Chapter 2 for utilization in all experiments. To recap, due to its ability to accelerate
convergence and reduce training time, the hyperbolic tangent sigmoid activation function is
applied to all hidden neurons. Secondly, as it is favorable to heavily penalize outputs that are
extremely inaccurate while slightly penalizing fairly correct classifications, a cross-entropy error
function is used to evaluate the learning performance during weight adjustments. Lastly, we
implement a supervised learning scenario for the training phase of all the simulations. Furthermore,
the first two experiments utilize the SCG learning algorithm to carry out the training portion. The
motive for this reasoning is discussed in section 4.1.
To preserve the generalization capability of the network and avoid overtraining, the
criteria to halt the training phase is set to 1000 training epochs or 6 consequent validation check
fails, whichever occurs first. In the first stopping condition, a training epoch denotes one forward
pass and one backward pass of all the training data. To elaborate on the latter stopping condition,
the NN uses the validation set (15% of the input data) during training to assess how well the
network is currently performing, if the network performance on the validation vectors remains the
same or fails to improve for six consecutive number of epochs, the training will be halted.
Finally, the softmax activation function is used in all simulations for both neurons in the
output layer. This activation function is used to represent a probability distribution across discrete
mutually exclusive alternatives and is commonly used in conjunction with the cross-entropy error
function.
The same input data matrix is used to train, validate, and test all the networks. Throughout
the training phase, the network adjusts its weights depending on the patterns being inputted. If the
network uses all the LFM signals to train during the beginning half of the training phase and all
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the BWGN for the second half, it runs the risk of forgetting all the weight adjustments that are
calculated for the patterns of the previous LFM signals. For this reason, the input matrix is
randomly divided using a split-sample technique to ensure a good generalization ability of the
model. In addition, all input and target data are mapped/normalized from their original range to
the range of -1 to 1. The input matrix contains a total of 4096 spectra, each having a length of 512
samples and an SNR of 5 dB. We found that for an SNR of at least 30 dB, this number of spectra
and samples yields a PD of 100%, making it suitable for additional testing.
The success of the each experiment is measured in terms of the PD and PFA for the LFM
signal. The PD is denoted as
𝑃𝐷 = 𝑃(10 𝑜𝑢𝑡𝑝𝑢𝑡|10 𝑖𝑛𝑝𝑢𝑡)

(4.1)

which is the probability of classifying a LFM signal when in fact it is a LFM signal. The PFA is
denoted as
𝑃𝐹𝐴 = 𝑃(10 𝑜𝑢𝑡𝑝𝑢𝑡 |01 𝑖𝑛𝑝𝑢𝑡)

(4.2)

which is the probability of classifying a LFM signal when in fact it is not a LFM signal. Presented
in Figure 4.3, a sample confusion matrix is shown for the network with an architecture of 512-102 (512 inputs, ten neurons in the hidden layer and two neurons in the output layer). The correct
classification is seen in the green squares and the incorrect in the red squares. The upper number
(green number) in the first square of the third row denotes the PD, the lower number (red number)
in the second square of the third row denotes the PFA.
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Figure 4.3: Sample confusion matrix for a neural network architecture of 512-10-2.
4.1

NEURAL NETWORK ARCHITECTURE WITH VARYING NUMBER OF HIDDEN NEURONS
The first case study investigates the effects of altering the number of hidden neurons

located in the hidden layer. For the rest of the architecture, the network is set up with one input
layer, one hidden layer, and one output layer. The number of hidden neurons is varied from 1 to
40, and each test is an average of 24 runs. Table 1 shows that an architecture containing any number
between 1 and 5 hidden neurons yields a performance that does not meet our metrics (95%<PD
and 1.5%>PFA). In particular, 1 or 2 hidden neurons are the worst architecture options, yielding a
poor PD and a high PFA. When using an architecture ranging from 6 to 9 hidden neurons, the
system begins to demonstrate an acceptable classification performance; if computational cost is of
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interest, utilizing these architectures will generate good results while the number of computations
is kept to a minimum. Although results are deemed acceptable, the PD and PFA can vary in and
out of our metric range. Any number above 10 neurons yields an average PD of 98.53 ±0.01% and
an average PFA of 1.70% ±0.01. The effect of increasing the number of neurons past the value of
10 is better appreciated in Figure 4.4, where the performance is shown to plateau and hold a
constant average. The best performance is reached when using 32 neurons where the PD and PFA
are 99.62% ± 0.01 and 1.07% ±0.01, respectively. The case of 26 neurons deviates from the
emerging pattern as the PFA spikes to 9.06%. Generally speaking, however, having 10 or more
hidden neurons yields good results.
Table 4.1: Neural network performance with varying number of hidden neurons.

Neurons
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

PD
78.15%
84.12%
91.06%
95.07%
91.94%
96.74%
93.65%
97.93%
98.26%
97.41%
97.46%
98.62%
95.55%
99.20%
99.00%
98.92%
99.19%
99.01%
99.15%
99.31%

STD
PFA
STD
0.31 13.95% 0.33
0.20 6.10% 0.20
0.08 2.22% 0.02
0.06 1.63% 0.01
0.11 6.10% 0.20
0.05 1.26% 0.01
0.20 1.50% 0.01
0.04 1.62% 0.01
0.02 1.65% 0.02
0.03 1.29% 0.01
0.05 1.19% 0.01
0.02 1.33% 0.01
0.14 0.94% 0.01
0.01 1.03% 0.01
0.01 1.19% 0.01
0.01 1.33% 0.01
0.01 1.32% 0.01
0.02 1.53% 0.02
0.02 1.06% 0.01
0.01 1.15% 0.02
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Neurons

PD

STD

PFA

STD

21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

98.80%
98.92%
99.48%
99.23%
99.53%
98.83%
96.40%
99.41%
98.98%
99.40%
98.30%
99.62%
99.24%
98.94%
95.10%
98.43%
95.99%
98.18%
99.33%
99.40%

0.03
0.01
0.01
0.01
0.01
0.03
0.13
0.01
0.01
0.01
0.02
0.01
0.01
0.01
0.01
0.04
0.16
0.06
0.01
0.01

1.58%
0.97%
1.63%
1.24%
1.12%
9.06%
3.98%
1.21%
1.44%
1.10%
1.41%
1.07%
1.19%
1.75%
1.42%
1.13%
2.39%
3.05%
1.20%
1.26%

0.01
0.01
0.01
0.01
0.01
0.24
0.14
0.01
0.02
0.01
0.01
0.01
0.01
0.02
0.01
0.01
0.05
0.07
0.01
0.01

100%
90%
80%

PD, PFA

70%
60%
50%
40%
30%
20%
10%
0%

0
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Figure 4.4: Plot of Table 4.1.

Artificial NNs cannot function without a learning algorithm, therefore one must be selected
to perform the test that will determine the most efficient number of hidden neurons and hidden
layers. We previously mentioned that the SCG learning algorithm is our preferred choice. To
support our decision, four additional experiments are carried out. Each of the other learning
algorithms is tested with 1, 3, 5, 7, 9, and 11 hidden neurons to see if any can outperform the SCG
learning algorithm. Since each architecture performance is averaged over 24 runs, Tables 4.2-4.5
show the standard deviations of the PD and PFA measurements for each of these experiments.
Notice that when using 11 hidden neurons, these algorithms do not yield a PD of 95% or higher
and a PFA of 1.5% or lower. Additional comparisons are discussed in section 4.3 where the
different learning algorithms are examined while having the same neural architecture.
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Table 4.2: Neural network performance for the Resilient Backpropagation learning algorithm
with varying number of hidden neurons.
Neurons

PD

STD

PFA

STD

1
3
5
7
9
11

60.58%
50.35%
67.98%
61.88%
60.85%
65.90%

0.42
0.39
0.37
0.37
0.38
0.40

44.63%
19.75%
34.91%
15.38%
26.53%
31.13%

0.47
0.37
0.45
0.33
0.42
0.44

Table 4.3: Neural network performance for the Conjugate Gradient with Powell/Beale Restarts
learning algorithm with varying number of hidden neurons.
Neurons
1
3
5
7
9
11

PD
56.03%
78.15%
87.70%
93.16%
91.95%
93.10%

STD
0.44
0.28
0.12
0.16
0.10
0.12

PFA
17.74%
10.64%
6.41%
1.70%
1.68%
2.02%

STD
0.37
0.27
0.20
0.02
0.01
0.02

Table 4.4: Neural network performance for the Polak-Ribiére Conjugate Gradient learning
algorithm with varying number of hidden neurons.
Neurons
1
3
5
7
9
11

PD
70.79%
82.39%
86.23%
92.81%
95.40%
95.04%

STD
0.41
0.19
0.22
0.09
0.05
0.08
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PFA
34.30%
11.08%
12.83%
5.45%
1.53%
1.59%

STD
0.46
0.27
0.30
0.19
0.01
0.02

Table 4.5: Neural network performance for the Variable Learning Rate Backpropagation learning
algorithm with varying number of hidden neurons.
Neurons
1
3
5
7
9
11

4.2

PD
63.63%
91.05%
90.28%
95.14%
93.53%
94.01%

STD
0.38
0.07
0.13
0.06
0.15
0.11

PFA
5.29%
2.70%
4.94%
2.44%
1.30%
1.46%

STD
0.20
0.06
0.15
0.07
0.02
0.03

NEURAL NETWORK ARCHITECTURE WITH VARYING NUMBER OF HIDDEN LAYERS
The second case study investigates the effects of altering the number of hidden layers inside

a NN. Five cases are examined where the NN contains 1, 2, 3, 4, and 5 hidden layers in each
instance. As for the rest of the architecture, the network is set up with one input layer and one
output layer. The computational burden increases as the number of hidden layers and hidden
neurons increase, for this reason, the number of hidden neurons is set to 10 in each hidden layer to
promptly advance the training phase. Since optimal results of PD and PFA are reached with 10
hidden neurons, it is decided to proceed the experiment with that value. As in the previous
experiment, every result is an average of 24 runs.
Furthermore, it can be observed from Figure 4.5 that changing the number of hidden layers
does not have an impact on the classification; with the exception of the architecture with 4 hidden
layers, all the cases achieved a PD higher than 97%. Table 4.6 shows the standard deviations of
the PD and PFA measurements for each architecture. The architecture containing 1 hidden layer
appears to have the highest PD with 99.35% ±0.00 and the lowest PFA with 0.78% ±0.01. The
only downfall of utilizing more hidden layers is that the time spent training the NN increases due
to the additional calculations needed for the extra layers. If training time is an issue, one should
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consider using less hidden layers. Notice that using 4 hidden layers yields statistically significant
inferior results.

100%

99.35% 98.62% 98.97%

94.45%

97.13%

90%
80%

PD, PFA

70%
60%
50%
40%
30%
20%
10%

0.78% 1.01% 1.38%

5.27%

1.62%

0%

PD
1 Layer

PFA
2 Layers
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4 Layers
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Figure 4.5: Neural network performance with varying number of hidden layers.
Table 4.6: Standard deviations of PD and PFA measurements for different layers.
Layers
1
2
3
4
5

4.3

PD
99.35%
98.62%
98.97%
94.45%
97.13%

STD
0.00
0.01
0.01
0.20
0.06

PFA
0.78%
1.01%
1.38%
5.27%
1.62%

STD
0.01
0.01
0.01
0.20
0.01

ASSESSMENT OF DIFFERENT LEARNING ALGORITHMS FOR A MULTILAYER NETWORK
The final case study investigates the effects of changing the learning algorithm utilized to

adjust the weights within a NN. Recall that the learning algorithms explored in this research are:
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Resilient Backpropagation (RP), Scale Conjugate Gradient (SCG), Conjugate Gradient with
Powell/Beale Restarts (CGB), Polak-Ribiére Conjugate Gradient (CGP), and the Variable
Learning Rate Backpropagation (GDX). Training of the NN occurs according to the training
parameters of each learning algorithm which are shown in Tables 4.7-4.11 with their default
values. Keep in mind that some algorithms make use of different parameters to train the network.

Table 4.7: Training parameters for the Resilient Backpropagation (RP) learning algorithm.
1000
0
infinity
6
1E-05
0.01
1.2
0.5
0.07
50

Maximum number of epochs to train
Performance goal
Maximum time to train in seconds
Maximum validation failures
Minimum performance gradient
Learning rate
Increment to weight change (delta_inc)
Decrement to weight change (delta_dec)
Initial weight change (delta)
Maximum weight change (delta_max)

Table 4.8: Training parameters for the Scaled Conjugate Gradient (SCG) learning algorithm.
1000
0
infinity
6
1E-06
0.00005
5E-07

Maximum number of epochs to train
Performance goal
Maximum time to train in seconds
Maximum validation failures
Minimum performance gradient
Determine change in weight for second derivative approximation
(sigma)
Parameter for regulating the indefiniteness of the Hessian (lambda)
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Table 4.9: Training parameters for the Conjugate Gradient with Powell/Beale Restarts (CGB)
learning algorithm.
1000
0
infinity
6
1E-10

Maximum number of epochs to train
Performance goal
Maximum time to train in seconds
Maximum validation failures
Minimum performance gradient

Table 4.10: Training parameters for the Variable Learning Rate Backpropagation (GDX)
learning algorithm.
1000
0
infinity
6
0.01
1.05
0.7
1.04
0.9
1E-05

Maximum number of epochs to train
Performance goal
Maximum time to train in seconds
Maximum validation failures
Learning rate
Ratio to increase learning rate
Ratio to decrease learning rate
Maximum performance increase
Momentum constant
Minimum performance gradient

Table 4.11: Training parameters for the Polak-Ribiére Conjugate Gradient (CGP) learning
algorithm.
1000
0
infinity
6
1E-10

Maximum number of epochs to train
Performance goal
Maximum time to train in seconds
Maximum validation failures
Minimum performance gradient
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Unlike the previous two experiments, there is a clear distinction of performance when
varying between these five algorithms. A summary of the obtained results is presented in Figure
4.6. Similarly, every learning algorithm performance is an average of 24 runs. Table 4.12 shows
the standard deviations of the PD and PFA measurements for each learning algorithm. The highest
performing algorithm is clearly the Scaled Conjugate Gradient, achieving the highest PD with a
value of 99.35% ±0.00 and also the lowest PFA with a value of 0.78% ±0.01. The RP displayed
the lowest performance with a PD and a PFA of 62.93% ±0.40 and 14.14% ±0.32, respectively.
Though, the CGB algorithm did not perform as poorly it is not an optimal learning algorithm for
our application since the PD was lower than 95%. For optimality, choosing the SCG, CGP or the
GDX learning algorithms, will suffice.

100%

99.35%

91.76%

96.31% 95.67%

90%
80%

PD, PFA

70%

62.93%

60%
50%
40%
30%
20%

14.14%

10%

0.78%

3.29% 1.28% 1.00%

0%

PD

PFA
SCG

RP

CGB

CGP

GDX

Figure 4.6: Assessment of neural network performance with different learning algorithms.
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Table 4.12: Standard deviations of PD and PFA measurements for different learning algorithms.
Algorithm
SCG
RP
CGB
CGP
GDX

PD
99.35%
62.93%
91.76%
96.31%
95.67%

STD
0.00
0.40
0.19
0.05
0.11
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PFA
0.78%
14.14%
3.29%
1.28%
1.00%

STD
0.01
0.32
0.09
0.01
0.01

Chapter 5: Conclusions
In this research, we chose a multilayer feedforward neural network as an alternative method
for classifying LFM signals against BWGN and proposed a systematic approach to determine an
optimal NN architecture capable of yielding a PD of 95% or higher and a PFA of 1.5% or lower
at a 5 dB SNR.
A technique for generating a database of LFM signals was developed while the length for
each jamming signal was kept at 512 samples. In doing so, we were able to control the normalized
initial frequency and normalized bandwidth, which lie within the Nyquist criterion, for each LFM
jamming signal. A Chebyshev Type 1 bandpass filter whose cutoff frequencies matched the
normalized initial and final frequencies of the LFM signals was used to remove additive noise
outside the signal bandwidth. Similarly, the same bandpass filter design was employed to generate
BWGN from white noise.
The LFM signals and the BWGN were then processed into spectra. The spectra were later
normalized to their highest peaks so that the absolute power was not considered in the classification
scheme. Utilizing the shape of the spectra proved to be a suitable preprocessing method.
Subsequently, a matrix was constructed with filtered and normalized spectra to easily feed the data
into the NN.
Different architectures of neural networks with different learning algorithms were
explored. Through simulation, the individual effects of changing the number of hidden neurons,
the number of hidden layers, and the training algorithms were studied. We determined that an
architecture with 10 hidden neurons (or higher), one hidden layer, and a Scaled Conjugate Gradient
for training algorithm encapsulates an optimal architecture for our application. We verified that
too many hidden neurons, say 25 or higher, eventually starts to produce unpredictable results in
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some instances where the system might oscillate between a good and bad performance.
Nevertheless, this data aids the notion that having at least three times more hidden neurons than
there are output neurons increases neural network performance [7]. Also, changing the number of
hidden layers had no significant effect on the PD and PFA. Though, in the experiment that
examined 4 hidden layers, the PFA did yield a surprising value of 5.27%. Regardless, having 1
hidden layer did yield the highest PD with the lowest PFA and was deemed optimal due to its
lower training time. Additionally, given that the Polak-Ribiére Conjugate Gradient and the
Variable Learning Rate Backpropagation learning algorithms did yield a PD slightly higher than
95% and a PFA lower than 1.5%, the Scaled Conjugate Gradient algorithm surpassed the rest of
the algorithms by nearly reaching a PD of 100%.
It is difficult and very time consuming to design a NN, let alone design a network
architecture that successfully works with different applications. To elaborate, a NN architecture
that works for a signal classification problem might not be optimal for a target recognition problem.
Often, there are too many parameters to consider; changing any parameter can, in some instances,
greatly affect the performance of a NN while in others the effects can be deemed insignificant. It
is worth remembering that the selection of the input data and how it is preprocessed can also greatly
affect the performance of a NN. This work strived to ease the process of design by creating a
theoretical framework where the user, with careful consideration, can determine which parameters
are best left fixed and which can be modified.
Given the success of this study, more experimentation is recommended and additional
architectural parameters need to be explored to create a functioning expert system capable of
classifying jamming signals to aid in the effort of countermeasures. Future work should include
the study of changing the activation functions within the hidden neurons, changing the number of
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validation checks fails for the stopping condition, and testing more training algorithms. We plan
to extend the work by implementing additional signals like the power-law FM and the chaotic
signal to greater challenge the NN; by classifying between three or four classes we can better study
the effects of changing the neural network’s architecture.
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