Комп'ютерне моделювання динамічних систем. Розділ "Основи комп'ютерного моделювання" by Князь, Ігор Олександрович et al.
.
I. О. Князь
КОМП’ЮТЕРНЕМОДЕЛЮВАННЯ
ДИНАМIЧНИХ СИСТЕМ
Роздiл
”Основи комп’ютерного моделювання”
Навчальний посiбник
Рекомендовано вченою радою
Сумського державного унiверситету
Суми
Сумський державний унiверситет
2011
УДК 004.94 (075.8)
ББК 32.973.2–018я73
К 54
Рецензенти:
О.С.Мазманiшвiлi— доктор фiзико-математичних наук, професор Сумсько-
го державного унiверситету;
О.В. Хоменко— доктор фiзико-математичних наук, професор Сумського дер-
жавного унiверситету;
Рекомендовано вченою радою Сумського державного унiверситету як
навчальний посiбник
(протокол№ 12 вiд 12.05.2011р.)
Князь I. О.
К54 Комп’ютерне моделювання динамiчних систем. Роздiл ”Осно-
ви комп’ютерного моделювання” : навч. посiб. / I. О. Князь.—
Суми : Сумський державний унiверситет, 2011.— 102 с.
У посiбнику на наочних прикладах розглянуто методику та основнi пiд-
ходи до комп’ютерного моделювання. Теоретичний матерiал пiдкрiплюється
прикладами програм на мовi С та MATLAB, якi можуть бути модифiкованi пiд
будь-яку власну модель.
Посiбник розрахований насамперед на студентiв фiзичних та математи-
чних спецiальностей, а також аспiрантiв та науковцiв, якi займаються комп’ю-
терним моделюванням.
УДК 004.94 (075.8)
ББК 32.973.2–018я73
c© Князь I. О., 2011
c© Сумський державний унiверситет, 2011
3Змiст
Вступ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Роздiл 1 Складовi процесу моделювання . . . . . . . . . . . . 9
1.1 Основнi етапи моделювання . . . . . . . . . . . . . . . . 9
1.2 Побудова математичної моделi . . . . . . . . . . . . . . . 9
1.3 Програмна реалiзацiя математичної моделi . . . . . . . . 11
1.4 Оцiнка адекватностi моделi . . . . . . . . . . . . . . . . . 12
1.5 Запитання для самоконтролю . . . . . . . . . . . . . . . . 13
Роздiл 2 Елементи чисельних методiв . . . . . . . . . . . . . . 14
2.1 Теоретичний матерiал . . . . . . . . . . . . . . . . . . . . 14
2.1.1 Дискретне представлення неперервної змiнної . . 14
2.1.2 Рiзницевi похiднi . . . . . . . . . . . . . . . . . . . 15
2.1.3 Наближенi методи розв’язання систем
диференцiальних рiвнянь . . . . . . . . . . . . . . 19
2.1.4 Чисельне розв’язання звичайних диференцiальних
рiвнянь у системi MATLAB . . . . . . . . . . . . . 22
2.1.5 Екстраполяцiя Рiчардсона. Метод Ромберга . . . 25
2.2 Запитання для самоконтролю . . . . . . . . . . . . . . . . 27
2.3 Завдання для самостiйної роботи . . . . . . . . . . . . . . 28
Роздiл 3 Моделювання динамiчних систем . . . . . . . . . . . 32
3.1 Постановка задачi . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Теоретичний матерiал . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Побудова моделi . . . . . . . . . . . . . . . . . . . 32
3.2.2 Спрощення моделi . . . . . . . . . . . . . . . . . . 34
3.2.3 Оцiнка результатiв моделювання. Можливi
помилки . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Моделювання динамiчних систем з використанням
пакета SIMULINK . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Приклади . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.1 Осцилятор Уєди . . . . . . . . . . . . . . . . . . . 53
3.4.2 Маятник . . . . . . . . . . . . . . . . . . . . . . . 55
43.5 Запитання для самоконтролю . . . . . . . . . . . . . . . . 57
3.6 Завдання для самостiйної роботи . . . . . . . . . . . . . . 58
Роздiл 4 Моделювання статичних систем . . . . . . . . . . . . 65
4.1 Постановка задачi . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Теоретичний матерiал . . . . . . . . . . . . . . . . . . . . 65
4.2.1 Силовi лiнiї електричного поля . . . . . . . . . . . 65
4.2.2 Силовi лiнiї магнiтного поля . . . . . . . . . . . . 67
4.2.3 Розрахунок потенцiалу електричного поля
методом релаксацiї . . . . . . . . . . . . . . . . . 67
4.3 Алгоритми . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.1 Силовi лiнiї електричного поля . . . . . . . . . . . 69
4.3.2 Силовi лiнiї магнiтного поля . . . . . . . . . . . . 69
4.3.3 Розрахунок потенцiалу електричного поля
методом
релаксацiї . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Приклади . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.1 Побудова силових лiнiй електричного поля,
утвореного точковими зарядами . . . . . . . . . . 71
4.4.2 Побудова силових лiнiй та еквiпотенцiальних
поверхонь у MATLAB . . . . . . . . . . . . . . . . 72
4.4.3 Розрахунок потенцiалу методом релаксацiї. . . . . 72
4.5 Запитання для самоконтролю . . . . . . . . . . . . . . . . 73
4.6 Завдання для самостiйної роботи . . . . . . . . . . . . . . 73
Роздiл 5 Моделювання синергетичних процесiв . . . . . . . 76
5.1 Постановка задачi . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Теоретичний матерiал . . . . . . . . . . . . . . . . . . . . 76
5.2.1 Побудова моделi активного середовища . . . . . . 76
5.2.2 Гра ”Життя” . . . . . . . . . . . . . . . . . . . . . 78
5.3 Алгоритми . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4 Приклади . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4.1 Автохвильовi процеси на однорiднiй сiтцi . . . . . 80
5.4.2 Гра ”Життя” . . . . . . . . . . . . . . . . . . . . . 84
5.5 Запитання для самоконтролю . . . . . . . . . . . . . . . . 84
55.6 Завдання для самостiйної роботи . . . . . . . . . . . . . . 85
Список лiтератури . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Покажчик . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Додаток А . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6Вступ
Одне з перспективних застосувань ЕОМ у сучаснiй науцi— це чи-
сельне моделювання рiзноманiтних природних явищ i процесiв. У ба-
гатьох випадках комп’ютерне моделювання дозволяє iстотно заощади-
ти час та витрати при розв’язаннi конкретних науково-технiчних задач.
Часто комп’ютернi моделi простiше i зручнiше дослiджувати, вони до-
зволяють проводити обчислювальнi експерименти, реальне поставлен-
ня яких пов’язане зi значними затратами часу та коштiв або може дати
непередбачений результат. Логiчнiсть i формалiзованiсть комп’ютерних
моделей дозволяє виявити основнi фактори, що визначають властиво-
стi дослiджуваних об’єктiв (а отже, глибше зрозумiти фундаментальнi
закони природи), дослiджувати вiдгук фiзичної системи на змiни її пара-
метрiв i початкових умов.
Зрозумiло, використання комп’ютера при розв’язаннi фiзичних та iн-
ших задач не може скасувати необхiднiсть володiння теорiєю та умiння
вирiшувати проблеми аналiтичними методами. Так само, як володiння
звичайним калькулятором даремно без знань правил обчислень, так i
наявнiсть навiть найпотужнiшої ЕОМ не допоможе без умiння сформу-
лювати задачу i вибрати правильний алгоритм розрахункiв; розумiння,
як перевiрити фiзичну правдоподiбнiсть i оцiнити похибки одержуваних
результатiв. З цього погляду комп’ютер — лише потужний iнструмент,
i чи будуть одержувати за його допомогою цiннi науковi результати —
визначається винятково знаннями та умiннями дослiдника. Тому наве-
дений матерiал у першу чергу розрахований на студентiв, якi володiють
основами математичного аналiзу, базовими знаннями з курсiв загальної
фiзики та програмування.
Матерiал даного посiбника охоплює курс ”Методика комп’ютерно-
го експерименту” та частково курс ”Моделювання синергетичних си-
стем”, якi викладаються студентам старших курсiв спецiальностi ”При-
кладна математика” СумДУ. Частина роздiлiв даного посiбника розгля-
дається у рамках дисциплiни ”Обчислювальна технiка, алгоритмiчнi мо-
ви та програмне забезпечення”, що викладається студентам спецiально-
стi ”Електроннi прилади та пристрої”.
7Головна мета даного курсу— набуття студентами базових теорети-
чних i практичних навичок моделювання фiзичних явищ на ЕОМ. Пе-
редбачається, що всi програми для розв’язання запропонованих задач
пишуться самими студентами. Успiшне засвоєння курсу свiдчить про те,
що студент здатний самостiйно моделювати на ЕОМ досить складнi фi-
зичнi явища.
Мовами програмування для виконання задач курсу обрано мову С
та спецiалiзовану мову технiчних розрахункiв MATLAB. На це є декiль-
ка поважних причин. З одного боку, мову С бiльшiсть студентiв технi-
чних спецiальностей вузiв вивчають у курсi ”Програмування”; написан-
ня програми на традицiйнiй мовi (у нашому випадку C) дозволяє дослi-
днику ”вiдчути” окремi дрiбнi деталi програмного алгоритму. З iншого
боку, програмна реалiзацiя окремих ”пiдробиць” вимагає значного ча-
су, високої квалiфiкацiї програмiста, а для багатьох задач i математичної
пiдготовки, достатнього досвiду. MATLAB дозволяє дещо автоматизу-
вати процес написання програм, оскiльки у своїх бiблiотеках мiстить ма-
су готових вiдлагоджених високоефективних алгоритмiв (процедур) для
вирiшення задач з багатьох областей природознавства. Крiм того, ця си-
стема є матрично-орiєнтованою (MATLAB—MATrix LABoratory), що
дозволяє вирiшувати багато обчислювальних задач, пов’язаних з матри-
чним формулюванням, iстотно скорочуючи час, необхiдний для програ-
мування на стандартних мовах типу C або Pascal. Зазначимо також, що
вибiр мови програмування у даному випадку не є принциповим i основнi
розрахунковi процедури програм на С можуть бути легко модифiкованi
пiд будь-який iнший компiлятор. Процедури, що реалiзують математи-
чнi розрахунки, iз незначними змiнами синтаксису природним чином мо-
жна включити у програми на Delphi, Visual C++, Visual Basic i т.п. Що
стосується MATLAB, ця система, на нашу думку, є найбiльш ефектив-
ною серед програмних пакетiв обчислювальної математики, недаремно
у захiдних країнах MATLAB фактично є стандартом при проведеннi на-
укових дослiджень.
Основний акцент при розв’язаннi задач робиться на поданнi одер-
жуваних результатiв у наочному графiчному виглядi (вiзуалiзацiя про-
цесiв поширення тепла, побудова траєкторiй руху частинок, графiчне
8зображення силових лiнiй тощо). Графiчна iнтерпретацiя рiшень дозво-
ляє легше виявити закономiрностi, наочно побачити динамiку процесiв.
Варто також сказати, що значна частина запропонованих задач або не
має аналiтичного розв’язку, або розв’язується досить складними набли-
женими аналiтичними методами.
I останнє зауваження. Незважаючи на те що курс побудований в
основному на задачах фiзики, бiльшiсть з використовуваних чисельних
методiв та пiдходiв є досить загальними i застосовуються для розв’яза-
ння задач з iнших галузей знань: хiмiї, економiки, бiологiї тощо.
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Складовi процесу моделювання
У даному роздiлi розглядаються основнi етапи проведення повно-
цiнного наукового дослiдження з використанням комп’ютерної технi-
ки: вiд поставлення задачi до аналiзу отриманих результатiв.
1.1 Основнi етапи моделювання
Процес побудови та дослiдження комп’ютерних моделей прийнято
називати комп’ютерним експериментом (за наявностi випадкових чин-
никiв, що впливають на динамiку системи) або комп’ютерним моделю-
ванням (у випадку цiлком детермiнiстичних систем). Видiлимо основнi
складовi цього процесу:
а) видiлення суттєвих для даного дослiдження властивостей вихi-
дного об’єкта та законiв його поведiнки;
б) побудова математичної моделi;
в) програмна реалiзацiя отриманої моделi;
г) оцiнка адекватностi отриманої комп’ютерної моделi; як правило,
оцiнка адекватностi приводить до пiдвищення вимог до моделi i повер-
нення на етап 1;
д) дослiдження моделi та аналiз отриманих результатiв.
Розглянемо основнi етапи проведення комп’ютерного моделювання
бiльш детально.
1.2 Побудова математичної моделi
Розглянемо процес створення математичної (комп’ютерної) моделi.
На цьому етапi можливими є два випадки: перший— закон руху та вла-
стивостi об’єкта апрiорно невiдомi, другий— iснує базова модель, яка
має бути модифiкована з урахуванням мети моделювання.
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У першому випадку необхiдно провести серiю експериментiв з об’є-
ктом, опрацювати отриманi експериментальнi данi (часовий ряд) i на їх
основi, у найкращому разi, реконструювати модельнi рiвняння системи
(див., наприклад, роботу [1] та посилання в нiй).
Розглянемо бiльш детально другий випадок, що, як правило, частiше
зустрiчається на практицi. У цьому випадку для опису поведiнки об’є-
кта, що дослiджується, можуть бути застосованi вже вiдомi закони фi-
зики, хiмiї, економiки тощо, — залежно вiд природи об’єкта що роз-
глядається. На цьому етапi вибирається структура моделi— придатний
математичнимй апарат, вигляд та число рiвнянь, вигляд функцiї, зада-
ються певнi розумнi наближення для коефiцiєнтiв рiвняння, якi будуть
уточнюватися в процесi проведеннi комп’ютерного моделювання i пере-
вiрки адекватностi моделi.
Як приклад розглянемо, наприклад, моделювання коливань ванта-
жу на пружинi. Цей об’єкт можна розглядати як фiзичну модель, напри-
клад, пiдвiски автомобiля, атома у кристалiчнiй гратцi та багатьох iнших
систем, на iнертнi елементи яких при їх вiдхилиннi вiд положення рiв-
новаги дiє пружна сила. З другого закону Ньютона випливає рiвняння
руху
m
d2−→r
dt2
=
−→
F ,
де
−→
F — рiвнодiйна сил,−→r — радiус-вектор центра мас. Дане рiвняння є
базовим, на основi якого з урахуванням зроблених припущень утворю-
ються рiзноманiтнi моделi. Наприклад, якщо сила пружностi прямо про-
порцiйна величинi деформацiї пружини (Fупр = −kx), отримуємо рiвня-
ння консервативного лiнiйного осцилятора (одновимiрний випадок):
d2x
dt2
+
k
m
x = 0.
За наявностi сили тертя, Fтр = −r(dx/dt), утворюється рiвняння диси-
пативного осцилятора:
d2x
dt2
+ r
dx
dt
+
k
m
x = 0.
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З урахуванням залежностi сили пружностi вiд деформацiї, k = k1+ k2x,
або залежностi коефiцiєнта тертя вiд швидкостi, r = r1 − r2(dx/dt),
отримуємо новi моделi з суттєво збагаченими властивостями.
Напочатковому етапi побудовимоделi доцiльним є намагання спро-
ститимодель, ураховуючи лише суттєвiфактори. Чи є необхiдним ура-
хування того чи iншого фактора, залежить вiд дiапазону змiни пара-
метрiв. Крiм того, вiдмiтимо, що апарат диференцiальних рiвнянь не
завжди є найбiльш адекватним для опису руху об’єкта. Так, наприклад,
якщо бметоюмоделювання був би якiсний опис згасаючих коливань, мо-
жна використовувати рiзницевi рiвняння (xn+1 = f(xn), де n— дискре-
тний час). Для загасаючого маятника рiзницеву модель можна отри-
мати припустивши, що закон загасання є експоненцiальним. У такому
разi xn+1 = e−rTxn, де T — квазiперiод коливань.
Вiдзначимо, що, як правило, модель поступово розвивається у на-
прямку її ускладнення, а її формування закiнчується, коли вона iз при-
датною точнiстю описує об’єкт (явище) у необхiдному дiапазонi змiни
параметрiв.
1.3 Програмна реалiзацiя математичної моделi
На даному етапi незалежно вiд вибору мови програмування важли-
вим є пiдбiр придатного чисельного методу для розв’язання рiвнянь руху
об’єкта, що дослiджується. Некоректний вибiр чисельного методу може
стати джерелом багатьох проблем, починаючи вiд неефективностi роз-
рахункiв i закiнчуючи одержанням некоректних результатiв. Справа в
тому, що однiй i тiй самiй математичнiй моделi можна поставити у вiд-
повiднiсть безлiч дискретних моделей i обчислювальних алгоритмiв (чи-
сельних методiв). Тому при виборi чисельного методу необхiдно врахо-
вувати двi групи вимог: 1) дискретна модель повинна бути адекватна до
математичної моделi; 2) чисельний метод має бути коректним i прида-
тним для реалiзацiї на комп’ютерi.
Для забезпечення першої вимоги дискретна модель повинна мати
властивостi збiжностi чисельного методу, виконання дискретних анало-
гiв збереження i якiсно правильного поводження розв’язку. Збiжнiсть
чисельного методу означає, що при зменшеннi кроку iнтегрування то-
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чнiсть чисельного iнтегрування зростає. Крiм того, рiзнi математичнi мо-
делi є вираженням фiзичних законiв збереження, тому для дискретної
моделi закони збереження також повиннi виконуватися. Якiсно правиль-
не поводження розв’язку означає, що при переходi до дискретного ана-
логу моделi не втрачаються важливi деталi поводження реальної систе-
ми.
Коректнiсть чисельного методу означає, що дискретна задача по-
винна мати однозначний розв’язок i бути стiйкою до похибок вихiдних
даних та похибкам обчислень. Придатнiсть алгоритму до реалiзацiї ви-
значається об’ємом пам’ятi i швидкодiєю комп’ютера. Обчислювальний
алгоритм має ставити розумнi вимоги до ресурсiв комп’ютера. Напри-
клад, математично коректний метод Крамера розв’язання систем лiнiй-
них алгебраїчних рiвнянь є абсолютно непридатним для розв’язання ре-
альних задач: якщо прийняти, що кожна арифметична операцiя вико-
нується за 10−6с , то для розв’язання системи з 20 невiдомими методом
Крамера потрiбно бiльше мiльйона рокiв. У той самий час найпростiшим
методом Гаусса ця система буде розв’язана за декiлька секунд.
Таким чином, процедура пiдбору чисельного методу для конкретної
системи є достатньо складною i потребує певних теоретичних знань. Не-
вдало пiдiбраний чисельний метод може призвести до якiсно неправиль-
них результатiв, i дуже часто важко визначити, чи дiйсно дана поведiнка
притаманна моделi, чи вона є результатом помилок.
1.4 Оцiнка адекватностi моделi
Оцiнка адекватностi моделi — це проведення спецiальних чисель-
них експериментiв, результати яких є апрiорно вiдомими. Для перевiр-
ки правильностi моделi можуть застосовуватися вже вiдомi експери-
ментальнi залежностi, iснуючi оцiнки розв’язку, аналiтичнi розрахунки
у граничних випадках. Для моделi маятника, наприклад, корисним буде
простежити за поводженням вiзуалiзацiї коливань — це i буде грубою
перевiркою правдоподiбностi руху, що моделюється. Недаремно остан-
нiм часом дуже багато уваги придiляється питанням вiзуалiзацiї еволю-
цiї складних систем. Ще одним тестом може бути перевiрка закону збе-
реження енергiї, наприклад, у випадку маятника без тертя повна енергiя
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повинна зберiгатися. Однак слiд зауважити, що збереження будь-яких
вiдомих iнварiантiв або закономiрностей тiльки збiльшує ступiнь довiри
до моделi, але ще не свiдчить про вiдсутнiсть помилок. Нарештi, отри-
манi данi чисельного експерименту можна порiвняти з експерименталь-
ними.
У результатi проведення комп’ютерних експериментiв виявляються
помилки та неточностi моделi. Наприклад, якщо амплiтуда коливань ма-
ятника за вiдсутностi зовнiшньої сили починає збiльшуватися, то швид-
ше за все iснує помилка у рiвняннях руху, наприклад, неправильно ви-
бранi знаки у вiдповiдних коефiцiєнтах. Або, наприклад, не врахований
певний суттєвий фактор. Тому необхiдно виправити рiвняння i повторити
експерименти з самого початку.
1.5 Запитання для самоконтролю
1 Назвiть основнi етапи проведення комп’ютерного моделювання.
2 Яким чином будуються математичнi моделi? Наведiть приклади.
3 Якими критерiями необхiдно користуватися при виборi чисельного
методу для розв’язання задач моделювання на комп’ютерi?
4 Яким чином можна оцiнити результати моделювання?
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Роздiл 2
Елементи чисельних методiв
У роздiлi розглядаються окремi питання теорiї чисельних методiв,
що стосуються практичного розв’язання задач даного посiбника, та
особливостi їх практичної програмної реалiзацiї. Робиться акцент на
деяких ”пiдводних камiнцях”, що часто зустрiчаються при створеннi
власних програм та пов’язанi зi специфiкою обчислень на ПК. Оскiль-
ки у багатьох випадках пряме моделювання фiзичних систем потребує
значних витрат машинного часу, особлива увага придiляється пiдви-
щенню точностi розрахункiв iз одночасною оптимiзацiєю програмних
алгоритмiв за швидкiстю.
2.1 Теоретичний матерiал
Дуже часто при розв’язаннi практичних задач виникає необхiднiсть
у виконаннi операцiй чисельного диференцiювання та iнтегрування фун-
кцiй. Це обумовлено декiлькома причинами.По-перше, функцiї, що опи-
сують динамiку системи, не завжди мають аналiтичне представлення.
Вони можуть обчислюватися, наприклад, у процесi чисельного розв’я-
зання задачi. По-друге, досить часто у практичних випадках iнтеграл
або похiдну не можна виразити у виглядi елементарних функцiй або на-
вiть коли останнi можуть бути отриманi аналiтично, часто бiльш простим
i швидким способом одержання результатiв є саме чисельнi методи.
Розглянемо основнi пiдходи до чисельного диференцiювання та iн-
тегрування.
2.1.1 Дискретне представлення неперервної змiнної
Нехай задана функцiя y(x). Розiб’ємо iнтервал значень x ∈ [a, b]
на J − 1 елементарних вiдрiзкiв довжиною h = 4x i побудуємо J-
вимiрний вектор {xj}, визначаючи змiнну тiльки в точках з номером j:
xj = a+ (j − 1) ∗ h, j ∈ [1, J ].
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У такому випадку довiльну функцiю y(x) можна наблизити вектором
{y(xj)}, визначеним у вузлах гратки xj . Незважаючи на те що {y(xj)} є
неповним описом функцiї y(x), її можна наблизити значеннями {y(xj)}
для будь-якої точки x′ (xj ≤ x′ ≤ xj+1) за допомогою iнтерполяцiї ве-
кторних компонентiв y(xj) та y(xj+1) мiж сусiднiми точками. Нехай
ε =
x′ − xj
xj+1 − xj , (2.1)
тодi наближене значення функцiї y у точцi x′ розраховується за форму-
лою
y(x′) = εy(xj+1) + (1− ε)y(xj). (2.2)
Зазвичай, якiсть такого наближення значно знижується, якщо фун-
кцiя y(x) сильно змiнюється на iнтервалi [xj , xj+1], що потребує дода-
ткового розвинення процедури апроксимацiї або збiльшення кiлькостi
iнтервалiв J .
2.1.2 Рiзницевi похiднi
Розглянувши подання неперервної функцiї y(x) у дискретному ви-
глядi, зупинимося тепер на рiзницевiй апроксимацiї її похiдних. Виходя-
чи з рис. 2.1а, бачимо, що апроксимацiя лiвої (-), правої (+) i централь-
ної рiзницевих похiдних першого порядку y′(xj) ≡ dy/dx |xj у точцi xj
може бути подана у виглядi :
y′(xj)− =
y(xj)− y(xj−1)
h
, (2.3)
y′(xj)+ =
y(xj+1)− y(xj)
h
, (2.4)
y′(xj) =
y(xj+1)− y(xj−1)
2h
. (2.5)
Доведемо, що остання формула є бiльш точною, що забезпечує її
широке практичне застосування. Розвинемо функцiю y(x) у ряд Тейлора
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в околi точки xj для y(xj+1) та y(xj−1) :
y(xj+1) = y(xj) + y′(xj)h+ y′′(xj)h2/2 + y′′′(xj)h3/6 +O(h4). (2.6)
Звiдси
y′(xj) =
y(xj+1)− y(xj)
h
− y′′(xj)h/2− y′′′(xj)h2/6 +O(h3) =
=
y(xj+1)− y(xj)
h
+O(h). (2.7)
Порiвнюючи останнє спiввiдношення iз (2.4), бачимо, що порядок по-
хибки становить O(h). Аналогiчно
y(xj−1) = y(xj)− y′(xj)h+ y′′(xj)h2/2− y′′′(xj)h3/6 +O(h4). (2.8)
Вiднiмаючи (2.8) вiд (2.6), маємо
y′(xj) =
y(xj+1)− y(xj−1)
2h
− y′′′(xj)h2/6 +O(h3) =
=
y(xj+1)− y(xj−1)
2h
+O(h2). (2.9)
Отже, похибка має бiльш високий порядок O(h2), що i необхiдно бу-
ло довести. За необхiдностi можна провести iнтерполювання за чотирма
точками i отримати iнтерполяцiйну формулу для наближення y′(xj), по-
рядок похибки якої становить O(h4) (див., наприклад, роботу [2]).
Аналогiчно можуть бути отриманi рiзницевi похiднi бiльш високих
порядкiв. Наприклад, формули центральних похiдних з точнiстю поряд-
ку O(h2) мають вигляд:
y′′(xj) =
y(xj+1)− 2y(xj) + y(xj−1)
h2
. (2.10)
y′′′(xj) =
y(xj+2)− 2y(xj+1) + 2y(xj−1)− y(xj−2)
2h3
. (2.11)
y′′′′(xj) =
y(xj+2)− 4y(xj+1) + 6y(xj)− 4y(xj−1) + y(xj−2)
h4
. (2.12)
Для будь-якої похiдної рекурентна функцiя знаходження її чисель-
ного значення є достатньо простою i може бути реалiзована програмно,
наприклад, так:
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4
обеспечивают, как правило, необходимую точность вычислений. Более
подробные сведения о рассматриваемых методах можно найти в ссылках [1-
3], а также в другой литературе.
Заметим также, что численное дифференцирование, интегрирование
функций и решение нелинейных уравнений являются довольно общими
операциями, и применяются практически во всех областях деятельности
человека.
ЧИСЛЕННОЕ ДИФФЕРЕНЦИРОВАНИЕ ФУНКЦИЙ
Дифференцирование или вычисление первой производной функции
)(XfY =   по переменной  X  определяется следующим образом:
X
XfXXf
dX
XdfY
X ∆
−∆+
==′
→∆
)()(lim)(
0
     .
Геометрический смысл
производной − это тангенс
угла наклона касательной,
проведенной к функции
)(Xf   в точке  X  (см.
рисунок):
)tg()( α=
dX
Xdf
   .
Формула для численного нахождения первой производной следует из
приведенного выше определения дифференцирования:
Y
 X
 f (X)
X X + ∆X
 α
 f (X + ∆X)
Рисунок 2.1— Приклад ”гарного” (а) та ”поганого” (б) наближення першої
похiдної вiд функцiї Y = f(X).
float dx=0.001;
float F(float x, int n) {
if (n<=0)
return x*x/(1+x*x);
else
return (F(x+dx,n-1)-F(x,n-1))/dx;
};
У даному фрагментi програми наведена реалiзацiя функцiї знаходження
n-ї правої похiдної вiд функцiї F = x2/(1 + x2) у точцi x (крок 0.001).
Природно, що рiзницевi спiввiдношення (2.3)-(2.5) та (2.10)-(2.12) є
придатними апроксимацiями похiдних, якщо сама функцiя y(x) не дуже
швидко змiнюється на вiдрiзку [xj−1, xj+1] (рис. 2.1б).
Значення кроку h > 0, що за своїм змiстом повинне бути досить ма-
лим у формулах наближеного обчислення похiдних, на практицi вже для
другої рiзницевої похiдної не можна брати занадто малим. Це пов’язане
з тим, що комп’ютер обчислює значення функцiї у точках сiтки з деякою
похибкою (округляє до певної кiлькостi знакiв залежно вiд типу змiнної
(див. наступний роздiл), i може виникнути ситуацiя, коли в наближенiй
формулi похибка чисельника стає величиною того самого порядку, що
сам знаменник (особливо, якщо на промiжку [x, x+ h] функцiя змiнює-
ться монотонно), i тому результат обчислення може бути дуже далеким
вiд шуканого точного результату. Обчислюючи з дуже малим h значення
y′′(x) при рiзних x i спостерiгаючи за поводженням цих значень, ми мо-
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жемо одержати "пульсацiї" графiка функцiї y′′(x), навiть якщо ця фун-
кцiя насправдi є монотонною i гладкою. Для усунення цього недолiку
необхiдно робити вибiр: або збiльшувати точнiсть обчислення функцiї
(наприклад, змiнюючи тип змiнних), або задовольнятися великими, ска-
жiмо, h = 0.01 замiсть h = 0.001 (але не занадто великими) значеннями
кроку h.
Як демонстрацiйний приклад розглянемо процес наближення похi-
дної вiд функцiї y(x) = ex у точцi x = 1 при рiзних значеннях кроку h [2].
Використовуючи визначення похiдної
y′(x) = lim
h→0
y(x+ h)− y(x)
h
, (2.13)
виберемо послiдовнiсть {hk} у такий спосiб, що hk = 10−k, i розрахуємо
величину
Gk =
y(x+ hk)− y(x)
hk
для k = 1, 2, .., 8. (2.14)
Результати обчислень наведенi у табл. 2.1.
Таблиця 2.1— Дискретна похiдна вiд функцiї y(x) = ex у точцi x = 1
hk yk = y(1 + hk) yk − e Gk = (yk − e)/hk
h1 = 0.1 3.0041661 0.2858843 2.8588428
h2 = 0.01 2.7456009 0.0273191 2.7319112
h3 = 0.001 2.7210014 0.0027196 2.7195582
h4 = 0.0001 2.7185538 0.0002720 2.7195308
h5 = 0.00001 2.7183089 0.0000271 2.7097173
h6 = 10−6 2.7182846 0.0000028 2.7784748
h7 = 10−7 2.7182820 0.0000002 1.5587020
h8 = 10−8 2.7182817 −0.0000001 −8.2548409
Як вiдомо, математичне значення похiдної для функцiї y(x) = ex у
точцi x = 1 дорiвнє ≈ 2.7182818. Отже, аналiзуючи таблицю, бачи-
мо, що досить великi значення h не дають гарного наближення похiдної.
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Аналогiчна ситуацiя простежується у випадку, якщо hk є достатньо ма-
лим. При цьому розрахованi значення y(x + hk) та y(x) дуже близь-
кi, а їх рiзниця є демонстрацiєю втрати точностi (за рахунок машинних
округлень (див. роздiл 3) при вiднiманнi практично рiвних значень, на-
приклад, величина h > h7 настiльки мала, що вiдношення приростiв
дорiвнює нулю. З таблицi бачимо, що найкраще наближення похiдної
G4 = 2.7195308 забезпечується вибором кроку h4 = 10−4.
Зазначимо, що наведенi розрахунки проведенi з використан-
ням чисел одинарної точностi (тип float у С++), що забезпечують
точнiсть 7-8 десяткових розрядiв. При використаннi чисел подвiй-
ної точностi найбiльш оптимальне значення кроку h = 10−7.
Зрозумiло, що оптимальне значення кроку залежить не лише вiд ти-
пу змiнних, але i вiд вигляду самої функцiї. Очевидно, якщо функцiя є
монотонною та гладкою, рiзниця y(x + hk) − y(x) фактично дорiвнює
нулю вже при досить великих h, наприклад h = 0.1.
2.1.3 Наближенi методи розв’язання систем диференцiальних
рiвнянь
У багатьох випадках потрiбно дослiджувати динамiчнi системи —
системи, рух яких визначається диференцiальними рiвняннями. Лише
для небагатьох диференцiальних рiвнянь розв’язки можуть бути знайде-
нi аналiтично (тобто вираженi через вiдомi функцiї). У тих випадках, ко-
ли аналiтичний розв’язок не може бути знайденим, використовуються
наближенi чисельнi методи. У даному посiбнику наводиться декiлька
чисельних схем, якi, незважаючи на свою простоту, можуть бути засто-
сованi для розв’язання багатьох задач.
Розглянемо простий приклад — рух частинки у полi сил, причому
обмежимося рухом уздовж однiєї прямої. Координата частинки x та її
швидкiсть v визначаються рiвняннями:
dx
dt
= v,
dv
dt
= a(x), (2.15)
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де a(x) = F (x)/m, F (x)— сила, що дiє на частинку;m— маса частин-
ки. Завдання полягає в обчисленнi залежностей x(t), v(t) за умови, що
задано початковi значення координати i швидкостi x(0) i v(0).
Вигляд цих рiвнянь являє собою очевидний натяк на можливий спо-
сiб обчислень (метод Ейлера): вибрати досить мале значення величини
4t, а потiм скористатися спiввiдношеннями:
x(t+4t) ≈ x(t) + dx
dt
4t = x(t) + v(t)4t, (2.16)
v(t+4t) ≈ v(t) + dv
dt
4t = v(t) + a(t)4t. (2.17)
Багаторазово застосовуючи цi спiввiдношення, можна розрахувати зна-
чення x i v у рядi дискретних, але досить близьких одна до одної точок.
Щоб оцiнити величину вiдхилення вiд дiйсного закону руху, запишемо,
наприклад для x, бiльш точну рiвнiсть:
x(t+4t) ≈ x(t) + dx
dt
4t+ 1
2
d2x
dt2
(4t)2 =
= x(t) + v(t)4t+ 1
2
a(t)(4t)2. (2.18)
З цього виразу бачимо, що неточнiсть на кожному кроцi пропорцiйна ве-
личинi (4t)2; для просування на час t необхiдне число крокiв дорiвнює
t/4t, так що неточнiсть виявиться пропорцiйною величинi t · 4t . Якщо
необхiдно (при заданому iнтервалi t) полiпшити точнiсть у 10 разiв, по-
трiбно в 10 разiв зменшити крок4t. E стiльки ж разiв збiльшиться чи-
сло крокiв i час, необхiдний для розрахунку.
Метод Ейлера приваблює своєю простотою i легкiстю програмної
реалiзацiї, однак його iстотним недолiком є нестiйкiсть. Нестiйкiсть ме-
тоду Ейлера приводить до незбереження енергiї в тих задачах, де ця ве-
личина повинна залишатися сталою, наприклад, у задачi про вiльнi ко-
ливання маятника або про рух частинки у центральному полi. Наведена
обставина веде до якiсно неправильного з погляду законiв фiзики пово-
дження чисельного розв’язку задачi при великiй кiлькостi iтерацiй. На-
приклад, амплiтуда коливань маятника, що вiльно коливається у полi
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сили тяжiння, не буде залишатися незмiнною, а буде поступово збiль-
шуватися так, неначе на маятник дiє сила, що розгойдує його! Незва-
жаючи на це, метод Ейлера може бути застосований до неосциляторних
рiвнянь (рiвнянь iз ”загасанням”) за умови достатньо малих4t.
Змiст рiвностi (2.18) полягає у розрахунку прискорення на iнтервалi
4t. Можна досягти приблизно тiєї ж точностi, що й у (2.18), якщо взяти
середнє значення швидкостi на тому самому iнтервалi або, що зручнiше
за все, значення швидкостi у серединi iнтервалу, v(t + 4t/2) (метод з
переступом). Прискорення ж, необхiдне для виконання зсуву на крок
за часом дляшвидкостi, потрiбно буде обчислювати у серединi iнтервалу
(t+4t/2, t+4t/2+4t), тобто в момент t+4t, що нас теж улаштовує,
тому що це дозволить знайти x(t + 4t). Таким чином, для збiльшення
точностi досить обчислювати значення координат у моменти часу t, t +
4t, t + 24t, t + 34t,..., а значення швидкостi — у моменти t + 4t/2,
t + 34t/2, t + 54t/2, t + 74t/2,... Для оцiнки неточностi розрахунку
запишемо (знову тiльки для x):
x(t+4t) ≈ x(t) + v(t+4t/2)4t ≈ x(t) +
(
v(t) +
dv
dt
4t/2
)
4t,
що збiгається з (2.18). Неточнiсть має порядок (4t)3.
Отже, схема розрахункiв буде мати вигляд: перший крок— просу-
ваємося на крок4t/2:
v(4t/2) = v(0) + a(0)4t/2, (2.19)
другий крок — iтерацiйна процедура за часом (починаємо з t = 0 та
збiльшуємо на кожнiй iтерацiї час на4t):
x(t+4t) = x(t) + v(t+4t/2)4t,
v(t+ 34t/2) = v(t+4t/2) + a(t+4t)4t,
x(t+ 24t) = x(t+4t) + v(t+ 34t/2)4t, (2.20)
v(t+ 54t/2) = v(t+ 34t/2) + a(t+ 24t)4t,
. . .
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Очевидно, такий спосiб розрахункiв можна застосувати i для векторних
величин. Однак цей прийом не спрацьовує, якщо сила, що дiє на частин-
ку, залежить не тiльки вiд координати, але й вiд швидкостi.
Розглянемо ще один корисний метод, який має просту комп’ютерну
реалiзацiю та може бути застосований для розв’язання багатьох фiзи-
чних задач (у тому числi i для систем, права частина яких залежить як
вiд координати, так i вiд швидкостi )— модифiкований метод Ейлера.
Зазначений метод є модифiкацiєю метода Ейлера: координата частин-
ки x(t+4t) визначається через прискорення a(t+4t) у кiнцевiй точцi
iнтервалу.
v(t+4t) = v(t) + a(t)4t,
x(t+4t) = x(t) + v(t+4t)4t. (2.21)
2.1.4 Чисельне розв’язання звичайних диференцiальних рiвнянь
у системi MATLAB
У системi MATLAB iснує цiлий пакет процедур, призначених для
розв’язання систем звичайних диференцiальних рiвнянь (ЗДУ). Даний
пакет дає можливiсть застосувати найбiльш вiдомi чисельнi методи, при-
чому для економiї зусиль i полегшення роботи написання необхiдного
додаткового коду (опис конкретної системи рiвнянь) однакове i не зале-
жить вiд обраного алгоритму. Отже, у даному пiдроздiлi розглядається
метод пiдготовки M-файлiв для систем ЗДУ незалежно вiд алгоритму,
що застосовується для розв’язання задачi 1. З наведених вище прикла-
дiв зрозумiло, що великий клас ЗДУ зводиться до системи диференцi-
1MATLAB може виконувати послiдовнiсть операторiв, записаних у файл на диску.
Такi файли називаються m-файлами, тому що iмена цих файлiв мають вигляд <iм’я>.m.
Велика частина роботи в MATLAB полягає у створеннi, редагуваннi i виконаннi таких
m-файлiв. Iснує два типи m-файлiв: файли-програми, або сценарiї, та файли-функцiї.
Файл-програма складається з послiдовностi звичайних операторiв MATLAB. Якщо
файл iз таким сценарiєм має iм’я, наприклад, solve.m, то команда solve, введена в ко-
мандному рядку, викликає виконання вiдповiдної послiдовностi операторiв. Функцiї фа-
ктично дають можливiсть розширюватиMATLAB, оскiльки визначенi новi функцiї, спе-
цифiчнi для розв’язання конкретних задач, мають той самий статус, що й iншi функцiї
MATLAB. Iм’я функцiї повинне збiгатися з iменем файла на диску!
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альних рiвнянь першого порядку виду −→y ′(t) = −→F (t,−→y (t)) з початкови-
ми умовами−→y (t0) = −→y 0.
Розглянемо приклад пiдготовки M-файла для розв’язання рiвняння
Ван-дер-Поля
y′′ − µ(1− y2)y′ + y = 0. (2.22)
Виконуючи замiну змiнних y1 = y, y2 = y′, можна переписати це рiвня-
ння у виглядi системи рiвнянь:
y′1 = y2,
y′2 = µ(1− y21)y2 − y1. (2.23)
Створимо M-файл (File→ New→ MFile), який буде описувати праву
частину даної системи рiвнянь. Для нашого випадку ця функцiя (µ= 1, а
y1 i y2 стають елементами y(1) та y(2) двовимiрного вектора y) повинна
мати такий вигляд:
function dy =vdp1(t,y)
dy =[y(2); (1-y(1)^2)*y(2)-y(1)];
Хоча у розглянутому випадку права частина системи не залежить явно
вiд t, а для деяких систем рiвнянь може не залежати вiд y, функцiя по-
винна мати не менше двох формальних параметрiв t i y.
Для розв’язання системи рiвнянь на часовому iнтервалi [0..30] i з по-
чатковими значеннями y1(0) = 1, y2(0) = 0 у вiкнi команд необхiдно
написати
[T,Y]=ode45('vdp1',[0 30],[1 0]);
Урезультатi одержимо вектор-стовпчик T, що мiстить моменти часу (крок
вибрано за замовчуванням) на заданому часовому iнтервалi [0..30], та
матрицю Y, що складається з двох стовпчикiв (y1 та y2), кожен рядок
якої вiдповiдає рядку (моменту часу) з масиву T. Результат можна пода-
ти графiчно, використовуючи таку послiдовнiсть команд
...............
plot(T,Y(:,1),'-',T,Y(:,2),'--');
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% Êîìàíäà plot ñòâîðþ¹ ãðàôiê çà íàáîðîì òî÷îê âiäïîâiäíèõ
% ìàñèâiâ. Y(:,1) - óñi ðßäêè ïåðøîãî ñòîâïöß ìàòðèöi Y,
% '-' - ñóöiëüíà êðèâà. Y(:,2) - óñi ðßäêè äðóãîãî ñòîâïöß
% ìàòðèöi Y, '--' - ïóíêòèðíà êðèâà.
% Òàêèì ÷èíîì íà ãðàôiêó ìà¹ìî äâi êðèâi y_1(t) òà y_2(t).
title(' Ðîçâ'ßçîê ðiâíßííß Âàí-äåð-Ïîëß äëß mu=1 ');
xlabel('×àñ T '); ylabel(' Y ');
legend('y1','y2 ');
...............
Для розв’язання тих чи iнших задач можна вибирати рiзнi процедури чи-
сельного розв’язку ЗДУ. Так, у наведеному вище прикладi використову-
валася функцiя ode45, що базується на явному методi Рунге-Кутта. Це
однокроковий алгоритм— для обчислення y(tn) необхiдно знати розв’я-
зок в однiй попереднiй точцi y(tn−1). Ця функцiя найбiльш зручна для
першого, ”пристрiлочного” розв’язку бiльшостi задач. Крiм ode45, мо-
жуть бути викорастанi функцiї:
◦ ode23— теж базується на явному методi Рунге-Кутта, але меншо-
го порядку, i використовується для одержання бiльш грубого розв’язку
(з меншою точнiстю).
◦ ode113 — використовує метод Адамса-Башфорта-Мiлтона. Вiн
може виявитися бiльш ефективним порiвняно з методом ode45, особли-
во при високих точностях i при складностi обчислення правих частин
рiвнянь. Метод багатокроковий, тому для початку розв’язання необхi-
дно знати розв’язок у декiлькох початкових точках.
◦ ode15s— базується на методi чисельного диференцiювання назад,
вiдомого як метод Гiра. Метод є багатокроковим i у багатьох випадках є
ефективнiшим, нiж метод ode45.
◦ ode23s— використовує метод Розенброка другого порядку.Оскiль-
ки це однокроковий метод, вiн може бути бiльш ефективним порiвняно з
методом ode15s для випадкiв невисокої точностi.
Усi перелiченi вище функцiї викликаються однаковим чином. У най-
простiшому випадку це має такий вигляд:
[T,Y ]=odeXX('FileName',tspan,y0),
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де odeXX — одна з функцiй, перелiчених вище; 'FileName' — рядок,
що мiстить iм’я файла (iм’я процедури) з описом правих частин системи;
tspan— вектор, що визначає iнтервал iнтегрування tspan =[t0 tfinal].
Якщо вектор tspan має бiльше двох елементiв, то функцiя odeXX видає
розв’язок в усiх точках, перелiчених у векторi tspan; y0— вектор поча-
ткових умов задачi; T — вектор-стовпець моментiв часу; Y — матриця
розв’язкiв. Кожен рядок матрицi мiстить вектор розв’язкiв (усi yi) для
вiдповiдного моменту часу. Кожна з функцiй odeXXможе мiстити четвер-
тий i наступнi аргументи:
[T,Y ]=odeXX('F ',tspan,y0,options,p1,p2,...),
якi задають додатковi параметри розв’язку (крок, похибка i т.п.)2.
При написаннi функцiї, що описує праву частину системи рiвнянь,
необхiдно керуватися наступними правилами. Функцiя повинна мiсти-
ти не менше двох вхiдних аргументiв t i y, навiть якщо якийсь з них не
використовується явно при обчисленнi правої частини системи. Права
частина системи, що обчислюється цiєю функцiєю, повинна утворювати
вектор-стовпець. Будь-якi додатковi параметри, якi необхiдно переда-
вати функцiї, повиннi бути наприкiнцi списку параметрiв самої функцiї
(пiсля спецiального параметра flag).
2.1.5 Екстраполяцiя Рiчардсона. Метод Ромберга
Вiдомо, що iнтеграл вiд функцiї чисельно дорiвнює площi криволi-
нiйної трапецiї, обмеженої графiком цiєї функцiї i межами iнтегрування
[a, b]. Кожна i-та смужка розглядається як трапецiя висотою h з довжи-
нами основ yi ≡ y(a+ ih) та yi+1 ≡ y(a+ (i+ 1)h). Площа однiєї такої
смужки дорiвнює4S = (yi + yi+1)h/2. Iнтеграл функцiї дорiвнює сумi
всiх елементарних площин цих трапецiєподiбних смужок
S ≈
N−1∑
i=0
yi + yi+1
2
h. (2.24)
Використання екстраполяцiї Рiчардсона при iнтегруваннi вiдомими
методами дозволяє значно скоротити машинний час при незмiннiй то-
2див. документацiю до MATLAB
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чностi результату (оскiльки уточнення результату iнтегрування не по-
требує додаткових обчислень функцiї). Застосування наведеної нижче
методики до iтерацiйної формули трапецiй складає вiдомий метод Ром-
берга3.
Суть екстраполяцiї Рiчардсона полягає у такому. Виберемо деякий
крок h i розрахуємо значення iнтеграла S0h, наприклад, за формулою
трапецiї. Далi зменшимо крок h удвiчi та отримаємо нове значення iнте-
грала S0h/2. Згiдно з екстраполяцiєю Рiчардсона розраховане значення
iнтеграла може бути уточнене за формулою
S1h/2 =
22 ∗ S0h/2 − S0h
22 − 1 . (2.25)
Надрядковий iндекс при S визначає порядок уточнення (номер iтерацiї).
Далi крок знову зменшуємо удвiчi, розраховуємо нове значення iнтегра-
ла S0h/4 i за отриманими даними уточнюємо iнтеграл вже до другого по-
рядку:
S1h/4 =
22 ∗ S0h/4 − S0h/2
22 − 1 , (2.26)
S2h/4 =
24 ∗ S1h/4 − S1h/2
24 − 1 . (2.27)
Точнiсть на данiй стадiї обчислювальної процедури перевiряється умо-
вою |S2h/4−S1h/4| < ε, де ε— задана точнiсть iнтегрування. Якщо задана
точнiсть не досягнута, зменшуємо крок удвiчi i виконуємо подальшi роз-
рахунки за рекурентною формулою
Sink = S
i−1
nk
+
1
22i − 1
(
Si−1nk − Si−1nk−1
)
=
22iSi−1nk − Si−1nk−1
22i − 1 , (2.28)
де nk = 2k+1 — число вiдрiзкiв, на яке розбивається iнтервал iнтегру-
вання [a, b], k = 0, 1...
3Саме цей метод є одним з найбiльш рекомендованих у бiблiотеках стандартних про-
грам багатьох фiрм-розробникiв програмного забезпечення.
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Згiдно з методом Ромберга наближене значення iнтеграла на кожнiй
iтерацiї розраховується за iтерацiйною формулою трапецiй (подiлене на
(b− a)):
Snk =
1
2
Snk−1 +
1
nk
nk−1∑
j=1
F
(
a+
2j − 1
nk
(b− a)
)
. (2.29)
Отриманий результат уточнюється за формулою (2.28). Потiм число nk
подвоюється. На кожнiй iтерацiї значення Sink запам’ятовується в ма-
сивi NewEst[i] (див. програму), а Si−1nk — у масивi OldEst[i].
Досягнення заданої точностi при обчисленнi iнтеграла може контро-
люватися перевiркою виконання нерiвностi
|Sink − Si−1nk | < ε, (2.30)
де ε— задана точнiсть iнтегрування.
Фрагмент програмної реалiзацiї методу Ромберга наводиться у до-
датку.
2.2 Запитання для самоконтролю
1 Складiть рекурсивну процедуру знаходження лiвої та центральної
похiдної будь-якого порядку.
2 Отримайте рiзницеву схему першого порядку точностi для розв’я-
зання диференцiального рiвняння.
3 Чому метод Ейлера не може бути застосований для розв’язання
осциляторних рiвнянь?
4 Яким чином можна збiльшити точнiсть рiзницевої схеми?
5 Складiть процедуру розв’язання диференцiального рiвняння за мо-
дифiкованим методом Ейлера.
6 Складiть процедуру розв’язання диференцiального рiвняння пер-
шого порядку за методом з переступом.
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7 Назвiть придатнi схеми чисельного диференцiювання для розв’я-
зання осциляторних рiвнянь.
8 Опишiть послiдовнiсть команд MATLAB для розв’язання систем
ЗДУ.
9 У чому полягає суть екстраполяцiї Рiчардсона?
10 Чи можна застосувати екстраполяцiю Рiчардсона до методу пря-
мокутникiв?
2.3 Завдання для самостiйної роботи
1 Матерiальна точка рухається iз швидкiстю v(t) = 5 + 5t + 3t2.
Чисельними методами визначте прискорення точки у момент часу
t = 3 с i пройдений шлях за час вiд t1 = 3 c до t2 = 5 с, якщо рух є
прямолiнiйним. Порiвняйте результати з аналiтичними розрахун-
ками. Повторiть розрахунки при рiзних значеннях кроку за часом
i порiвняйте отриманi результати 4.
2 Тiло масою m кидають пiд кутом α до горизонту iз початковою
швидкiстю v0. За наявностi сили тертя траєкторiя руху тiла опи-
сується формулами:
x(t) =
mv0 cosα
r
(
1− e−rt/m
)
,
y(t) =
m
r
(
mg
r
+ v0 sinα
)(
1− e−rt/m
)
− mgt
r
,
де r— коефiцiєнт тертя; g— прискорення вiльного падiння.
Задаючи m, v0, r та α, чисельними методами виконайте такi роз-
рахунки:
• побудуйте залежнiсть довжини траєкторiї руху
L =
∫ T
0
√(
dx
dt
)2
+
(
dy
dt
)2
dt
4Задачi даного пiдроздiлу частково взятi з робiт [3], [4]
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вiд кута α;
• побудуйте залежнiсть дальностi S польоту вiд кута α;
• побудуйте залежнiсть координати найвищої точки траєкторiї вiд
кута α.
3 Є пластинка товщиною h, яка обмежена кривою y = x2 та прямою
y = 1. Її густина є функцiєю координати y:
ρ(y) = ρ0(1 + αy),
де α— довiльний коефiцiєнт пропорцiйностi, ρ0 —константа. Ви-
значте площу пластини та її масу.
4 Визначте координати центра мас пластини товщиною h та густи-
ною ρ. Пластина обмежена прямими x = 0, y = 0, y = 4− x2.
5 Пластина товщиною h має форму кола радiусом R. Її густина зi
збiльшенням вiдстанi до центра зменшується за законом
ρ(r) = ρ0(1.5− r/R).
Використовуючи чисельне iнтегрування, визначте момент iнерцiї
пластини щодо осi, яка проходить через її центр i лежить в її пло-
щинi.
6 Побудуйте криву залежностi випромiнювальної здатностi абсолю-
тно чорного тiла вiд частоти ω та температури T , яка описується
формулоюПланка: f(ω, T ) = Aω3/(eBω/T −1), деA таB— сталi
коефiцiєнти. Побудуйте графiк при рiзних T .
7 Напишiть програму, що обчислює частоту випромiнювання, на яку
припадає максимум випромiнювальної здатностi абсолютно чор-
ного тiла. Виконавши розрахунки при рiзних T , переконайтесь у
справедливостi закону зсуву Вiна: добуток абсолютної температу-
ри тiла T на довжину хвилi λm, яка вiдповiдає максимуму випро-
мiнювальної здатностi, є постiйною величиною: λmT = b.
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8 Методом чисельного iнтегрування знайдiть iнтегральну свiтнiсть
абсолютно чорного тiла R∗:
R∗ =
∫ +∞
0
Aω3
eBω/T − 1dω.
Виконайте розрахунки для рiзних температур T i переконайтеся у
справедливостi закону Стефана-Больцмана: iнтегральна свiтнiсть
абсолютно чорного тiла пропорцiйна четвертiй степенi його темпе-
ратури R∗ = σT 4.
9 За допомогою iдеальної безаберацiйної лiнзи з поперечним розмi-
ром D одержують у її фокальнiй площинi зображення точки, що
знаходиться вiд лiнзи на великiй вiдстанi (вилученої на нескiнчен-
нiсть). Оскiльки розмiр D обмежений, дифракцiя свiтла на лiнзi
приводить до того, що у фокальнiй площинi замiсть точкового зо-
браження виходить розмита пляма. Розподiл iнтенсивностi свiтла
у плямi описується виразом
I(ϕ) = I0
(
2J1(x)
x
)2
,
де I0— iнтенсивнiсть у центрi плями; ϕ = ξ/F — кут мiж осьовою
лiнiєю лiнзи i лiнiєю, яка проведена iз центра лiнзи у точку ξ спо-
стереження у фокальнiй площинi (припускають, що точка-об’єкт
лежить на осьовiй лiнiї); F — фокусна вiдстань лiнзи; x = piDλ ϕ,
λ — довжина хвилi свiтла. Функцiя J1(x) називається функцiєю
Бесселя 1-го порядку i може бути виражена через своє iнтеграль-
не подання так:
J1(x) =
2
pi
∫ pi/2
0
sin(x sin t) sin tdt.
Чисельними методами виконайте такi розрахунки:
• побудуйте графiки розподiлу iнтенсивностi свiтла у фокальнiй
площинi лiнзи;
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• знайдiть значення кутiв ϕmin i ϕmax, при яких спостерiгаються
мiнiмуми i максимуми розподiлу свiтла. Вiдкладiть значення цих
кутiв на графiку, де по осi ординат— кут, а по осi абсцис— номер
порядку дифракцiї;
• для обох випадкiв знайдiть розподiл енергiї свiтла за порядка-
ми дифракцiї i побудуйте гiстограми розподiлу енергiї для перших
десяти порядкiв.
10 У фокальнiй площинi круглої лiнзи з дiаметромD спостерiгається
зображення двох точок, що вiддаленi одна вiд одної на кутову вiд-
стань ϕ0. Вiдповiдно до попередньої задачi розподiл iнтенсивностi
свiтла може бути записаний у виглядi
I(ϕ) = I0
[(
2J1(x)
x
)2
+
(
2J1(x− x0)
x− x0
)2]
,
де x0 = piDλ ϕ0,
Чисельними методами виконайте такi розрахунки:
• нарисуйте функцiю I(ϕ) i проаналiзуйте її поводження залежно
вiд кута ϕ0. При яких значеннях ϕ0 зображення точок зливаються
i перестають спостерiгатися роздiльно?
• побудуйте функцiю V = (Imax − Imin)/Imax залежно вiд кутової
вiдстанi ϕ0 мiж точками. За критерiєм Релея точки спостерiгаю-
ться ще як роздiльнi, якщо максимум основної дифракцiйної пля-
ми вiд першої точки збiгається з першим мiнiмумом iнтенсивностi
для другої точки. Якому значенню V це вiдповiдає?
• використовуючи отриманi результати, оцiнiть мiнiмальнi розмiри
об’єктiв на землi, якi ще можна спостерiгати iз супутника з висоти
200 км.
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Роздiл 3
Моделювання динамiчних систем
У даному роздiлi розглядаються основнi пiдходи до моделювання
динамiчних систем, рух яких описується звичайними диференцiальни-
ми рiвняннями. Матерiал даного роздiлу може бути застосований при
дослiдженнi широкого кола явищ: рух заряджених частинок в електри-
чних i магнiтних полях, рух багатьох взаємодiючих тiл, перехiднi про-
цеси в електричних ланцюгах, кiнетика хiмiчних реакцiй, моделi розви-
тку економiки, динамiка бiологiчних популяцiй тощо. Оскiльки у бiль-
шостi зазначених випадкiв отриматианалiтичний розв’язок неможли-
во, на допомогу приходять наближенi чисельнi методи.
3.1 Постановка задачi
Є фiзична система з одним ступенем вiльностi, що складається iз
iнерцiйного елемента масоюm, пружного елемента жорсткiстю k та ди-
сипативного елемента з коефiцiєнтом опору r. Визначте вiдгук системи
x(t), а також її першу та другу похiднi x˙, x¨ на зовнiшнiй вплив Fx(t),
якщо вiдомi початковi умови x0 = x(t = 0), v0 = v(t = 0).
3.2 Теоретичний матерiал
3.2.1 Побудова моделi
Величезна кiлькiсть процесiв, якi вiдбуваються у природi, описує-
ться диференцiальними рiвняннями, побудованими на основi класичних
законiв Ньютона. Наприклад, iз другого закону Ньютона випливає лi-
нiйне неоднорiдне диференцiальне рiвняння другого порядку
mx¨+ rx˙+ kx = Fx(t).
Дане диференцiальне рiвняння описує широкий клас задач, що дослi-
джуються у хiмiї, економiцi, фiзицi: кiнетику хiмiчних реакцiй, рух зв’я-
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заного з пружиною тiла у в’язкому середовищi, проходження струму в
електричному ланцюжку тощо.
Розглянемо, наприклад, лiнiйний осцилятор масоюm, який здiйснює
коливання у в’язкому середовищi пiд дiєю зовнiшньої сили Fx(t). У цьо-
му випадку рiвняння руху має вигляд
x¨+ γx˙+ ω2x =
Fx(t)
m
,
де γ— коефiцiєнт тертя; ω— власна частота коливань.
Процеси, якi вiдбуваються в послiдовному коливальному контурi,
що складається з послiдовно з’єднаних резистора R, конденсатора C
та котушки iндуктивностi L, на який подана напруга U(t), описуються
рiвнянням
Lq¨ +Rq˙ +
q
C
= U(t),
де q— заряд, що проходить по ланцюгу; i = q˙— сила струму.
У паралельному коливальному контурi, що складається з резистора
R, конденсатора C та котушки iндуктивностi L, з’єднаних паралельно i
пiдключених до джерела струму I = I(t), вiдбуваються процеси, опису-
ванi рiвнянням
Cu¨+
u˙
R
+
u
L
= I˙(t),
де u— напруга на резисторi, конденсаторi та iндуктивностi; I˙(t)— по-
хiдна вiд сили струму за часом.
Характер руху механiчної системи залежить вiд її параметрiв, поча-
ткових умов, до яких належать координати та швидкiсть у початковий
момент часу, типу зовнiшньої сили.
Бiльшiсть рiвнянь руху не мають аналiтичного розв’язку, а отже, ви-
никає задача пiдбору вiдповiдного чисельного методу для розв’язання
дослiджуваного рiвняння. Отримане рiвняння звичайно замiнюють його
рiзницевим аналогом, яке iнтегрується за допомогою придатної рiзнице-
вої схеми.
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3.2.2 Спрощення моделi
У багатьох задачах буває корисно спростити модель шляхом введе-
ння знерозмiрених змiнних. Розглянемо задачу про рух математичного
маятника— важеля маси m, пiдвiшеного у полi сили тяжiння на нева-
гомому стрижнi довжини l [5]. Будемо вважати, що маятник рухається в
однiй площинi. Нехай на маятник дiють сила тертя
−→
F = r−→v (r — кое-
фiцiєнт тертя) i зовнiшня перiодична сила F (t) = F cosωt, спрямована
горизонтально. Наглядним прикладом даної системи є маятник (iз заря-
дженим важелем), помiщений у великий плоский конденсатор з верти-
кальними пластинами, до яких прикладена змiнна напруга. Позначимо
кут вiдхилення маятника вiд вертикального напрямку через x. Для кута
вiдхилення нитки вiд вертикалi можна записати рiвняння
ml
d2x
dt2
= −mg sinx− rldx
dt
+ F cosx cosωt. (3.1)
За вiдсутностi сили тертя i зовнiшньої сили перiод малих коливань мая-
тника дорiвнює, як вiдомо, 2pi
√
l/g.
Уведемо замiсть часу t нову змiнну τ . Вiдповiдно до спiввiдношен-
ня t = τ
√
l/g змiнна τ виявляється знерозмiреною. Тодi рiвняння (3.1)
приводять до вигляду
d2x
dτ2
= − sinx−Rdx
dτ
+ f cosx cosΩτ, (3.2)
де
R =
r
m
√
l
g
, f =
F
mg
, Ω = ω
√
l
g
(3.3)
— знерозмiренi величини. Таке перетворення виявляє деякi закони подi-
бностi: залежнiсть x(τ) (при заданих x(0), v(0) виявляється тiєю самою
при рiзних значенняхm, l, g, r, F , ω, якщо однаковi складенi з них зне-
розмiренi комбiнацiїR, f ,Ω. Цей факт дозволяє iстотно скоротити об’єм
повного дослiдження задачi, оскiльки досить розглядати рiзнi значення
трьох параметрiв замiсть шести. Iнакше кажучи, результати дослiджен-
ня одного маятника можна перенести на iншi простою змiною масшта-
бiв. Крiм того, при чисельному визначеннi розв’язку рiвняння (3.2) ми не
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будемо, як правило, мати справу з величинами, що вiдрiзняються одна
вiд iншої на багато порядкiв, у той час як для рiвняння (3.1) це могло б
статися при невдалому виборi одиниць вимiру.
Перехiд вiд рiвняння (3.1) до (3.2) можна оформити й iнакше. За
одиницю довжини вiзьмемо довжину маятника, за одиницю маси— його
масу, а одиницю часу виберемо так, щоб g = 1 (тобто такою, що дорiв-
нює
√
l/g). Пiдставивши l = m = g = 1 у (3.1), ми одержимо рiвняння
вигляду (3.2).Щоб отримати спiввiдношення (3.3), потрiбно побудувати
з l, m, g множники необхiдної розмiрностi. Скажiмо, сила має розмiр-
нiстьmg, тому запишемо F = mgf . Ця рiвнiсть справедлива в прийня-
тих одиницях i справедлива при переходi до будь-яких iнших одиниць,
якщо вважати f знерозмiреною величиною, оскiльки розмiрностi його
лiвої та правої частин тодi однаковi. Аналогiчно можуть бути отриманi
iншi спiввiдношення (3.3).
У задачi про рух частинки маси m у полi U = −k/R2 мова може
йти як про рух планети навколо Сонця, так i про рух електрона навколо
атомного ядра 5. У першому випадку k = γmM , де γ — гравiтацiйна
стала,m— маса планети,M — маса Сонця; у другомуm— маса еле-
ктрона, k = |qQ|, де q — заряд електрона, Q — заряд ядра. Рiвняння
руху має вигляд
m
d2
−→
R
dt2
= −k
−→
R
R3
.
Уведемо як одиницю довжини характерну довжину R0 (для астрономi-
чної задачi, наприклад, R0 = 108 км, для атомної R0 = 10−8 см). Тодi
природно як одиницю часу вибрати t0 =
√
R30m/k (для руху планети t0
виявиться порядку року, для руху електрона — порядку перiоду обер-
тання електрона в атомi). Знерозмiрена довжина r i час τ визначаються
рiвностями t = t0τ , R = R0r, а рiвняння руху набуває вигляду
d2−→r
dτ2
= −
−→r
r3
.
Ще один приклад— задачi релятивiстської фiзики частинок, де звичай-
но беруть швидкiсть свiтла c = 1. При цьому швидкiсть частинки стає
5У рамках Борiвської теорiї.
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знерозмiреною величиною v/c. Маса ж залишається розмiрною величи-
ною, але її розмiрнiсть не вiдрiзняється вiд розмiрностi енергiї. Напри-
клад, маса електронаm = 511 кеВ.
3.2.3 Оцiнка результатiв моделювання. Можливi помилки
Вiдправним пунктом чисельного моделювання є розроблення iдеалi-
зованої математичної моделi фiзичної системи та пiдбiр придатного ал-
горитму для реалiзацiї даної моделi на комп’ютерi. При цьому виникають
такi запитання:
- наскiльки реально математична модель описує фiзичне явище?
- як переконатися у правильностi чисельного розв’язку рiвнянь, якi
описують модель?
Щодо вiдповiдi на перше запитання необхiдно зазначити: бiльшiсть
задач даного посiбника являють собою сильно iдеалiзованi моделi фiзи-
чних процесiв, що, однак, дозволяє скласти досить повне уявлення про
основнi фундаментальнi фiзичнi закони, якi лежать в їх основi. Правиль-
но застосовуючи цi закони та вводячи новi параметри, можна деталiзу-
вати будь-яку модель реального фiзичного процесу. Наприклад, у дру-
гiй частинi посiбника ми розглянемо модель руху тiла у центрально-си-
метричному полi, що дозволить, наприклад, побудувати цiлком розумнi
траєкторiї обертання супутника навколо планети. Однак при цьому вва-
жається, що центр притягання (планета) є матерiальною точкою, а рух
вiдбувається у площинi. З iншого боку, вiдомо, що орбiта штучного су-
путника Землi є iстотно тривимiрною i при її розрахунках необхiдно (для
отримання високої точностi) враховувати форму земної кулi.
Вiдповiдь на друге запитання частково розiбрана у рiзних роздiлах
даного посiбника, де обговорюються питання придатностi того чи iншого
чисельного методу. Взагалi унiверсального алгоритму, що дозволяє сто-
вiдсотково переконатися в тому, що отриманий розв’язок є коректним,
не iснує. Перелiчимо кiлька способiв перевiрки коректностi обчислень:
Оберненiсть задачi у часi. Для цього, розрахувавши поводження
моделi на певному часовому вiдрiзку, варто взяти за початковi умови по-
точнi значення змiнних i змiнити знаки векторiв швидкостей. При цьому
автоматично змiняться знаки в усiх силах, що залежать вiд швидкостi.
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Якщо в розрахунках не вiдбувається накопичення помилки, система по-
винна повернутися у вихiдний стан через той самий часовий iнтервал.
Перевiрка законiв збереження (енергiї, iмпульсу) у задачах, де
сили, що дiють на тiло, консервативнi, тобто не викликають змiни повної
енергiї системи. Наприклад, рух тiла у полi сили тяжiння (за вiдсутностi
тертя), рух тiла у центральному полi, рух заряду в стацiонарному магнi-
тному полi тощо.
Перевiрка розв’язку на граничний випадок. Для цього певним
параметрам задачi надають таких значень, при яких поводження всiєї
системи стає цiлком передбачуваним. Природно, що чисельний алго-
ритм повинен описувати таку ситуацiю. Наприклад, можна виключити
силу тертя в задачi про полiт снаряда. Можна також спростити модель,
одержати аналiтичний розв’язок i порiвняти його з чисельним розрахун-
ком.
Перевiрка збiжностi розв’язку до певної границi при зменшеннi
кроку за часом у декiлька разiв. Обчислення повиннi збiгатися з точнi-
стю до певної кiлькостi перших десяткових знакiв залежно вiд застосо-
вуваного методу.
Невиконання будь-якої з цих умов може бути наслiдком погрiшно-
стей, що виникають на кожному етапi комп’ютерного експерименту. Во-
ни обумовленi такими причинами:
а) математичний опис задачi є спрощеним;
б) недостатньо точно заданi вихiднi данi, що є, як правило, результа-
том проведених експериментiв;
в) будь-який чисельний метод є наближеним;
г) у процесi розв’язання задач на ЕОМ при введеннi вихiдних даних
або виконаннi арифметичних операцiй виконуються округлення.
Похибки, обумовленi пунктами (а) i (б), називаються такими, що не
можуть бути усуненими. При переходi вiд математичної моделi до чи-
сельного методу (пункт (в)) виникає похибка методу. Побудова чисель-
ного методу для математичної моделi складається з двох етапiв— фор-
мулювання дискретної моделi i розроблення обчислювального алгори-
тму, що дозволяє вiдшукати розв’язок дискретної задачi. Вiдповiдно по-
хибка методу пiдроздiляється на похибку дискретизацiї, або похибку апро-
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ксимацiї, i на обчислювальну похибку, або похибку округлення, яка ви-
никає у процесi розв’язання (пункт (г)). Зазначимо, що аналiз похибки
чисельного результату повинен бути обов’язковим етапом розв’я-
зання будь-якої практичної задачi. Повна похибка є результатом скла-
дної взаємодiї всiх видiв похибок i вiдповiдь на запитання, яка з трьох
похибок є домiнуючою, не може бути однозначною. Типовою є ситуа-
цiя, коли похибка, що не може бути усуненою, значно перевищує похиб-
ку методу, а обчислювальною похибкою можна знехтувати порiвняно з
похибкою методу. У загальному випадку треба намагатися, щоб похиб-
ки мали один i той самий порядок. У зв’язку з цим при аналiзi похибок
виникають двi задачi: пряма— знаючи точнiсть вихiдних даних, оцiни-
ти точнiсть отриманого результату, i зворотна — визначити точнiсть, з
якою необхiдно задавати вихiдну iнформацiю, щоб забезпечити необхi-
дну точнiсть розв’язку. У будь-якому разi аналiз похибок вимагає вiд
дослiдника певних знань про представлення чисел в ЕОМ. Розглянемо
це питання бiльш детально.
Двiйковi числа. Будь-яке число в ЕОМ подається у виглядi двiй-
кового коду: набору цифр iз нулiв та одиниць. При цьому говорять, що
ЕОМ використовує арифметику з двiйковою системою числення. Таким
чином будь-яке вхiдне число (як правило, з основою 10) ЕОМ приво-
дить до основи 2, далi, з використанням двiйкової арифметики, виконує
з ним арифметичнi операцiї, а при виведеннi на екран результат знову пе-
ретворює до основи 10. Наведемо простий приклад [2]. Комп’ютер, що
виконує обчислення з точнiстю 8 десяткових знакiв, дасть вiдповiдь
100000∑
k=1
0.1 = 9998.5566, (3.4)
хоча точна вiдповiдь дорiвнює 10000. Маємо очевидну похибку. Для по-
яснення результату розглянемо машинну арифметику бiльш детально.
Нагадаємо найпростiший алгоритм переведення десяткового числа у
двiйкове (точнiше, найпростiший для людини, комп’ютер виконує пере-
ведення iнакше)— дiлимо число на 2 та беремо остачу. Результат дiлимо
знову на 2 i т.д. Остачi у зворотному порядку формують двiйкове пред-
ставлення числа (рис. 3.1). Для переведення дробової частини зазвичай
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використовують такий алгоритм: множимо число на 2 та видiляємо цiлу
частину результату. Потiм дробову частину результату знову множимо
на 2 i т.д. Цiлi частини формують двiйкову форму. Як наочний приклад
представимо число 19.37510 у двiйковiй формi (нижнiй iндекс позначає
систему числення):
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Рисунок 3.1— Переведення дiйсного числа у двiйкову форму
Таким чином, 19.37510 = 10011.0112. Зворотне переведення виконує-
ться шляхом помноження кожної цифри двiйкового числа на 2n (n —
порядковий номер цифри у числi):
10011.0112 = 1× 24 + 0× 23 + 0× 22 + 1× 21 + 1× 20 + 0× 2−1 +
+ 1× 2−2 + 1× 2−3 = 16 + 2 + 1 + 0.25 + 0.125 = 19.37510.
Вiдмiтимо, що iснує величезна кiлькiсть дiйсних чисел, для двiйково-
го представлення яких необхiдна нескiнченна послiдовнiсть цифр. На-
приклад, 0.710 = 0.1011001100110...2 ≡ 0.1(0110)2. Даний двiйковий
дрiб є перiодичним, у ньому групи цифр 0110 повторюються (такi групи
зазвичай записують у круглих дужках). Якщо рацiональне число є еквi-
валентним нескiнченному двiйковому виразу, для бiльш зручного його
представлення можна використовувати зсув цифр. Наприклад, помно-
ження числа 0.000(11000)2 на 23 є еквiвалентним зсуву двiйкової точки
на 3 позицiї лiворуч, тобто 0.000(11000)2 × 23 ≡ 0.(11000)2.
Машиннi числа. У комп’ютерi для дiйсних чисел використовується
нормоване (нормалiзоване) двiйкове представлення з плаваючою точкою.
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Це означає, що будь-яке число зберiгається у формi X = M × 2p,
де 1/2 ≤ M < 1 — мантиса, яка складається iз обмеженої кiлько-
стi цифр (залежно вiд типу змiнної згiдно з прийнятими стандартами),
p — показник степеня. Звiдси випливає, що M завжди матиме вигляд
M = (0.1...)2. На простому прикладi розглянемо втрату точностi обчи-
слень у випадку, коли пiд мантисуM у пам’ятi ЕОМ вiдводиться лише
чотири розряди, а показник степеня p ∈ {−3,−2,−1, 0, 1, 2, 3, 4} [2]. У
даному випадку iснує 8 × 8 комбiнацiй цифр мантиси та показника сте-
пеня; кожна з цих комбiнацiй вiдповiдає десятковому числу (табл. 3.1).
Таблиця 3.2— Десятковий еквiвалент набору двiйкових чисел з мантисою iз
4 розрядiв та вiдповiдним показником степеня
Мантиса Показник степеня
p=−3 p=−2 p=−1 p=0 p=1 p=2 p=3 p=4
M=0.10002 0.0625 0.125 0.25 0.5 1 2 4 8
M=0.10012 0.0703125 0.140625 0.28125 0.5625 1.125 2.25 4.5 9
M=0.10102 0.078125 0.15625 0.3125 0.625 1.25 2.5 5 10
M=0.10112 0.0859375 0.171875 0.34375 0.6875 1.375 2.75 5.5 11
M=0.11002 0.09375 0.1875 0.375 0.75 1.5 3 6 12
M=0.11012 0.1015625 0.203125 0.40625 0.8125 1.625 3.25 6.5 13
M=0.11102 0.109375 0.21875 0.4375 0.875 1.75 3.5 7 14
M=0.11112 0.1171875 0.234375 0.46875 0.9375 1.875 3.75 7.5 15
Використовуючи дану таблицю, розрахуємо величину (1/10+1/5)+1/6.
У двiйковiй системi числення кожне з цих чисел (вiдповiдно до табл. 3.1)
матиме вигляд:
1
10
≈ 0.11012 × 2−3, 15 ≈ 0.11012 × 2
−2,
1
6
≈ 0.10112 × 2−2.
Представляючи перше двiйкове число у виглядi 0.01101 × 2−2 та вико-
ристовуючи двiйкову арифметику, знаходимо суму перших двох чисел:
0.011012 × 2−2 + 0.11012 × 2−2 = 1.001112 × 2−2.
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Нормалiзуючи результат, маємо 0.1001112 × 2−1. Оскiльки пiд мантису
вiдводиться лише 4 розряди, ЕОМ округляє результат до 0.10102× 2−1.
Далi виконується додавання
0.10102 × 2−1 + 0.10112 × 2−2 = 0.10102 × 2−1 + 0.010112 × 2−1 =
= 0.11111× 2−1.
Далi результат округляється до 0.10002 × 20.
Останнiй результат є комп’ютерним розв’язком задачi. Порiвнюючи
отриманий розв’язок з точним значенням, отримаємо похибку обчислень
7
15
− 0.10002 × 20 ≈ 0.466667− 0.500000 ≈ 0.033333.
Стандарт IEEE 754. Згiдно зi стандартом IEEE 754 (найбiльш по-
ширений формат представлення даних) двiйкове число з точкою у пам’я-
тi (та регiстрах процесора) ЕОМ представляється набором бiтiв. Пер-
ший бiт лiворуч визначає знак — плюс (0) або мiнус (1), далi йде гру-
па бiтiв, що визначає показник степеня, потiм йдуть бiти, що вiдводя-
ться для зберiгання мантиси. Рiзнi типи даних вiдрiзняються розряднi-
стю (кiлькiстю бiт у пам’ятi) мантиси та показника степеня. Числам оди-
нарної точностi (single precision)6 вiдповiдає показник степеня iз 8 бiт,
мантисi— iз 23 бiт7. Разом зi знаковим бiтом— 32 бiти пiд кожне число.
Зазначимо, що показник степеня (цiле число) може бути як додатним,
так i вiд’ємним. Для спрощення роботи з вiд’ємними числами вiн зазви-
чай зберiгається у виглядi беззнакового цiлого iз зсувом. А для одер-
жання реального значення показника степеня вiд записаного значення
вiднiмається деяка константа (127 для одинарної точностi).
Знайдемо точнiсть, яку забезпечує даний тип даних у десяткових зна-
ках. Оскiльки для точностi ”у знаках” масштаб не має значення, помно-
жимо мантису на 224. Показник степеня на точнiсть не впливає, так що
6Числам одинарної точностi звичайно вiдповiдає тип даних float (компiлятор
C/C++).
7Точнiше 24 бiти, оскiльки перший бiт мантиси за замовчуванням завжди дорiвнює 1
i пiд його зберiгання пам’ять спецiально не вiдводиться.
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його можна залишити як є. Цiле число, яке вийшло у результатi, мантиса
представляє точно. Для його представлення в десятковому виглядi по-
трiбно: log10 224 = 24 ∗ log10 2 = 7.2 десяткових знака. Це означає, що
похибка двiйкового представлення числа не перевищує половини сьо-
мого десяткового знака.
Як приклад, представимо в цьому форматi число 1234, 5 [6]. Перево-
димо його у двiйкову форму:
1234, 5 = 210 + 128 + 64 + 16 + 2 + 1/2 = 10011010010, 12.
Результат нормалiзуємо i представляємо таким чином, щоб у цiлiй ча-
стинi опинилася 1 (особливiсть даного формату):
10011010010, 12 = 1, 001101001012 × 210.
Оскiльки показник степеня зберiгається зi зсувом 12710, маємо
1, 001101001012 × 213710−12710 = 1, 001101001012 × 2100010012−011111112
Отже, число 1234, 5 буде представлено у пам’ятi ЕОМ таким чином:
Знак Показник Мантиса
0 1000 1001 (1)001 1010 0101 0000 0000 0000
Повертаючись до вихiдної задачi (3.4), на основi представленого ви-
ще матерiалу пояснимо результат. Число 0.1 у двiйковiй формi пред-
ставляється нескiнченною кiлькiстю цифр:
1
10
= 0.0(0011)2. (3.5)
Коли мантиса має 24 двiйкових розряди, вiдбувається усiкання i ком-
п’ютер використовує внутрiшнє наближення:
1
10
≈ 0.1100110011001100110011002 × 2−3. (3.6)
У наближеннi (3.6) похибка дорiвнює рiзницi мiж (3.5) та (3.6):
0.(1100)2 × 2−27 ≈ 5.96× 10−9. (3.7)
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Отже, кожне машинне сумування у (3.4) виконується iз похибкою (3.7).
Вiдповiдно загальна похибка повинна становити 100000×(5.96×10−9) =
= 5.96× 10−4. Згiдно з (3.4) реальна похибка 10000− 9998.5566 ≈ 1.45.
Отже, iснують iншi, бiльш серйознi похибки. Як буде показано нижче,
вони пов’язанi з округленням часткової суми у процесi додавання черго-
вого числа 0.1.
Дiапазон та точнiсть. Найменше нормалiзоване число типу single
precision буде зберiгатися у пам’ятi у виглядi
Знак Показник Мантиса
0 0000 0001 (1)000 0000 0000 0000 0000 0000
Послiдовно виконуючи зворотну процедуру переведення у десяткову фор-
му, маємо 1.02 × 2000000012−011111112 = 1.02 × 2−12610 = 1.1755× 10−38.
Вiдповiдно до даного стандарту, найбiльше нормалiзоване число пред-
ставляється у виглядi
Знак Показник Мантиса
0 1111 1110 (1)111 1111 1111 1111 1111 1111
Десяткове представлення числа матиме вигляд 3.4028× 1038.
Пiдсумовуючи вищенаведене, вiдмiтимо, що не слiд плутати мiнi-
мальне значення числа певного типу та його точнiсть. Як було по-
казано, одинарна точнiсть представляється не бiльше нiж 8 десяткови-
ми розрядами, а показник степеня забезпечує лише зсув вiдносно де-
сяткової точки на вiдповiдну кiлькiсть розрядiв лiворуч або праворуч.
Наприклад, намагаючись зберегти число 123456789 у змiннiй типу float
(реалiзацiя на С++), отримуємо результат 1.234567 × 108. Отже, си-
стема вiдкинула два останнi розряди, замiнивши їх нулями. При реа-
лiзацiї на MATLAB, отримаємо вiдповiдь 123456792, тобто вiдповiдь з
округленням. Спроба зберегти, наприклад, число 0.123456789 приво-
дить до результату 0.123457 (С++) та 0.1234568 (MATLAB), а зберiга-
ючи 123456789× 10−10 та 123456789× 1010, маємо вiдповiдно 0.012346
та 1.234568 × 1018 (С++). Зазначимо, що 7-8-й десятковий розряд для
чисел одинарної точностi вже є результатом округлення. Наприклад, ре-
зультатом виконання команди a=2/3 є a = 0.6666667 (MATLAB) та
a = 0.666667 (С++).
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Виконанняматематичних операцiй.При виконаннi додавання двох
додатних чисел з плаваючою точкою вiдбуваються такi дiї:
1. Вирiвнювання порядкiв.
Визначається число з меншим порядком. Потiм послiдовно його по-
рядок збiльшується на одиницю, а мантиса подiляється на 2, поки по-
рядки двох чисел не зрiвняються. Апаратно дiлення на 2 вiдповiдає зсу-
ву двiйкового коду мантиси праворуч (ця операцiя виконується набагато
швидше, нiж операцiя дiлення). При зсувi правi розряди губляться, че-
рез це може вiдбутися втрата точностi.
2. Додавання мантис.
3. Нормалiзацiя.
Якщо мантиса результату набуває значення 2 або бiльше, порядок
збiльшується на одиницю, а мантиса подiляється на 2. У результатi ман-
тиса попадає в iнтервал [1, 2). При цьому можлива втрата точностi, а та-
кож переповнення, коли порядок перевищує максимально можливу ве-
личину.
Вiднiмання виконується аналогiчним чином.
При множеннi порядки додаються, а мантиси перемножуються як
цiлi числа, пiсля чого правi розряди результату вiдкидаються.
Висновок: дiї з числами (з плаваючою точкою) через похибки окру-
глення лише приблизно вiдображають арифметику реальних дiйсних чи-
сел. Так, якщо до великого числа додати дуже маленьке, то воно не змi-
ниться, оскiльки при вирiвнюваннi порядкiв усi значущi бiти мантиси
меншого числа можуть вийти за межi розрядної сiтки. У результатi воно
буде дорiвнювати 0. Наприклад, якщо до числа 0.1234567 додати число,
що є меншим за модулем половини останнього розряду (тобто менше за
0.00000005), у результатi знову отримаємо те ж саме число 0.1234567.
Тобто величина похибки округлення визначається кiлькiстю роз-
рядiв мантиси. Розглянемо ще один корисний приклад (фрагмент про-
грами на C++):
...
float f = 200000000.0f; // 200 ìiëüéîíiâ
printf("%f\n", f);
for (int i = 0; i < 1000; i++)
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f += 1;
printf("%f\n", f);
f += 1000;
printf("%f\n", f);
...
Результат роботи:
200000000.0
200000000.0
200001000.0
Результат легко пояснити. Для 200 мiльйонiв восьмий знак— це вже не
одиницi, а десятки. Тому додаючи 1, одержуємо 200000001, округляючи
до восьми знакiв, одержуємо знову 200 мiльйонiв. А якщо вiдразу дода-
ти 1000— результат є коректним. Якщо в прикладi замiнити float на
double, така ситуацiя не виникне — точнiсть double 15-16 десяткових
знакiв.
Висновок: виконання операцiй над дiйсними числами починається i
закiнчується вирiвнюванням порядкiв. Якщо порядки є рiзними— по-
грiшнiсть зростає, що приводить до втрати точностi. По можливостi
необхiдно уникати працювати з числами, порядки яких вiдрiзня-
ються на величину, що є близькою до довжини розрядної сiтки,
а також вiднiмання близьких за значенням чисел. Додавати вели-
кi i маленькi числа потрiбно обережно. Наприклад, якщо потрi-
бно з великою точнiстю скласти багато чисел, то починати слiд iз
найменших, i додавати не всi пiдряд, а групувати числа так, щоб
увесь час пiдсумовувати значення приблизно одного порядку. На-
приклад, розглянемо послiдовне сумування чисел одинарної точностi:
((((12345678 + 0.1) + 0.2) + 0.3) + 0.4) + 0.5.
Результатом знову буде число 12345678. Змiнимо порядок сумування:
12345678 + (0.1 + 0.2 + 0.3 + 0.4 + 0.5).
Результат— 12345680.
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Округлення при розрахунках часто можуть призвести до помилок
при виконаннi порiвнянь чисел, що є теоретично (математично) однако-
вими. Для початку ще раз повторимо висновок про рiзнi шляхи i рiзнi ре-
зультати: математично-однаковi числа, отриманi двома рiзними спосо-
бами, на практицi можуть виявитися рiзними— через вiдмiнностi в по-
слiдовностi виконання округлень [6]. По-перше, потрiбно чiтко розумi-
ти причину: рiзнi округлення, викликанi рiзною послiдовнiстю опера-
цiй. Нiякого випадкового шуму, ймовiрностей або невизначеностi. Чи-
сла, отриманi одним способом, гарантовано будуть однаковими: в одна-
кових умовах детермiнований алгоритм (додавання, множення i т.п.) по-
вертає однаковi результати. Наприклад, у випадку
...
float a = 1.0/3.0;
float b = a; // íißêèõ îêðóãëåíü
if (a == b)
{
... // êîìàíäà 1
}
else
{
... // êîìàíäà 2
}
...
завжди виконується набiр команд, позначених êîìàíäà 1. Розглянемо
iнший випадок:
...
float a = sin(pi); // pi - êîíñòàíòà "ïi"
float b = sin(2*pi);
...
У даному випадку виконається набiр команд, позначених êîìàíäà 2,
хоча, як вiдомо, sin(pi) = sin(2pi). Таким чином, якщо числа отриманi
рiзними шляхами, бiльш коректною з точки зору програмування є така
реалiзацiя:
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...
eps = 0,000001;
...
if (abs(a-b) < eps*max(abs(a),abs(b)))
{
...
Висновок. При створеннi власних програм слiд уникати типу float
(С++) i завжди користуватися типом double. До того ж процесор скон-
струйований для роботи з восьмибайтовими дiйсними числами, а при ро-
ботi з чотирибайтовими вiн у будь-якому разi спочатку приводить їх до
восьмибайтового типу.
Погано обумовленi задачi. Погана обумовленiсть задачi означає,
що навiть незначнi похибки у вихiдних даних приводять до великої по-
хибки у результатi або взагалi до неправильного результату. Наприклад,
розглянемо систему {
3x− 7.0001y = 0.9998,
3x− 7y = 1. (3.8)
Розв’язком є x = 5, y = 2. Розглянемо iншу систему, що є близькою до
системи (3.9): {
3x− 7.0001y = 1,
3x− 7y = 1. (3.9)
Можна переконатися, що ця система має розв’язок x = 1/3, y = 0. От-
же, змiна вихiдних даних на 0.0002 приводить до сильної змiни розв’язку
системи.
Задачi теорiї хаосу. Необхiдно мати на увазi, що в деяких класах
задач (наприклад, задачi теорiї динамiчного хаосу) накопичення машин-
них похибок округлення при обчисленнях здатне приводити до сильних
змiн розв’язку. Це є принциповою особливiстю таких задач, що не зале-
жить вiд вибору чисельного методу. Як приклад розглянемо просту iте-
рацiйну модель xn+1 = a− (xn)2, де n— момент часу. Задамо початковi
умови a = 2, x0 = 1.5, кiлькiсть iтерацiй — 200. Складемо простiшу
програму
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float a;
float x;
double y;
...
a=2;
x=1.5;
y=1.5;
for(n=0,n<200,n++)
{
x=a-x*x;
y=a-y*y;
}
...
У результатi роботи програми пiсля 200 iтерацiй ми отримаємо неочi-
куваний результат: x199 ≈ −0.395, y199 ≈ −1.819. Результат легко по-
яснити: змiнимо початкову умову x0 = 1.50001. Знову запускаємо про-
граму i отримуємо x199 ≈ −1.603. Вiдповiдь очевидна: розбiжнiсть у
5-му знаку пiсля точки привела до значних змiн результату. Аналогi-
чно, при використаннi типу float машина, вiдкинувши (точнiше окру-
гливши) остачу, врахує лише 7-8 знакiв пiсля точки. Тип double дозво-
ляє врахувати 15-16 знакiв. Тобто вiдкинутий ”хвiст” для даної задачi
є принципово важливим! Змiнюючи тип на long double, отримуємо iн-
ший (”бiльш точний”) результат 8. Але i це не буде точною вiдповiддю.
Точний результат отримати (чисельно) взагалi неможливо!
Вiдповiдно перевiрка за допомогою обернення часу тут не може бу-
ти застосована i варто скористатися iншими прийомами. До таких за-
дач вiдносять, наприклад, розрахунок руху планети у системi подвiйної
зiрки. Легко переконатися, що дуже малi вiдхилення у початкових умо-
вах приводять до радикальної розбiжностi траєкторiй, хоча повна енер-
гiя системи при цьому може зберiгатися з великою точнiстю.
Таким чином, у випадку погано обумовленої задачi найкраще буде
подумати над iншим способом представлення моделi, вибрати iнший ме-
тод або змiнити алгоритм (часто це можливо).
8Тип long double дозволяє оперувати числами з точнiстю приблизно 19-20 розрядiв.
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Як висновок до цього пiдроздiлу наведемо програмну заяву в перед-
мовi до своєї роботи вiдомих спецiалiстiв у сферi математичного моде-
лювання О. М. Бiлоцеркiвського та В. В. Щеннiкова [7]: ”Бурное ра-
звитие вычислительной техники, которое особенно ярко проявилось в
последние 10-15 лет, с особой остротой поставило проблему создания
принципиально новой технологии решения задач на ЭВМ... Историче-
ски сложилось так, что проблемы численного моделирования (в это по-
нятие мы включаем собственно математическое моделирование, сопря-
женное с численным экспериментом), будучи заметно продвинуты еще
в ”домашинный” период и развиваясь опережающими темпами в по-
следующие периоды, оказались наиболее консервативной компонентой
современной математической технологии решения задач на ЭВМ. При-
бегая, может быть, к излишней с точки зрения математиков образно-
сти изложения, можно охарактеризовать сложившуюся ситуацию двумя
устойчивыми тенденциями:
- увеличение сложности математических моделей;
- построение очень изощренных математических методов.
И та и другая тенденция неизбежно приводят к технологическому ту-
пику, поскольку создают практически трудно преодолимые сложности
в решении задачи создания программно-аппаратных средств поддерж-
ки функционирования всей технологической цепочки... Не претендуя на
глубину и значимость аналогии, мы отваживаемся утверждать, что ситу-
ация, складывающаяся в современном численном моделировании, схо-
жа с ситуацией, наблюдавшейся в механике перед появлением основных
идей и концепций квантовой механики”.
У данiй роботi автори також акцентують увагу на феноменi накопи-
чення похибок округлень при чисельнiй реалiзацiї алгоритмiв, що вклю-
чають до 1012 операцiй, а також вiдсутностi реальних засобiв оцiнки по-
хибки розв’язкiв, зокрема, еволюцiйних задач. За їх думкою: ”... вполне
обоснованным является следующее заключение: априори любая эволю-
ционная задача на больших временах является численно (или вычисли-
тельно) некорректной в смысле отсутствия практически значимого ре-
шения. ... В случае же, если отсутствует априорная или апостериорная
информация о погрешности приближенного решения, нельзя говорить
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о существовании решения. Этот вывод вполне согласуется с теоремой
А. Н. Тихонова, утверждающей, что задача с данными об операторе и
правой части не имеет решения во множестве приближенных чисел”.
Вiдомо, яку велику увагу придiляв методологiї математичного мо-
делювання Н. Н. Яненко (див. [8]). Висунуту ним концепцiю подолан-
ня зазначеної кризи пояснює О. М. Бiлоцеркiвський [9]: ”Исследование
разностных схем, аппроксимирующих различные классы уравнений ма-
тематической физики, приводит Н. Н. Яненко к расширению понятия
схемы. Впервые он начинает рассматривать разностную схему как са-
мостоятельный объект исследования, как математическую модель, аде-
кватную той или иной физической модели. Это фундаментальное по-
ложение основано на глубоком понимании основ дифференциального и
интегрального исчисления. Действительно, физико-математические мо-
дели, описываемые дифференциальными или интегральными уравнени-
ями, получают из дискретных моделей путем осреднения и предельного
перехода по тем или иным параметрам. Это имеет место, например, в
модели сплошной среды, где для достаточно большого числа элементов
в единице объема путем осреднения и предельного перехода по объему
приходят к понятию сплошной среды. В этой связи можно трактовать
разностную схему как самостоятельную математическую модель, обла-
дающую теми или иными свойствами”.
3.3 Моделювання динамiчних систем з використанням
пакета SIMULINK
У цьому пiдроздiлi на простому прикладi наводяться основнi прин-
ципи роботи зi спецiальними програмами, що орiєнтованi на спроще-
ння процесу моделювання динамiчних та iнженерних систем. Як при-
клад такої програми вибрано модуль SIMULINK iз пакета MATLAB.
Бiльш детальна iнформацiя про можливостi даної програми наводиться,
наприклад, у [10]- [12].
Завантажити програму можна шляхом уведення команди simulink
у вiкнi Command Window. При цьому вiдкривається вiкно Simulink
Library. Робота у програмi починається зi створення моделi File →
→ New→Model. При цьому вiдкриється пусте вiкно моделi. Модель у
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програмi SIMULINK створюєтьсяшляхом копiювання елементiв-блокiв
iз рiзних бiблiотек у вiкно моделi.
Розглянемо дану процедуру на прикладi моделi, що описується про-
стим диференцiальним рiвнянням x¨ + 2x˙ + 7x = 0. Припустимо, що
система знаходиться пiд впливом випадкової зовнiшньої сили ξ(t). Ре-
зультат конструювання зазначеної моделi у вiкнi Model показаний на
рис. 3.2. Для конструювання зазначеної схеми виконаємо наступну по-
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Рисунок 3.2— Модель для рiвняння x¨ = −2x˙ − 7x + ξ(t) у програмi
SIMULINK.
слiдовнiсть дiй. Оскiльки змiнна x є неперервною, спочатку ми вiдкри-
ємо бiблiотеку Continious i перетягнемо за допомогою мишi двi копiї
блока INTEGRATOR у вiкно моделi. Використовуючи лiву клавiшу мишi,
з’єднаємо вихiдний порт блока INTEGRATOR iз вхiдним портом блока
INTEGRATOR1. Подвiйним клацанням мишi на стрiлцi можна активiзу-
вати текстове поле, що належить стрiлцi, та ввести необхiднi поясне-
ння, наприклад x’. Аналогiчним чином додаємо стрiлку, що входить у
блок INTEGRATOR (представляє x¨), та стрiлку, що виходить iз блока
INTEGRATOR1 (представляє x). Iдея полягає у тому, що x можна отри-
мати iз x˙ (шляхом iнтегрування), а x˙ iз x¨. Далi необхiдно додати iншi
блоки, так щоб пов’язати x¨ (вхiд блока INTEGRATOR) з x та x˙ вiдпо-
вiдно до рiвняння x¨ = −2x˙ − 7x. З цiєю метою включаємо два блока
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GAIN (збiльшення), що виконують множення на константу, та один блок
SUM (сума). Зазначенi блоки знаходяться у бiблiотецi Math Operati-
ons. Далi подвiйним клацанням мишi на кожному з блокiв GAIN змiнимо
їх властивостi (уводимо константи множення вiдповiдно -7 та -2). Далi
з’єднуємо блоки INTEGRATOR1 та GAIN. З’єднання блокiв зручно ви-
конувати таким чином: видiляємо блок INTEGRATOR1, утримуючи кла-
вiшу Ctrl, клацаємо мишею на блоцi GAIN. Аналогiчним чином з’єдну-
ємо вихiд блока INTEGRATOR iз блоком GAIN1. Тут виникає пробле-
ма: оскiльки вихiд блока INTEGRATOR приєднаний до наступного бло-
ка, потрiбно створити розгалужену лiнiю. Для цього необхiдно помiсти-
ти вказiвник мишi на середину стрiлки, що з’єднує два блока Integrator,
та, утримуючи клавiшу Ctrl та лiву клавiшу мишi, перемiстити вказiв-
ник мишi до входу блока GAIN1. Для перегляду результатiв застосує-
мо два блоки: SCOPE (iз бiблiотеки Sinks)— для перегляду залежно-
стi x(t), XY GRAPH — для перегляду фазового портрета x˙(x). Розта-
шуємо та приєднаємо зазначенi блоки, як показано на рис. 3.2. Далi
Рисунок 3.3— Результат симуляцiї моделi для рiвняння x¨ = −2x˙− 7x+ ξ(t)
у програмi SIMULINK. Графiк залежностi x(t)
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приєднаємо виходи блокiв GAIN та GAIN1 до блока SUM, вихiд яко-
го, у свою чергу, подамо на вхiд блока INTEGRATOR. Перемiстимо блок
BAND-LIMITED WHITE NOISE iз бiблiотеки Sources у вiкно моделi i
за допомогою блока SUM з’єднаємо iз блоком INTEGRATOR. Початко-
вi умови задаються шляхом змiни властивостей блокiв INTEGRATOR та
INTEGRATOR1. Для цього подвiйним клiком на блоцi INTEGRATOR ви-
кликаємо вiкно властивостей та вводимо значення 4 (тобто x˙(0) = 4).
Аналогiчно змiнюємо властивостi блокiв INTEGRATOR1 (x(0) = 1) та
BAND-LIMITED WHITE NOISE. Далi подвiйним клiком мишi активiзу-
ємо вiкно SCOPE i запускаємо процес симуляцiї (Start→ Simulation).
Отриманi результати подано на рис. 3.3. З рисунка бачимо, що при даних
параметрах у системi реалiзується швидке загасання коливань; невеликi
збурення при t > 4 обумовленi дiєю шуму.
3.4 Приклади
3.4.1 Осцилятор Уєди
Розглянемо вiдому модель "осцилятор Уєди":
x¨+ x˙+ x3 = A sinωt.
Чисельний аналiз моделi виконано за допомогою модифiкованого ме-
тоду Ейлера, для застосування якого дана система зводиться до двох
рiвнянь першого порядку:
dx
dt
= v,
dv
dt
= −v − x3 +A sinωt. (3.10)
На рис. 3.4 показана частина результатiв, що були отриманi за допо-
могою розробленої програми (приклад програми, яка виводить на екран
залежнiсть v(x), наводиться у додатку), що дають уявлення про динамi-
ку системи при рiзних значеннях A та ω. У результатi проведеного мо-
делювання встановлено, що при малих амплiтудах (рис. 3.4(а)) єдиним
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атрактором є замкнута крива— симетричний цикл перiоду 1. При збiль-
шеннi амплiтуди спостерiгається бiфуркацiя втрати симетрiї. Вона по-
лягає в тому, що симетричний цикл стає нестiйким i виникає два цикли-
атрактори. Далi на базi кожного з асиметричних циклiв спостерiгається
каскад бiфуркацiй подвоєння перiоду, що завершується переходом до
хаосу (рис. 3.4(б)).
Увесь спектр динамiчних режимiв, притаманних данiй моделi, наве-
дено на рис. 3.5. Як бачимо, результати моделювання збiгаються з вiдо-
мими результатами. Однак слiд звернути увагу на рис. 3.4(в)-(г). Вико-
ристання змiнних одинарної точностi приводить до якiсно неправильних
а б
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Рисунок 3.4— Фазовi портрети для системи Уєди: (а) A = 10, ω = 2.5 (тип
даних— double); (б) A = 300, ω = 3 (тип даних— double);
(в) A = 300, ω = 2.5 (тип даних— float); (б) A = 300, ω = 2.5
(тип даних— double). Перехiдний режим t ∈ [0..100] опущено
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результатiв. Так, приA = 300, ω = 2.5 замiсть граничного циклу перiоду
3 ми отримали траєкторiю, що нагадує хаотичний атрактор9.
3.4.2 Маятник
Як другий приклад розглянемо задачу про коливання маятника, мо-
дель якого представлена рiвнянням (3.1). Результати дослiдження руху
маятника зручно представити у виглядi набору кривих на площинi (x, p),
9Як зазначалося ранiше, це пов’язано з нелiнiйним характером функцiональної ча-
стини системи i є наслiдком машинних округлень.
Рисунок 3.5— Карта динамiчних режимiв для осцилятора Уєди у площинi
параметрiв (A,ω). По периферiї рисунка вiдповiдно показа-
но вигляд фазового портрета для рiзних пiдобластей (A,ω).
Рисунок узято з роботи [13]
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де p = x˙ — швидкiсть змiни кута. Площина (x, p) називається фазо-
вою площиною, змiнна p — iмпульсом, а кривi x(t), p(t) — фазовими
траєкторiями.
Фазовi траєкторiї лiнiйного осцилятора являють собою елiпси, що
справедливо для математичного маятника лише при малих кутах вiдхи-
лення. У загальному ж випадку рух маятника буде бiльш складним.
Кут вiдхилення маятника досить задавати в деяких кiнцевих грани-
цях, наприклад, −pi ≤ x < pi. При цьому необхiдно розумiти, що точки
фазової площини (−pi, p) i (pi, p) є ототожненими, iнакше кажучи, прямi
x = pi та x = −pi склеєнi одна з одною так, що зi смуги −pi ≤ x < pi
та −∞ < p < ∞ вийшов цилiндр. Якщо маятник робить один або де-
кiлька обертiв, то точка, яка визначає його стан, рухається по кривiй, що
обвиває цей цилiндр.
Вiдмiннiсть коливань з великою амплiтудою вiд малих коливань зво-
диться до того, що закон змiни кута з часом стає вiдмiнним вiд гармонi-
чного, а їх частота залежить вiд амплiтуди.
Ми будемо використовувати знерозмiрене рiвняння вiльного руху ма-
ятника без тертя
x¨+ sinx = 0.
Запишемо це диференцiальне рiвняння у виглядi системи рiвнянь пер-
шого порядку:
x˙ = p,
p˙ = − sinx. (3.11)
Для чисельного розв’язку даної системи рiвнянь застосуємо метод з пе-
реступом.
Незважаючи на достатньо малий крок за часом, необхiдним є кон-
троль правильностi розрахункiв. Одним iз методiв контролю розрахун-
кiв є перевiрка сталостi повної енергiї системи (зрозумiло, якщо є пiд-
стави вважати, що енергiя зберiгається). Можуть бути й iншi величи-
ни, що зберiгаються, але часто взагалi немає нiяких iнтегралiв руху (на-
приклад, за наявностi сили тертя). У подiбних випадках надiйнiсть роз-
рахункiв можна перевiрити, застосовуючи метод повторного розрахунку
57
зi зменшеним кроком t. Якщо при цьому розв’язок не змiнився, можна
вважати, що результат отримано правильно.
Приклад програми на MATLAB, яка є базовою для роботи з даною
системою, наводиться у додатку.
3.5 Запитання для самоконтролю
1 На основi яких принципiв будуються математичнi моделi фiзичних
систем? Наведiть приклади.
2 Як пояснити той факт, що фiзичнi системи рiзної природи описую-
ться аналогiчними рiвняннями?
3 З якою метою проводиться знерозмiрювання моделей динамiчних
систем? На яких принципах будується ця процедура?
4 Якi фактори визначають коректнiсть отриманих результатiв моде-
лювання фiзичних систем?
5 Складiть алгоритми перевiрки придатностi чисельних схем для до-
слiдження моделей фiзичних систем (збереження енергiї, оберне-
нiсть часу i т.д).
6 Назвiть основнi джерела похибок.
7 Що таке нормалiзована форма запису числа?
8 Якi особливостi проведення математичних операцiй з наближени-
ми числами з використанням комп’ютера?
9 Якi задачi називають погано обумовленими?
10 Чи можливе коректне моделювання систем, динамiка яких є хао-
тичною? Чому?
11 Наведiть алгоритм розв’язання диференцiального рiвняння друго-
го порядку (наприклад, рiвняння гармонiчного осцилятора) прида-
тним для цього методом?
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3.6 Завдання для самостiйної роботи
1 Знайдiть похибку наближень для 1/10 та 1/7 у випадку, коли пiд
мантису вiдводиться шiсть двiйкових розрядiв 10.
2 Використовуючи табл.3.1, розрахуйте похибку обчислень:
а) (1/3+1/5)+1/6;
б) (1/10+1/3)+1/5;
в) (7/10+1/9)+1/7.
3 Промоделюйте рух матерiальної точки масоюm на пружинi жорс-
ткiстю k у в’язкому середовищi з коефiцiєнтом в’язкостi r. Рiвня-
ння руху має вигляд
mx¨ = −rx˙− kx.
Проаналiзуйте графiки залежностей x(t), v(t), a(t) при рiзних зна-
ченнях параметрiв системи. Доведiть, що у разi вiдсутностi тертя
енергiя системи E = mv2/2 + kx2/2 є сталою величиною.
4 Виконайте попередню задачу для випадку слабкого загасання, ко-
ли r/2m < ω0 =
√
k/m. Проведiть серiю обчислювальних експе-
риментiв при рiзних початкових умовах системи i переконайтеся
в тому, що прискорення змiнюється у протифазi з координатою, а
швидкiсть випереджає координату на pi/2. Покажiть, що амплiту-
ди координати та швидкостi зменшуються за експонентою.
5 Промоделюйте рух осцилятора у випадку сильного загасання (при
r/2m > ω0 =
√
k/m). Переконайтеся в тому, що в цьому випадку
рух є аперiодичним.
6 Промоделюйте одновимiрний рух матерiальної точки масоюm, на
яку дiє сила F (t):
F (t) = A, t ≤ t1;
F (t) = −A, t1 < t ≤ t2;
F (t) = 2 ∗A, t2 < t ≤ t3.
10Задачi даного пiдроздiлу частково взятi з робiт [3], [14]
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Значення A, m, r, k задайте самостiйно. Проаналiзуйте графiки
залежностей x(t), v(t), a(t).
7 Промоделюйте одновимiрний рух тiла у в’язкому середовищi пiд
дiєю зовнiшньої гармонiчної сили F = A sinωt (A — константа).
m 6= 0, k = 0, r 6= 0.
Ця ситуацiя вiдповiдає перехiдному процесу, що вiдбувається при
пiдключеннi активно-iндуктивного навантаження до джерела змiн-
ної напруги. При t→∞ перехiдний струм наближається до виму-
шувального струму, що змiнюється з тiєю самою частотою, що i
прикладена ЕРС.
8 Створiть програму, яка моделює процеси у коливальнiй системi iз
зовнiшньою перiодичною силою, частота якої є пропорцiйною часу
F (t) = A sin(ω(1 + αt)t), де α > 0, A— константа. Значення ω та
α пiдберiть такими, щоб резонансна частота коливальної системи
знаходилася у центрi робочого дiапазону частот.
Оскiльки частота коливань прямо пропорцiйна часу, то обвiдна
графiка x(t) є амплiтудно-частотною характеристикою коливаль-
ної системи i називається резонансною кривою.
9 Тiло кидають пiд кутом α0 до горизонту з початковою швидкiстю
v0. На тiло дiють сила тяжiння та сила тертя, яка є пропорцiйною
швидкостi польоту. Двовимiрний рух тiла описується рiвняннями:
m
d2x
dt2
+ r
dx
dt
= 0,
m
d2y
dt2
+ r
dy
dt
+mg = 0,
де r— коефiцiєнт тертя. Компоненти швидкостi можуть бути роз-
рахованi за формулами:
d2x
dt2
=
dvx
dt
= v cosα,
d2y
dt2
=
dvy
dt
= v sinα,
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де v =
√
v2x + v2y — поточна швидкiсть; α — поточний кут мiж
напрямком руху тiла та вiссю x.
Побудуйте траєкторiю руху тiла.
10 Промоделюйте роботу електричного фiльтра: ланцюжок, що скла-
дається iз активного опоруR та конденсатора ємнiстю C, пiдклю-
чений до джерела змiнної напруги Uinp = U0 sinωt. Вихiдна на-
пруга, яка знiмається з опору, розраховується за формулою
Uout = IR,
де I = dq/dt— сила струму у ланцюжку; q— заряд на пластинах
конденсатора. Динамiчна поведiнка ланцюжка описується рiвня-
нням
dq
dt
=
Uinp
R
− q
RC
.
Отримайте часову залежнiсть зниження напруги на опорi (Uout).
Якi частоти пропускаються фiльтром? Чи функцiонує даний лан-
цюжок як фiльтр високих (низьких) частот? Виконайте обчислен-
ня при рiзних параметрах вхiдного сигналу. Константи R та C за-
дайте самостiйно.
11 Виконайте попередню задачу у випадку, коли напруга знiмається з
конденсатора (Uout = q/C). Фiльтром яких частот є даний ланцю-
жок?
12 Промоделюйте роботу електричного ланцюжка, що складається iз
послiдовно з’єднаних котушки iндуктивностi L, конденсатора C,
резистора R та джерела змiнної напруги Uinp = U0 sinωt. Пiдби-
раючи параметри L, R, C, U0, ω, розрахуйте зниження напруги на
всiх елементах ланцюжка. Динамiка системи описується рiвнян-
ням
L
d2q
dt2
+R
dq
dt
+
q
C
= Uinp.
Зниження напруги на котушцi U = L(d/dt)I .
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13 Створiть модель перехiдного процесу у ланцюжку, що мiстить ре-
зистор R та котушку iндуктивностi L, якi пiдключенi до джерела
постiйної напруги. Проаналiзуйте аналогiчний перехiдний процес
у ланцюжку, що мiстить послiдовно з’єднанi резистор i конденса-
тор.
14 Промоделюйте роботу згладжуючого RL-фiльтра при подачi на
нього пульсуючої напруги, отриманої у результатi однонапiвперi-
одного випрямлення. Для цього можна задати такi параметри ко-
ливальної системи: L = 1 [мГн], R = 20 [Ом], C = 0 [Ф], ω = 40
[1/рад] i закон змiни зовнiшньої напруги:
Uinp(t) = U0 sinωt, 0 < t ≤ T2 ;
Uinp(t) = 0,
T
2
< t ≤ T,
де T = 2pi/ω— перiод коливань. Переконайтеся в тому, що iз зро-
станням iндуктивностi зменшується коефiцiєнт пульсацiй струму i
напруги на резисторi. Вивчiть залежнiсть амплiтуди пульсацiй вiд
iндуктивностi L, опору R та частоти iмпульсiв ω.
15 Вивчiть роботу електричного ланцюжка, що складається з послi-
довно з’єднаних резистора та конденсатора, з якого знiмається ви-
хiдна напруга. Доведiть, що при подачi на ланцюжок прямокутних
iмпульсiв
Uinp(t) = A, 0 < t ≤ T2 ;
Uinp(t) = 0,
T
2
< t ≤ T,
заряд конденсатора i вiдповiдно напруга на ньому зростають про-
порцiйно iнтегралу вiд вхiдної напруги (A— константа).
16 Розглянемо модель руху автомобiля масою m: вантаж на пружи-
нi жорсткiстю k, що рухається з горизонтальною швидкiстю v по
шляху, який має складний профiль y(x) (y— висота дороги у точцi
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з координатою x). Профiль дiлянки шляху почергово описується
рiвняннями:
y(x) = h(1− e−γx);
y(x) = A1 cos(x);
y(x) = A2 sin(x),
де h, A1, A2 — сталi; γ — параметр, що характеризує кривизну
профiлю. Беручи другу похiдну вiд функцiї y(x), отримуємо пе-
реносне вертикальне прискорення w(t). Помножуючи w(t) на m,
отримуємо силу iнерцiї вантажу F (t). Використовуючи другий за-
кон Ньютона та враховуючи, що x = vt, запишемо диференцiальнi
рiвняння, якi описують вертикальнi коливання на трьох дiлянках
шляху вiдповiдно:
d2ξ
dt2
= − k
m
ξ + hγ2v2e−γvt;
d2ξ
dt2
= − k
m
ξ +A1v2 cos(vt);
d2ξ
dt2
= − k
m
ξ +A2v2 sin(vt),
де ξ— вiдхилення вантажу вiд положення рiвноваги (ξ(0) = 0).
Самостiйно задаючи параметри системи, проведiть серiю експе-
риментiв та побудуйте графiк залежностi вiдхилення ξ вiд часу t.
Додатково припустiть, що над дорогою на висотi H є навiс. Ви-
значте при яких швидкостях автомобiля рух по дорозi є безпечним
(амплiтуда коливання не перевищуєH).
17 Розглянемо двi популяцiї хижакiв, якi змагаються за одну i ту саму
їжу. Нехай чисельнiсть однiєї популяцiї, наприклад ведмедiв,N1, а
чисельнiсть iншої, наприклад вовкiв, N2. Нехай iснує природний
прирiст кожної популяцiї з коефiцiєнтами ε1 та ε2 вiдповiдно. Не-
хай заданi коефiцiєнти споживання їжi γ1 та γ2 кожної з популяцiй.
НехайF (N1, N2)— кiлькiсть їжi, що поїдається обома популяцiя-
ми за одиницю часу. Нехай у випадку, коли обидвi популяцiї актив-
нi, F (N1, N2) = λ1N1 + λ2N2. Припустимо, що кожнi три мiсяцi
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на рiк ведмедi впадають у сплячку i F (N1, N2) = λ2N2, де λ1 та λ2
— додатнi константи.
Тодi еволюцiя популяцiй описується такими рiвняннями:
dN1
dt
= [ε1 − γ1F (N1, N2)]N1;
dN2
dt
= [ε2 − γ2F (N1, N2)]N2.
Вибираючи коефiцiєнти ε, γ, λ та початкову кiлькiсть популяцiй,
побудуйте фазовий портретN1(N2) та залежнiсть чисельностi ко-
жної з популяцiй вiд часу.
18 У вертикальнiй цилiндричнiй трубцi, закритiй з нижнього кiнця,
без тертя рухається поршень масою m. У положеннi рiвноваги
вiдстань мiж поршнем та дном трубки l0. Площа поперечного пе-
рерiзу трубки S. На поршень дiє нормальний атмосферний тиск
p0. У початковий момент часу поршень вiдхиляють вiд положення
рiвноваги на вiдстань x << l0 i вiдпускають. У результатi поршень
починає здiйснювати коливання, якi описуються рiвнянням
m
d2x
dt2
+
mg + p0S
l0
x = 0,
де g — прискорення вiльного падiння. Атмосферний тиск кожнi
10 c раптово змiнює своє значення на менше нiж на 80% i через
10 c знову набуває значення p0. Самостiйно вибираючи параметри
системи, побудуйте фазовий портрет (x˙(x)) та вiзуальну картину
процесу коливань поршня.
19 У водi плаває пробка у формi паралелепiпiда з площею основи S
i висотою h. Пробку занурюють у воду на незначну глибину x0, а
потiм вiдпускають (початкова швидкiсть дорiвнює 0). У результатi
вона починає здiйснювати коливання. Опiр води не враховуємо.
Змiна глибини занурення пробки у воду описується рiвнянням
m
d2x
dt2
+
ρH2Og
ρch
x = 0,
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де ρH2O = 1000 — густина води; ρc = 200 — густина матерiалу
пробки; g — прискорення вiльного падiння. Припустимо, що ко-
жнi 20 c вода перетворюється у ртуть, а ртуть з тiєю самою перiо-
дичнiстю— у воду. Густина ртутi ρr = 1360. Побудуйте залежнiсть
вiхилення пробки вiд часу при рiзних початкових значеннях коор-
динати та швидкостi.
20 Розгляньте попередню задачу у випадку, коли на пробку дiє сила
опору води F = −r(dx/dt), де r— коефiцiєнт опору.
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Роздiл 4
Моделювання статичних систем
У роздiлi наведено основнi пiдходи до розрахунку електричних та
магнiтних полiв, утворених стацiонарно розподiленими зарядами або
струмами. Розглядається метод релаксацiї та пропонується його за-
стосування для отримання чисельного розв’язку рiвнянь Лапласа та
Пуассона.
4.1 Постановка задачi
Побудуйте еквiпотенцiальнi та силовi лiнiї електростатичного поля,
створеного окремими зарядами або провiдниками.
4.2 Теоретичний матерiал
4.2.1 Силовi лiнiї електричного поля
Дiя зарядженого тiла на оточуючi тiла проявляється у виглядi сил
притягання та вiдштовхування, якi намагаються перевертати та пере-
мiщати цi тiла вiдносно зарядженого тiла. Залежно вiд заряду та форми
тiла його дiя у рiзних точках простору буде рiзною. Тому для повної хара-
ктеристики заряду необхiдно знати, яку дiю вiн виконує у точках просто-
ру, який його оточує, тобто знати електричне поле, яке виникає навколо
заряду [15]. Таким чином, пiд термiном ”електричне поле” розумiється
простiр, в якому проявляється дiя електричного заряду.
Якщо iснує не один, а декiлька зарядiв, розмiщених у рiзних мiсцях,
то у будь-якiй точцi простору проявляється сумiсна дiя цих зарядiв, еле-
ктричне поле, що створене даними зарядами (рис. 4.1 (а)).
Зазначимо, що спроба пояснити електричне поле на основi вже ви-
вчених законiв зазнає невдачi. Тому слiд вважати, що електричне поле
є самостiйною фiзичною реальнiстю, яка не зводиться нi до теплових, нi
до механiчних явищ. Електричнi явища являють собою новий клас явищ
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природи, з властивостями яких можна познайомитися в експериментi, у
тому числi комп’ютерному.
Згiдно iз принципом суперпозицiї величина напруженостi електри-
чного поля
−→
E (−→r ) у деякiй точцi−→r простору знаходиться за формулою
−→
E (−→r ) = k
N∑
i=1
qi
−→r −−→r i
|−→r −−→r i|3 , (4.1)
де N — кiлькiсть точкових зарядiв (q1...qN ), якi утворюють поле, −→r i —
координата нерухомого i- го заряду; k — електрична стала. Оскiльки
напруженiсть електричного поля
−→
E є векторною величиною, то, зро-
зумiло, в кожнiй точцi простору воно характеризується напрямком та
абсолютним значенням. Для наочного уявлення такого поля зручним є
його зображення за допомогою силових лiнiй 11. Для побудови силової
лiнiї розрахуємо компоненти вектора напруженостi.
а б
Рисунок 4.1— (а) Принцип суперпозицiї; (б) розрахунок компонентiв векто-
ра електричного поля.
Як видно з рис. 4.1(б):
Ex = |−→E | cosα, Ey = |−→E | sinα, (4.2)
11Властивостi силових лiнiй: кожна лiнiя спрямована таким чином, що дотична до неї
збiгається з напрямком електричного поля; силова лiнiя є неперервною; повна кiлькiсть
лiнiй, що виходять з даного заряду, пропорцiйна його величинi.
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cosα = x/
√
x2 + y2, sinα = y/
√
x2 + y2. (4.3)
У результатi маємо:
Ex = |−→E | x√
x2 + y2
, (4.4)
Ey = |−→E | y√
x2 + y2
. (4.5)
Оскiльки
|−→E | = q
(−→r )2 =
q
x2 + y2
, (4.6)
остаточно отримуємо
Ex = q
x
(x2 + y2)3/2
, (4.7)
Ey = q
y
(x2 + y2)3/2
. (4.8)
Алгоритм побудови силової лiнiї наводиться у пiдроздiлi ”Алгоритми”.
4.2.2 Силовi лiнiї магнiтного поля
Напруженiсть магнiтного поля4−→B (−→r ), створена дiлянкою4−→L не-
скiнченно довгого (або колового провiдника) у точцi−→r простору, розра-
ховується за законом Бiо-Савара:
4−→B (−→r ) = µ0I
4pi
(
4−→L ×−→r
|−→r |3
)
, (4.9)
де µ0 — магнiтна стала; I — струм, який проходить по провiднику.
4.2.3 Розрахунок потенцiалу електричного поля
методом релаксацiї
На практицi досить часто виникає ситуацiя, коли важко визначи-
ти розподiл окремих зарядiв, наприклад на зарядженому тiлi складної
форми, а отже, i розрахувати поля окремих зарядiв теж неможливо. У
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такому випадку корисно ввести у розгляд потенцiал електричного поля
ϕ(−→r ), вимiряти який не викликає особливих труднощiв [16]. Нагадаємо,
що напруженiсть поля пов’язана з потенцiалом так:
−→
E (−→r ) = −∇ϕ(−→r ) = −
(
∂ϕ(−→r )
∂x
−→
i +
∂ϕ(−→r )
∂y
−→
j +
∂ϕ(−→r )
∂z
−→
k
)
.
(4.10)
Сформулюємо наступну двовимiрну задачу. Нехай потенцiал ϕ(−→r )
заданий на деякiй системi границь i потрiбно знайти потенцiал у будь-
якiй точцi областi, де немає зарядiв (частинок). Така задача називається
крайовою. Прямий метод знаходження ϕ(x, y) грунтується на рiвняннi
Лапласа, яке у декартових координатах має вигляд
∇2ϕ(x, y) ≡ ∂
2ϕ
∂x2
+
∂2ϕ
∂y2
= 0. (4.11)
Подане рiвняння розв’яжемо чисельно. Для цього розбиваємо область
на окремi комiрки i переходимо вiд неперервної моделi до дискретної.
Переписуючи частковi похiднi у рiзницевому виглядi, перепишемо наве-
дене рiвняння у виглядi
ϕ(x+4x, y)+ϕ(x−4x, y)+ϕ(x, y+4y)+ϕ(x, y−4y)−4ϕ(x, y) = 0,
(4.12)
звiдки
ϕ(x, y) =
1
4
[ϕ(x+4x, y) + ϕ(x−4x, y) + (4.13)
+ ϕ(x, y +4y) + ϕ(x, y −4y)] .
Iнакше кажучи,ϕ(x, y) дорiвнює середньому за сусiднiми комiрками пра-
воруч, лiворуч, зверху та знизу. Cпiввiдношення (4.13) i є основною роз-
рахунковою формулою методу релаксацiї.
Рiвняння Лапласа справедливе тiльки в областях, де немає зарядiв.
Якщо ж усерединi областi розподiленi заряди з густиною ρ(x, y), то по-
трiбно використовувати рiвнянняПуассона, яке у диференцiальнiй фор-
мi можна запасати у виглядi
∇2ϕ(−→r ) = −ρ(
−→r )
ε0
. (4.14)
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Рiзницеве рiвняння Пуассона у двовимiрному випадку має вигляд
ϕ(x, y) =
1
4
[ϕ(x+4x, y) + ϕ(x−4x, y)+
+ϕ(x, y +4y) + ϕ(x, y −4y)] + 1
4
4x4yρ(x, y)
ε0
, (4.15)
де ρ(x, y)4x4y— повний заряд у комiрцi з центром у точцi x, y.
4.3 Алгоритми
4.3.1 Силовi лiнiї електричного поля
Наведемо простий алгоритм побудови окремої силової лiнiї поля еле-
ктричного заряду, розмiщеного у точцi (0,0) координатної плоскостi:  1 Вибираємо точку (x, y) та обчислюємо компоненти Ex, Ey за
формулами (4.7)-(4.8).  2 Проводимо вiдрiзок довжиною l (починаючи з цiєї точки), ком-
поненти якого розраховуються за формулами:
4x = l Ex√
E2x + E2y
, (4.16)
4y = l Ey√
E2x + E2y
. (4.17)
  3 Переходимо у нову точку (x+4x, y+4y) та повторимо проце-
дуру 1-3.
4.3.2 Силовi лiнiї магнiтного поля
Для побудови силових лiнiй застосуємо такий алгоритм. Розбиваємо
провiдник на окремi дiлянки довжиною4−→L j . Припускаємо, що j-та дi-
лянка провiдника знаходиться у точцi−→r j = (xj , yj , zj) простору. Розра-
ховуємо компоненти напруженостi магнiтного поля, створеного кожною
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з цих дiлянок у вибранiй точцi−→r простору, за формулою (4.9):
4Bx(−→r ) = µ0I4pi
(
4Ly(z − zj)−4Lz(y − yj)
|−→r −−→r j |3
)
, (4.18)
4By(−→r ) = µ0I4pi
(
4Lz(x− xj)−4Lx(z − zj)
|−→r −−→r j |3
)
, (4.19)
4Bz(−→r ) = µ0I4pi
(
4Lx(y − yj)−4Ly(x− xj)
|−→r −−→r j |3
)
, (4.20)
де
|−→r −−→r j |3 =
(
(x− xj)2 + (y − yj)2 + (z − zj)2
)3/2
. (4.21)
4.3.3 Розрахунок потенцiалу електричного поля методом
релаксацiї
Пiдхiд, називаний методом релаксацiї, базується на такому алгори-
тмi:  1 Розбиваємо розглянуту область сiткою комiрок.  2 Комiрки подiляються на граничнi i внутрiшнi. Приписуємо ко-
жнiй граничнiй комiрцi значення потенцiалу на межi цiєї областi.  3 Приписуємо усiм внутрiшнiм комiркам довiльний потенцiал (кра-
ще яке-небудь розумне початкове наближення).  4 На першому кроцi для усiх внутрiшнiх комiрок обчислюємо новi
значення ϕ за формулою (4.13). Це перша iтерацiя процесу релаксацiї.  5 Повторюємо описану у п. 4 процедуру, використовуючи значення
ϕ, отриманi на попереднiй iтерацiї. Даний iтерацiйний процес продовжу-
ється до того часу, поки потенцiал кожної внутрiшньої комiрки не буде
змiнюватися в межах необхiдної точностi.
Представлений алгоритм реалiзований у програмi potent, текст якої
наводиться у додатку.
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4.4 Приклади
4.4.1 Побудова силових лiнiй електричного поля,
утвореного точковими зарядами
Подана у додатку програма дозволяє побудувати силовi лiнiї еле-
ктричного поля, утвореного двома зарядами. Координати точок початку
силових лiнiй вводяться з клавiатури. Програма може бути легко моди-
фiкована пiд будь-яку кiлькiсть зарядiв та силових лiнiй.
Результат роботи програми поданий на рис. 4.2(а). Як бачимо, отри-
мана картина цiлком вiдповiдає теоретичним уявленням та експеримен-
тальним даним вiдносно електричного поля диполя: силовi лiнiї напрям-
ленi вiд одного заряду до iншого, причому густина лiнiй мiж зарядами
бiльша, нiж густина силових лiнiй, що лежать ззовнi вiдносно диполя.
Оскiльки напруженiсть електричного поля пропорцiйна кiлькостi лiнiй
поля, що проходять через одиничну площадку, що є перпендикулярною
до цих лiнiй, можна зробити висновок про те, що напруженiсть поля по-
серединi мiж зарядами бiльша, нiж ззовнi.
а б
Рисунок 4.2— (a) Результати комп’ютерних розрахункiв— силовi лiнiї еле-
ктричного поля, утвореного диполем; (б) вiзуалiзацiя лiнiй
електричного поля у реальному експериментi
Не слiд думати, що лiнiї напруженостi— це iснуючi у дiйсностi утво-
рення начебто розтягнутих пружних ниток або шнурiв, як припускав сам
Фарадей. Лiнiї напруженостi лише допомагають представити розподiл
поля у просторi. Однак, з iншого боку, слiд зазначити, що силовi лiнiї
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можна зробити ”видимими”. Для цього потрiбно два електроди з’єдна-
ти з полюсами електростатичної машини i занурити у в’язкий дiелектрик
(наприклад, у касторову олiю). У цю рiдину треба насипати i добре пе-
ремiшати довгастi частинки iзолятора (наприклад, вiскози). При цьо-
му у рiдинi створюється досить сильне електричне поле. Пiд впливом
електричного поля частинки дiелектрика поляризуються: на їхнiх кiн-
цях з’являються заряди протилежного знака. Частинки повертаються в
зовнiшньому полi вздовж лiнiй напруженостi, i заряди на їх кiнцях взає-
модiють один з одним. У результатi частинки дiелектрика орiєнтуються
вздовж силових лiнiй (рис. 4.2(б)).
4.4.2 Побудова силових лiнiй та еквiпотенцiальних
поверхонь у MATLAB
Результати роботи програми (подана у додатку) наведенi на рис. 4.3.
Як бачимо з рисунка, еквiпотенцiальнi лiнiї (потенцiал уздовж такої лiнiї
є сталим) бiля заряду, величина якого є бiльшою за модулем, розмiще-
нi бiльш щiльно. Як вiдомо [15], напруженiсть пов’язана з потенцiалом
таким спiввiдношенням:
E =
U12
l
, (4.22)
де l — вiдстань мiж еквiпотенцiальними лiнiями 1 та 2; U12 — рiзниця
потенцiалiв мiж лiнiями 1 та 2. Звiдси випливає, що чим тiснiше розмi-
щенi еквiпотенцiальнi лiнiї, тим бiльша напруженiсть поля у даному мi-
сцi. Виходячи з рисунка, бачимо, що напруженiсть електричного поля в
околi правого заряду бiльша, нiж в околi лiвого.
Зазначимо, що за допомогою рiзницi потенцiалiв можна охаракте-
ризувати електричне поле тiєю самою мiрою, що й за допомогою напру-
женостi. Графiк еквiпотенцiальних лiнiй являє собою таку ж саму ”еле-
ктричну карту”, як i графiк лiнiй поля.
4.4.3 Розрахунок потенцiалу методом релаксацiї.
Результат роботи програми поданий на рис. 4.4.
73
а б
8 9 10 11 12 13 14 15
2
3
4
5
6
7
8
9
10
8 9 10 11 12 13 14 15
3
4
5
6
7
8
9
10
40
40
40
40
40
40
40
80
80
80
80
80
120
120
120
160
160
200
200
Рисунок 4.3— Силовi (а) та еквiпотенцiальнi (б) лiнiї електричного поля двох
зарядiв
4.5 Запитання для самоконтролю
1 Назвiть основнi кроки алгоритму розрахунку напруженостi еле-
ктричного поля.На яких фiзичних iдеях грунтується цей алгоритм?
2 Назвiть основнi кроки алгоритму розрахунку напруженостi магнi-
тного поля. На яких фiзичних iдеях грунтується цей алгоритм?
3 У чому полягає суть методу релаксацiї? В яких випадках вiн за-
стосовується?
4.6 Завдання для самостiйної роботи
1 Побудуйте силовi лiнiї електричного поля, утвореного багатьма рi-
знойменними зарядами, розподiленими випадковим чином.
2 Побудуйте траєкторiю руху частинки, яка несе заряд q i рухається
у полi декiлькох нерухомих зарядiв. Для знаходження координа-
ти та швидкостi частинки у рiзнi моменти часу використайте алго-
ритми, наведенi у роздiлi 3. Нагадаємо, що прискорення частинки
масою m дорiвнює (q/m)
−→
E , де
−→
E — електричне поле, створене
нерухомими зарядами.
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Рисунок 4.4— Розподiл потенцiалу в областi, на границях якої потенцiал є
сталим. Потенцiал лiвої границi — 15, правої — 8, верхньої
— 5, нижньої— 1
3 Розрахуйте електричне поле тонкої однорiдної пластини кiнцевих
розмiрiв. Розгляньте випадок, коли пластина лежить у площинi
x − z, i вiдповiдно лiнiї поля напрямленi перпендикулярно до неї
вздовж осi y. Для проведення розрахункiв пропонується насту-
пний алгоритм. Нехай Q — заряд пластини. Розiб’ємо пластину
сiткою iз N × N комiрок так, що кожну комiрку можна вважати
точковим зарядом q = Q/N2. Застосовуючи формулу для потен-
цiалу точкового зарядуϕ(r) = q/4piε0r (r— вiдстань вiд заряду до
точки, де визначається потенцiал), розраховуємо повний потенцi-
ал у певнiй точцi y. Використовуючи спiввiдношення (4.10), зна-
йдемо напруженiсть електричного поля Ey у данiй точцi простору
на осi, перпендикулярнiй до пластини. Кiлькiсть комiрок N × N
вибирається так, щоб подальше збiльшення N не впливало сут-
тєво на результати розрахункiв. Отримайте залежнiсть Ey(y) та
побудуйте силовi лiнiї поля.
4 Розрахуйте магнiтне поле, створене коловим провiдником зi стру-
мом I . Припустiть, що коловий провiдник iз центром у початку ко-
ординат розмiщений у площинi x − z, причому вiсь z напрямлена
перпендикулярно до екрана (на спостерiгача). Тодi площина x− y
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є площиною екрана. Побудуйте силовi лiнiї магнiтного поля.
5 Розрахуйте магнiтне поле соленоїда. Припустiть, що соленоїд —
це набiр iзN колових виткiв (задача 4). Побудуйте силовi лiнiї ма-
гнiтного поля.
6 Промоделюйте рух зарядженої частинки (наприклад, електрона) у
магнiтному полi соленоїда. Нагадаємо, що на заряджену частинку
з боку магнiтного поля дiє сила Лоренца. Припустiть, що частинка
має певну початкову швидкiсть та влiтає у соленоїд паралельно
його осi.
7 Розрахуйте потенцiал V (x, y) усерединi квадратної областi розмi-
рами L× L, якщо потенцiал на її межi становить 20 [В].
8 Розгляньте попередню задачу у випадку, коли потенцiали кожної
iз чотирьох границь рiзнi: 5, 10, 15 та 20 [В]. Проведiть розрахунки
для випадку, коли всерединi областi розподiленi заряди з щiльнi-
стю 5 [В/см2].
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Роздiл 5
Моделювання синергетичних процесiв
У роздiлi наводиться методика моделювання процесiв поширення
хвиль збудження в активних середовищах типу нейронних сiток. По-
даються основнi теоретичнi вiдомостi; показано можливi випадки та
вiдповiднi алгоритми реалiзацiї рiзних типiв хвиль.
5.1 Постановка задачi
Промоделюйте процеси, що вiдбуваються у двовимiрному активному
середовищi, утвореному клiтинними автоматами. Розгляньте поширен-
ня хвиль збудження при рiзних параметрах середовища i випадковому
початковому розподiлi збуджених елементiв.
5.2 Теоретичний матерiал
5.2.1 Побудова моделi активного середовища
Активнi середовища характеризуються наявнiстю потоку енергiї вiд
зовнiшнього джерела та її дисипацiєю. Кожний елемент середовища, че-
рез який проходить потiк енергiї, виводиться зi стану теплової рiвнова-
ги i набуває здатностi здiйснювати автоколивання. У випадку, коли такi
пов’язанi мiж собою елементи формують розподiлене активне середови-
ще, у ньому стає можливим поява рiзноманiтних просторових структур
(самоорганiзацiя).
У бiльшостi випадкiв активне середовище будують на основi одно-
го з трьох типiв активних елементiв: бiстабiльних, мультивiбраторних
або автоколивальних. Бiстабiльний елемент має два стацiонарнi ста-
ни, в кожному з яких вiн може перебувати нескiнченно довго. Зовнiшнiй
вплив переводить елемент iз одного стану в iнший та навпаки. Щоб ви-
кликати такий перехiд, iнтенсивнiсть зовнiшнього впливу має переви-
щувати певний рiвень. Мультивiбраторний елемент перебуває у ста-
нi спокою при малих зовнiшнiх впливах. При перевищеннi порогового
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рiвня iнтенсивностi впливу елемент переходить у збуджений стан i че-
рез певну послiдовнiсть активних переходiв знову повертається у стан
спокою. Автоколивальний елемент постiйно здiйснює циклiчну послi-
довнiсть переходiв незалежно вiд енергiї зовнiшнього впливу. Останнiй
може лише прискорити або уповiльнити цей процес. Активне середови-
ще можна представити у виглядi ланцюжка (або сiтки) таких елементiв,
що є придатним наближенням до реальних систем12. Добре вiдомо, на-
приклад, що саме моделi дискретних сiток найбiльш адекватно описують
роботу нейронних сiток або процеси у живих тканинах iз переплетеними
м’язовими волокнами.
На основi мультивiбраторних елементiв побудуємо модель, що до-
зволяє всебiчно дослiдити поширення хвиль збудження однорiдною ней-
ронною сiткою [17]- [19]. Припустимо, що вплив елементiв сiтки один на
одного здiйснюється лише мiж сусiднiми елементами. У випадку, коли
елементи перебувають в однаковому станi, вони не впливають один на
одного. Якщо ж їх стани є рiзними, вони взаємодiють. Елемент, який пе-
ребуває у менш стiйкому станi, переходить у бiльш стiйкий стан, в якому
перебуває його сусiд. Природно покласти, що елемент в активному ста-
нi є несприйнятливим до зовнiшнього впливу до того часу, поки вiн не
здiйснить увесь ланцюжок переходiв. У такому випадку сiткою циклiчно
будуть поширюватися хвилi збудження. Кожний з елементiв середови-
ща може перебувати у трьох станах: спокою, збудження та рефрактер-
ностi. Елемент може перейти зi стану спокою у збуджений стан за раху-
нок зовнiшнього впливу або наявностi збуджених сусiдiв. У цьому станi
елемент набуває здатностi збуджувати сусiднi елементи. Через певний
час елемент переходить у стан рефрактерностi (у цьому станi вiн втра-
чає здатнiсть збуджувати сусiднi елементи), а потiм у стан спокою.
Розглянемо двовимiрний випадок: сiтка утворена елементами, якi ну-
меруються iндексами i та j. Нехай стан кожного елемента описується
фазою ynij i концентрацiєю активатора u
n
ij , де n— позначає дискретний
момент часу tn. Припускаємо, що τs— дискретний час (тривалiсть) збу-
дженого стану, τr — тривалiсть стану рефрактерностi. Значення фази
ynij = 0 — вiдповiдає стану спокою; 0 < y
n
ij ≤ τs — стан збудження;
12Такi моделi мають загальну назву клiтинних автоматiв.
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τs < y
n
ij < τs + τr — стан рефрактерностi. Перехiд елемента у вузлi
(i, j) зi стану спокою у стан збудження вiдбувається при перевищеннi
концентрацiї активатора unij у цьому вузлi певного порогового значення
h: unij ≥ h. З часом елемент здiйснює фiксовану послiдовнiсть перехо-
дiв, при цьому в кожний наступний момент часу значення фази може
зростати на одиницю, i при досягненнi фазою значення τs + τr елемент
переходить у стан спокою. Будемо вважати, що при переходi зi стану ре-
фрактерностi у стан спокою концентрацiя активатора стає нульовою. За
наявностi сусiднього елемента, що перебуває у збудженому станi, вона
збiльшується на одиницю. Якщо m найближчих сусiдiв є збудженими,
то на вiдповiдному кроцi до попереднього значення концентрацiї акти-
ватора додається число збуджених сусiдiв
un+1ij = u
n
ij +m. (5.1)
Кiлькiсть сусiдiв (величина кореляцiї за сiткою) вибирається самостiй-
но. Можна обмежитися урахуванням найближчих восьми сусiднiх еле-
ментiв.
Таким чином, переходи мiж станами вiдбуваються вiдповiдно до схе-
ми:
yn+1ij =

ynij + 1, якщо 0 < y
n
ij < 1τs + τr,
0, якщо ynij = τs + τr,
0, якщо ynij = 0, u
n+1
ij < h,
1, якщо ynij = 0, u
n+1
ij ≥ h.
(5.2)
Щоб отримати локально дiюче перiодичне джерело (пейсмекер),
достатньо видiлити певнi вузли, в яких фаза змiнюється за простим за-
коном
yn+1ij =
{
ynij + 1, якщо y
n
ij < T − 1,
0, якщо ynij ≥ T − 1.
(5.3)
Зрозумiло, що незалежно вiд оточення такий елемент буде здiйснювати
циклiчнi коливання з перiодом T .
5.2.2 Гра ”Життя”
Як зазначалося вище, клiтиннi автомати є придатним наближенням
до моделювання простих динамiчних систем. Можна переконатися, що
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просторовi вiзерунки клiтинних автоматiв нагадують картини, якi про-
стежуються у реальних природних явищах органiзацiї та самоорганiза-
цiї, типу коагуляцiї або росту кристалiв. Яскравим прикладом такої ор-
ганiзацiї є гра ”Життя”13. Правила гри є доволi простими. На квадра-
тнiй гратцi випадковим чином розподiляємо ”живi” клiтини. Для кожної
клiтини визначаємо кiлькiсть ”живих” сусiдiв серед восьми клiтин, що
її оточують. ”Жива” клiтина ”виживає” тiльки у випадку, коли ця кiль-
кiсть дорiвнює 2 або 3. Якщо кiлькiсть менша 2, то клiтина ”вмирає вiд
самотностi”, якщо бiльша 3 — ”вмирає вiд перенаселення”. ”Мертва”
клiтина ”оживає” на наступному кроцi за часом, тiльки якщо кiлькiсть
”живих” сусiдiв дорiвнює 3. Приклад програми на MATLAB, що реалi-
зує даний алгоритм, наводиться у кiнцi роздiлу.
5.3 Алгоритми
Розглянемо алгоритм моделювання поширення хвиль збудження одно-
рiдною сiткою:  1 Задаємо число елементiв активного середовища N x M , поча-
тковий розподiл збуджених елементiв (ненульовi значення y у певних ву-
злах побудованої гратки), параметри активних елементiв: час збудження
τs, час рефрактерностi τr та порогове значення концентрацiї активатора
h.   2 Запускаємо цикл по t. 2.1 Змiннiй t присвоюємо значення t+4t. 2.2 Перебираємо всi елементи активного середовища, визначаючи
їх фази yij(t+4t) та концентрацiю активатора uij(t+4t) у момент часу
t+4t згiдно iз наведеними формулами (5.1)— (5.3). 2.3 Очищаємо екран i будуємо збудженi елементи активного сере-
довища. У найпростiшому випадку можна покласти, що збудженi еле-
менти мають один колiр (темно-сiрий у програмi, яка наведена нижче),
елементи у станi рефрактерностi та спокою— iнший колiр (наприклад,
свiтло-сiрий та бiлий вiдповiдно).
13Була розроблена Джоном Конвеєм у 1970 роцi.
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 2.4 Повертаємося до операцiї 2.1. Якщо цикл по t закiнчився —
вихiд з циклу.
5.4 Приклади
5.4.1 Автохвильовi процеси на однорiднiй сiтцi
Програма, подана у додатку, моделює активне середовище i процеси,
якi у ньому вiдбуваються. Початковi значення фаз елементiв активно-
го середовища задаються у функцiях Init1() (один збуджений елемент
у центрi), Init2() (двi смужки елементiв, одна з яких являє собою дi-
лянку збуджених елементiв, iнша — дiлянку елементiв у станi рефра-
ктерностi) та Init3() (чотири асиметричнi смужки збуджених та ре-
фрактерних елементiв). Для активацiї вiдповiдних функцiй знiмiть ко-
ментар. Збудженi елементи виводяться на екран темно-сiрим кольором,
елементи у станi рефрактерностi— свiтло-сiрим, у станi спокою— бi-
лим кольором. Програма дозволяє промоделювати огинання хвилями
перепони (смужка стацiонарних елементiв у станi спокою) та генерацiю
автохвиль за допомогою пейсмекера. Параметри середовища tau_s=6
(шiсть станiв збудження), tau_r=6 (шiсть станiв рефрактерностi) та h=4
(границя накопичення концентрацiї активатора, перетинаючи яку, еле-
мент у данiй комiрцi переходить у стан збудження).
Результат роботи програми поданий на рис. 5.1— 5.4.
а б в г
Рисунок 5.1— Утворення однорукавної хвилi
У результатi проведеного комп’ютерного моделювання було з’ясо-
вано, що у побудованому активному середовищi можуть поширюватися
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а б в г
Рисунок 5.2— Утворення та еволюцiя дворукавної хвилi у послiдовнi момен-
ти часу (рис. а— г)
плоскi хвилi збудження, що рухаються з певною швидкiстю, яка зале-
жить вiд порогу активацiї h. При цьому хвиля має сумарну ширину, що
дорiвнює сумi τs + τr. При збiльшеннi порогу активацiї швидкiсть по-
ширення хвилi зменшується. Вияснено, що поширення хвилi можливе
лише у випадку, коли розпад активатора не є занадто швидким.
Оскiльки стан середовища до i пiсля проходження хвилi збудження
не мiняється, нiщо не перешкоджає створенню початкового розподiлу у
виглядi обiрваної напiвхвилi (рис. 5.1). Наступна еволюцiя такого поча-
ткового розподiлу залежить вiд збудливостi середовища, яка обумовле-
на значеннями порогу h та тривалостi збудженого стану. Якщо збудли-
вiсть середовища низька, напiвхвиля скорочується з часом, i початкове
а б в г
Рисунок 5.3— Еволюцiя поодинокої хвилi у часi (рис. (а)-(г)). Джерело
хвиль— один збуджений елемент у центрi. Темнi дiлянки—
область збудження, сiрi — рефрактерностi, бiлi — область
спокою
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Рисунок 5.4— Генерацiя хвиль за допомогою пейсмекера. Праворуч вiд цен-
тра— перепона зы стацiонарних неактивних елементiв
збурювання загасає.
Якщо задати початковий розподiл у виглядi двох напiвхвиль, орiєн-
тованих назустрiч одна однiй, з нього розвивається дворукавна спiраль-
на хвиля (рис. 5.2).
Крiм того, у результатi проведених експериментiв було з’ясовано,
що хвилi збудження, якi зiштовхуються, анигiлюють, тобто гасять одна
одну. Це досить загальна властивiсть хвиль в активних середовищах.
Дiйсно, при зiткненнi двох таких хвиль збудженi елементи виявляються
затиснутими з обох бокiв елементами, що перебувають у станi рефра-
ктерностi та не здатнi передати збудження iншим елементам середови-
ща. Анигiляцiя хвиль при їх зiткненнi приводить до одного дуже важли-
вого ефекту. Якщо в такому середовищi дiє кiлька перiодичних джерел
хвиль, то з часом джерело, що генерує хвилi з максимальною частотою,
пригнiчує всi iншi джерела.
Щоб одержати локальне перiодично дiюче джерело хвиль, або пей-
смекер, досить узяти групу автоколивальних елементiв, фаза яких мiня-
ється згiдно з (5.3). Якщо помiстити досить велику групу таких елементiв
в активне середовище, останнє буде вiдiгравати роль джерела концен-
тричних хвиль збудження (рис. 5.3-5.4). При цьому фактичний перiод
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генерацiї хвиль збiгається з T , якщо T > τs + τr + 1. У протилежно-
му випадку середовище ”пропускає” деякi такти активацiї, оскiльки ав-
токоливальнi елементи, що перебувають у станi збудження, виявляю-
ться оточеними елементами, що перебувають у станi рефрактерностi та
не здатнi породити хвилю збудження. У результатi пейсмекер починає
генерувати хвилi з бiльш високим перiодом.
На вiдмiну вiд пейсмекерiв, утворення яких обумовлено неоднорi-
днiстю активного середовища, спiральнi хвилi є локальними джерела-
ми автохвиль, не прив’язаними до будь-якої неоднорiдностi. Положе-
ння центра спiральної хвилi визначається лише початковими умовами,
що склалися при її зародженнi. Усi спiральнi хвилi у даному середовищi
мають однакову частоту циркуляцiї. Тому двi спiральнi хвилi не пригнi-
чують з часом одна одну. Своєрiднi ефекти спостерiгаються при взаємо-
дiї спiральної хвилi з пейсмекером. Якщо частота генерацiї хвиль пей-
смекером нижче частоти циркуляцiї спiральної хвилi, остання пригнiчує
пейсмекер. При зворотному спiввiдношеннi частот спiральна хвиля ви-
роджується у додаткову напiвхвилю, що, випробовуючи послiдовнi пе-
резамикання, поступово витiсняється на периферiю пейсмекера.
Як висновок зазначимо, що до використання моделей клiтинних ав-
томатiв звертаються у декiлькох випадках. Навiть якщо вiдомi точнi ди-
ференцiальнi рiвняння, що описують середовище, як правило, не вда-
ється знайти аналiтичний розв’язок цих рiвнянь i необхiдно проводи-
ти чисельнi розрахунки. Якщо задача полягає в дослiдженнi хвильових
процесiв, зв’язаних з утворенням i розвитком структур у таких двовимiр-
них (а тим бiльше тривимiрних) середовищах, розрахунки виявляються
надзвичайно трудомiсткими [17]. У цiй ситуацiї (особливо коли нас цi-
кавлять у першу чергу якiснi результати) можна вiдмовитися вiд чисель-
ного iнтегрування вiдповiдних диференцiальних рiвнянь i звернутися до
аналiзу набагато простiших систем, що являють собою сiтки клiтинних
автоматiв. Як показують розрахунки, вони достатньо якiсно вiдтворю-
ють динамiку реальних систем. Наприклад, розвиток хвильових стру-
ктур у вiдомiй реакцiї Бiлоусова-Жаботинського [20] дуже добре опи-
сується наведеною у даному роздiлi моделлю (рис. 5.5).
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Рисунок 5.5— Експеримент. Cпiральнi хвилi у реакцiї Бєлоусова-
Жаботинського. Iз роботи [17]
5.4.2 Гра ”Життя”
Програма подана у додатку.
5.5 Запитання для самоконтролю
1 Дайте визначення активного середовища.
2 Якi типи активних елементiв ви знаєте?
3 Що таке пейсмекер? Яким чином можна промоделювати його ро-
боту?
4 Якi стани активних елементiв ви знаєте? Яка мiж ними рiзниця?
5 Чи може елемент мати декiлька активних станiв?
6 Що визначає концентрацiя активатора?
7 Яким чином можна згенерувати однорукавну та дворукавну хви-
лю?
8 Яким чином в актиному середовищi генерується перепона?
9 Модифiкуйте програму ”Життя”, вводячи власнi правила гри.Про-
аналiзуйте отриманi результати.
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5.6 Завдання для самостiйної роботи
1 Проаналiзуйте роботу двох та бiльше пейсмекерiв. Вiзуально до-
ведiть, що високочастотнi пейсмекери заглушують низькочасто-
тнi.
2 Промоделюйте роботу пейсмекера, перiод якого змiняється з ча-
сом за деяким законом.
3 Промоделюйте дифракцiю хвиль. Для цього необхiдно створити
хвилю, на шляху якої розмiщена перешкода iз щiлиною, напри-
клад, непрозорий екран, що складається з елементiв, якi перебу-
вають у стацiонарному станi спокою.
4 Проаналiзуйте ефекти, що вiдбуваються при взаємодiї спiральної
дворукавної хвилi з пейсмекером. Покажiть, що у випадку високої
частоти циркуляцiї спiральної хвилi остання заглушує низькоча-
стотний пейсмекер.
5 Промоделюйте анiгiляцiю хвиль, що поширюються назустрiч одна
однiй.
6 Вивчiть поширення автохвиль у середовищi, яке мiстить екран з
отвором.
7 Промоделюйте ефект синхронiзацiї, який полягає у тому, що за на-
явностi двох або бiльше джерел автохвиль вiдбувається їх взаємо-
дiя, у результатi якої високочастотнi джерела заглушують низько-
частотнi. Зрештою настає синхронiзацiя коливань елементiв сере-
довища: коливання вiдбуваються з частотою, що дорiвнює частотi
високочастотного джерела.
8 Промоделюйте утворення однорукавних спiральних хвиль.Оскiль-
ки спiральнi хвилi утворюються на краях фронту хвилi, то споча-
тку необхiдно задати плоску хвилю, фронт якої обривається у се-
рединi екрана.
9 Промоделюйте утворення дворукавних спiральних хвиль.
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10 Вiзуально визначте зв’язок мiж частотою обертання однорукавної
спiральної хвилi та параметрами середовища. Розгляньте випадок
дворукавної хвилi.
11 Промоделюйте взаємодiю спiральних автохвиль з автохвилями, що
генеруються за допомогою низькочастотного пейсмекера.
12 Проаналiзуйте поширення та анiгiляцiю одиночного iмпульсу в ак-
тивному середовищi.
13 Вивчiть поширення автохвиль в одновимiрному активному сере-
довищi за наявностi пейсмекера.
14 Промоделюйте поширення одиночного iмпульсу в одновимiрному
активному середовищi, останнiй елемент якого контактує з пер-
шим.
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Додаток А
(довiдковий)
 Програмна реалiзацiя методу Ромберга (до роздiлу 2)
Пiдiнтегральна функцiя— UserF(x), вiдрiзок iнтегрування— [a, b],
точнiсть Toler. Максимальна кiлькiсть iтерацiй MaxIter=50 може бути
збiльшена, якщо розрахунки не забезпечують задану точнiсть. Програ-
ма може бути модифiкована таким чином, щоб кiлькiсть iтерацiй виби-
ралася автоматично (згiдно iз заданою точнiстю), починаючи з деякого
малого числа, наприклад, MaxIter=2.
double Romberg2( double a, double b, double Toler, double \
UserF(double))
{
double S;
double NewEst[MaxIter], OldEst[MaxIter];
double Spacing = b-a;
OldEst[1] = Spacing * (UserF(a) + UserF(b)) / 2;
long int Iter = 1;
long int IterMinus2 = 1;
do
{
Iter++;
// Iíòåãðó¹ìî çà ìåòîäîì òðàïåöié.
S = 0;
for (int D = 1; D<=IterMinus2; D ++)
S += UserF(a + (D - 0.5) * Spacing);
NewEst[1] = (OldEst[1] + Spacing * S)/2;
IterMinus2 *= 2;
// Óòî÷íþ¹ìî ðåçóëüòàò çãiäíî iç åêñòðàïîëßöi¹þ
// Ði÷àðäñîíà.
double ExtrapMinus1=1;
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for (int Extrap = 2; Extrap<= Iter; Extrap++)
{
ExtrapMinus1 *= 4;
NewEst[Extrap] = (ExtrapMinus1 * NewEst[Extrap - 1] \
- OldEst[Extrap - 1]) / (ExtrapMinus1 - 1);
}
Spacing = Spacing / 2;
// Êîïiþ¹ìî çíà÷åííß åëåìåíòiâ ìàñèâó NewEst
// ó ìàñèâ OldEst.
memcpy(OldEst,NewEst,sizeof(NewEst));
if (Iter>=MaxIter)
{
...
// Âèâîäèìî íà åêðàí err òà Iter.
break;
}
}
while (fabs(NewEst[Iter - 1] - NewEst[Iter]) >=
fabs(Toler* NewEst[Iter]));
return (NewEst[Iter]);
}
 Осцилятор Уєди (до роздiлу 3)
double x0, v0, dt, x, v, t, A, Omega;
...
void Euler_K() {
// Ðåàëiçàöiß ìåòîäó Åéëåðà.
double x_n, v_n;
t=0;
x=x0;
v=v0;
...
// Òî÷êó ç êîîðäèíàòàìè (x,ó) âèâîäèìî íà åêðàí.
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while (!kbhit())
{
v_n=v+(-v-pow(x,3)+A*sin(Omega*t))*dt;
x_n=x+v_n*dt;
...
// Òî÷êó ç êîîðäèíàòàìè (x_n,v_n) âèâîäèìî íà åêðàí.
x=x_n;
v=v_n;
t+=dt;
};
};
void main() {
x0=2; v0=3; dt=0.005; A=300; Omega=3;
...
Euler_K();
}; Маятник (до роздiлу 3)
x=2;
p=1;
dt=0.01;
t=0;
% Ïî÷àòêîâi óìîâè (êîîðäèíàòà, iìïóëüñ, êðîê çà ÷àñîì).
xb=x; pb=p;
axis([-pi pi -pi pi]); % Âñòàíîâëþ¹ìî äiàïàçîí çà îñßìè.
hl=line(x,p); % Çàäà¹ìî äåñêðèïòîð ëiíi¨.
set(hl,'EraseMode','none','LineStyle',':','Color','r');
% Êîìàíäà set - âñòàíîâëåííß ïàðàìåòðiâ ëiíi¨, ùî
% âèâîäèòüñß íà åêðàí. 'EraseMode','none' - ðåæèì
% âèâåäåííß áåç âèäàëåííß ïîïåðåäíiõ òî÷îê;
% 'LineStyle ',':' - âñòàíîâëþ¹ìî òèï ëiíi¨
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% (ïóíêòèðíà); 'Color ','r' - âñòàíîâëþ¹ìî êîëið
% ëiíi¨ (÷åðâîíèé).
grid on; % Âèâîäèìî êîîðäèíàòíó ñiòêó.
p=p-sin(x)*dt/2; % Ïðîñóâà¹ìîñß íà ïiâêðîêó çà ÷àñîì
% çãiäíî ç ìåòîäîì ç ïåðåñòóïîì.
while t<100 % Öèêë çà ÷àñîì.
xb=x+dt*p; % Ïåðåðàõîâó¹ìî êîîðäèíàòè.
pb=p-sin(xb)*dt; % Ïåðåðàõîâó¹ìî iìïóëüñ.
% Ñêëåþâàííß ãðàíè÷íèõ óìîâ.
if xb>pi
xb=xb-2*pi;
end;
if xb<-pi
xb=xb+2*pi;
end;
set(hl,'XData',xb,'YData',pb); % Âèâîäèìî íà åêðàí íîâi
% òî÷êè ôàçîâî¨ òðà¹êòîði¨.
x=xb;
p=pb;
t=t+dt;
end; Силовi лiнiї електричного поля (до роздiлу 4)
int xbegin, ybegin;
int x[2], y[2], q[2];
int i, x_min=1, x_max=635, y_min=1, y_max=480, r_c=7;
void Input_Data();
void Calculation();
...
void main()
{
...
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for(int k=0; k<5; k++) // Êiëüêiñòü ñèëîâèõ ëiíié (5).
{
Input_Data();
Calculation();
}
}
void Input_Data()
// Ôóíêöiß âèâîäèòü çîáðàæåííß äèïîëß íà åêðàí.
{
x[0]=105; y[0]=115;
x[1]=205; y[1]=115;
q[0]=1.0; q[1]=-1.0;
...
// Çàäà¹ìî êîîðäèíàòè (xbegin,ybegin) ïî÷àòêó ñèëîâî¨ ëiíi¨.
for( int i=0; i<2; i++)
{
...
// Ðèñó¹ìî çàðßäè íà åêðàíi.
// Êîîðäèíàòè çàðßäiâ - (x[i], y[i]).
}
}
void Calculation()
// Ðîçðàõóíîê êîîðäèíàò òî÷îê ëiíi¨ åëåêòðè÷íîãî ïîëß
{
int stop_plot=0;
int xtmp, ytmp;
float delta=0.1, E, Ei, Ex, Ey, dx, dy, xline, yline, r, \
xx, yy;
xline=xbegin;
yline=ybegin;
do
{
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Ex=0.0;
Ey=0.0;
for(int i=0; i<2; i++)
{
dx=xline-x[i];
dy=yline-y[i] ;
r=sqrt(dx*dx+dy*dy);
xx=fabs(dx);
yy=fabs(dy);
if(xx*xx+yy*yy>=(r_c+2)*(r_c+2))
{
Ei=q[i]/(r*r*r);
Ex+=Ei*dx;
Ey+=Ei*dy;
}
else
stop_plot=1;
}
if (stop_plot==0)
{
E=sqrt(Ex*Ex+Ey*Ey);
xline+=delta*Ex/E;
yline+=delta*Ey/E;
xtmp=xline;
ytmp=yline;
if (xtmp>x_max || xtmp<x_min || ytmp>y_max || ytmp<y_min)
stop_plot=1;
}
if(stop_plot==0)
{
...
// Òî÷êó ç êîîðäèíàòàìè (xtmp,ytmp) ðèñó¹ìî íà åêðàíi.
}
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}while(stop_plot==0);
} Побудова еквiпотенцiальних лiнiй (до роздiлу 4)
M=20; % Ðîçìið îáëàñòi M x M.
N=2; % Êiëüêiñòü çàðßäiâ.
q=[20 -10]; % Âåëè÷èíà çàðßäó.
x=[12 10]; % õ- êîîðäèíàòè çàðßäiâ.
y=[5 8]; % ó- êîîðäèíàòè çàðßäiâ.
step=0.5;
[koord_x, koord_y]=meshgrid(0:step:M,0:step:M);
% Îáëàñòü ïîêðèâà¹ìî ñiòêîþ iç êðîêîì step.
Ex=0;
Ey=0;
for i=1:N,
Rx=koord_x-x(i);
Ry=koord_y-y(i);
j=find(abs(Rx)<step)
Rx(j)=step;
j=find(abs(Ry)<step)
Ry(j)=step;
R=(Rx.*Rx+Ry.*Ry).^(3/2);
Ex=Ex+q(i).*Rx./R;
Ey=Ey+q(i).*Ry./R;
end;
quiver(koord_x,koord_y,Ex,Ey)
% Âèâîäèìî íà åêðàí ïîëå âåêòîðiâ.
hold on
contour(koord_x,koord_y,sqrt(Ex.^2+Ey.^2))
% Áóäó¹ìî åêâiïîòåíöiàëüíi ëiíi¨.
colormap hsv
plot(x-step/2,y-step/2,'o','Color','black') % Ðèñó¹ìî çàðßäè.
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 Розрахунок потенцiалу методом релаксацiї (до роздiлу 4)
%%%%%%%%%%%%%%%%%%%
% ïðîãðàìà potent %
%%%%%%%%%%%%%%%%%%%
eps=1e-5; % Òî÷íiñòü ðîçðàõóíêiâ.
Nx=20;
Ny=20; % Ðîçìið îáëàñòi.
% Çàäà¹ìî ðîçïîäië ïîòåíöiàëó íà ãðàíèößõ îáëàñòi.
u=15*ones(Nx,Ny);
u(2:Nx-1,2:Ny-1)=0;
u(1,2:Ny-1)=1;
u(end,2:Ny-1)=5;
u(1:Nx,end)=8;
% Çàïóñêà¹ìî iòåðàöiéíèé ïðîöåñ. Ðîçðàõîâó¹ìî ïî÷àòêîâèé
% ðîçïîäië (îòðèìó¹ìî ãðóáó îöiíêó) ïîòåíöiàëó ó âíóòðiøíiõ
% êîìiðêàõ îáëàñòi.
for i=1:Nx
bak=u;
u(2:Nx-1,2:Ny-1)=(u(3:Nx,2:Ny-1)+u(1:Nx-2,2:Ny-1)+...
u(2:Nx-1,3:Ny)+u(2:Nx-1,1:Ny-2))/4;
end;
% Óòî÷íþ¹ìî ïîòåíöiàë çãiäíî ç çàäàíîþ òî÷íiñòþ.
while abs(u(Nx/2,Ny/2)-bak(Nx/2,Ny/2))>eps
bak=u;
u(2:Nx-1,2:Ny-1)=(u(3:Nx,2:Ny-1)+u(1:Nx-2,2:Ny-1)+...
u(2:Nx-1,3:Ny)+u(2:Nx-1,1:Ny-2))/4;
end;
[X,Y]=meshgrid(1:1:Nx,1:1:Ny);
[C,h]=contourf(X,Y,u,10)
text_handle = clabel(C,h);
set(text_handle,'BackgroundColor','white',...
'FontSize',14)
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colormap gray
axis off Автохвильовi процеси на однорiднiй сiтцi (до роздiлу 5)
// Ðîçìið ñèñòåìè N x M
#define N 100
#define M 80
// ×àñ çáóäæåíîãî (tau_s) òà ðåôðàêòîðíîãî (tau_r) ñòàíó.
int tau_s=6, tau_r=6, h=4;
int y[N][M], u[N][M], y_new[N][M];
void Init1()
// Ïîîäèíîêà õâèëß.
{
y[N/2][M/2]=1;
};
void Init2()
// Îäíîðóêàâíà õâèëß.
{
for(int j=1; j<=25; j++)
for(int i=1; i<=tau_s+tau_r; i++)
y[N/2+i][j]=i;
};
void Init3()
// Äâîðóêàâíà õâèëß.
{
for(int j=1; j<=M; j++)
for(int i=1; i<=tau_s+tau_r; i++)
{
y[N/2+i][j]=i;
if (j>40)
y[N/2+i][j]=1+tau_s+tau_r-i;
};
99
Продовження додатка А
};
void main()
{
Init1(); // Ãåíåðàöiß ïîîäèíîêî¨ õâèëi.
// Init2(); // Ãåíåðàöiß îäíîðóêàâíî¨ õâèëi.
// Init3(); // Ãåíåðàöiß äâîðóêàâíî¨ õâèëi.
while(!kbhit())
{
y[N/2][M/2]=1; //Ïåéñìåêåð.
// Ðîçðàõîâó¹ìî ôàçó åëåìåíòiâ ñåðåäîâèùà ó
// íàñòóïíèé ìîìåíò ÷àñó çãiäíî iç íàâåäåíèì
// àëãîðèòìîì.
for (int i=1; i<N-1; i++)
for(int j=1; j<M-1; j++)
{
if (y[i][j]>0 && y[i][j]<tau_s+tau_r)
y_new[i][j]=y[i][j]+1;
if (y[i][j]==tau_s+tau_r)
y_new[i][j]=u[i][j]=0;
if (!y[i][j])
for(int l=i-1; l<=i+1; l++)
for(int r=j-1; r<=j+1; r++)
{
if (y[l][r]>0 && y[l][r]<=tau_s)
u[i][j]=u[i][j]+1;
if (u[i][j]>=h)
y_new[i][j]=1;
};
};
// Âñòàíîâëþ¹ìî çàòðèìêó äëß ïîêðàùàííß âiçóàëüíîãî
// ñïðèéíßòòß. Âèâîäèìî ñòàí ñèñòåìè íà åêðàí.
// Ðèñó¹ìî ïåðåïîíó íà åêðàíi. Óñi åëåìåíòè
// ïåðåïîíè ó ñòàöiîíàðíîìó ñòàíi ñïîêîþ.
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...
for(i=58;i<=64;i++)
for(int j=10;j<=52;j++)
{
y_new[i][j]=0;
// Ðèñó¹ìî ïðßìîêóòíèê, ëiâà âåðõíß òà ïðàâà
// íèæíß âåðøèíè ßêîãî ìàþòü êîîðäèíàòè:
// (6*i,460-6*j) òà (6*i+6,460-6*j+6).
...
};
for(i=0; i<N; i++)
for(int j=0; j<M; j++)
{
y[i][j]=y_new[i][j];
// Òåìíî-ñiðèì êîëüîðîì âèâîäèìî íà åêðàí
// åëåìåíòè, ßêi ïåðåáóâàþòü ó çáóäæåíîìó
// ñòàíi.
if (y[i][j]>=1 && y[i][j]<=tau_r)
{
...
// Ðèñó¹ìî ïðßìîêóòíèê, ëiâà âåðõíß òà ïðàâà
// íèæíß âåðøèíè ßêîãî ìàþòü êîîðäèíàòè:
// (6*i,460-6*j) òà (6*i+6,460-6*j+6).
};
// Ñâiòëî-ñiðèì êîëüîðîì âèâîäèìî íà åêðàí
// åëåìåíòè, ßêi ïåðåáóâàþòü ó ðåôðàêòîðíîìó
// ñòàíi.
if (y[i][j]>tau_r && y[i][j]<=tau_s+tau_r)
{
...
// Ðèñó¹ìî ïðßìîêóòíèê, ëiâà âåðõíß òà ïðàâà
// íèæíß âåðøèíè ßêîãî ìàþòü êîîðäèíàòè:
// (6*i,460-6*j) òà (6*i+6,460-6*j+6).
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};
};
};
}; Гра ”Життя” (до роздiлу 5)
m = 101; % ðîçìið êâàäðàòíî¨ ãðàòêè
X = sparse(m,m);
% Âèçíà÷à¹ìî äâîâèìiðíèé ìàñèâ, åëåìåíòè ßêîãî
% ëèøå 0 òà 1.
% 1 - ßêùî êëiòèíêà ¹ "æèâîþ", 0 - ó ïðîòèëåæíîìó
% âèïàäêó. Äëß åêîíîìi¨ ïàì'ßòi òà ïiäâèùåííß
% åôåêòèâíîñòi àëãîðèòìó ìàñèâ Õ ìè âèçíà÷à¹ìî
% ßê ðîçðiäæåíó ìàòðèöþ: ó ïàì'ßòi PC çáåðiãàþòüñß
% ëèøå íåíóëüîâi åëåìåíòè.
b = -1:1;
% Îñêiëüêè ïîîäèíîêi "æèâi" êëiòèíè "âìèðàþòü" âæå
% íà äðóãîìó êðîöi, äëß îòðèìàííß äèíàìi÷íî¨
% êàðòèíè åâîëþöi¨ ñèñòåìè íåîáõiäíî ñôîðìóâàòè
% ãðóïè "æèâèõ" êëiòèí ç ðiçíèìè êîìáiíàöißìè
% ðîçìiùåííß ñóñiäiâ.
for ic=1:50, % Ôîðìó¹ìî 50 ãðóï æèâèõ êëiòèíîê.
x=floor(rand*(m-4))+2;
y=floor(rand*(m-4))+2;
% Âèïàäêîâèì ÷èíîì âèáèðà¹ìî êîîðäèíàòè.
X(x+b,y+b)=(rand(3)>0.5);
% (rand(3)>0.5) - ôîðìó¹ âèïàäêîâó ìàòðèöþ ðîçìiðîì 3õ3.
% ßêùî åëåìåíò áiëüøèé çà 0.5, âiäïîâiäíîìó åëåìåíòó
% ìàòðèöi X ç êîîðä. (x+b,y+b) ïðèñâîþ¹ìî 1, iíàêøå 0.
end;
% Çíàõîäèìî êîîðäèíàòè íåíóëüîâèõ åëåìåíòiâ ìàòðèöi Õ.
[i,j] = find(X);
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% Âèâîäèìî íà åêðàí ïî÷àòêîâó êîíôiãóðàöiþ êëiòèí ó
% âèãëßäi òî÷îê ç êîîðäèíàòàìè (i,j).
plothandle = plot(i,j,'.', ...
'Color','black', ...
'MarkerSize',12);
axis([0 m+1 0 m+1]);
n = [m 1:m-1]; % north
e = [2:m 1]; % east
s = [2:m 1]; % south
w = [m 1:m-1]; % west
pause;
while 1
N = X(n,:) + X(s,:) + X(:,e) + X(:,w) + ...
X(n,e) + X(n,w) + X(s,e) + X(s,w);
% Ìàòðèöß N ìiñòèòü êiëüêiñòü æèâèõ ñóñiäiâ êîæíî¨
% êëiòèíêè.
X = (X & (N == 2)) | (N == 3);
% ßêùî ïîòî÷íà ''æèâà'' êëiòèíà ìà¹ äâi ''æèâi''
% ñóñiäíi êëiòèíè, âîíà çàëèøà¹òüñß ''æèâîþ''.
% Êðiì òîãî, ßêùî òðè ''æèâi'' êëiòèíè îòî÷óþòü
% ''ìåðòâó'' êëiòèíó, âîíà ñòà¹ ''æèâîþ''.
[i,j] = find(X);
set(plothandle,'xdata',i,'ydata',j)
drawnow % Ïåðåðèñîâó¹ìî êîíôiãóðàöiþ "æèâèõ" êëiòèí.
end;
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