In the analysis of logic programs, abstract domains for detecting sharing properties are widely used. Recently the new domain ShLin ω has been introduced to generalize both sharing and linearity information. This domain is endowed with an optimal abstract operator for single-binding unification. The authors claim that the repeated application of this operator is also optimal for multi-binding unification. This is the proof of such a claim.
Introduction
In the abstract interpretation-based static analysis of logic programs, many abstract domains for encoding sharing information have been proposed. For instance, in the original and most studied Sharing domain of Jacobs and Langen (1992) , the substitution θ = {x/s (u, v), y/g(u, u, u) , z/v} is abstracted into {uxy, vxz}, where the sharing group uxy means that θ(u), θ(x), and θ(y) share a common variable, namely u.
Since Sharing is not very precise, it is often combined with other domains handling freeness, linearity, groundness or structural information (see Bagnara et al. 2005 for a comparative evaluation). In particular, adding some kind of linearity information seems to be very profitable, both for the gain in precision and speed which can be obtained, and for the fact that it can be easily and elegantly embedded inside the sharing groups (see King 1994) . For example, if we know that x, y and z do not share, nothing can be said after the unification with {z/t(x, y)}. However, if we also know that z is linear, then we may conclude that x and y do not share after the unification.
Recently, the new abstract domain ShLin ω has been proposed by Amato and Scozzari (2010) as a generalization of Sharing. It is able to encode the amount of non-linearity in a substitution, by keeping track of the exact number of occurrences of the same variable in a term. The above substitution θ is abstracted into {uxy 3 , vxz} by ShLin ω , with the the additional information that the variable u occurs three times in θ(y). The authors provide a constructive characterization of the optimal abstract unification operator for single-binding substitutions (i.e., substitutions {x/t} with a single variable x). Such operator is used to derive optimal (single-binding) abstract unification operators for both the domains Sharing × Lin (Hans and Winkler 1992; Muthukumar and Hermenegildo 1992) and ShLin 2 (King 1994) . These were the first optimality results for domains combining aliasing and linearity information.
In the same paper the authors claim that computing abstract unification over ShLin ω one binding at a time yields the best abstract unification for multi-binding substitutions. In this paper we prove this claim.
To this purpose, we introduce a parallel abstract unification operator, which computes the abstract unification over ShLin ω by considering all the bindings at the same time. We prove that (1) the parallel unification operator and the standard (sequential) one do coincide over ShLin ω and that (2) the parallel unification operator is optimal.
Preliminaries
Given a set A, we use ℘(A) for the powerset of A, ℘ f (A) for the set of finite subsets of A and |A| for the cardinality of A. N is the set of natural numbers with zero.
Multisets
A multiset is a set where repetitions are allowed. We denote by { {v 1 , . . . , v m } } a multiset, where v 1 , . . . , v m is a sequence with (possible) repetitions. We denote by { {} } the empty multiset. We will often use the polynomial notation v i1 1 . . . v in n , where v 1 , . . . , v n is a sequence without repetitions, to denote a multiset A whose element v j appears i j times. The set {v j | i j > 0} is called the support of A and is denoted by A . We also use the functional notation A : {v 1 , . . . , v n } → N, where A(v j ) = i j . In this paper, we only consider multisets whose support is finite. We denote with ℘ m (X) the set of all the multisets whose support is any finite subset of X. For example, both a 2 c 4 and a 1 b 2 c 3 are elements of ℘ m ({a, b, c}). The new fundamental operation for multisets is the sum, defined as
A B = λv ∈ A ∪ B .A(v) + B(v) .
(
For instance, the sum of a 2 c 4 and a 1 b 2 c 3 is a 3 b 2 c 7 . Given a multiset A and X ⊆ A , the restriction of A over X, denoted by A| X , is the only multiset B such that B = X and B(v) = A(v) for each v ∈ X.
Multigraphs
We call (directed) multigraph a graph where multiple distinguished edges are allowed between nodes. We use the definition of multigraph which is customary in category theory (Mac Lane 1971) .
Definition 2.1 (Multigraph)
A multigraph G is a tuple N G , E G , src G , tgt G where N G = ∅ and E G are the sets of nodes and edges respectively, src G : E G → N G is the source function which maps each edge to its starting node, and tgt G : E G → N G is the target function which maps each edge to its ending node.
We write e : n 1 → n 2 ∈ G to denote an edge e ∈ E G such that src G (e) = n 1 and tgt G (e) = n 2 . We call in-degree (respectively out-degree) of a node n the cardinality of the set {e ∈ E G | tgt G (e) = n} (respectively {e ∈ E G | src G (e) = n}).
Given a multigraph G, a path π : n 1 → n k is a non-empty sequence of nodes n 1 . . . n k such that, for each i ∈ {1, . . . , k −1}, there is either an edge n i → n i+1 ∈ G or an edge n i+1 → n i ∈ G. Nodes n 1 and n k are the endpoints of π, and we say that π connects n 1 and n k . A multigraph is connected when all pairs of nodes are connected by at least one path.
It may be depicted as follows: Note that the edges c and d have the same starting and ending nodes, but different names. According to our definition, the graph is connected.
Abstract Interpretation
Given two sets C and A of concrete and abstract objects respectively, an abstract interpretation (Cousot and Cousot 1992 ) is given by an approximation relation ⊆ A × C. When a c holds, this means that a is a correct abstraction of c. We work in a framework where: (1) A is a complete lattice, (2) a c and a ≤ a imply a c, (3) each c has a least correct abstraction in A given by α(c). Given a function f : C → C, we say thatf : A → A is a correct abstraction of f , and we writef f , when a c ⇒f (a) f (c) .
We say thatf : A → A is the optimal abstraction of f when it is correct and, for each f : A → A, f f ⇒f ≤ f with the standard pointwise ordering.
Terms and Substitutions
In the following, we fix a first order signature and a denumerable set of variables V. Given a term or other syntactic object o, we denote by vars(o) the set of variables occurring in o and by occ(v, o) the number of occurrences of v in o. When it does not cause ambiguities, we abuse the notation and prefer to use o itself in the place of vars(o). For example, if t is a term and x ∈ V, then x ∈ t should be read as x ∈ vars(t).
We denote by the empty substitution, by {x 1 /t 1 , . . . , x p /t p } a substitution θ with θ(x i ) = t i = x i , and by dom(θ) = {x ∈ V | θ(x) = x} and rng(θ) = ∪ x∈dom(θ) vars(θ(x)) the domain and range of θ respectively. Let vars(θ) be the set dom(θ) ∪ rng(θ), and given U ∈ ℘ f (V), let θ| U be the projection of θ over U , i.e., the unique substitution such that θ| U (x) = θ(x) if x ∈ U and θ| U (x) = x otherwise. Given θ 1 and θ 2 two substitutions with disjoint domains, we denote by θ 1 ∪ θ 2 the substitution θ such that dom(θ) = dom(θ 1 ) ∪ dom(θ 2 ) and θ(x) = θ i (x) if x ∈ dom(θ i ), for each i ∈ {1, 2}. The application of a substitution θ to a term t is written as tθ or θ(t). Given two substitutions θ and δ, their composition, denoted by θ • δ, is given by (θ • δ)(x) = δ(θ(x)). A substitution θ is idempotent when θ • θ = θ or, equivalently, when dom(θ) ∩ rng(θ) = ∅. A substitution ρ is called renaming if it is a bijection from V to V (this is equivalent to saying that there exists a substitution ρ
The sets of idempotent substitutions and renamings are denoted by ISubst and Ren respectively. Given a set of equations E, we write θ = mgu(E) to denote that θ is a most general unifier of E. Conversely, Eq(θ) = {x = θ(x) | x ∈ dom(θ)}.
A position is a sequence of positive natural numbers. Given a term t and a position ξ, we define t(ξ) inductively as follows:
(where denotes the empty sequence)
For any variable x, an occurrence of x in t is a position ξ such that t(ξ) = x. In the rest of the paper, we use: U , V , W to denote finite sets of variables; u, v, w, x, y, z for variables; r, s for term symbols; t for terms; β, η, θ, δ for substitutions; ρ for renamings.
Existential Substitutions
The denotational semantics of logic programs is not generally interested in substitutions, but in appropriate equivalence classes which abstract away from the particular renaming of clauses used during SLD derivations. Among the many choices available in the literature (e.g. Jacobs and Langen 1992; Marriott et al. 1994; Levi and Spoto 2003) , we adopt the domain of existential substitutions (Amato and Scozzari 2009) .
Given θ 1 , θ 2 ∈ ISubst and U ∈ ℘ f (V), consider the equivalence relation ∼ U given by
and let ISubst ∼ U be the quotient set of ISubst w.r.t. ∼ U . The domain ISubst ∼ of existential substitutions is defined as the union of all the ISubst ∼ U for U ∈ ℘ f (V), namely:
In the following we write [θ] U for the equivalence class of θ w.r.t. ∼ U . To ease notation, we often omit braces from the sets of variables of interest when they are given extensionally. So we write
U ∈ ISubst ∼ and θ ∈ ISubst, the most general unifier of θ and [δ] U may be obtained from the mgu of θ and a suitably chosen representative for δ, where variables not of interest are renamed apart. In formulas:
where δ ∼ U δ ∈ ISubst and vars(δ ) ∩ vars(θ) ⊆ U .
The Domain ShLin ω
The domain ShLin ω (Amato and Scozzari 2010) generalizes Sharing by recording multiplicity of variables in sharing groups. We will call a multiset of variables (an element of ℘ m (V)) an ω-sharing group. Given a substitution θ and a variable v ∈ V, we denote by θ −1 (v) the ω-sharing group λw ∈ V.occ(v, θ(w)), which maps each variable w to the number of occurrences of v in θ(w).
Given a set of variables U and a set of ω-sharing groups S ⊆ ℘ m (U ), we say
U when S contains all the ω-sharing groups in θ, restricted to the variables in U .
and ordered by [
In order to ease the notation, we write [{{ {} }, B 1 , . . . , B n }] U as [B 1 , . . . , B n ] U by omitting the braces and the empty multiset. Moreover, if X ∈ ShLin ω , we write B ∈ X in place of X = [S] U ∧ B ∈ S. The best correct abstraction of a substitution
Example 2.4 Given θ = {x/s(y, u, y), z/s(u, u), v/u} and U = {w, x, y, z}, we have θ
Definition 2.5 (Multiplicity of ω-sharing groups)
The multiplicity of an ω-sharing group B in a term t is defined as:
For instance, χ(w 2 x 3 yz 4 , r(x, y, s(x, y, z), v)) = 2 · 0 + 3 · 2 + 1 · 2 + 4 · 1 = 12.
Parallel Abstract Unification
We want to find the optimal abstract operator in ShLin ω corresponding to unification. Amato and Scozzari (2010) define the operator mgu ω , which is optimal for single-binding substitutions. The cornerstone of their abstract unification is the concept of sharing graph which plays the same role of alternating paths (Søndergaard 1986; King 2000) for pair sharing analysis. The authors claim that, by applying mgu ω one binding at a time, we get an optimal operator for multi-binding substitutions.
Here, in order to prove this claim, we proceed along these steps:
1. we define a new operator mgu p which computes the abstract unification with a multi-binding substitution in one step. This is based on a generalization of the concept of sharing graph with multiple layers. For this reason, we speak of parallel sharing graph and parallel abstract unification; 2. we prove that parallel abstract unification (mgu p ) is actually the same as the sequential abstract unification (mgu ω ); 3. we prove that parallel abstract unification is optimal w.r.t. concrete unification.
If [S] U [δ]
U and we unify [δ] U with θ, some of the ω-sharing groups in S may be glued together to obtain a bigger resultant group. It happens that the gluing may be represented by special families of labeled multigraphs which we call parallel sharing graphs. Definition 3.1 (Parallel sharing graph) A parallel sharing graph for a set of ω-sharing groups S and the idempotent sub- p] of multigraphs over the same set of nodes N G , equipped with a labeling function l G : N G → S, such that
In the last condition, G is defined as the multigraph N G , E, src G , tgt G where analogously) . Each of the G i 's which make up G is called a layer of the sharing graph.
Since in this paper we only use parallel sharing graphs, in the following we will call them just sharing graphs. Example 3.2 Let S = {u 2 z, uyz, vx, yz} and θ = {x/y, u/r(z)}. Consider the sharing graph The left layer (G 1 ) is for the binding x/y, while the right one (G 2 ) is for the binding u/r(z). Each node is annotated with its name, label, in-and out-degree. Its flattening is the following connected multigraph: i represents a possible way the sharing groups in δ may be joined together as a result of binding x i /t i , that is unifying δ(x i ) and δ(t i ). We may restrict our attention to the case when, as a result of the unification, variables are only bound to other variables, not to composed terms. In other words, we assume that, for each position ξ, the term δ(x i )(ξ) is a variable iff δ(t i )(ξ) is a variable. Each node in the sharing graph represents a variable w n such that δ −1 (w n )| U is the node label. Each edge e : n 1 → n 2 in G i represents a position ξ such that δ(x i )(ξ) = w n1 and δ(t i )(ξ) = w n2 . The result is that the variables w n1 and w n2 are aliased, hence the ω-sharing groups l G (n 1 ) and l G (n 2 ) are joined together.
According to this correspondence, the number of edges departing from n should be equal to the number of occurrences of w n in δ(x i ), that is χ(l G (n), x i ). Analogously for the in-degree of nodes. This justifies the first condition in the definition.
The second condition ensures that, in the flattening, no edges share the same identifier and therefore src G and tgt G are well defined. Remember that, since an edge is just an element of a set with associated source and target nodes, this does not preclude the possibility to have different edges with the same source and target nodes.
Finally, the third condition is needed since we want each sharing graph to represent a single non-empty sharing group. If the flattening were not connected, some pairs of variables would not be aliased, and the result of the unification of θ with δ would contain more than one non-empty sharing group.
Example 3.3
Consider the sharing graph in Example 3.2. Let us associate to each node n the variable w n , and consider the substitution
This substitution is built according to the variables that appear in the nodes. For instance, the first binding u/r(s(w c , w c , w e )) suggests that the variable u appears in the nodes c (twice) and e.
We now want to unify δ with θ. The first binding x/y in θ unifies δ(x) = s(w a , w b ) with δ(y) = s(w d , w e ). This causes variables (w a , w d ) and (w b , w e ) to be aliased, exactly as described by the arrows e 1 and e 2 in the left graph. The second binding u/r(z) unifies δ(u) = r(s(w c , w c , w e )) with δ(r(z)) = r(s(w d , w e , w c )), which yields the aliasing of the pairs (w c , w d ), (w c , w e ) and (w e , w c ), as described by the arrows e 3 , e 4 and e 5 . By transitivity, all pairs of variables are aliased.
Definition 3.4 (Resultant ω-sharing group)
The resultant ω-sharing group of the sharing graph G is
Example 3.5 Consider again the sharing graph in Example 3.2. The resultant sharing group is u 3 v 2 x 2 y 2 z 3 . This is exactly the only non-empty sharing group in α ω ([η] U ) where U = vars(S) and
Definition 3.6 (Parallel abstract mgu) Given a set of ω-sharing groups S and an idempotent substitution θ, the abstract parallel unification of S and θ is given by mgu p (S, θ) = {res(G) | G is a sharing graph for S and θ} .
This is lifted to the domain ShLin ω :
It is worth noting that, given any set of ω-sharing groups S and substitution θ, there exist many different sharing graphs for S and θ. Each sharing graph yields a resultant sharing group which must be included in the result of the abstract unification operator. Of course, different sharing graphs may give the same resultant sharing group. The abstract unification operator is defined by collecting all the resultant sharing groups.
Example 3.7
We show another sharing graph for the same S and θ of Example 3.2. We omit from the picture the names of edges and nodes, since they are not relevant here:
The resultant sharing group is u 2 vxyz.
It is worth noting that the domain ShLin ω is not amenable to a direct implementation. Actually, it may be the case that, even the mgu of a finite set of ω-sharing groups with a single-binding substitution generates an infinite set of ω-sharing groups (see Example 3.8 later). However, it is an invaluable theoretical device to study the abstract operators for its abstractions, such as Sharing×Lin and ShLin 2 .
Example 3.8 It holds that mgu p ({xy}, {x/y}) = {{ {} }} ∪ {x i y i | i ≥ 1}. Actually, for each i ≥ 1, the following is a single-layer sharing graph: 
Coincidence of Parallel and Sequential Abstract Unification
For concrete substitutions, unification may be performed one binding at a time. On an abstract domain, computing one binding at a time generally incurs in a loss of precision. However, there are well known domains when this does not happen, such as Def (Armstrong et al. 1994) and Sharing. We will show that computing one binding at a time does not cause loss of precision on the abstract domain ShLin ω .
Definition 3.9 (Abstract sequential unification) Given a set of ω-sharing groups S and an idempotent substitution θ, the abstract sequential unification of S and θ, denoted by mgu ω (S, θ), is given by:
The definition may be lifted to the domain ShLin ω as for mgu p . It is immediate to check that mgu p and mgu ω are equivalent for single-binding substitutions. We will prove that this holds for any substitution.
In (Amato and Scozzari 2010 ) the abstract sequential unification mgu ω has been introduced starting from the definition of a sharing graph for single-binding unification. This is essentially a sharing graph with a single layer. Hence, it is immediate to check that the definition of mgu ω given above is the same as the definition of mgu ω given by Amato and Scozzari (2010) .
Before introducing the formal proof of coincidence between sequential and parallel abstract unification, we try to convey the intuitive idea behind it with an example.
Example 3.10 Consider again the sharing graph G given in Example 3.2 for S = {u 2 z, uyz, xv, yz} and θ = {x/y, u/r(z)}. For the sake of conciseness, we can draw G with a single picture, omitting the in-and out-degree annotations on the nodes, and with the edges in different styles, according to the layers they come from:
e 2 e 4 e 5
As we said before, the resultant sharing group of G is u 3 v 2 x 2 y 2 z 3 . The same sharing group may be obtained by first computing S = mgu p (S, {x/y}) and later mgu p (S , {u/r(z)}). Consider the three connected components in the multigraph G 1 , corresponding to the dashed arrows:
Each of them alone may be viewed as a sharing graph with a single layer for the substitution {x/y}. Therefore, vxyz, u 2 z and uvxyz are elements of S . Now, in the original sharing graph, we collapse these connected components:
which is a sharing graph for S and {u/r(z)}. Note that, in this new sharing graph, the nodes correspond to the connected components of G 1 and the edges are the same as in the original G 2 , but with different source and target. The edge e 3 from c to d is now an edge from n 2 to n 1 , since d is in the first connected component and c in the second one. We obtain, as expected, that u 3 v 2 x 2 y 2 z 3 ∈ mgu ω (S , {u/r(z)}).
Example 3.11
We now show an example of the converse, i.e., how to move from sequential to parallel unification. Assume S = {vx, u 2 , uvx, uvyz, uy} and θ = {x/y, u/s(z, s(z, v))}. The following are single-layer sharing graphs for S and {x/y}: 
Note that we have chosen disjoint sets of nodes N G1 = {a, d}, N G2 = {c} and N G3 = {b, e}, and disjoint sets of edges E G1 = {e 1 }, E G2 = {} and E G3 = {e 2 }. By definition, the corresponding resultant sharing groups, i.e., uv 2 xyz, u 2 and u 2 vxy are elements of S = mgu ω (S, {x/y}). Now consider the following sharing graph G for S and the binding u/s(z, s(z, v)): 
We need to build a sharing graph for S and {x/y, u/s(z, s(z, v))} from these pieces. The idea is to replace, in the graph G, the nodes n 1 , n 2 and n 3 with the graphs G 1 , For each edge in G we need to specify its target and source as a node in {a, b, c, d, e}, since giving only the connected component is not enough. For example, the target of e 1 should be either a or d. We may choose the targets freely, subject to the conditions on the in-/out-degree of nodes. Since χ(vx, s(z, s(z, v))) = 1 and χ(uvyz, s(z, s(z, v))) = 3, among e 3 , e 4 , e 6 and e 7 , three edges should be targeted at uvyz and one should be targeted at vx. Among the many others, this is a possible sharing graph, where the different layers are depicted trough different line styles: Note that the self loop on the node n 3 has become an edge from uy to uvx.
The ideas presented in the previous examples are formalized in the following result.
Lemma 3.12
Given a set of ω-sharing groups S and an idempotent substitution θ, we have that mgu p (S, {x 1 /t 1 } ∪ θ) = mgu p (mgu p (S, {x 1 /t 1 }), θ).
Proof
If θ = the result easily follows since mgu p (S, ) = S. In the case θ = , we separately prove the two sides of the equality.
First part: ⊆ inclusion. Let B ∈ mgu p (S, {x 1 /t 1 } ∪ θ). We want to prove that B ∈ mgu p (mgu p (S, {x 1 /t 1 }), θ). To this aim, we will provide a sharing graph G for mgu p (S, {x 1 /t 1 }) and θ such that res(G ) = B.
Let θ = {x 2 /t 2 , . . . , x p /t p }. By definition, there exists a sharing graph G = {G i } i∈ [1,p] such that B = res(G). We decompose G 1 into its connected components G 1 1 , . . . , G 1 k . Note that each G 1 j , labeled with the obvious restriction of l G , is a sharing graph for S and {x 1 /t 1 }, therefore res(G 1 j ) ∈ mgu p (S, {x 1 /t 1 }). We now show a sharing graph G for mgu p (S, {x 1 /t 1 }) and θ and prove that res(G ) = B. For any i ∈ [2, p], let G i be the multigraph obtained from G i by collapsing each of the connected components G • N Gi = {1, . . . , k};
• symmetrically for tgt Gi .
We want to prove that G = {G i } i∈ [2,p] , endowed with the labeling function l G (j) = res(G 1 j ), is a sharing graph for mgu p (S, {x 1 /t 1 }) and θ. By definition of sharing graph, we need to check that: first, the conditions on the out-degree and the in-degree hold for each node; second, the sets of edges are pairwise disjoint; third, the flattening is connected.
First condition. We now show that the conditions on the out-degree and the in-degree of the nodes hold. Given any node j ∈ [1, k] we have that the out-degree of j in G i is
Symmetrically, we have that the in-degree of j in G i is χ(l G (j), t i ).
Second condition. It is immediate to check that the sets of edges E Gi are pairwise disjoint.
Third condition. We prove that G is connected. Assume that we want to find a path from i to j. Since G is connected, there is a path π from some n 1 ∈ N G 1 i to some n 2 ∈ N G 1 j . A path from i to j may be obtained in two steps:
1. by replacing each node n in π withn wheren is the unique m ∈ [1, k] such that m ∈ N G 1 m ; 2. by replacing each subsequencenn with a single noden. Such a situation may arise when π contains the subsequence nm with n → m ∈ G 1 q for some q. The corresponding edge q → q may not exists in G , but being a self-loop it may be deleted.
Finally, we need to show that res(G ) = B. It is easy to check that res(G ) = i∈ [1,k] 
Second part: ⊇ inclusion. Let S = mgu p (S, {x 1 /t 1 }) and B ∈ mgu p (S , θ) where θ = {x 2 /t 2 , . . . , x p /t p }. We show that there exists a sharing graph G for S and {x 1 /t 1 , . . . , x p /t p } such that res(G ) = B.
By definition, there is a sharing graph G = {G i } i∈ [2,p] for S and θ such that res(G) = B. Since S = mgu p (S, {x 1 /t 1 }), for each node k ∈ N G we have a sharing graph G k such that res(G k ) = l G (k). Without loss of generality, we may choose these graphs in such a way that the sets N G k are pairwise disjoint and disjoint from N G .
For each multigraph G i , with i ∈ [2, p], we build a new multigraphḠ i obtained by replacing each node k in G i with the set of nodes of the generating graph G k . Then, we pack theḠ i 's and G k 's into a sharing graph G. Formally, G = {Ḡ i } i∈[1,p] such that:
1 is the union of the graphs G k ;
, srcḠi is chosen freely, subject to the following conditions:
This is always possible since
We now want to prove that G is a sharing graph for {x 1 /t 1 , . . . , x p /t p } and S. The only thing we need to prove is that G is connected (the other conditions hold by construction).
Assume that there is an edge i → j in G k , and consider nodes n i ∈ N Gi and n j ∈ N Gj . We prove that there is a path in G from n i to n j . Actually, there is in G k at least an edge m i → m j from a node m i ∈ N Gi to m j ∈ N Gj . Since G i and G j are connected, there are inḠ 1 two paths π : n i → m i and π : m j → n j . Therefore ππ is a path in G from n i to n j . Now, given two generic nodes n i , n j where n i ∈ N Gi and n j ∈ N Gj , we know there is a path π in G from i to j. Applying the result of the previous paragraph to each edge in π, we immediately get that n i and n j are connected.
Finally it is easy to check that res(G ) = B and this concludes the proof of the theorem.
By exploiting the previous lemma, it is now a trivial task to show that parallel and sequential unification compute the same result.
Theorem 3.13
The abstract operators mgu ω and mgu p coincide.
Proof
The proof is by induction on the number of bindings in θ. Clearly mgu ω (S, ) = S = mgu p (S, ). Assume that mgu ω (S, θ) = mgu p (S, θ) for each S. It follows that
[by Lemma 3.12] and this proves the theorem.
Optimality of Abstract Unification
An immediate consequence of Theorem 3.13 is that mgu p is correct, since it coincides with mgu ω which has been proved correct in (Amato and Scozzari 2010) . We now want to prove that it is optimal. First, we prove optimality in the special case of mgu p ([S] U , θ) with vars(θ) ⊆ U . Next, we extend this result to the general case. In the Example 3.3, we have already shown how to build a substitution δ which mimics the effect of a sharing graph. We now give another example, introducing the terminology to be used in the proof of optimality to come.
Example 3.14 We refer to Example 3.11. Let U = {u, v, x, y, z} be the set of variables of interest. We show how to build a substitution δ such that
For each node n ∈ {a, b, c, d, e} of the sharing graph in (13), we consider a different fresh variable w n . For any variable ν ∈ U \ dom(θ) = {v, y, z}, we define δ(ν) as the following term of arity n l G (n)(ν):
, . . . , w e , . . . , w e l G (e)(ν) times ) .
Since l G (n) is the label of the node n and l G (n)(ν) is the multiplicity of ν in such a label, we have:
For the variables in dom(θ) = {u, x} we define δ in a different way. Consider the first layer of the sharing graph, corresponding to the binding x/y, and denote by f 1 an injective map from occurrences of variables w n in δ(θ(x)) to edges targeted at n. In this case, we have δ(θ(x)) = r(w d , w e ) and f 1 = {ξ d → e 1 , ξ e → e 2 }, where ξ d = 1 and ξ e = 2 are the positions of w d and w e in δ(θ(x)).
Analogously, we define f 2 for the binding u/s (z, s(z, v) ). In this case δ(θ(u)) = s(r(w d ), s(r(w d ), r(w a , w b , w d )) and a possible f 2 is {1·1 → e 7 , 2·1·1 → e 4 , 2·2·1 → e 3 , 2 · 2 · 2 → e 5 , 2 · 2 · 3 → e 6 }. In this case, other values for f 2 are possible: we could exchange the assignments for 1 · 1, 2 · 1 · 1 and 2 · 2 · 3 freely.
We now define δ(x) = f 1 (δ(θ(x))) = r(w a , w b ). Here we denote with f 1 (t) the result of replacing, in the term t, the variable in position ξ with the variable associated to the source of f 1 (ξ). Analogously we define δ(u) = f 2 (δ(θ(u))) = s(r(w d ), s(r(w c ), r(w c , w e , w b )).
Note that the terms δ(x) and δ(u) are obtained by replacing in θ(x) and θ(u) each occurrence ξ of variable ν with a variant of δ(ν). We call δ 1 1 (y) the term which replaces y in position 1 of θ(x), i.e., r(w d , w e ). Analogously, we define δ 2 1 (y) = r(w d ), δ 2 2·1 (y) = r(w c ), and δ 2 2·2 (v) = r(w c , w e , w b ) for the replacements in θ(u) of y in position 1, y in position 2 · 1 and v in position 2 · 2 respectively. This terminology will be used in the proof.
We
In the last formula, we have an equation w n = w m for each edge n → m in the sharing graph. Since the graph is connected, we pick a variable, say it is w d , and we solve the set of equations w.r.t. that variable, obtaining:
The above example shows how to find a substitution whose fresh variables are aliased according to the arrows in a sharing graph. The same idea is exploited in the next theorem for proving the optimality of the abstract unification operator mgu p ([S] U , θ).
Theorem 3.15
The parallel unification mgu p ([S] U , θ) is optimal w.r.t. mgu, under the assumption that vars(θ) ⊆ U , that is:
If B = { {} } this is trivial, just take δ = , hence we assume that B = { {} }. The structure of the proof is as follows: first, we define a substitution δ which unifies with θ; second, we show that δ is approximated by [S] 
First part. We define a substitution δ which unifies with θ. For each node n ∈ N G we consider a fresh variable w n and we denote by W the set of all these new variables.
For any y ∈ U \ dom(θ) we define as δ(y) the term of arity n∈N G l G (n)(y) given by:
For any x i ∈ dom(θ), consider an injective function f i which maps each occurrence of a variable w n in δ(t i ) to an edge in E G i targeted at n. Note that the map exists since the number of occurrences of w n in δ(t i ) is exactly y∈ti occ(y, t i ) · occ(w n , δ(y)) = y∈ti occ(y, t i ) · l G (n)(y) = χ(l G (n), t i ) which is the in-degree of n. Then, we define δ(x i ) as f i (δ(t i )) where f i (δ(t i )) is the result of replacing, in δ(t i ), the variable in position ξ with the variable associated to the source of f i (ξ).
The image of f i is the set of all the edges in G i . Given an edge e : n 1 → n 2 , the sharing group associated to n 2 should contain at least a variable y ∈ t i , hence w n2 will occur in δ(y) and e will be f i (ξ) for some occurrence ξ of w n2 in δ(t i ).
Second part. Now we show that [S] U [δ] U . We need to consider all the variables v ∈ V and check that δ −1 (v)| U ∈ S. We distinguish several cases:
• let us choose as v the variable w n for some n ∈ N G . By construction, for each y ∈ U \ dom(θ), we have that occ(w n , δ(y)) = l G (n)(y). Since G is a sharing graph, for any x i ∈ dom(θ) there are l G (n)(x i ) edges in E i departing from n. They are all in the image of f i , hence occ(w n , δ(x i )) = l G (n)(x i ).We obtain the required result which is δ
• if we choose a variable v ∈ U then v ∈ dom(δ) and δ −1 (v) = { {} } ∈ S;
Third part. We now show that B ∈ α ω (mgu([δ] U , θ)). Note that δ(x i ) is obtained by replacing, in t i , each occurrence ξ of a variable y ∈ rng(θ) with a variant of δ(y). We denote this variant by δ i ξ (y) = f i (δ(t i ))(ξ). By definition of mgu over ISubst ∼ , we have that mgu([δ] U , θ) = [mgu(δ, θ)] U . We obtain:
The set of equations
given by aliasing some variables. We show that, for any edge e : n → m ∈ E G i , it follows from F that w n = w m . Since the image of f i is the set of all the edges in G i , there is an occurrence ξ of w m in δ(t i ) such that f i (ξ) = e. Occurrence ξ may be written as ξ · ξ where ξ is an occurrence of a variable y ∈ t i and ξ is an occurrence of w m in δ(y). Therefore δ(y) = δ i ξ (y) ∈ F , and from this follows w m = δ(y)(ξ ) is unified with w n = δ i ξ (y)(ξ ). Since this holds for any edge in E G i and for any i ∈ [1, p], it follows that for any edge n → m ∈ E G the equation w m = w n is entailed by F . We know that G is connected, hence for any n, m ∈ N G , the set of equations in F implies w n = w m . We choose a particular noden ∈ N G and, for what we said before, we have This is not a fortuitous coincidence. We will prove that it happens consistently, and therefore mgu p ([S] U , θ) is optimal even when vars(θ) U .
Note that it is not an obvious result. The operation mgu p ([S] U , θ) is designed by first extending the set of variables of interest of the abstract object in order to include all the variables in vars(θ) \ U and then performing the real operation. This construction does not always yield optimal operators. For example, Amato and Scozzari (2009) show that this is not the case for Sharing. The abstract parallel unification mgu p ([S] U , θ) is optimal, that is:
ω and θ ∈ ISubst, proving optimality amounts to show that,
In the rest of the proof, assume θ = {x 1 /t 1 , . . . , x p /t p }, V = U ∪ vars(θ) and B ∈ mgu p (S , θ).
Using the previous theorem, we find δ such that
In order to prove that B ∈ α ω (mgu([δ] U , θ)) we need to study the relationship between mgu(
We split δ into δ| U ∪rng(θ) and δ| dom(θ)\U . With the same considerations which led to (14), we have:
If x i / ∈ U , then x i appears in S only in the multiset { {x i } }. Hence δ(x i ) = f i (δ(t i )) is linear and independent from the other variables, i.e., no variables in f i (δ(t i )) appear in either θ or other bindings in δ. As a result, mgu(δ, θ) may be rewritten as β • mgu Eq(θ) ∪ Eq(δ| U ∪rng(θ) ) , where β is a substitution such that dom(β) = rng(δ| dom(θ)\U ).
We now split U ∪ rng(θ) into U , U 1 and U 2 where U 1 = (rng(θ) \ U ) ∩ vars(θ(U )) and U 2 = (rng(θ) \ U ) \ vars(θ(U )). If y ∈ U 1 there exists i y ∈ [1, p] and a position ξ y such that x iy ∈ U , θ(x iy )(ξ i ) = t iy (ξ y ) = y and δ(x iy )(ξ y ) = δ iy ξy (y). Since y / ∈ U , then δ(y) is linear and independent from θ and the other bindings in δ. Therefore mgu Eq(θ) ∪ Eq(δ| U ∪U2 ) ∪ Eq(δ| U1 ) = mgu Eq(θ) ∪ Eq(δ| U ∪U2 ) ∪ {δ iy ξy (y) = δ(y) | y ∈ U 1 } [by equations x iy = t iy in Eq(θ) and x iy = f iy (δ(t iy )) in Eq(δ| U ), restricted to position ξ y ] = β • mgu Eq(θ) ∪ Eq(δ| U ∪U2 )
[linearity and independence of δ(y)]
where β = mgu({δ iy ξy (y) = δ(y) | y ∈ U 1 }) and dom(β ) = rng(δ| U1 ). We may proceed as follows: mgu(Eq(θ) ∪ Eq(δ| U ) ∪ Eq(δ| U2 )) = mgu(Eq(θ| U ) ∪ Eq(θ| dom(θ)\U ) ∪ Eq(δ| U ) ∪ Eq(δ| U2 )) = θ| dom(θ)\U • mgu(Eq(θ| U ) ∪ Eq(δ| U ) ∪ Eq(δ| U2 ))
[since dom(θ) \ U is disjoint from the variables in θ| U , δ| U , δ U2 ] = θ| dom(θ)\U • mgu(θ| U , δ| U ) • δ| U2
[since vars(δ| U2 ) is disjoint from vars(θ| U ) ∪ vars(δ| U )] .
Note that θ| dom(θ)\U • mgu(θ| U , δ| U ) is mgu(δ| U , θ), and will be denoted in the following by η. Therefore, we have mgu(δ, θ) = β • β • η • δ| U2 . ∈ vars(δ| U2 ), then (η • δ| U2 ) −1 = η −1 (v) and we get the required result with v = v. If v ∈ rng(δ| U2 ) we know that v only occurs once in δ| U2 and never in η. Then (η • δ| U2 ) −1 (v) = η −1 (y) η −1 (v) = η −1 (y) { {v} } for the unique y ∈ U 2 such that v ∈ vars(δ(y)). Therefore, since v / ∈ V , we may choosev = y. Finally, if v ∈ dom(δ| U2 ) then (η • δ| U2 ) −1 (v) = { {} } and we may takev to be any variable not in V ∪ vars(η).
We check that

Related Work
Proving optimality results for abstract unification operators on domains involving sharing information is a difficult task. The well-known domain Sharing (without any linearity or freeness information) is the unique domain whose abstract unification operator has been proved optimal in the general case of multi-binding substitutions (Cortesi and Filé (1999) , later extended by Amato and Scozzari (2009) to substitutions with variables out of the set of interest).
In the simpler case of single-binding unification, the only optimality results for domains combining sharing and linearity appeared in (Amato and Scozzari 2010) .
As far as we known, this is the first optimality result for domains involving linearity information for multi-binding substitutions.
Although ShLin ω is not amenable to a direct implementation, as future work we plan to design suitable abstractions using numerical domains. The idea is to consider ω-sharing groups with symbolic multiplicities constrained by linear inequalities, such as x α y β with α = β + 2. We plan to implement in our analyzers Random (Amato and Scozzari 2012b; Amato et al. 2010b) and Jandom an abstract domain based on (template) parallelotopes 2012a; 2010a; , exploiting the recent localized (Amato and Scozzari 2013) iteration strategies.
