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ABSTRACT
Cosmology is a data-driven science and in the past decades we have seen the Λ-Cold-
Dark-Matter (ΛCDM) model establishing itself as the standard model for cosmology.
However, the standard model still presents several open problems; among them,
explaining the mechanism of the current cosmic acceleration. In the near future,
Large Scale Structure (LSS) surveys are expected to play a pivotal role in shedding
light on this subject. Galaxy surveys will be able to map the galaxies distribution
on very large volumes with greatly improved statistics, while new techniques such
as the intensity mapping applied to the 21 cm neutral hydrogen emission promise
to explore the evolution of the Universe until the epoch of reionization. Therefore,
it is of crucial importance to combine this huge effort from the observational side
with a correct model for the observable quantities.
During my PhD I worked on several topics in the field of Large Scale Structure
(LSS), which is considered here as a laboratory to test fundamental aspects of
gravity and cosmology. The thesis is divided in three parts. In part I we will
introduce the basics of modern cosmology. This introduction does not aim to be
all-encompassing, but it will specifically address the topics that are relevant in
understanding the main body of the thesis, i.e. part II and part III.
Part II of the thesis concerns the largest scales that we will be able to test with
the future generation of galaxy surveys. These scales can be studied within the
framework of linear perturbation theory. However, a full relativistic treatment is
necessary in order to take into account all the horizon effects that are predicted
by General Relativity and in general by any metric theory of gravity. The fact
that photons travel from the source to the observer in an inhomogeneous universe
introduces volumes and redshift correction to the observed quantities. In the linear
regime they include the standard redshift-space distortions (RSD) also known as
the Kaiser effect, the gravitational lensing magnification, the Doppler effect and
gravitational redshift, Shapiro time-delay, Sachs-Wolfe and integrated Sachs-Wolfe
effects. The standard LSS analysis includes the Kaiser effect, while the other
relativistic effects are often neglected. In part II we investigated the relevance of
the relativistic effects for future planned galaxy survey, focusing on their impact
on cosmological tests and parameter estimation (chapter 4 and chapter 5) and
their detectability (chapter 6).
Part III of the thesis focuses on the highly non-linear regime of the LSS. The
vector degrees of freedom are often neglected in modelling the cosmic velocities.
This approximation works fairly well on large scales, i.e. where linear theory applies.
However, on non-linear scales it is well-known that vorticity is generated. In chapter
7 we investigated numerically the generation of vorticity with the recently-born
relativistic N-body code gevolution. Even if the generation of vorticity is a purely
newtonian effect, a relativistic treatment extends the newtonian approach: for
example, it allows to investigate the interplay between the vorticity and the vector
degrees of freedom in the metric.
Finally, in chapter 8 we summarize the results and draw possible extensions
of the work presented in this manuscript.
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NOTATION AND CONVENTIONS
Unless otherwise stated, the following notation and conventions are adopted
throughout the present thesis:
Natural units are adopted, in particular the speed of light is set to c = 1.
The metric signature is (−,+,+,+).
Derivatives with respect to the cosmic time are denoted with a prime,
derivatives with respect to the conformal time are denoted by a dot.
Latin indices run over spatial coordinates, while greek indices run over 4
coordinates (1 time + 3 spatial coordinates).
For a generic function f , the Fourier transform convention is the following:
f(k) =
∫
d3xeik·xf(x),
f(x) = 1(2pi)3
∫
d3ke−ik·xf(k).
In the relativistic number count, the direction of propagation of photons is
denoted with n , while −n is the line-of-sight direction.
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Part I
Basic concepts in Modern
Cosmology
1
2Modern cosmology pursues an extremely ambitious goal: to study the evolution of
the Universe as a whole. The recent success of the discipline is even more remarkable
if we think that, unlike many other branches of natural sciences, we do not have a
full control of our investigation. First, the target of our experiments in unique: we
have access to only one Universe for our investigation and cannot fine-tune the initial
conditions of our system at will. Second, we live in a circumscribed region of our
target and, therefore, we cannot observe the whole Universe but only that part of the
Universe containing matter or radiation accessible to our astronomical observations.
Despite these crucial limitations, in the past 100 years cosmology evolved from a
purely mathematical/philosophical discipline into a quantitative science that is able
to formulate predictions and test these predictions against observations.
Its exponential development has both theoretical and observational roots. On
the theoretical side, the formulation of General Relativity by Einstein and its
application to the entire universe by Einstein, Freedman, Lemaître, Robertson
and Walker in the 1920s-1930s provided for the first time a scientific framework
to model the global evolution of the Universe (Friedmann 1922; Lemaître 1931;
Robertson 1935; Walker 1937). On the other hand, the observational guidance
played a crucial role in discerning between the rich landscapes of models predicted
from the theory. In 1929, Hubble first found that galaxies are receding from us
and that their recessional velocities are proportional to their distance. The result
of this study, the so-called Hubble diagram, provided the first clear evidence that
our Universe is expanding (Hubble 1929). At this point two schools of thought
emerged in the scientific community, providing different interpretations to Hubble’s
observations: the supporters of the steady-state theory (lead by Bondi, Gold, and
Hoyle) and the proponents of the Big Bang theory 1 (among them Gamow and his
student Alpher). According to the steady-state cosmology, the Universe has always
been the same and galaxies and cosmic structures are constantly created in order to
compensate for the expansion. In this model the average density in an expanding
Universe is constant and, therefore, the total mass is not conserved. The Big Bang
paradigm instead preserves the principle of mass conservation, implying that an
expanding Universe must have gone through a very hot state, which characterizes
the early stage of its evolution, and then cooled down. In 1948 Alpher predicted
that, according to the Big Bang paradigm, the Universe should have been dominated
in the early stages of its life by radiation and that the residual of this radiation
should be observable today as a black body spectrum at the temperature of around
1Curiously, the word Big-Bang was coined by Fred Hoyle himself, maybe with the purpose of
painting the theory in a negative light.
35 Kelvin (A. Alpher & C. Herman 1950). The crucial and definitive confirmation
of this prediction arrived in the 60’s from the discovery of the Cosmic Microwave
Background (CMB) by Penzias and Wilson, who inadvertently detected the cold
leftover radiation from the primordial stages of the Universe at a temperature
of around 2.7 Kelvin (Penzias & Wilson 1965). The discovery of the CMB put
an end to the controversial debate between the steady-state and the Big Bang
theory in favor of the latter. The picture outlined above is perfectly consistent
with a Universe described by the Friedmann-Lemaître-Robertson-Walker (FLRW)
framework filled with matter and radiation. However, there are two missing pieces
in this story that nowadays represent the two major subjects of investigation. The
first piece is strictly related to the issue raised in the 1930s by Zwicky, who realized
that there is a mismatch between the mass of the Coma cluster inferred from the
virial theorem and the total mass measured from the observed galaxies (Zwicky
1937). Zwicky concluded that the virial mass of the cluster is dominated by an
invisible form of matter. This incongruence on the Coma cluster was confirmed on
galactic scales in the 1970s by Rubin’s study on the galaxies rotational properties
(Rubin et al. 1980). The invisible mass is now called dark matter. The second
missing piece was discovered only 20 years ago. In 1998 two independent groups
published the results of their observations of Type IA supernovae, which pointed
out that, within the FLRW paradigm, the Universe is presently undergoing a phase
of accelerated expansion (Perlmutter et al. 1998; Riess et al. 1998). These results
were unexpected, in fact if the Universe was filled only with ’regular’ matter (whose
density decreases with the expansion of the Universe) the expansion rate should
be decreasing. The exotic energy component driving the accelerated expansion of
the Universe is denoted as dark energy. Nowadays, there are more evidence that
points toward the existence of dark matter and dark energy components. Relevant
to mention is the CMB, which in the past 20 years played a pivotal role in laying
the foundations for the precision cosmology that we know. In fact, it turned out
that most of the information that we can gain from the CMB does not come from
its black-body spectrum, but from its tiny anisotropies that must be present in
order to explain how the astrophysical sources we observe today could form. The
CMB anisotropies have first been detected in 1992 by the Cosmic Background
Observer (COBE) (Fixsen et al. 1996), then mapped with increasing precision first
by the Wilkinson Microwave Anisotropy Probe (WMAP) (Hinshaw et al. 2013)
and later by the Planck satellite (Ade et al. 2016a; Aghanim et al. 2018a). The
picture that emerges from the analysis of the CMB anisotropies is a flat (or close
to flat) Universe, filled with radiation, which today is a very small fraction of the
4total energy budget, baryonic matter, which is the ordinary luminous matter and
can be described within the standard model of particle physics, plus the already
mentioned dark matter and dark energy, which make together the 95% of the total
energy budget. Even if the nature of these dark components is still unknown, from
the current observations a standard model for cosmology has been drawn, according
to which the dark matter component is cold, i.e. pressureless, while the dark
energy is provided by a cosmological constant. The standard cosmological model is
labelled as the ΛCDM model. Currently, this minimal model is able to exquisitely
reproduce all cosmological observations, including the already mentioned CMB
(Akrami et al. 2018a; Aghanim et al. 2018a,b; Akrami et al. 2018b), the large scale
structure galaxy clustering (see for example (Sanchez et al. 2014)), the cosmological
distance measurements from supernovae (Riess et al. 2016) and the statistics of
weak gravitational lensing (Heymans et al. 2013), with only six free parameters.
The ΛCDM model provided, in the past decades, important predictions, such as the
baryon acoustic oscillation feature, first detected in 2005 (Eisenstein et al. 2005), and
the CMB polarization, first detected in 2002 (Kovac et al. 2002). Some mild evidence
of discordance between different data sets have been recently pointed out (Addison
et al. 2016). The strongest tension that has been highlighted so far concerns the
present Hubble rate: measurements from the Planck collaboration (Aghanim et al.
2018a), in agreement with galaxy clustering analysis (Zhang et al. 2018), present a
3-σ tension with the local measurements carried out with supernovae (Riess et al.
2016), which prefer larger values for the present expansion rate. This discrepancy
has been largely discussed in the literature (see for example (Bernal et al. 2016)) and
modifications to the standard model, such as dynamical dark energy or modifications
to the early Universe physics, have been advocated to alleviate it. Also, a minor
internal anomaly has been found within the Planck data sets: the amplitude of the
lensing contribution to the temperature power spectrum presents a 2-σ tension with
the ΛCDM expectation, while the direct estimation of the lensing potential from
the 4-point function does not present any tension (Calabrese et al. 2008; Motloch &
Hu 2018). Despite these small anomalies that will be investigated in-depth in the
near future, modern cosmology provides a simple and highly predictive standard
model based on a theory of gravity that currently passed all the experimental tests
(see (GRAVITY Collaboration et al. 2018) for a recent test of General Relativity
near a supermassive black hole) and has, as its main targets, the following:
Unveiling the nature of its dark components, for which a fully satisfying
physical theory currently does not exist.
5Extending the current tests of the gravity theory to scales that were not
available for our observation in the past.
This introductory part of the thesis will be devoted to the description of the
ΛCDM model. The introduction is further divided into three chapters. In chapter 1
we briefly review the homogeneous and isotropic solutions of the Einstein equations
and the different concepts of distance that are relevant for the observations in
an expanding Universe. Chapter 2 is devoted to the theory of cosmological
perturbations, with a particular attention to the dark matter perturbation theory,
which is the most relevant component for the formation of the large scale structure.
Finally, chapter 3 introduces the relevant statistical quantities that are needed in
order to extract cosmological information from LSS observables.
Chapter 1
THE SMOOTH BACKGROUND
1.1 The Friedmann equations
The standard cosmological model is based on the following key assumptions:
General Relativity (GR) describes the gravitational interactions on cosmo-
logical scales. According to GR, space-time is a 4-dimensional manifoldM,
endowed with a Lorentzian metric g. Particles and photons move along
geodesic trajectories and the dynamics of the metric is determined by the
Einstein equations:
Gµν = 8piGTµν , (1.1)
where G is the gravitational constant, Gµν is the Einstein tensor which encodes
the geometrical properties of our spacetime, while Tµν is the stress energy
tensor, describing its energy and matter content.
The universe is statistically homogeneous and isotropic at large scales.
The energy content of the universe can be modelled as a mixture of barotropic
fluids, i.e. the pressure of each fluid can be expressed as a function of its
density alone.
In this chapter, we will assume that the universe is perfectly homogeneous and
isotropic, while the theory of cosmological perturbations on top of the herein
described background will be summarized in the next chapter. Under these
assumptions, it is possible to prove that the 4D space-time must admit a submanifold
which is maximally symmetric (Weinberg 1972). Therefore, the full metric gµν
can be expressed in the following form:
ds2 = gµνdxµdxν = −dt2 + a2(t)γijdxidxj, (1.2)
6
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where t denotes the cosmic time, a is the scale factor and γij is the metric of
the 3D maximally symmetric submanifold,
γijdx
idxj = dr
2
1−Kr2 + r
2(dθ2 + sin2 θdφ2). (1.3)
The spatial curvatureK is a constant which determines the topology of the spacetime.
In this thesis, the discussion will always be restricted to a spatially-flat background,
consistent with the current observations (Ade et al. 2016a; Aghanim et al. 2018a).
For K = 0, equation (1.3) simplifies to
γijdx
idxj = dr2 + r2(dθ2 + sin2 θdφ2). (1.4)
The metric is often expressed in terms of the conformal time η
ds2 = gµνdxµdxν = a2(η)(−dη2 + γijdxidxj), (1.5)
where
η(t) =
∫ t
0
dt′
a(t′) . (1.6)
Scale factor, physical and conformal time are directly related to a primary
observable is cosmology: the gravitational redshift. The gravitational redshift
z measures the shift in frequency that a light ray moving toward the observer
experiences because of the time-evolution of the scale factor: 1 + z = a0/a. Here
a0 and a denote the scale factor at the present and emission time, respectively.
Since the scale factor is generally normalized to 1 at the present time, the relation
between redshift and scale factor can be simply written as
1 + z = 1
a
. (1.7)
The evolution of the background metric is fully encoded in the scale factor and its
derivatives. In particular, a fundamental quantity in cosmology is the Hubble rate H:
H(t) = a
′
a
= a˙
a2
= Ha−1, (1.8)
where a prime and a dot denote the derivatives with respect to the cosmic and
conformal time, respectively, and H is the conformal Hubble parameter.
The expansion history of the Universe depends on the matter and energy content
of the Universe itself. The symmetry of the metric implies that the stress-energy
tensor for each fluid component X necessarily takes the same form as for an
isotropic perfect fluid (Weinberg 1972)
(Tµν)X = (ρX + PX)uµuν + PXgµν , (1.9)
1. The smooth background 8
where uµ is the 4-velocity of the fluid component, while the density ρX and the
pressure PX are the eigenvalues of the stress-energy tensor in equation (1.9).
The Einstein equations for the metric in equation (1.2) and the sources in (1.9)
reduce to the following set of equations
H2 = 8piG3
∑
X
ρX , (1.10)
a′′
a
= −4piG3
∑
X
(ρX + 3PX), (1.11)
while the conservation of the stress-energy tensor provides the following conservation
law for the fluid components individually, i.e.
∇µTµν = 0 =⇒ ρ′X = −3(ρX + PX)H. (1.12)
The equations (1.10) and (1.11) are known as Friedmann equations. Since the
conservation law is not an independent relation between the unknown variables, it
is necessary to provide a closure relation for solving the system, i.e. an equation of
state (EOS) which relates for each component the pressure of the barotropic fluid
to its density. The most common hypothesis is to assume a linear relation 1
P = wρ, (1.13)
where w is a constant which depends on the nature of the fluid. For a generic fluid
with w = constant, the Friedmann equations lead to the following density evolution
ρ ∝ a−3(1+w). (1.14)
In the standard cosmological model the energy content of the Universe is
made of several components, which coexist and dominate its evolution during
the different phases of the Universe:
Radiation, including photons and neutrinos, which is characterized by the
equation of state w = 1/3.
Dust, or cold matter, which is pressureless matter and, consequently, its EOS
is w = 0.
Vacuum energy, or cosmological constant, whose density is constant in time
and thus requires w = −1.
1Here we omit the underscript X to denote that pressure and density refer to each fluid
component.
1. The smooth background 9
It is common to divide the evolution of the Universe in three phases: the radiation
era, which is its primordial phase and whereby radiation is the main component,
the matter dominated era, which is the stage at which cosmic structure forms
and the most recently started phase in which the dominant component is the
cosmological constant. The transition between the radiation and the matter
dominated era, according to the current measurements, happened at zeq ≈ 3400,
while the cosmological constant density overcame the matter density at zΛ ≈ 0.3.
The Friedmann equations are often conveniently expressed in terms of the
critical density parameters ΩX :
ΩX =
ρX
ρc
(z = 0), (1.15)
where ρc is the critical density ρc = 3H2/8piG and the underscript X = r,m,Λ
denotes the radiation, matter and cosmological constant, respectively. In terms
of the critical parameters, the Hubble rate can be written as
H = H0
√
Ωra−4 + Ωma−3 + ΩΛ, (1.16)
where ΩX(z) = ρXρc (z)
2.
The present Hubble rate H0 is called Hubble constant and can be parametrized
in terms of the dimensionless parameter h:
H0 = 100hMpc−1 Kms−1. (1.17)
The Hubble constant has been measured independently from the CMB (Ade et al.
2016a; Aghanim et al. 2018a) and type Ia Supernovae (SNe) in the local Universe
(Riess et al. 2016). The two measurements are in tension of> 3σ (local measurements
prefer larger values of H0) and it is still unclear if this is a hint of new physics or if
any systematic effect was not properly taken into account in one of the two analysis.
In the next section we will see how the Hubble constant can be inferred from
measurements of the cosmological distances.
1.2 Distances in cosmology
The expansion of the Universe has important consequences for the measurements of
cosmological distances (see, for example, (Hogg 1999) for a concise review). In fact,
we do not directly observe the proper distance or the proper size of the astronomical
objects, but we infer these quantities from measurements of their redshift, their
2In this thesis, unless the redshift dependence is made explicit, ΩX will denote the critical
parameter for the X component at redshift 0.
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luminosities or their angular size. In an Euclidean space all these conceptually
different definitions of distances coincide. However, this is not true in an expanding
Universe, where they depend on the geometrical properties of the Universe itself.
The first natural distance that can be defined from the FLRW metric is the
distance travelled by a photon from a source at cosmic time tE and detected by an
observer at time to. Since photons travel along null geodesic, we have ds2 = 0, i.e.
rcom(z) ≡
∫ to
tE
dt
a(t) =
∫ z
0
dz˜
H(z˜) , (1.18)
where z is the redshift of the source, while the observer is at z = 0. The quantity
in (1.18) is the comoving radial distance. For a spatially curved Universe, it
is relevant to introduce a transverse comoving distance, which is the comoving
distance between two objects at a given angular separation. However, since we
restrict this discussion to a spatially flat Universe, the transverse comoving distance
coincide with the comoving distance in (1.18) and, therefore, there is no need
to distinguish the two concepts.
The proper physical distance is the distance travelled by a photon as it
would be measured by a comoving observer, i.e the distance that can be inferred
by its proper time:
rphys(z) ≡
∫ to
tE
dt = a(z)rcom(z). (1.19)
As we mentioned above, comoving distance and proper physical distance cannot
be directly observed. Therefore, it is important to relates these quantities to
the observed distance.
The angular diameter distance for an object of proper transverse size Lphys
and angular extension θ << 1 is
DA =
Lphys
θ
, (1.20)
and it is related to the comoving distance by
DA(z) =
rcom(z)
1 + z . (1.21)
Therefore, the angular distance of an object today is larger than it was in the
past, due to the expansion of the Universe.
The luminosity distance is related to another crucial observable, the flux
received from a source
DL =
√
L
4piF , (1.22)
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where F is the observed flux and L is the bolometric luminosity. Unlike the angular
diameter distance, the luminosity distance at present time is lower than it was in
the past. This is a consequence of the expansion of the Universe, in fact the number
of photons emitted per unit area is diluted by the expansion.
The relation between luminosity distance and comoving distance is the following.
DL(z) = (1 + z)rcom(z). (1.23)
Equations (1.18) and (1.23) provide the so called distance-to-redshift relation.
In the local Universe, it can be used to directly measure the Hubble constant. In
fact, the equations (1.18) can be approximated to
z = H0rcom, (1.24)
where r is the distance to the source and the redshift z coincides with its recessional
velocity. This relation was observed for the first time by Hubble, who studied a
sample of "extragalactic nebulae", i.e. galaxies, at z < 0.003 and presented the
relations (1.24) in its seminal paper in 1929 (Hubble 1929). This was the first
evidence of the expansion of the Universe.
At higher redshift, equation (1.24) is not accurate. However, the distance-to-
redshift relation can be used to test the expansion rate of the Universe. What
is strictly necessary for this task is to have a sample of standard candles, i.e.
astronomical objects that emit with the same intrinsic luminosity L and whose
redshift can be measured. An example of standard candles are type Ia Supernovae,
i.e. Supernovae explosion caused by the merging of a white dwarf with another
star in a binary system. The measurements of the luminosity distance from type Ia
Supernovae shook the scientific community at the end of the last century (Perlmutter
et al. 1998; Riess et al. 1998). Comparing the measurements of the luminosity
distance for around 50 objects and the theoretical expectation for a homogeneous
and isotropic Universe, it was inferred that the current expansion of the Universe is
accelerating. Today, apart from galaxies and type Ia Supernovae, other astrophysical
objects are used or have been proposed to be used to test the distance-to-redshift
relation, for example the Gamma-Ray bursts (Amati & Della Valle 2013) or Quasars
(Risaliti & Lusso 2015). Furthermore, the recent detection of the gravitational waves
(GWs) signal from a binary neutron star inspiral (Abbott et al. 2017a) opened the
door to the possibility of using the GWs as standard sirens, i.e. the analogue of
standard candles for GWs. In fact, the distance to the source can be inferred from
the GWs signal, while the electromagnetic counterpart can be used to estimate
the redshift. A first measurement of the Hubble constant from a single GWs event
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Figure 1.1: A plot from (Abbott et al. 2017b) which shows the constraints of the Hubble
constant from different measurements. The green and orange bands show the 1-σ (dark
shaded region) and 2− σ (light shaded region) constraints from CMB (Ade et al. 2016a)
and SNe measurements (Riess et al. 2016), respectively. The blue contours represent the
constraints from the GWs emission from the merger of the binary neutron star system
and its electromagnetic counterpart. Continuous and dashed lines represent the 1-σ and
2-σ contour, respectively. In the GWs measurements, the Hubble constant is degenerate
with the cosine of the inclination angle of the system (the angle between the line of sight
and the angular momentum of the binary system). The cosine of the inclination angle is
shown on the y-axis.
has been recently presented (Abbott et al. 2017b). Since it is based on a single
event, the resulting measurement is not very accurate and it is consistent with
both the CMB measurement and the local measurements from SNe (see figure 1.1).
However, with the detection of a large number of events the statistics is expected
to improve and to help to shed light on the H0 tension.
Within the ΛCDM model, the current accelerated expansion of the Universe is
interpreted as the effect of cosmological constant in the Einstein equations. However,
the cosmological constant leads to some serious theoretical issues: a fine-tuning
problem and a coincidence problem (Weinberg 1989; Frieman et al. 2008). Regarding
the fine-tuning problem, the cosmological constant enters in the theory of gravity
in the same way as the quantum vacuum energy does. Therefore, the cosmological
constant that we estimate from observations will be a sum of a vacuum energy
contribution Λvac plus the extra degree of freedom in our theory Λ. i.e.
Λobs = Λvac + Λ. (1.25)
The contribution to the observed cosmological constant from the quantum vacuum
can be computed in Quantum Field Theory (QFT) and it depends on the ultraviolet
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cutoff of the theory. If we choose the Planck scale to be the cutoff energy, the
calculation leads to a value of Λvac which is around 120 orders of magnitude larger
than the measured Λobs. Therefore, we need to fine-tune the value of Λ in order to
compensate for the effect of the vacuum energy. Furthermore, the dark energy density
predicted for the cosmological constant is comparable today to the matter density,
despite the fact that matter and dark energy exhibit a different redshift evolution
(the equality time, according to the current observations, happened at zΛ ≈ 0.3).
This is known as coincidence problem. The anthropic principle is often advocated
in order to solve or alleviate the coincidence problem. The issues outlined above
motivated the development of alternative explanations for the accelerated expansion
that have a similar phenomenology to the cosmological constant. These alternative
models can have, as a starting point, the introduction of a new form of fluid or field
in our Universe (dynamical dark energy models) (see, for example, (Caldwell et al.
1998; Chiba et al. 2000; Khoury & Weltman 2004)), they can involve modification to
the gravity theory (modified gravity models) (see (Clifton et al. 2012) for a general
review) or can give up the Copernican principle (void models) (Clarkson 2012).
The current tests on the alternatives to the cosmological constant are based
on one of the following approaches:
Starting from first principles, one can derive the evolution equations for the
background and the perturbations for a specific model and computes the
observables that can be tested with data.
Parametrizing the modifications to the evolution of the background and/or
the perturbations (Kunz 2012). This phenomenological approach is certainly
more general. However, it presents the drawback of including modifications of
gravity that do not necessarily correspond to a physical model. Later in this
thesis we will consider departure from General Relativity through a specific
parametrization of the perturbations equations (see chapter 5).
Describing in a unified framework a generic class of scalar theory in terms of
unknown time-dependent function. This is the so called Effective Field Theory
(EFT) approach in the context of dark energy (Gubitosi et al. 2013; Bloomfield
et al. 2013; Piazza & Vernizzi 2013). A subset of the Effective Field theories
is given by the Horndenski models (Horndeski 1974), which describes, in
full-generality, the class of scalar-tensor theories, with second-order equations
of motion in the fields which are universally coupled to gravity.
A comprehensive analysis of alternatives to the ΛCDM model based on CMB
data can be found in Ref. (Ade et al. 2016b).
Chapter 2
THEORY OF COSMOLOGICAL PERTURBATIONS
The previous chapter was devoted to the description of the homogeneous and
isotropic Universe, its geometrical properties and the evolution equations. However,
the FLRW is a highly idealized model. We know today from the CMB anisotropies
that since the very early stages of the Universe some deviations from this model
were present and that these small perturbations grew as a consequence of their
mutual gravitational interactions to form the structures that we see today: stars,
galaxies, clusters, filaments, voids and so on.
The standard paradigm for cosmology prescribes that the initial conditions for
the primordial fluctuations are generated during an early phase of the Universe’s
life which is known as inflation. Inflation is a phase of accelerated expansion, due
to the dominance of the vacuum energy density associated with the potential of
a scalar field, the so-called inflaton field. It was first proposed by Alan Guth in
1981 to solve the well-known flatness, the horizon and the monopole problems
(Guth 1981) . However, the main merit of this paradigm is to provide a natural
way to generate the primordial perturbations that break the perfect homogeneity
and isotropy and allowed the observed structures to form (see (Bartolo et al.
2004) and references therein).
Since this thesis is mostly focused on the late-time Universe, we do not enter
into the details of the inflationary paradigm, but we will just consider the statistical
properties of the primordial fluctuations generated during the standard slow-roll
inflationary model, which gives an almost scale invariant power spectrum. This
aspect will be clarified in chapter 3. The aim of this chapter will be instead to
outline how the tiny fluctuations generated during the inflation phase evolved
from the early to the late-time Universe.
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2.1 Relativistic perturbation theory
In GR, perturbation theory on the gravitational field consists of splitting the full
space-time metric into a background g¯µν , which is a known solution of the Einstein
equations, plus some perturbations δgµν which are assumed to be small,
gµν = g¯µν + δgµν . (2.1)
The metric perturbations are related to the stress-energy tensor perturbations
by the Einstein equations,
δGµν = 8piGδTµν , (2.2)
where δTµν = Tµν − T¯µν denotes the perturbations of the stress-energy tensor and
we subtracted the background equations from the full system. From now on all
the background quantities will be denoted with a bar.
Scalar-vector-tensor decomposition
In cosmology the background solution is the FLRW Universe described in the
previous chapter. A general parametrization for the perturbed metric is the following
gµν = g¯µν + a2(η)hµν , (2.3)
with
hµν = −2Adη2 − 2Vidηdxi + 2Hijdxidxj. (2.4)
The metric perturbations Vi and Hij can be decomposed into scalar, vector and
tensor components
Vi = ∇iB +Bi, with ∇iBi = 0, (2.5)
Hij = HLδij + ∂〈i∂j〉HT + ∂(iH
(V )
j) +H
(T )
ij , (2.6)
where
∂〈i∂j〉HT ≡
∂i∂j − 13δij
HT, (2.7)
∂(iH
(V )
j) ≡
1
2(∂iH
(V )
j + ∂jH
(V )
i ). (2.8)
In an analogous way, we can define the perturbations for the stress-energy tensor:
δT 00 = −ρ¯δ, (2.9)
δT i0 = (ρ¯+ P¯ )vi, (2.10)
δT ij = δPδij + Πij. (2.11)
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The 00 component represents the density perturbation: δ is the density contrast
δ = (ρ − ρ¯)/ρ¯. The i0 component is the momentum density of the fluid, vi is
the peculiar velocity field, i.e. the fluid velocity with respect to the Hubble flow.
The latter can be further decomposed into a scalar irrotational component and
a divergenceless vector part:
vi = −∇iv + viR with ∇iviR = 0. (2.12)
It is useful to introduce the divergence field θ and the vorticity ω, which are the
divergence and the curl of the velocity field, respectively
θ = ∂ivi, (2.13)
ωi = ijk∂jvk, (2.14)
where ijk denotes the Levi-Civita symbol. The ij components of the stress-energy
tensor perturbations depend on the pressure perturbation δP and on the anisotropic
stress Πij . The latter can be further decomposed into Πij = ∂〈i∂j〉Π + ∂(iΠ
(V )
j) + Π
(T )
ij .
The gauge issue in cosmology
The decomposition performed above splits the metric perturbations into 4 + 4 + 2
scalar, vector, tensor degrees of freedom, respectively. However, due to the general
covariance property of the GR field equations, some of these degrees of freedom
are redundant and not physical. In fact, the metric perturbations are not uniquely
defined, they depend on the specific slicing of the spacetime and it is of crucial
importance to distinguish the physical perturbations from the fictitious ones. There
are two possible approaches, which are in a way complementary, to this issue:
1. To define gauge invariant perturbations and solve the corresponding gauge
invariant equations. The formalism that follows this approach is the gauge in-
variant perturbation theory (Bardeen 1980; Kodama & Sasaki 1984; Mukhanov
et al. 1992; Durrer 1994, 2008).
2. To fix a convenient gauge, i.e. a specific time slicing, and to compute observable
quantities in this gauge. In fact, observables are physical and do not depend
on the gauge. Therefore, even if the starting point is not fully general, the
results are.
There are many gauges that are commonly adopted in cosmology, here a list of
the gauges that will be employed in the following chapters:
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Newtonian or longitudinal gauge, which fixes B = HT = 0, and neglects
vector and tensor perturbations. The metric can be then expressed as a
function of the Bardeen potentials Ψ and Φ, which are the gauge invariant
scalar perturbations:
ds2 = a2(η)[−(1 + 2Ψ)dη2 + (1− 2Φ)δijdxidxj]. (2.15)
Synchronous gauge, for which the metric components g00 and g0i are
unperturbed
ds2 = ds2 = a2(η)[−(dη2 + (δij + hij)dxidxj], (2.16)
and hij can be decomposed into two scalars, two vectors and two tensors
degrees of freedom (see (Ma & Bertschinger 1995) for details).
Poisson gauge, which is the generalization of the Newtonian gauge to include
vector and tensor perturbations. The metric takes the form
ds2 = a2(η)[−(1+2Φ)dη2−2Bidηdxi+(1−2Ψ)δijdxidxj+hijdxidxj], (2.17)
where Bi is transverse and hij is transverse and traceless, i.e. δij∂iBj =
δijhij = δjk∂khij = 0.
The linearized Einstein equations in Newtonian gauge
The decomposition described above is particularly useful to study the linear evolution
of perturbations since, at linear order in perturbations theory, the evolution of
scalars, vectors and tensors decouples. Therefore, the three categories can be treated
separately. In vacuum, both scalar and vector modes vanish, while the tensor modes,
which represent gravitational waves, can propagate. For a non empty Universe,
scalar perturbations represent the density and the gravitational potential sourced
by irrotational matter and therefore they represent the seeds that grow to form
structures. Vectors are related to the frame-dragging effect in the metric and the
rotational velocity of the cosmological fluid. Most of the inflationary models do
not contemplate the generation of vector modes in the primordial Universe and,
even if they were present due to some unknown mechanism, at the linear level
they are expected to decay in a matter dominated era due the expansion of the
Universe. We will see in part III that non-linearities in the late-time Universe
generate vector modes, i.e. vorticity, due to shell-crossing. However, in the linear
treatment of cosmological perturbations they can safely be neglected and they will
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be explicitly neglected up to chapter 7 in this thesis . Tensor modes are expected to
be produced in the primordial Universe and they are expected to leave an imprint
in the CMB polarization power spectrum. They have not been detected so far, but
there is huge effort in the CMB community to hunt for their signal (see Akrami et al.
(2018b) for the current status of the constraints on the tensor modes). However,
they have not been investigated in the work presented in the next chapters and,
therefore, they will be neglected throughout this thesis.
Focusing on the scalar modes alone, the linearized Einstein equations in New-
tonian gauge, for a comoving Fourier mode k, can be written as follows
k2Φ + 3HΦ˙ + 3H2Ψ = −4piGa2ρ¯δ, (2.18)
k2(Φ′ +HΨ) = 4piGa2(ρ¯+ P¯ )θ, (2.19)
Φ¨ +H(2Φ˙ + Ψ˙) + (2H˙ +H2)Ψ + 13k
2(Φ−Ψ) = 4piGa2δP, (2.20)
k2(Φ−Ψ) = 12piGa2(ρ¯+ P¯ )σ, (2.21)
where the right-hand sides are sourced by all the contributors to the matter-
energy content. The quantity σ is the so called anisotropic stress, related to the
traceless part of δT ij as follows∂i∂j − 13δij
δT ij = (ρ¯+ P¯ )σ. (2.22)
The equations (2.18), (2.19), (2.20), (2.21) are derived from the time-time, the
time-space, the trace of the space-space and the off-diagonal term of the space-space
components of the Einstein equations, respectively. Only two of these equations are
independent. By combining (2.18) and (2.19) we obtain the following equation
k2Φ = −4piGa2ρ¯D, (2.23)
where D ≡ ρ¯δ + 3H(ρ¯+ P¯ )θ/k2 is the density contrast in synchronous gauge, and
equation (2.23) is the relativistic equivalent of the Poisson equation.
The set of equations discussed above is accompanied with the conservation of
the stress-energy tensor ∇µT µν = 0, which applies separately to each component.
However, the stress-energy conservation is a consequence of the Bianchi identity
and it does not provide an independent equation. In conformal newtonian gauge,
assuming that the perturbations are isentropic, the conservation law can be expressed
as (Ma & Bertschinger 1995):
δ˙ = −(1 + w)(θ − 3Φ˙)− 3H˙(c2s − w)δ, (2.24)
θ˙ = −H(1− 3w)θ − w˙1 + wθ +
c2s
1 + wk
2δ − k2σ + k2Ψ, (2.25)
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where c2s ≡ δP/δρ is the squared adiabatic sound speed, that is related to the
background equation of state by c2s = w + ρdw/dρ. For a single component in
the stress-energy tensor we are provided with 4 independent equations and the
following 6 degrees of freedom: {Ψ,Φ, δ, θ, σ, c2s}. Therefore, in full generality the
Einstein equations and the conservation law for the stress-energy tensor are not
sufficient to fully characterise the system. For a perfect fluid we can reduce the
number of degrees of freedom by setting to zero the velocity dispersion and by
fixing the adiabatic sound speed of the fluid to be c2s = w:
σ = 0, δP = c2sδρ. (2.26)
However, if these conditions do not hold for the fluid under consideration one
needs to consider the full Boltzmann equation for the phase space distribution
of the fluid f(η,x,v) (Dodelson 2003)
df
dη
= C[fX ], (2.27)
where the right-hand side represents the collision term, which depends on the
interaction between all the fluid components. In the case of photons, which is
relevant for the CMB observations, the collision term is crucial to include the
Compton scattering between photons and electrons before decoupling. Although
very relevant for modern cosmology, we are mainly interested in the large scale
structure of the Universe. At the time where structures start to form, baryons
and dark matter are coupled through gravity: baryons fall into the dark matter
potential well and form galaxies in the most overdense regions. Therefore, in first
approximation we want to study the evolution of dark matter.
Assuming that no anisotropic stress is present (Ψ ≡ Φ) at the linear level and
assuming a constant equation of state for all the species c2s = w, the evolution
equations for the dark matter component in a perturbed FLRW Universe consist of
one evolution equation for the gravitational potential and one evolution equation
for the density contrast:
Φ¨ + 3(1 + c2s )HΦ + c2sk2Φ = 0, (2.28)
δ¨ +Hδ˙ = −k2Φ + 3HΦ˙ + 3Φ¨. (2.29)
The sound speed in equation (2.28) depends on which components is predominant
in the cosmological era under consideration. Therefore, different stages of the
evolution will present different solutions. The system of equations (2.28) and
(2.29) can be solved analytically in two regimes, the super-horizon limit and
the sub-horizon limit.
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Super-horizon solution
The super-horizon limit assumes that the scales of interest are much larger than
the Hubble horizon 1/H, i.e. k << H. This condition is particularly relevant in
the early Universe, when the super-horizon condition is fulfilled for most of the
modes. Under this assumption, the third term in equation (2.28) can be neglected
and the evolution of the gravitational potential is determined by
Φ¨ + 3(1 + c2s )HΦ˙ = 0. (2.30)
Equation (2.30) admits a constant solution
Φ(k, η) = Φ(k, η0), (2.31)
therefore the metric perturbations are frozen outside the Hubble horizon. This is
valid at all time for the scales outside the horizon, as long as the adiabatic sound
speed is constant 1. The equation for the density contrast simplifies to
δ¨ +Hδ˙ = 0. (2.32)
Therefore, the density contrast presents a constant solution as well.
Sub-horizon solution
As the Universe is expanding, the size of the Hubble horizon increases and modes
start entering the horizon. There are two cases of interest: modes that enter
the horizon in the radiation era and modes that enter the horizon in the matter
dominated era. For a mode that enters the horizon during the radiation era, the
sound speed is c2s = 1/3 and the conformal Hubble rate is H = 1/η. Therefore,
the evolution equation for the potential is
Φ¨ + 4
η
Φ˙ + k
2
3 Φ = 0. (2.33)
This equation admits the following solution (Dodelson 2003)
Φ(k, η) ∼
(
sin (kη/
√
3)− (kη/√3) cos (kη/√3)
)√3
kη
3. (2.34)
From equation (2.34) we see that there are two physical effects that determine the
evolution of the gravitational potential: the expansion of the Universe suppresses
1At the transition from the radiation to the matter dominated there is a change in adiabatic
sound speed, such that the gravitational potential decreases by a factor 9/10
2. Theory of cosmological perturbations 21
the gravitational potential, while the radiation pressure forces the potential to
oscillate. The evolution equation for the density perturbations is given by equation
(2.29), where the source is the solution of the evolution equation for the potential.
According to this equation, the density contrast evolves as
δ ∼ ln (Bkη). (2.35)
where B is a constant. Thus, inside the horizon, in the radiation era, the density
perturbations have a logarithmic growth. The growth results to not be very efficient
due to the radiation pressure.
For a mode that enters the horizon during the matter dominated era, the
evolution equation for the potential reduces to an equation in the same form
as equation (2.30), since the sound speed is zero. Therefore, in this phase the
potential stays constant due to the fact that the gravitational growth is balanced
by the expansion of the Universe.
The growth of density perturbation in a matter dominated era can be derived
from equation (2.29) and the Poisson equation. However, since this is the central
topic in the large scale structure formation and evolution, we prefer to derive this
result from a more general framework and this will be the topic of the next section.
2.2 The Vlasov equation
In full generality, the dark matter component is fully characterised by its phase
space distribution f(η, r,v). The evolution of the phase space distribution is given
by the collisionless Boltzmann equation, i.e. the (2.27) with no collisional terms,
which is also known as Vlasov equation and expresses the conservation of density
in phase space. The Vlasov equation can be explicitly written in the following way:
∂f
∂η
+ v · ∇f −∇φ · ∂f
∂v = 0, (2.36)
where r denotes the comoving coordinates, related to the physical coordinates x
by x = a(η)r, and v is the peculiar velocity, related to the physical velocity
vphis by v = vphis − Hr.
The dark matter properties are fully determined by the solution of the Vlasov
equation, coupled with the Poisson equation.
The relevant dynamical quantities such as density, momentum and stress tensor,
can be derived from the phase space distribution by taking its moments, i.e. by
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integrating the phase space distribution in velocity space. The 0th, 1st and
2nd moments are
ρ ≡
∫
f(η,x, v˜)d3v˜, (2.37)
ρvi ≡
∫
f(η,x, v˜)v˜id3v˜, (2.38)
ρ(vivj + σij) ≡
∫
f(η,x, v˜)v˜iv˜jd3v˜. (2.39)
An infinite number of moments for the phase space distribution function can be
defined similarly, and an infinite number of evolution equations can be obtained
from the moments of the Vlasov equation. The 0th moment of the Vlasov equation
is the continuity equation,
δ˙ +∇ · {[1 + δ]v} = 0, (2.40)
while the 1st moment gives the Euler equation,
v˙+Hv+ v · ∇v = −∇Φ− 1
ρ
∇i(ρσij). (2.41)
Note that the nth moment of the Vlasov equation is the evolution equation
for nth moment of the phase space distribution function and it relates the latter
to the (n + 1)th moment of the phase space distribution. Therefore, in order to
close the system, one needs to truncate the system hierarchy by setting to zero
the (n + 1)th moment and solving the system of n equations.
In cosmology it is common to truncate the hierarchy at the 2nd moment, i.e. to
assume that the dark matter can be modelled as a perfect fluid such that σij = 0.
The resulting system of equations are known as Newtonian fluid equations in
Eulerian coordinates. In the linear regime, they simplify to
δ˙ = −θ, (2.42)
θ˙ +Hθ + 32Ωm(a)H
2δ = 0, (2.43)
ω˙ +Hω = 0, (2.44)
where the Euler equation has been decomposed into its scalar and vector part, and
Ωm(a) is the critical parameter as a function of the scale factor.
From equation (2.44), it follows that, at the linear level, a primordial vorticity,
if present, would decay in an expanding Universe as ω ∼ 1/a. Therefore, within
linear perturbation theory, it can be safely neglected.
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The remaining equations, in terms of δ and θ, can be written as a single
second-order differential equation:
D¨(a) +HD˙(a) = 32Ωm(a)H
2D(a), (2.45)
where D(a) is the linear growth factor, defined from δ(r, a) = D(a)δ(r, 1). The
equation has two independent solutions, D+(a) and D−(a), which represent a
growing and decaying mode, respectively. The density contrast in terms of the
growing and decaying modes reads
δ(r, a) = D+(a)A(r) +D−(a)B(r), (2.46)
where A and B are two generic functions of the comoving coordinate r, and
the divergence field is
θ(r, a) = −H[f(a)D+(a)A(r) + g(a)D−(a)B(r)], (2.47)
with
f(a) ≡ dlnD+
dlna g(a) ≡
dlnD−
dlna . (2.48)
In a matter dominated Universe, i.e. for Ωm(a) = 1, the equation (2.45) has a
simple analytical solution: the decaying modes isD− = a−3/2 and the evolution of the
density contrast is determined by its growing mode D+ = a. The velocity divergence
is simply related to the density contrast by θ = −Hfδ. In the present Universe
both dark energy and dark matter are relevant and the present growth factor is
D+(a) =
5Ωm
2
H
H0
∫ a
0
da˜
(
H0
a˜H(a˜)
)3
. (2.49)
In this section, starting from the Vlasov equation, we showed that in a matter
dominated era the linear density perturbations grow as the scale factor. Therefore,
the growth of structures in this phase is significantly more effective with respect
to the logarithmic growth in the radiation dominated era.
In the next section we will go beyond linear perturbation theory, with a particular
focus on the N-body method, the method used to solve the Vlasov-Poisson system
through numerical simulations.
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2.3 Beyond linear perturbation theory:
the N-body method
The theory of linear perturbation outlined in the previous sections is able to describe
the evolution of density and metric perturbations on large scales and in the early
phases of the Universe. However, its range of validity is limited when applied to
the large scale structure, especially in the low-redshift regime. For this reason,
many techniques have been explored in order to reach a high level of accuracy in
modelling non-linear effects in the LSS. In this section we are interested in the
evolution of the density perturbations beyond the linear perturbation theory, which
can be studied through the following strategies:
Including higher order corrections within a perturbative method (see
(Bernardeau et al. 2002) for a detailed review). This approach has the
advantage of being fully analytical. However, it cannot cover the highly
non-linear regime, since a perturbative approach based on the expansion of
the density contrast is valid as long as δ ≤ 1.
The Effective Field Theory of LSS (Baumann et al. 2012; Carrasco et al.
2012)2 , which models the dark matter as an effective fluid, i.e. the perturbative
variables are smoothed on scales larger than the non-linear scale in order
to assure that they remain small. This approach is semi-analytical, since
it introduces in the theory some extra parameters that depend on the
microscopical properties of the dark matter fluid and that need to be fitted
from data or from small numerical simulations.
The halo model (Cooray & Sheth 2002), a semi-analytical framework based
on the assumption that the dark matter mass content in the Universe is
distributed into discrete quantities, the dark matter halos. In this framework,
the statistics of the dark matter density on non-linear scales can be inferred
from the statistics of the halos, that can be studied through numerical
simulations. The halo model is often employed to model the properties
of the dark matter tracers, such as galaxies, by simply assuming that observed
tracers are generally found inside the dark matter halos. This method will be
employed in chapter 6 in order to model the relation between the bias and
the shot-noise of a dark matter tracer. Therefore, more details will be given
in chapter 3, where we will introduce the bias, and in chapter 6, where we
will report more details on its concrete application.
2Effective field theories can be classified as well as perturbative methods. However, we prefer
to distinguish them from the fully analytical approach.
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Solving the Vlasov-Poisson system with a numerical simulation. Numerical
simulations are the most effective way to accurately study the non-linear regime
of structure formation. Nevertheless, it is important to keep in mind that
they are much more time consuming that the other options and suffer from
finite-volume and finite-resolution effects.
In this section we will focus on the fourth option, and in particular on how it can
be realized with the N-body method (Hockney & Eastwood 1988). The N-body
method consists in simulating a finite comoving volume of the Universe V ≡ L3box.
The size of the box depends on the specific phenomenon that is under investigation.
It is important to keep in mind that a simulation cannot study scales which are
larger than the box-size and that the largest scales available in a simulation may
have a large statistical uncertainty. The dark matter phase space distribution is
sampled at some discrete locations in phase space, represented by the position
and velocity of an N-body particle, inside the simulation box. The number of
the N-body particles N3part defines the mass resolution of the simulation. i.e. the
mass of the individual particles,
mp = ρ¯(Lbox/Npart)3, (2.50)
where ρ¯ is the homogeneous density and it is fixed by the cosmology. Each N-body
particle represents a fluid element or an ensemble of particles of total mass mp,
to which it is assigned a position ri and a velocityvi (each N-body particle is
single-valued in velocity space). Therefore, the sampled phase space distribution
for the dark matter fluid is
f(η, r,v) =
∑
i
δ(r− ri)δ(v− vi). (2.51)
Note that the velocity field is in general not single valued, since several particles
with different velocities may contribute to it, at a fixed position. The particles
positions and velocities are initialized at a certain redshift (usually in the range
50 ≤ z ≤ 100), such that at the corresponding cosmic time a perturbative approach
is still meaningful and provides accurate initial conditions. Initial conditions can
be set either by the linear solution for the displacement field or by a higher order
solutions. The particles are evolved according to the theory of gravity implemented
in the N-body code. This point allows us to make a first distinction between N-body
codes that evolve particles according to Newtonian gravity or General Relativity.
Newtonian codes evolve the particles according to the equation of motion
dxi
dt
= vi, mp
dvi
dt
= Fi, (2.52)
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where Fi ≡ −∇Φ is the gravitational force acting on the i-th particle. The
gravitational potential Φ is sourced by the particles distribution through the Poisson
equation. The crucial point for an N-body code is a fast and accurate algorithm
to compute the forces between particles. There are several ways on the market
to estimate the gravitational forces. Here we list the most common choices for
dark matter only simulations:
Particle-particle methods (PP). It estimates the force of each particle as
the sum of the contribution of the other (N − 1) particles. Therefore, the
computational time of the forces at each time-step scales as N2.
Particle-mesh methods (PM). The masses of the particles are projected
onto a regular lattice in order to estimate on each point the density field. On
the regular grid, the Fast Fourier Transform (FFT) algorithm is used to solve
the Poisson’s equation in an efficient way. This method drastically reduces
the computational cost, which now depends also on the number of grid-points
N3grid. The price to pay is that the simulation resolution is limited by the
grid-spacing δx = Lbox/Ngrid.
Tree methods. For each particle, the force is computed as the sum of the
contribution of several hierarchical groups such that only the neighboring
particles are treated individually. The contribution of distant groups of
particles are approximated as if all the particles in the group were located at
their center of mass. The computational time scales as N ln (N), therefore
this method is more efficient with respect to the PP method.
In the PP and Tree methods the spatial resolution of the simulation is given by the
softening lenght , a numerical artifact that is needed in order to prevent forces
between very close particles to diverge. Therefore, the Newtonian forces between
two particles i and j are effectively computed as
Fij = Gmimj
ri − rj
(|ri − rj|2 + 2)3/2 . (2.53)
Some codes employ a hybrid method, i.e. a combination of the previously mentioned
approaches (for example the code GADGET-2 implement the TreePM method
(Springel 2005)).
Most of the Newtonian codes in the market implement hydrodynamics in their
simulations. The standard implementation of the hydrodynamics equations is
usually based either on a Lagrangian approach, employing a smoothed particle
hydrodynamics (SPH) technique (Monaghan 1992), or an Eulerian approach,
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where the Eulerian equations for the fluid are solved on a Cartesian mesh with
adaptive mesh refinement (AMR) (Berger & Colella 1989). Recently, tessel-
lation methods have been proposed in order to improve the accuracy of the
hydrodynamical cosmological simulations (Springel 2010). These methods build
an irregular grid, which is adapted to the N-body particles distribution, and solve
the hydrodynamics equations by applying finite-volume methods to this evolving
irregular mesh. The most common examples of tessellations are the Voronoi
tessellation and the Delaunay tessellation. The Voronoi tessellation splits the
simulation domain in regions containing one and only one particle each. The
distance between the particle and each point belonging to its region is not greater
than the distance between the same point and any other particle in the simulation.
Instead, the Delaunay tessellation splits the domain in tetrahedra such that their
vertices correspond to the particles’ positions. The Voronoi tessellation is employed
by the moving-mesh N-body code Arepo (Springel 2010), which is currently the
state-of-the-art of Newtonian cosmological simulations (Vogelsberger et al. 2014).
Newtonian N-body codes have a long and successful tradition in the literature
and are now able to cover a wide dynamical range for the dark-matter and baryons
clustering (Efstathiou et al. 1985; Frenk et al. 2000; Springel et al. 2005, 2006;
Boylan-Kolchin et al. 2009; Shandarin et al. 2012; Springel 2010; Springel et al. 2018).
However, the Newtonian approximation neglects the horizon effects that naturally
arise in GR and that may have an impact on the non-linear evolution. In the past
years N-body methods have been developed in order to go beyond the Newtonian
approximation and treat in a self-consistent way relativistic sources (Adamek et al.
2014, 2016a,b, 2017). These methods have been implemented in the N-body code
gevolution. gevolution is a particle-mesh code which employs a weak-field expansion
of the Einstein equations in Poisson gauge. Instead, the stress-energy tensor which
sources the Einstein equations is evolved in the full non-linear regime and the
particles move according to the relativistic geodesic equations. The relativistic
approach has the advantage of being self-consistent in a cosmological framework,
which is based on General Relativity. However, since this approach has been
explored in the recent past, it does not offer all the tools that are currently
available for the Newtonian codes (such as AMR and baryons effects). In this
thesis, the code gevolution has been used to investigate the generation of vorticity
in large-scale structure. Therefore, more details on the structure of the code will
be given in part III of this thesis.
To summarize, in this chapter we outlined the theory of linear cosmological
perturbation in a FLRW Universe and the numerical methods that are commonly
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employed to go beyond the linear approximation. Up to this point, we know which
are the theoretical predictions for the evolution of theoretical quantities such as
the local density contrast of dark matter and the gravitational potential. The next
chapter links these theoretical results to the observables in the LSS.
Chapter 3
LARGE SCALE STRUCTURE OBSERVABLES
In the previous chapters we described the framework to study the evolution of
cosmological perturbations in a FLRW background. However, we do not know
exactly the initial conditions of our Universe, since the process that has generated
the initial conditions is stochastic. The consequence is that we can only model the
evolution of the Universe statistically. In this chapter, we will briefly review the
statistical description of the cosmological perturbations, which is necessary in order
to link the theoretical model previously discussed with observations. In section 3.1
we will discuss the random field description for the cosmological perturbations and
we will define the statistics of the perturbations in terms of the correlation function
and the Fourier power spectrum. In section 3.2 we describe the scale dependence
of the matter power spectrum and its baryon acoustic feature. Section 3.3 will
introduce the bias for the LSS tracers and the redshift space distortions effect.
3.1 Statistics of random fields
In a statistical description of cosmological perturbations, the Universe that we
observe is a single realization of a statistical ensamble. Each cosmological field is a
stochastic field and it is statistically homogeneous and isotropic, i.e. the probability
distribution function is invariant under translations and spatial rotations.
The 2-point correlation function ξΨr for a random field Ψr is
〈Ψr(x1)Ψr(x2)〉 = ξΨr(|x1 − x2|), (3.1)
where the operator 〈〉 represents the average over the ensemble.
The correlation function depends only on the distance between the two co-
ordinates x1 and x2 as a consequence of statistical homogeneity and isotropy.
We will precise later that this symmetry is broken in the observed correlation
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function, since we observe in redshift space. The random fields which are relevant
in cosmology are generally assumed to be gaussian. Under this assumption, the
gaussian random field is ergodic, i.e. the information on its correlators can be
extracted from a single realization by simply interpreting the average operator
over the ensemble as a spatial average.
In the case of the density contrast, the 2-point correlation function has an
intuitive physical interpretation: it represents the excess probability with respect
to a uniform distribution of finding two particles in the infinitesimal volumes dV1
and dV2. Indeed, for a random distribution one would expect this probability to
be related to the number density n¯ as dP = n¯2dV1dV2, while for a not random
distribution we can write this probability in terms of the density 2-point function ξ,
dP = n¯2[1 + ξ(r)]dV1dV2. (3.2)
Another relevant statistical quantity is the Fourier counterpart of the correlation
function, the power spectrum P (k). Assuming statistical homogeneity and isotropy,
the power spectrum is defined as
〈Ψr(k1)Ψr(k2)〉 = (2pi)3δD(k1 + k2)PΨr(k), (3.3)
where δD is the Dirac delta operator, and the Ψr(k) is the Fourier transform
of the field Ψr(x).
3.2 Primordial power spectrum and matter power
spectrum
In the previous section, we defined the statistical quantities which are relevant
for any random field. In this section, we use these definitions to state which are
the statistical prediction for the initial condition from the inflationary paradigm
and we comment on the implication of these initial condition on the shape of
the matter power spectrum.
As it was mentioned before, inflation is a phase in early Universe characterized
by an exponentially accelerated expansion. The inflaton field, which is the scalar
field responsible for the accelerated expansion, is not homogeneous but fluctuates
due to quantum mechanical effects. These fluctuations follow the expansion of the
Universe and, when they become larger than the Hubble horizon, they are frozen.
At the end of the inflationary era, the inflaton field decays into particles and the
fluctuations of the inflaton field, which were frozen outside the horizon, generate the
primordial fluctuations in the energy density. The inflationary paradigm predicts
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the statistics of the initial perturbations. In terms of the primordial gravitational
potential Φ(k), the primordial power spectrum PΦ(k) can be defined as
〈Φin(k1)Φin(k2)〉 = (2pi)3δD(k1 + k2)PΦ(k). (3.4)
The primordial power spectrum can be parametrized as follows:
PΦ(k) =
As
k3
(
k
k∗
)ns−1
, (3.5)
where As is the amplitude of the primordial spectrum, k∗ is the pivot scale and
ns is the spectral index. Inflation predicts a primordial spectrum that is almost
scale-invariant, i.e. ns is very close to 1.
In chapter 2 we discussed the evolution of linear cosmological perturbations. In
the light of what we previously discussed and given the primordial power spectrum
in (3.5) we can predict the shape of the matter power spectrum Pm(k). In particular
we can split the matter power spectrum in three regions:
The low-k limit. These very large scales include modes that are today
outside the horizon. Both potential and density modes are constant in
time (in Newtonian gauge). Therefore, we expect the matter power spectrum
to reproduce the scale-dependence of the primordial spectrum:
Pm(k) ∼ k−3 for k < H. (3.6)
Modes that enter the horizon in a matter dominated era. The density
fluctuation grows as the scale factor in this stage. Modes that enters the
horizon at earlier times, i.e. the smaller modes, are expected to have a larger
amplitude. Therefore, the matter power spectrum is expected to grow with k
and to reach a maximum amplitude corresponding to k = keq. The slope of the
power spectrum in this range can be computed from the primordial spectrum
and the Poisson equation, which relates the density and the gravitational
potential. The result is
Pm(k) ∼ k for H < k < keq. (3.7)
Modes that enter the horizon in a radiation dominated era. Modes
that enter the horizon in the radiation era have a logarithmic growth after the
horizon crossing. Therefore, after the equality we expect the power spectrum
to decay as the primordial spectrum, modulated by a logarithmic factor:
Pm(k) ∼ k−3[ln (const · k)]2 for k > keq. (3.8)
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Figure 3.1: The linear matter power spectrum at z = 0, as measured from different
cosmological probes. The figure is reprinted from (Akrami et al. 2018a). The largest
scales are probed by the CMB temperature maps (blue data-points). Intermediate scales
are tested through CMB polarization, CMB lensing and galaxy clustering, orange, green
and red points, respectively. The small scales regime is constrained by the Lyman-α
forest and cosmic shear measurements (denoted by violet and yellow data-points). The
black line is the theoretical matter power spectrum (in synchronous gauge) for the best-fit
parameters.
In the discussion above, we specified that super-horizon modes decay as k−3
in Newtonian gauge. This clarification is needed when discussing the properties
of the Fourier space power spectrum since this quantity is not a direct observable
and the super-horizon evolution depends on the gauge (Challinor & Lewis 2011;
Bonvin & Durrer 2011). In synchronous gauge, the power spectrum does not
show any divergence in the low-k limit.
The main feature of the matter power spectrum for modes that entered the
horizon in the matter and radiation dominated era are displayed in figure 3.1, which
was presented in the latest Planck data analysis (Akrami et al. 2018a).
In the discussion above, we did not mention the effect of the dark energy in
the matter power spectrum. A cosmological constant is expected to not affect
the shape of the matter power spectrum. However, the accelerated expansion is
expected to contrast the dark matter clustering. Therefore, the amplitude of the
power spectrum is slightly suppressed with respect to the prediction that only
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consider matter as the full energy density content. Another effect that was not
discussed is the impact of baryons.
3.2.1 Baryon Acoustic Oscillations
Baryons are a small fraction (∼ 15%) of the total matter content. However, their
presence leaves an important imprint in the matter power spectrum and correlation
function: the Baryon Acoustic Oscillations (BAO) feature. In the radiation era,
before electrons and protons combine to form neutral hydrogen (recombination),
baryons are tightly coupled to photons and they behave as a single fluid. The
gravitational attraction between the massive baryons tends to compress the fluid,
while the radiation pressure due to photons forces the fluid to expand. The net
effect is that the fluid oscillates and generate a sound wave which propagates in
the early Universe. The sound wave propagates until recombination, when photons
free-stream, while baryons stop to propagate and stay at the distance travelled by
the photon-baryon fluid, which is called the sound horizon:
rs =
∫ ηrec
η=0
csdη =
∫ ∞
zrec
dz
cs
H(z) , (3.9)
where cs is the sound speed and depends on the ratio between the baryon and
the photon density: cs = [3(1 + 3/4(ρb/ργ))]−1. This preferred scale for baryons
translates into an excess of clustering in the matter correlation function, the BAO
peak, and into an oscillating feature in the matter power spectrum. The amplitude
of the BAO peak depends on the ratio between the baryon density and the dark
matter density, while the position of the BAO peak is given by the size of the sound
horizon (equation (3.9)). The BAO scale is known at the 0.3% level from CMB
measurements (Ade et al. 2016a; Aghanim et al. 2018a). Therefore, it is a standard
ruler : combining the CMB measurements with the BAO measurements from galaxy
clustering at different redshift, it is possible to reconstruct the expansion history.
The BAO scale has been first measured from galaxy clustering in 2005 by the
Sloan Digital Sky Survey (SDSS) at z ≈ 0.3 (Eisenstein et al. 2005). Currently
the state-of-the-art measurements come from the Baryon Oscillation Spectroscopic
Survey (BOSS), both from galaxy clustering at z < 1 (Ross et al. 2017; Beutler et al.
2017; Vargas-Magana et al. 2016) and from the fluctuations in the Lyman-α flux
and its cross-correlation with quasars at z ∼ 2.3 (Bautista et al. 2017; du Mas des
Bourboux et al. 2017). Future planned galaxy survey, such as Euclid (Amendola
et al. 2013) and the Dark Energy Spectroscopic Instrument (DESI) (DESI 2015)
will measure the BAO peak with a much better statistics, making of the BAO one
of the major probe for the expansion of the Universe and the dark energy.
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To summarize, in this section we introduced the linear matter power spectrum
and the correlation function. In the next section we will show how the matter power
spectrum in related to the power spectrum of an observed LSS tracer, i.e. we will
discuss how to model the bias and the how the peculiar velocities of the tracer
affect the measurements of the power spectrum and the correlation function.
3.3 Bias and redshift space distortions
In the previous section we defined the statistical quantities relevant to understand
the properties of the dark matter fluid. However, the dark matter density and
velocity cannot be directly observed. In fact, cosmological surveys detect galaxies
or other tracers, whose formation is the result of complex and not-fully understood
physical process. For simplicity, in this section we will assume galaxies to be
our reference tracer. We denote with ∆gal the observable quantity for a galaxy
survey, while δgal refers to the local galaxy overdensity as it would be measured
by an observer comoving with the source. However, the discussion can be easily
generalized to any LSS tracer.
A crucial point is understanding which is the relation between the observable
∆g and the dark matter density contrast that is predicted from our theory. We will
focus here on two effects: the galaxy bias and the redshift space distortions (RSD).
Bias
The galaxy bias relates the fluctuation in the dark matter density to the local
fluctuation of the observable δgal (see (Desjacques et al. 2018) for a recent review).
The simplest model consists of assuming a non-linear relation in the form δgal = g(δ),
that can be Taylor expanded as follows (Fry & Gaztanaga 1993):
δgal(x, z) =
∞∑
n
bn(z)
n! δ
n(x, z). (3.10)
This model for the bias is known as local bias. On very large scales, the bias is
usually assumed to be local and linear, i.e. the Taylor expansion is truncated at
the linear order, leading to the simple relation
δgal(x, z) = b(z)δ(x, z). (3.11)
On small scales, the relation (3.11) is expected to break down and the bias to
exhibit a scale dependence. A semi-analytical approach to model the non-linear
bias is the already mentioned halo model (see for example (Cooray & Sheth 2002)).
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Within the halo model, dark matter tracers are found in the so called halos, regions
that were dense enough to collapse into a virialised structure. Halos are biased
tracers of the dark matter distribution, but unlike galaxies or any other observed
tracer, their properties must be studied through N-body simulations. At a given
redshift, fits from simulations provide the halo mass function, i.e. the halos comoving
number density, and the halo bias, as a function of the halo mass alone. In this
framework, it is possible to link the properties of the halos to the properties of a
galaxy population, provided that we can model or measure from data the average
number of galaxies within a halo of a certain mass. In this framework, density
and bias of a given tracer depend on how massive is the halo that hosts them. A
comprehensive review of the halo model is beyond the scope of this thesis, however
more details on the concrete application of the halo model to study the shot-noise
and the bias of a tracer will be given in chapter 6.
Redshift Space Distortions
As we mentioned in the above lines, the bias relates the dark matter distribution
to the local galaxy overdensity. However, the galaxy overdensity δg is not a direct
observable. This is a consequence of the fact that we do not observe comoving
distances directly, but a redshift survey collects photons coming from a source at a
given redshift and those photons have crossed the foreground large scale structure
before reaching the survey’s detector. In the specific case of a galaxy survey, the
true observable is the number of galaxies that are seen at a certain angle in the
sky and at a given redshift. In this section we will focus on the linear redshift
space distortions (see (Hamilton 1997) for a general review), i.e. the impact of the
peculiar velocities on the observed overdensity. In part II we will see that redshift
space distortions (RSD) is the dominant effect, but not the only one. We will give
the full expression of the galaxy number count at the linear order and we will detail
the several physical effects that affect the observable.
In 1987 Kaiser was the first to point out that statistical properties of galaxies are
sensitive to both the dark matter distribution and the galaxies peculiar velocities
(Kaiser 1987). The linear redshift space distortions effect is displayed in figure 3.2.
The peculiar motion of the galaxies is a certain region toward a central overdensity
will induce an additional redshift to the galaxies in front, while galaxies behind
the overdensity will appear blue-shifted with respect to the Hubble flow. The net
results in the observed galaxy overdensity is that the galaxies distribution will
appear squashed and the measured density is enhanced. In order to see how this
effect quantitatively impact the observed galaxy correlations, we denote with rs
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Figure 3.2: The linear RSD. A spherical overdensity in real space appears squashed in
redshift-space due to the peculiar motion of galaxies.
the observed distance in redshift space and with r the corresponding distance in
real space. An underscript s marks all redshift-space quantities.
The number of galaxies must be conserved in real and redshift space, i.e.
n¯g,s(rs)d3rs = n¯g(r)d3r, (3.12)
where n¯g and n¯g,s are the galaxies number density in real and redshift space,
respectively. Therefore, the galaxies overdensity in real space δgal is related to the
galaxies overdensity in redshift space δgal,s as follows:
(1 + δgal,s) = (1 + δgal)
∣∣∣∣ d3rd3rs
∣∣∣∣, (3.13)
where |d3r/d3rs| is the Jacobian of the coordinates transformation from real to
redshift space.
The observed redshift has a contribution coming from the Hubble flow z¯ = Hr,
where r = ||r||, and a contribution coming from the peculiar velocity projected
along the line of sight −n 1. Thus, the observed redshift can be written as
zobs = z¯ − v · n, (3.14)
and the relation between redshift space and real space coordinates is
rs = r − v · nH . (3.15)
From (3.15), the Jacobian of the transformation is∣∣∣∣∣∣ d
3r
d3rs
∣∣∣∣∣∣ = r
2
r2s
dr
drs
=
[
1− ∂r(v · n/H)
]−1[
1− (v · n)/(Hr)
]−2
. (3.16)
1We denote with n the direction of propagation of the incoming photons.
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The second term in the Jacobian is usually neglected. This is due to the fact
that, inside the Hubble horizon, derivative of the velocity field dominates over
the purely velocity correction. For the moment, we neglect the second term in
in (3.16). However, the expression found in this section will be generalized in the
part II of this thesis. Assuming that the gradient of the radial peculiar velocity
is small, we can write the Jacobian as follows∣∣∣∣∣∣ d
3r
d3rs
∣∣∣∣∣∣ '
[
1− ∂r(v · n/H)
]−1
' 1 + ∂r(v · n/H). (3.17)
In this approximation, the relation between the overdensity in real and redshift space
is
δgal,s = δgal + ∂r(v · n/H). (3.18)
The comoving galaxy overdensity, within the linear approximation, is related
to the dark matter density contrast in synchronous gauge D through a linear and
local bias δg = bgalD. Therefore, in first approximation, the relation between the
redshift space galaxy overdensity and the dark matter density contrast is
δgal,s = bgalD + ∂r(v · n/H). (3.19)
Similarly to the statistical properties of the overdensity in real space, we can
compute the statistics of the overdensity in redshift space. The galaxy correlation
function in redshift space, at fixed redshift, is
ξs = 〈[bgalD(r1) + ∂r1(v1 · n1/H)], [bgalD(r2) + ∂r2(v2 · n2/H)]〉 , (3.20)
where v1 = v(r1) and v2 = v(r2).
Here we will report the results for the linear correlation function in redshift
space, in the flat-sky approximation. The redshift-space correlation function can
be expanded in multipoles ξ`(r),
ξ(r, µ) =
∑
`
ξ`(r)L`(µ), (3.21)
where L` are the Legendre polynomials of degree ` and the coefficients of the
expansion ξ`(r) can be written as
ξ`(r) = (−i)`
∫ k2dk
2pi2 S`(z) j`(k r)Pm(k), (3.22)
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where j` are the spherical Bessel function of order ` and the redshift dependent
coefficients S` are
S0(z) = (b2gal + 2/3fbgal + f 2/5), (3.23)
S2(z) = (4/3fbgal + 4/7f 2), (3.24)
S4(z) = 8/3f 2. (3.25)
The parameter f is the growth factor, i.e. the logarithmic growth rate of
the density perturbation,
f ≡ d ln δ
d ln a. (3.26)
The redshift space corrections break the isotropy of the correlation function:
not only they affect the monopole of the correlation function, but they also source
a quadrupole and a hexadecapole. The monopole and the quadrupole of the
correlation function have been measured from the Baryon Oscillation Spectroscopic
Survey (BOSS) (Samushia et al. 2014). Since monopole and quadrupole depends on
different combination of cosmological parameters, an anisotropic analysis allows to
break the degeneracy between the bias and the growth factor (Samushia et al. 2014).
RSD measurements are extremely relevant for modern cosmology. From one
side, they introduce an anisotropy in the correlation function which must be taken
into account in order to correctly interpret the observations. Furthermore, they
provide a powerful of test for the growth of structure f . In GR, the growth of
structure is scale-independent and can be written as a function of the matter
critical density at a given redshift,
fGR(z) = Ωm(z)γ, (3.27)
where γ = 4/7 (Lahav et al. 1991; Carroll et al. 1992), while alternative gravity
theories predict a different relation between the growth factor and Ωm. Therefore,
through RSD measurements it is possible to test GR on cosmological scales
(Guzzo et al. 2008).
As we mentioned previously, the redshift space galaxy overdensity in (3.18) is
an approximation to the observed fluctuation in the galaxies count number ∆g. In
the next part of the thesis we will focus on the corrections beyond the RSD.
Part II
Relativistic effects in the Large
Scale Structure
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In the last section of the introduction, we discussed the linear RSD effect,
the perturbation to the observed galaxy overdensity due to the peculiar velocity
gradient at a given direction in the sky. As we already mentioned, RSD is not
the only relativistic effect which perturbs our observable. In this part of the
thesis we will introduce the full expression for the galaxy survey observable, in
linear perturbation theory.
Redshift surveys measure the redshift of the source and its angular position in
the sky, estimate the number of sources at a certain coordinate N(n, z) and its
fluctuation with respect to the average number of galaxies over all the sky 〈N〉 (n, z).
The relative fluctuation gives the galaxy number count:
∆gal(n, z) =
N(n, z)− 〈N〉(z)
〈N〉(z) . (3.28)
The observed number of galaxies and its average over all directions depend both on
the density and the volume: N(n, z) = ρgal(n, z)V (n, z) and 〈N〉 (z) = ρ¯gal(z)V¯ (z).
By expanding (3.28) at first order in perturbation theory, we obtain
∆gal(n, z) =
δρgal(n, z)
ρ¯gal(z)
+ δV (n, z)
V (z) . (3.29)
The first term in (3.29) is the galaxy overdensity at the observed redshift. In order
to relate this quantity to the dark matter density contrast, which is predicted from
theory at the background redshift z¯, we can Taylor-expand the density fluctuation
δρgal(n, z)
ρ¯gal(z)
' δρgal(n, z¯)
ρ¯gal(z¯)
+ 1
ρ¯gal
dρ¯gal
dz
δz. (3.30)
Since the background comoving density is conserved, i.e. ρ¯gal ∼ (1 + z)3, (3.29)
can be expressed in terms of the galaxies overdensity as
∆gal(n, z) = δgal(n, z¯)− 3(1 + z¯)δz +
δV (n, z)
V (z) . (3.31)
In order to relate the redshift and volume perturbation to the metric and velocity
perturbation, one need to solve the geodesic equations for the photons trajectories.
The redshift perturbation can be computed by comparing the background redshift
and the redshift due to the energy shift that the photon experience by propagating
from the source to the observable. The volume perturbation can be computed
from the Jacobian of the coordinates transformation, which relates the position
in the sky of the source and the observer’s position.
The full expression has been computed by several independent groups (Yoo
et al. 2009; Yoo 2010; Bonvin & Durrer 2011; Challinor & Lewis 2011; Schmidt
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& Jeong 2012; Bertacca et al. 2012; Raccanelli et al. 2016b, 2014). Here we will
only report the final result,
∆gal(n, z,m∗) = bgal(z,m∗)D +
1
H(z)∂r(V · n)
+ (5s(m∗, z)− 2)
∫ r(z)
0
r(z)− r
2r(z)r ∆Ω(Φ + Ψ)dr
+
 H˙
H2 +
2− 5s(m∗, z)
rH + 5s(m
∗, z)− f galevo(m∗, z)
(V · n)
+ (f galevo − 3)HV + (5s− 2)Φ + Ψ +
1
H Φ˙ +
2− 5s
r(z)
∫ r(z)
0
dr(Φ + Ψ)
+
 H˙
H2 +
2− 5s
r(z)H + 5s− f
gal
evo
Ψ + ∫ r(z)
0
dr(Φ˙ + Ψ˙)
 , (3.32)
where bgal(z,m∗) is the galaxy bias of the sources whose magnitudes are smaller
than the magnitude limit of the survey m∗ 2, assumed to be linear and local; D
is the dark matter density fluctuation in synchronous gauge; V is the peculiar
velocity in longitudinal gauge; V the velocity potential defined by V = −∇V ; ηo
is the present time and r(z) = ηo − η is the conformal distance at redshift z; ∆Ω
represents the angular laplacian operator.
The first line in equation (3.32) includes the local density fluctuation of galaxies
and the redshift space distortions discussed in section 3.3. We will refer to these
contributions to be the standard terms, since all current clustering analysis take
them into account in the physical model for the observable.
The second line is the gravitational lensing, which includes two effects. The
first effect the volume distortion due to the foreground overdensity, which bend
the photons trajectories and modify the observed solid angle. The second effect
is the lensing magnification, due to fact that galaxy surveys are limited in flux:
they are able to detect a galaxies whose flux is above a detection threshold. Since
gravitational lensing caused by the presence of foreground structures magnifies the
apparent brightness, the lensing effect can have an impact in the detected number
of galaxies whose flux is close to the flux limit. This effect is parametrized by the
magnification bias s(m∗, z), the slope of the cumulative luminosity function of the
survey (Di Dio et al. 2013; Alonso & Ferreira 2015)
s(m∗, z) = ∂ log10 N¯(z,m < m
∗)
∂m∗
, (3.33)
2The magnitude limit of the survey is related to the flux limit through m∗ = − 52 log10
[
F∗
F0
]
,
where F0 is a reference value for the flux.
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where N¯(z,m < m∗) denotes the cumulative luminosity function
N¯(z,m < m∗) =
∫ ∞
lnL∗
φ(η(z), lnL)d lnL, (3.34)
and φ(η(z), lnL) is the luminosity function and L∗ is the luminosity threshold of the
survey that is related to the flux threshold by L∗ = 4pi(1 + z)2r2(z)F ∗. The lensing
convergence effect was a well known effect before the fully relativistic computation
of the number count was presented and it was first detected in 2005 from SDSS
data by cross-correlating quasars and their foreground galaxies (Scranton et al.
2005). However, most of the clustering analysis neglect its contribution to the
power spectrum and correlation function.
The third line in equation (3.32) is the Doppler effect, i.e. the Doppler shift on
the mean redshift induced by the peculiar velocity of galaxies at a given position
in the sky. In the fourth and fifth line we collected all the local and integrated
terms involving the gravitational and velocity potential.
The bias factor in the Doppler and potential correction fevo(m∗, z) is the evolution
bias, which describes the departure from a sample of sources conserved in a
comoving region
f galevo(m∗, z) =
∂ ln N¯(z,m < m∗)
H∂η = −(1 + z)
∂ ln N¯(z,m < m∗)
∂z
. (3.35)
Modelling both magnification and the evolution biases of a galaxy catalogue requires
a prior knowledge on the luminosity function of the targeted galaxy population.
The expression for the number counts in (6.3) assumes that galaxies follow geodesics
∂rΨ = V′ · n+HV · n, (3.36)
therefore it is valid for any metric theory of gravity.
In GR, we can compare the different contributions to the number count by
writing them in terms of metric perturbations, i.e. using the relations between
density, velocities and gravitational potential. From the Poisson equation we have
that the density is related to the potential through two spatial derivatives, i.e. in
Fourier space D ∼ (k/H)2Φ. From the Euler equation, the velocity along the line of
sight scales as V ·n ∼ (k/H)Φ. Therefore, the density, the redshift space distortions
and the lensing corrections enter in equation (3.32) at the same parametrical order
∼ (k/H)2Φ. The Doppler corrections enter a the order ∼ (k/H)Φ, while the fourth
and fifth line in (3.32) are proportional to the gravitational potential, i.e. ∼ Φ.
Therefore, assuming GR and for scales well-inside the horizon (k/H) >> 1 we expect
density, redshift space distortions and lensing to be the dominant contributions.
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Moreover, the gravitational lensing is an integrated effect: we expect it to be
suppressed at low redshift and become relevant at high-z. It is not surprising that
all the not-standard corrections to the number count were neglected in the past
without disastrous consequences: in fact past and present galaxy survey cover a
small volume compared to the horizon size. However, this may not be the case
for the future generation of redshift surveys, which are expected to cover a large
fraction of the sky, a wider redshift range and to have a greatly improved statistics.
In this part of the thesis we investigate the relevance of the non-standard
corrections to the galaxy number count, focusing mainly on three aspects. First, the
relativistic formalism offers the possibility to perform model independent analysis
and therefore relax the prior assumption on the cosmological parameters that
are needed in standard analysis to convert angles and redshift into distances.
Furthermore, neglecting the non-standard correction to the galaxy number count
may affect the estimation of cosmological parameters. This issue have been studied
in the context of the minimal ΛCDM model and beyond. Last but not least, the
relativistic corrections are not just a systematic contaminant to our observations,
but contain by themselves cosmological information. Therefore, it is crucial to
investigate the perspective that we will have with the future observations to isolate
them from the dominant density and redshift space distortions contributions, and
eventually detect them. The first two aspects will be investigated in chapter 4
and 5, while the latter will be studied in chapter 6.
Chapter 4
THE ALCOCK PACZYŃSKI TEST WITH BARYON
ACOUSTIC OSCILLATIONS: SYSTEMATIC
EFFECTS FOR FUTURE SURVEYS
4.1 Introduction
The upcoming galaxy surveys will map the distribution of galaxies on a large
fraction of the sky up to redshift z ∼ 2. In order to exploit this huge amount of
incoming data, an accurate model for what we will be measuring in galaxy surveys
is required. Moreover, having much better statistics, we may release some of the
assumptions and proceed in a more model independent way. In the past few years,
the galaxy number counts have been computed including all the relativistic effects
at the linear order (Yoo et al. 2009; Yoo 2010; Bonvin & Durrer 2011; Challinor
& Lewis 2011) and at second order (Yoo & Zaldarriaga 2014; Bertacca et al. 2014;
Di Dio et al. 2014a) in perturbation theory. Besides the known redshift space
distortions correction to the local overdensity of galaxies (Kaiser 1987), other terms
contribute to galaxy number counts, e.g. Doppler corrections and gravitational
lensing. Not taking into account these effects in our theoretical model may bias
the analysis (Cardona et al. 2016), therefore their relevance in any cosmological
observable should be tested. In this chapter we investigate the relevance of these
corrections for the Alcock Paczyński (AP) test (Alcock & Paczynski 1979). We start
from the method proposed in (Montanari & Durrer 2012), where the AP test is
performed on the Baryon Acoustic Oscillation (BAO) feature of the galaxy 2-point
correlation function without any prior assumption on the cosmological parameters.
Nevertheless, we will show that some prior information about the galaxy bias can
improve the accuracy in determining the BAO scale from the observable quantities.
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In section 4.2 we introduce the notation we employ throughout the chapter
for the observed galaxy number density. In section 4.3 we present the AP test
and we introduce the AP parameter. In section 4.4 we summarize the method
we use to compute the galaxy 2-point correlation function and to determine the
position of the acoustic peak and we outline the general strategy to investigate
observational distortions of the test. More details on the methodology are given
in appendix A.1. In section 4.5 we report our results: in 4.5.1, we discuss the
relevance of the relativistic correction to the galaxy number count for the AP test,
in 4.5.2 we introduce a linear local bias and we show how it affects our method;
in 4.5.3 we study projection effects induced by a radial window function and we
compute the corrective factors that must be applied to the estimated AP parameter
for three future planned galaxy surveys, i.e. Euclid (Amendola et al. 2013), the
Dark Energy Spectroscopic Instrument (DESI) (Levi et al. 2013) and the Square
Kilometer Array (SKA) (Abdalla et al. 2015). We also analyze the impact of
shot-noise and cosmic variance on the accuracy of the BAO peak determination
in section 4.5.4. In section 4.6 we summarize the results of this chapter.
4.2 Relativistic formalism for galaxy correlations
We consider a Friedmann universe with linear scalar perturbations. We work in
Newtonian gauge so that the line element is given by
ds2 = a(η)2
(
− (1 + 2Ψ) dη2 + (1− 2Φ) dx2
)
, (4.1)
where a(η) is the scale factor, η is conformal time and the metric perturbations, Ψ
and Φ, are the Bardeen potentials. We remark that working solely with observational
quantities, we can fix the gauge without loss of generality.
The observed galaxy number count ∆gal (n, z) can be schematically expressed
as a sum of different contributions
∆gal = ∆g + ∆RSD + ∆κ + ∆rel, (4.2)
where ∆g is the local galaxy overdensity,
∆g = b δ (4.3)
proportional to the density contrast in comoving gauge δ. For the sake of simplicity,
we assume the bias b to be linear and local. The term ∆RSD in our notation includes
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the linear redshift space distortions contributions, due to the peculiar motion of
galaxies, plus other subdominant Doppler corrections (Di Dio et al. 2014b)
∆RSD(n, z) =
1
H(z)∂r(V · n) +
 H˙
H2 +
2
rH
(V · n)− 3HV, (4.4)
where V is the peculiar velocity in longitudinal gauge, V the potential velocity
defined by V = −∇V and r is the conformal distance.
∆κ is the gravitational lensing term,
∆κ = −
∫ r(z)
0
r(z)− r
r(z)r ∆Ω(Φ + Ψ)dr, (4.5)
where ∆Ω is the Laplace operator on the sphere. The last term in Eq. (4.2), ∆rel,
includes subdominant local and integrated combinations of the Bardeen potentials:
∆rel =− 2Φ + Ψ + 1H Φ˙ +
2
r(z)
∫ r(z)
0
dr(Φ + Ψ)+
+
 H˙
H2 +
2
r(z)H
Ψ + ∫ r(z)
0
dr(Φ˙ + Ψ˙)
 . (4.6)
Throughout this chapter we will neglect the effect of magnification bias and the
possible evolution of the number of counts (Challinor & Lewis 2011). Even if
present, these bias factors multiply terms which are subdominant in the AP test.
In terms of observational coordinates, the relevant statistical quantities are the
angular correlation function ξ(θ, z1, z2) or the redshift dependent angular power
spectra C`(z1, z2). The galaxy correlation function, under the assumption of
statistical isotropy reduces to
ξ(θ, z1, z2) = 〈∆obs(n1, z1)∆obs(n2, z2)〉 , cos θ ≡ n1 · n2, (4.7)
where 〈..〉 denotes the ensemble average over several realizations. Observationally,
this is replaced by an average over directions at fixed observed redshift and opening
angle θ. In a similar way, the angular power spectrum is defined as (Bonvin
& Durrer 2011)
C`(z1, z2) = 〈a`m(z1)a∗`m(z2)〉 , (4.8)
where a star denotes the complex conjugate and a`m are the coefficients of the
spherical harmonic expansion for ∆(n, z)
∆obs(n, z) =
∑
`m
a`m(z)Y`m(n), a`m (z) =
∫
dΩnY ∗`m(n)∆obs(n, z). (4.9)
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Figure 4.1: Transverse and longitudinal correlation function computed at zmean = 1.5,
partially including the corrective terms in Eq. (4.2). In the bottom panels, we show the
relative differences between the exact correlation function (including all the terms) and a
partial correlation function computed including only the local density term (green, dashed
line), density and redshift space distortion correction (red, dash-dotted line), the previous
terms plus the lensing (blue, dotted line).
The angular power spectra and the correlation functions are related by
ξ(θ, z1, z2) =
1
4pi
∞∑
`=0
(2`+ 1)C`(z1, z2)P`(cos θ), (4.10)
where P`(cos θ) is the Legendre polynomial of degree `. From Eq. (4.10) it is
straightforward to define the correlation function along the line-of-sight direction
by setting θ = 0 and in the transverse direction by setting z1 = z2.
The correlation function at a given mean redshift zmean along the line-of-
sight is given by
ξ‖(∆z, zmean) =
1
4pi
∞∑
`=0
(2`+ 1)C`(zmean −∆z/2, zmean + ∆z/2) (4.11)
while the transverse correlations are
ξ⊥(θ, zmean) =
1
4pi
∞∑
`=0
(2`+ 1)C`(zmean, zmean)P`(cos θ). (4.12)
Figure 4.1 represents transverse and longitudinal correlation function at fixed
mean redshift zmean = 1.5. In each plot the correlation function is computed
gradually adding subdominant contributions. Redshift-space distortions affect
considerably the correlations in both directions, while lensing does not change
sensitively the transverse correlations. In the longitudinal direction, the lensing
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term enhances the amplitude of the correlation function by up to 30% for ∆z <∼ 0.13,
but it does not modify its shape at the BAO scale. We notice that the lensing effect
is more important for pairs of galaxies with large radial separation. The contribution
from the relativistic terms, i.e. Eq. (4.6), is completely subdominant and it would
not be visible in figure 4.1. Therefore we neglect it in the analysis performed in the
rest of the chapter. We remark that the largest relativistic correction, namely the
Doppler term, is included in the redshift space distortions, see Eq. (4.4).
4.3 The Alcock Paczyński test
The Alcock Paczyński test (Alcock & Paczynski 1979), proposed for the first time
in 1979, is a purely geometrical test of the cosmic expansion history performed
by measuring the shape of an object expanding with the Hubble flow. When we
observe an astrophysical object, we measure its shape in terms of its angular size
θ and its radial extent in redshift space ∆z. These two quantities depend on
the comoving sizes of the source, L‖ and L⊥, and on a conversion factor: ∆z is
related to the Hubble expansion rate H (z) by
∆z = L‖H(z), (4.13)
while the dependence of θ on the angular diameter distance is given by
θ = L⊥(1 + z)DA(z)
. (4.14)
If the object is known to be spherically symmetric, i.e. L = L⊥ = L‖, then the
ratio of these two measured quantities,
FAP ≡ ∆z
θ
, (4.15)
does not depend on the physical size of the object, but only on the redshift
and on the spacetime geometry
Fth(z) = (1 + z)DA(z)H(z). (4.16)
Here we explicitly distinguished the measured AP parameter FAP from its theoretical
(background) value Fth.
In realistic applications, the spherical symmetry is not required to hold for single
objects because the test can be applied to the galaxy clustering statistics. In fact,
statistical isotropy of space implies statistical spherical symmetry for the correlation
function. Furthermore, the correlation function naturally offers a robust feature for
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the application of the AP test, the BAO scale. BAO high-precision measurements
are one of the main target of future spectroscopic surveys (see (Aubourg et al. 2015)
for a recent overview of the cosmological implication of BAO measurements).
The application of the AP test on the BAO feature in the galaxy correlation
function has been proposed in (Montanari & Durrer 2012), where it has been found
that the peak position of the transverse correlation function is significantly affected
by the binning in redshift. This effect is due to the fact that a finite window
function in the transverse direction introduces a spurious radial component in the
correlation function and the BAO peak estimation must be properly corrected for.
In this chapter we will extend the work presented in (Montanari & Durrer 2012),
addressing also other effects that may distort the result of the test.
4.4 Methodology
We assume a ΛCDM cosmology consistent with the best fit parameters from the
Planck 2015 data (Ade et al. 2016a): h = 0.6774, Ωcdmh2 = 0.1188, Ωbh2 = 0.0223,
ΩΛ = 1 − Ωm, Ωk = 0. The primordial amplitude and spectral index are set to
As = 2.142 × 10−9 and ns = 0.9667.
The computation of the angular power spectrum for the observed galaxy number
counts is implemented in the publicly available Boltzmann code classgal (Di Dio
et al. 2013), a modified version of the Cosmic Linear Anisotropy Solving System
(class) code (Lesgourgues 2011; Blas et al. 2011) optimized to compute accurately
and efficiently the relativistic large scale observables to linear order (Di Dio et al.
2014b). The angular power spectrum is computed by running classgal for the
fiducial cosmology. Unless otherwise stated, we do not include any window function
in the model and we do not include non-linearities.
The radial and transverse correlation functions are computed from (4.11)
and (4.12) summing over a finite number of multipoles ` ≤ `max. In the radial
direction, the value `max can be set to be large enough in order to avoid spurious
numerical oscillations induced by a sharp cutoff in `-space. In the transverse
direction we set `max = 20000 and we introduced a cutoff W` to smooth numerical
spurious oscillations, so that we have
ξ⊥(θ) =
1
4pi
`max∑
`=0
(2`+ 1)C`(zmean, zmean)P`(cos θ)W`(`s, `x), (4.17)
where
W`(`s, `x) =
1
2
(
1− tanh {(`− `s + 3`x)/`x}
)
. (4.18)
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The cutoff parameters `s and `x are set to be respectively `s ≈ `max and `x = 2000.
The estimation of the BAO peak is not affected by small variation of these parameters.
We remark that the correlation function can be computed directly for density, redshift
space distortions and for local terms in general, see e.g. Ref. (Matsubara 2000, 2004;
Montanari & Durrer 2012). Nevertheless we prefer to use Eq. (4.11) and (4.12) to
handle the integrated terms. In this way we can use the precise results obtained
with classgal code, instead of relying on some uncontrolled approximation.
We model the correlation functions with the following parameterization
ξ(x) = A · e−(x−xBAO)2/2σ2 +
N∑
n=0
Kn · xn, (4.19)
where x = θ for the transverse correlation function and x = ∆z for the radial
one. In Eq. (4.19) a polynomial of degree N models the shape of the correlation
function on scales unaffected by the BAO peak, while a Gaussian describes the
BAO feature. We fit the data points with the template model, where the free
parameters are A, xBAO, σ, Kn, with n = 0, 1, ..., N . The BAO scale is estimated
as the best fitting value of θBAO and ∆zBAO.
The non-linear least squares fitting is performed using the Python version of
MPFIT 1, which implements the Levenberg-Marquardt method (Moré 1978).
Once the position of the BAO feature has been estimated in both radial and
transverse directions, we compute the AP parameter in Eq. (4.15) and we compare
it with its theoretical value Fth, computed for the same fiducial cosmology. We
perform the same analysis for different values of the mean redshift zmean in the
range between z = 0.3 and z = 2. The two values are always expected to coincide,
within error-bars. Violations of the consistency relation
FAP(zmean) = Fth(zmean) (4.20)
indicates an inaccurate method for the estimation of the BAO scale. We have
performed several tests of our methodology: we tested the accuracy of the AP test
for different degrees of the polynomial and different template functions. The details
of these tests are reported in Appendix A.1. Our results show that the sufficient
accuracy in the parameterization (4.19) is reached with N = 10.
4.5 Results
In the previous section we summarized the method to recover the BAO peak position
from the computed correlation function in both radial and transverse directions. In
the next paragraphs we use this method to study possible sources that may affect
the accuracy in the measurement of the AP parameter FAP .
1http://cars9.uchicago.edu/software/python/mpfit.html
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4.5.1 Relativistic effects on the correlation function
In this section we aim to understand to which extent redshift space distortions and
lensing corrections in the observed galaxy overdensity affect the measurement of
the AP parameter. We compare the results of the AP test considering first density
perturbations only, and then adding subsequently redshift space distortions and
lensing corrections. These effects change the observed correlation function in radial
and transverse directions, but clearly they do not change the intrinsic BAO scale.
For simplicity, in this section we assume the galaxies in our sample to be unbiased
tracers of the dark matter distribution, i.e. b = 1.
Figure 4.2 and figure 4.3 show the radial and the transverse correlations
and the corresponding fits for the three cases of interest, at different redshifts,
respectively. As we have already seen in the previous sections, redshift space
distortions significantly modify both the shape and the amplitude of the correlation
functions in the radial and transverse directions. We remark that the ratio between
the density and the redshift space distortions terms is only weakly sensitive to the
mean redshift. Indeed, in linear theory only the growth factor has a weak redshift
dependence. The estimated values of the position of the BAO peak are slightly
affected in both directions: when we do not include RSD corrections the radial BAO
peak is shifted toward larger scales, while the angular peak position θBAO is shifted
to smaller scales. Although both effects are small (∼ 0.5 %), they sum up when
applied to the AP test. This result should not be interpreted as a physical shift of
the acoustic scale, rather as a numerical effect related to the model assumed for the
numerical fit, which is calibrated to be valid in redshift space and not in real space.
The gravitational lensing correction does not affect the transverse correlation
function, while in the radial direction it changes the amplitude, but not the shape
of the correlation function. Therefore, it does not appreciably shift the peak
position. In figure 4.2 we show that the lensing term reduces the amplitude of
the radial correlation function at low redshifts, while it increases the amplitude at
high redshifts. This is due to the fact that the lensing contribution is dominated
by the negative correlation between density and lensing at low redshifts, while is
dominated by the auto-correlation at high redshifts.
In figure 4.4 we show the result of the consistency test for the three cases
of interest here. We find that gravitational lensing does not affect the AP test,
while redshift space distortions enhance the result by about 1% if the analysis is
performed redshift space compared real space.
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Figure 4.2: The radial correlation function and the BAO peak position computed
including different contributions to the observed over density. The blue line refers to
density correlations only, the green line includes also the redshift space distortions, and
the red line takes into account the previous plus the lensing terms. The continuous lines
refer to the best-fit model, while the dots are the classgal output. The dotted lines are
obtained by subtracting the Gaussian term from the best-fit model. The vertical dashed
lines identify the estimated peak positions.
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Figure 4.3: Transverse correlation function and BAO peak position computed including
different contributions to the observed over density. We used the same colours and line
styles as in figure 4.2.
4. The Alcock Paczyński test with Baryon Acoustic Oscillations: systematic effects
for future surveys 54
0.5 1.0 1.5 2.0
zmean
0.02
0.01
0.00
0.01
0.02
0.03
F
A
P
(z
)/
F
(z
)
−
1
DENSITY
DENSITY + RSD
DENSITY + RSD + LENSING
Figure 4.4: AP consistency test for the three cases analysed in this section. The shaded
region represents the expected errors around zero. The errors on FAP are estimated
from the propagation of uncertainties in redshift and angular resolution. Uncertainties
on ∆zBAO and θBAO are assumed to be due to the resolution of the survey: we set
∆z = 6.25 · 10−4; this is the resolution used to compute radial correlations, while for the
angular resolution we assume the resolution of a Euclid-like survey, i.e. ∆(θ) = 0.1 arcsec.
The error on FAP results to be dominated by the uncertainty on ∆z.
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4.5.2 Galaxy bias
In the previous section we assumed observed galaxies to be unbiased tracers of the
underlying dark matter distribution. In this section we relax this assumption in
order to investigate the implication of galaxy bias for the BAO measurements and
for the AP test. The effect of galaxy bias on BAO measurement was investigated
in (Mehta et al. 2011), where it was found that for the most biased tracers (b > 3)
a non-linear shift on the acoustic scale occurred at the percent level. However,
it has been demonstrated that applying BAO reconstruction (Eisenstein et al.
2007) compensates for this effect.
In this section we aim to study how a simple local and linear bias model influences
the AP test. In fact, the bias affects the computation of the correlation function, but
does not enter in the theoretical value of the AP parameter. Hence, any deviation
from the theoretical value, is due to our ability of determining the BAO scale in
terms of the truly observable quantities ξ‖ (∆z, zmean) and ξ⊥ (θ, zmean). Since in
the previous section we have found that lensing does not affect the measurement
of the AP parameter, we neglect the lensing contribution here. We follow an
analogous procedure as in the previous section, but here we vary the bias parameter
b, that we assume to be redshift and scale independent (this assumption can
also be easily generalized).
In figure 4.5 we show the result of the AP consistency test for different values
of the bias parameter. We see that the bias causes an offset which grows with
increasing bias. This offset is due to the fact that the BAO position is recovered
by using the phenomenological parameterization (4.19), which has been calibrated
for unbiased sources. From Figs. 4.2 and 4.3 we note that the shape changes
considerably when including redshift space distortions in the correlation function.
Therefore, correlation functions for different galaxy bias parameters (b > 1) range
between the blue and the green lines in Figs. 4.2 and 4.3 and they affect the precision
of the parameterization. This indicates, that even when working only with directly
observable quantities, we need to assume some cosmological prior to be able to
determine accurately the BAO position. Nevertheless, to perform an AP test we do
not need to know the physical scale of BAO, and so we can use radial and transverse
correlation functions to self-calibrate the parameterizations.
In figure 4.6 we show how the offset varies as a function of the bias parameter,
at fixed redshift. When increasing the bias, this offset approaches the offset found
for an unbiased tracer, when only the local density term is taken into account.
Indeed, for large galaxy bias parameters the redshift space distortions contribution
tends to be negligible. As expected there is only a marginal redshift dependence,
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Figure 4.5: AP consistency test for different values of the bias parameter b. The red
line is computed including the only contribution from the local density field. The shaded
region highlights the typical error-bars around zero.
since we have considered a redshift independent bias and there is only a weak
redshift dependence in the relation between the density and the velocity transfer
functions, given by the growth factor. In a given survey, it is therefore important
to reconstruct the bias as good as possible and to marginalize over the remaining
uncertainty in order to obtain reliable results from an AP test.
4.5.3 The radial window function
In the previous section we assumed that the redshifts of the sources are exactly
known. In realistic applications, though, a redshift bin has finite thickness that can
be modeled by a window function (usually a Gaussian or a top-hat) centered
at some mean redshift.
To be able to locate the radial BAO peak position a spectroscopic precision
(typically σz = 0.001(1+zmean) or smaller) for the redshift determination is required,
whereas photometric redshift resolution is not sufficient. However, in the transverse
direction, the presence of a window function does not affect the resolution, but it
smears out the BAO feature. As shown in Fig. 4.7, redshift bins of a typical width
of photometric survey are sufficient to locate the peak position, but the position
depends on the bin-width, see also (Montanari & Durrer 2012).
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Figure 4.6: AP consistency test, at fixed redshift, for different values of the bias
parameter.
Here we are interested in studying the effect of a window function on the
transverse correlation function and thereby on the AP test. Since we consider
window function with width much larger than the redshift resolution, we assume
a top-hat window function in the transverse direction and we refer to σz as the
half-width of the top-hat. In the radial direction, given the fact that a window
function with spectroscopic width (σz = 0.001(1 + zmean) or smaller) does not
substantially affect the correlation function, we used a Delta Dirac window.
In figure 4.7 we compare the transverse correlation function computed applying
three window functions of different widths. In this example, we assume bias
b = 1 and, use the analytic expression from (Crocce et al. 2011) for the galaxy
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density distribution,
dN
dz
∝
 z
0.5
2 exp
−( z0.5
)1.5. (4.21)
The window function suppresses the correlations and it shifts the peak position
toward smaller angular scales, which is in agreement with the result presented
in (Montanari & Durrer 2012). Furthermore, we test the modifications induced by
gravitational lensing in the transverse direction when a window function is employed.
We find that gravitational lensing slightly modifies the amplitude of the correlation
function, but this effect is negligible with respect to the suppression induced by
the window and leaves the peak position unaffected.
In order to recover the physical BAO scale, the shift induced by the window
function can be modeled as longitudinal component in the measured BAO scale.
More precisely, the BAO scale can be computed as
L =
√√√√√L2⊥ +
 δz
H(z)
2, (4.22)
where L⊥ is estimated from the BAO peak in transverse correlation function, while
the corrective term δz is a function of the width σz of the window function. We
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use the parameterization introduced in (Montanari & Durrer 2012), where the
corrective term is simply proportional to σz
δz = √γσz. (4.23)
Here we predict the value of the corrective factor γ from the AP test, for three
future galaxy redshift surveys: Euclid, the Square Kilometer Array (SKA) and
the Dark Energy Spectroscopic Instrument (DESI). As for DESI, we consider the
two classes of galaxies that will be targeted by this experiment: bright Emission
Line Galaxies (ELGs), that will be observed up to z = 1.7, and Luminous Red
Galaxies (LRGs), that will be observed up to z = 1.0. We introduce also a realistic
model for the redshift dependence of galaxy bias.
Even though the three surveys will be able to measure galaxy redshifts with
spectroscopic precision, a window function with larger width is used to maximize
the signal-to-noise ratio  S
N

θ
= ξ⊥(θ)
σξθ
, (4.24)
where the noise σξθ is given by the root mean square of the diagonal elements
of the covariance matrix COV
COVθθ =
2
fsky
`max∑
`=0
2`+ 1
(4pi)2
[
P`(cos θ)
]2C` + 1
ni
2, (4.25)
σξθ = (COVθθ)1/2. (4.26)
In the expression (4.25), fsky is the fraction of the sky covered by the survey. The
shot noise is computed as the inverse of the number of galaxies per steradian
ni inside the i-th redshift bin.
In order to find the width of the window function which maximizes the signal-
to-noise ratio, we compute this quantity for different values of σz
σz = w · (1 + zmean), w = 0.005, 0.01, 0.02, 0.03, (4.27)
at different redshifts in the range zmean = [0.7−2.0] and for the different specifications
of the survey. In Appendix A.2 we present the survey specifications we use in the
computation of the signal-to-noise ratio. In figure 6.36 we show, as an example, the
comparison of the signal-to-noise ratio for a Euclid-like galaxy survey at redshift
z = 1. From figure 4.8a we see that, for a large window function, the signal is
suppressed, but the correspondent noise also decreases. We find that the signal-to-
noise ratio, around the BAO peak, is optimized for σz = 0.02(1+zmean) (figure 4.8b).
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Figure 4.8: In figure a and figure b we show, respectively, the transverse correlation
function with its corresponding noise and the signal-to-noise ratio for different widths of
the Gaussian window function. Both figures refer to the case of an Euclid-like survey at
redshift z = 1.
For all the four sets of survey specifications analyzed here, we find the same result.
Therefore, from now on, we set our window function to σz = 0.02(1 + zmean).
We perform the AP test, by introducing the window function in the transverse
direction and modeling a redshift dependent bias in both radial and transverse
directions. For all four considered surveys, we find that redshift binning generates
an offset between 3% and 5% (see figure 4.9, dash lines). Minor differences between
the four cases are due to the different galaxy density distributions and the redshift
dependence of the galaxy biases.
In order to correct the result of the test from the distortions induced by the
window function, we model the true AP parameter, as follows from Eqs. (4.22, 4.23)
and as already suggested in (Montanari & Durrer 2012)
FAP(zmean) =
∆zBAO
θBAO
√√√√√1− γ ·
 σz
∆zBAO
2, (4.28)
where γ is the parameter which quantifies the offset due to the window function.
We estimate the parameter γ by minimizing the quantity
χ2 =
∑
i
FAP(zi)− Fth(zi)
∆FAP(zi)
2, (4.29)
where Fth is the expected value for the AP function and ∆FAP is the error on
FAP, determined by the redshift and angular uncertainties, which we assume to be
statistically independent at different redshifts. The values of γ which minimizes
4. The Alcock Paczyński test with Baryon Acoustic Oscillations: systematic effects
for future surveys 61
0.01
0.01
0.03
0.05 EUCLID
0.01
0.01
0.03
0.05 SKA
0.01
0.01
0.03
0.05 DESI - ELGs
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
0.01
0.01
0.03
0.05 DESI - LRGs
F
A
P
(z
)/
F
(z
)−
1
zmean
Figure 4.9: The result of the AP test for the four survey specifications considered. The
dash lines refer to the cases in which a window function with σz = 0.02(1 + zmean) is
used and no correction is applied in order to take into account the effect of the window
function. The dotted lines refer to the case in which no window function is employed (the
small deviations are due to the redshift dependent bias). The continuous lines represents
the cases with window function in the radial direction and which are corrected using the
expression (4.28), where γ are the best-fit values, reported in Table 4.1.
Bias γ
Euclid-like
√
1 + z 0.166
SKA c4 exp (c5z) 0.161
DESI - ELGs 0.84/D(z) 0.151
DESI - LRGs 1.7/D(z) 0.154
Table 4.1: Best-fit values of the parameter γ, for the four different survey specifications.
The parameters which specify the bias dependence on redshift for SKA are taken from
Table 4 in (Santos et al. 2015), telescope SKA (phase 2). The galaxy bias model for DESI
depends on the linear growth factor D(z).
the difference between the measured AP function and its theoretical values are
reported in Table 4.1.
In figure 4.9 we show, as solid lines, the results of the test properly corrected
for the window function effect. We find that, within the error, the AP function
computed from angular and radial positions of the BAO peak in the correlation
function agrees with the theoretical value.
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4.5.4 Impact of shot-noise on the AP test
In the previous section, we tested the precision of the AP test for different sources of
uncertainties. In particular, in section 4.5.2 we found that the galaxy bias introduces
an extra 1% error in the estimation of FAP . In this Section we quantify the impact
of the shot-noise in the computation of the peak position and on the AP function.
We estimate the uncertainty on the cosmological parameters obtained from the AP
test including shot-noise and cosmic variance in the error budget. Our estimate
is approximate, the true errors are somewhat larger.
We consider an Euclid-like survey, with specifications as described in Ap-
pendix A.2. We first compute the errors induced by shot-noise and cosmic variance
as the statistical 1-σ errors on our fitting parameters for the correlation functions.
We include the error due to the shot-noise and cosmic variance in the fitting
procedure by minimizing
χ2 =
∑
i
ξ(θi)− ξˆ(θi,p)
σξθi
2, (4.30)
where ξˆ(θ,p) is the parameterization described in Eq. (4.19), p is the vector of
our fitting parameters and σξθi are the errors of the correlation function, defined
in (4.26). The errors on the parameters p are estimated by the fit as
σp =
√
diag[JTWJ]−1, (4.31)
where J is the Jacobian of the transformation
J ij = ∂ξˆ(θi,p)
∂pj
, (4.32)
and W is the diagonal matrix
W ij = δ
ij
σ2ξθi
(4.33)
Using the definition (4.30) we are implicitly assuming the errors σξθi to be un-
correlated, which is not true for the angular correlation function. Therefore the
statistical errors on the angular position of the BAO will be underestimated.
We use a tophat window function of half-width σz = 0.02(1 + zmean), which
maximizes the signal-to-noise ratio as shown in section 4.5.3.
In Table 4.2 we report the errors on θBAO computed at different redshifts
for two different parameterizations. The polynomial model is the 10 degrees
polynomial+Gaussian we tested in the previous sections, see Eq. (4.19), which fits
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σθBAO [%] σθBAO [%]
Cosmic variance + shot-noise Cosmic variance
z Polynomial Power-law Polynomial Power-law
0.7 2% 1.3% 2% 1%
1.0 3% 1.4% 1.9% 1%
1.25 3% 1.3% 1.7 % 0.8%
1.5 4% 1.8% 1.7% 0.7%
1.75 6% 3% 1.4% 0.7%
2.0 13% 6% 1.5% 0.7%
Table 4.2: 1-σ statistical error on θBAO estimated by the fit for two different
parameterizations. The polynomial parameterization is the polynomial+Gaussian we
adopted throughout the chapter, where the polynomial degree is set to be N = 10, while
the power-law is the 6-parameter power-law+Gaussian model considered in Appendix
A.1.
14 parameters. The power-law+ Gaussian model refers the parameterization tested
in Appendix A.1, see Eqs. (A.1, A.2), which is based on 6 parameters. In both cases,
we find that the statistical errors dominate the uncertainties due to the angular
resolution of the survey. At low redshift (z < 1.5), the statistical error is dominated
by cosmic variance, while shot-noise dominates at high redshifts (z ≥ 1.5), where
the error rapidly increases up to ∼ 10% (see Table 4.2). Somewhat surprisingly, the
errors for the power-law + Gaussian model are smaller than the ones estimated
for the polynomial+Gaussian model, as shown in Table 4.2. This suggests that
the large numbers of parameters we introduced to better model the correlation
functions are not all necessary, hence we have somewhat ’over fitted’ the correlation
functions. This has, however, no appreciable effect on the peak positions we have
found and which are the only quantities relevant for the AP test.
In order to estimate the impact of these errors on the AP function we compute
the total error by summing the systematic errors, due to the resolution of the survey
and on the bias, and the statistical errors, due to the shot-noise and cosmic variance,
∆FAP
FAP
=
√√√√√√
∆FAP
FAP
2
sys
+
∆FAP
FAP
2
stat
. (4.34)
In figure 4.10 we show the impact of the error due to the shot-noise on the
AP function. When only the systematic error is taken into account, the error is
dominated by the resolution in redshift in the radial correlation function. The
shot-noise contribution is, however, not negligible and becomes even dominant at
high redshifts, due to the lower galaxy density. This indicates that with a higher
number of galaxies, one could improve the AP test significantly. If both sources of
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Figure 4.10: Impact of shot-noise on the error of the AP function.
uncertainty are taken into account we find a relative error between 3% and 4% at
z ≤ 1.5, while at higher redshift the error increases up to 12% at z = 2.
Here we give an approximative estimation of the expected errors on Ωm, Ωk
and wDE from the FAP test. First we study the dependence of the AP function on
cosmological parameters. In figure 4.11 we show the sensitivity of the AP function
to variations of the cosmological parameters when considering BOSS error-bars
(left panel) and the Planck 2015 error-bars (right panel).
For each parameter, we also naively compute its change over the allowed range
of variation of the AP function when all the other parameters are kept fixed,
∆Ωi(z) =
∂FAP
∂Ωi
−1∆FAP. (4.35)
The error ∆FAP is the one obtained above. We compare these errors to the
constraints presently available from galaxy clustering data, more precisely, from the
Baryon Oscillation Spectroscopic Survey (BOSS) (Chuang et al. 2013), and from
the state-of-the-art constraints, given by Planck, CMB + External Data analysis
(Ade et al. 2016a) in figure 4.12, light shaded regions.
The equation of state of dark energy, for this simple parameterization, is poorly
constrained in the AP test around z ∼ 1.3. This reflects the fact that the AP
parameter is not sensitive to w around z ∼ 1.3, as we see in figure 4.11. The light
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Figure 4.11: Sensitivity of the AP function to different cosmological parameters. ∆Ωi
is taken to be the error on the parameter Ωi from galaxy clustering only (top panel)
and from CMB analysis (bottom panel). The constraints from galaxy clustering come
from the Baryon Oscillation Spectroscopic Survey (BOSS) of SDSS-III, when only the
CMASS-Large dataset is employed (Chuang et al. 2013). The constraints from CMB
are the 1-σ limits (Ωm) and 2-σ limits (Ωk and wDE) in Planck 2015 analysis (Ade et al.
2016a), when CMB plus external data are used. The sign change in ∂FAP∂wDE at z ' 1.3 is
well visible in the precise Planck data ’smeared out’ in the less accurate BOSS data.
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Figure 4.12: Constraints on cosmological parameters from a single measurement of
the AP function (light shaded region) and from N = 14 measurements (assumed to be
independent) (dark shaded region). The Planck and BOSS limits are indicated by dashes
and dotted horizontal lines.
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shaded regions in figure 4.12 represent the error on a single measurement of FAP,
the overall statistical errors on the parameters can be reduced by performing N
independent measurements at different redshifts.
We also estimate the errors from N = 14 independent measurements in the
range [0.7, 2.0] with redshift resolution ∆z = 0.1. The errors are estimated by
fitting a set of hypothetical data points for the AP function FDATA. The data
points are computed by summing the value of FAP for our fiducial cosmology to a
randomly generated scattering term proportional to the error. The fit is performed
by running emcee (Foreman-Mackey et al. 2013), a Markov Chain Monte Carlo
(MCMC) code. The χ2 inferred from the simulated data is
χ2 =
N∑
i=1
FDATA(zi)− FAP (z,Ω)
∆FAP
2, (4.36)
where we vary only one parameter Ω at a time, keeping the others fixed to
their fiducial value.
We obtain the following results for Ωm, Ωk and w0:
Ωm = 0.309+0.019−0.018, Ωk = 0.005+0.036−0.034, w0 = −1.02+0.18−0.24, (4.37)
where the quoted errors are the 1−sigma limits.
The dark shaded regions in Fig. 4.12 shows the error regions given in (4.37). The
error-bars from the AP test are still significantly larger than the Planck error bars
but smaller that present errors obtained from BOSS. This is not surprising since the
AP test uses just one single scale in the power spectrum, while parameter estimation
from the full CMB power spectrum, has the advantage of using all available modes.
4.6 Summary
In this chapter we have presented a model independent method to perform the
Alcock Paczyński test. We applied the test to the BAO feature in the galaxy 2-point
correlation function, in the radial and transverse directions. In order to perform
the test without prior assumption on the cosmological parameters, we model the
shape of the correlation function with a polynomial, while the acoustic feature is
modeled as a Gaussian. We have shown that both redshift space distortions and
galaxy bias must be taken into account to improve the accuracy of the estimated
BAO scale, while gravitational lensing does not significantly affect the result of
the AP test. Finally, we have investigated the projection effect induced by the
finite width of the radial window function. In fact, in the transverse direction a
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redshift bin of a typical width of a photometric survey is sufficient to locate the
peak position and it can be employed to maximize the signal-to-noise. However,
the projection effect shifts the measured acoustic peak toward smaller angular scale.
If not corrected for, this introduces a systematic error of up to 5% in the AP test.
We have computed the correction that has to be applied in order to adjust the
result of the test for this effect for three planned galaxy surveys, Euclid-like, SKA
and DESI. We have also estimated the effect of shot-noise and cosmic variance in
the precision of the BAO peak detection and on the AP test. We have found that
the precision of the test could be improved significantly by increasing the number
of galaxies in the survey, especially at high redshift. Finally, we have shown that
cosmological parameters can be estimated in a model independent approach, by the
AP test, with roughly the same accuracy as the BAO analysis performed with the
BOSS survey. The latter, however, has the disadvantage to use the power spectrum
in Fourier space, P (k), which itself depends in a non-trivial way on cosmological
parameters via the conversion of angles and redshifts into distances.
Chapter 5
LENSING CONVERGENCE IN GALAXY
CLUSTERING IN ΛCDM AND BEYOND
5.1 Introduction
The predictions of General Relativity (GR) have been successfully tested with great
precision in the near Universe, in the weak-field regime of the solar system (Everitt
et al. 2011, 2015) and in the strong-field regime of binary pulsar systems (Taylor &
Weisberg 1989; Will 2014), black hole (Abbott et al. 2016a,b, 2017c) and neutron
star (Abbott et al. 2017d) mergers. Cosmological observations allow GR to be
investigated on entirely new length and time scales. Testing GR on cosmological
scales is further motivated by the lack of a convincing physical explanation for the
accelerated expansion and by the purpose of comparing data with Dark Energy
or modified gravity models. Moreover, several modified gravity models give rise
naturally to some screening mechanisms, which due to non-linearity freeze the
additional degree(s) of freedom on small scales recovering the GR predictions.
This provides a further motivation to test GR on cosmological scales, i.e. well
beyond the screening radius, where it is possible to discriminate between GR and
different modified gravity models.
The success of precision cosmology depends not only on precise observations, but
also on the theoretical modelling, which must be understood to at least to the same
level of accuracy to avoid theoretical systematics that may bias the measurements
at a level that cannot be neglected nowadays.
The observed galaxy number count receives contributions from the density
perturbation, from the peculiar velocity of the sources, the well-known redshift
space distortions and the Doppler term (Kaiser 1987), and from the fact that the
photons travel on perturbed geodesics, leading to perturbations in the observed
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redshift and in the spacetime volume. These additional contributions, beyond
density perturbations and redshift space distortions, are the so-called relativistic
effects and they are due to gravitational lensing, Doppler, Shapiro time-delay and
integrated Sachs-Wolfe effects on the path of photons. See (Yoo et al. 2009; Yoo 2010;
Bonvin & Durrer 2011; Challinor & Lewis 2011; Schmidt & Jeong 2012; Bertacca
et al. 2012; Raccanelli et al. 2016b, 2014) for the fully relativistic computation
at linear order in the perturbations. In this chapter we focus on the lensing
magnification effect, which enters at the same parametrical order (in terms of an
expansion in H/k) of the standard Newtonian contributions: density and redshift
space distortion. It accounts for two competing modifications to the galaxy number
counts due to gravitational lensing. At one side the number of observed galaxies is
decreased because of the stretching of the solid angle of observation. At the other
side, it can be increased (or decreased) since the observed luminosity is affected
by matter perturbations in a way that the signal of a galaxy behind overdense
regions is magnified (or de-magnified for galaxies behind underdense regions) and
therefore can be detected, even if the intrinsic luminosity is below the threshold of
the survey. The last effect, which takes into account that a real galaxy survey is
luminosity-limited, is called magnification bias and depends on the specifications
of the survey. The lensing magnification effect has been predicted more than two
decades ago (Bartelmann 1995; Dolag & Bartelmann 1997; Sanz et al. 1997) and
first detected in 2005 (Scranton et al. 2005). Whereas other relativistic effects
has been shown to be detectable by cross-correlating different probes (McDonald
2009; Yoo et al. 2012; Bonvin et al. 2014; Alonso & Ferreira 2015; Fonseca et al.
2015; Iršič et al. 2016; Bonvin et al. 2016; Gaztanaga et al. 2017; Dai et al. 2016;
Borzyszkowski et al. 2017; Abramo & Bertacca 2017) (see however (Raccanelli et al.
2016a)), their impact on a single tracer analysis can be safely neglected, apart
for the measurement of primordial non-Gaussianity (see (Camera et al. 2015b,a;
Raccanelli et al. 2016c; Alonso et al. 2015)) that we do not address.
The study of the impact of gravitational lensing on cosmological observables,
in particular the distance-redshift relation, has a long history starting more than
thirty years ago, see e.g (Dyer & Roeder 1972, 1973, 1974; Sasaki 1987; Kantowski
2003) and successively the effect of cosmological perturbations was addressed by
several groups with different methods, see e.g. (Bonvin et al. 2006; Barausse et al.
2005; Gasperini et al. 2011; Ben-Dayan et al. 2012; Umeh et al. 2014a,b; Ben-
Dayan et al. 2013b; Fanizza et al. 2013; Ben-Dayan et al. 2013a) and references
therein. This issue has recently received attention also in the context of CMB
cosmology, that could be altered from a biased estimation of the distance to last
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scattering surface. In (Kaiser & Peacock 2016; Bonvin et al. 2015) it is clarified
the role of lensing in the CMB analysis.
While lensing magnification effect has been known by decades, ongoing galaxy
clustering surveys are not including its contribution in the data analysis process.
In view of the next generation of surveys which will reach higher redshifts, we
are interested in questioning the validity of this approximation and to estimate
possible biases.
This issue has been considered already in (Namikawa et al. 2011; Camera et al.
2015b,a; Raccanelli et al. 2016c; Montanari & Durrer 2015; Di Dio et al. 2016b;
Cardona et al. 2016; Lepori et al. 2017). The main result is that including the lensing
contribution to the galaxy clustering analysis is essential in order to avoid biased
estimations of the best-fit values and constraints, especially for some cosmological
parameters. In this chapter we focus on the impact on parameters beyond ΛCDM:
massive neutrinos and modified gravity. To test GR, and consequently to constrain
the cosmological parameters which describe the deviation from GR, observations
need to measure both the Bardeen potentials. While the standard Newtonian
contribution to galaxy clustering is sensitive only the gravitational potential
described by the time component of the metric, which determines the motion
of non-relativistic object as galaxies, the lensing magnification measures the Weyl
potential, hence the sum of the two Bardeen potentials. Therefore, it is clear
that the lensing magnification carries the useful information to test for deviation
of GR and it is worth to investigate if neglecting its contribution to the galaxy
number counts may bias the results. This issue was addressed in (Alonso et al.
2017), where the authors study the impact of lensing and the other relativistic
effects on the constraints for the case of a sub-class of Horndeski scalar-tensor
theories, also in combination with other probes. For a study of relativistic effects
within Horndeski gravity see (Renk et al. 2016).
We will consider the parametrized description where modifications of gravity are
encoded in two parameters that can be in general functions of time and scale: they
modify the Poisson equation and the relation between the two Bardeen potentials
prescribed by GR. We will study the impact of neglecting lensing magnification
in the constraints and also in the best-fit value of the cosmological and modified
gravity parameters inferred from galaxy clustering measurements. We will also
analyse the dependence of the lensing contribution on the type of survey and on
the redshift binning configuration. Other works (Raccanelli et al. 2016c; Montanari
& Durrer 2015; Di Dio et al. 2016b; Cardona et al. 2016) have described the lensing
magnification impact in terms of few very broad redshift bins, which can adapt
5. Lensing convergence in galaxy clustering in ΛCDM and beyond 71
well to photometric surveys. We will extend this analysis to modified gravity.
Moreover we will study how the lensing impact changes by increasing the number of
redshift bins. While we can not reach the same redshift accuracy of a spectroscopic
survey, we intend to find a hint of the real effect on spectroscopic surveys. In
this analysis we choose to use the photometric specifications for Euclid1 and the
spectroscopic specifications for SKA2.
The chapter is organized as follows. We introduce the galaxy number counts
and describe the parametrization we use for modified gravity in section 5.2 and
describe the methodology and the survey specifications that we use in section 5.3.
We then present the results in section 5.4 and we summarise the main findings
of this chapter in section 5.5.
5.2 Galaxy Number Counts
In a galaxy clustering experiment cosmologists measure the number of galaxies or
sources N(n, z) in terms of the observed direction n and measured redshift z. We
can therefore naturally define the galaxy number count observable as
∆gal(n, z) =
N(n, z)− 〈N〉(z)
〈N〉(z) (5.1)
where 〈..〉 denotes the angular average at fixed measured redshift z. The galaxy
number counts at first order in perturbation theory reads
∆gal(n, z) = bgalD +
1
H(z)∂r(V · n)
+(5s− 2)
∫ r(z)
0
r(z)− r
2r(z)r ∆Ω(Φ + Ψ)dr
+
 H˙
H2 +
2− 5s
rH + 5s− f
gal
evo
(V · n)
+(f galevo − 3)HV + (5s− 2)Φ + Ψ +
1
H Φ˙ +
2− 5s
r(z)
∫ r(z)
0
dr(Φ + Ψ)
+
 H˙
H2 +
2− 5s
r(z)H + 5s− f
gal
evo
Ψ + ∫ r(z)
0
dr(Φ˙ + Ψ˙)
 , (5.2)
where D is the dark matter density fluctuation in synchronous gauge, V the peculiar
velocity in longitudinal gauge, V the potential velocity related through V = −∇V
to the peculiar velocity and Φ and Ψ are the gauge-invariant Bardeen potentials.
1 http://sci.esa.int/euclid/
2http://skatelescope.org/
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The Eq. (5.2) introduces three bias parameters to relate dark matter perturbations
to galaxies, namely a galaxy bias bgal, a magnification bias defined as
s(z, F∗) = −25
∂ ln n¯(z, F > F∗)
∂ lnF∗
(5.3)
where n¯ is the background cumulative number density of galaxies with flux above
the threshold F∗, namely
n¯(z, F > F∗) =
∫ ∞
lnF∗
n¯(z, lnF ) d lnF , (5.4)
and an evolution bias
f galevo (z, F > F∗) =
∂ ln n¯ (z, F > F∗)
H∂η . (5.5)
Being the galaxy number counts a function of a unit vector n and a redshift z,
it is natural to expand them in terms of spherical harmonics for different redshifts
∆gal(n, z) =
∑
`m
a`m (z)Y`m (n) (5.6)
with
a`m (z) =
∫
dΩnY ∗`m (n) ∆gal(n, z) (5.7)
This leads to the redshift-dependent galaxy power spectra
〈a`m (z) a∗`′m′ (z′)〉 = C` (z, z′) δ``′δmm′ (5.8)
where the Kronecker symbols are a consequence of angular isotropy. It is worth
remarking that, despite working with angular statistics, the power spectra C` (z, z′)
contain the full 3-dimensional information, which can be fully recovered by optimally
cross-correlating spectra at different redshifts, see e.g. Refs. (Asorey et al. 2012;
Di Dio et al. 2014b). In order to cross-correlate different redshifts we need to
introduce a redshift binning, hence we defined the binned spectra as
Cij` =
∫
dz′1dz
′
2
dN
dz′1
dN
dz′2
Wi (z′1; z1, σ1)Wj (z′2; z2, σ2)C` (z′1, z′2) (5.9)
where dN/dz is the survey selection function and Wi is the window function for
the i−th redshift bin centred at zi with a width of σi normalised to the unity.
In our work we will consider two different shapes of window functions: tophat
and gaussian bins, see section 5.3.3.
In our analysis we consider the first three terms of the galaxy number counts in
Eq. (5.2): beside the contribution from the density, we include only redshift-space
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distortions and lensing which physically represent the leading perturbations of
the space-time volume, in the radial and transverse direction, respectively. The
lensing magnification effect enters at the same parametrical order (in terms of an
expansion in H/k) of the standard Newtonian contributions - density and redshift-
space distortions - and is expected to dominate over the other relativistic effects for
typical current and upcoming galaxy surveys. It is well known that it dominates
radial cross-correlations between different redshift bins, while the contributions due
to the Newtonian terms drops rapidly. The lensing effect can be described easily
in terms of angular power spectra, as done for CMB or shear weak lensing, but
including lensing in a 3-dimensional Fourier analysis is a complicate and severe
problem (Mandel & Zaldarriaga 2006). Indeed lensing gets contributions along the
whole line of sight and therefore it mixes non-trivially different Fourier scales. As
we see from Eq. (5.2), lensing magnification is the angular gradient of the lensing
potential to the source position. Hence the lensing magnification is a pure transverse
effect, see Ref. (Di Dio 2017) for the impact of lensing on the transversal modes of
the matter power spectrum, and by adding more redshift correlations we do not
measure more physical modes induced by lensing. We therefore expect that by
increasing the number of redshift bins, or having a better redshift resolution, will not
increase the number of modes induced by lensing but only the ones dominated by
density and redshift space distortions. This simple picture neglect the information
in the redshift evolution, but to first approximation we do expect that the relative
impact of lensing magnification decreases by measuring more radial modes, apart
for the cosmological parameters which require the lensing information. In the next
sessions we perform a Fisher analysis to provide a quantitative answer.
We compute the angular power spectra by using a modified version3 of class (Les-
gourgues 2011; Di Dio et al. 2013; Baker & Bull 2015) in order to include modi-
fications of GR. We consider first-order scalar metric perturbations about a flat
Friedmann-Lemaître-Robertson-Walker (FLRW) background. The line element
in the Newtonian gauge reads
ds2 = a2(η)
[
− (1 + 2Ψ) dη2 + (1− 2Φ)δijdxidxj
]
, (5.10)
where η is the conformal time, a is the scale factor, and Ψ and Φ are the Bardeen
potentials. In GR the linearized Einstein equations set the two Bardeen potentials
Ψ and Φ to be equal (in absence of anisotropic stress) and relate them to the matter
density in comoving gauge through the Poisson equation. Modified theories of
3https://gitlab.com/philbull/mgclass
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gravity can change these relations. It is therefore common to parametrize deviations
from GR by the following relations (Zhao et al. 2009):
Φ
Ψ = γ (5.11)
k2Ψ = −32
H20Ωm0
a
µD , (5.12)
where Ωm0 and H0 are the density and Hubble parameter today, respectively.
The “clustering parameter” µ parametrizes modification of the Poisson equation
relating the gauge invariant density perturbation D to the potential Ψ and the
“slip parameter” γ parametrizes anisotropic stress which makes the ratio between
the two scalar potentials different from unity. In this chapter we focus on the
effects of lensing magnification which depends the Weyl potential Φ + Ψ. Thus
we will consider the equivalent parametrization in terms of {µ,Σ} instead of the
one in {γ, µ}, where Σ is defined by
Σ = −k
2 (Φ + Ψ)
3H20Ωm0D
= µ (1 + γ)2 . (5.13)
In GR µ = γ = Σ = 1 whereas in modified gravity theories, in full generality, they
can depend on time and wave number. Throughout this chapter we consider the
most simple case, where µ and Σ assume constant values µ0 and Σ0 at late times,
starting from µ = Σ = 1 at early times. We fix the threshold redshift at which
gravity starts to be modified from GR at z = 5.
5.3 Methodology
In order to estimate the bias on the constraints and on the best fit of the cosmological
parameters we use the Fisher matrix formalism, see (Fisher 1935; Tegmark et al.
1998). The Fisher matrix for the galaxy angular power spectra is given by
Fαβ =
`max∑
`=`min
∑
(ij)(pq)
∂Cij`,th
∂Φα
∂Cpq`,th
∂Φβ
σ−2C` [(ij),(pq)] , (5.14)
where Φα denotes the α-th parameter, the second sum over runs over the indices
(ij) and (pq) with i ≤ j and with p ≤ q which range from 1 to the total number
of redshift bins Nbin, and all bin auto- and cross-correlations are included, unless
stated differently. For Gaussian fluctuations the error in the measured power
spectra is given by, (Di Dio et al. 2014b)
σ2C` [(ij),(pq)] =
C
(ip)
`,obsC
(jq)
`,obs + C
(iq)
`,obsC
(jp)
`,obs
(2`+ 1)fsky
. (5.15)
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The observed correlation multipoles Cij`,obs including shot-noise are
Cij`,obs = CNwt` + CLens` +
δij
Ni
(5.16)
where Ni = dNzi/dΩ denotes the number of sources per steradian in the i-th bin.
We remark that we always include the lensing convergence contribution in the
observed power spectra in the covariance. We choose `min = 2 and `max = 300, and
we comment on the dependence on `max in Section 5.4.2. It is worth remarking
that more sophisticate redshift dependent non-linear cutoffs can be chosen, see
e.g. (Di Dio et al. 2014b; Alonso et al. 2017). Nevertheless our choice, namely to
use the same `max for any redshift-bin is conservative. Indeed this includes a larger
amount of small transversal scales at low redshift compare to high redshift. Therefore
it includes more modes in the regime where the lensing magnification is less relevant.
Regarding the theoretical power spectra we will instead assume two different
models. As in (Alonso et al. 2015; Di Dio et al. 2016b) we introduce an additional
parameter L and write the power spectra as
C`,th(θα, L) = Cg` (θα) + CRSD` (θα) + LCLens` (θα)
= CNwt` (θα) + LCLens` (θα) (5.17)
where the first two terms represent galaxy clustering and redshift-space distortions
and we have explicitly shown the dependence on the cosmological parameters {θα}
and on the lensing parameter L. When the galaxy number counts are modelled
by the Newtonian terms only, i.e. L = 0, we just consider the first two terms
in Eq. (5.17). When instead we include the lensing contribution L = 1 and
the power spectra are given by
C`,th(θα) = CNwt` (θα) + CLens` (θα) . (5.18)
For convenience we split the parameter set as {Φ} = {θα, L}. The Fisher matrix
F for the full set of parameters {θα, L} has then the form
FΦΦ =
(
F θθ F θL
F θL F LL
)
. (5.19)
The derivatives with respect to the cosmological parameters {θα} are approximated
using a five-point stencil, where for the step size δθα we take the 10% of the fiducial
value and we have verified that our results do not depend on the particular choice
for δθα. The derivatives with respect to the lensing parameter L are calculated
analytically and are simply given by CLens` .
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We assume a fiducial flat ΛCDM consistent with Planck, (Ade et al. 2016a),
including massive neutrinos. The fiducial values of the cosmological parameters are
as follows. The amplitude of the curvature fluctuations is ln1010As = 3.094 and the
spectral index is ns = 0.9645. The matter content of the Universe is parametrized
by h2Ωb = ωb = 2.225× 10−2, h2Ωm = ωm = 0.1198, Mν = 0.06 eV for the baryon
and cold dark matter density parameters and for the sum of the neutrino masses,
respectively. The dimension-less Hubble parameter is set to be h = 0.6727. For the
modified gravity parameters the fiducial values are µ = Σ = 1. We also consider
the galaxy bias at redshift z = 0, b0, as an additional parameter with fiducial values
consistent with the specifications for Euclid and SKA that we assume, see eqs. (5.28)
and (5.33). We will marginalize all our results with respect to the galaxy bias
parameter. We do not impose any prior from other experiments nor combine galaxy
clustering with other probes: our purpose is to focus on a galaxy clustering analysis
only and to study the relative impact of the lensing contribution in the determination
of the cosmological parameters and in the constraining power of the surveys under
consideration. Shear weak lensing surveys and lensing magnification will provide
the same information about the lensing potential, but the two measurements suffer
by different systematic effects: on one hand we have intrinsic alignment and on
there other one galaxy and magnification biases.
5.3.1 Bias on the parameter constraints
Our aim is to quantify the amount of information that is misinterpreted if the
lensing contribution is neglected in the galaxy clustering analysis. We have therefore
introduced in Eq. (5.17) the lensing parameter L but for our purpose here we
do not treat it as the other cosmological parameters. This is because in our
approach L is not free to vary over any value and it is not supposed to be
measured by the experiments. Rather we treat the lensing contribution in the
galaxy power spectra as a theoretical systematic meaning that the parameter L
is fixed to 1 or to 0, depending on which is the model we assume with or without
the lensing term respectively. We consider the sub-matrix F θθ in Eq. (5.19) for
the cosmological parameters only
F θθαβ =
`max∑
`=2
∑
(ij)(pq)
∂Cij`,th
∂θα
∂Cpq`,th
∂θβ
σ−2C` [(ij),(pq)] , (5.20)
and estimate the standard marginalized errors for the cosmological parameters from
σθα =
√[
(F θθ)−1
]
αα
(5.21)
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We then compare the marginalized errors that we get from (5.21) with the spectra
given by C`,th(θα) = CNwt` (θα) + CLens` (θα) with the ones that we get with the
Newtonian spectra only. In both the analyses we include the lensing contribution in
the observed power spectra in the covariance. The change in the marginalized errors
is due to the actual dependence of the lensing term on the cosmological parameters.
The Fisher matrix (5.20) has dimension N × (N + 1)/2, where N is the number
of cosmological parameters under consideration: we have 5 parameters for ΛCDM,
6 parameters when we include massive neutrinos and 8 parameters including also
modified gravity, parametrized by µ and Σ. The errors in Eq. (5.21) on each
parameter are calculated marginalizing over all the others.
5.3.2 Bias on the parameter estimation
Our approach for the calculation of the bias on the estimation of the cosmological
parameters is based on the Fisher matrix method applied to the case of nested
models as introduced in (Taylor et al. 2007; Knox et al. 1998; Heavens et al. 2007;
Kitching et al. 2009). Suppose to have two models such that the parameter space
of one model is contained in the one of the other model, in a way that both the
two models have some parameters in common, e.g. the cosmological parameters
{θα}, that are supposed to be measured from some experiment. The difference
between the two models is that in the “wrong” model some other parameters are
fixed to some known values whereas in the “correct” model they are free to vary as
the other parameters. This framework can be adapted to the situation where the
additional parameters represent the amplitude of some systematic effects, i.e. they
are set to zero in the wrong model, where systematics are not taken into account
or they are set to 1, which corresponds to the correct model, where the effect of
systematics is included. This is the case we are studying here: under the general
assumption that the Universe is described by the power spectra including the
lensing contribution, in the correct model we set L = 1 whereas in the wrong
Newtonian model we have L = 0.
The wrong model assumption leads to a shift in the best-fit values of the
cosmological parameters {θα} which follows simply from the fact that the dependence
of the likelihood on the additional parameters in the correct model displaces the
value of the maximum, (Taylor et al. 2007). The shift in the best-fit value of
a parameter is given by
∆θα =
∑
β
(
F θθ
)−1
αβ
F θLβ , (5.22)
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where both the terms are subset of the Fisher matrix FΦΦ of the full set of the
parameters of Eq. (5.19):
(
F θθ
)−1
αβ
is the inverse of the sub-matrix of the {θα}
parameters and F θL is the column corresponding to the {θα} and L parameters4.
The estimation of Eq. (5.22) is based on a first-order Taylor expansion of the
likelihood of the correct model and relies on two crucial assumptions. Firstly the
difference between the two models has to be small, and secondly the approximated
expression in (5.22) holds locally, i.e. for small shifts ∆θα: for large shifts the
Taylor approximation is not accurate meaning that the results can only be trusted
qualitatively. Keeping in mind this caveat, it is worth to discuss two more subtle
issues related to the terms appearing in the Fisher matrix in Eq. (5.22). The
first concerns which spectra have to be used for the derivatives with respect to
the cosmological parameters {θα}, where we have two possibilities: the spectra
with lensing C`,th(θα) = CNwt` (θα) + CLens` (θα) - fiducial model L = 1 - or just the
Newtonian ones - fiducial model L = 0, where in practice the second choice neglects
the fact that the lensing term depends on the cosmological parameters. If we use
the spectra with lensing we are calculating the bias in the parameter estimation
due to neglecting a systematic effect that depends itself on such parameters. This
is indeed the case for lensing and actually we have exploited this dependence to
estimate the bias in the constraints, see the discussion of our method in section 5.3.1.
However this approach would of course lead to larger shifts ∆θα: we have calculated
that in this case the shifts normalized to their fiducial values are much greater than
one and roughly one order of magnitude larger than the results using Newtonian
spectra for almost all the cosmological parameters and for both Euclid and SKA.
Since, as remarked above, the approximated formula (5.22) is accurate for small
shifts, we prefer to be more conservative and use the Newtonian spectra for the
derivatives with respect to the parameters {θα}. The second issue is related to
the errors σ2C` . Again we have two choices: to include the lensing contribution
in the measured spectra or not. In this case we do take into account the lensing
contribution simply because, even if it is not included in the theoretical description
of the galaxy clustering, it is nevertheless observed.
To summarize, for the terms in Eq. (5.22) we take
F θθαβ =
`max∑
`=2
∑
(ij)(pq)
∂CNwt ij`
∂θα
∂CNwt pq`
∂θα
σ−2C` [(ij),(pq)] , (5.23)
4We stress that for the correct calculation of the shift in Eq. (5.22) one should first consider
the subset F θθ of the full Fisher matrix FΦΦ and then invert it. This was first pointed out in
Ref. (Camera et al. 2017).
5. Lensing convergence in galaxy clustering in ΛCDM and beyond 79
and
F θαβ =
`max∑
`=2
∑
(ij)(pq)
∂CNwt ij`
∂θα
CLens pq` σ
−2
C` [(ij),(pq)] , (5.24)
where we remind the reader that CLens` is the derivative of the spectra including
lensing with respect to L and we include the lensing contribution in the errors σ2C` .
Our choices follow the approach of (Kitching et al. 2009) and are slightly different
to the one used in previous literature for the same effect, i.e. neglecting lensing
(and the other relativistic) effects, see (Camera et al. 2015a; Di Dio et al. 2016b;
Cardona et al. 2016): in these works the lensing contribution was neglected in the
modelled (as we do) but also in the observed power spectra.
5.3.3 Surveys specifications
In this section we present the specifications that we assume for the galaxy surveys
we consider: Euclid and SKA. They are summarized in figure 5.1.
We consider Euclid photometric specifications as presented in (Amendola et al.
2013): the number of galaxies per redshift and per steradian, the galaxy bias
and the magnification bias are given by
dN
dzdΩ = 3.5× 10
8z2exp
[
−
(
z
z0
)3/2]
(5.25)
for 0.1 < z < 2 (5.26)
fsky = 0.375 (5.27)
b(z) = b0
√
1 + z , (5.28)
where z0 = zmean/1.412, the median redshift is zmean = 0.9 and we set b0 = 1. We
assume the magnification bias as computed in (Montanari & Durrer 2015):
s(z) = s0 + s1z + s2z2 + s3z3 , (5.29)
where the coefficients are s0 = 0.1194, s1 = 0.2122, s2 = −0.0671 and s3 = 0.1031.
Galaxy and magnification biases are assumed to be constant in each redshift bin,
with value determined at the mean redshift. We consider two configurations, with 5
and 10 equally spaced redshift bins in the redshift range 0.1 < z < 2 with ∆z5 = 0.38
for 5 bins and ∆z10 = 0.19 for 10 bins. The photometric redshift uncertainty is
modelled with Gaussian bins with standard deviation ∆zi/2, i = 5, 10, for the
observed power spectra in the errors σ2C` whereas we use top-hat bins with half-
width ∆zi/2 for the theoretical power spectra in the derivatives with respect to
the parameters in the Fisher matrix.
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For the SKA spectroscopic survey we assume specifications as in (Camera et al.
2015b; Santos et al. 2015) consistent with the 5 µJy sensitivity:
dN
dzdΩ =
(180
pi2
)
10c1zc2exp (−c3) (5.30)
for 0.1 < z < 1.5 (5.31)
fsky = 0.73 (5.32)
b(z) = b0exp (b1z) , (5.33)
where c1 = 6.7767, c2 = 2.1757, c3 = 6.6874, the fiducial value for the galaxy
bias at z = 0 is b0 = 0.5887 and b1 = 0.8130.
We compute the magnification bias according from the fitting formula for the
cumulative number density of galaxies for SKA in Eq. (5.4) as given in (Camera
et al. 2015b). From Eq. (5.3) we find
s(z) = s0 + s1z + s2z2 + s3z3 , (5.34)
with coefficients s0 = −0.106875, s1 = 1.35999, s2 = −0.620008 and s3 = 0.188594.
Note that, physically, the magnification bias assumes positive values at all redshifts5.
Galaxy and magnification biases are assumed to be constant in each redshift bin,
with value determined at the mean redshift.
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s(z) Euclid
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z
Figure 5.1: Magnification bias (left panel) and galaxy bias (right panel) for the EUCLID
and SKA specification considered in this chapter. A constant galaxy and magnification
bias is assumed in each redshift bin, with value evaluated at the mean redshift.
For SKA, we consider five configurations, with 5, 10, 20, 30 and 40 equally
spaced redshift bins in the redshift range 0.1 < z < 1.5. Given the spectroscopic
5We notify the reader that the fitting formula for the magnification bias for SKA appearing in
Refs. (Raccanelli et al. 2016a,c; Montanari & Durrer 2015; Di Dio et al. 2016b) is incorrect. This
is due an error in fitting formula for the cumulative number density of galaxies in Ref. (Camera
et al. 2015b) which was corrected afterwards.
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redshift determination, we use top-hat redshift bins with half-width ∆zi/2, i =
5, 10, 20, 30, 40, both for the observed and for the theoretical power spectra in the
Fisher matrix. For SKA we also consider the case where the cross-correlations
between far redshift bins including lensing are neglected. To be specific we discard
all cross-cross-correlations with separation ∆z > ∆z5 = 0.28. The reason is twofold:
firstly in this way our results mimic to some extend what one finds with a P (k)
analysis by neglecting long range correlations, even if we are using the angular
power spectra. The second reason is that in this configuration we can completely
trust the robustness of the method we use to calculate the bias in the parameter
estimation and our results: as we remark above, the Fisher matrix method is
based on the Taylor expansion of the likelihood and thus it is implicitly based on
the assumption that the difference between the two models, here angular power
spectra with or without lensing, is small. This is not the case for far cross-bin
correlations with a spectroscopic survey, where the amplitude of the Newtonian
spectra is completely negligible and the signal is completely dominated by the lensing
convergence contribution. But it is true for cross-correlations between adjacent
bins, at all scales. To recover the 3-dimensional information with a spectroscopic
survey one needs order of 102 bins. Here we limit our analysis to a maximum of
40 redshift bins because of computational convenience.
5.4 Results
The correlation between the cosmological parameters and the lensing parameter L
is one of the most important quantity to understand the behaviour of the effects
of lensing that we want to study. It is defined by
ρL (θα) =
[(
FΦΦ
)−1]
αL√[
(FΦΦ)−1
]
αα
[
(FΦΦ)−1
]
LL
, (5.35)
where the index α refers to the cosmological parameters {θα} and we have included
lensing in the Fisher matrix, both in the covariance and in the angular power
spectra we use for the derivatives. The more this quantity is close to 1 the more
the correspondent parameter is correlated with lensing and therefore we would
expect the impact of lensing to be more important for the constraints and for
the shift of the best-value of that parameter.
In figure 5.2 and in figure 5.3 we plot this correlation for the ΛCDM model
including massive neutrinos and including also modified gravity, respectively. By
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Figure 5.2: The correlation of the lensing parameter L with the parameters of the
ΛCDM model with massive neutrinos. The correlation is given for different binning
configurations for Euclid (left panel) and for SKA considering all the redshift bin cross-
correlations (middle panel) and neglecting the cross-correlations between far redshift bins
(right panel).
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Figure 5.3: The correlation of the lensing parameter L with the parameters of the
ΛCDM model including massive neutrinos and modified gravity. The correlation is given
for different binning configurations for Euclid (left panel) and for SKA considering all
the redshift bin cross-correlations (middle panel) and neglecting the cross-correlations
between far redshift bins (right panel).
looking first at figure 5.2 we see that all the ΛCDM parameters, including the
sum of neutrino masses, are all not much sensitive to lensing. From the results
for SKA when we include all the possible cross-correlations we also see that the
correlation with L decreases as the number of redshift bins increases, as one would
expect since the lensing signal becomes relatively weaker. Indeed, by increasing
the number of bins, we consider more radial modes which are dominated by the
standard Newtonian contributions, being the lensing a pure transversal effect. In
addition, in the case where we neglect far-bin cross-correlations the correlation with
L is in general smaller for all the parameters with values which do not exceed 0.2
and are independent of the number of bins. When we include modified gravity, the
correlation of the ΛCDM parameters and the neutrino mass Mν behaves in the
same way as for the ΛCDM + Mν case, with the only exception of the amplitude
of scalar perturbations As, which becomes more correlated with lensing especially
for SKA, as shown in figure 5.3. The parameter Σ which parametrizes the sum of
the two Bardeen potentials in modified gravity (see Eq. (5.13)) is the parameter
most correlated with lensing, as one would expect since lensing is crucial to probe
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this quantity. This can be clearly seen from figure 5.3, especially for SKA, where
the correlation between Σ and L stays constant and close to 1 as the number
of redshift bins increases (middle panel of figure 5.3), also for the configuration
where we drop the far-bin correlations (right panel of figure 5.3). Note that as
the number of redshift bins increases the correlations with L for SKA including
all the cross-correlations and those neglecting far-bin cross-correlations become
almost the same, for all the three models we consider. This indicates that as one
increases the number of bins the correlations with lensing is not controlled by the
far-bin cross-spectra, despite the lensing signal dominates over the Newtonian terms.
This is a first indication that for most of the cosmological parameters, lensing
magnification is not carrying crucial information for a spectroscopic survey.
5.4.1 The effect of lensing magnification: constraints on
the cosmological parameters
In this section we quantify how much information is present in the lensing con-
tribution in galaxy clustering. Our aim here is not to provide precise forecast
constraints, rather to estimate the relative impact of lensing compared to the
standard Newtonian analysis. We therefore present our results in terms of the
ratio of the marginalized errors calculated with two different Fisher analyses, the
difference being the contributions we consider in the model for the galaxy power
spectra: intrinsic clustering and redshift-space distortions only in one case and
including also lensing convergence in the other case. If this ratio is close to 1
then the constraining power of lensing is negligible. On the contrary, for values
significantly less than 1, the improvement on the errors coming from lensing is
important. The errors are marginalized over the entire set of the parameters for
each model we consider: we have 5 parameters for ΛCDM, 6 parameters when we
include massive neutrinos and 8 parameters if we also include modified gravity. We
address to section 5.3.1 for a detailed discussion of our approach. We also analyse
the dependence of the constraining power of lensing on the number of redshift bins.
The relative behaviour of the errors on a parameter - with or without lensing - is due
to the dependence of the lensing magnification on that parameter and is also due to
the dependence of the lensing signal on the survey and the binning configuration.
Figure 5.4 shows the results for Euclid and figure 5.5 for SKA. Again we look
first to the ΛCDM model and its extension with massive neutrinos. From left and
middle panels in figure 5.4 and in figure 5.5 we see that the information contained in
the lensing contribution does not improve substantially the constraints: the ratios
of the errors for all the parameters rapidly approach 1 as the number of redhsift
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Figure 5.4: Results for Euclid: the ratio of the errors on the cosmological parameters
calculated including lensing to the ones calculated neglecting it. In both analyses we
include lensing contribution in the covariance matrix.
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Figure 5.5: Results for SKA: the ratio of the errors on the cosmological parameters
calculated including lensing to the ones calculated neglecting it. In both analyses we
include lensing contribution in the covariance matrix.
bins increases. The results are also shown in table 5.1 in section 5.5. In the right
panel of figure 5.4 and 5.5 we show the results for modified gravity. We see that
lensing improves the constraints on the modified gravity parameters, the strongest
improvement being on Σ: for Euclid with 10 bins the error with lensing is one half
the error without lensing and for SKA with 40 bins and considering all the cross-
correlations the ratio of the errors is 0.33, see table 5.2 in section 5.5. In addition,
for SKA the right panel of figure 5.5 tells us that adding lensing magnification in
modified gravity improves the constraints on the amplitude of primordial fluctuations
As, because the lensing potential breaks degeneracy between these parameters.
It is worth discussing in more detail the behaviour of the relative error of the
modified gravity parameters µ and Σ for the case of the spectroscopic survey SKA.
By inspecting the right panel of figure 5.5 we note that the improvement on the
error of Σ is significant for the 30 and 40 bins configuration, the ratio of the errors
with and without lensing being lower than 0.4. On the contrary for the parameter µ
the ratio of the errors pass from 0.5598 at 30 bins to 0.8853 at 40 bins - approaching
the value of the other ΛCDM parameters - indicating that the constraining power of
lensing on µ decreases as the number of redshift bins increases. Indeed by increasing
the number of redshift bins, we start considering shorter radial modes. With a
better radial resolution we resolve the redshift space distortion contributions. This
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leads to a measurement of the growth rate and it provides constraints on the galaxy
clustering parametrized by µ. Therefore the constraints on µ are driven by the
standard newtonian contributions in the limit of a spectroscopic survey.
To corroborate this statement we isolate the effect of redshift-space distortions
by performing an additional Fisher analysis to examine their constraining power on
the modified gravity parameters. In figure 5.6 we show on the right panel the ratio
of the errors calculated including density and redshift-space distortion to the ones
calculated with density alone and we report on the left panel the ratio of the errors
given by including to neglecting lensing. It is clear the different behaviour of the
two modified gravity parameters. From the right panel we see that redshift-space
distortions improve the error on µ whereas they do not add useful information for Σ
starting from 30 bins, the ratio of the errors on Σ becoming closer to 1 for 40 bins.
On the contrary, from the left panel we see the opposite behaviour: starting from
30 bins adding lensing stops improving the error on µ whereas the improvement
of the errors on Σ stay roughly constant by increasing the number of bins. Our
results also validate the choice of the parametrization {µ,Σ} to test deviation from
GR on large scales. Indeed with this choice we decouple the effect induced by
structure formation on µ and the lensing effect on Σ.
● ● ●
●
■ ■ ■ ■
10 20 30 40
0.2
0.4
0.6
0.8
1.0
Nbin
σwith
le
ns
in
g/σw
ith
ou
tl
en
si
ng
ΛCDM+Mν+μ+Σ - SKA all cross
●
●
●
●
■
■
■ ■
10 20 30 40
0.5
0.6
0.7
0.8
0.9
1.0
Nbin
σwith
R
S
D
/σwit
ho
ut
R
S
D
ΛCDM+Mν+μ+Σ - SKA all cross
● μ
■ Σ
Figure 5.6: Left panel: the ratio of the errors on the modified gravity parameters
calculated including lensing to the ones calculated neglecting it. Right panel: the ratio of
the errors on the modified gravity parameters calculated including density and redshift-
space distortion to the ones calculated with density alone. The errors are calculated by
marginalizing over the other parameters of the ΛCDM + Mν + µ + Σ model. Here we
consider all the cross-correlation between the redshift bins for SKA.
5.4.2 The effect of lensing magnification: bias on the cos-
mological parameters estimation
In this section we present our results for the shift in the best-fit values of the ΛCDM
and modified gravity parameters. We report in the same plots in figure 5.7 and
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figure 5.8 for every parameter: its correlations with the lensing parameter, the
ratio of the errors with lensing to the one obtained without and the results for the
shift in the best-fit values. This is to highlight the correspondence that we expect
between these three different quantities: the parameters whose correlation with the
lensing parameter is higher are those whose estimation is more biased by neglecting
lensing and also those whose constraints are more improved by including lensing.
We express the shifts, given by Eq. (5.22), in units of the error we get from the
standard Newtonian analysis. From the left and middle panels of Figs. 5.7 and 5.8,
it is evident the one-to-one correspondence between improvement on the errors,
correlation with lensing and shifts, both Euclid and SKA, for the ΛCDM model and
for the extension including massive neutrinos. When we add modified gravity the
values of the shifts is not completely determined by the correlation with the lensing
parameter because it is influenced also by the correlations between the parameters
of the model itself, which are altered in modified gravity.
For Euclid, and in general for photometric surveys, we find shifts larger than 1σ,
and even more for the modified gravity parameters. We again explain this behaviour
considering that photometric surveys have a much better angular resolution than
radial, therefore they are more sensitive to the lensing effects and by neglecting
its contribution in the analysis will affect the cosmological parameters process
stronger. Note that for the ΛCDM and for the ΛCDM + Mν models the shifts
on the cosmological parameters are all around 1σ, reaching 2σ for the spectral
index ns and neutrino mass Mν , whereas they drop to smaller values when adding
modified gravity, see tables 5.1 and 5.2 in section 5.5.
For SKA, for the ΛCDM and for the extension with neutrinos the shifts on all
the cosmological parameters are below 1σ and sistematically lower than the ones
for Euclid, as expected, see left and middle panels of figure 5.8 compared with
those of figure 5.7. When including modified gravity, the bias on the cosmological
parameters and neutrino mass are lower than in the ΛCDM and the ΛCDM +
Mν models and we find a bias of more than 1σ on µ and Σ only for the 10 bins
configuration. In this respect, it is worth remarking the dependence of the shifts
on the modified gravity parameters on the number of bins: for 10 bins the lensing
signal is such that the shifts on µ and Σ are more than 1σ. But by increasing
the number of redshift bins the shifts on µ and Σ reflect the relative behaviour
of the constraining power of lensing and redshift-space distortions that we have
already remarked in section 5.4.1. In particular we find that when we approach
a number of bins where the angular analysis is competitive with respect to the
full 3-dimensional analysis, i.e. when the width of the bin is comparable to the
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Figure 5.7: Results for Euclid: we show the shifts in the best fit values in units of the
errors from the Newtonian analysis (green line), the correlation with the lensing parameter
(orange line) and the ratio between the errors with lensing to the one without lensing
(blue line).
non-linear scale (Asorey et al. 2012; Di Dio et al. 2014b), the shift are below 1σ. We
may conclude that SKA is not sensitive to any bias induced by neglecting lensing
magnification. Nevertheless we want to stress that the shift on the parameter Σ
if expressed in units of the error obtained including lensing is about 1σ, whereas
the shifts on the other cosmological parameters remain unchanged.
As part of our analysis for SKA we also compare the shifts that we get by
considering all the cross-correlations with those obtained by setting to zero those
between far redshift bins. From figure 5.9 we see that we basically obtain the same
results with both configurations and for all the parameters, including µ and Σ. This
means that the lensing contribution from far-bin cross-correlations is sub-dominant
for the estimation of the bias of the best-fit value, despite the lensing convergence
dominates the signal of the angular power spectra of these cross-correlations.
Let us finally comment on the dependence of the bias in parameter estimation
on the choices for the maximum multipole. In this case we consider Euclid, which
exhibits the most significant shifts. In figure 5.10 we show the dependence of the
errors (left panel) and the dependence of the shifts (in units of the errors, right
panel) on the maximum multipole `max. For both the quantities it is clear the
separation in two groups: neutrino mass and modified gravity parameters at one
side and all the parameters of the standard ΛCDM model on the other side. Given
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Figure 5.8: Results for SKA: we show the shifts in the best-fit values in units of the
errors from the Newtonian analysis (green line), the correlation with the lensing parameter
(orange line) and the ratio between the errors with lensing to the one without lensing
(blue line). Here we consider all the cross-correlations.
that if we include more multipoles the errors decreases for each parameter, from
the left panel we see that for neutrino mass, µ and Σ the information coming
from including larger multipoles is less significant, meaning that they are more
sensitive to larger scales. We also remark that on large scale there is a more relevant
contribution due to the pure lensing term, while on smaller scales the lensing signal
is dominated by its correlation with the standard Newtonian terms. This behaviour
is mirrored in their shifts: the major contribution comes from larger scale and
they do not change significantly as `max increases. Therefore, once the shifts are
expressed in terms of the errors, the information gained from smaller scales does
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Figure 5.9: Shifts in the best-fit values of the parameters for the two extensions of
the ΛCDM model for SKA. We compare the results obtained by including all the cross-
correlations (blue line) and those obtained by neglecting the far-bin cross-correlations
(orange line). The shifts are given in units of the fiducial values for both the configurations.
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Figure 5.10: Results for Euclid in the 10 bins configuration. Left panel: errors for
the cosmological and modified gravity parameters for different values of the maximum
multipole. Right panel: shift in the best-fit values of the cosmological and modified
gravity parameters in units of the standard error for different values of the maximum
multipole. Both are normalized to `max = 75. Here the errors are calculated with the
Newtonian theoretical power spectra and lensing in the covariance.
not compensate the bias from larger scales and the result is that the values of ∆/σ
increases, as show in the right panel of figure 5.10.
5.5 Summary
In this chapter we have investigated the impact of neglecting lensing magnification in
future galaxy clustering surveys, motivated by the deeper redshift range probed by
them. We consider three cosmological models, namely the standard ΛCDM model
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and two extensions: the first including massive neutrinos and the second including
deviations to General Relativity. We focus both on photometric and spectroscopic
redshift surveys, showing their different behaviour regard lensing magnification.
In particular, photometric surveys due to the poor redshift resolution measure
mainly transversal modes which are more affected by lensing magnification. This
leads to a larger bias induced by neglecting lensing magnification, in particular for
the terms beyond ΛCDM. We show that the cosmological parameters which exhibit
a larger bias are the ones more correlated with lensing magnification. This is clear
for the parameters (µ and Σ) which parametrise deviations from General Relativity,
where a crucial information is carried by the lensing potential.
To fully consider the impact on spectroscopic surveys we would need a number
of redshift bins such that the width of them is comparable with the non-linear scale.
While this imposes strong numerical limitations, we show the behaviour by increasing
the number of redshift bins, hence by approaching a spectroscopic resolution. By
doing that we including more and more radial modes which are unaffected by lensing
(being a pure transversal effect) and therefore the relative information carried by
lensing potential is less relevant. Interestingly this does not apply completely to
the Σ parameter, whose information is mainly carried by the lensing potential. As
well known redshift space distortion measures the growth of structures, and it can
be used to constrain the underling theory of gravity. In our analysis we show that
when we start approaching a good enough redshift resolution and we begin to probe
(small) scale radial modes, the constraining power on the µ parameter is dominated
by redshift space distortion compared to lensing magnification. This different
behaviour between Σ and µ reflects the modification of eqs. (5.12) and (5.13).
We have also shown that, while lensing magnification dominates the cross-
correlation between far away redshift bins, the information encoded in such cor-
relations is very subdominant with respect to closer redshift correlations and by
including or not far cross-correlations does not change the results.
We have therefore shown that it is important to include lensing magnification
in data analysis, in order to use next generation of clustering surveys to test
for deviations from General Relativity. In particular, our results show that the
estimation of the modified gravity parameters is biased for photometric surveys
whereas the shift in the best-fit values stay below 1σ for spectroscopic surveys.
Some similar issues on the same topic are addressed in (Lorenz et al. 2017)
which appeared while the work presented in this chapter was in the final stage of
preparation. Wherever possible we verified that our results agree with theirs. We
emphatise that our results address the issues for spectroscopic surveys as well.
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We show here the values that we obtain for the correlation with the lensing
parameter, the ratio of the errors for the cosmological and modified gravity
parameters - errors with lensing to errors without lensing - and the shift in their
best-fit value expressed in unit of the sigma obtained from a Newtonian analysis. We
report our results for the 10 bins configuration for Euclid and for the 40 bins for SKA.
EUCLID - 10 bins SKA - 40 bins
ρL σlens/σw/o lens ∆/σ ρL σlens/σw/o lens ∆/σ
As 0.07617 1.000 -0.6094 0.005150 0.9990 0.3705
ns 0.44019 0.9118 -1.753 -0.005522 0.9966 -0.5332
H0 -0.2958 0.9632 1.206 0.008866 1.001 0.3834
ωb -0.2991 0.9619 1.183 0.02988 1.000 0.4077
ωm -0.3711 0.9389 1.480 0.03003 0.9977 0.6918
Mν 0.3923 0.9440 -1.996 0.5854 0.9965 0.6359
Table 5.1: Summary of results for the extended ΛCDM model (ΛCDM +Mν). Here we
report the results for SKA obtained by considering all the cross-correlations.
EUCLID - 10 bins SKA - 40 bins
ρL σlens/σw/o lens ∆/σ ρL σlens/σw/o lens ∆/σ
As -0.1445 0.9806 -0.1079 -0.7145 0.6403 0.4535
ns 0.3504 0.9033 -0.1467 0.2279 0.9709 -0.4784
H0 -0.2219 0.9647 0.2922 -0.06334 0.9990 0.3500
ωb -0.2030 0.9661 0.1822 -0.05601 0.9990 0.3634
ωm -0.2420 0.9511 0.2259 -0.04806 0.9983 0.5603
Mν 0.1209 0.9838 -2.112 -0.1797 0.9637 0.2793
µ -0.3055 0.8646 -1.996 -0.3998 0.8852 0.04112
Σ -0.7867 0.5042 -1.878 -0.9299 0.3312 0.2919
Table 5.2: Summary of results for the extended ΛCDM model (ΛCDM +Mν + µ+ Σ).
Here we report the results for SKA obtained by considering all the cross-correlations.
Chapter 6
OPTIMAL GALAXY SURVEY FOR DETECTING
THE DIPOLE IN THE CROSS-CORRELATION
WITH 21 CM INTENSITY MAPPING
6.1 Introduction
The state-of-the-art analysis of the Cosmic Microwave Background (CMB) anisotropies
(Ade et al. 2016a) and of the Large Scale Structure (LSS) of the universe (Alam et al.
2017b) offers robust observational evidence in favor of the standard cosmological
model, known as ΛCDM. However, the ΛCDM model presents some theoretical
troubles, above all the cosmological constant problem (Weinberg 1989) and the
nature of the dark components in the matter sector (Zwicky 1937; Clowe et al.
2006). These issues keep raising an increasing interest in the scientific community
and strongly necessitate further investigation of the foundational principles from
which the standard model was built (Bull et al. 2016). A pivotal role in testing the
laws of gravity at cosmological scales will be played by the forthcoming LSS surveys
aiming to map with stunning precision the large scale structure of the universe.
The huge amount of incoming data requires an equally powerful advance from the
theoretical and modelling side. One of the issues related to the correct modelling
of the LSS observables is the fact that we do not observe directly the dark matter
density field, but we observe some biased tracers at a given observed redshift and
direction in the sky. A fully relativistic computation of what is really measured
in a galaxy survey was performed at linear order (Yoo et al. 2009; Yoo 2010;
Bonvin & Durrer 2011; Challinor & Lewis 2011; Schmidt & Jeong 2012; Bertacca
et al. 2012; Raccanelli et al. 2016b, 2014) and at second order in perturbation
theory (Yoo & Zaldarriaga 2014; Bertacca et al. 2014; Bertacca 2015; Di Dio et al.
2014a, 2016a; Nielsen & Durrer 2017; Umeh et al. 2017; Di Dio 2017; Jolicoeur
92
6. Optimal galaxy survey for detecting the dipole in the cross-correlation with 21
cm Intensity Mapping 93
et al. 2017; Bertacca et al. 2017). This formalism has been further extended to
other observables such as the lensing convergence (Bonvin 2008), the HI brightness
temperature (Hall et al. 2013) and the Lyman-α transmitted flux (Iršič et al. 2016).
Since we measure galaxy positions by collecting photons which have travelled in
a clumpy universe, the LSS observables are also affected by other contributions,
which were commonly neglected, beyond the standard local overdensity and Redshift
Space Distortion (RSD) (Kaiser 1987). These terms, which include gravitational
lensing convergence, gravitational redshift, Doppler and integrated Sachs-Wolfe
effect, may bias the estimation of some cosmological parameters (Camera et al.
2015b,a; Raccanelli et al. 2016c; Montanari & Durrer 2015; Di Dio et al. 2016b;
Cardona et al. 2016), in particular for deviations from ΛCDM (Villa et al. 2018).
More interestingly, a measurement of these effects offers the opportunity to extract
further cosmological information, allowing to test the Equivalence Principle or the
theory of gravity at the largest observable scales. Even if all these corrective terms
are subdominant on sub-horizon scales with respect to the local density and RSD,
it has been shown that it is possible to isolate some of them, by correlating two
different tracers1 (McDonald 2009; Yoo et al. 2012; Bonvin et al. 2014; Alonso &
Ferreira 2015; Fonseca et al. 2015; Iršič et al. 2016; Bonvin et al. 2016; Gaztanaga
et al. 2017; Dai et al. 2016; Borzyszkowski et al. 2017; Abramo & Bertacca 2017).
This can be achieved using the fact that some terms carry an odd symmetry with
respect to the line of sight, which can be exploited with different tracers. In fact, in
the same way as RSD introduces an anisotropy that sources other even multipoles
in the correlation function of a LSS tracer apart from the monopole, gravitational
redshift and Doppler effects break the symmetry with respect to the exchange of two
tracers along the line of sight. Therefore, they induce non-vanishing odd multipoles
in the cross-correlation function or an imaginary part in the Fourier power spectrum.
Measuring the relativistic effects is a new opportunity for testing the consistency of
general relativity (Lombriser et al. 2013; Bonvin 2014) and may offer an alternative
method to measure the peculiar velocity field of the sources (Hall & Bonvin 2017;
Bonvin et al. 2017). The first measurement of the dipole for the cross-correlation
of two galaxies populations (Gaztanaga et al. 2017) was a measurement of the
dipole induced by the so-called large-angle effect. Nevertheless, at the lowest order
in the distant observer approximation, the large-angle effect can be written as a
combination of the monopole and the quadrupole and therefore it does not provide
new information, at least in the regime where this approximation is reliable. In this
1It has also been claimed (Raccanelli et al. 2016a) that futuristic surveys may be able to detect
them through a single tracer analysis.
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work we will investigate the possibility to detect the relativistic Doppler corrections
by cross-correlating galaxies and 21 cm Intensity Mapping (IM). The prospect of
measuring the relativistic dipole by cross-correlating these two tracers was addressed
in (Hall & Bonvin 2017), where a signal-to-noise analysis is presented for specific IM
experiments and galaxy survey. Here we present a survey-independent analysis, with
the aim of understanding which types of galaxies are more suitable for detecting the
relativistic dipole and how the signal-to-noise can be optimized by properly choosing
the luminosity threshold of the galaxy catalogue. Since the Doppler corrections are
more relevant at low redshift, this is the regime we are focused on.
Cross-correlation observational studies between galaxies and IM at low redshift
(z < 1) have already been performed in recent years with the goal of detecting
the diffuse neutral hydrogen (HI) (Chang et al. 2010; Masui et al. 2013) and also
at high redshift exploiting the cross-correlation between IM and Lyman-break
galaxies (Villaescusa-Navarro et al. 2015) and the Lyman-α forest (Carucci et al.
2017) in the post-reionization era. Furthermore, higher redshift investigations
of the cross correlations are also of primary importance during or around HI
reionization (e.g. (Lidz et al. 2009)).
The chapter is structured as follows. In section 6.2 we revise the relativistic
formalism for galaxy surveys and IM experiments. Furthermore, we summarize the
formalism that will be used in the following sections to compute the multipoles
of the cross-correlation for the two tracers and its covariance, and we discuss
two possible contaminations to the relativistic dipole: the lensing dipole and the
wide-angle effect. More details on the formalism and the approximation we adopt
in this work can be found in the appendices B.1 and B.2. In section 6.3 we use
the halo model to describe in a fairly general way the HI and galaxy distribution
properties, and we show how the biases of the two tracers can be related to their
shot-noise. In section 6.4 we present a signal-to-noise analysis for the relativistic
dipole. In particular, we investigate the behavior of the signal-to-noise as a function
of the galaxy bias and magnification bias, for two HI models. In section 6.5 we
model luminosity-threshold galaxy catalogues with an halo occupation distribution
model and we studied the signal-to-noise for the relativistic Doppler dipole as a
function of the limiting magnitude. Finally, in section 6.6 we sum up the results
of our work and we draw the conclusions.
We stress that the rationale of this work is to provide a first quantitative
investigation of the optimal strategy to detect relativistic effects by exploiting the
cross-correlation signal between IM and galaxies, in doing that we will learn that
the low redshift regime is important to have a high value of the signal-to-noise-ratio
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of the relativistic effects. This work is also motivated by the fact that there are
indeed wide area low redshift surveys planned or under way that could provide the
necessary data for the galaxy populations (e.g. the planned EMU (Norris et al.
2011)) or the WISE data set (Bilicki et al. 2016)) to be interfaced with IM data
provided by radio telescopes like LOFAR, Murchison Wide-field Array, GMRT, the
Ooty Radio Telescope, CHIME, ASKAP, MeerKAT and SKA2.
Throughout all the chapter we assume a spatially flat ΛCDM cosmology with
parameters h = 0.67556, Ωcdmh2 = 0.12038, Ωbh2 = 0.022032. The primordial
amplitude and spectral index are As = 2.215× 10−9 and ns = 0.9619, respectively.
The matter power spectrum was computed with the Cosmic Linear Anisotropy
Solving System (class) code (Lesgourgues 2011; Blas et al. 2011), with pivot
scale k = 0.05Mpc−1.
6.2 Cross-correlation odd multipoles
In this section we will report the expression for the observable quantities in a galaxy
redshift survey and in a 21 cm intensity mapping experiment and the corresponding
cross-correlation. We consider a perturbed Friedmann-Lemaître-Robertson-Walker
(FLRW) metric and we work in longitudinal gauge3
ds2 = a(η)2
(
− (1 + 2Ψ) dη2 + (1− 2Φ) dx2
)
, (6.1)
where η denotes the conformal time, a(η) is the scale factor, and the metric
perturbations, Ψ and Φ, are the Bardeen potentials. We also remark that the
equations summarized in this section do not assume General Relativity (GR).
6.2.1 Galaxy number counts
In a galaxy clustering experiment we measure the number of galaxies N (n, z)
in terms of an angular direction n,4 and a measured redshift z. We can then
define the galaxy number counts as
∆gal(n, z) =
N (n, z)− 〈N〉 (z)
〈N〉 (z) , (6.2)
2http://www.lofar.org, http://www.mwatelescope.org, http://gmrt.ncra.tifr.
res.in, http://rac.ncra.tifr.res.in/ort.html, http://chime.phas.ubc.ca/,
https://www.atnf.csiro.au/projects/askap/index.html, http://www.ska.ac.za/
gallery/meerkat/,https://www.skatelescope.org.
3Since we consider only observable quantities, the gauge choice will not affect any result.
4n denotes here the unit vector (direction) in which the photons propagate, while the angular
position in the celestial sphere is −n.
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where 〈..〉 denotes the angular average at fixed observed redshift z. The galaxy
number counts were computed to first order in perturbation theory (Yoo et al.
2009; Yoo 2010; Bonvin & Durrer 2011; Challinor & Lewis 2011), by accounting
that galaxies are a biased tracer of the underline dark matter field, and they can
schematically be expressed as (Di Dio et al. 2013)
∆gal(n, z,m∗) = bgal(z,m∗)D +
1
H(z)∂r(V · n)
+ (5s(m∗, z)− 2)
∫ r(z)
0
r(z)− r
2r(z)r ∆Ω(Φ + Ψ)dr
+
 H˙
H2 +
2− 5s(m∗, z)
rH + 5s(m
∗, z)− f galevo(m∗, z)
(V · n)
+ (f galevo − 3)HV + (5s− 2)Φ + Ψ +
1
H Φ˙ +
2− 5s
r(z)
∫ r(z)
0
dr(Φ + Ψ)
+
 H˙
H2 +
2− 5s
r(z)H + 5s− f
gal
evo
Ψ + ∫ r(z)
0
dr(Φ˙ + Ψ˙)
 , (6.3)
The bias factors in the expression above, s(m∗, z) and fevo(m∗, z), are the mag-
nification and the evolution biases of the galaxy catalogue, respectively. Modelling
the magnification and the evolution biases of a galaxy catalogue requires a prior
knowledge on the luminosity function of the targeted galaxy population.
6.2.2 21 cm brightness temperature fluctuation
Intensity mapping (Peterson et al. 2009) is a novel technique which aims to map the
Large Scale Structure of the universe by measuring the collective emission of many
galaxies without resolving individual sources. 21 cm IM experiments target the
emission line of neutral atomic hydrogen. The observable quantity is the flux density,
i.e. the integral of the specific intensity over the solid angle of the telescope beam,
which can be related to the HI brightness temperature in the Rayleigh-Jeans regime
(see the appendix in (Bull et al. 2015) for a more detailed discussion). The observed
fluctuation in the 21 cm brightness temperature has been computed in linear theory
in Ref. (Hall et al. 2013), including all the relativistic corrections. The full expression
is mathematically equivalent to the expression in (6.3), with the magnification bias
value set to s = 2/5, such that the lensing contribution vanishes. The fact that the
observable in an intensity mapping survey is not affected by gravitational lensing
to linear order is due to surface brightness conservation. Indeed the change in the
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solid angle dΩ is exactly compensated by the change in the observed flux. The full
expression for the observed fluctuation in the 21 cm brightness temperature is
∆21cm(n, z) = bHI(z)D +
1
H(z)∂r(V · n) +
 H˙
H2 + 2− f
HI
evo(z)
(V · n) + (fHIevo − 3)HV
+ Ψ + 1H Φ˙ +
 H˙
H2 + 2− f
HI
evo
Ψ + ∫ r(z)
0
dr(Φ˙ + Ψ˙)
, (6.4)
where bHI(z) and fHIevo(z) are the bias and the evolution bias of the neutral hy-
drogen, respectively.
The evolution bias for the HI can be defined similarly to the galaxy evolution
bias in (3.34). Taking into account that we observe all the HI emissions from a
patch of the sky, it depends on the redshift evolution of the HI comoving density
ρ¯HI (see the appendix in (Alonso & Ferreira 2015))
fHIevo =
∂ ln ρ¯HI(z)
H∂η = −(1 + z)
∂ ln ρ¯HI(z)
∂z
. (6.5)
6.2.3 21 cm - Galaxies cross-correlation
Cross-correlation studies are promising techniques to study relativistic effects. In
fact, in the past years it has been pointed out that relativistic effects source odd
multiples of the correlation function or Fourier space power spectrum, when two
different tracers are cross-correlated (McDonald 2009; Yoo et al. 2012; Bonvin et al.
2014; Alonso & Ferreira 2015; Fonseca et al. 2015; Iršič et al. 2016; Bonvin et al.
2016; Gaztanaga et al. 2017; Borzyszkowski et al. 2017).
The two-point cross-correlation between the HI temperature and galaxy number
count fluctuations, in terms of the observed coordinates, is defined as
ξHI,gal(z1, z2, θ) = 〈∆21cm(n1, z1)∆gal(n2, z2)〉 , cos θ ≡ n1 · n2, (6.6)
where the 〈...〉 denotes the ensemble average, replaced in observation by the average
over observed directions at a fixed observed redshift. In figure 6.1 we represent a
scheme of the observed coordinates for the system under investigation.
The observed coordinates z1, z2 and θ can be converted, by assuming a cosmology,
into comoving distances. We denote with r1 and r2 the comoving distance at z1 and
z2, respectively, while −n1 and −n2 are the unit vectors pointing in the direction
of the two tracers (HI and galaxies, respectively). Due to angular statistical
isotropy, the cross-correlation can be the written in terms of three coordinates.
In this work, we will adopt the following coordinate system (see figure 6.1 for
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Figure 6.1: Illustration of the position of the two tracers under investigation with respect
to the observer, in terms of the observed coordinates z1, z2 and θ and the coordinate
system adopted in this work.
a schematic representation): the comoving separation r at the mean redshift
zm = (z1 + z2)/2, the separation between the two sources d and the angle β (or
µ = cos β), where cos β = −n ·N, while −n and N are the unit vectors pointing
in the direction of the mean redshift and the distance between the two tracers,
respectively, as defined in figure 6.1.
The cross-correlation function can be then expanded into Legendre polynomials
L`,
ξHI,gal(r, d, µ) =
∑
`
ξ`(r, d)L`(µ), (6.7)
and the coefficients of this expansion, the multipoles of the correlation function,
are defined as
ξ`(r, d) =
2`+ 1
2
∫ 1
−1
ξHI,gal(r, d, µ)L`(µ)dµ. (6.8)
This definition does not include an optimal weight based on the galaxy number
density, that is generally included in order to reduce the shot-noise (Ross et al.
2012). We do not include this effect for the following reasons. First, the weight is
survey dependent, therefore a correct modelling of this effect will require to make
some assumptions on the survey specifics. Furthermore, this weight is expected
to reduce the noise, therefore our analysis without any assumption on the weight
can be considered conservative.
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In a similar way we can define5 the Fourier cross power spectrum PHI,gal(zm,k) as
〈∆21cm(k1, z1)∆gal(k2, z2)〉 = (2pi)3PHI,gal(zm,k1)δD(k1 + k2), (6.9)
where ∆21cm(k1, z1) and ∆gal(k2, z2) denotes the Fourier transform of ∆21cm(n1, z1)
and ∆gal(n2, z2), respectively, and δD is the Dirac delta. The multipoles of the power
spectrum can be computed similarly to the correlation function multipoles, and they
are proportional to the linear matter power spectrum at the mean redshift, P (k, zm),
〈D(k1, zm)D(k2, zm)〉 = (2pi)3P (k1, zm)δD(k1 + k2). (6.10)
In the distant observer limit, i.e. d r, the angular position −n is assumed to be
fixed for the two observed sources n1 = n2 = n and the full-sky correlation function
can be simplified. Indeed, the full expression of the correlation function (Eq. (B.1)
in appendix B.1) can be written as power series expansion in d/r, and by taking only
the lowest order (i.e. assuming d r) the multipoles of the correlation function can
be expressed in terms of multipoles of the power spectrum (Hall & Bonvin 2017),
ξ`(d, r(zm)) = (−i)`
∫ k2dk
2pi2 P`(k, zm)j`(k d), (6.11)
where
P`(k, zm) =
2`+ 1
2
∫ 1
−1
PHI,gal(k, zm, µ)L`(µ)dµ (6.12)
are the coefficients of the expansion of the angle dependent power spectrum in
Legendre polynomials, at fixed redshift z, and j` are the spherical Bessel function of
order `. Following the same strategy adopted in (Hall & Bonvin 2017), we consider
a local expansion of the multipoles of the power spectrum in power of (H/k) and
we include the leading terms with respect to the expansion parameter (H/k). The
even multipoles are dominated by the Newtonian contribution (i.e. the first line in
(6.3) and the first two terms in (6.4)), which are simply proportional to the matter
power spectrum, whilst the odd multipoles are suppressed by a factor (H/k), which
is provided by the correlation of Doppler contribution with density and redshift
space distortions (i.e. the third line in Eq. (6.3) and the third term in Eq. (6.4)).
5We neglect the redshift evolution in the following definition. As shown in Ref. (Bonvin et al.
2014) the redshift evolution corrections are subdominant compared to the wide-angle dipole
contamination of the standard terms. We also do not consider the integrated terms here. While
time-delay and ISW effects are negligible, lensing magnification may contaminate the measurement
of the Doppler dipole. We therefore study the contamination of magnification lensing in Sec. 6.2.4.
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For the cross-correlation of galaxies and 21 cm brightness temperature, the leading
contributions to the power spectrum multipoles are
P0(k) =
bHIbgal + f3 (bHI + bgal) + f
2
5
P (k) ,
P1(k) = (−i)
(bgalCHI − bHICgal)f + 35
(
CHI − Cgal
)
f 2
H
k
P (k) ,
P2(k) =
2
3f(bHI + bgal) +
4
7f
2
P (k) ,
P3(k) = i
2
5
(
Cgal − CHI
)
f 2
H
k
P (k) ,
P4(k) =
8
35f
2P (k), (6.13)
where f = d lnD/d ln a is the growth factor. In ΛCDM the growth factor is given
by f(z) = Ωm(z)4/7 (Lahav et al. 1991; Carroll et al. 1992). In Eq. (6.13) the mean
redshift is assumed to be fixed and, for the sake of simplicity, it is omitted from
the notation. The coefficients Cgal and CHI are defined as
Cgal =
H′
H2 +
2− 5s
rH + 5s− f
gal
evo
,
CHI =
H′
H2 + 2− f
HI
evo(z)
. (6.14)
In figure 6.2 we compare the cross-correlation dipole (top panels) and monopole
(bottom panels) at two different mean redshifts zm = 0.15 (left panel) and zm = 0.7
(right panel). In this plot, we set the values of the clustering biases to be bgal = 1
and bHI = 0.6. The evolution bias for the HI is assumed to be fHIevo = −1.5, while
we denote with different colors different values of the magnification bias s and with
different line-styles two different values of the galaxy evolution bias. Interestingly,
we remark that the sign of the dipole depends strongly on the magnification bias
factor and, therefore, it can not be omitted in the analysis.
We see that both the dipole and the monopole signals decrease at larger
redshift and that the monopole is significantly larger, in amplitude, than the
dipole. Furthermore, at zm = 0.7 the terms depending on the galaxy evolution
bias become dominant in the dipole. Since modelling the evolution properties
of a galaxy population is not an easy task, the cosmological information we can
extrapolate from the dipole at large redshift can be contaminated and limited from
a prior knowledge about the evolution bias. The decrease of the dipole at larger
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Figure 6.2: Cross-correlation dipole (top panels) and monopole (bottom panels),
computed from Eq. (6.11), at z = 0.15 (left panel) and z = 0.7 (right panel). In
the top panels different colors denotes different values for the magnification bias of the
galaxy catalogue, whilst different line-styles refer to two different values of the galaxy
evolution bias. The clustering biases are set to the values bgal = 1 and bHI = 0.6, the
evolution bias for the HI is set to be fHIevo = −1.5.
redshift depends on two elements: the time evolution of the linear matter power
spectrum (which affects the monopole as well) and the terms in the coefficients
(6.14) proportional to (rH)−1. Therefore, in order to detect relativistic effects we
expect an ideal galaxy catalogue in the low redshift regime, and for this reason we
will set the mean redshift of observation for our analysis to be zm = 0.15.
6.2.4 Contaminations to the relativistic dipole
The dipole of the cross-correlation that we discussed in the previous section is
sourced by the Doppler corrections to the galaxies number counts and to the
observed brightness temperature of the 21 cm emission. This is usually considered
the main contribution to the dipole of the cross-correlation between two tracers,
in fact the Doppler corrections depend on the projection of the peculiar velocity
along the line of sight and therefore they are intrinsically anisotropic.
Nevertheless, a measurement of the dipole would be contaminated by other
sources of anisotropy (Bonvin et al. 2014). In this section we will discuss two possible
contaminations: the dipole induced by gravitational lensing and the wide-angle
effects. The latter have been extensively studied in Refs. (Szalay et al. 1998; Szapudi
2004; Papai & Szapudi 2008; Matsubara 2000; Bharadwaj 1999; Raccanelli et al. 2010;
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Samushia et al. 2012; Bertacca et al. 2012; Raccanelli et al. 2014, 2013). Beside these
two contaminants, there are further corrections induced by the redshift evolution of
the bias and the growth factors. They are generally subdominant with respect to
the wide-angle correction (Bonvin et al. 2014), therefore they will be neglected.
The gravitational lensing asymmetry (Bonvin et al. 2014, 2017) comes from
the cross-correlation of the HI density and the gravitational lensing term in the
galaxy number counts
ξlens(r, d, β) ≡
〈
(bHI(z1)D (n1, z1))
(
5s− 2
2
∫ r2
0
r2 − r′
r2r′
∆Ω(Φ + Ψ) (n2, z′) dr′
)〉
,
(6.15)
and it emerges from the fact that galaxies behind an HI overdensity with respect to
the observer will be lensed, while the HI temperature fluctuations are not lensed,
to linear order, by the galaxies in front. The lensing correlation function defined
above has been computed in (Bonvin et al. 2014) and further studied in (Bonvin
et al. 2017). In the Limber approximation and to the lower order in d/r, it reads
ξlens(r, d, β) = (1 + zm)
3Ωmpi
4 bHI(5s− 2) dH0 cos (β) Θ(r2 − r1)µlens(β), (6.16)
where Θ is the Heaviside function, D1 is the linear growth factor and the function
µlens is
µlens(β) =
∫ ∞
0
k⊥dk⊥
2pi2 H0P (k⊥)J0(k⊥ d sin (β)), (6.17)
being J0 is the order-0 Bessel function. The lensing dipole can therefore be computed
similarly to the relativistic dipole
ξlens1 (r, d) =
3
2
∫ 1
−1
ξlens(r, d, µ)L1(µ)dµ. (6.18)
The lensing dipole is proportional to the radial distance between the two tracers
and the redshift. Therefore, we expect it to be relevant in the high redshift regime,
in particular because the Doppler dipole decreases with redshift. In figure 6.3 we
show the amplitude of the lensing dipole compared to the dipole sourced by the
Doppler terms, at redshift zm = 0.15. We see that the lensing dipole is always
few orders of magnitude smaller then the Doppler dipole, in this redshift regime.
Therefore, in the rest of the chapter it will be neglected.
The second correction we will discuss here is the wide-angle effect. In the limit
d r, we can expand the full-sky correlation function in power of d/r. Therefore
the Taylor expansion of all the functions of r1 and r2 around r in the leading
terms, namely density and redshift space distortions, induces a non-vanishing dipole
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Figure 6.3: Comparison between the amplitude of lensing dipole (dashed lines) and the
Doppler dipole (continuous lines) at zm = 0.15. The clustering bias of the two tracers
are fixed to the values bHI = 0.6 and bgal = 1. Different colors denote different values
of the magnification bias. The HI evolution bias is f evoHI = −1.5, while we fix the galaxy
evolution bias to be zero.
suppressed by d/r. Considering that the largest contributions to the relativistic
dipole at low redshift is of the order d/r ∼ 1/ (kr) ∼ H/k, we need to account for
the wide-angle contamination in the dipole. The leak from the monopole to the
dipole due to the wide-angle contribution, at fixed redshift and at the lowest order
in d/r, is described by (Bonvin et al. 2014; Hall & Bonvin 2017)
ξWA1 (d) =
2f
5 (bgal − bHI)
d
r
∫ k2dk
2pi2 P (k)j2(k d). (6.19)
This correction can be written as a combination of the quadrupole of the auto-
correlation of two tracers. Therefore, we correct the dipole estimator ξˆ1 for the
bias due to the wide-angle effect (Hall & Bonvin 2017)
ξˆ1(d, r)→ ξˆ1(d, r)− 310(ξˆ
gal
2 − ξˆHI2 )
d
r
. (6.20)
In figure 6.4 we show how the signal changes when the wide-angle correction
in Eq. (6.20) is applied to the estimator. The magenta dotted line represent the
wide-angle contribution to the dipole, computed from Eq. (6.19). Its magnitude is
comparable to the one of the relativistic dipole, thus it is clearly a not negligible
contribution. Furthermore we see that correcting for the wide-angle effect does
not necessarily reduces the signal: if its sign agrees with the one of the dipole, the
signal is boosted. This leads also to an extra contribution to the covariance of the
6. Optimal galaxy survey for detecting the dipole in the cross-correlation with 21
cm Intensity Mapping 104
0 50 100 150 200
d[Mpc h−1 ]
8
6
4
2
0
2
4
ξ 1
(d
)
d
2
[(
M
p
c/
h
)2
]
z=0.15
DIPOLE
DIPOLE - WA
s=0
s=2/5
s=1
WIDE-ANGLE
Figure 6.4: Cross-correlation dipole with (continuous line) and without (dashed line)
the wide-angle correction in (6.20). Different colors denotes different values of the galaxy
magnification bias. The clustering biases are set to be bgal = 1 and bHI = 0.6. The
evolution bias is set f evoHI = −1.5 for the neutral hydrogen, while for galaxies it is set to
be zero. The magenta dotted line represents the wide-angle correction in (6.19).
estimator (Hall & Bonvin 2017). In the next section we will show how to compute
the full covariance of the estimator, the explicit contribution to the covariance of
the wide-angle correction can be found in appendix B.2.
6.2.5 Covariance for the cross-correlation dipole
The full covariance matrix for the multipoles of the 2-point correlation function
(2PCF) is presented in (Grieb et al. 2016) for the single tracer case and in (Hall &
Bonvin 2017) for the multiple tracers case. Here we will apply the generic expression
in (Hall & Bonvin 2017) (Eq. 17) to the dipole.
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COV(d1, d2) =− 9
V
∫ k2dk
2pi2 j1(k d1)j1(k d2)
1
5P
2
1 (k) +
8
35P1(k)P3(k) +
23
315P
2
3 (k)

+ 9
V
∫ k2dk
2pi2 j1(k d1)j1(k d2)
1
3
NHIP gal0 (k) + 1ngalPHI0 (k)

+ 215
NHIP gal2 (k) + 1ngalPHI2 (k)

+δd1,d2
3
4piV d1d2Lp
NHI
1
ngal
+ 9
V
PN
∫ k2dk
2pi2 j1(k d1)j1(k d2)
1
3P
gal
0 (k) +
2
15P
gal
2 (k)

+δd1,d2
3
4piV d1d2Lp
PN
1
ngal
, (6.21)
where V is the overlapping volume of the galaxy and the intensity mapping surveys;
P gal` and PHI` denotes the galaxy and the HI power spectrum multipoles, respectively;
ngal is the comoving number density of galaxies; NHI and PN are the shot-noise
and the interferometer noise for the HI, respectively; Lp denotes the resolution
of the IM survey and δx,y is the Kronecker delta.
The first line represents the purely cosmic variance contribution to the covariance,
the second and the third lines are the cosmic variance - Poisson noise terms, the
fourth line is the purely Poissonian contribution, while the last two lines are the
interferometer noise - cosmic variance term and the interferometer noise - galaxy
Poisson noise term, respectively. The terms, which do not involve the integral
of the power spectrum, have been integrated by using the orthogonality relation
of the spherical Bessel functions∫ ∞
0
dkk2j1(kd1)j1(kd2) =
pi
2d1d2
δD(d1 − d2), (6.22)
where in the discrete limit (Hall & Bonvin 2017) δD(d1−d2)→ δd1,d2/Lp. The other
integrals have been solved numerically, and a smooth cutoff is applied in all the
integrals to model the finite resolution of the interferometer. To be more precise, all
the integrands are multiplied by a top-hat filter in Fourier space W 4(kR), defined as
W (kR) = 3[sin (kR)− kR cos (kR)](kR)3 , (6.23)
where the scale R is set to be the size of the pixel for the IM, Lp.
Figure 6.5 shows the different terms contributing to the diagonal covariance
entries, at redshift zm = 0.15. The bias values for the two tracers are the same
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Figure 6.5: Diagonal entries of the covariance, computed from (6.21). Different colors
denote different terms contributing to the covariance. The full covariance is the black lines.
Different line-styles represent different values of the magnification bias, which affects only
the cosmic variance X cosmic variance contribution (blue line).
adopted in figure 6.4. Furthermore, we set the shot-noise and the interferometer
noise for the HI to NHI = 100 (Mpc/h)3 and PN = 100 (Mpc/h)3, respectively. The
comoving galaxy number density is assumed to be ngal = 10−3 (h/Mpc)3 and the
volume of the survey is computed assuming that the sky coverage of the cross-
correlation is fsky = 0.2 and that the redshift bin is z ∈ [0.05, 0.25]. The size of
the pixel is chosen to be Lp = 2Mpc/h. At small scales, the dominant components
of the covariance are the terms in which the cosmic variance is cross-correlated
with the noise. On large scales, the covariance introduced by the wide-angle
correction becomes more important and on scales ∼ 190Mpc/h or larger is the
dominant contributor (see the appendix B.2 for details on how to estimate the
covariance introduced by the wide-angle correction). The magnification bias enters
only in the computation of the purely cosmic variance term, but since this term
result to be subdominant it does not affect significantly the full covariance (at
least its diagonal components).
Both the interferometer noise PN and the size of the pixel Lp depend on the
specifics of the IM survey (see (Bull et al. 2015; Hall & Bonvin 2017)). In order
to stay as general as possible, we choose fiducial values (PN = 100 (Mpc/h)3 and
Lp = 2Mpc/h, respectively). They are approximately the values of a survey similar
to the Canadian Hydrogen Intensity Mapping Experiment (CHIME) (Bandura et al.
2014), extrapolated to low redshifts (z ∼ 0.1 − 0.2).
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6.3 Halo Model approach
As shown in section 6.2, the signal and the covariance for the dipole depend on
many different parameters (clustering and evolution biases, galaxy magnification
bias, shot-noise of the two tracers, sky fraction of the cross-correlation and redshift
range). In this section we aim to model the properties of the two tracers in
order to find a relation between these parameters, which are not all independent.
This will allow us to find the optimal specification to look for relativistic effects
detection in LSS. Moreover, by determining the relation between all these different
parameters we can parameterize better their uncertainties if we need to marginalize
over them. In order to model a generic galaxy population and the neutral hydrogen
distribution we will adopt the so-called halo model (see (Cooray & Sheth 2002) for
a general review). The halo model was first proposed for modelling the galaxies
properties (Seljak 2000; Peacock & Smith 2000; Scoccimarro et al. 2001), but it has
been more recently successfully applied to neutral hydrogen (Villaescusa-Navarro
et al. 2014; Castorina & Villaescusa-Navarro 2017; Padmanabhan & Refregier 2017;
Padmanabhan et al. 2017). With this approach we are able to model the relation
between the tracers clustering bias and their shot-noises.
6.3.1 HI model
We adopt for the neutral hydrogen the model based on (Castorina & Villaescusa-
Navarro 2017). As supported by numerical simulations (Villaescusa-Navarro et al.
2014), we can safely assume that the contribution of neutral hydrogen outside the
dark matter halos is negligible. Hence, the neutral hydrogen comoving density
ρ¯HI at a given redshift z can be computed as
ρ¯HI(z) =
∫ ∞
0
n(M, z)MHI(M, z)dM, (6.24)
where n(M, z) is the halo mass function at redshift z, i.e. the comoving number
density of halos with masses in the range between M and M + dM , MHI(M, z) is
the average HI mass in a halo of mass M at redshift z. The halo mass function
can be expressed as
n(M, z) = − ρ¯m
M2
f(σ) d ln σ
d lnM , (6.25)
where ρ¯m = Ωm(z) ρ0c , ρ0c is the critical density at z = 0, σ is the root mean square
of the variance of the linear density field, smoothed on the scale R(M), the radius
enclosing an amount of mass equal to M
σ2(R, z) = 12pi2
∫ ∞
0
k2P (k, z)W 2(kR)dk, R =
 3M
4piρ¯m
 13 . (6.26)
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The smoothing function W is the Fourier transform of a top-hat filter (the same
functional form of (6.23)). The function f(σ) is generally calibrated from N-body
simulation. In this work we use a Tinker mass function (Tinker et al. 2008). Within
this framework, the shot-noise and the HI bias can be written as (Bull et al. 2015;
Castorina & Villaescusa-Navarro 2017)
NHI(z) =
 1
ρ¯HI(z)
2 ∫ ∞
0
n(M, z)M2HI(z)dM, (6.27)
bHI(z) =
1
ρ¯HI(z)
∫ ∞
0
n(M, z)b(M, z)MHI(z)dM, (6.28)
where b(M, z) is the halo bias, calibrated on the N-body simulation from (Tin-
ker et al. 2010).
We model the average HI mass within an halo of massM as redshift independent
(Castorina & Villaescusa-Navarro 2017)
MHI(M, z) = C (1− Yp) ΩbΩm exp
[
−(Mmin/M)
]
Mα, (6.29)
where Yp = 0.24 is the Helium fraction (note that (1−Yp) ΩbΩm is the HI mass fraction),
Mmin, α and C are the free parameters of the model. Eq. (6.29) entails that the
mass of cosmic hydrogen within a halo scales as a power law of the total virial
mass of the halo, at large halo masses. The efficiency of this scaling is regulated
by the exponent α (larger values of α correspond to larger amount of hydrogen
within a halo of fixed mass). At low halo masses, we expect instead an exponential
suppression, due to different physical processes, such as photoionization from the
UV background or galactic winds. The parameter Mmin regulates the range of halo
masses for which this suppression is effective (larger values of Mmin imply a larger
range of masses for which the suppression is relevant). The parameter C is an
overall normalization constant, that needs to be fixed by matching the theoretical
abundance of neutral hydrogen, predicted by (6.24), with what is measured by HI
galaxy survey at a given redshift. As we can notice from Eqs. (6.27) and (6.28),
both the shot-noise and the HI bias do not depend on this normalization factor,
therefore we can fix C = 1 without loss of generality.
In figure 6.6 we show the HI bias and HI shot-noise, respectively, as a function
of the cutoff parameter Mmin, for different values of α. We can see that if the
neutral hydrogen is concentrated in halos with large mass (this corresponds to
larger values for Mmin and α), both the shot-noise and the HI bias have larger
values with respect to the case in which we find considerable amount of neutral
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Figure 6.6: HI bias (left panel) and HI shot-noise (right panel) as a function of the
cutoff parameter Mmin, at redshift z = 0.15. Different colors denote different values of the
exponent α in (6.29). The black dashed lines represent the halo bias and the shot-noise
of the halo population.
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Figure 6.7: Left panel: Shot-noise of the HI as a function of the HI bias. Right panel:
Evolution bias as a function of the cutoff parameter Mmin. The notation is the same as
figure 6.6.
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hydrogen also in small halos. The halo bias (in black dashed lines) is computed
from Eq. (15) in (Marulli et al. 2011)
bhalos(z) =
∫∞
0 n(M, z)b(M, z)dM∫∞
0 n(M, z)dM
, (6.30)
while the shot-noise for the halo population is computed as
Nhalos =
1∫∞
0 n(M, z)dM
. (6.31)
From figure 6.6 we can find a relation between the bias of HI, bHI, and the shot-noise,
NHI. In figure (6.7a) we show how the HI bias and the HI shot-noise are related
to each others, for different values of the parameter α, by considering Mmin as
the parametrisation of the different curves. As expected, in all models higher
biased HI models correspond to higher shot-noise. Furthermore, models with an
higher efficiency in accreting neutral hydrogen within halos (larger values of α)
correspond to higher values of bias and shot-noise. According to hydrodynamics
simulations (Villaescusa-Navarro et al. 2015, 2016) and semi-analytic models (Kim
et al. 2017), values of α < 0.9 are more realistic.
In figure 6.7b we show the dependence of the evolution bias, computed from (6.5),
for different models. The evolution bias for the HI does not vary significantly within
the parameter space, because it is described by the redshift evolution of the halo mass
function. Its negative value indicates that the density of HI drops at low redshift.
We note that the model outlined in this section is more focussed on the high
redshift regime and needs to be better tested and improved in the low redshift
Universe in order to capture the complex astrophysical effects (Evoli et al. 2011;
Mancuso et al. 2017) that could impact on the HI distribution inside galaxies.
6.3.2 Galaxy model
As discussed in the previous section for neutral hydrogen, we can use the halo model
to relate the bias parameters and the shot-noise of galaxy distributions. In this
framework, we assume that all the galaxies are found within dark matter halos.
The relevant quantity we need to model is their comoving number density, which
can be computed from the halo mass function as
ng(z) =
∫ ∞
0
n(M, z)Nav(M, z)dM, (6.32)
where Nav is the average number of galaxies for an halo of mass M . The galaxy
bias can be modeled as
bg(z) =
1
ng(z)
∫ ∞
0
n(M, z)b(M, z)Nav(M, z)dM, (6.33)
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while the shot-noise is simply given by the inverse of the number density, i.e.
Ngal ≡ 1
ng
= 1∫∞
0 n(M, z)Nav(M, z) dM
. (6.34)
We model the average number of galaxies within a halo of mass M as
Nav(M) =

0 if M ≤M∗min
A
(
M
M∗min
)αgal
if M > M∗min
(6.35)
This model is similar to the model employed in (Cooray & Sheth 2002) to model
red and blue galaxies, which provides a good fit to the number of subhalos expected
from numerical simulations (White et al. 2001). The parameter M∗min represents a
threshold mass, below which a halo cannot host a galaxy, because their potential
wells are shallower with respect to more massive halos. Therefore, some physical
processes such as supernova feedback, can be efficient enough to expel a huge percent
of baryons from the halo and therefore suppress the star formation within the halo
itself. For halos with masses larger than this threshold, we assume that the average
number of galaxies per halo increases with the halo mass, following a power law
Nav(M) ∝ Mαgal , so that αgal represents its slope. The parameter A represents a
normalization constant. From Eq. (6.33) we see that, as we found for the HI, the
galaxy bias is not affected by the value of the normalization, while the shot-noise,
Eq. (6.34), strongly depends on A. In the literature more flexible and physically
motivated models have been proposed (see e.g. (Zheng et al. 2005; Yang et al.
2012)). Nevertheless, the simple model described above captures the features that
we need for the purpose of our analysis with the minimal number of parameters.
In figure (6.8) we show the galaxy bias (left panel) and galaxy shot-noise (right
panel) as a function of the threshold mass M∗min. The bias increases exponentially
with the threshold mass, while the shot-noise increase as a power law whose slope
depends the slope of the model (6.35).
In figure (6.9) we summarize the information of figure (6.8) by displaying the
relation between galaxy bias and shot-noise, for different models. Similarly to HI,
highly biased galaxy populations (which are more massive) show a larger shot-noise,
compared to the one with lower bias.
6. Optimal galaxy survey for detecting the dipole in the cross-correlation with 21
cm Intensity Mapping 112
109 1010 1011 1012 1013
M ∗min[M¯/h]
1.0
1.5
2.0
b g
al
αgal =0.6
αgal =0.8
αgal =1.0
(a) Galaxy bias
109 1010 1011 1012 1013
M ∗min[M¯/h]
10-4
10-3
10-2
10-1
100
101
102
103
104
105
N
ga
l
[(
M
p
c/
h
)3
]
αgal =0.6
αgal =0.8
αgal =1.0
A=0.1
A=1
A=10
(b) Galaxy shot-noise
Figure 6.8: Galaxy bias (left panel) and galaxy shot-noise (right panel) as a function of
the cutoff parameter M∗min, at redshift z = 0.15. Different colors denote different values of
the exponent αgal in (6.29). In the right panel, different line-styles denote different values
of the normalization constant A.
6.4 Signal-to-noise analysis
In this section we will present a signal-to-noise analysis for the dipole of the
HI-galaxies cross-correlation. The signal-to-noise for the dipole is defined as
(Hall & Bonvin 2017)
(
S
N
)2
=
dmax−Lp/2∑
d1,d2=dmin+Lp/2
ξ1(d1)COV−1(d1, d2)ξ1(d2) . (6.36)
The minimum distance dmin is chosen to be the non-linear scale. We set dmin =
30Mpc/h, which correspond to kNL ≈ 0.2h/Mpc. We also study the dependence of
the signal-to-noise ratio on both dmin and dmax. The maximum distance is set to be
the distance at which the dipole estimator, computed to lowest order in the d/r
expansion from (6.20), coincides with the full-sky quantity up to 3%. Since we are
interested in relatively low redshift measurements, we provide a comparison between
the wide-angle correction to linear order in d/r and the exact full-sky contributions.
The details of this comparison are shown in the appendix B.1. Our results show
that for d ≤ 200 Mpc/h the discrepancy between the two quantities is smaller than
the 3% threshold, therefore we set dmax = 200 Mpc/h. Although more numerically
expensive, it is possible to consider the full-sky expression if further accuracy is
required. Nevertheless, as shown in figure 6.10, the main information is encoded
on scales where the expansion to linear order in d/r is accurate enough.
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Figure 6.9: Shot-noise of the galaxies as a function of the galaxy bias, for different
values of the slope αgal and different values of the normalization constant A.
The cross-correlation volume V is computed as
V = 43pi
(
r3(zmax)− r3(zmin)
)
fsky, (6.37)
where r(z) is the comoving distance at redshift z, zmax and zmin are the maximum
and minimum observed redshift, respectively, and fsky is the fraction of the sky
available for the observation. We consider a redshift range between zmin = 0.05 and
zmax = 0.25 and a fraction of sky fsky = 0.2, which is the sky coverage of a survey
similar to the Baryon Oscillation Spectroscopic Survey (BOSS) (Alam et al. 2017b).
We assumed the interferometer employed for observing the neutral hydrogen in
intensity mapping can resolve pixels of size Lp = 2Mpc/h.
We will consider two models for the neutral hydrogen, based on the formalism
presented in section 6.3.1. The first model (conservative model) is similar to the
one employed in (Villaescusa-Navarro et al. 2017), with bias close to unity at low
redshift and relatively high shot-noise. The second model (optimistic model) is
similar to the one adopted for the forecast in (Bull et al. 2015), with smaller bias
and lower shot-noise. The specific values of the parameters of the two models
are highlighted in Table 6.1.
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Figure 6.10: Signal-to-noise as a function of dmin and dmax. The HI model is the model
1 in Table 6.1. The galaxy bias is fixed to be bgal ≈ 1.34 here, and the interferometer
noise is set to be PN = 100 (Mpc/h)3. Different colors denotes different values for the
magnification bias.
MODEL 1 MODEL 2
(CONSERVATIVE) (OPTIMISTIC)
α 0.75 0.6
Mmin ≈ 1.7× 1010M/h 108M/h
bHI ≈ 0.99 ≈ 0.67
NHI ≈ 143Mpc3/h3 ≈ 2Mpc3/h3
fHIevo ≈ −1.51 ≈ −1.66
Table 6.1: Values of the parameters for the two HI models we consider for our analysis.
Model 1 has larger bias and larger shot-noise with respect to Model 2.
Concerning the galaxy model, the parameter A is a normalization constant and
does not qualitatively affect the relations between shot-noise and bias. Therefore,
in the rest of the chapter we will fix its value to be A = 1, which correspond
to the minimum value of the average number of galaxies per halos whose masses
are above the threshold value M∗min. Furthermore, we fix the value of αgal = 1,
which corresponds to the most biased galaxies.
Figure 6.11 shows the dipole signal-to-noise at z = 0.15, as a function of the
galaxy bias, for the two models described above. The signal-to-noise is computed for
different values of the magnification bias, which is treated here as a free parameter.
We find that the signal-to-noise is generally optimized for the largest value of
the magnification bias (which in this case is sgal = 1). Let us remark that the
signal-to-noise ratio does not grow monotonically with the magnification bias, but
it has a minimum between the lines s = 0.1 and s = 0.3 of Fig. (6.11). Indeed as
shown in Fig. (6.4), the largest pre-factor of the dipole in flat-sky is (2− 5s)/(rH).
Then, considering wide-angle effects and the impact of the other bias factors (in
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Figure 6.11: Signal-to-noise for the cross-correlation dipole as a function of the galaxy
bias. The slope of the model for the galaxy population is fixed at the value αgal = 1.
Different colors denote different values of the magnification bias. The corresponding
shaded region represents the signal-to-noise for fgalevo ∈ [−2, 2]. The interferometer noise is
neglected here.
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Figure 6.12: Signal-to-noise for the cross-correlation dipole as a function of the galaxy
bias, with an interferometer noise PN = 100 (Mpc/h)3. The same conventions of figure
6.11 are adopted. The black dashed line highlight the S/N = 5 threshold.
particular the large negative value of the evolution bias of neutral hydrogen), the
dipole vanishes for lower values of magnification bias.
In the optimistic model for the HI (figure 6.11b), the signal-to-noise is > 5 for
all the values of the magnification bias. We see that it increases with the bias up
to bgal ≈ 1.4, then it declines for more biased galaxies. This is due to the fact
that the dipole signal increases for larger difference between the biases of the two
tracers, but highly biased tracers are more massive and we observe fewer of them.
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Therefore for the most biased galaxies the growth of the shot-noise dominates over
growth of the signal and the S/N results to be suppressed.
Similar comments are valid for the more conservative HI model. In this case
we need sgal ≥ 0.5 in order to have a S/N > 5. The maximum value of the
signal-to-noise in the two models ranges between (S/N)max ≈ 17, for the more
conservative model, to (S/N)max ≈ 53 in the optimistic model.
In figure 6.12 we show how the interferometer noise affects the signal-to-noise
analysis for the two models. We assume the fiducial value PN = 100 (Mpc/h)3,
which corresponds to the noise of a CHIME-like survey (Bandura et al. 2014)
observing at the mean redshift considered in our work, computed from Refs. (Hall
& Bonvin 2017; Bull et al. 2015). For both models the signal-to-noise is suppressed
and the effect results to be more prominent for the optimistic model. We see that
the interferometer noise suppresses the maximum value of the signal-to-noise ratio
roughly from 17 to 14 for the conservative model, while the maximum S/N decreases
from 53 to 18 in the optimistic model. Indeed, in the optimistic model the HI shot-
noise results to be much smaller than the reference interferometer noise, while in the
conservative model the two quantities are comparable. Interestingly, we observe that,
even when the interferometer noise is included in the analysis, the signal-to-noise
results to be > 5 for sgal ≥ 0.5 in both models we considered for the HI.
6.5 HOD approach for modelling
Luminosity-threshold galaxy catalogues
The galaxy model described in section 6.3.2, and applied in the signal-to-noise
analysis in section 6.4, is intuitive and easy to implement. Nevertheless, its
limitations are many. In fact, galaxy surveys can observe sources with luminosity
larger that a threshold value. Within the framework described in 6.3.2 , it is not
possible to model the luminosity function of a sample of galaxies, and therefore
both magnification and evolution bias were treated as free parameters. In this
section we will partially trade the generality of this framework with a more realistic
model for a galaxy catalogue.
In order to model a luminosity-threshold galaxy catalogue, we will assume the
model based on the Halo Occupation Distribution (HOD) described in (Zheng et al.
2007; Zehavi et al. 2011). The average number of galaxies, within a halo of mass
M and with apparent magnitude below a certain threshold value m∗ is modelled
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as a sum of two contributions: the contributions from the central galaxies and the
one from the satellite galaxies (Kravtsov et al. 2004; Zheng et al. 2005)
NAV(< m∗,M) = Ncent(< m∗,M) +Nsat(< m∗,M). (6.38)
The central galaxies are modeled as a step function
Ncent(< m∗,M) =
1
2
1 + erf
 logM − logMmin(m∗)
σ(m∗)
, (6.39)
while the satellite galaxies are a product of the same step function and a power law
Nsat(< m∗,M) = Ncent(< m∗,M)×
M −M0(m∗)
M1(m∗)
α(m∗). (6.40)
The model described above involves 5 parameters. Mmin is the halo mass such that
the average number of central galaxies with luminosity above the cut luminosity is
1/2, σ regulates the efficiency at which the number of galaxies increases from the
small to the large halos regime, M0 is the cutoff mass scale for the satellite galaxies,
M1 is a normalization factor and α is the slope of the power-law that determine
the number of galaxies in the highly massive halos regime. These parameters are
not independent: they all depend on the threshold magnitude of the considered
catalogue. In Ref. (Zehavi et al. 2011) the parameters have been computed for the
SDSS galaxy catalogue by considering samples with different luminosity thresholds.
In this section we will assume a galaxy sample that follows the same behavior.
Nevertheless, the functional form in the equations (6.38), (6.39) and (6.40) can be
in principle applied to other galaxy catalogues. Figure 6.13 (left panel) represents
the average number of galaxies as a function of the halo mass, for galaxy samples
for different values of the maximum absolute magnitude Mr 6.
By assuming this behaviour for NAV, we can use the same framework defined
in section 6.3.2 to relate the shot-noise, the clustering bias and the magnification
bias to the magnitude threshold, at fixed redshift. In fact, we can compute the
comoving number density of galaxies as
n¯gal(< Mr) =
∫ ∞
0
n(M, z)NAV(< Mr,M)dM. (6.41)
6The absolute magnitude is related to the apparent magnitude m∗ by Mr = m∗ −
5 log10
dL(z)
dL(zref) − K(z), where dL(z) is the luminosity distance at a given redshift and K(z)
is the k-correction, which corrects the measured magnitude into the one that would be measured
in the source’s rest frame.
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Figure 6.13: Left panel: Average number of galaxies within a halo as a function of the
halo mass. Different lines denote galaxies samples with different values of the maximum
absolute magnitude Mr. Right panel: Comoving number density (red), clustering bias
(blue), magnification bias (green) and evolution bias (magenta) as a function of the
maximum absolute magnitude Mr of the selected galaxy sample.
The shot-noise is the inverse of n¯gal(< Mr), while the galaxy and the magnifi-
cation biases are
bg(Mr) =
1
ng(z)
∫ ∞
0
n(M, z)b(M, z)NAV(< m∗,M)dM, (6.42)
sgal(Mr) =
∂ log10(n¯gal(< Mr))
∂Mr
. (6.43)
Note that since we fixed the redshift, the derivative with respect to the apparent
magnitude coincides with the one respect the absolute magnitudeMr. The evolution
bias can be directly computed from (3.35). In figure 6.13 (right panel) we plot
n¯gal(< Mr), bg and sgal as a function of the maximum magnitude of the sample. We
see that samples with a smaller value of the magnitude threshold correspond to higher
value of the biases and higher shot-noise (lower comoving density). Furthermore, we
observe that the magnification bias increases for smaller values of the magnitude cut
Mr, reaching values up to ≈ 3. The evolution bias is also larger for smaller values
of Mr, but its value are relatively small in all the range of magnitude threshold.
Once we have the behaviour of the biases and of the shot-noise in terms of the
magnitude cut, we can compute the correspondent signal to-noise for the dipole
from (6.36). The result is plotted in figure 6.14, where different colors and line-styles
refer to different values of the interferometer noise. We assumed the model 1 (the
conservative one) in Table 6.1 for the HI, while all the galaxies properties shown
in figure 6.13. We found that the signal-to-noise is optimized for a certain value
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Figure 6.14: Signal-to-noise as a function of the magnitude threshold of the galaxy
survey. The galaxies are described by the HOD model discussed in this section, while the
model for the HI is the more conservative model described in the previous section (see
Table 6.1). Different colors and line-styles denote different values of the interferometer
noise (the unit is Mpc3/h3). The dashed horizontal line denotes a detection threshold of
S/N = 5.
of the limiting magnitude, which is not its maximum values (which corresponds
to the minimum shot-noise), because the magnification bias, and therefore the
dipole signal, has larger values if the maximum magnitude threshold is set to be
smaller. Up to Mr ≈ −21 the signal increases faster than the noise, while for
Mr < −21 the shot-noise dominates over the signal growth rate. This result implies
that, even if for a galaxy catalogue the expected signal-to-noise for the dipole
is below the detection threshold (in figure 6.14 we set S/N ≥ 5 for a possible
detection), it is possible to properly choose a smaller limiting magnitude for the
sample and reject the galaxies with magnitude above this value, in order to amplify
the S/N above the detection threshold.
6.6 Summary
In this chapter we studied the relativistic dipole in the cross-correlation function
of HI intensity mapping and galaxies. We model the HI and galaxy parameters
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(clustering bias, magnification and evolution bias and shot-noise) that affects the
signal in the general framework of the halo model.
We present a signal-to-noise analysis for the relativistic dipole sourced by the
Doppler effect of the cross-correlation between the galaxy number counts and the
HI brightness temperature. Our analysis aims to study the properties of a galaxy
population that optimize the signal-to-noise ratio. We consider two HI models
and in both cases we find that the signal-to-noise is suppressed for highly biased
tracers, in despite that the dipole is proportional to the bias difference of the tracers.
Therefore galaxies with lower bias are preferred for detecting the Doppler dipole
in the cross-correlation of HI intensity mapping and galaxies. Furthermore the
signal appears to be considerably larger for higher values of the magnification bias,
therefore galaxy surveys with steeper luminosity function are favored: we find that
in order to have a S/N > 5 we need roughly s ≥ 0.5.
Finally, we perform a similar signal-to-noise analysis to a luminosity threshold
galaxy catalogue. We describe the number of galaxies with magnitude below a
given threshold using a model based on the Halo Occupation Distribution. We
study the relation between the parameters of the galaxy population and the limiting
magnitude. In particular, we investigate the signal-to-noise of the dipole as a
function the magnitude threshold. Our results, see figure 6.14, indicate that the
maximum value for the limiting magnitude of the survey does not correspond
to the higher signal-to-noise ratio. Indeed, we show how to select an optimal
value for the magnitude threshold to maximize the signal-to-noise. This analysis
depends on the specific Halo Occupation Distribution model that we employed,
which was built to fit the SDSS data. Nevertheless, analogue methods can be
applied to other galaxy catalogues and can be useful for selecting the optimal
galaxy sample to measure the relativistic dipole.
We conclude with some words of caution. First of all both the modelling of the
HI and the galaxy populations are based on suitable, physically motivated extensions
of the halo model that are expected to be reliable. However, the modelling of HI
inside galaxies in the low redshift Universe is crucial and it is not fully explored
in this work how observational results of the HI content of galaxies impact on the
halo model parameters. In this respect we notice that attempts of modelling the
IM signal by incorporating these physical effects into the simple parametric model
have been made (Villaescusa-Navarro et al. 2016). Secondly, here we neglect any
modelling of the foreground signal of the IM that we know dominates by several
orders of magnitude. Foreground removal techniques are of primary importance
in order to fully exploit the cross correlation signal and preliminary results are
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encouraging (e.g. (Alonso et al. 2015)) also for the IM-galaxy cross-correlation
(Villaescusa-Navarro et al. 2015). The relatively high values of the signal-to-noise
ratio of the effect under study is however suggesting that it could still be detected
once these caveats are properly modelled.
Part III
LSS in the non-linear regime
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Chapter 7
THE GENERATION OF VORTICITY IN
COSMOLOGICAL LARGE SCALE STRUCTURE
In part II we focused on the linear regime of the large scale structures. In the
present part we will focus on a highly non-linear phenomenon: we will investigate
the generation of vorticity in large scale structure.
7.1 Introduction and motivation
It is well known that most galaxies rotate and that the angular velocities of
neighboring galaxies are correlated. It has recently been argued that observations
of radio galaxies indicate that these correlations extend also to substantially larger
scales, up to 10-20 Mpc (Taylor & Jagannathan 2016). While we only observe
baryons, in most physical dark matter models one expects that similar correlations
exist between the respective host dark matter halos. Within linear perturbation
theory, cold dark matter (CDM) is usually modelled as a pressureless perfect fluid.
However, since vorticity cannot be generated in a pressureless perfect fluid that is
initially free of vorticity, and since within standard cosmology the initial vorticity
is negligible, this vortical motion must be modelled with theories going beyond
the perfect fluid description of the cosmological matter.
The evolution of small (linear) perturbations in the early Universe is such that the
fluid rotational velocity Ω decays like 1/a in a matter dominated Universe (Durrer
2008), where a denotes the cosmic scale factor. Even though the amplitude of Ω
remains constant in a radiation dominated Universe, it must be very small initially
since it is of the order of Ω ' (k/H)2σ(V ), where σ(V ) is the helicity-1 (vortical)
contribution to the shear, which can be at most of the order of 10−4 after inflation
and the factor (k/H) is very small after inflation for all cosmologically relevant
scales. A rough order of magnitude for the value of the Hubble parameter after
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reheating is HRH ∼ 1010(TRH/1 TeV)Mpc−1. For a cosmological scale of 1 Mpc
this yields (k/HRH)2 . 10−20, hence this possible perturbative vorticity can safely
be neglected. This is under the assumption that vorticity is generated by some
non-standard inflationary model. Most inflationary models actually do not generate
helicity-1 modes to begin with, so that σ(V ) = 0 after inflation.
Furthermore, according to Helmholtz’s theorem, a pressureless perfect fluid that
is initially irrotational remains irrotational in the absence of external rotational
forces also beyond perturbation theory (Helmholtz 1858)1. This theorem is also
non-perturbatively valid in General Relativity (Lu et al. 2009). In order to
generate vorticity, a non-vanishing velocity dispersion is required. Assuming velocity
dispersion to be present in dark matter at some given level, the induced vorticity
has been determined perturbatively in (Cusin et al. 2017). In this approach,
velocity dispersion is an intrinsic property of the dark matter fluid, while the
velocity dispersion driven by the shell-crossing of cold dark matter particles cannot
be encoded in this framework. Furthermore, it has the drawback to require the
introduction of a free parameter for the velocity dispersion which regulates the
amplitude of the vorticity spectrum. Several studies of shell-crossing in the context
of perturbation theory have been recently presented (see (Rampf & Frisch 2017;
McDonald & Vlah 2018; Pietroni 2018; Saga et al. 2018) and references therein).
However, the application of these techniques to the full 3D problem is still lacking.
The alternative to a perturbative approach is to numerically investigate the
generation of vorticity. Here we pursue this approach. The dark matter phase space
distribution obeys the Vlasov-Poisson system (Bernardeau et al. 2002). Therefore,
a full numerical study would require solving the full system for the six-dimensional
phase space. From a computational point of view, this is a very challenging task.
There have been several attempts in the literature to solve the Vlasov-Poisson
system for the full phase space distribution function (see (Sousbie & Colombi 2016;
Widrow & Kaiser 1993; Kopp et al. 2017; Mocz et al. 2018) and references therein).
Nevertheless, nowadays the most common approach is to simplify the problem by
resorting to the N-body method, which samples the phase space distribution function
at some discrete locations corresponding to the particle positions and velocities.
N-body simulations are an extremely powerful tool to study the large-scale structure
of the Universe in the non-linear regime, capturing very complex astrophysical
phenomena (Efstathiou et al. 1985; Frenk et al. 2000; Springel et al. 2005, 2006;
1Helmholtz’s original work assumed incompressibility for the fluid. However, his law was
generalized beyond this approximation by other authors. The validity of the theorem for a
barotropic fluid was proved by Hankel (see (Villone & Rampf 2017; Frisch et al. 2017) for an
english translation of his work).
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Boylan-Kolchin et al. 2009; Shandarin et al. 2012; Springel 2010; Springel et al.
2018) and including gravitational effects beyond the Newtonian approximation
(Adamek et al. 2014, 2016a,b, 2017). In cosmological N-body simulations, structure
formation leads to shell (orbit) crossing, i.e. particles at (nearly) the same position
can have very different velocities. This induces significant velocity dispersion which
in turn sources vorticity. The fact that N-body simulations have a finite mass
and spatial resolution induces additional (numerical) velocity dispersion and it is
crucial to carefully check whether we can distinguish the latter numerical artifact
from the former physical phenomenon.
A first numerical study of the vorticity field with N-body simulations was
presented in (Pueblas & Scoccimarro 2009), where the vorticity power spectrum
has been computed in simulations with different mass resolutions, thus raising the
issue of the resolution dependence of the vorticity spectrum in N-body simulations.
The vorticity power spectrum was computed from N-body simulations also in
(Thomas et al. 2015) and in (Hahn et al. 2015), where it was also studied in the
context of the warm dark matter scenario.
The N-body simulations presented in this chapter are performed with the publicly
available relativistic code gevolution (Adamek et al. 2016a,b)2. Here the relativistic
aspect of the code is less important than the fact that we work with a fixed grid,
which also determines our spatial resolution. In the previous studies the spatial
resolution was instead provided by the softening length, a numerical artifact used in
the computation of the forces to prevent divergences. Even though the results of the
previous studies qualitatively agree, (Pueblas & Scoccimarro 2009) and (Thomas
et al. 2015) find e.g. a different time evolution for the vorticity at relatively high
redshift (z > 1). Apart from the different N-body code, in this chapter we use a
different method to compute the vorticity and we compare our results with these
previous studies. The goal of this work is to improve our understanding of the
vorticity generation process in N-body simulations and its spectral properties, which
is crucial in order to properly model the effect of vector perturbations in redshift-
space clustering analysis (Zhu et al. 2017b; Bonvin et al. 2018) and which may be
useful for understanding the intrinsic alignments of galaxies (Troxel & Ishak 2014).
The remainder of this chapter is organized as follows. In section 7.2 we detail our
method, define the relevant quantities and we describe the numerical calculations
and the tests we perform. In section 7.3 we present our results and compare them
with previous studies. In section 7.4 we sum up and give a conclusion. In two
2https://github.com/gevolution-code.
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appendices we study resolution effects and compare our method with the Delaunay
tessellation method used in (Pueblas & Scoccimarro 2009).
Notation: We use the metric in the Poisson gauge ds2 = a2[−(1 + 2Ψ)dt2 −
2Bidxidt + (1 − 2Φ)δijdxidxj], hence t denotes conformal time. Here Bi,i = 0,
hence Bi denotes a vector perturbation, ’frame dragging’ and we neglect tensor
perturbations (gravitational waves). While 4d indices are denoted by greek letters
and raised and lowered with the metric gµν , spatial, 3d indices are denoted by
latin letters. They are raised and lowered with the flat 3d metric δij and hence
3d index positions are irrelevant. The conformal Hubble parameter is denoted by
H = a˙/a = aH, where an overdot denotes the derivative with respect to conformal
time t. Spatial indices are denoted by Latin letters, and spacetime indices by
Greek letters. Spatial vectors are denoted in bold face. In the figures, the velocity
divergence and vorticity are normalized in such a way that the linear velocity
divergence power spectrum matches the linear matter density power spectrum.
7.2 Method
In this section we will describe the numerical implementation of the vorticity field
in the N-body code gevolution 3.
The velocity field can be split into a gradient and the rotational part such that
v = −∇v + vR ≡ vG + vR , with ∇ · vR = 0 . (7.1)
We define the divergence θ and the vorticity ω by
θ = ∇ · v = −∆v , (7.2)
ω = ∇∧ v = ∇∧ vR. (7.3)
The implementation of the vorticity is performed in two steps: the computation
of the velocity field in real space that is detailed in section 7.2.1, and the projection of
the velocity in its divergence and rotational part which is described in section 7.2.2.
The linear power spectrum displayed in our plot for comparison and the linear
transfer functions needed for the initial conditions of our simulations are computed
with the Cosmic Linear Anisotropy Solving System (class) code (Lesgourgues
2011; Blas et al. 2011). We assume a spatially flat ΛCDM cosmology compatible
with the Planck 2015 results (Ade et al. 2016a): h = 0.67556, Ωcdmh2 = 0.12038,
Ωbh2 = 0.022032. The primordial amplitude and spectral index are As = 2.215×10−9
3https://github.com/gevolution-code
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and ns = 0.9619, respectively, at the pivot scale k∗ = 0.05Mpc−1. Note that the
initial velocity field in linear perturbation theory is a pure gradient, and the particles
are assigned the velocities only after their initial displacement xi → x′i = xi+δxi(x),
that is, the velocity field is evaluated at the displaced positions, ensuring that
initially we have ω = 0. Due to finite numerical precision and CIC projection
effects, however, some spurious vorticity is still generated initially. The latter is
resolution dependent, and in section 7.3.3 we study the convergence of the obtained
vorticity power spectrum with respect to the resolution of the simulation.
7.2.1 Computation of the velocity field
In gevolution, particles are evolved using the geodesic equation and their energy
momentum tensor is then calculated by a particle-to-mesh projection, see (Adamek
et al. 2016a,b) for details. The stress-energy tensor components are related to
the density and the momentum density as follows:
T 00 (x) = −ρ(x), T i0(x) = −ρ(x)vi(x), T ij (x) = ρ(x) vi(x)vj(x). (7.4)
We define the velocity field simply by
vi(x) = T
i
0(x)
T 00 (x)
. (7.5)
The particle-to-mesh projection for both the T 00 and T i0 components adopts
the Cloud-In-Cell (CIC) method (Hockney & Eastwood 1988). Details about the
implementation of the CIC method in gevolution can be found in appendix B of
Adamek et al. (2016b) or in the monograph on N-body simulations (Hockney &
Eastwood 1988). We use the CIC projection also for the momentum density, in
order to obtain a velocity that is effectively a mass-weighted average in each cell.
In our simulations, vector metric perturbations are included in the equations of
motion, while in the computation of the velocity field we neglect them.
The definition (7.5) is singular if the cells surrounding the grid point x are
empty and thus ρ(x) = 0, i.e. inside voids. This is of course a consequence of the
finite mass resolution of our N-body simulations and it raises the well-known issue
of characterizing the velocity field from a discrete, and not uniformly distributed,
sample of points. In the literature there are several ways to approach this problem.
In (Bertschinger et al. 1990) a smoothing is employed to extract the velocity
field from a galaxy redshift survey4. In this approach, the discrete velocity field
4The application to a galaxy catalogue presents the further complication that the galaxies’
velocity vectors are known only in the line-of-sight direction.
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is convolved with a kernel with non-compact support. Therefore, the smoothed
density field is never identically zero. Another approach which has been successfully
applied to N-body simulations, consists of building a tessellation from the irregular
distribution of particles (Bernardeau & van de Weygaert 1996). In particular, the
Delaunay tessellation has been used to extract the velocity and vorticity field from
N-body simulations in (Pueblas & Scoccimarro 2009; Thomas et al. 2015). A refined
method, which employs a phase-space interpolation technique, was presented in
(Abel et al. 2012; Hahn et al. 2015). This method appears to perform better than
the tessellation method, especially on small scales. However, both the phase space
interpolation and the tessellation results are difficult to incorporate in a pre-built N-
body code, and they usually require the post-processing of snapshot of a simulation.
We tested four alternative methods that allow us to compute the velocity field on
the fly and, therefore, reduce the computational cost and the memory requirement.
The first three methods estimate the velocity field from Eq. (7.5) in the domain
of the simulation where the density is not zero, while in the voids we invoke the
following three mechanisms to assign velocities:
1. We set v = 0 to the grid points belonging to an empty cell. This is the simplest
prescription, however it neglects the expected outflows of the particles from
low to high density regions. We call this the zero method.
2. In the initial conditions all grid points have a finite mass density, ρ(x, tin) 6= 0.
When ρ(x, ti) = 0 in some grid point x, we set v(x, ti) = v(x, ti−1). According
to this prescription, the velocity field is frozen when a void region forms in
the simulation. We call this the past method.
3. When ρ(x, ti) = 0 in some grid point x, we set v(x, ti) = D˙1(ti)/D˙1(ti−1)v(x, ti−1),
i.e. we evolve the velocity field with its linear growth factor. Here D1 is the
linear density growth factor and the continuity equation implies θ = −δ˙. The
logarithmic growth rate is defined as
f = H−1D˙1/D1 hence θ = −fHδ (7.6)
within linear perturbation theory. We call this method the ’rescaled method’.
4. The fourth method consists of a Gaussian smoothing for both the momentum
density and the density field. The velocity field is then estimated as the ratio
of the two smoothed fields. This method requires the introduction of a typical
scale which sets the size of the smoothing. We also note that a Gaussian
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smoothing of the fields in real space is not practical, as this would completely
destroy the parallelizability of the code, which relies on the fact that each
processor needs to know the particle positions only in a small region of the
grid (and its halo (Adamek et al. 2016b)). We therefore smooth in Fourier
space, where the real space convolution becomes a simple multiplication. This
requires two additional Fourier transforms of T 00 and T i0, but only at the time
steps at which we want to determine the velocity power spectrum.
In section 7.3 we shall show that the first method somewhat overestimates the
vorticity power spectrum, while the three other methods agree to a good approxi-
mation, provided the smoothing scale is chosen sufficiently small, i.e. of the order
of 1/10 of a grid spacing or less.
We also compute the trace of the velocity dispersion tensor. The velocity
dispersion σ2 is computed similarly to the velocity field, i.e. we define
σ2 = −T
i
i
T 00
− vivi, (7.7)
where T ii , T 00 and vi are computed on the vertices of our grid cells with the CIC
method (Hockney & Eastwood 1988). The definition of σ2, similarly to the velocity
field, requires a prescription for estimating the squared velocity field v2 ≡ T ii /T 00 in
the voids. We adopt for this computation the rescaled method, which seems most
physical, in particular we will rescale the squared velocity field with the square
of the rescaling factor that we adopt for the velocity
v2(x, ti) = [D˙1(ti)/D˙1(ti−1)]2v2(x, ti−1). (7.8)
In the next section we describe the decomposition of the velocity field in a
divergence and a rotational part and the computation of the divergence and
vorticity spectra.
7.2.2 Decomposition of the velocity field
Since the N-body particles in gevolution are projected onto a regular Cartesian grid,
the Helmholtz decomposition of the velocity field is easily performed in Fourier space.
In Fourier space, the divergence θ and the vorticity ω are
θ(k) = k2v(k), (7.9)
ω(k) = ik ∧ vR(k). (7.10)
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As usual, we denote a function and its Fourier transform by the same symbol. The
Fourier transform is only indicated by the argument k. In the code, the velocity
field is decomposed into its divergence and rotational part
θ = i(kjvj), viR = P ijvj, (7.11)
where i, j are index running over the Fourier space coordinates and P ij is the
transverse projector, P ij = δij − kikj/k2.
In the numerical code, we have to replace the vector k by the correspondent
discrete wave vector,
ku,v,w ≡ 1∆grid
sin 2piu
N
, sin 2piv
N
, sin 2piw
N
, (7.12)
where ∆grid is the grid spacing, N is the number of grid points in each direction
and u, v, w are integers running from 1 to N .
In a spatially homogeneous Universe the power spectra of the velocity, divergence
and vorticity are of the form
〈
vi(k)v∗ j(k′)
〉
= δ(k− k′)(2pi)3
(
δijP1(k) +
kikj
k2
P2(k)
)
, (7.13)
〈
viR(k)v
∗ j
R (k′)
〉
= δ(k− k′)(2pi)3 12
(
δij − k
ikj
k2
)
PR(k) , (7.14)
〈
viG(k)v
∗ j
G (k′)
〉
= δ(k− k′)(2pi)3k
ikj
k2
PG(k) , (7.15)〈
vi(k)v∗i (k′)
〉
= δ(k− k′)(2pi)3Pv(k) , (7.16)
〈θ(k)θ∗(k′)〉 = δ(k− k′)(2pi)3Pθ(k) , (7.17)〈
ωi(k)ω∗ j(k′)
〉
= δ(k− k′)(2pi)3 12
(
δij − k
ikj
k2
)
Pω(k) . (7.18)
The Dirac delta is a consequence of statistical homogeneity. The expression δijP1(k)+
kikj/k2P2(k) of (7.13) is the most general isotropic vector power spectrum, and
the prefactors of PR in (7.14) and of Pω in (7.18) ensure kiviR = 0 and kiωi = 0,
respectively. The prefactor of PG in (7.15) makes use of the fact that vG is a
gradient field. Of course these spectra are not independent but enjoy the following
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relations which are easily verified:
PR = 2P1, (7.19)
PG = P2 + P1, (7.20)
Pv = 3P1 + P2 = PR + PG, (7.21)
Pθ = k2PG, (7.22)
Pω = k2PR, (7.23)
k2Pv = Pθ + Pω . (7.24)
In the code, we implement the power spectrum of the rotational velocity PR(k).
However, in the next section we will show our results in terms of the vorticity
power spectrum Pω, which is computed from (7.23).
7.2.3 Method comparison
We tested the four methods described in section 7.2.2 by running a simulation
for each method with the same parameters: box size L = 256Mpc/h, which
corresponds to a volume V = L3; number of gridpoints, N3grid = 5123; number of
particles N3part = 10243. We will refer to these simulation settings as low-resolution.
The initial conditions of these simulations have been generated from the same seed.
In figure 7.1 we show the power spectra of the divergence (left panels) and the
vorticity (right panels), computed from the smoothed velocity field. The smoothing
is performed with a Gaussian filter, therefore this method has an extra degree of
freedom that we have to test, i.e. the standard deviation of the Gaussian which sets
the smoothing scale, which we denote as ∆. We run 10 simulations for different
values of the smoothing scale, starting from ∆ ≈ 2× 10−3, which is approximately
the size of one grid cell, down to ∆ ≈ 10−4, i.e. a smoothing size of 1/20 the
resolution of this set of simulations. Top and bottom panels refer to different
redshift, z = 0 and z = 1 respectively. The divergence spectra do not depend
on ∆ on large scales, while we observe a substantial suppression of power for
k & 0.3h/Mpc when increasing the smoothing scale from 10−4 to 2.5× 10−3. On
the other hand, the vorticity power spectrum depends on the size of the smoothing
also on large scales. In particular, there is a transfer of power from small to large
scales, when we increase the value of ∆. This is due to the fact that a relatively
large smoothing scale (i.e. the size of a grid cell) introduces a spurious vorticity in
our computation, since the velocity field at a given grid point is receiving a non-
negligible contribution from particles located in the other regions of the simulation
domain. Since the vorticity is a purely non-linear effect, and in our cold dark matter
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Figure 7.1: Power spectrum of the divergence θ (left panel) and the vorticity ω (right
panel) of the velocity field at z = 1 (top panels) and z = 0 (bottom panels). The power
spectra are computed by applying a Gaussian smoothing, with standard deviation ∆ (in
units of the size of the box), to both the momentum density and density field. Different
colors refer to different smoothing scales. A smoothing of the size of a grid cell corresponds
to ∆ = 1/512 ≈ 2× 10−3. The fields are normalized in such a way that, on linear scales,
Pθ matches the matter power spectrum. The red shaded region represents modes beyond
the Nyquist frequency.
simulations it is generated by orbit crossing of the particles, the smoothing of small
scales introduces additional velocity dispersion which sources vorticity, see (Cusin
et al. 2017). However, this spurious effect is small for a sufficiently small smoothing
scale, and from figure 7.1 we infer that the vorticity power spectrum converges if we
choose a smoothing scale of 1/10 the size of a grid cell in our simulation. For this
value the spurious vorticity induced by the smoothing is negligible. Therefore, from
now on, we will refer to the method smooth to be the smoothing with a Gaussian
kernel and a standard deviation of 1/10 the size of a grid cell.
In figure 7.2 we compare the power spectra Pθ and Pω obtained with the four
different methods to define the velocity field, at z = 0 (top panels) and z = 1
(bottom panels). At redshift z = 1 all methods give consistent results. At z = 0
the differences between the four prescriptions are more prominent. However, all
methods, apart from the one assigning v = 0 to the empty points (red line), do
agree up to the Nyquist frequency kNyq = piNgrid/L (red shaded zone).
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Figure 7.2: Power spectrum of the divergence θ (left panel) and the vorticity ω (right
panel) field at z = 0 (top panels) and z = 1 (bottom panels). Different colors refer to the
different methods for the velocity field computation. The method ’SMOOTH’ refers to a
Gaussian smoothing with width ∆ = 2× 10−4 Mpc/h. The spectra are normalized by
dividing by (fH)2 so that, on linear scales, Pθ matches the matter density power spectrum,
see Eq. 7.6. The results shown are for L = 256 Mpc/h, Ngrid = 512 and Npart = 1024.
The red shaded region represents the modes beyond the Nyquist frequency.
To summarize, we show that the past, rescaled and smooth methods give the
same results on all the scales relevant for our simulations. The rescaled method is
the physically best motivated prescription, and it has the advantage that it does
not introduce any extra degrees of freedom that need to be tested for different
parameter settings. Therefore, unless stated otherwise, the simulations presented
in the next section employ this prescription.
7.3 Results
In this section we collect the main results of this chapter. The simulations discussed
in this section are summarized in table 7.1. All the simulations that will be discussed
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have the same physical box size of 256 Mpc/h. We tested for finite-volume effects
by running a simulation with a larger box size and same spatial resolution L/Ngrid
as the low-resolution simulations. The results are shown in appendix C.1. We found
that the divergence and vorticity power spectra coincide in the two cases. Therefore,
the finite-volume effects for L = 256 Mpc/h are negligible. In section 7.3.1 we show
the snapshots of our low-resolution simulations for the divergence, the vorticity
and the velocity dispersion. In section 7.3.2 we investigate the large-scale slope
of the vorticity power spectrum, while in section 7.3.3 we show the result of the
convergence test and we study the redshift dependence of the amplitude of the
vorticity power spectrum. Finally, in section 7.3.4 we investigate the correlations of
the velocity divergence with the density field and the velocity dispersion, and the
correlations between the rotational part of the velocity and the vector perturbation
of the metric B. In appendix C.2 we compare our method for estimating the
vorticity field with the Delaunay tessellation method (DTFE). We show that the
DTFE method has a faster convergence than our method with respect to the grid
resolution. However, we argue that the difference between the two methods does
not have an impact on our final results which are obtained by higher resolution
simulations than the ones used in the test.
Ngrid Npart L [Mpc/h] # Realizations
Low resolution 512 1024 256 16
High resolution 1 1024 2048 256 1
High resolution 2 2048 4096 256 1
Table 7.1: Summary of the simulations discussed in sections 7.3.1, 7.3.2, 7.3.3, 7.3.4.
7.3.1 Snapshots
In figure 7.3 we show a slice through one of our low resolution simulations at
redshift z = 3 (top panels), z = 1 (center panels) and z = 0 (bottom panels). We
show the divergence, the vorticity and the velocity dispersion. The divergence and
the vorticity are normalized by the factor (Hf), therefore they are dimensionless
and the divergence field, at the linear level, satisfies θ/(Hf) = −δ, where δ is
the dark matter density fluctuation.
At first glance we can notice that the overall structures agree very well. The
divergence field is negative in the most over-dense regions, which translates into an
inflow of particles, while it is positive in the voids, as expected. We also observe that
both the vorticity and the velocity dispersion are peaked locally in the collapsing
regions, where the orbit crossing of the particles occurs. They have less large-scale
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Figure 7.3: A slice through our simulation at z = 3 (top panels), z = 1 (middle panels),
z = 0 (bottom panels) showing the divergence field (left panels), the absolute value of the
vorticity (middle panels) and the velocity dispersion (right panels).
power than θ which extends over the entire grid. At z = 3 both the vorticity and
the velocity dispersion are very close to zero in the entire domain. At z = 3 the
mean velocity dispersion in the simulation is approximately σ¯2 ≈ 5× 10−9, and it
increases to σ¯2 ≈ 10−8 at z = 1 and to σ¯2 ≈ 3 × 10−8 at z = 0. Hence it seems
to grow somewhat faster than 1/(z + 1), but not like 1/(z + 1)2 as a background
velocity dispersion would, as argued in (Cusin et al. 2017).
7.3.2 Large-scale behavior
In order to study the large-scale behavior of the vorticity power spectrum, we
run 16 realizations of the low-resolution simulations described in table 7.1. In
fact, while the amplitude of the vorticity power spectrum is resolution dependent
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Figure 7.4: Divergence and vorticity power spectra for different realizations of the
low-resolution simulation from table 7.1, at z = 0. Different colors refer to different initial
seeds. The black continuous line represents the average over the 16 realizations, while the
red dashed line represents the result of the power-law fit, with kmax = 0.4h/Mpc. The χ2
divided by the degrees of freedom for the fit is approximately 2.
and needs a higher resolution simulation to be estimated, the spectral index is
not affected by the resolution.
In figure 7.4 we show the divergence and vorticity power spectra for these
simulations. Different colors denote different initial seeds. The averaged power
spectrum is represented by the black continuous line. For k . 0.4h/Mpc the
vorticity power spectrum is well modelled by a power-law with amplitude Aω
and spectral-index nω,
Pω(k) = Aωknω . (7.25)
We have estimated the spectral index by fitting the model (7.25) to the average
power spectrum from our simulations. The errors on the average power spectrum
are computed as the standard deviation divided by the square root of the number
of realizations.
The red dashed line in figure 7.4 represents the result of our fit, and the best
fit value for the spectral index is
nω = 2.55± 0.02, (7.26)
where the uncertainty quoted above is the statistical error. The best-fit value of the
spectral index slightly depends on the k−range selected for the fit, with fluctuations
of the order of 10% in the range kmax ∈ [0.3, 0.5] h/Mpc.
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The values of the spectral index that we find is fairly consistent with previous
results obtained from N-body simulations (Pueblas & Scoccimarro 2009; Hahn
et al. 2015; Thomas et al. 2015), where the simulations were performed with
a different N-body code and the vorticity field was reconstructed with different
techniques. However, from a theoretical point of view, there is no unequivocal
prediction for the vorticity power spectrum.
In (Cusin et al. 2017), using a perturbative approach, the vorticity power
spectrum, in the large-scale limit has a power-law behavior with spectral index
nω = 4. However, in that analysis, vorticity is generated by the intrinsic dark
matter velocity dispersion, while in our N-body approach, CDM has initially
no velocity dispersion and it is the orbit crossing of particles that induces both,
velocity dispersion and vorticity.
In (Scoccimarro 2001; Pueblas & Scoccimarro 2009) an expression for the
vorticity power spectrum, generated by orbit-crossing, is computed analytically.
Assuming that the vorticity that develops after shell-crossing is proportional to the
curl of the mass-weighted velocity field, the vorticity power spectrum is expected
to have a quadratic scale dependence in the low-k limit, i.e. nω = 2. This is also
expected from simple causality: the initially vanishing vorticity can be correlated
only in causally connected points. Therefore, the vorticity correlation function has
compact support, hence its Fourier transform, the power spectrum is analytic for
small k. The non-analytic pre-factor then requires that Pω ∝ k2n, n ∈ N (see e.g.
(Durrer & Caprini 2003) for more details). Without some special ’conservation law’
we therefore expect Pω ∝ k2 on large scales. One might argue that the deviation
from nω = 2 comes from numerical contributions to the vorticity. But we have
checked that our results are stable under increase of resolution (see Appendix B)
and therefore are confident that the result at intermediate scales can be trusted. We
rather suppose that we might miss some vorticity on the very largest simulated scales
which would be induced from even larger scales not contained in the simulation.
This would render the power spectrum too steep.
Results for the vorticity spectrum have also been obtained within the framework
of the Effective Field Theory of Large Scale Structures (EFT of LSS) (Carrasco
et al. 2012, 2014). The second of these references predicts nω = 2.8 for k ∈ [0.2, 0.6]
h/Mpc, while the slope of the power spectrum becomes steeper on larger scales,
i.e. nω = 3.6 for k ∈ [0.1, 0.2] h/Mpc.
It is also interesting to note that at k ' 1 h/Mpc where the vorticity power
spectrum peaks, the divergence power spectrum has a dip and drops significantly
below the linear perturbation theory value (dotted line in fig. 7.4). Hence when
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non-linear structures form, part of the power in the divergence is converted into
vorticity. We interpret this as the effect of angular momentum conservation which
prevents further infall and forces the particles to rotate around a given structure.
7.3.3 Resolution and redshift dependence
In this subsection, we describe some important tests we performed to ensure
convergence, and consequently the reliability, of the results obtained from our
simulations. We remark that, since in gevolution the fields are computed on a
regular Cartesian grid, it is crucial to test the convergence of our results with
respect to two quantities: the number of particles in each grid cell and the total
number of particles (or total number of cells) in the box. These two parameters
are tested in sections 7.3.3 and 7.3.3, respectively.
On the choice of Npart/Ngrid
As gevolution is a code based on the particle-mesh (PM) scheme, the initial
conditions are such that there are R3 ≡ (Npart/Ngrid)3 particles in a single grid
cell, and our results may depend on it, hence we need to determine what is a good
value for R. We ran several simulations for values R = 1, 2, 4, with a fixed box
size L = 256 Mpc/h, and fixed Ngrid = 512.
The results are displayed in figure 7.5. As we can immediately see, the vorticity
power spectrum is significantly higher for the case R = 1 than for the others. On
the other hand, the values R = 2 and R = 4 give nearly identical results, except at
the smallest scales close to the Nyquist frequency. As the R = 4 simulations would
be much more computationally demanding, in almost all of our simulation runs we
have used the value R = 2, corresponding to 8 particles per grid cell on average.
Dependence on spatial resolution
In order to make sure the results are reliable, we have tested the dependence of
the obtained power spectra on the spatial resolution of the simulation. In figure
7.6 we show the velocity divergence (left panels) and vorticity (right panels) power
spectra for the three simulations in table 7.1, which have number of particles per
side Npart = 1024, 2048, 4096 with a fixed particle-to-grid ratio Npart/Ngrid = 2. Top
and bottom panels refer to redshifts z = 0 and z = 1, respectively.
We notice that, at large scales, the velocity divergence spectrum is not very
sensitive to the spatial resolution, while the dependence increases as we go to
nonlinear scales. Of course we can expect the simulations to agree only on scales
which are sufficiently larger than their Nyquist frequencies.
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Figure 7.5: The vorticity power spectrum for R = 1, 2, 4 at z = 0, with Ngrid = 512 and
L = 256 Mpc/h
On the other hand, the power spectrum of the vorticity, being an entirely
nonlinear phenomenon, exhibits a resolution dependence at all scales, notably the
amplitude is too high for low resolution simulations, and it eventually converges
for a sufficient spatial resolution, while the shape of the spectrum is roughly
resolution independent.
Comparing the z = 0 and z = 1 plots, we see that the convergence is seemingly
worse for higher redshift. This can be attributed to the fact that shell (orbit)
crossing, which is the generation mechanism for vorticity in our simulation, occurs
much less at higher redshifts. Therefore, the spurious vorticity induced by numerical
velocity dispersion resulting from the CIC projection of the particle velocities on
the grid is more significant when there is less physical vorticity in our simulation,
and we would need a higher spatial resolution to obtain reliable results at higher
redshifts. Consequently, we expect the power spectrum of the vorticity to have a
progressively worse convergence as we go to higher redshifts.
This is shown in figure 7.7, where we compared the two simulations high resolution
1 and high resolution 2 in table 7.1 at redshift z = 0, 1, 2, 3, 5. While for z = 0 and
z = 1 the vorticity power spectra are in good agreement, for z > 1 the difference
between the results of the two simulations is significant and this trend worsens
with increasing redshift. For this reason, we focus our attention primarily on the
redshift range from z = 0 to z = 1.
It is interesting to notice in figure 7.7 that the position of the peak of the
vorticity power spectrum is redshift dependent, and it is moving from small scales at
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Figure 7.6: Velocity divergence and vorticity power spectra at z = 0 (top) and z = 1
(bottom) respectively. The highlighted bands represent the Nyquist frequency for each
resolution.
high redshift to larger scales at z = 0. Between z = 1 and z = 0 the peak position
is shifted from kp ≈ 2 h/Mpc to kp ≈ 1 h/Mpc, while its amplitude grows from
Pω/(Hf)2(kp, z = 1) ≈ 0.6Mpc3/h3 to Pω/(Hf)2(kp, z = 0) ≈ 5Mpc3/h3. This
shift of the peak is roughly in the same position as the dip in the divergence power
spectrum, see figure 7.6, and it indicates the scale where non-linearities become
strong which moves to successively larger scales. As mentioned in the previous
subsection, we interpret this as the scale at which further infall of particles is
slowed down due to angular momentum conservation. Similar results have also
been obtained in (Zhu et al. 2010; Zhu & Feng 2017).
Following (Pueblas & Scoccimarro 2009), we have also considered in our analysis
possible aliasing effects due to the finite size of the grid and the use of discrete
Fourier transforms, however they were found to be negligible for our resolution
and redshift range.
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Figure 7.7: The vorticity power spectra for redshifts z = 0, 1, 2, 3, 5.
Redshift dependence
Focusing primarily on the range z ∈ [0, 1], we have studied the large scale redshift
dependence of the vorticity power spectrum. We have chosen three different modes
in the large scale regime, k = 0.05, 0.2, 0.4 h/Mpc. Figure 7.8 shows the redshift and
growth-factor dependence of the vorticity power spectrum at fixed scale. Following
(Pueblas & Scoccimarro 2009), we have assumed that the vorticity power spectrum
has a redshift dependence of the form
Pω(k, z) ∝ (Hf)2Dγ(z). (7.27)
We have performed a least squares fit to the data; the fits to the numerical data
are displayed in black dashed colors in figure 7.8. We found values of γ in the
range [7, 7.4], which is mostly consistent with the result obtained in (Pueblas &
Scoccimarro 2009; Thomas et al. 2015). However, we note that a) we are not able
to test the fit (7.27) for higher redshift due to the convergence issued outlined
in the previous section, b) we cannot obtain a good fit on all the scales of the
simulations with a global parameter γ. Our findings on the redshift evolution
of the vorticity spectrum confirm the results of Thomas et al. (2015), namely
that the growth factor for the vorticity spectrum cannot be modelled as a simple
power law in a wide redshift range.
We also notice that the time evolution of the vorticity spectrum extracted
from N-body simulation results is very different from the result obtained from a
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Figure 7.8: Vorticity power spectrum at fixed mode k as a function of the growth
function (bottom axis) and redshift (top axis). The black dashed lines are the fit to the
numerical data.
perturbative approach. In fact, the power spectrum computed in (Cusin et al.
2017) grows linearly with the growth function,
P pertω (k, z) ∝ D(z). (7.28)
As already noted in the previous section, this very significant difference in the redshift
evolution is probably due to the different physical mechanism that is generating
vorticity in the two cases. Being a perturbative approach, the method discussed
in (Cusin et al. 2017) cannot really handle shell crossing which is the dominant
effect leading to vorticity production in N-body simulations, as we shall see below.
In figure 7.9 we plot the divergence and vorticity spectra together with the total
velocity power spectrum k2Pv = Pω+Pθ at z = 0 (left panel) and z = 1 (right panel).
On large scales, as expected, the divergence contributes most to the total velocity
spectrum. However, on small scales the divergence spectrum drops faster than the
vorticity and beyond k ≈ 2 h/Mpc, where the velocity power spectrum exceeds
the linear perturbation theory result, vorticity becomes the dominant component
in shaping the total velocity power spectrum.
7.3.4 Cross-spectra
In our simulations we have also computed the cross-spectra of the velocity divergence
with the density contrast and the velocity dispersion σ2 and the cross-correlation of
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Figure 7.9: Vorticity, divergence and velocity power spectra at z = 0 (left panel) and
z = 1 (right panel). Both plots refers to the simulation high resolution 2 in table 7.1.
The dotted line represents the linear divergence spectrum.
the rotational part of the velocity field with the metric vector perturbations B 5.
The results of this section refer to the simulation high resolution 1 in table 7.1.
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Figure 7.10: Left panel: The spectra of the density contrast (red), the velocity divergence
(blue), and their cross-spectrum (green) at z = 0. Right panel: The spectra of the velocity
divergence (red), the velocity dispersion (blue), and their cross-spectrum (green) at z = 0.
In figure 7.10 (left panel) we plot the power spectra of the density contrast,
velocity divergence, and their cross spectra, respectively, at z = 0. Both the power
spectrum of the divergence and the cross-spectrum are normalized in such a way that
all the spectra are dimensionally consistent. From the linearized continuity equation
we expect on large scales θ = −Hfδ. Therefore, we normalize the divergence
spectrum by a factor (Hf)2 and the cross-spectrum by a factor Hf . Consistently
with this definitions, on large scale all the spectra are approximately equal. On the
5Note that the cross-spectrum PωB vanishes by parity conservation; under spatial inversions, ω
is a pseudovector, while B is a true vector, and the relationship between the correlators in Fourier
space is 〈ωiB∗j 〉 = iimnkm〈vRnB∗j 〉, which would be odd under parity, and hence must be zero.
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other hand, due to non-linear evolution at late times, the divergence spectrum drops
on smaller scales while the density spectrum increases. Interestingly, the correlation
spectrum remains close to the linear perturbation theory value until k ' 1h/Mpc
where it increases until it changes sign at k ≈ 2 h/Mpc and then settles at a fraction
of the divergence spectrum. This is an indication of the scale at which shell-crossing
is relevant. In fact, after shell-crossing which leads to the formation of structures,
the initially anti-correlated density and velocity divergence are positively correlated
on small scales. We understand that after shell crossing a previous infall onto a
filament changes sign becomes actually an outflow, leading to positive density −
divergence correlations. See also (Hahn et al. 2015) for a discussion of this.
In figure 7.10 (right panel) we display the power spectra of the velocity divergence,
the velocity dispersion, and their cross spectra, respectively, at z = 0. On large
scales velocity dispersion spectrum is proportional to the θ spectrum and the two are
strongly anti-correlated. This is because the fluctuation of particle velocities around
their mean bulk flow is a second order effect that is most efficiently generated in
collapsing regions which have negative θ. However, at small scales, the dependence
becomes highly non-linear and the cross correlation between σ2 and θ even briefly
changes sign around the scale where also δ exhibits a sign change. As one can
see in figure 7.11, at z = 1 there is no sign change in the correlation of σ2 and
θ, they remain anti-correlated on all scales.
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Figure 7.11: Left panel: The spectra of the metric vector perturbations (red), the
rotational velocity (blue), and their cross-spectrum (green) at z = 0. The magenta
line represents the cross-correlation of the metric perturbation with its source term (see
equation (7.29)). Right panel: The correlation coefficients between the rotational velocity
vR and the metric vector perturbation B (blue), the density contrast δ and velocity
divergence θ (green), the velocity dispersion σ and velocity divergence θ (red), at z = 0
(solid) and z = 1 (dashed) respectively.
In figure 7.11 (left panel) we plot the power spectra for B and vR and their
cross spectrum. The rotational part of the velocity is expected to partially source
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the vector perturbation in the metric. In fact, by taking the transverse projection
of the 0i Einstein constraint equation linearized in B, we find
k2B = 6H2Ωm[(1 + δ)v]T = 6H2Ωm[vR + (δ v)T], (7.29)
where the underscript T denotes the transverse projection of the source term (1+δ)v.
In figure 7.11 we compare the cross-spectrum of the metric perturbations B with
the rotational velocity (green line) and with the full source term in equation (7.29),
which is computed from equation (7.29), i.e. PB [(1+δ)v]T = PB k2/(6H2Ωm). The
cross-spectrum of B with vR is smaller by many orders of magnitude than the
cross-spectrum of B with the full source term. Therefore, we expect that the main
source of vector perturbations does not come from the rotational velocity, but from
the product of the velocity with the density contrast, i.e. from (δ v)T. This also
agrees with the finding of Thomas et al. (2015), see their figure 7. There they find
that ∇×B is mainly generated by ∇δ × v, and the contribution from vorticity is
many orders of magnitude smaller. The B-power spectra from both simulations also
agree qualitatively, see figure 4 of Thomas et al. (2015). Note that in this reference,
the dimensionless power spectra are shown which differ from ours by a factor k3.
We now define the correlation coefficient for two generic quantities A and B as
ρAB ≡ PAB√
PAPB
. (7.30)
The correlation coefficients for the rotational velocity vR and the metric vector
perturbation B, the density contrast δ and velocity divergence θ, and the velocity
dispersion σ2 and velocity divergence θ are displayed in figure 7.11 (right panel)
at z = 0 and z = 1.
As discussed before, both the density contrast and the velocity dispersion are
anti-correlated with θ on large scales. We also notice that the scale at which the
correlation coefficients for δ×θ becomes positive depends on redshift. This is due to
the fact that the regions that experience shell-crossing are larger at low redshift and,
therefore, the velocity divergence becomes positive at larger scales. The sign change
of the θ×δ and θ×σ2 cross spectra are roughly at the same scale which is somewhat
smaller than the scale of the peak of the vorticity spectrum. Below this scale density
and divergence are weakly correlated and positive which indicates a slight net
outflow instead of inflow around structures. On large scales, the velocity dispersion
is largest where the density is highest, hence clearly also σ2 and θ are anti-correlated.
This anti-correlation nearly vanishes and for z = 0 even becomes slightly positive
on the scales where further inflow is prohibited by angular momentum conservation.
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The correlation coefficient between B and the rotational velocity is roughly 10−7
on all scales and therefore not visible on this linear plot. As discussed before, this
means that the main source for the metric perturbation does not come from the
rotational velocity alone but from the transverse part of (δ v).
7.4 Summary
In this chapter we numerically investigate the generation of vorticity from a set
of N-body simulations. We have implemented the computation of the velocity
field and its dispersion in the relativistic N-body code gevolution. The velocity
field is estimated from the momentum and density fields, which are computed in
gevolution using a particle-to-mesh projection. In order to validate our method, we
have tested several prescriptions to deal with the empty regions of the simulations:
an identically zero velocity field in voids; a Gaussian smoothing for the density
and momentum field, from which the velocity is computed; a velocity field which
does not evolve in voids and a velocity field which evolves in the empty regions
according to the linear growth rate. All these methods give very similar results for
the vorticity power spectrum. However, the main results presented in our work are
obtained with the latter method, which is also physically well motivated.
The key findings can be summarized as follows:
(a) On large sub-horizon scales, the vorticity power spectrum is well modelled by
a power-law with a spectral index nω ≈ 2.5. This result quantitatively agrees
with the analysis presented in (Hahn et al. 2015). Causality actually requires
nω = 2 on the largest scales, but we could not see this in our simulations. In
fact, we expect some change of slope around the horizon scale which, however,
is not represented in our simulations because of the choice of box size.
(b) At redshift z = 0 the vorticity power spectrum peaks at kp(z = 0) ' 1h/Mpc.
At roughly this scale also the divergence power spectrum has a dip and the
density − divergence correlation changes sign, a clear indication of shell
crossing. The scale k−1p (z) decays with increasing redshift to kp(z = 1) '
2h/Mpc.
(c) The vorticity power spectrum in our simulations depends both on the mass
resolution (number of particles per cell) and grid resolution (number of grid
points). We need at least 8 particles per grid cell and a grid resolution
∆x = 125 kpc/h in order for the vorticity power spectrum to converge at
z ∈ [0, 1].
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(d) The grid resolution that is needed in order to have convergence depends on
redshift. At higher redshift shell-crossing is a rarer phenomenon than at z = 0
and it happens on smaller scales. Therefore, a finer grid resolution is required
in order to resolve shell-crossing and disentangle it from numerical velocity
dispersion that is always present in our simulations due to finite resolution.
(e) In the redshift range z ∈ [0, 1], where our results are reliable, the vorticity
power spectrum grows as (Hf)2Dγ(z), with γ ≈ 7. This result is consistent
with (Pueblas & Scoccimarro 2009; Thomas et al. 2015).
(f) The amplitude of the vorticity spectrum at the peak position increases from
Pω/(Hf)2(kp) ≈ 0.6 (Mpc/h)3 at z = 1 to Pω/(Hf)2(kp) ≈ 5 (Mpc/h)3 at
z = 0. Roughly at this peak position the divergence power spectrum drops
significantly below the linear perturbation theory result and the vorticity
becomes the dominant contributor to the total velocity spectrum.
(g) The rotational part of the velocity is very little correlated with the vector
perturbations of the metric. Therefore, we expect the metric perturbations B
to be predominantly sourced by the combination of δ and the velocity field,
(δv)T and not by the velocity field alone.
Observationally the presence of vorticity will have interesting consequences
e.g. for redshift space distortions. Our results indicate that the best place to
look for them is around the Mpc scale which is also the scale where we expect
predictions from linear theory to become unreliable. It therefore remains a challenge
to tackle this problem, and numerical simulations will probably continue to play
an important role in this context.
Chapter 8
CONCLUSIONS AND OUTLOOK
Future planned LSS instruments will be able to map the distribution of galaxies and
other tracers, such as the 21 cm emission from neutral hydrogen, on a wide range of
scales, from the Mpc scale, where the physics is highly non-linear, up to hundreds of
Mpc, where instead linear relativistic effects beyond the standard RSD may become
relevant. In this thesis we have presented the results of several studies in the field of
Large Scale Structure, whose general aim is to improve the current physical modelling
for the LSS observables both in the linear and non-linear regime. In this section I
will summarize the main results and draw possible developments of this work.
Main results
Part II of this thesis deals with the largest scales that we will test with the upcoming
redshift surveys. The goal of this part is threefold. First, test the benefits that
future cosmological analysis will gain by performing model-independent tests, i.e.
by performing analysis based on observables quantities such as the angular power
spectrum or the angular correlation function rather than the standard Fourier
power spectrum, which requires a reference cosmology to be assumed to convert
redshift and angular coordinates into comoving distances. Second, to test the
accuracy of the standard LSS analysis, which includes density and Kaiser effect,
for future clustering studies.
These two points have been investigated in chapters 4 and 5. In chapter 4 we
investigate the Alcock Paczyński test applied to the baryon acoustic oscillation
feature in the galaxy correlation function. The method that is employed in this
chapter is model independent: the statistical analysis is based on the measurement
in the BAO peak from the radial and the angular correlation function, which
depends only on observables coordinates. By using a general formalism that
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includes relativistic effects, we quantified the importance of the linear redshift
space distortions and gravitational lensing corrections to the galaxy number density
fluctuation. We have shown that redshift space distortions significantly affect the
shape of the correlation function, both in the radial and transverse directions,
causing different values of galaxy bias to induce offsets up to 1% in the AP test. On
the other hand, we have found that the lensing correction around the BAO scale
modifies the amplitude but not the shape of the correlation function and therefore
does not introduce any systematic effect. Therefore, we have shown the robustness
of BAO measurements with respect to lensing corrections.
In chapter 5 we study the impact of neglecting lensing magnification in galaxy
clustering analysis, considering the ΛCDM model and two extensions: massive
neutrinos and modifications of General Relativity. Our main focus was the biases
on the constraints and on the estimation of the cosmological parameters. We
performed a comprehensive investigation of these two effects for the upcoming
photometric and spectroscopic galaxy surveys Euclid and SKA for different redshift
binning configurations. Our results show that the information present in the lensing
contribution does improve the constraints on the modified gravity parameters
whereas the lensing constraining power is negligible for the ΛCDM parameters.
For photometric surveys the estimation is biased for all the parameters if lensing
is not taken into account. This effect is particularly significant for the modified
gravity parameters. Conversely for spectroscopic surveys the bias is below 1-σ for
all the parameters. Our findings show the importance of including lensing in galaxy
clustering analyses for testing General Relativity and to constrain the parameters
which describe its modifications, especially for future photometric surveys.
The third direction that has been taken in the first part of thesis is investigating
the future perspectives of detecting the Doppler relativistic effects. In fact, their
measurement will provide a test for the Euler equation and, therefore, one of the
foundational principles of GR: the equivalence principle (Bonvin & Fleury 2018). In
chapter 6 we focus on the relativistic dipole in the cross-correlation between the 21
cm emission in Intensity Mapping (IM) and galaxy surveys at low redshift. Neutral
hydrogen (HI) and the galaxy population are modelled by means of the halo model
to relate the parameters that affect the dipole signal such as the biases of the two
tracers and the Poissonian noise. We studied the behavior of the signal-to-noise
as a function of the galaxy and magnification biases, for two fixed models of the
neutral hydrogen. In both cases we have found that the signal-to-noise does not
grow by increasing the difference between the biases of the two tracers, due to the
larger shot-noise yields by highly biased tracers. We also studied and provided
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an optimal luminosity-threshold galaxy catalogue to enhance the signal-to-noise
ratio of the relativistic dipole. Interestingly, we show that the maximum magnitude
provided by the survey does not lead to the maximum signal-to-noise for detecting
relativistic effects and we predict the optimal value for the limiting magnitude.
Our work suggests that an optimal analysis could increase the signal-to-noise ratio
up to a factor five compared to a standard one.
Part III of the thesis focused on the non-linear regime of LSS. Modelling the non-
linear regime of large scale structure is a very complicated task, since perturbation
theory breaks down at these scales and baryon physics becomes relevant. In this
thesis we have focused on the generation of vorticity in a pure dark matter scenario
and we investigate this topic with N-body simulations based on the relativistic code
gevolution. We estimated the amplitude and the spectral index of the vorticity
power spectrum and studied its redshift evolution and its relation with the vector
perturbation in the metric. The vorticity power spectrum is particularly relevant
for a correct modelling of the redshift space distortions, since the peculiar velocity
field is generally assumed to have only a scalar degree of freedom, while our findings
show that this assumption breaks down at the Mpc scales.
Future perspectives
Here we will draw some possible extensions of this work and some future per-
spectives in the field.
The lensing correction, which has been studied in chapter 4 and 5, has been
proved to be relevant for forthcoming galaxy surveys. Nevertheless, it can be seen not
just a contaminant for the observable, but as a signal itself. The lensing magnification
was detected for the first time from SDSS data by cross-correlating quasars and their
foreground galaxies (Scranton et al. 2005). It will be interesting to study if future
measurements of the lensing magnification from galaxy surveys like Euclid and the
Square Kilometre Array will be competitive or complementary with weak lensing
analysis. In fact measurements of the lensing magnification suffer from different
systematics and are not affected by intrinsic alignment (Montanari & Durrer 2015).
In chapter 6 we investigated the relativistic dipole, sourced by the gravitational
redshift and Doppler corrections to the galaxy number count and 21 cm emission
flux fluctuations at low redshift. It would be interesting to perform a similar
analysis for other tracers and redshift range. In the high-redshift regime (z ∼ 2.5)
a very promising combination of tracers are the Lyman-α forest fluctuations cross-
correlated with quasars (QSOs). In fact, the two tracers have a large difference in
bias: the Lyman-α forest consists of a series of absorption lines and, therefore, its
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bias is negative, while QSOs are characterized by a relatively high bias (bQSOs ≈ 4).
The state-of-the-art measurements of the Ly-α-QSOs cross-correlation currently do
not model the Doppler contribution to the signal. However, the signal presents a
not-negligible asymmetric component due to metal contaminations (see (du Mas des
Bourboux et al. 2017)). In (Iršič et al. 2016) the relativistic contributions have
been computed for the radial cross-correlation. We are currently working on the
generalization of this work to the full 3-dimensional case, in order to perform realistic
forecast, including the metal contaminations, for the detection of the relativistic
effects with the current surveys BOSS and eBOSS and for the future survey DESI.
Our work on the large-scale vorticity has shown that on the Mpc scales, the
vorticity power spectrum becomes comparable in magnitude to the power spectrum
of the velocity divergence. A possible development of this work is to estimate the
error that neglecting the rotational part of the velocity introduces for the standard
redshift-space distortions analysis and in the future bispectrum measurements.
Furthermore, in our analysis we employ dark matter only simulations. On the Mpc
scales, baryonic physics comes into play and, therefore, a possible development is
to study the impact of baryons on the vorticity generation. This would requires
the implementation of our method for computing the vorticity spectrum in a
N-body and hydrodynamical code.
Another interesting aspect for the future will be investigating the non-linear
regime of the relativistic effects with the relativistic N-body code gevolution. This
is the ground where the part II and III of this thesis meet. Gravitational redshift
detection has been claimed on galaxy clusters scales in (Wojtak et al. 2011; Sadeh
et al. 2015) and, more recently, a line-of-sight asymmetry has been detected in the
cross-correlation of two galaxy populations in the non-linear regime on large scale
structure, i.e. on scales ∼ 10 Mpc (Alam et al. 2017a). The physical interpretation
of the cluster measurements has been debated in the literature (Kaiser 2013; Zhao
et al. 2013), and in general the theoretical predictions for the relativistic distortions
in the non-linear regime are not well-established yet. Numerical simulations are
playing a crucial role to understand how to physically interpret these measured
effects (Zhu et al. 2017a; Breton et al. 2018) and using a relativistic code for this
purpose will certainly give a valuable contribution. Finally, on a more general
note, the non-linear regime of the LSS in a partial or fully relativistic framework
is a promising field of research, which has not been fully explored yet. Currently,
there are three main approaches to this subject:
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The most conservative approach consist of reinterpreting the Newtonian
simulations by choosing a specific gauge, the N-body gauge, in which particles
follow the Newtonian trajectories (Fidler et al. 2016). In this gauge there
is a one-to-one correspondence between the Newtonian dynamics and the
GR dynamics, at first order. Therefore, this method does not modify the
Newtonian dynamics, already implemented in the Newtonian N-body codes,
but requires to set the initial conditions in the appropriate gauge and to
post-process the output of the Newtonian simulation in order to extract the
relativistic observables (see also (Fidler et al. 2017, 2018)).
The N-body code gevolution(Adamek et al. 2016a,b), that was employed in
the part III of this thesis, provides a self-consistent way to study the structure
formation, also in presence of relativistic sources. This approach, as well
as the method outlined in the previous paragraph, assume the weak-field
approximation. Therefore, it does not encode the fully non-linear relativistic
dynamics. However, the weak-field approximation should work fairly well in
the cosmological context, as long as the structures under investigation are
larger than their Schwarzschild radius.
The most challenging approach is to develop a fully-relativistic code for
cosmological applications. In this direction, there have been several attempts
in the literature to take advantage of the numerical relativity tools that
have been developed in the past decades and successfully applied in the
context of compact objects (Baumgarte & Shapiro 2010; Alcubierre 2008;
Gourgoulhon 2007; Bona & Palenzuela-Luque 2005; Luciano & Zanotti 2013).
This formalism has been applied in order to investigate the cosmological
structure formation (Bentivegna & Bruni 2016; Giblin et al. 2017; Macpherson
et al. 2018). At present, the main limit of this approach is that the stress-
energy tensor is modelled as a fluid, which for the pressureless dark matter
component leads to the formation of caustics and numerical divergences.
The first two methods adopt a particle description for the matter content, which is
preferable for modelling collisionless dark matter. However, they do not encode the
full non-linear relativistic dynamics. Furthermore, it is still not established whether
the two approaches should exactly coincide. It would be certainly interesting to
understand weather the full-GR approach can incorporate a particle description
for the stress-energy tensor and to compare the fully relativistic dynamics to the
outcome in the weak-field approximation.
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Figure A.1: AP consistency test for different degrees N of the polynomial in the
parameterization of the correlation function.
Appendix A
THE ALCOCK PACZYŃSKI TEST WITH BARYON
ACOUSTIC OSCILLATIONS: SYSTEMATIC
EFFECTS FOR FUTURE SURVEYS
A.1 Methodology tests
Here we report the results of some tests we performed in order to find the best
method to model the transversal and longitudinal correlation functions and in order
to verify its reliability. We test our template model, equation (4.19), for different
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degrees of the fitting polynomial. Figure A.1 shows a consistency check for values
of N in the range [4 : 16]. The correlation functions used in this test are computed
including the local density term and the redshift space distortions correction. We
found that for N between 8 and 14 the relative difference between the fitted AP
parameter and its theoretical value is smaller than 0.5% at all redshifts. We checked
the accuracy of the fit comparing the sum of the squared deviations between our
fit and the classgal output and we found the most numerically accurate results
satisfying the AP test. Therefore, we choose a polynomial of degree N = 10 to
perform the next analysis. In order to test the goodness of this parameterization,
we perform the same analysis for different cosmologies, including a cosmology with
a dynamical dark energy equation of state. In all cases we find qualitatively the
same behavior shown in figure A.1. We compare our parameterization also with
others described in the literature. In particular, the transverse correlation function
is often modeled by a power-law + Gaussian function (Sanchez et al. 2011)
ξ⊥(θ) = A+Bθγ + C · e−(θ−θBAO)2/2σ2 , (A.1)
with A, B, γ, C, θBAO and σ as free parameters. As for the radial correlation func-
tion, we compare our model with the parameterization used in (Sanchez et al. 2013)
ξ‖(∆z) = A+Be−C∆z −De−E∆z + F · e−(∆z−∆zBAO)2/2σ2 , (A.2)
where free parameters are A, B, C, D, E, F , ∆zBAO and σ. The result of
this consistency test is shown in figure A.2. We find that both the exponential
parameterization, equation (A.2), and the 10 degree polynomial, equation (4.19),
fit well the radial correlation function (differences are smaller than 0.5% at all
redshifts for the AP consistency check). On the other hand, we find a discrepancy
between the power-law and the polynomial parameterization for the transverse
correlation function. In table A.1 we compare the comoving BAO scale computed
from the peak positions in the transverse and radial direction. We find that, using
a power-law+Gaussian fit for the transverse correlation function the peak position
is systematically shifted towards larger scales. This systematic introduces a 2%
offset in the AP test. The polynomial and the exponential parameterization gives
consistent values of the BAO scale at all redshifts. However, the polynomial fit is
able to model the data over a larger range, therefore we adopt this parameterization.
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Figure A.2: AP consistency test at different redshifts, for different parameterization of
the radial and transverse correlation functions. The continuous black line refers to the
test performed using a polynomial fitting function for the estimation of both ∆zBAO and
θBAO, the dot blue line is computed using a polynomial fit in the longitudinal direction
and the power-law+Gaussian model in the transverse one, while the dash green line is
computing using a polynomial for ξ⊥(θ) and the exponential fit in (A.2) for ξ‖(∆z).
z L⊥(Mpc/h) L‖(Mpc/h)
Polynomial Power-law Polynomial Exponential
0.3 101.7 ± 0.2 103.2 ± 0.2 101.9 ± 1.6 102.0 ± 1.6
0.7 101.9 ± 0.3 103.6 ± 0.3 101.7 ± 1.3 101.9 ± 1.3
1.0 101.8 ± 0.4 103.9 ± 0.4 101.9 ± 1.1 101.8 ± 1.1
1.25 101.8 ± 0.5 104.3 ± 0.5 101.9 ± 0.9 101.9 ± 0.9
1.5 101.9 ± 0.5 104.1 ± 0.5 101.8 ± 0.8 101.8 ± 0.8
1.75 101.9 ± 0.6 104.0 ± 0.6 101.8 ± 0.7 101.8 ± 0.7
2.0 101.9 ± 0.6 104.0 ± 0.6 101.8 ± 0.6 101.8 ± 0.6
Table A.1: The comoving BAO scale in units of Mpc/h computed using the different
parameterizations given in the text for the correlation function at different redshifts.
A.2 Surveys specifications
Here we report the specifications used for the different surveys considered in
section 4.5.3. The parameters of the surveys are the sky coverage fsky, the number
of galaxies per unit redshift per square degree and the redshift dependence of
the galaxy bias.
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Figure A.3: Figure a and figure b show, respectively, the number of galaxies per square
degree per unit redshift and the redshift dependent bias for the four cases described in
this appendix: Euclid, SKA, DESI ELGs (bright Emission Line Galaxies) and DESI LRGs
(Luminous Red Galaxies). The markers identify the redshifts for which we performed the
AP test in section 4.5.3.
A.2.1 Euclid
Our Euclid-like survey is modeled following appendix A.3 in (Audren et al. 2013).
We assume a sky fraction fsky = 0.375. The number of galaxies per unit redshift
per square degree is computed from table 2 of (Geach et al. 2010), for the case of
a limiting flux of 3 × 10−16erg s−1 cm−2. Following Ref. (Audren et al. 2013), we
multiply the tabulated values by an efficiency factor 0.25 and we divide them by
the factor 1.37 to get conservative prediction. The redshift dependence of the bias
is modeled as in the forecasts presented in (Amendola et al. 2013)
b(z) =
√
1 + z. (A.3)
A.2.2 SKA
We used the technical specification for SKA reported in (Abdalla et al. 2015). Galaxy
number density per unit redshift per square degree and bias evolution are given by
dN
dzdΩ = 10
c1zc2 exp (−c3z), (A.4)
b(z) = c4 exp (c5z), (A.5)
where we used for the coefficients ci the best-fit values reported in table 4 of (Santos
et al. 2015), for SKA2. For SKA2, the sky coverage is expected to be around
30000 deg2, which corresponds to a sky fraction fsky = 0.727.
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A.2.3 DESI
Survey specifications for DESI, for both ELGs and LRGs, are taken from the Science
Technical Design Report (DESI 2015). The number of galaxies per unit redshift
per square degree, for both ELGs and LRGs, are assumed to be the one reported
in table 2.3 of (DESI 2015). The values at intermediate redshifts are computed
by interpolation. The redshift dependence of galaxy bias is expressed in terms of
the linear growth factor D(z). For the ELGs we have
b(z) = 0.84
D(z) , (A.6)
while for LRGs we assume
b(z) = 1.7
D(z) . (A.7)
Following (DESI 2015), we assume for DESI a sky coverage equal to 14000 deg2,
which corresponds to a sky fraction fsky = 0.339. In figure A.3 we compare the
expected number of galaxies per unit redshift, per square degree and the bias
evolution for the 3 cases discussed above. The number of galaxies per unit redshift
per square degree is relevant for the computation of shot noise.
The number of galaxies per steradian ni inside the i-th redshift bin is computed as
ni =
1
4pi
∫
dΩ
∫ zmean+∆z/2
zmean−∆z/2
dN
dzdΩdz, (A.8)
where ∆z is the width of the redshift bin.
Appendix B
OPTIMAL GALAXY SURVEY FOR DETECTING
THE DIPOLE IN THE CROSS-CORRELATION
WITH 21 CM INTENSITY MAPPING
B.1 Flat-sky versus full-sky dipole
In this appendix we test the validity of the flat-sky approximation by comparing the
flat-sky and the full-sky relativistic dipole at redshift zm = 0.15. This comparison is
crucial to test in which regime we can apply the flat-sky approximation and therefore
which are the maximum scales that we can model in this framework. In particular,
we test the dipole expansion in terms of d/r which, to lowest order, leads to the
wide-angle correction, defined in equation (6.20), that we adopted in our analysis.
The full-sky correlation function for the cross-correlation of two populations
of galaxies has been studied in detail in the literature, both in the newtonian
approximation (Szalay et al. 1998; Szapudi 2004; Papai & Szapudi 2008) and
beyond (Raccanelli et al. 2010; Jeong et al. 2012; Samushia et al. 2012; Bertacca
et al. 2012; Bonvin et al. 2014; Raccanelli et al. 2014; Yoo & Seljak 2015; Tansella
et al. 2017). Here we will use the same notation as (Bonvin et al. 2014), where the
full-sky relativistic correlation function is computed for two galaxy populations,
including the gravitational redshift and Doppler effects, which are the quantity
relevant for this work (see the appendix B in (Bonvin et al. 2014) for a detailed
derivation of the relativistic part, i.e. the cross-correlation between the density plus
redshift space distortion and the Doppler terms in the galaxy number counts). We
will apply that expression to the cross-correlation between HI and galaxies. We
will fix the values of the bias to bHI = 0.6 and bgal = 1.0, and we will compare
three values of the galaxy magnification bias.
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Figure B.1: Coordinate system for the full-sky relativistic dipole.
We will recast the expression for the full-sky correlation function in the way
described below. The relativistic correlation function, in the coordinate system
defined in section 6.2.3 (see also figure B.1), can be written in terms of some
coefficients Ri = Ri(r1, r2, d)
ξHI,gal(r, d, µ) = R1 cos (α) +R2 cos (β˜) +R3 cos (α) cos (2β˜) +R4 cos (β˜) cos (2α)
+R5 sin (α) sin (2β˜) +R6 sin (β˜) sin (2α), (B.1)
where α is defined as cos (α) = −n2 ·N and cos (β˜) = −n1 ·N (see figure B.1),
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while the coefficients Ri are
R1 =Cgal(r2)
D1(r2)D1(r1)
D21(r)
f(r2)
bHI + 25f(r1)
ν1 − 110f(r1)ν3
,
R2 =− CHI(r1)D1(r2)D1(r1)
D21(r)
f(r1)
bgal + 25f(r2)
ν1 − 110f(r2)ν3
,
R3 =Cgal(r2)
D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
ν1 − 32ν3
,
R4 =− CHI(r1)D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
ν1 − 32ν3
,
R5 =Cgal(r2)
D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
ν1 + ν3
,
R6 =− CHI(r1)D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
ν1 + ν3
, (B.2)
where Cgal and CHI are defined in (6.14), D1 denotes the linear growth factor,
and ν`=1,3 are defined through
ν`(d) =
∫ k2dk
2pi2
H
k
P (k, zm)j`(k d). (B.3)
All the quantities involved in the computation of the correlation function in (B.1)
can be expressed as a function of r, d and µ by using the following simple
geometric relations
r1 =
1
2
√
d2 + 4r2 − 4dµr , r2 = 12
√
d2 + 4r2 + 4dµr ,
cos (β˜) = −d+ 2rµ√
4r2 + d2 − 4drµ , cos (α) =
d+ 2rµ√
4r2 + d2 + 4drµ
. (B.4)
The dipole can then be computed as
ξfull sky1 =
3
2
∫ 1
−1
ξHI,gal(r, d, µ)L1(µ)dµ. (B.5)
We see the full-sky correlation function depends in a not trivial way from the
angular coordinate µ. Therefore, the angular integral in (B.5) cannot be performed
analytically, as in the flat-sky approximation, but it needs to be solved numerically.
A similar computation can be done for the wide-angle corrections. The full
sky expression can be written in terms of some coefficients Si = Si(r1, r2, d)
(Bonvin et al. 2014)
ξWA(r, d, µ) = S1+S2 cos (2β˜)+S3 cos (2α)+S4 cos (2α) cos (2β˜)+S5 sin (2β˜) sin (2α),
(B.6)
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S1 =
D1(r2)D1(r1)
D21(r)
f(r2)
bHIbgal + bHI3 f(r) + bgal3 f(r) + 215f 2(r)
µ0,
− 13
bHI
2 f(r) +
bgal
2 f(r) +
2
7f
2(r)
µ2 + 3140f 2(r)µ4
,
S2 =− D1(r2)D1(r1)
D21(r)
bgal
2 f(r) +
3
14f
2(r)
µ2 − 128f 2(r)µ4
,
S3 =− D1(r2)D1(r1)
D21(r)
bHI
2 f(r) +
3
14f
2(r)
µ2 − 128f 2(r)µ4
,
S4 =
D1(r2)D1(r1)
D21(r)
f(r)2 15
µ0 − 121µ2 + 19140µ4
,
S5 =
D1(r2)D1(r1)
D21(r)
f(r)2 15
µ0 − 121µ2 − 435µ4
, (B.7)
where µ`=0,2,4 are defined by
µ`(d) =
∫ k2dk
2pi2 P (k, zm)j`(k d). (B.8)
The dipole of the wide-angle effect, in full sky, can be computed as
ξWA, full sky1 =
3
2
∫ 1
−1
ξWA(r, d, µ)L1(µ)dµ. (B.9)
In figure B.2 we compare the full-sky dipole (dashed lines) and the corresponding
dipole in the flat-sky approximation (continuous lines). Figure B.2a represents
the Doppler dipole, computed from (B.5) (full-sky) and (6.11) (flat-sky), while
figure B.2b shows the wide-angle dipole, computed from (B.9) (full-sky) and (6.19)
(flat-sky). Different colors refer to different values of the magnification bias. In
the top panel we plot the absolute value of the dipole. At small scale, the flat-
sky approximation fairly reproduces the full-sky signal, while the full-sky dipoles
significantly departs from the one in flat-sky at large scales. Note that the full-sky
signal always results to be smaller, in absolute value, than the approximated one.
Indeed two sources appear closer in the flat-sky limit and therefore they seems to
be more correlated. In the bottom panel we plot the relative difference between
the full-sky and the flat-sky dipole, in percentage. The black dashed line denotes
a 3% difference between the two quantities, which we set as a threshold for the
flat-sky approximation to be valid. We see that for scales larger than roughly
200Mpc/h the relative difference is beyond the threshold value and that it rapidly
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(b) Wide-angle dipole.
Figure B.2: Comparison between the dipole of the cross-correlation HI-galaxies (right
panels) and the wide-angle dipole (left panels) computed within the flat-sky approximation
(continuous line) and the full-sky dipole signal (dashed line). Top panels: absolute value
of the dipole. Bottom panels: relative difference between the full signal and the flat-sky
approximation. The dashed line denotes a difference of relative difference of 3%. Different
colors denote different values of the galaxy magnification bias. The dotted vertical lines
denotes the distance d = r.
increases at larger scales. Nevertheless the amount of physical information at these
scales is irrelevant as we see from figure 6.10.
In figure B.3 we show the difference between the estimator defined in (6.20),
which is unbiased from wide-angle effect, in full-sky and the one in flat-sky, at lower
order in the d/r expansion. We see that at scales d ≤ 200Mpc/h the approximated
dipole fairly reproduces the full-sky quantity. Therefore, we set the maximum
scale of our analysis to be dmax = 200Mpc/h.
B.2 Contribution to the wide-angle correction to
the covariance
The estimator we used in the signal-to-noise analysis, which is unbiased from
wide-angle effects (at least at the leading order in the d/r expansion), involved the
measurement of both the dipole of the cross-correlation of galaxies and HI and
the quadrupole of the autocorrelations of both tracers
ξˆ1(d, r) = ξˆ1(d, z1)− 310
(
ξˆgal2 (d, z1)− ξˆHI2 (d, z1)
) d
r
. (B.10)
We split the covariance for the estimator in equation (B.10) in two contributions 1,
COVest(d1, d2) = COVdip(d1, d2) + COVWA(d1, d2), (B.11)
1We assume the redshift to be constant and we drop the redshift dependence from our notation
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Figure B.3: Comparison between the estimator of the cross-correlation HI-galaxies
computed within the flat-sky approximation (continuous line) and the full-sky dipole
signal (dashed line). Top panel: absolute value of the estimator. Bottom panel: relative
difference between the full signal and the approximated signal. Different colors denote
different values of the galaxy magnification bias.
where COVdip(d1, d2) = 〈ξˆ1(d1)ξˆ1(d2)〉 is the dipole contribution to the estimator
it is given by equation (6.21), while COVWA(d1, d2) is the contributions of the
wide-angle correction,
COVWA(d1, d2) =
(
3
10r
)2
d1 d2
(
COVgal, gal2,2 + COVHI, HI2,2 + 2COVgal, HI2,2
)
− 310 d1+d2r
(
COVDip, gal1,2 − COVDip, HI1,2
)
, (B.12)
where
COVgal, gal2,2 (d1, d2) =
〈
ξˆgal2 (d1)ξˆgal2 (d2)
〉
−
〈
ξˆgal2 (d1)
〉 〈
ξˆgal2 (d2)
〉
,
COVHI, HI2,2 (d1, d2) =
〈
ξˆHI2 (d1)ξˆHI2 (d2)
〉
−
〈
ξˆHI2 (d1)
〉 〈
ξˆHI2 (d2)
〉
,
COVgal, HI2,2 (d1, d2) =
〈
ξˆgal2 (d1)ξˆHI2 (d2)
〉
−
〈
ξˆgal2 (d1)
〉 〈
ξˆHI2 (d2)
〉
,
COVDip, gal1,2 (d1, d2) =
〈
ξˆ1(d1)ξˆgal2 (d2)
〉
−
〈
ξˆ1(d1)
〉 〈
ξˆgal2 (d2)
〉
,
COVDip, HI1,2 (d1, d2) =
〈
ξˆ1(d1)ξˆHI2 (d2)
〉
−
〈
ξˆ1(d1)
〉 〈
ξˆHI2 (d2)
〉
. (B.13)
The first line in (B.12) is the autocorrelation of the wide-angle contribution to
the dipole, and the second one is the cross-correlation of the dipole with the
wide-angle correction. Each term of the wide-angle contribution to the covariance
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can be computed similarly to the dipole contribution by applying the general
formula in (Hall & Bonvin 2017).
The cosmic variance contribution to the autocorrelation can be written as
COVWA, autoCVCV =
 3
10r
2 50d1d2
V
∫ k2dk
2pi2 j2(kd1)j2(kd2)
∑
L1,L2
GL1L222 [P
gal
L1 P
gal
L2 +PHIL1PHIL2−2P galL1 PHIL2 ];
(B.14)
the mixed cosmic variance – noise contribution to the autocorrelation, including
both shot-noise and interferometer noise, is given by
COVWA, autoCVNoise =
 3
10r
2 50d1d2
V
∫ k2dk
2pi2 j2(kd1)j2(kd2)
∑
L
G0L22 [1/ngalP
gal
L +(NHI+PN)PHIL ];
(B.15)
while the noise contribution to the covariance is
COVWA, autoNoiseNoise =
 3
10r
2 10
4piLpV
δd1,d2
(NHI + PN)2 + 1
n2gal
. (B.16)
The coefficientsGL1L222 in (B.14) and (B.15) are defined in terms of the Wigner 3j sym-
bols
GL1L222 =
∑
L
(2L+ 1)
(
2 2 L
0 0 0
)2 (
L1 L2 L
0 0 0
)2
. (B.17)
The cosmic variance contribution to the cross-correlation term in (B.12) can be writ-
ten as
COVWA, crossCVCV =
 3
10
d1 + d2
r
30
V
∫ k2dk
2pi2 j1(kd1)j2(kd2)
∑
L1,L2
GL1L212 PL1[P
gal
L2 − PHIL2 ];
(B.18)
the cosmic variance x noise contribution to the cross-correlation is given by
COVWA, crossCVNoise =
 3
10
d1 + d2
r
30
V
∫ k2dk
2pi2 j1(kd1)j2(kd2)
∑
L
 1
ngal
−NHI−PN
G0L12PL.
(B.19)
The coefficients GL1L212 are defined similarly to the coefficients involved in the
autocorrelation term,
GL1L212 =
∑
L
(2L+ 1)
(
1 2 L
0 0 0
)2 (
L1 L2 L
0 0 0
)2
. (B.20)
The purely noise contribution to the cross-correlation term vanishes.
Appendix C
THE GENERATION OF VORTICITY IN
COSMOLOGICAL LARGE SCALE STRUCTURE
C.1 Finite-box effect
In this section we test the effect of the finite box employed for our simulations
on our power spectra.
We run two simulations with the same spatial resolution and different box
size. Their parameters are summarized in table C.1. Both SIM1 and BIGSIM1
adopt the rescaled method to extract the velocity field. The physical box size L
of BIGSIM1 is twice larger than the one of SIM1.
Ngrid Npart L [Mpc/h] Grid-Cell size [Mpc/h]
SIM1 512 1024 256 0.5
BIGSIM1 1024 2048 512 0.5
Table C.1: Summary of the simulations used for testing the effect of a finite box.
In figure C.1 we compare the power spectra for the two simulations. Even if the
BIGSIM1 is able to test a largest range of scales with respect to SIM1, we see that the
power spectra of the two simulations agree in the common range of scales. Therefore,
we conclude that a comoving box size of L = 256 Mpc/h is sufficiently large for the
estimation of the divergence and vorticity power spectra on subhorizon scales.
C.2 Comparison with the Delaunay Tessellation
Field Estimator method
In this section we compare our method for computing the vorticity power spectrum
with a standard method used in the literature to extract the velocity field from
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Figure C.1: Power spectrum of the divergence θ (left panel) and the vorticity ω (right
panel) of the velocity field at z = 0 (top panels) and z = 1 (bottom panels) for the
simulations SIM1 and BIGSIM1 in table C.1. The red shaded region represents the modes
beyond the Nyquist frequency.
N-body simulations, the Delaunay Tessellation Field Estimator (DTFE) method
(Schaap & van de Weygaert 2000; van de Weygaert & Schaap 2007).
Ngrid Npart L [Mpc/h] Grid-Cell size [Mpc/h]
SIM1 256 512 256 1
SIM2 512 1024 256 0.5
Table C.2: Summary of the simulations used in section C.2.
The parameters of the simulations used for the comparison are given in table
C.2. The vorticity power spectrum is computed in gevolution with the rescaled
method described in the previous sections. This is our reference method that we
compare to the DTFE method. A snapshot of the simulation is then post-processed
with the DTFE public code (Cautun & van de Weygaert 2011) in order to obtain
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the vorticity field from the Delaunay tessellation. The DTFE method employs a
linear interpolation scheme in order to estimate the requested fields in each point of
a regular grid, once the values of the field is known in the vertices of the Delaunay
tetrahedron in which the point is located. In the case of the vorticity field, the
code computes the gradient of the velocity field, from which both vorticity and
velocity divergence can be easily extracted. The DTFE code (Cautun & van de
Weygaert 2011) employs a refined method, i.e. the fields are interpolated in Nsample
points inside the tetrahedron and their values in the grid point is computed as the
volume-weighted average of the field inside the tetrahedron. For our simulations we
used Nsample = 100, which is large enough for the vorticity field to reach convergence.
10-2 10-1 100 101
k[h/Mpc]
10-3
10-2
10-1
100
101
P
ω
(k
)/
(H
f)
2
gevolution
DTFE
Npart = 1024
Npart = 512
Figure C.2: Comparison of the vorticity power spectrum estimated with our rescaled
method implemented in gevolution (solid lines) and the Delaunay Tessellation Field
Estimator (DTFE) method (dashed lines). We show the comparison for the simulations
SIM1 and SIM2 in table C.2 in blue and green, respectively. The power spectra are
computed at z = 0. The shaded regions mark the Nyquist frequency of the two simulations.
In figure C.2 we compare the two methods at z = 0, for the two simulations
SIM1 and SIM2 in table C.2. We see that for the low resolution simulations
the two methods reproduce the same slope of the power spectrum, but a slightly
different amplitude. We also notice that the difference in amplitude is smaller for
the simulations with better resolution. This suggests that our method, based on
the CIC projection of the momentum and density fields, introduces some extra
projection effect with respect to the tessellation method and therefore it has a
slower convergence. However, this spurious effect decays when improving the mass
C. The Generation of Vorticity in Cosmological Large Scale Structure 169
and spatial resolution of the simulations. This is in agreement with the analysis
presented in the appendix of (Pueblas & Scoccimarro 2009). For the SIM2 in table
C.2 the difference is smaller than a factor two, therefore we expect the difference to
be negligible for the high-resolution simulations discussed in section 7.3.3.
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