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Аннотация
Настоящая работа посвящена изложению программы исследования конечной системы
функций на конечной двумерной сетке, способной учесть любую экспертную точку зрения
на заданные функции, их свойства и динамику. Программа реализована на языке нечет-
ких множеств и нечеткой логики, содержит несколько этапов и в конечном итоге позволяет
решить в каких областях исходного множества система заданных функций ведет себя наи-
более интересно с экспертной точки зрения.
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Abstract
This work deals with the description of the study of a finite function system on a finite two-
dimensional grid able to consider any expert’s point of view on the given functions, their features
and dynamics. The program is implemented using the fuzzy sets and fuzzy logic language, it
consists of several stages and, ultimately, makes it possible to decide in which areas of the initial
set the system of given functions behaves most interestingly from an expert point of view.
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1. Введение
Поиск аномалий в полях геофизических данных [1, 2, 3, 4, 5, 6], распознавание мест воз-
можного возникновения сильнейших, сильных и значительных землетрясений [7, 8, 9], опти-
мизация захоронения радиоактивных отходов [10] и целый ряд других актуальных проблем
природного риска приводят исследователя (эксперта) к необходимости ранжирования узлов
конечной двумерной сетки с целью выбора наилучших в смысле произведенных в них изме-
рений.
В статье изучается конечная система функций на конечной двумерной сетке. При этом
делается попытка учесть различные экспертные точки зрения на заданные функции, их свой-
ства и динамику. а также на то, какие именно узлы мы объявляем ”наилучшими”. В работе
используется язык нечетких множеств и нечеткой логики, обладающий большими возможно-
стями по сравнению с классическими множествами и булевой логикой для передачи различных
экспертных представлений о явлениях, описываемых рассматриваемыми функциями.
Перейдем к формализованной постановке задачи: система функций ℱ на двумерной сет-
ке 𝑊 анализируется виртуальным экспертом ℰ . Предполагается, что эксперт ℰ имеет точку
зрения на динамику ℱ в каждом узле 𝑤 ∈𝑊 и задается при этом двумя вопросами:
1. В какой степени мера 𝜇ℰℱ (𝑤) ∈ [0, 1] выражает интересующие эксперта ℰ свойства си-
стемы функций ℱ в узле 𝑤?
2. Существуют ли достаточно большие связные области сетки 𝑊 , в которых подавляющее
число узлов 𝑤 обладают интересующими экспертов ℰ свойствами?
Настоящая работа делает попытку продвинуться в получении формализованных ответов
на эти вопросы.
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2. Исходные данные, соглашения и обозначения
На плоскости R2(𝑥1, 𝑥2) выбрана конечная сетка 𝒲 = 𝒲(ℎ1, ℎ2) с узлами 𝑤:
𝒲 = {𝑤 = (𝑖ℎ1, 𝑗ℎ2) : 𝑖, 𝑗 ∈ Z}
Для 𝑖 и 𝑗 будем также использовать обозначения 𝑖(𝑤) и 𝑗(𝑤).
Расстояние на 𝒲 считается индуцированным нормой ‖ ‖∞ в координатах 𝑖 и 𝑗:
‖𝑤 − 𝑤‖ = max (|𝑖(𝑤)− 𝑖(𝑤)| , |𝑗(𝑤)− 𝑗(𝑤)|)
Определение 1. Узлы 𝑤 и 𝑤 полагаем соседними, если |𝑖(𝑤)− 𝑖(𝑤)|+ |𝑗(𝑤)− 𝑗(𝑤)| = 1,
а отношение соседства обозначаем через 𝑁 (𝑤 и 𝑤 – соседи ⇔ 𝑤𝑁 𝑤).
Определение 2. Подмножество 𝑊 ⊂ 𝒲 будем называть связным, если для каждой
пары его узлов внутри 𝑊 существует соединяющий их путь, состоящий из соседних узлов.
Далее множество 𝑊 предполагается связным и конечным.
Обозначим через ℱ конечную систему функций на 𝑊 , представляющую исходные данные
задачи:
ℱ = {︀𝑓𝑖|𝑀1 , 𝑓𝑖 :𝑊 → R}︀ (1)
а через ℱ(𝑊 ) пространство всех вещественнозначных функций на 𝑊 .
3. Меры близости
Локальный анализ функций на 𝑊 невозможен без формализации понятия локализации
самого пространства 𝑊 . Такая локализация пространства 𝑊 в каждом из узлов w осуществ-
ляется с помощью нечеткой структуры 𝛿𝑊 на 𝑊 , называемой мерой близости.
Определение 3. Мера близости 𝛿𝑊 в 𝑊 к узлу 𝑤 – функция принадлежности на 𝑊 к
нечеткому множеству {(𝑤, 𝛿𝑤(𝑤)) : 𝑤 ∈ 𝑊}. Значение 𝛿𝑤(𝑤) выражает в шкале [0, 1] при
нормировке 𝛿𝑤(𝑤) степень близости узла 𝑤 к узлу w в метрическом пространстве (𝑊, ‖ ‖)
Таким образом строится отображение 𝑤 → 𝛿𝑤, ставящее в соответствие каждому узлу
𝑤 ∈ 𝑊 некоторое упорядочивание объектов 𝑤 ∈ 𝑊 по их близости к 𝑤, определенной мерой
𝛿𝑤(𝑤). Иными словами ∀ 𝑤 ∈𝑊 вводит на 𝑊 свою структуру нечеткого множества.
Мера близости 𝛿𝑤 определяет нечеткие окрестности для 𝑤 в 𝑊 . В общем случае значе-
ние 𝛿𝑤 (𝑤) может убывать не только с ростом расстояния ‖𝑤 − 𝑤‖, но и зависеть от других
факторов, в частности, от расположения («топологии») узлов 𝑊 вокруг 𝑤.
Мера близости 𝛿𝑤 формализует ”взгляд эксперта ℰ на 𝑊 из узла 𝑤”. Такой ”взгляд” есть
ранжирование 𝑤 ∈ 𝑊 вокруг 𝑤 весами 𝛿𝑤(𝑤), которые ℰ придает узлам 𝑤 при локальном
анализе в узле 𝑤 пространства 𝑊 и функций на нем. Пространство 𝑊 превращается в про-
странство с отмеченной точкой 𝑤 ∈𝑊 .
Эксперт ℰ из узла 𝑤 ∈ 𝑊 может переместиться в другую точку 𝑣 ∈ 𝑊 . Тогда его взгляд
на пространство 𝑊 из новой точки 𝑣, вообще говоря, изменится.
В приведенных ниже примерах мер близости неотрицательный параметр «𝑝» отвечает за
масштаб 𝛿-локализации. Чем больше «𝑝», тем 𝛿-локализация сильнее, в частности, в самом
слабом случае при 𝑝 = 0 получится ”точка зрения” на 𝑊 , одинаковая во всех его узлах.
Определение 4.
1. Будем называть меру близости 𝛿 глобальной, если 𝛿𝑤(𝑤) ̸= 0 ∀𝑤,𝑤 ∈𝑊 . Иными слова-
ми обзор эксперта из любого узла 𝑤 охватывает все 𝑊 .
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2. Меры близости, не являющиеся глобальными, будем называть локальными.
Пример 1.
1. Глобальная мера близости (первая конструкция) (рис. 1)
𝛿𝑤(𝑤) =
(︃
1− ‖𝑤 − 𝑤‖
max𝑤∈𝑊
⃦⃦
𝑤 − 𝑤⃦⃦+ 1
)︃𝑝
(2)
Рис. 1: Глобальная мера близости (первая конструкция)
2. Глобальная мера близости (вторая конструкция)
𝛿𝑤(?¯?) =
(︃
1−
∑︀⃦⃦
𝑤 − 𝑤⃦⃦ : ⃦⃦𝑤 − 𝑤⃦⃦ 6 ‖𝑤 − 𝑤‖(︀∑︀ ⃦⃦
𝑤 − 𝑤⃦⃦ : 𝑤 ∈𝑊 )︀+ 1
)︃𝑝
(3)
Рис. 2: Глобальная мера близости (вторая конструкция)
3. Локальная мера близости (рис. 3)
𝛿𝑤(?¯?) =
{︃ (︁
1− ‖𝑤−𝑤‖𝑟
)︁𝑝
0
, если ‖𝑤 − 𝑤‖<𝑟>𝑟 (4)
где 𝑟 = 𝑟(𝑤) – радиус обзора эксперта в узле 𝑤.
Параметр «𝑝» из (2)-(4) имеет существенное значение, т.к. решение о поведении системы
функций ℱ в узле w эксперт ℰ принимает в результате системного анализа разномасштабных
взлядов на 𝑊 из 𝑤. Представляя собой первый параметр исследования, меры близости 𝛿𝑤
нужны эксперту ℰ для локального анализа системы функций ℱ .
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Рис. 3: Локальная мера близости
4. Динамические показатели
Эксперт анализирует с разных сторон исходные данные с целью извлечь максимальное из
них знание об изучаемом процессе или явлении. Интерпретируя измерение на формальном
математическом языке, мы будем считать его функцией на 𝑊 . Результат ее изучения с точек
зрения разных экспертов назовем динамическими показателями этой функции.
Определение 5. Динамическим показателем 𝐷 мы называем неотрицательный функ-
ционал на конечном пространстве 𝑊 , параметризованный им самим же, т.е.
𝐷 : ℱ(𝑊 )× 𝑊 → R+, (5)
где R+ есть множество неотрицательных вещественных чисел.
Значение 𝐷(𝑓, 𝑤) будет обозначаться через 𝐷𝑓 (𝑤) и трактоваться как количественные
оценки поведения функции 𝑓 в узле 𝑤 при ”взгляде” 𝐷 на ее динамику (при подходе 𝐷 к
ее динамике). 𝐷𝑓 (𝑤) – количественное выражение определенной точки зрения на функцию 𝑓
в 𝑤.
Подчеркнем, что в точке зрения ℰ на функцию 𝑓 присутствует мера близости 𝛿𝑤(𝑤). Это
дает возможность для каждого узла 𝑤 ∈𝑊 определить совокупность
Im𝑤 𝑓 = {(𝑓(𝑤), 𝛿𝑤(𝑤)), 𝑤 ∈𝑊}, (6)
которую мы будем называть нечетким образом функции 𝑓 в узле 𝑤.
Динамические показатели 𝐷𝑓 (𝑤) являются некоторыми числовыми характеристиками
нечеткого образа. Существует открытый к пополнению набор таких характеристик. Каждая
из них имеет прозрачное математическое толкование.
Пример 2. Динамические показатели
1. Энергия
𝐸𝑓 (𝑤|𝛿) =
∑︀
𝑤∈𝑊 |𝑓(𝑤)−𝑀𝑓 (𝑤|𝛿)| 𝛿𝑤(𝑤)∑︀
𝑤∈𝑊 𝛿𝑤(𝑤)
(7)
где
𝑀𝑓 (𝑤|𝛿) =
∑︀
𝑤∈𝑊 𝑓(𝑤)𝛿𝑤(𝑤)∑︀
𝑤∈𝑊 𝛿𝑤(𝑤)
2. Разброс
𝑄𝑓 (𝑤|𝛿, 𝑞) =
(︃∑︀
𝑤,𝑤∈𝑊
⃒⃒
𝑓(𝑤)− 𝑓(𝑤)⃒⃒𝑞 𝛿𝑤(𝑤)𝛿𝑤(𝑤)∑︀
𝑤,𝑤∈𝑊 𝛿𝑤(𝑤)𝛿𝑤(𝑤)
)︃1/𝑞
(8)
Исследование систем действительных функций . . . 99
Мы пользуемся колмогоровскими средними, позволяющими получить статистически
устойчивый разброс [14] (опыт показывает, что 𝑞 должно быть > 1). .
3. Изрезанность
𝐿𝑓 (𝑤|𝛿) =
∑︀
𝑤𝑁 𝑤;𝑤,𝑤∈𝑊
⃒⃒
𝑓(𝑤)− 𝑓(𝑤)⃒⃒ 𝛿𝑤(𝑤)𝛿𝑤(𝑤)∑︀
𝑤𝑁 𝑤;𝑤,𝑤∈𝑊 𝛿𝑤(𝑤)𝛿𝑤(𝑤)
(9)
где 𝑁 отношение соседства узлов (определение 1).
4. Градиент
Обозначим через 𝑙𝑓 (𝑤|𝛿)(𝑥1, 𝑥2) = 𝑎𝑥1 + 𝑏𝑥2 + 𝑐 линейную регрессию для нечет-
ной функции (𝑓, 𝛿𝑤). При маленьких шагах ℎ1 и ℎ2 для дифференцируемой функ-
ции 𝑓 в непрерывной окрестности узла w такая регрессия близка к касательной
𝑙𝑓 (𝑥1, 𝑥2) =
𝑑𝑓
𝑑𝑥1
(𝑤)(𝑥1 − 𝑤1) + 𝑑𝑓𝑑𝑥2 (𝑤)(𝑥2 − 𝑤2) + 𝑓(𝑤). Поэтому коэффициенты 𝑎 и 𝑏
в общем случае естественно считать «частными производными» 𝑑𝑓𝑑𝑥1 (𝑤) и
𝑑𝑓
𝑑𝑥2
(𝑤), а
вектор
(︁
𝑑𝑓
𝑑𝑥1
(𝑤), 𝑑𝑓𝑑𝑥2 (𝑤)
)︁
градиентом grad 𝑓(𝑤) [13].
Динамический показатель
𝐺𝑓 (𝑤|𝛿) = ‖grad 𝑓(𝑤)‖2 (10)
выражает динамические свойства функции 𝑓 в узле 𝑤, а именно: направление и силу
ее роста.
5. Локальная линейность
𝑅𝑓𝑖(𝑤|𝛿) =
∑︀
𝑤∈𝑊 |𝑓(𝑤)− 𝑙𝑓 (𝑤|𝛿)(𝑤)|𝛿𝑤(𝑤)∑︀
𝑤∈𝑊 𝛿𝑤(𝑤)
(11)
6. Модуль
Технически важный показатель, не зависящий от локализации
𝑀𝑓 (𝑤) = |𝑓(𝑤)| (12)
Приведенные динамические показатели связаны с естественными и важными, но доста-
точно простыми точками зрения эксперта ℰ на функцию 𝑓 . Общий случай складывается из
простых, причем соединение не может быть прямым, механическим. Дело в том, что изначаль-
но динамические показатели 𝐷𝑓 для разных 𝐷 имеют различный масштаб. Для выполнения
таких соединений используются так называемые меры максимальности, определение которых
будет приведено ниже.
Динамические показатели представляют собой второй параметр исследования.
5. Меры аномальности динамического показателя
Мера динамической активности 𝜇𝐷𝑓 является функцией принадлежности на𝑊 к нечетко-
му понятию «активность функции 𝑓 в узле 𝑤 с позиции показателя 𝐷». Мера 𝜇𝐷𝑓 есть ответ
на Вопрос № 1 из введения для показателя 𝐷: «значение 𝜇𝐷𝑓 (𝑤) есть степень выраженности
в шкале [0, 1] для функции 𝑓 в узле w свойства, стоящего за показателем 𝐷». Мера 𝜇𝐷𝑓 тесно
связана с задачей поиска аномалий и, собственно, возникла благодаря им, поэтому 𝜇𝐷𝑓 мы
также равнозначно будем называть мерой аномальности динамического показателя.
Мера 𝜇𝐷𝑓 получается из показателя 𝐷𝑓 с помощью той или иной конструкции меры мак-
симальности.
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Определение 6. Мера максимальности mesmax𝐵(𝑎) – нечеткая структура на R+,
отвечающая для конечного взвешенного неотрицательного множества 𝐵 =
{︀
(𝑏𝑘, 𝜔𝑘)|𝐾𝑘=1 ,
𝑏𝑘 > 0, 𝑤𝑘 > 0} на вопрос:
«В какой степени число 𝑎 ∈ R+ является большим по модулю 𝐵?»:
mesmax𝐵(𝑎) = mes(𝐵 < 𝑎) ∈ [0, 1]
Для меры 𝜇𝐷𝑓 (𝑤) роль 𝐵 играет Im𝑤𝐷𝑓 – нечеткий образ, центрированный в узле w с
помощью меры близости 𝛿𝑤: Im𝑤𝐷𝑓 = {(𝐷𝑓 (𝑤), 𝛿𝑤(𝑤)) , 𝑤 ∈𝑊} и
𝜇𝐷𝑓 (𝑤) = mesmax Im𝑤𝐷𝑓 𝐷𝑓 (𝑤)
Имеется несколько принципиально разных конструкций mesmax. Однако в этой статье мы
ограничимся конструкцией меры максимальности, основанной на нечетких сравнениях.
Определение 7. Нечеткое сравнение 𝑛(𝑏, 𝑎) неотрицательных числах 𝑎, 𝑏 ∈ R+ изме-
ряет степень превосходства 𝑎 над 𝑏
𝑛(𝑎, 𝑏) = mes(𝑏 < 𝑎) ∈ [0, 1]
Нечеткое сравнение чисел 𝑛(𝑏, 𝑎) следует понимать как нечеткое бинарное отношение на
полуоси R+, согласованное с ее естественным порядком.
В качестве n может выступать любая функция Ψ(𝑏, 𝑎): R+×R+ → [0, 1], возрастающая
по 𝑎 при фиксированном 𝑏, убывающая по 𝑏 при фиксированном 𝑎 и имеющая следующие
дополнительные граничные условия
∀𝑏 lim
𝑎→∞Ψ(𝑎, 𝑏) = 1
∀𝑎Ψ(𝑎, 𝑎) = 0.5
Пример 3.
𝑛(𝑏, 𝑎) =
𝑎
𝑎+ 𝑏
Нечеткое сравнение 𝑛(𝑏, 𝑎) можно расширить (неоднозначно) до сравнения числа 𝑎 с взве-
шенной числовой совокупностью 𝐵 = {(𝑏𝑘, 𝜔𝑘)|𝐾𝑘=1}. Всякое такое расширение 𝑛(𝐵, 𝑎) будет
мерой максимальности mesmax𝐵 𝑎:
𝑛(𝐵, 𝑎) = mes(𝐵 < 𝑎) = mesmax𝐵 𝑎
Приведем три конструкции расширения 𝑛(𝑏, 𝑎)→ 𝑛(𝐵, 𝑎)
Пример 4. Мера максимальности «нечеткие сравнения»
1. Бинарная конструкция
𝑛𝑏(𝐵, 𝑎) =
∑︀𝐾
𝑘=1 𝑛(𝑏𝑘, 𝑎)𝜔𝑘∑︀𝐾
𝑘=1 𝜔𝑘
2. Гравитационная конструкция. Обозначим через 𝐵 среднее (центр тяжести) совокуп-
ности 𝐵:
𝐵 =
∑︀𝐾
𝑘=1 𝑏𝑘𝜔𝑘∑︀𝐾
𝑘=1 𝜔𝑘
Тогда
𝑛𝑔(𝐵, 𝑎) = 𝑛(𝐵, 𝑎)
Исследование систем действительных функций . . . 101
3. Сигма-конструкция.
Левый момент
𝜎𝑙(𝐵, 𝑎) =
(︂∑︁𝐾
𝑘=1
(𝑎− 𝑏𝑘)𝜔𝑘 : 𝑏𝑘 < 𝑎
)︂
есть довод за максимальность «а» по модулю 𝐵. Соответственно, правый момент
𝜎𝑟(𝐵, 𝑎) =
(︂∑︁𝐾
𝑘=1
(𝑏𝑘 − 𝑎)𝜔𝑘 : 𝑏𝑘 > 𝑎
)︂
есть довод за минимальность «а» по модулю 𝐵. Тогда
𝑛𝜎(𝐵, 𝑎) = 𝑛(𝜎
𝑟(𝐵, 𝑎), 𝜎𝑙(𝐵, 𝑎))
Возвращаясь к мерам аномальности динамического показателя 𝐷, приведем их явное вы-
ражение для нечеткого сравнения 𝑛(𝑏, 𝑎) из примера 3.
Пример 5. Меры 𝜇𝐷𝑓 на основе сравнения 𝑛(𝑏, 𝑎) =
𝑎
𝑎+𝑏
1. Бинарная конструкция
𝜇𝐷𝑓 (𝑤) =
(︃∑︁
𝑤∈𝑊
𝐷𝑓 (𝑤)𝛿𝑤(𝑤)
𝐷𝑓 (𝑤) +𝐷𝑓 (𝑤)
)︃(︃∑︁
𝑤∈𝑊
𝛿𝑤(𝑤)
)︃−1
2. Гравитационная конструкция
𝜇𝐷𝑓 (𝑓) =
𝐷𝑓 (𝑤)
𝐷𝑓 (𝑤) +𝐷𝑓 (𝑤)
где
𝐷𝑓 (𝑤) =
∑︀
𝑤∈𝑊 𝐷𝑓 (𝑤)𝛿𝑤(𝑤)∑︀
𝑤∈𝑊 𝛿𝑤(𝑤)
3. Сигма-конструкция
𝜇𝐷𝑓 (𝑤) =
𝜎𝑙(Im𝑤𝐷𝑓 , 𝐷𝑓 (𝑤))
𝜎𝑙(Im𝑤𝐷𝑓 , 𝐷𝑓 (𝑤)) + 𝜎𝑟(Im𝑤𝐷𝑓 , 𝐷𝑓 (𝑤))
где
𝜎𝑙(Im𝑤𝐷𝑓 , 𝐷𝑓 (𝑤)) =
∑︀
𝑤∈𝑊 (𝐷𝑓 (𝑤)−𝐷𝑓 (𝑤))𝛿𝑤(𝑤) : 𝐷𝑓 (𝑤) < 𝐷𝑓 (𝑤)
𝜎𝑟(Im𝑤𝐷𝑓 , 𝐷𝑓 (𝑤)) =
∑︀
𝑤∈𝑊 (𝐷𝑓 (𝑤)−𝐷𝑓 (𝑤))𝛿𝑤(𝑤) : 𝐷𝑓 (𝑤) > 𝐷𝑓 (𝑤)
Меры максимальности являются третьим параметром исследования и, соединяясь с пер-
выми двумя (мерами близости и динамическими показателями) дают меры аномальности,
отвечающие на первый вопрос исследования в узком смысле только для динамического пока-
зателя. Общий ответ будет получен с привлечением нечеткой математики ниже.
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6. Итоговая мера аномальности
Переход 𝐷𝑓 → 𝜇𝐷𝑓 переводит анализ функции 𝑓 на язык нечеткой логики и нечеткой ма-
тематики: меры аномальности 𝜇𝐷𝑓 для разных показателей 𝐷 принимают значения в единой
шкале отрезка [0, 1] и могут сочетаться в любых составах и любых количествах с помощью
многочисленных операций нечеткой логики и всякого рода усреднений, которые мы обозначим
через *. Становится возможным придать смысл сложной активности функции 𝑓 по совокуп-
ности динамических показателей 𝒟 в узле 𝑤 ∈𝑊 :
𝜇𝒟𝑓 (𝑤) = *𝐷∈𝒟(𝜇𝐷𝑓 (𝑤))
Именно такой конструкцией в общем случае моделируется взгляд эксперта ℰ на функ-
цию 𝑓 . Во многом такое моделирование является искусством и состоит в подборе базовых
динамических показателей 𝒟(ℰ) и правильном их соединении *(ℰ):
𝜇 ℰ𝑓 (𝑤) = *(ℰ)𝐷∈𝒟(ℰ)(𝜇𝐷𝑓 (𝑤))
Пример 6.
1. Соединения * с помощью нечеткой конъюнкции ⊤ дают возможность одновременно
учесть все базовые динамики из 𝒟(ℰ) [14, 15]:
𝜇 ℰ𝑓 (𝑤) = ⊤𝐷∈𝒟(ℰ)(𝜇𝐷𝑓 (𝑤))
2. Соединения * с помощью нечеткой дизъюнкции ⊥ дают возможность проявить себя
каждой базовой динамике из 𝒟(ℰ) [14, 15]:
𝜇 ℰ𝑓 (𝑤) = ⊥𝐷∈𝒟(ℰ)(𝜇𝐷𝑓 (𝑤))
3. Соединение * с помощью усреднения дает возможность учесть веса 𝜔(𝐷) базовых ди-
намик из 𝒟(ℰ), с которыми эксперт ℰ к ним относится:
𝜇 ℰ𝑓 (𝑤) =
∑︀
𝐷∈𝒟(ℰ) 𝜔(𝐷)𝜇𝐷𝑓 (𝑤)∑︀
𝐷∈𝒟(ℰ) 𝜔(𝐷)
Итоговая мера аномальности 𝜇 ℰℱ для системы функций ℱ получается соединением мер
аномальности 𝜇 ℰℱ по всем 𝑓 ∈ ℱ :
𝜇 ℰℱ (𝑤) = *(ℰ)𝑓∈ℱ
Значение 𝜇 ℰ𝑓 (𝑤) – степень интереса к узлу 𝑤 эксперта ℰ (степень ℰ – аномальности 𝑤) и
полный ответ на первый вопрос, поставленный во введении. Мера 𝜇 ℰℱ дает нам ключ к точеч-
ным ℰ-аномалиям. Мы считаем ℰ-аномальными для ℱ узлы 𝑤 ∈𝑊 , в которых 𝜇 ℰℱ (𝑤) > 0.75.
Это достаточно естественно, т.к. если некоторое свойство выражено в шкале [0, 1], то его про-
явления, попадающие в отрезок [0.75, 1], выглядят аномальными.
Соединения *(ℰ), преобразующие меры аномальности 𝜇𝐷𝑓 для отдельных динамических
показателей 𝐷 и отдельных функций 𝑓 в итоговую меру аномальности 𝜇 ℰℱ системы ℱ –
четвертый параметр исследования.
В силу произвольности системы функций ℱ ℰ-аномальные узлы для нее могут представ-
лять собой подмножество в𝑊 , нуждающееся в дополнительной работе (предварительной «то-
пологической» фильтрации и последующей кластеризации). Несомненный интерес в 𝑊 пред-
ставляют подмножества, являющиеся основаниями возвышенностей меры 𝜇 ℰℱ . В этом нам
поможет DPS.
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7. Функциональный алгоритм DPS и ℰ-аномалии для системы ℱ
Пусть 𝐴,𝐵 ⊂𝑊 и 𝑤 ∈𝑊
Определение 8. Плотность 𝑃 (𝐴,𝑤) на множестве 𝑊 – это отображение произведе-
ния 2𝑊 ×𝑊 в отрезок [0, 1], возрастающее по первому аргументу:
∀𝑤,𝐴 ⊂ 𝐵 ⇒ 𝑃 (𝐴,𝑤) 6 𝑃 (𝐵,𝑤)
Значение 𝑃 (𝐴,𝑤) называется плотностью подмножества 𝐴 в 𝑤 и в дальнейшем будет
обозначатся через 𝑃𝐴(𝑤).
Определение 9. Подмножество 𝐴 называется 𝛼-совершенным в 𝑊 для 𝛼 ∈ [0, 1], если
𝐴 = {𝑤 ∈𝑊 : 𝑃𝐴(𝑤) > 𝛼}
Процесс построения в𝑊 максимального 𝛼-совершенного подмножества𝑊 (𝛼) осуществля-
ется обычным алгоритмом DPS (Discrete Perfect Sets) [11, 12]:
𝑊 (𝛼) = DPS(𝑊 |𝑃, 𝛼)
Подмножество 𝑊 (𝛼) получается в результате пересечения
𝑊 (𝛼) = ∩∞𝑘=1𝑊 𝑘(𝛼)
где
𝑊 𝑘+1(𝛼) = {𝑤 ∈𝑊 𝑘(𝛼) : 𝑃𝑊𝑘(𝛼)(𝑤) > 𝛼}
Пересечение ∩∞𝑘=1 обязательно достигается, потому что всегда является конечным в силу
конечности 𝑊 и вложенности 𝑊 𝑘+1(𝛼) в 𝑊 𝑘(𝛼) при всех 𝑘 = 0, 1, . . .
Функциональной DPS связан со специальной плотностью 𝑃 = 𝑃 (Ψ, 𝑟), в основе которой
лежит функция Ψ: 𝑊 → [0, 1] и локализация радиуса 𝑟:
𝑃𝐴(𝑤) =
∑︀
Ψ(𝑤) : 𝑤 ∈ 𝐷𝐴(𝑤, 𝑟)
|𝐷𝐴(𝑤, 𝑟)|
где 𝐷𝐴(𝑤, 𝑟) замкнутый шар в 𝐴 с центром в 𝑤 радиуса 𝑟:
𝐷𝐴(𝑤, 𝑟) = {𝑤 ∈ 𝐴 : ‖𝑤 − 𝑤‖ 6 𝑟}
Результат 𝑊 (𝛼) работы такого алгоритма DPS представляет собой максимальное подмно-
жество в 𝑊 , на котором функция Ψ 𝑟-локально в среднем > 𝛼.
Если 𝑊 (𝛼)/𝑁 =
{︁
𝑊𝑖(𝛼)|𝐼(𝛼)𝑖=1
}︁
, 𝑊 (𝛼) = ∪𝐼(𝛼)𝑖=1 𝑊𝑖(𝛼) разбиение 𝑊 (𝛼) на компоненты связно-
сти по отношению соседства узлов 𝑁 , введенному в начале, то при условии нетривиальности
𝑊 (𝛼) при 𝛼 ∈ [0.75, 1] фрагменты 𝑊𝑖(𝛼) будут интересны как связные подмножества в 𝑊 , на
которых функция Ψ аномальна.
Беря в качестве Ψ меру аномальности 𝜇 ℰℱ , мы получаем ответ на второй вопрос введения
статьи об ℰ-аномалиях для ℱ в 𝑊 . Радиус локализации 𝑟 в функциональном DPS – пятый и
последний параметр исследования.
Заметим, что этап кластеризации, в отличие от всех остальных этапов, не всегда обязателен
в исследовании: если мера аномальности 𝜇ℰℱ устроена хорошо и эксперту ℰ несложно принять
решение об аномальных областях в 𝑊 непосредственно по ней, то DPS не нужен. Именно с
такой ситуацией мы столкнемся в приведенных ниже примерах.
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8. Примеры
Покажем как все работает на примере двух рельефов (неотрицательных функций) 𝑓1 и
𝑓2, заданных на квадрате 𝑊 = {(𝑖, 𝑗) : 0 6 𝑖, 𝑗 6 200} (рис. 4). Функция 𝑓1 имеет две
возвышенности в окрестностях узлов 𝑤1 = (40, 40) и 𝑤2 = (40, 160) и плоский участок в
окрестности узла 𝑤3 = (140, 150). Вторая функция 𝑓2 имеет возвышенность в окрестности
узла 𝑤1 и плоские участки в окрестностях узлов 𝑤2 и 𝑤3.
Рис. 4: Функции 𝑓1 и 𝑓2
Предположим, что эксперт ℰ имеет две точки зрения на функции 𝑓1 и 𝑓2: локальный
разброс (8) и локальная линейность (11), но в разных сочетаниях.
Таким образом,
ℱ = {𝑓𝑖|21}, 𝑓𝑖 :𝑊 −→ R+; 𝐷𝑓1 , 𝐷𝑓2 ∈ {𝑄(𝑤|𝛿, 𝑞), 𝑅(𝑤|𝛿)}.
Мера близости 𝛿 предполагается локальной (4) с 𝑟 = 2 и 𝑝 = 1, показатель 𝑞 (8) равным
единице.
Пример 7. 𝐷𝑓1 = 𝑄𝑓1(𝑤|𝛿, 1), 𝐷𝑓2 = 𝑄𝑓2(𝑤|𝛿, 1)
Эксперта интересует участок𝑊 из𝑊 , на котором обе функции имеют аномально боль-
шой разброс. Программа исследования в этом случае последовательно представлена на рис. 5:
 Динамические показатели: 𝑄𝑓1 (рис. 5а) и 𝑄𝑓2 (рис. 5б);
 Меры аномальности: 𝜇𝑄𝑓1 (рис. 5в) и 𝜇𝑄𝑓2 (рис. 5г);
 Итоговая мера аномальности: 𝜇ℰℱ = min(𝜇𝑄𝑓1 , 𝜇𝑄𝑓2) (рис. 5д);
 𝑊 – окрестность узла 𝑤2.
Пример 8. 𝐷𝑓1 = 𝑅𝑓1(𝑤|𝛿), 𝐷𝑓2 = 𝑅𝑓2(𝑤|𝛿)
Эксперта интересует участок 𝑊 из 𝑊 , на котором обе функции максимально линейны.
Программа исследования в этом случае последовательно представлена на рис. 6:
 Динамические показатели: 𝑅𝑓1 (рис. 6а) и 𝑅𝑓2 (рис. 6б);
 Меры аномальности будут нечеткими отрицаниями ¬𝜇𝑅𝑓1 = 1 − 𝜇𝑅𝑓1 (рис. 6в) и
¬𝜇𝑅𝑓2 = 1−𝜇𝑅𝑓2 (рис. 6г), поскольку в данном случае нас интересуют малые значения
локальной линейности;
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Рис. 5: Исследование системы ℱ = {𝑓1, 𝑓2} с 𝒟(ℰ) = {𝑄𝑓1(𝑤|𝛿, 1), 𝑄𝑓2(𝑤|𝛿, 1)}
 Итоговая мера аномальности: 𝜇ℰℱ = min(¬𝜇𝑅𝑓1 ,¬𝜇𝑅𝑓2) (рис. 6д);
 𝑊 – окрестность узла 𝑤3.
Пример 9. 𝐷𝑓1 = 𝑄𝑓1(𝑤|𝛿, 1), 𝐷𝑓2 = 𝑅𝑓2(𝑤|𝛿)
Эксперта интересует участок 𝑊 из 𝑊 , на котором функция 𝑓1 имеет аномально боль-
шой разброс, а функция 𝑓2 – максимально линейна. Программа исследования в этом случае
последовательно представлена на рис. 7:
 Динамические показатели: 𝑄𝑓1 (рис. 7а) и 𝑅𝑓2 (рис. 7б);
 Меры аномальности: 𝜇𝑄𝑓1 (рис. 5в) и ¬𝜇𝑅𝑓2 = 1− 𝜇𝑅𝑓2 (рис. 7г);
 Итоговая мера аномальности: 𝜇ℰℱ = min(𝜇𝑄𝑓1 ,¬𝜇𝑅𝑓2) (рис. 7д);
 𝑊 – окрестность узла 𝑤1.
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Рис. 6: Исследование системы ℱ = {𝑓1, 𝑓2} с 𝒟(ℰ) = {𝑅𝑓1(𝑤|𝛿), 𝑅𝑓2(𝑤|𝛿)}
9. Заключение
Подведем итог изложенному выше в виде схемы на рис. 8 и сделаем несколько заключи-
тельных замечаний
Одномерная версия схемы: 𝑊 – дискретное время, ℱ – временной ряд 𝑓 на 𝑊 , один ди-
намический показатель – это современная версия логики интерпретатора, позволяющая с
позиций НМ и НЛ подойти к фундаментальной задаче об аномалиях на временных рядах
[16, 17, 18, 19, 20, 21].
Динамические показатели могут быть двух типов. Первый тип имеет дело с функцией
непосредственно, и именно такие показатели приведены выше (7-11). Второй тип имеет дело
с функцией опосредованно через какое-либо преобразование, например, через преобразова-
ние Фурье или вейвлет-преобразование [22], и может быть количественной характеристикой
соответствующего спектра.
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Рис. 7: Исследование системы ℱ = {𝑓1, 𝑓2} с 𝒟(ℰ) = {𝑄𝑓1(𝑤|𝛿, 1), 𝑅𝑓2(𝑤|𝛿)}
Схема показывает, что преобразование ℱ → 𝜇ℰℱ переводит векторный анализ относитель-
но системы функций ℱ в скалярный анализ относительно итоговой меры аномальности 𝜇ℰℱ .
Все это до известной степени напоминает ситуацию в теории принятия решений, когда
многокритериальная задача выбора сводится к скалярному выбору относительно, так назы-
ваемой, функции полезности [23].
На заключительной стадии исследования возникает задача выделения возвышенностей по
мере 𝜇ℰℱ . АлгоритмDPS дает оригинальное решение этой фундаментальной в анализе данных
задачи (см., например, выделение ярких фрагментов на изображениях в Image Processing [24]).
Работа выполнена в рамках проекта Российского научного фонда № 18-17-00241 “Исследо-
вание устойчивости породных массивов на основе системного анализа геодинамических про-
цессов для геоэкологически безопасной подземной изоляции радиоактивных отходов”.
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Рис. 8: Схема исследования
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