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The use of insulation such as paint coatings has grown rapidly over the past decades. 
However, defects and corrosion under insulation (CUI) still present challenges for 
current non-destructive testing and evaluation (NDT&E) techniques. One of such 
challenges is the large lift-off introduced by thick insulation layer. Inaccessibility due to 
insulation leads corrosion and defects to be undetected, which can lead to catastrophic 
failure. Furthermore, lift-off effects due to the insulation layers reduce the sensitivities. 
The limitations of existing NDT&E techniques heighten the need for novel approaches 
to the characterisation of corrosion and defects under insulation.  
This research project is conducted in collaboration with International Paint
®
, and a radio 
frequency non-destructive evaluation for monitoring structural condition is proposed. 
High frequency (HF) passive RFID in conjunction with microwave NDT is proposed 
for monitoring and imaging under insulation. The small-size, battery-free and cost-
efficient nature of RFID makes it attractive for long-term condition monitoring. To 
overcome the limitations of RFID-based sensing system such as effective monitoring 
area and lift-off tolerance, microwave NDT is proposed for the imaging of larger areas 
under thick insulation layers. Experimental studies are carried out in conjunction with 
specially designed mild steel sample sets to demonstrate the detection capabilities of the 
proposed systems.  
The contributions of this research can be summarised as follows. Corrosion detection 
using HF passive RFID-based sensing and microwave NDT is demonstrated in 
experimental feasibility studies considering variance in surface roughness, conductivity 
and permeability. The lift-off effects introduced by insulation layers are reduced by 
applying feature extraction with principal component analysis and non-negative matrix 
factorisation. The problem of thick insulation layers is overcome by employing a linear 
sweep frequency with PCA to improve the sensitivity and resolution of microwave 
NDT-based imaging. Finally, the merits of microwave NDT are identified for imaging 
defects under thick insulation in a realistic test scenario. In conclusion, HF passive 
RFID can be adapted for long term corrosion monitoring of steel under insulation, but 
sensing area and lift-off tolerance are limited. In contrast, the microwave NDT&E has 
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Chapter 1. Introduction 
This chapter starts with motivation of the study to detail the current situation and 
address challenges to existing non-destructive testing and evaluation (NDT&E) 
techniques for monitoring defects and corrosion under insulation (CUI). High frequency 
RFID and microwave NDT are then proposed for the evaluation of such corrosion and 
defects. Major research achievements are then listed. Finally, the structure of this thesis 
is described. 
1.1 Research Background 
Non-destructive testing and evaluation refers to the implementation of the defect 
detection of material, which at the same time does not affect the material’s future 
performance. Corrosion is the deterioration in material properties due to interaction with 
the environment [1], and materials which corrode including metals and alloys, non-
metals, woods, ceramics, plastics and composites [2].  
Due to its relatively low cost, mechanical strength and ease of manufacture, mild steel is 
the preferred metal for use in many applications. Its main disadvantage is that it 
corrodes easily unless adequately protected, and then rapidly loses strength which will 
lead to structural failure. For better corrosion resistance, the steel is usually coated with 
insulation. A large number of different types of insulations are used to protect a variety 
of structural engineering materials from corrosion and to provide lubrication and 
thermal insulation [3].  
At 10:30am on Friday 22
nd
 November 2013, an explosion occurred when a pipeline 
which was leaking oil caught fire in Qingdao China, and 55 people were killed, as 
shown in Figure 1.1. The pipelines were not properly maintained, resulting in the 
original oil spills, and following these leaks the emergency procedures were insufficient. 
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For these pipelines, preventative measures using more efficient diagnostic NDT&E 
methods are required. 
  
(a)       (b) 
Figure 1.1 (a) The 2013 pipeline explosion in Qingdao damaged cars and the road in 
Shandong province. (b) 55 people were killed after the explosion [4]. 
Corrosion and defects under insulation are major problems throughout the oil and gas 
industry. Moreover, not only are petrochemical industries affected, but also any power 
and manufacturing industries where pipelines are fitted with insulation. Furthermore, 
this problem is not specific to a particular geographical location, but occurs in facilities 
and pipelines all over the world. 
CUI is associated mainly with the steel components of power plants and pipework. 
Undetected corrosion may develop beneath insulation which can lead to failure without 
curb. When steel is in contact with water and oxygen, it is likely to corrode. Usually, 
there are spaces within insulated plant and pipework which water can enter from the 
outside. This ingress of water into the insulation material results in water and air gaining 
access to the metal surface. The infiltration of water into insulation may be caused by 
poorly designed or installed protective coating finish, the breaking of cladding joint 
sealant, or cladding being removed and not properly replaced. 
CUI is an extremely costly problem for industries and commercial sectors worldwide, 
and it has a significant impact on the global economy. However, the inspection of CUI 
would be very costly if all insulation had to be removed. Normally, localised checks 
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require inspection windows which are cut into the insulation. However, the selection of 
inspection areas and efficient examination require trained inspectors. In order to 
improve the efficiency of examination, various NDT&E methods have been adopted to 
detect corrosion and defects under insulation without removing the insulation [5-11], 
each of which has different capabilities. These NDT techniques are then used to target 
problem areas where further inspection is needed. However, some critical equipment 
may be inaccessible due to full insulation, and so the removal of insulation to secure 
proper inspection may still be required.  
One reason why CUI is particularly challenging for NDT that, along with the usual 
problem of accurately detecting and quantifying corrosion, there may be large distances 
between the sensor and the metal surface due to the presence of the insulation layer, this 
distance is known as the lift-off. The immediate effect of a large lift-off is the reduction 
of sensitivity to small changes in corrosion or small defects such as metal loss. This is 
particularly problematic for traditional electro-magnetic NDT techniques, such as eddy 
current (EC) and magnetic flux leakage (MFL) methods which typically require 
surface/near surface inspection. Although commercial eddy current-based methods exist 
that can operate inspection through thick layers of insulation, they require large currents 
and bulky equipment. In addition, insulation layers may be variations in thickness, 
resulting in variations in lift-off which are also known as lift-off effects. This variation 
can cause errors in the detection and measurement of corrosion. 
The importance of detection methods under insulation is threefold. Firstly, the loss of 
material and failures of various structures and components caused by corrosion will 
result in a considerable economic impact. Recent studies have estimated that the direct 
cost of corrosion is between 3% and 4% of the gross domestic product (GDP) in every 
country [12]. Secondly, the failure of vessels, petrochemical plants and aircraft parts 
may lead to thousands of personal injuries and deaths, yet safety can be improved with 
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improved detection methods. Corrosion detection under insulation potentially represents  
a very large market, which would benefit from economies of scale thus lowering costs 
[13]. Thirdly, early corrosion detection can conserve resources, since corrosion leads to 
the wastage of energy, water and materials. 
To address the aforementioned problems, this research investigates how radio frequency 
based methods can be applied for detection and monitoring under insulation. Because of 
the insulation can be easily penetrated by radio frequency signals. Meanwhile, multiple 
characters (such as amplitude, phase etc.) can be provided by using radio frequency. 
Therefore, high frequency RFID-based sensing in conjunction with microwave NDT is 
employed for inspection under insulation.  
RFID is a wireless non-contact method by using radio frequency signals for 
communication and sensing applications. The advantage of RFID over traditional 
electromagnetic NDT methods such as EC is illustrated in the Figure 1.2. The insulation 
problem, where d is the thickness of the insulation, is overcome by placing the sensing 
element tag directly upon the target surface in the high frequency RFID-based sensing 
method. HF RFID is adopted in this study due to its low-legal restrictions. HF RFID has 
a better performance in metal environment than that of LF RFID. Lager communication 
range can be realized as a result of more power can be transmitted by HF RFID. 
Compared to UHF RFID, the operational frequency of HF is standard and multi-tags 
can be chosen due to the existence of ISO 14443 and 15963 standards. The other 
advantages of RFID are its cost-effectiveness and the off-the-shelf availability of 
hardware. The limitation of RFID-based sensing is that the reading distance between the 
tag and reader is significantly reduced in the metal environment [14]. Furthermore, the 




Figure 1.2 Illustration of the difference between the traditional EC method and the 
proposed RFID-based method. 
 
Figure 1.3 Research diagram for proposed RFID-based and microwave-based methods. 
Due to the limitations of RFID-based sensing, it is only appropriable for the monitoring 
of small areas with limited thickness. To inspect corrosion and defects under thick 
insulation, a microwave NDT system is proposed. Microwave NDT is very suitable for 
examining structures with thick insulation due to the fact that while dielectric insulation 
materials exhibit low absorption levels of microwaves, the microwave radiation still 
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interacts strongly with corrosion and defects. In certain circumstances, such as high 
temperature applications, microwave NDT techniques can be a unique solution.  
To address the challenges posed by insulated structures, a research diagram for an RFID 
and microwave system is shown in Figure 1.3. This includes the development of radio 
frequency-based NDE with theoretical concerns and experimental case studies, different 
levels of investigation and characterisation using proposed systems in line with the 
challenges. The research work also identifies their strengths and limitation of different 
proposed methods. 
1.2 Aim and Objectives 
The overall aim of this project is design and development a new generation of non-
destructive evaluation and structural health monitoring systems. 
The objectives of this research can be summarized as follows: 
1) To undertake a literature survey and investigation of the applications of optical, 
eddy current, magnetic flux leakage and thermal systems developed for 
corrosion and defect detection, and to identify the challenges for NDT&E for 
characterisation under insulation. 
2) To overcome challenges introduced by insulation and to design and develop a 
radio frequency-based sensing system for detection and characterisation under 
insulation, which includes the elements listed below: 
a. To design a high frequency RFID for steel corrosion sensing and 
characterisation under insulation; to demonstrate its capability for 
corrosion monitoring through case studies, and to verify the experimental 
results with standard methods. 
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b. To develop a microwave NDT for imaging and characterisation under 
thick insulation; to implement a linear sweep frequency for defects 
imaging classification in order to improve the resolution of the 
microwave imaging through case studies conducted in conjunction with 
specific industrial companies. 
c. To reduce the effect of lift-off by applying algorithms for feature 
extraction under insulation using RFID-based sensing systems. 
d. To compare processing algorithms and identify the most suitable 
processing method according to the different levels of complexity of 
insulation layers. 
e. To identify the most suitable processing algorithms to use in different 
conditions with microwave NDT-based imaging. To reduce the effects of 
lift-off and non-homogeneity, for example. 
1.3 Main Achievements  
The main achievements of this research are: 
1. The design of a high frequency RFID-based system for monitoring corrosion in 
steel, analysing response signals and extracting features, and the determination 
of successful approaches for corrosion characterisation via experimental case 
studies.  
2. The reduction of lift-off effects introduced by the insulation layer through the 
application of PCA in conjunction with impedance, along with the extraction of 
features for corrosion characterisation from lift-off effects, and implementation 
of maximum 25 mm height.  
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3. The development and implementation of a microwave NDT system for imaging 
under thick insulation. This involves the investigation of microwave NDT 
measurement data with NMF, and reducing lift-off effects with NMF along 
with the extraction of features appropriable for detection. The most suitable 
evaluation algorithms are then identified depending on the scanning type and 
insulation texture complexity: 
a. For a line-scan, NMF is the most efficient for identifying surface 
defects at large lift-off. 
b. For a c-scan, PCA is most effective in identifying the most dominant 
feature correlating with defects information under thick insulation. 
4. The implementation and validation of the reflection coefficient through 
experimental case studies. Defects are inspected under a maximum 40 mm of 
insulation, and non-homogeneous and large lift-off effects are reduced through 
the use of a linear sweep frequency in conjunction with PCA. 
1.4 Thesis Layout 
The overall layout of the thesis is as follows: 
Chapter 1 gives a brief introduction, including the research background, aim and 
objectives, main achievements and an outline of the thesis. 
Chapter 2 presents a literature survey of corrosion, specifically focusing on corrosion 
and defect detection under insulation. Meanwhile, the most common and widespread 
inspection methods and the suitability of primarily electromagnetic techniques for non-
destructive testing and evaluation are analysed. The advantages and shortcomings of 
current methods are then discussed. The challenges in the detection of corrosion and 
defects under insulation are outlined, and finally the application of RFID-based and 
microwave-based sensing for condition monitoring is also reviewed. 
 11 
 
Chapter 3 presents the theoretical background of HF passive RFID, followed by a 
describing operation of the transponder as a corrosion-sensing element. To overcome 
the limitations of HF RFID-based sensing, such as in monitoring size and lift-off, 
microwave NDT has been proposed for imaging under thick insulation. The theoretical 
background of microwave NDT is then presented. Techniques of statistical analysis for 
feature extraction with NMF and PCA are also presented in this chapter. 
Chapter 4 starts with an initial feasibility study for different corrosion grades using the 
proposed HF RFID-based sensing system. Subsequent experiments investigate the 
detection of progression of corrosion over different exposure times. The thickness, 
conductivity and permeability of corrosion layer have been used to denote the corrosion 
stages, and compared with measurement result using proposed methods. 
Chapter 5 establishes the experimental case studies for reducing lift-off effects. A 
custom feature is extracted by PCA. An independent lift-off feature for monitoring 
corrosion stages is experimentally demonstrated. The reduction of lift-off effects using 
microwave NDT in conjunction with NMF is also demonstrated. The improvement in 
defect detection with the proposed microwave NDT is detailed.  
Chapter 6 provides an introduction to the case study of evaluating under thick insulation 
layer using the proposed microwave NDT system. The extraction feature to mitigate the 
effects of thick insulation layers is discussed. Feature extraction is proposed involving 
PCA in conjunction with a linear sweep frequency. PCA is used here to reduce the 
dimensionality of the original data via linear transformation. The experimental results 
are compared with the proposed solution. The improvement in the resolution of the 




Chapter 7 summarises the research work so far, derives conclusions from the findings 
and outlines further work based on the current investigation.  
1.5 Chapter Summary 
This chapter introduces the research work which has been conducted on radio frequency 
based evaluation of corrosion and defects under insulation as part of a collaborative 
project with International Paint Ltd. The research background is elaborated, and the aim 
and objectives of the research are presented. Following this, the major contributions of 
the research are listed. Finally, the layout of this thesis is outlined and the contents of 




Chapter 2. Literature Survey 
Having given a motivation to this study in the previous chapter, this chapter begins with 
a discussion of the causes, problems and challenges associated with defects and 
corrosion under insulation. Secondly, reviews are given of the most common NDT&E 
and SHM methods used for the detection and monitoring of defects and corrosion, 
including brief introductions to these systems and their strengths and weaknesses, 
before the state-of-the-art of NDT&E and SHM methods for corrosion detection is 
subsequently discussed in terms of acoustic, optical, electromagnetic, radioactive, 
thermal and electrochemical aspects. Thirdly, passive RFID and microwave NDT are 
discussed. In the end, the identified problems are summarised, detailing the need for a 
new, cost-effective passive RFID method in conjunction with an outline of microwave 
NDT for the monitoring of defects and corrosion under insulation.  
2.1 Corrosion and Defects under Insulation  
For many applications, the preferred metal is still mild steel with its virtues of relatively 
low cost, mechanical strength and ease of fabrication. The fact that it corrodes easily is 
the main drawback, which means that it rapidly loses strength which readily leads to 
structural failure. Therefore, steel pipes or other metal structures such as vessels are 
typically insulated to control corrosion and maintain structural health [7]. The purpose 
of insulation is to prevent corrosion from occurring by inserting a barrier between the 
environment and the metal surface. Although insulation provides a high level of 
protection against corrosion, the metal is still prone to corrosion under the insulation. 
This form of corrosion occurs on steel fitted with thick insulation, and it is very difficult 
to detect due to the corrosion being concealed by the insulation layer. The development 
of undetected corrosion can lead to serious failure. Serious consequences include the 
risk to the safety of persons, damage to the environment and economic impacts.  
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Corrosion under insulation is a major problem faced by many industries, primarily the 
oil and gas industry. However, it not only affects the petrochemicals industry, but also 
chemical, power and manufacturing industries. It can occur wherever insulated metals 
are fitted with insulation, and is a major cause of failure which is not an isolated 
problem limited to a particular geographical location. It occurs in facilities and on metal 
components all over the world. Therefore, billions of pounds are allocated in budgets 
for maintenance, inspection and the control of CUI.  
In order to improve the reliability of insulated metal, NDT&E approaches are used to 
investigate the structural health condition and existence of corrosion. From the literature 
it is clear that further study is required to give information about the causes of CUI, how 
it occurs and where defect is most likely to occur. In this research, the further study of 
CUI can be categorised into three types of corrosion as discussed next [15].  
2.1.1 Types of Corrosion 
Unfortunately, metals are susceptible to corrosion. The occurrence of reactions among 
the metal surface, oxygen and water will result in the loss of electrons and the 
transformation of metal atoms into metal ions. Examples of the mechanisms of 
corrosion are [1]: 
at the anode:             
at the cathode:            
         
Corrosion is formed by the interaction of positively charged      ions with negatively 
charged     ions, as in                  . The hydroxide is insoluble and 





Figure 2.1 The mechanism of corrosion formation. 
With further access to oxygen,         oxidizes to ferric hydroxide        , which in 
turn converts to       (reddish-brown rust) and    : 
                           (rust). 
Different types of corrosion, such as       (black magnetite),         (brown rust) 
γ(FeOOH) (yellow rust), are observed depending on the nature of the interaction in the 
environment, and the general mechanism of corrosion formation is shown in Figure 2.1. 
Metal can be affected by corrosion in many different ways, depending on the nature of 
corrosion and the prevalence of specific environmental conditions. There are various 
forms of corrosion, and three major types have been identified as broad categories for 
CUI, which are presented in the following:  
1. Uniform corrosion  
This is characterized by the entirety of the surface area considered corroding at 
the same (or a similar) rate [16]. Uniform corrosion (or general corrosion) is 
relatively easily measured and predicted. This type of corrosion causes the loss 
of metal thickness and weight.  
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2. Localized corrosion  
As opposed to general corrosion, localized corrosion occurs at specific areas of 
metal, whilst the rest is non-corroding or corroding at a much lower rate [17, 18]. 
Localized corrosion can be classified as one of the following three types:  
a. Pitting  
This kind of corrosion develops rapidly in discrete regions of a material, 
although the vast majority of the surface remains almost unaffected [19, 20]. 
The main characteristic of this corrosion is that it is extremely localized and 
penetrates deeply into the relevant region. It is one of the most dangerous 
forms of corrosion.  
b. Crevice corrosion  
Crevice corrosion occurs at a specific location, and is similar to pitting. This 
kind of corrosion is often associated with a stagnant micro-environment [21, 
22]. Crevice corrosion occurs under acidic conditions or when oxygen is 
consumed in a crack.  
c. Stress corrosion  
This type of corrosion occurs with stresses applied to insulated surfaces. 
This process involves the conjoint corrosion and straining of a metal which 
begins with small cracks in the metal and then spreads, resulting in structural 
weakness [23].  
3. Galvanic corrosion  
This kind of corrosion generally results from the presence of wet insulation with 
an electrolyte or salt, so that current flows between dissimilar metals [24].  
Appropriate NDT&E methods can be applied to detect corrosion with an understanding 
of the types of corrosion occurring under insulation. The detection of corrosion under 
insulation is more than simple corrosion detection, since it concerns corrosion 
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underlying the insulation. In the following section, the challenges of corrosion and 
defect detection under insulation are outlined. 
 
Figure 2.2 Diagrammatic summaries of the various types of corrosion [12]. 
2.1.2 Challenges Posed by Corrosion and Defects under Insulation 
Currently the most effective method of inspecting under insulation requires the removal 
of insulation [25]. This is an expensive process which may require the shutting down of 
operations. Instead of removing entire sections of insulation, small inspection holes are 
often cut to gain access to the metal surface. Once there is access to the insulated metal 
surface, various techniques such as electrochemical impedance spectroscopy [26, 27] 
can be used to determine the condition of the metal and determine the level/severity of 
any corrosion. 
Challenges of NDT&E for detection under insulation are diverse. Along with the usual 
challenges of accurately detecting and quantifying corrosion, the task is made more 
difficult due to the large distance between the sensor and the metal surface introduced 
by the inaccessible insulation layer. This distance is known as the lift-off. The 
immediate effect of a large lift-off is the reduction in sensitivity to small changes 
accompanying corrosion, such as variation in thickness or loss of mass. Meanwhile, the 
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thickness of the insulations may be different, resulting in variations in lift-off leading to 
lift-off effects. This lift-off effect will cause errors in detection.  
In addition, the challenges associated with the characterization of metal corrosion 
require an understanding of the micro-structural and physical changes occurring prior to 
corrosion initiation and growth. In most cases of corrosion, changes in the intrinsic 
material properties are dominant in the early stages. Physical damages such as defects 
will be observable when the accumulation of these changes exceeds a critical limit. 
Therefore, there is no universal method for the detection of corrosion under insulation 
because the behaviour of corrosion is affected by the mix of these diverse factors.  
For example, corrosion under insulation in pipelines includes both internal and external 
corrosion. Apart from exceptional cases involving corrosive fluid components, internal 
corrosion is usually a much more gradual process resulting in a lowering of pipeline 
efficiency. Pipeline inspection gauges (PIGs) have been used to probe the insides of 
vast pipelines. PIGs were originally developed to solve removal of deposits problems 
because the flow through a pipeline can be obstructed by these deposits. Regular line 
cleaning and inspection with intelligent PIGs can be utilized to take care of the pipe 
internally in most installations [28]. As a result of further advances in technology, PIGs 
have become more intelligent. With a technique known as magnetic flux leakage, PIGs 
can be used to detect internal leaks, corrosion, or flaws [29-32]. In general, external 
corrosion is more serious in that it can drastically reduce the life of the pipeline and 
impair its safety. Therefore, it is important to develop an advanced corrosion sensing 
system for external monitoring.  
Based on the study of corrosion under insulation and its challenges, reviews of the use 
of NDT&E and SHM for corrosion detection are provided in the next section. NDT&E 
includes use of a wide variety of techniques to test and evaluate the integrity of a 
 19 
 
material, component or system without causing any damage [33]. SHM is continuously 
monitoring the structural condition with embedded sensor systems to maintain structural 
integrity [10, 34]. It refers to recognition and characterisation of defects in structure. 
SHM can be used to help owners, builders and designers of structures in making 
rational decisions. 
NDT&E is a well-established manual testing and evaluation technique which focuses on 
the detection and characterisation of damages in materials. It has been extended to metal 
under insulation. For example, acoustic emission has been used to locate pitting in steel 
plates [35], ultrasonic [36] and radiography [37] have been adopted to acquire and 
analyse images to detect corrosion, and fibre optics have been employed for the 
corrosion monitoring of steel in reinforced concrete [38]. SHM can provide real-time 
data concerning the health and operational conditions of components or systems. 
Compared with NDT&E, SHM emphasises the real-time and continuous monitoring of 
corrosion. Therefore, smart materials and sensors are used in life cycle monitoring [39], 
such as Fibre Bragg Grating (FBG) sensors for bridge monitoring [40]. 
To detect corrosion and defects on the metal surface under insulation, NDT&E and 
SHM are both powerful tools. In the next section, the state-of-the-art of NDT&E and 
SHM techniques for detecting corrosion and defects in metal are reviewed. The 
advantages and disadvantages of each method are summarised, followed by the 
challenges for the evaluation and monitoring of metal underlying insulation. 
2.2 State-of-the-art NDE and SHM Techniques 
Non-destructive evaluation is defined by the American Society [41]. The physical 
condition of material is determined by non-destructive testing techniques to indicate the 




Several NDT&E techniques have been applied for corrosion and defect detection, and 
each has certain advantages and disadvantages. For example, eddy current-based 
techniques have been used for corrosion inspection, where a relatively small probe is 
employed and no physical contact with the specimen is needed [42]. However, these 
methods can only be used to detect defects on the surface or near-surface. Furthermore, 
they are sensitive not only to variations in conductivity and magnetic permeability of 
the specimen, but also to lift-off variations [43, 44].  
Specific methods used for detecting corrosion and defects are reviewed in the following 
sections. These can be categorised as optical, acoustic, electromagnetic, radioactive, 



















Figure 2.3 Categories of NDT&E techniques. 
2.2.1 Optical Methods 
2.2.1.1 Visual inspection (VI) 
Visual inspection is one of the most common NDT methods. In many situations, a well-
trained operator holding simple tools (such as flashlights) can perform a very effective 
inspection. For enclosed systems, the application of the visual inspection method can be 
challenging and possibly ineffective. A borescope (as shown in Figure 2.4) is basically a 
fibre optic cable with a miniaturized camera placed on the end, which enables the 
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operator to inspect difficult-to-see areas. The extension of visual inspection is the 
biggest advantage of this method. Therefore, the status of an inner surface can be 
observed because the direction of inspection can be arbitrarily changed [45]. These 
















Figure 2.4 The structure of the electronic endoscope. 
2.2.1.2 Fibre optics 
Optical fibre can be used in extreme environments. Electromagnetic interference and 
corrosion resist optic transmission. The use of the optical fibre has very little influence 
on the structure being monitored due to its small-size and light-weight. Therefore, it can 
be either embedded or attached to the structure under monitoring. The optical fibre can 
be adopted to measure many parameters which include electric field, pressure, 
chemistry, liquid level, strain of vibration, temperature and corrosion. There are 
numerous kinds of fibre optic which including Bragg, intrinsic Fabry Perot 
interferometer (IFPI) and extrinsic Fabry Perot interferometer (EFPI).  
These fibre sensors are usually embedded in concrete structures. The properties of 
optical signals, including polarization, phase, wavelength and light intensity, are 
analysed to determine variations in the structure’s properties, such as structural strain, 
temperature, corrosion and overload. Therefore, several studies have used optical fibres 
 22 
 
for condition monitoring and NDT&E purposes [46-48]. Samer et al.[49] reported long 
period grating-based technique for measuring refractive index changes in ion 
concentration of the surrounding environment to monitor the corrosion of reinforcement 
in concrete. Zhao et al. [50] employed Fibre Bragg Gratings to directly monitor the 
corrosion at the steel-concrete interface based on the white light interferometer sensing 
technique. Colum et al.[51] employed birefringent photonic crystal fibres based sensors 
to measure temperature changes to monitor corrosion rate along the length of 
reinforcing steel in situ and thus evaluate the service lift of the structures.  
2.2.1.3 Optical NDT 
There are a variety of optical NDT methods available. In terms of corrosion detection, 
these methods are generally used to measure deformations on surfaces. These 
deformations are caused by either pitting on the exposed surface or sub-surface 
corrosion and defects in the structure. Laser speckle interferometry is an efficient non-
destructive optical technology with the advantages of being contactless, and with no 
limitations in terms of geometry and size of the specimen. It also provides high 
detection rates and sensitivity, and has been widely used in automotive, marine, 
aerospace and manufacturing high-performance materials. A number of relevant 
investigations have been based on laser speckle interferometry and holography [52].  
As shown in Figure 2.5, a laser shearography employs the Michaelson interferometer. 
Two speckles in the image plane are caused by tilting the shear reflecting mirror, and 
then they will use to shear each other. Sheared speckles are then superimposed to form 
speckle interference patterns which are recorded by a CCD camera. Any deformation of 
the object under test will lead to changes in speckle patterns. The CCD camera is used 
to digitize speckle patterns of the deformation, which are then processed by computer to 
form laser shearography image in the monitor.  
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Furthermore, optical surface topography systems have also been used for the 
characterization of corrosion and defects [53, 54]. Direct optical metrology methods 
such as laser interferometry have been used to measure the dissolution of the micro-
surface, such as mass loss, caused by pitting and crevice corrosion on a stainless steel 















Figure 2.5 A laser speckle NDT system [52]. 
2.2.2 Acoustic Methods 
2.2.2.1 Ultrasonic testing (UT) 
Ultrasonic testing is based on generating and detecting mechanical waves or vibrations 
within samples under test. These samples are not limited to solids. A majority of 
ultrasonic techniques adopt 1 MHz to 100 MHz as operating frequencies. The term 
ultrasonic refers to those sound frequencies beyond human hearing restrictions. The 
traveling speed of ultrasonic waves in a material is dependent on the material’s density 
and elastic modulus. Therefore, ultrasonic methods are very suitable for the 
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characterizing properties of materials. Furthermore, changes in material properties will 
strongly reflect ultrasonic waves at the boundaries, as shown in Figure 2.6. Thus, 
ultrasonic methods are often used for the measurement of thickness [56] and corrosion 
monitoring [57]. 
Although UT has the capability to detect corrosion, these methods suffer from a 
difficulty in distinguishing between reflections from surface/near-surface corrosion and 
reflections from multiple material surfaces. Another disadvantage is that they require 
coupling media such as water or gel to acoustically couple pulses from the transducer to 
the material. This makes traditional UT unsuitable for certain situations due to the 
requirements for surface preparation.  
 
Figure 2.6 Ultrasonic testing. 
Much work has been done in recent years to develop non-contact ultrasonic techniques 
for defects characterisation without requiring surface preparation. Air-coupled 
techniques include adaptations of traditional piezoelectric transducers [58], which are 
more suitable for most inspection conditions. However, an appropriate angle for the 
introduction of the ultrasound into samples to be inspected is a strict requirement. 
Electromagnetic acoustic transducers (EMATs) have also been developed [59], in which 
electromagnetic non-contact transducers are used to generate and receive acoustic 
signals, although this does mean that EMATs are limited to electrically conductive 
materials [60].  
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Nowadays, developments in the field of ultrasonic techniques have led to phased array 
ultrasonic in instruments which can be portable [61]. The precise tailoring of ultrasonic 
waves is introduced into the sample by using the phased firing of ultrasonic arrays in 
one transducer. Naoyuki et al.[62] used a phased array ultrasonic probe for the detection 
and sizing of stress corrosion cracks in austenitic stainless steel welds. This method 
employs a single phased array probe with focal laws for two kinds of sectorial scans (S-
scans) separately based on transverse and longitudinal wave velocities. The transverse 
wave S-scan with an angle beam transverse wave method is used for the detection of 
stress corrosion cracks. The longitudinal wave S-scan uses a multiple beam method to 
determine the size of stress corrosion cracks. 
2.2.2.2 Laser ultrasonic 
Given recent advances in laser ultrasonic techniques, lasers can be used to generate and 
detect ultrasonic waves [63]. This non-contact technique has been used for the 
measurement of material thickness, flaw detection and materials characterization. A 
laser ultrasonic system is composed of a laser ultrasonic generator and an 
interferometric sensor. 
Francisco et al. [64] employed laser ultrasonic for the detection and locating of SCC 
(stress corrosion cracking) in stainless steel pipes. A laser is adopted to generate 
ultrasonic waves which will interact with cracks, and then changes in generated wave-
modes are examined using time-frequency analysis techniques. The geometric images 
of these defects can be provided by scanning the samples for defects identification. The 
limitation of this technique is that access to the surface of the sample under test is 
required. Furthermore, this technique is sensitive to surface-breaking defects, and thus 
its scope is limited.  
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2.2.2.3 Acoustic emission (AE) 
AE is defined as strain energy suddenly released within or on the surface of a material, 
which generates a transient elastic wave. Therefore, the dynamic process associated 
with the degradation of a structure can be detected by AE. When an external stimulus, 
such as a change in pressure, load, or temperature, is applied to a structure, an energy 
released causes localized sources to form stress waves, and these waves then propagate 
to the surface, where sensors are used to record them (as shown in Figure 2.7). 
 
Figure 2.7 Basic principle of acoustic emission testing. 
In the majority of studies, AE techniques have been used to detect pitting corrosion. 
Fregonese et al. [65] used an AE technique to monitor progression of pitting corrosion 
in austenitic stainless steels. Mazille et al. [66] confirmed that AE can be applied in 
fundamental research on pitting corrosion because it offers many potential advantages 
over other techniques. Cakir et al. [67] evaluated hydrogen in the growing pitting. 
Unfortunately, AE systems can only be used for qualitative testing. Additional NDT 
methods are required to obtain quantitative results in regard to the size and depth of 
defects. Furthermore, environment noise affects the AE signals receiving. Therefore, the 




2.2.3 Electromagnetic Methods 
2.2.3.1 Eddy current (EC) 
Eddy current technique is one of the most effective methods for the detection and 
characterisation of surface defects and corrosion in conductive samples. This technique 
is based on holding a conducting coil with alternating currents close to the sample. A 
primary magnetic field is established in an axial direction around the coil. This electrical 
current then creates its own secondary magnetic field, which is opposite in direction at 
all times and opposes the coil’s magnetic field in accordance with Lenz’s Law, as 
illustrated in Figure 2.8. The interaction between the magnetic field generated by the 
coil and the magnetic field generated by eddy currents are then examined with sensors 
or coils.  
EC methods can be very effective and have been adopted to detect the presence of 
corrosion on the surface of metal samples. Thus, EC methods are the most common 
NDT method for aircraft measurement, and have become extremely portable and 
relatively inexpensive. Lepine et al. [68] employed an eddy current scanning method for 
corrosion detection in thick skin aircraft structures with a calibration specimen. 
However, conventional EC techniques have difficulties detecting and quantifying small 
metal loss due to corrosion in multilayer structures. This is because the ability of EC 
techniques to detect subsurface defects is largely determined by the skin effect 
phenomenon. Most of the current flow occurs on the surface of a conductor due to the 
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where δ is the penetration depth (mm), f is operational frequency (Hz), μ is permeability 
of sample under test (H/mm), and σ is conductivity of sample under test (S/mm).  
The development of EC technology has led to the introduction of the pulsed eddy 
current (PEC). This is a natural evolution of EC method and has been developed to 
improve penetration depth. With conventional EC methods, a fixed frequency 
sinusoidal current is used to generate eddy currents on the surface of a conductor. 
However in PEC the shape of the excitation current is a square pulse or step function. 
Looking at the Fourier transform of a step function, it is clear that it contains a 
continuum of frequency components compared to just one for sinusoidal EC. Because 
penetration depth is dependent on operating frequency, the PEC response signal will 
contain information from multiple depths, which is thus equivalent to multiple-
frequency EC. The detection capabilities of PEC has been demonstrated in corrosion 
characterisation [42], flaw detection [69] and stress measurement [70]. PEC can be 
automated and it has the advantages of greater penetration, the ability to locate 
corrosion, and only moderate cost.  
 
Figure 2.8 Eddy current interactions with a conductive sample. 
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Safizadeh et al. [71] have presented the results of a method based on a multi-frequency 
eddy current along with signal processing to characterize material loss in a two-layer lap 
joint structure. The thicknesses of the individual layers of the lap joint have been 
mapped with this technique. Applying this method to aircraft lap joints shows that 
corrosion can be quantified with an error of less than 4% for one layer thickness. 
Furthermore, recent developments in eddy current technology have led to multichannel 
portable instruments which allow the faster inspection of larger areas. Meanwhile, new 
magnetic sensors have been developed to replace coils [72], such as giant magneto 
resistive (GMR) sensors. However, EC based methods are limited to electrically 
conducting materials. Furthermore, these methods are very sensitive to lift-off effects, 
and the surface of the material must be accessible. 
2.2.3.2 Magnetic flux leakage (MFL) 
MFL is a derivative of magnetic particle inspection (MPI). It is based on measuring the 
leakage of magnetic flux caused by the presence of defects and corrosion. In practice, 
magnetisation is provided by a permanent magnet or an electromagnet by DC, AC or 
pulsed excitation. The difference between MPI and MFL is that the latter measures flux 
leakage using magnetic field sensors such as Hall devices or magneto resistive sensors, 
as shown in Figure 2.9. Thus, the data acquired can be processed using computer-based 
analysis, signal processing and quantitative assessment. However, MFL is only 
appropriate for the characterisation of corrosion and defects in ferromagnetic-material. 
MFL techniques are popular in the inspection of pipelines. Muhammad et al. [73] 
employed an adaptive filter and a wavelet based de-noising technique for seamless 
pipeline inspection. Larsen et al. [74] used a high-resolution MFL to generate magnetic 
fields to determine any corrosion and defects in pipelines. With advanced sensor 
technology, leakage and mass loss can also be detected with MFL. The precise location 
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of corrosion can also be provided. Wang et al. [75] adopted MFL with a pulsed exciting 
signal to examine the traditional magnetic path for corrosion detection in metal 
pipelines. Both penetrating depth and detecting sensitivity have been improved due to 
the abundant components of the pulsed exciting signal.  
 
Figure 2.9 Magnetic flux leakage (MFL) inspection. 
Corrosion in insulated pipelines can lead to catastrophic failure. MFL-based PIGs have 
been successfully applied to many pipelines for corrosion and defects inspection. 
However, there is a subset of pipelines not suitable for MFL-based PIGs. Most of these 
are limited by the bulky size of the MFL-based PIGs. Sufficiently bulky PIGs are 
needed to provide sufficient magnetic force. Therefore, MFL-based PIGs are too big to 
pass through some pipelines. A more suitable technology is required to inspect those 
pipelines which often referred to as ‘Unpiggable’ pipelines. These pipelines cannot be 
inspected due to internal restrictions and MFL-based PIGs cannot pass through them 
due to their large bulky magnets.  
Most commonly, a pipeline with thick insulation would increase the difficulty of 
detection from outside using MFL, because the magnets can’t move away from the 
magnetic sample’s surface as is needed during inspection. Therefore, external corrosion 
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under insulation cannot be examined by PIGs. This type of corrosion is more serious in 
that it can drastically reduce the life of the pipeline and impair its safety. Hence, it is 
important to develop an advanced corrosion sensing system for external corrosion 
monitoring through insulation. 
2.2.3.3 Terahertz (THz) technology  
THz refers to electromagnetic waves with frequencies ranging from 0.1 THz to 10 THz. 
Wavelengths of THz radiation are between the microwave and infrared spectra which 
are approximately from 0.03 mm to 3 mm. A THz wave with known wavelength is used 
to illuminate a sample during inspection. This THz wave is examined at or near the 
radiation source after interaction with the sample under test. The inner structure of the 
sample is determined by analysing changes in the THz signal, because the dielectric 
characteristics of the sample or a discontinuity will affect the THz signal.  
Since the mid-1980s, THz-based methods have made important advances. THz wave 
has a better penetration through most dry, non-metallic materials such as foams, 
ceramics, glass, resins, paint, rubber and composite materials [76, 77]. Therefore, these 
methods have been applied in the NDT&E fields, and can be divided into continuous 
THz and pulse THz methods. THz-based NDT has unique advantages in detecting inner 
defects in non-metallic materials compared to other NDT techniques. The THz wave 
can penetrate non-transparent materials and evaluate inner defects. Moreover, THz-
based NDT has been used to inspect insulated materials. The ability of THz-based 
imaging for corrosion under insulation has been studied by the U.S. Army Research 
Laboratory and NASA. Corrosion under insulation leads nominally smooth surfaces to 
become rough and irregular, and erosion can be detected by THz-based imaging [78].  
Figure 2.10 illustrates a typical THz system for detection of defects in SOFI (Spray on 
Foam Insulation) layers for space shuttle, and researches have shown that THz-based 
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NDT can provide an effective evaluation for shuttle fuel tank under insulation materials. 
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Figure 2.10 A reflected pulse THz system used for detection in SOFI. 
Zimdars et al. demonstrated a THz-based system for a large area imaging, in which a 
high-speed time domain is employed for non-destructive evaluation of the bubble [79]. 
Moreover, many studies have been shown that signal processing methods can be 
adopted for THz-based NDT. Chiou et al. adopted a direct approach to extract defects 
information from responses, which overcomes the limitations of traditional indirect 
methods, where reflection signals from a metal base are used for further analysis [80].  
Nair et al. employed a wavelet-based technique for enhancing image in SOFI THz-
based imaging [81]. Redo-Sanchez et al. [82] employed THz spectroscopy to inspect 
large voids under a 101mm thick foam, good correlation has been demonstrated 
between measured results and visual inspection results. In order to obtain accurate 
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images, several signal processing methods have been compared, including the use of 
time-domain, fast Fourier transform and power spectral density. Aldrin et al. developed 
a quantitative assessment protocol for the SOFI evaluation [83]. However, the THz 
wave cannot penetrate metallic material, which limits the scope of its application. 
Furthermore, THz-based methods have disadvantages of high costs and strong water 
absorption. 
2.2.4 Radiographic Methods 
Radiography is one of the most common NDT&E methods, and is based on differences 
in the attenuation of penetrating radiation in materials depending on radiation energy, 
and material density and thickness. Different thicknesses and types of materials give 
different attenuation coefficients, and variations in transmitted radiation intensity are 
caused by defects and corrosion. Therefore, the value of radiographs for detecting 
defects, corrosion and welds in metals has been proven [84, 85].  
There are several different radiographic techniques, including profile radiography, 
digital radiography, flash radiography and real-time radiography. These techniques are 
based on the use of either gamma rays or X-rays to image the profile of a structure or to 
provide information about the thickness of an inner structure. In many cases, 
discontinuities in insulated metals are readily detected. Radiography is still widely used 
in spite of its expense and the fact that ionising radiation poses health and safety risks. 
Recent developments in digital radiography have helped to eliminate the use of film, 
thus reducing costs. Apart from the above issues, however, there are several notable 
limitations on the use of radiography. For example, it is not suitable for the detection of 
surface defects and it is also not possible to extract quantitative information for the 
estimation of defects’ depth.  
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2.2.5 Thermal Methods 
2.2.5.1 Infrared thermography 
Infrared (IR) thermography methods measure thermal variance for a characterized 
sample which undergoes a response to a stimulus. Improvements in IR cameras have led 
to more advanced forms of thermography. The advantages of thermography are that it is 
real-time, non-contact and a large area can be inspected in a short time. With an IR 
camera, a thermal image is produced by infrared light which is invisible to the human 
eye and which is emitted from objects due to their thermal condition. 
Infrared thermography detection is based on differences in temperature conditions. 
There are two types of thermography: active and passive [86, 87]. Active thermography 
(AT) is defined as the application of a stimulus to heat up the target to allow a wide 
range of its characteristic to be determined. These obtained characteristics can be 
defects or corrosion. Passive thermography (PT) is defined as measuring temperature 
differences among target material, surrounding materials and ambient temperature 
conditions. Normally, active thermography-based methods are the most commonly used. 
Sfarra et al. [88] employed an infrared thermography for the cellular structure detection 
in honeycomb structures. A sample with a 3-layer structure with a thickness is 18 mm 
was measured where the outer two layers were made of carbon fibre and the middle 
layer was made of aluminium. Holes with diameters of 4 mm at 6 mm depth and 6 mm 
at 10 mm depth were detected.  
Maierhofer et al. [89] studied the use of infrared thermography for voids and cellular 
hollows testing. Eight different sizes of holes were created in a concrete sample. 
Different thermal infrared images were produced with different heating times, along 
with thermal conductivity curves for different densities of concretes. The capability of 
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infrared thermography to measure defects in concrete materials near the surface, at 
depth less than 100 mm, was proven. However, 1.5 hours of heating time was required 
to detect deeper defects, where only a few minutes of heating time were needed to 
detect defects of 20 mm in depth. 
One drawback of the IR method is the high cost of quality thermal cameras, but recent 
developments have led them to become significantly less expensive.  
2.2.5.2 Eddy current pulsed thermography (ECPT) 
ECPT involves an application of a high frequency electromagnetic wave (typically 50 
kHz – 500 kHz) at a high current around 256 A to 380 A to the material under 
inspection for a short period of typically 20 ms – 1 s [90, 91]. Induced eddy currents are 
forced to divert when they encounter a discontinuity, which leads to increases and 
decreases in the density of the eddy current in that area. Areas with increased density of 
the eddy current are exhibiting higher levels of Joule (Ohmic) heating, and thus defects 
can be obtained from sequenced thermograms during the heating and cooling periods. 
 
Figure 2.11 A basic configuration of ECPT system [92].  
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The configuration of an ECPT system is shown in Figure 2.11. It consists of an 
induction heating system which induces eddy currents in the sample under inspection 
and generates a heat; the generated heat is recorded by an IR camera to form digital data, 
then these digital data will be displayed on a monitor and stored in PC. 
He et al. [93] reported an application of ECPT for the detection of corrosion blisters in 
mild steel under insulation. A wide range of defects can be considered based on 
interactions between the distribution of eddy current density and heat conduction. The 
corrosion blister areas were easily detected using sequenced thermograms from an IR 
camera during the experimental study. However, ECPT has the disadvantages of a 
limited ability to be used to inspect conductive material, and furthermore the heat 
inducing equipment is very bulky.  
2.2.6 Electrochemical Methods 
Electrochemical methods are those concerned with the interrelation of electrical and 
chemical effects. Electrochemical impedance spectroscopy (EIS) is one of common 
electrochemical methods which adopt an AC source to measure impedance as a function 
of frequency. Therefore, many materials, including insulation layers and corrosion 
inhibitors, can be evaluated using this non-destructive method. Detailed information 
about samples under test can be provided. This data can be also used to determine 
parameters such as corrosion rate, electrochemical mechanisms and reaction kinetics.  
Moreover, many studies have been established based on EIS for a variety of 
applications. EIS has been adopted for corrosion rate testing [94] and protective coating 
properties investigation [95]. The application of electrochemical methods has multiple 
advantages. Firstly, real-time measurements of corrosion rates can be provided by 
electrochemical tests. Secondly, corrosion rate data over time can be provided too. 
Thirdly, they can be performed quickly.  
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Therefore, most of previous researches employing EIS are focused on corrosion 
behaviour and mechanisms investigations [96, 97]. However, electrochemical 
measurements require high levels of technical expertise to perform data analysis and 
comparatively expensive equipment [98]. They are also not suitable for in-situ corrosion 
detection or monitoring under thick insulation. 
2.2.7 Summary Review of NDT&E and SHM  
Five categories of NDT&E techniques (acoustic, optical, electromagnetic, radioactive 
and thermal) and one electrochemical method have been discussed. A comparison of 
these technologies is provided in Table 2.1, giving an overview of each method and 
identifying the advantages and limitations of current techniques.  
Corrosion effects are a complex combination of multiple factors, including variations in 
conductivity, permeability, and permittivity and changes in thickness. The probability of 
corrosion detection is affected by these factors. There is no universally applicable 
method for corrosion detection, due to the complex combination of these different 
factors [21]. Therefore, none of the NDT&E techniques discussed above can address all 
the challenges of detecting corrosion and defects under insulation, since thick insulation 
layers induce a large lift-off between sensors and the inspected surface. 
Selection of an NDT&E technique requires consideration of more than the detection 
capabilities. The application, portability of equipment, inspection schedule, inspection 
area, types of materials, accessibility, costs and expected defects types are also 
important. Some techniques provide good quantitative information but perform poorly 
when insulation is introduced. Therefore, new methods are required to monitor 
corrosion which can be used for long-term operation, minimal volume, and at lower cost 
and risk.  
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Table 2.1 Advantages and limitations of NDT&E technologies for corrosion 
characterisation. 
NDE & SHM 
Methods 
Advantages Limitations 
Optical Non-contact; fast; full-field; 
can be operated by at higher 
temperatures; real-time. 
Special safety regulations for laser 
operation; very sensitive to 
environmental conditions; can’t 
penetrate the insulation layer. 
Ultrasonic Fast; inspect large area; 
penetrate deeply in materials; 
excellent for corrosion and 
defect detection; can be 
automated. 
Requires coupling material and 
contacting with surface; reference 
standards are required; surface 
needs to be smooth. 
Radiography Broad range of materials and 
thicknesses can be inspected; 
inspection film can be 
recorded. 
Requires a minimum intensity 
difference; radiation safety requires 
precautions; expensive; requires to 
access to both sides of the 
structure. 
MFL Portable; Inexpensive; 
sensitive to surface and near-
surface flaws and corrosion. 
Bulk size; limited to ferromagnetic 
materials; requires post-inspection 
and surface preparation. 
EC Quick to perform; moderate 
cost; no probe contact 
required. 
Limited to materials with 
electrically conducting; penetration 
depth is limited; surface must be 
accessible and smooth. 
PEC Penetrating deeper without 
altering the insulation; non-
contact. 
Limited inspection area; inability 
to detect localised corrosion. 
ECPT Good for surface corrosion; 
high sensitivity; remote 
sensing; fast; inspect large 
area. 
Expensive; requires heating and 
cooling of the system; reference 
standards required; poor resolution 
on thick sections. 
THz Non-contact; good resolution; 
inspect insulation layer 
properties; real-time; one-side 
manner; high sensitivity. 
Expensive; complex wave 
interactions; sensitive to 
environments (moisture etc.). 
EIS Very sensitive; quick to 
perform; time dependent data 
is available; can detect non-
visible damaged areas. 
Expensive; complex data analysis 
for quantification; localized 
detection requires knowledge of 
damaged area. 
 
2.3 RFID and RFID Sensing Survey 
There are several developed wireless sensing technologies based on surface acoustic 
wave and Lamb wave transducers [99, 100]. Also, several battery-free approaches to the 
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passive RFID sensing of physical, chemical, and biological characteristics have been 
explored based on low frequency [101] and high frequency RFID sensors [102]. 
Nonetheless, none of above methods has used HF RFID sensors for corrosion detection. 
This section reviews the literature regarding HF passive RFID-based sensors for 
corrosion detection. 






Microwave 2.45 GHz and 
5.8 GHz 
Fastest read rates; large 
read distance. 
Very expensive; 





868 MHz ~ 
956 MHz 
Good read distance; 






13.56 MHz Inexpensive; fast read 
rate; tag can be passive; 
cheap device. 




125 kHz ~ 
134.2 kHz 
Tag can be passive; 




distance (up to 0.5 m); 
slow read rate. 
 
Radio frequency identification utilizes radio frequencies to transfer power and data 
between a reader and a tag. RFID systems employ a broad range of operating 
frequencies for a wide variety of applications, depending on various factors such as cost, 
communication distance and tolerance to certain environmental conditions such as 
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proximity to near metals or liquids. Table 2.2 shows a list of the most common RFID 
operating frequencies. 
 
Figure 2.12 Operating diagram of an RFID system [103]. 
A typical RFID system is shown in Figure 2.12. It consists of a reader and a transponder 
(tag). The operating principles of RFID systems are as follows:  
 Reader: the energy is transferred from the reader to the tag by emitting 
electromagnetic waves through coils. The functions of the reader include: (1) to 
transfer enough power to the tag to energise it; (2) to receive the data stored in 
the tags memory via a response signal from the tag; and (3) to rewrite data to the 
tag’s memory.  
 Transponder (tag): the tag absorbs energy from the reader to become charged up, 
and begins transmitting its modulated response signal.  
 There are two kinds of tags: passive and active [103]. The main difference 
between the two is that no batteries are needed for the passive transponder’s 
circuit.  
 Passive tags can be charged in two ways: near-field coupling (for LF and HF) or 
far-field emission (for UHF and Microwave frequency band).  
RFID tags are originally developed to be electronic labels with low cost [104], and a 
redesigned integrated circuit (IC) chip with a self-powered approach [105] or a battery 
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is required by most of typically RFID-based sensing approaches. This prevents many 
RFID devices from being used in sensing applications [106]. Although RFID sensors 
with battery power can provide large communication distances [107], unfortunately 
high costs due to system maintenance and complexity are compounded by the need for a 
battery, and the lifetime of such systems is reduced compared to passive ones.  
Therefore, passive tags become more relevant when there is a requirement for small 
sensor size. Moreover, passive tags can be used for cost-effective long-term monitoring. 
Hence, passive RFID tags have been used for a variety of sensing applications, such as 
of temperature [108], humidity [109], strain [110], food permittivity [111] and chemical 
sensing [112]. In the following discussions, passive RFID applications for sensing in 
general are considered first, and more specific cases of passive RFID-based sensors for 
corrosion detection are then reviewed. 
Marrocco [113] presented a special antenna design for human body bio-monitoring. A 
planar UHF tag antenna was introduced which is based on the nested slot suspended 
feeding patch. The sensing mechanism detects mismatches between the antenna’s input 
impedance with respect to a change in the tagged human body.  
Emran et al. [109] demonstrated a novel low-cost UHF RFID tag for the sensing of the 
relative humidity of objects. This tag consists of passive microwave circuit including a 
humidity sensitive polymer material. This polyimide material absorbs and holds 
moisture near the antenna of the tag, thus changing its operating characteristics, where a 
change in moisture can be detected as a shift in the power transmission from the tag’s 
antenna. This study achieved a reduction in the overall size of the tag sensor to 15 mm × 
6.8 mm, and used a transmission coefficient with a single bit for humidity sensing.  
Potyrailol et al. [114] developed cost-efficient passive 13.56 MHz RFID tags which 
were coated with a solid polymer electrolyte sensing film for multiple-purpose sensing, 
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where the physical and chemical properties of interest are correlated with the obtained 
complex impedance of the resonant frequency of the RFID coils. Principal component 
analysis is applied to several parameters from the measured complex impedance with 
RFID-based sensing. An independent lift-off feature is extracted to improve the 
sensitivity of RFID-based sensing to the position of the reader [115]. 
Carkhuff and Cain [116] proposed a passive RFID-based wireless sensor to monitor 
corrosion in concrete bridges. Their wireless sensors employed short-range RFID to 
power the sensor and to read measurements. Unlike other RFID-based sensors, the 
prototype presented by the authors adopted inductive coils: one for picking up the 
power from the reader, while the other was for communication. Temperature and bulk 
resistance were measured by these sensors. 
Walter et al. [117] also presented a corrosion sensor based on RFID to be embedded in 
concrete. This sensor employed a potentiostat to examine the linear polarization of 
corrosion areas. An RFID reader was adopted to generate an electromagnetic field 
transmitting power to the sensor. The measurement of data transmission also depended 
on this field. Repositioning effects were compensated for by digitally modulating the 
measured data with the carrier signal. 
Mohammed et al. [118] developed the use of passive 125 kHz low frequency RFID tags 
as corrosion sensors. Each sensing tag was placed on the metal surface and then the 
reader positioned at a certain height was used for specific to provide power and receive 
measurement data. Three uninsulated steel samples were exposed to the atmosphere and 
thus corroded over different durations of 1, 3 and 6 months. The amplitude of the tag’s 
responding signal depended on the stage of corrosion reached.  
The use of passive RFID tags for sensing can be found across the literature to detect a 
variety of phenomena. Its low cost, small size and battery-free operation are the most 
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important factors leading researchers to further explore this technology for sensing. 
Most of these works of passive RFID sensing involve modifications to tags through 
attaching either special reactive thin films or sacrificial elements to the tags. These 
modifications not only increase costs but also limit the lifetime capability of the tags. 
The method proposed in this study overcomes these problems by using the interaction 
of the coil of tag with corrosion and metal as the sensing mechanism. No modifications 
to the tag are required, which allows commercial off-the-shelf tags to be used. 
Nevertheless, the sensing area and lift-off tolerance of RFID-based sensing is limited by 
the size of tags. In the following section, the use of microwave NDT is proposed for 
detection under thick insulation.  
2.4 Microwave and Millimetre Wave NDT Survey 
Microwave frequencies range is between 300 MHz to 300 GHz. Unlike ultrasound 
signals, dielectric insulation materials can be easily penetrated by microwave signals 
without suffering from high attenuation and then internal structures of materials can 
interact with these microwave signals. These microwave signals would then totally 
reflect at the metal surface. Therefore, these signals travel twice through the areas of 
corrosion and defects, which increases the possibility of detecting them under insulation. 
With the measurement of transmitted or reflected microwave signals, microwave NDT 
techniques examine magnitude or phase in inspecting the specimen. Furthermore, 
reflection and transmission properties are influenced by lift-off and the frequency of 
operation during inspection [119]. 
In the last decade, researchers have shown an increased interest in microwave-based 
NDT&E techniques to replace previously mentioned methods. These methods have 
been utilized in various studies [120-122], including in ground penetrating radar (GPR) 
[123], radar sensors [124, 125], open-ended waveguides [126], and coaxial probes 
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[127]. The potential of using microwave NDT&E for defect detection has already been 
demonstrated [128], and Yeh and Zoughi initially developed microwave NDT&E 
techniques to detect and quantify surface defects on metals with an open-ended 
waveguide [129].  
Moreover, many studies have established the basis for the modelling of defect detection. 
Huber et al. [130, 131] used transverse magnetic fields to obtain orthogonal mode 
vectors, and then expanded the method to the estimation of unknown equivalent 
magnetic currents with the method of moments. In addition, they provided an analysis 
for the modelling of fatigue. Mazlumi and Sadeghi [132] presented a technique adopting 
the Max-Lloyd quantization algorithm to predict the output signal for scanning of 
arbitrarily shaped fatigue cracks on metal. 
Maierhofer et al. [133] employed 2.5 GHz GPR to detect damage on concrete up to 
500mm. Kharkovsky and Zoughi [122] gave an overview of microwave- and millimetre 
wave-based NDT&E methods. A wide range of applications was discussed, which 
included detecting corrosion and the precursors of pitting in insulated structures backed 
by aluminium and steel. Case et al. [134] demonstrated  inspection results of a 25.4 mm 
thick honeycomb sandwich panel with millimetre wave holographical inspection, and 
good resolution have been achieved at about 14 mm depth. 
Far-field [135, 136] and near-field [137, 138] microwave NDT approaches detect 
defects through the magnitude and phase variation of the reflection coefficient. From 
the standpoint of high resolution, signal interpretation, and insensitivity to relative 
position between sample and antenna, a far-field mode is preferable; but it requires 
large-aperture antennas to achieve good spatial resolution. In most situations, the use of 
large antennas is generally impractical and inconvenient. Moreover, near-field mode can 
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be performed indoors, eliminating influences due to weather, electromagnetic 
interference etc.  
Near-field microwave imaging techniques with open-ended rectangular waveguide are 
commonly used for NDT fields. For producing image, the waveguide probe is scanned 
over sample under test, and the measured reflected signals are used to form a 2D 
intensity raster image [139]. Ghasr et al. [140] used near-field Ka-band and V-band 
open-ended rectangular waveguide for detection of corrosion precursor pitting under 
insulation. The difference between the phase and magnitude of reflected signals were 
used to produce high resolution image for pit dimension evaluation. Nasser et al. [141] 
demonstrated an open-ended rectangular waveguide sensor operating in the near-field at 
a frequency of 24 GHz for defect detection and classification in non-ceramic insulators. 
Defects were detected and classified by using a novel artificial neural network. 
However, microwaves cannot efficiently penetrate through conductive materials, which 
mean that only surface defects can be sensed and it is difficult to detect subsurface 
defects. In this study, HF passive RFID-based corrosion sensing in conjunction with 
microwave NDT is proposed for corrosion and defects monitoring under insulation. 
This is because RFID-based sensing can provide long-term monitoring of localized 
areas, while microwave NDT can provide images of larger areas via scanning.  
2.5 Chapter Summary  
The challenges posed by the development of corrosion and defects under insulation are 
inaccessibility and lift-off effects caused by the variation of the insulation layer. Lift-off 
effects can cause errors in the detection and measurement of corrosion. Moreover, thick 
insulation layers results in a large lift-off, which leads to a reduction in sensitivity. In 
addition, the challenges associated with the characterization of corroded metal require 
an understanding of microstructural and physical changes prior to the initiation and 
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growth of corrosion. In most cases of corrosion, changes in the intrinsic material 
properties are dominant in the early stages. Physical damages, such as defects, occur 
when corrosion has exceeded a critical limit. Furthermore, their concealed nature results 
in the accumulation of such changes for long periods of time, leading to the critical limit 
being exceeded, and potentially catastrophic failures will become more likely. 
An extensive literature survey in this chapter has been followed by a discussion of 
NDT&E techniques using optical, acoustic, electromagnetic, thermal and 
electrochemical methods for the detection of defects and corrosion. It has been shown 
that the majority of techniques are limited when it comes to the online in-situ 
monitoring of corrosion and defects under insulation, primarily due to the thick 
insulation layer. Solutions to overcome this problem typically involve either removing 
the insulation, applying much higher output power using bulky, expensive equipment, 
or using inspection holes in the insulation layer to send signals along the length of an 
insulated structure. 
The HF passive RFID-based sensing identified in the literature demonstrates potential 
for small-size, cost-effective, battery-free and long-lifetime monitoring. Passive RFID-
based sensors have been adopted to sense a wide range of diverse phenomena. Due to 
their battery-free operation, passive RFID-based sensors have been embedded into 
structures such as concrete for long-term condition monitoring. However, the sensing 
tags used in the majority of studies employ thin films, potentiostats or sacrificial 
elements attached to the tags. The degradation in performance which occurs when tags 
are placed onto metallic structures is another challenge not addressed by existing studies. 
Furthermore, long-term monitoring with RFID tags is limited by the size of the tag 
when it comes to monitoring larger structures with relatively thick insulation. Therefore, 
a microwave NDT-based imaging system is required to provide the remote sensing of 
large areas under thick insulation. 
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To address these challenges under insulation, HF passive RFID tags in conjunction with 
a microwave NDT-based imaging system are proposed in this study. This system aims 
to address the following issues: 
 To obtain the grade and progression of corrosion over different exposure times 
in mild steel correlated with surface roughness, conductivity, permeability and 
permittivity. 
 For the HF passive RFID system, the lift-off effect between the reader and tags 
needs to be addressed by applying multivariate statistical analysis methods to 
obtain a custom feature for the evaluation of corrosion and to reduce lift-off 
effects. 
 The system must be cost-effective, and use off-the-shelf components. To 
minimise costs further, the tag is to be unmodified. The sensing mechanism is 
based on the interaction between the tag coil and corrosion. 
 A suitability study is conducted for the monitoring of large area under thick 
insulation in conjunction with the microwave NDT system. Methods of 
statistical analysis in conjunction with a linear sweep frequency are applied to 
extract features to reduce lift-off effects and improve the resolution of 
microwave imaging. 
The next chapter introduces the research methodology used in this study. It includes a 
research diagram, discussion of the theoretical background of HF passive RFID systems 
and microwave NDT-based imaging. An explanation of feature extraction using the 
principles of interpretation and characterisation algorithms is also provided.  
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Chapter 3. Methodology 
Based on the challenges identified in literature review, this chapter outlines the 
methodology used for passive high frequency RFID-based sensing in conjunction with 
the microwave NDT system. An investigation is proposed to address the challenges of 
detection under insulation. As can be seen in Figure 3.1, this includes the HF RFID-
based taking into account theoretical concerns in monitoring under insulation over a 
localised area to overcome inaccessible, a microwave NDT-based imaging system to 
overcome thick insulation over a large area, and the characterisation of corrosion 
through feature extraction.  
 
Figure 3.1 Research diagram for RFID sensing and microwave NDT. 
The behaviour of the RFID-based sensing system near metals is discussed in Section 3.1. 
The theoretical background of the RFID sensing system is also introduced, covering 
electromagnetic wave interaction and physics of the mechanism as well as inductive 
coupling. Section 3.2 describes the operational principles of microwave NDT-based 
imaging with a scanning system. The relevant processing algorithms based on measured 
data are presented in Section 3.3, including PCA and NMF. A chapter summary is then 
provided in Section 3.4. 
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3.1 Theoretical Background of HF Passive RFID 
3.1.1 Fundamental Operating Principles 
The LF/HF passive transponders (tags) operate passively with inductive coupling. To 
operate the microchip of the tags, passive tags need to obtain all of the energy required 
from the RFID reader, as shown in Figure 3.2. Therefore, the reader coil will generate 
an electromagnetic field and penetrate the tag’s coil. This is because the distance 
between the reader and tag is much smaller than the wavelength of the operational 
frequency (a wavelength of 13.56 MHz it is about 22.1 m; for 125 kHz it is about 2400 










Figure 3.2 Principal of the near-field inductive coupling between the coils of reader and 
tag [134]. 
The coil of tag is penetrated by the emitted magnetic field, which is situated away from 
the reader’s coil by a certain distance. The inductance of the tag’s coil generates a 
voltage Ui. After being rectified, the microchip is powered by this voltage. A capacitor 
Cr is connected in parallel with the reader’s coil, and the capacitance selected for this 
capacitor is used to form a resonant frequency with the inductance of the reader’s coil. 
The resonant frequency corresponds to the operational frequency of RFID system. 
Required field strengths are generated by the reader’s coil, which is used to power the 
remote operation of the tags. 
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When the operational frequency f increases, less inductance of the tag’s coil is required. 
Therefore, the winding number n is decreased (at around 100 – 1000 windings for 125 
kHz, but only 3 – 10 windings for 13.56 MHz). Since the induced voltage of the tag is 
proportional to the operational frequency f, the reduction of the winding number at 
higher frequency range leads to higher efficiency in power transfer. This is one reason 
for the use of high frequencies in this research. 
In general, sum of current strengths along a coil is equal to the integral of magnetic field 
strengths [142]: 
∑   ∮  ⃗    ⃗⃗⃗⃗          (3.1) 
The field strength H for RFID coils can then be calculated using this formula. 
The field strength H of distance r can be found as follows: 
  
 
   
         (3.2) 
HF RFID systems employ coils to induce an alternating magnetic field, in order to form 
inductive coupling. The field strength of a coil along x-axis can be determined by using 
the following equation [143]: 
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where x is the distance from the coil centre, R is the circle radius, N is the winding 
number, and x < λ/2π and d  R are boundary condition when applying this equation. 
The following equation can be used to find the field strength at a distance x for a 
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The coil will generate a magnetic flux  around itself. Normally, there are N windings 
at the same area A with the same flowing current I. The total flux ψ is the sum of each 
conduction loop with the same proportion  : 
  ∑                      (3.5) 









      
 
       (3.6) 
The characteristic variables of coils include inductance. This coil’s inductance is totally 
dependent on the properties of the material and the geometry of the coil. 
Eq. 3.6 can be simplified when the coil diameter D is much bigger than the wire 
diameter d (D/d > 10000):  
          (
  
 
)        (3.7) 
where N is the winding number,         
            is the permeability of 
free space, R is the coil radius, and d is the diameter of the wire. 
Mutual inductance is employed to describe the coupling of RFID systems via a 
magnetic field. It has the same dimensions and units as inductance. The mutual 
inductance M can be determined using the following equation: 
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where    is the permeability of free space, N1 is the winding number of the reader’s coil, 
N2 is winding number of the tag’s coil, R1 is the radius of the reader’s coil, R2 is the 











Figure 3.3 Equivalent circuit for inductive coupling of RFID coils [103]. 
With a passive RFID tag, the coil of tag serves as the power supply to provide energy to 
the microchip. For the purpose of significantly improving the efficiency of the RFID 
system, a capacitor is used to form a resonant frequency which corresponds to the 
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         (3.9) 
A diagram of the equivalent circuit for coupled RFID coils is shown in Figure 3.3. In 
this magnetically coupled RFID coils, the coil of the reader is represented by L1. The 
natural resistance of the tag is represented by R2, and L2 is the coil of tag, and RL is the 
load resistor which represents the current consumption of the microchip. The resonant 
frequency is formed by connecting the tag coil L2 in parallel with an additional capacitor 




The voltage u2 can be found as follows: 
   
    √       
√ 
   
  




     (3.10) 
where      
′
   ,   
′
 is a parallel capacitor and Cp is the parasitic capacitance. 
3.1.2 Theoretical Background of HF RFID-based Sensing 
Figure 3.4 (a) and (b) illustrates the operational principle of RFID-based sensing, 
including sensing and the transmission of measured data. Mutual inductance coupling 
between the reader and tag is used to provide energy and measure complex impedance 
data from the RFID tag. A commercial RFID reader is used to acquire measurement 
data from the RFID tag.  
A model of the mutual inductance coupling circuit can be used to describe the 
interaction between RFID tag and reader. It includes ZR and ZT, where ZR is the intrinsic 
impedance of the reader and ZT is the intrinsic impedance of the tag. M is the mutual 
inductance and ZM is the measured impedance across the coil of the reader. ZM can be 







         (3.11) 
where ω is the radian of operational frequency. The importance of controlling M for 
accurately measuring responses of the RFID tag is illustrated by Eq. 3.11 because ZM is 
proportional to the square of M. This is one main reason why the lift-off effect needs to 
be discussed in the following section. 
As can be seen from Figure 3.4 (b), the equivalent circuit of the tag is made up of the 
inductance La, the capacitance Ca, and the resistance Ra of the tag’s coil. The sensing 
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region (corrosion area) consists of a capacitance Cs and a resistance Rs. The microchip 
involves a capacitance Cc and a resistance Rc.  
Corrosion in steel is a general term for a series of iron oxides (haematite α-Fe2O3, 
magnetite Fe3O4 and maghaemite -Fe2O3), hydroxides (ferrous hydroxide Fe(OH)2 and 
ferric hydroxide Fe(OH)3, goethite α-FeOOH), and chloride (ferrous chloride FeCl2 and 
ferric chloride FeCl3). These iron oxides and hydroxides exhibit different 
electromagnetic properties. For example, haematite is a semiconducting mineral [145] 
and goethite has lower conductivity than haematite [146]. However, the conductivity of 





 ions [147].  
Furthermore, with different exposure periods, the thickness of the corrosion layer will 
be different. Therefore, the capacitance Cs and resistance Rs are changed with different 
corrosion samples with the RFID tag attached. This results in changing the measured 
impedance of tag ZT. As mentioned in the previous section, HF RFID-based sensing is 
proposed to form a novel method for corrosion sensing under insulation. The operation 
principles of this RFID-based sensing system are described as following: 
1. The RFID tag is placed on the surface of a metal and the reader placed at a 
certain height above the tag.  
2. The impedance of the tag’s coil will change when the tag begins to transmit its 
modulated response signal. There will be inductive coupling between the metal 
and the coil of the tag. The inductive coupling between the tag and metal is 
greater than that between the reader’s coil and the metal. 
3. The resulting eddy currents will cause inductive loading effects on the coil of the 
tag. This will then distort the tag’s response signal. 
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4. At the reader side, the distorted signal received will be analysed to extract the 
characteristic of the metal under test.  
5. At the end, the extracted characteristics of the metal condition will be compared 
with reference signals. 
The impedance spectrum of ZM(f) is obtained by connecting the RFID reader to a vector 
network analyser. A vector network analyser developed by Agilent (Agilent ENA 
E5071B) is used to operate a linear sweep frequency over the range of interest, which is 
in general centred at 13.56 MHz with a scanning range of 10 MHz ∼ 20 MHz. 
 
 
(a) System schematic of the measurement of complex impedance from the coil of the 
reader. 
 











(c) Measured real part of the impedance spectrum (top) and imaginary part of the 
impedance spectrum (bottom). 
Figure 3.4 Operational principle of HF passive RFID-based sensing. 
To achieve accurate measurements with the RFID sensor, real Zre(f) and imaginary Zim(f) 
parts of the measured impedance spectrum ZM(f) are obtained. This measured 
impedance spectrum can be used to calculate several spectral parameters. An illustration 
in Figure 3.4 (c) represents the measured Zre(f) and Zim(f). These spectral parameters 
include the position of resonant frequency Fp of Zre(f) and its peak value Zp, and 
positions of resonant F1 and anti-resonant F2 frequencies of Zim(f) [114, 115, 148]. 
Other parameters can be determined too, such as the peak values Z1 in F1 and Z2 in F2. 
These parameters are used for further investigation: peak-to-peak amplitude Vpp, the 
peak value of Zp, the peak-to-peak magnitude of imaginary           . By 
measuring these parameters simultaneously from the RFID tag, corrosion progression 
over different exposure periods can be investigated and understood. 
The fundamental operating principle of RFID has been described in section 3.1.1. It 
relies on magnetic flux between the coils of the reader and the tag. In free space, the 
magnetic flux caused by the reader penetrates the tag’s coil. When the tag is placed on 
metal, the metal in the vicinity of the tag will generate an eddy current and a magnetic 
field induced by this eddy current reduces the original magnetic field required for 
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energy and data transmission. This reduction decreases the amount of power absorbed 
by the tag and hence the reading distance is reduced. Therefore, the lift-off tolerance of 
RFID sensing is limited. Moreover, corrosion sensing is reliant on the interaction of 
these eddy currents. 
As corrosion developing on the metal, the thickness of the corrosion layer increases. It 
results in decrease in electrical conductivity and magnetic permeability, which will 
increase the penetrating magnetic flux towards its value in free space. On the hardware 
side, four commercially available tags were selected as the corrosion sensors in this 
research. The tags are of a variety of sizes and shapes to cover different surfaces and 
applications. The reader unit is built with a 100 mm by 80 mm coil. Tests have shown 
that the reader is capable of energising and reading a tag from a distance of up to 25 mm, 
which is not sufficient for thick insulation. Meanwhile, the monitoring area with the 
RFID-based sensing is limited to the size of the tag which is not enough for structural 
monitoring. Therefore, microwave NDT is proposed to overcome the problems of large 
area monitoring and big lift-off issues. 
3.2 Theoretical Background of Microwave NDT 
The problems of the transmission and reflection of microwaves from a multilayer 
dielectric medium have been investigated by many researchers [149]. The following 
equations, are inspired by the model presented by Sayar, Seo and Ogawa [150]. A 
waveguide probe with a dominant mode excitation (TE10) is used to illuminate the 
structure with electromagnetic waves at microwave frequencies. The waveguide 
aperture lies in the x-y plane.  
Figure 3.5 illustrates a layered sample consisting of an insulation layer and backed with 
a steel plate. This plane electromagnetic wave is linearly polarized. The near-field of an 
open-ended waveguide is used to irradiate an incident signal. This incident signal is 
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then penetrating the insulation layer and reflected by the conducting plate (steel layer). 
The ratio of these two signals gives the effective reflection coefficient of the sample 
under test. This layered sample consists with a homogeneous dielectric layer of relative 
permittivity    and thickness d1, and a backed conducting substrate. This insulated 
material is irradiated by microwave signals. The d2 is the thickness of a certain defect 
which presents between the insulation layer and metal substrate. 
 
Figure 3.5 Electromagnetic wave reflection and transmission for insulated metal. 
The magnitude and phase differences between reflection coefficients of non-insulated 
and insulated samples are related to the thickness of the insulation layer and its 
permittivity ε. The lift-off d0 here is the distance between waveguide and sample. There 
should be a small air gap (non-contact) between the probe and the sample surface in 
order to give a smooth, simple movement of the waveguide. The propagation constant 
represents the change in the electromagnetic wave as it propagates in a given direction.  
The propagation constant is a complex quantity which can be written as:       , 
where α is the real part, which is called the attenuation constant. Another symbol β is 
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actually the imaginary part, which represents the phase constant. Because the samples 
used in the following chapters have no defects in the insulation layer, whose thickness is 
almost the same in each sample, therefore the attenuation is approximately the same for 
each sample and can be considered as a constant. During defect detection, when there is 
a defect on the steel, the attenuation and reflection signal significantly differs between 
the defect area and non-defect area. The characteristics of this difference in recorded 
reflected signals are utilized for the detection and sizing of defects in the specimen. 
The calculation of the reflection coefficient for such multiple media involves the 
derivation of the forward and backward travelling electric and magnetic field 
components in each layer, based on a known incident field and the application of 
appropriate boundary conditions at each interface. The broad and narrow transverse 
dimensions of the waveguide are represented by a and b. Hence, with the TE10 mode, 
the excitation aperture field distribution is given by: 
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    (3.12) 
Complete set solutions for the field components for near-field open-ended waveguide 
NDT have been constructed by Bakhtiari et al [151]. The variational expression for the 
admittance of the waveguide can be written as: 
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               (3.17) 




                      √        (3.19) 
where R and θ are the new variables of integration in polar coordinates. The complex 
reflection coefficient,   is related to the complex admittance ys by: 
  
    
    
         (3.20) 
From the above equations, the reflection coefficient is different when there is a defect 
on the steel sample. Both amplitude and phase of reflection coefficient can be used for 
defect detection. Macroscopically, when there is a defect under these insulated metal 
samples, they exhibit surface discontinuities. Due to the differences in the nature of the 
physical properties, these discontinuities are reflected in microwave changes in 
attenuation and absorption in the metal. Therefore, defect information such as size and 
location can be deduced from the reflection signals received from the C-scan.  
From the standpoint of efficient wave propagation, signal interpretation, and 
insensitivity to relative position between sample under test and antenna, a far-field 
mode is preferable; but it requires large-aperture antennas to achieve good spatial 
resolution. In most situations, the use of large antennas is generally impractical and 
inconvenient. To avoid affecting spatial resolution, small-aperture open-ended 
waveguides are used in the near-field mode.  
For higher resolution and wider viewing angle of the microwave images, acquiring 
enough scattering information from sample at different viewing and illumination angles 
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is necessary. There are many methods proposed to increase the scattering information: 
frequency diversity technique [152], multiplexing technique [153] etc. In this thesis, the 
simultaneous multi-source illumination arrangement is exploited with the use of a linear 
frequency swept technique to enlarge the illuminated area over the scattering sample 
surface. The scattering information is then recorded by open-ended waveguide.  
These reflected signals are measured and then used to calculate the reflection coefficient 
using Agilent VNA in conjunction with a linear sweep frequency. These complex 
reflection coefficients are complex numbers whose phase and magnitude refer to 
frequency spectrum variations. This measured data will provide information about the 
location and dimensions of the defect [154]. This is a very sensitive interaction and is a 
function of defect dimensions and placement within the waveguide aperture. 
3.3 Interpretation and Characterisation Algorithms 
Further processing of measured data from the proposed systems is required, in order to 
gain characterisation information about detected corrosion and defects. Moreover, the 
lift-off effect introduced by insulation layers can be reduced. In the following sections, 
the algorithms for principal component analysis (PCA) and nonnegative matrix 
factorization (NMF) are presented. 
3.3.1 PCA for RFID Sensing Characterisation 
PCA is a modern method of data analysis which transforms waveform data into 
uncorrelated eigenvector components corresponding to maximum variability while 
eliminating collinearity within the data [155]. As a result, the dimensionality of the data 
is lowered. The use of PCA reduces the number of variables considerably, while still 
retaining much of the information in the original dataset. The biggest variation in 
waveforms is accounted for by the first principal component (PC1). Subsequent 
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components correspond to the remaining variability. Therefore, it is appropriate to 
extract the most dominant changes within the data using PCA and then to determine to 
which features these changes correspond. Hence, PCA is employed to extract a feature 
to reduce the lift-off effect. In Chapter 5, the PCA is applied to reduce the lift-off 
influences on measured real and imaginary parts of impedance values I. These principal 
components can be obtained by the following procedure: 
1. Subtract the mean from the measured data matrix I. 
2. Calculate the covariance matrix C of I. 
3. Calculate the eigenvectors W and eigenvalues of the covariance matrix. 
4. Generate PCA component space by multiplying W by the mean subtracted I: 
TI WPC          (3.21) 
5. The measurement dataset is projected onto a subspace of lower dimensionality 
to eliminate the collinearity. Principal components (PCs) in terms of weighted 
sums of original variables.  
6. These extracted dominant features PCs present the maximum amount of 
variations in dataset by linear transforms and project the dataset into 
orthonormal subspace. 
PC1 and second principal component (PC2) are represented as linear combinations of 
optimally-weighted observed variables. They are orthogonal along the direction and 
optimal in the sense that components represent in terms of the maximal amount of 
variations in the measured data.  
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3.3.2 NMF and PCA for Microwave NDT Characterisation 
A raster-like relative motion of a waveguide probe with respect to the sample gives a 
dataset that can be visualized as an image. Figure 3.6 can be considered as the tensor 
representation of mixing spatial-frequency spectrum observation Y , which is the 
combination of non-defect and defect spatial-frequency spectrum sources respectively.  
 
Figure 3.6 C-scan progress for microwave NDT.  
 
Figure 3.7 (a) Tensor representation of the image sequences Y , (b) thf  frame of Y , (c) 
visual explanation of vec( ( ))f TY . 
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In Y , the frequencies are given by 1,2, ,f F  and total frequency units are represented 
by F. The observed tensor can be expanded in a matrix format as 
 vec( (1)),vec( (2)), ,vec( ( ))F 
T
Y Y Y Y  where ( )fY  denotes the spatial-frequency spectrum 
matrix with dimension 
xN  by yN  of the f
th 
slice of Y . A visual representation of this 
tensor flattening process is given in Figure 3.7. 
Both PCA and NMF algorithms are used for classification with microwave NDT. The 
PCA is using singular value decomposition (SVD) in its calculation. PCA emphasises 
on the orthogonality of decomposition and NMF emphasises pattern analysis and 
separation. The pattern analysis and separation here refers to the decomposition of 
dataset where share similar characteristics within the NMF space and can be 
characterized as similar part of a large whole, it is an exclusive union set of the several 
other parts.  
During this study, the NMF is used to represent the defect or non-defect spatial-
frequency spectrum component which is obtained from microwave NDT. Under certain 
conditions (in the form of non-negative values), NMF decomposition is unique and 
constraints in the form of orthogonality are unnecessary (as required by PCA). In this 
study, the NMF can be adopted due to all elements in microwave NDT are nonnegative 
values. Both decomposition methods have advantages and disadvantages, and they have 
been widely used in feature extraction [93], pattern recognition [156] and data mining 
[157]. In this thesis, based on different purposes, the lift-off effect with line scanning is 
analysed using the NMF algorithm for defect pattern analysis and separation. The 




3.3.2.1 Feature extraction using NMF 
In order to extract defect and non-defect spatial-frequency characteristics from a given 
mixing power spatial-frequency observation
.2
Y , solutions which use matrix 
factorization algorithms have recently gained in popularity and are commonly adopted 
for extracting the latent structure of measured data in a wide range of fields. There are 
various forms of matrix factorization in singular value decomposition [158] and non-
negative matrix factorization [159].  
 
Figure 3.8 Visual explanation of the factorization process. 
Paatero and Tapper [160] initially proposed NMF. To solve the optimization problem of 
NMF, Lee and Seung [159] developed the multiplicative update (MU) algorithm based 
on Kullback-Liebler divergence and the least square distance. Other families of 
parameterized cost functions have also been presented such as Beta divergence [161]. 
Given the mixing power spectrogram of 
.2
Y , two non-negative matrices are produced 
by factorizing the matrix with NMF where all elements must be equal to or greater than 
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respectively. K is the total number of rows and L is the total number of columns in 
matrix Y , respectively. The visual explanation of the factorization is shown in Figure 
3.8. 
The matrix D can be compressed and reduced to its integral components, such that it 
contains a set of basis and H is an activation code matrix where its elements describe the 
amplitude of each basis at each space point. In NMF, the separation of defect and non-
defect regions is directly considered because the characteristic signals from the two 
regions are totally different. In addition, the defect region displays a strong separation 
property. This means that NMF is suitable for extracting these characteristics, and has 
been proven to lead to better results. For the NMF algorithm, the definition of the 
observation matrix 
.2
Y  has a unique decomposition, in that ambiguity is reduced to a 
permutation and scaling of columns in D and rows in H.  
This uniqueness means that the sizing of and distinguishing between different types of 
defects can be improved by introducing sparsity constraints, and the basis D and H can 






Y DH  and other 
different cost functions or prior knowledge (where this can be obtained using 
simulations of different types of defects). The spectral basis for both defect and non-
defect areas are obtained globally through the whole X-band frequency range in order to 
eliminate the interpolation issue of conventional spectral estimation methods such as 
manually selecting specific frequencies to analyse the defect. 
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3.3.2.2 Feature extraction using PCA 
In this thesis, both magnitude M Y Y and phase   
′
     (
    ′ 
    ′ 
) information about 
Y  are used to process and analyse in order to generate images for defect. As the linear 
sweep frequency technique is used during the testing, multiple operational frequencies 
have been applied. In order to enhance the resolution of defect imaging, principal 
component analysis is used. For these PCA results, the whole X-band frequency range 
(8.2 GHz to 12.4 GHz) is used to extract information about defects under thick 
insulation.  
PCA is extensively used in feature extraction to reduce the dimensionality of the 
original data by a linear transformation. Moreover, PCA extracts dominant features 
from a set of multivariate data. The dominant features retain most of the information, 
both in the sense of the maximum variance of the features and in the sense of minimum 
reconstruction error. PCA is used to extract defect information from data on the rough 
insulation layer and the attenuation of insulation layer. The signal obtained contains 
three uncorrelated source signals: one comes from the surface of the insulation layer, 
one from the insulation layer and the third from the metal surface. Because the metal 
completely reflects the microwave signals, the other two signals are weaker than the 
third one. However, the received signal may be covered by the other two even with a 
relative small defect. PCA is used here to extract the defect signals from received 
signals.  
By using PCA, PY  can be processed using the same way, MY  can be transformed into 
uncorrelated sources by means of a whitening matrix based on the eigenvalue 
decomposition (EVD) of the covariance matrix  M ME   T TY Y EDE , where E  is 
eigenvectors obtained from the orthogonal matrix and  1diag , , N D is the 
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eigenvalues for 1 N   . After using PCA to obtain uncorrelated sources, it is also 
possible to reduce the transformed output dimensionality, for example by choosing
, where there exists sN  number of uncorrelated sources with the maximally 
informative subspace of the input data MY . In this thesis, both raw data and PCA results 
are plotted.  
3.4 Chapter Summary  
In this chapter, research methodology with outlined research diagram is proposed, 
which includes: development of HF RFID-based sensing in conjunction with 
microwave NDT. Theoretical concerns and feature extraction for different levels of the 
investigation of data gained from HF RFID and microwave systems are discussed 
according to the challenges of the detection of corrosion and defects under insulation. 
The theoretical background as well as the operation of the proposed systems and 
processing is explained. 
Based on the challenges summarised in Chapter 2, RFID-based sensing and microwave 
NDT are proposed to be investigated. Through the following experimental studies, the 
relationship between extracted features and corrosion and defects under insulation can 
be established. As the complexity of insulation increases, statistical analysis is selected 
for feature extraction. The relevant processing algorithms for analysis are explained, 
which includes PCA and NMF. Primary measurement results with the proposed systems 
are generated for different grades and progression of corrosion over different exposure 





Chapter 4. Corrosion Characterisation with HF RFID sensing and Near-field Microwave 
NDT 
In the previous chapter the theory behind HF RFID-based corrosion sensing and 
microwave NDT have been outlined. This section presents the results of several 
experimental studies investigating the detection capabilities of the RFID-based sensing 
system. High frequency passive RFID tags are attractive in diverse applications where 
good sensor performance is needed and volume is restricted. The first case study 
demonstrates the ability of HF RFID-based sensing systems to differentiate not just 
between corroded and non-corroded steel but also between four different grades of 
corrosion that are of importance to the paint coating industry.  
The second case study is of the progression of corrosion detection using a set of 
naturally corroded S275 mild steel plates. S275 means that the minimum yield strength 
of this steel grade is about 275 N/mm². It is suitable for numerous general engineering 
and structural applications. The capabilities of RFID-based sensing in conjunction with 
microwave NDT to differentiate among corrosion with different exposure times have 
been investigated. In order to investigate the corrosion progression over different 
exposure times on mild steel, several experiments were carried out to determine the 
stage of corrosion reached under laboratory conditions at room temperature. The 
differences between these corrosion stages, with exposure times ranging from non-
corrosion to 10 months, have been examined with the proposed methods and the results 
compared with those of standard laser profilometry and PEC methods. 
4.1 Corrosion Grade Study 
The first experimental study involving the first set of corrosion grade samples was an 
attempt to provide a proof of this concept. To explore the detection capabilities of the 





. These samples represent realistic surface conditions and corrosion 
levels to test whether or not the RFID sensor can differentiate between them. All of the 
samples used in this study are made from structural S275 steel, which is a low-carbon 
mild steel.  
4.1.1 Samples Setup 
The samples are grouped into four sets as shown in Table 4.1. The first set, called the 
corrosion grade samples, are designed to test the capability of the HF RFID-based 
sensing to reliably differentiate between non-corroded and corroded steel. Furthermore, 
these samples allow the system’s ability to differentiate between four qualitative 
corrosion grade conditions, which are of importance to International Paint
®
 and the 
protective coatings industry as a whole, to be tested.  
Table 4.1 List of the samples along with average thickness and surface roughness. 
Specimens Preparation grade Average thickness 
of plate (mm) 
Average surface 
roughness (μm) 
UC1 A / blasted (Sa2.5) 4.077 18.3 
UC2 B / SP11 3.898 16.1 
UC3 C / ST2 4.142 29.1 
UC4 D / unprepared 4.429 56.7 
 
Four 300 mm  100 mm steel plates were prepared. Three (samples UC2 to UC4) of 
these plates were placed inside an environmental test chamber for 1 month to accelerate 
the build-up of corrosion. All of the samples were then surface treated. From Table 4.1, 
the UC1 plate was blasted. An abrasive agent was primarily used to make sure that 
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corrosion and contaminants were free from the surface prior to painting. Therefore, the 
UC1 plate had no corrosion, and the UC2 plate had been power-tooled until metal 
revealed. Hence, some corrosion still remained on the surface.  
As can be seen from Table 4.1, the power-tooled UC2 is the thinnest plate in these four 
samples. And the power tooling also resulted in a smoother surface, as shown by the 
measured average surface roughness from laser profilometry. Next, the UC3 plate had 
been scraped away the loose surface corrosion. No significant visible pitting had been 
left in the rust layer. Finally, no surface preparation was applied to the UC4 sample 
which resulted in a significant rough surface with flaking rust and pitting. Photographs 
of these four samples are shown in Figure 4.1.  
 
Figure 4.1 Photographs of four corrosion grade samples. 
4.1.2 HF RFID-based Sensing System 
The procedure for the determination of the physical characteristics of these corrosion 
samples is as follows. A HF passive RFID tag acts as an exciting coil that contains a 
current and induces an electromagnetic field. The resultant distribution of 
electromagnetic field is modified by this generated magnetic field in conjunction with 
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the surrounding material, which is obtained by a reader coil connected with a vector 
network analyser (VNA). For better comparison, the distance between the tag and 
reader is fixed. 
 
Figure 4.2 Photograph of a sample under testing with the Agilent E5071B VNA. 
The reader coil is a flat spiral coil of a 100 mm diameter loop, 0.71 mm diameter copper 
wire with 13.56 MHz operational frequency. It consists of 3 turns of copper wires. 
Figure 4.2 shows a photograph of a corrosion sample under testing with the Agilent 
E5071B. RFID tags here are passive (Texas Instruments 13.56 MHz tags, as shown in 
Figure 4.3). 
 








The complete measuring system, as shown in Figure 4.2, mainly comprises a tag, a 
coaxial cable, a reader coil and the VNA. With the Agilent E5071B, the frequency 
characteristics of complex impedance parameters can be directly determined. As the HF 
RFID operational frequency is 13.56 MHz, the linear swept frequency range is set from 
10 MHz to 20 MHz with the linear sweep frequency resolution at about 49 kHz. In 
order to compare these impedance features at different corrosion stages, samples are 
placed under the tag whose position is above the centre of the corrosion area. 
The measurement procedure can be described as follows. The VNA generate 
electromagnetic waves and transmit to the coil through coaxial cables. When these 
waves arrive at the tag, it will generate an eddy current with the tag’s coil; the VNA will 
measure the reflected signals which contain information on the electromagnetic 
properties of the environment in contact with the tag. The measurement results represent 
the tag and sample which are treated as a transmission line with an impedance mismatch. 
The measurement data are then extracted from the VNA and processed by custom built 
Matlab program developed for corrosion measurement purposes. This Matlab program 
allows the computation of the real and imaginary parts of the complex impedance as a 
function of frequency. 
Four different types of transponders are used for corrosion testing, three of which 
conform are to ISO 14443 and one to ISO 15693. Both standards operate at the 13.56 
MHz frequency. The major difference between these two types is that ISO 15693 
requires much less power than ISO 14443 to charge its chip. As can be seen from Figure 
4.3, tags 1, 2 and 3 are ISO 14443 and tag 4 is ISO 15693. Another difference is the size 
of the tags, as shown in Table 4.2 which shows their dimensions. These tags are chosen 




Table 4.2 Dimensions of the tags. 
Tag No. Thickness (mm) Diameter/ length (mm) Width (mm) 
Tag 1 3 30.03  
Tag 2 3 50.09  
Tag 3 0.95 85.50 53.88 
Tag 4 0.88 85.52 53.88 
 
The experimental setup is shown in Figure 4.4. Two each of card-type and coil-type 
tags were placed at the centres of steel plates with the reader coil mechanically fixed 
using nylon bolts 20 mm directly above the tag. The tag-reader separation distance and 
alignment were carefully controlled in order to prevent any lift-off effects, as discussed 
previously. Five measurements per sample were taken. 
 
Figure 4.4 Experimental setup for four corrosion samples. 
4.1.3 Results and Discussion 
The average peak-to-peak amplitudes for each sample with four tags are plotted in 
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Figure 4.5. The first thing to note is that all of the samples are distinguishable with very 
small deviations from the mean of peak-to-peak amplitude. The trends seen in the 
results are in accordance with increasing corrosion grades from UC1 to UC4.  
 
 
Tag 1 Tag 2 
  
Tag 3 Tag 4 
Figure 4.5 Average peak-to-peak amplitude for each grade sample with different tags. 
Corrosion in samples UC2, UC3 and UC4 reduce the conductivity σ and magnetic 
permeability μ detected by the tags. With decreasing σ and μ, the tag’s resonant 
frequency moves towards the resonant frequency of free space, resulting in the tag 
absorbing more power from the reader and hence an increase in amplitude. Increasing 
corrosion grade is expected to have an effect similar to decreasing conductivity, since a 
rough surface increases the path length of the eddy current. This can also explain why, 
with different tags, sample UC4 has the largest measured peak-to-peak amplitude. The 
main difference between these tags is the size of the coil, where a large coil diameter 
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will result in averaging of the rough surface and corrosion of the samples. Therefore, the 
peak-to-peak amplitude of smaller tags is higher than those of card-type tags.  
4.2 Steel Corrosion Progression Study 
The second set of samples, the corrosion progression samples, has been created to 
investigate the capabilities of the proposed systems to differentiate between different 
exposure times. These samples are created by exposing steel plates to outdoor 
conditions for different lengths of time, as shown in Figure 4.6. The result is natural 
corrosion, for giving a more realistic experimental scenario.  
 
Figure 4.6 Sample preparation in outdoor environment. 
 




Figure 4.8 Images of corrosion samples after exposure periods of (a) 1 month; (b) 3 
months; (c) 6 months; (d) 10 months. 
 
Figure 4.9 Four experimental systems used to denote corrosion ‘stage’. 
In this study, the capabilities of RFID-based sensing and microwave NDT were 
examined to differentiate between the 4 naturally corroded samples. As illustrated in 
Figures 4.7 and 4.8, these samples were created by exposing a small 30 mm × 30 mm 
section of the plates to the atmosphere for 1, 3, 6 and 10 months. The differences 
between the stages of corrosion should be evaluated in order to understand the 
progression of corrosion, corrosion prevention, condition-based maintenance and life-
time extension. Corrosion in these samples has taken place over a few months of 
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exposure as an indicator. In a scientific investigation, this should be explored in detail 
along with other standard methods. Therefore, to identify the differences between 
corrosion stages, four experiment systems have been adopted to evaluate corrosion 
‘stage’, as shown in Figure 4.9.  
Four different measurements link physical property variations in steel samples to 
evaluate present corrosion in the material: 
 Laser profilometry – corrosion causes a change in the components of steel 
material to iron oxides leading to an increase or decrease in thickness of the 
sample for different exposure times. 
 Pulsed eddy current – as corrosion induced iron oxides consists of both 
reversible and irreversible changes, the oxidation-mechanical effect leads to a 
decrease in conductivity and permeability of the material which indicates the 
corrosion progression of the steel sample. 
 HF RFID sensing – corrosion in the area leading to variations in the physical 
properties of corrosion over time which denote the stages of corrosion. 
 Microwave NDT – permittivity and geometrical discontinuities cause 
concentrations of microwave signals around them which can be measured using 
a waveguide. 
The measurement of corrosion generated by these four phenomena can provide a 
detailed investigation for corrosion and defect characterisation. 
4.2.1 Evaluation of Corrosion Progression using Laser Profilometry 
S275 steel samples with uniform corrosion produced by atmospheric exposure were 
provided by International Paint
®
. Details of these samples used in experimental work 
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are shown in Figure 4.8. This set of samples provides corrosion occurring after different 
exposure times, which are known as corrosion stages. To evaluate the variance in the 
corrosion layer with different exposure time, these samples were then measured during 
this experiment.  
Thickness of these corrosion samples is about 3 mm, with sample a exposed for 1 
month, sample b for 3 months, sample c for 6 months and sample d for 10 months. 
Figure 4.8 shows photographs of typically corroded steel samples, showing that there is 
a slight increase in the thickness of the corroded area. As mentioned in the previous 
section, there are decreases in permittivity, permeability and electrical conductivity due 
to corrosion. Therefore, conductivity, permittivity, permeability, and thickness 
variations have to be taken into account in denoting the stages of corrosion.  
As shown in Figure 4.10, the line scans with laser profilometer for different corrosion 
stages results in variations in corrosion layer thickness. The surface measurements of 
corrosion samples were scanned with a laser profilometer. It is developed by the 
German UBM. The lateral resolution of this machine is approximately 1 μm, which is 
depended on the size of the focused laser beam, and the resolution of Z-axis is about 
0.01 μm. A length of 50 mm line was scanned for each sample. This standard method is 
used for the purpose of characterising the microstructure of the four samples employed 
in this study. The software provided by UBM was used to calculate several parameters.  
As shown in Figure 4.10, a model of different corrosion stages resulting thickness 
variations in the corrosion layer is provided, and the thickness of corrosion layer d can 
be calculated by: 
21 ddd           (4.1) 







Figure 4.10 (a) Model of steel with corrosion layer; (b) line scanning position for 
corrosion measurement. 
It is possible to conduct non-contact and non-destructive measurements of corrosion 
areas with the laser profilometry. The corrosion layer thickness of the different 
corrosion samples a, b, c and d is tested using the laser profilometer. The scanning 
length is 50 mm, which is larger than the corrosion area. Hence, the average height is 
employed to denote the variance of the corrosion layer thickness for each ‘stage’. The 




(a) 1 month 
 




(c) 6 months 
 
(d) 10 months 
Figure 4.11 Surface profile of corrosion samples with different exposure times. 
 
Figure 4.12 Measured corrosion height against exposure times using laser profilometry. 
As shown in Figure 4.12, the average heights of corrosion for 1, 3, 6 and 10 months are 
43.86 μm, 71.72 μm, 79.09 μm and 70.99 μm respectively. From 1 month to 6 months, 





















the height has a positive relationship with exposure time. However, the corrosion height 
after 10 months shows a decrease than compared to 6 months. This is due to the nature 
of corrosion [42].  
As shown in Figure 4.13, after 6 months exposure corrosion is spreading rather than 
increasing in height. In addition, the rust layer of corrosion begins to loosen and flake 
off. It results in the height of the 10 months corrosion sample are lower than those of 3 
and 6 months. Moreover, the corrosion layer begins to lose mass after 6 months. 
 
Figure 4.13 Photographs of corrosion with exposure times of 1, 3, 6 and 10 months. 
 




(b) 3 months 
 
(c) 6 months 
 
(d) 10 months 
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Figure 4.14 Surface profile of corrosion layers with different exposure times. 
Figure 4.14 shows the surface profiles of corrosion on these samples. A roughness value 
can be calculated either on a profile or on a surface. Many different profile parameters 
can be used. Roughness average aR  and root mean square roughness qR  are more 























        (4.3) 
where yi is the vertical distance from the mean line. For better comparison, values of 
aR  and qR  are also calculated for un-corroded steel plate. Figure 4.15 shows the 
surface profile of a non-corrosion area on a steel sample. 
 
Figure 4.15 The surface profile of a non-corrosion area on the steel sample. 
Figure 4.16 shows the variation in roughness average 
aR  and root mean square 
roughness
qR  with exposure time. As exposure time increases from 0 to 10 months, the 
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thickness of the corrosion layer increases monotonously. The 0 month sample is of non-
corroded steel; however, after 6 months, the thickness of the corrosion layer becomes 
stable. 
 
Figure 4.16 Variation in roughness average aR  and root mean square roughness qR  
with exposure time. 
In this subsection, steel samples with naturally uniform corrosion have been measured 
using a laser profilometer. The results of the measurements of corrosion stages show 
that as exposure time extends from 1 month to 6 months, the thickness of the corrosion 
layer increases. From 6 to 10 months, the thickness of the corrosion layer increases 
more slowly, and then even decreases due to the loss of metal.  
However, this work has some limitations, due to the fact that the laser cannot penetrate 
into the corrosion layer. Therefore variation in corrosion depth with exposure time is 
not evaluated in detail. In the following section, variations in the conductivity and 
permeability of the corrosion layer are investigated using a pulsed eddy current (PEC). 



































4.2.2 Evaluation of Corrosion Progression using PEC 
Progression of corrosion over different exposure times is complex. Conductivity and 
permeability in the corrosion region are lower than in pure metal without corrosion 
[162]. In this subsection, variations in conductivity and permeability in the actual 
corrosion layer are investigated using PEC responses as illustrated in Figure 4.17. 
 
Figure 4.17 Pulsed eddy current acquisition scheme. 
The proportions of the constituents of corrosion change over time, and this has a slight 
effect on composition [163]. The volume of corroded metal will decrease because iron 
oxides and hydroxides have a much less density than pure metal.  
BREF is obtained from non-corroded area and is the reference signal; B is the overall 
signal from the corroded region. Quantified differential signal (ΔB) is used to increase 
signal resolution as shown in the following equation: 
       –             (4.4) 
Due to the effect of magnetisation, variation in the maximal value of the magnetic field 
can be significant when measuring ferrous materials. Furthermore, the permeability is 
proportionally scaled to the magnitude of the PEC signal because of the ferromagnetic 
properties of the metal. Therefore, the maximal value of ΔB is used to characterise the 
variation in permeability, which is named Max(ΔB) in this study.  
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The differential normalised signal ΔBnorm is derived by normalising the total signal B 
and reference signal BREF to their maximal value respectively as shown in the following 
equation:  
                  –                    (4.5) 
where B/max(B) represents the normalised total signal and BREF /max(BREF) represents 
the normalised reference signal. PV(ΔBnorm) is the peak value of the differential 
normalised signal.  
Based on previous research in feature extraction and characterisation studies [42], it has 
demonstrated that Max(ΔB) can be used to characterise variance in permeability, the 
variance in conductivity can be characterised by PV(ΔBnorm), and the sensitivity of both 
features exhibits high. In this subsection they are adopted to characterise corrosion 
layer, and monitor variations in the permeability and conductivity of the corrosion layer 
over different exposure times in particular.  
Therefore, a PEC system was used to take measurements of four corrosion samples. 1 
mm was the length of scan step and 30 mm  30 mm was the size of the corrosion 
region on all of the localised corroded steel samples. 16 measurements were 
implemented under the same excitation for each corrosion region over different 
exposure times. The measured value is the average of these measurement results. Fitted 
line and measured values of PV(ΔBnorm) for the steel corrosion samples are shown in 
Figure 4.18. The measured values of different corrosion stages are indicated by the red 
circles.  
The blue solid line is fitted to the measured data for the different stages of corrosion in 
accordance with the following power function:  
nAtC           (4.6) 
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where C represents the PEC feature over exposure time t in months, A represents the 
PEC feature for the first month, and n represents a constant.  
 
Figure 4.18 The fitted line and measured values of PV(ΔBnorm) for different stages of 
corrosion. 
As previous studies have mentioned, the power function is widely adopted to monitor 
the long-term corrosion [164-166]. As shown in Figure 4.18, it is concluded that the 
early stages (less than 1 year) of corrosion can also use the power function to monitor. 
The values of A and n for the fitted line are listed in Table 4.3. If the unit of t is changed 
from months to years, the power function then becomes: 
  nynyn
n
y BtAttAC  1212        (4.7) 
where C represents the PEC feature after t, 
yt  represents the exposure time in years, 
and n is constant. AB
n12  represents the PEC feature of the first year. As shown in 
Table 4.3, the value of B is also listed. The exposure time of corrosion can be predicted 
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from the PEC features by using Equations 4.6 and 4.7. The value of PV(ΔBnorm) for 
corrosion after 12 months exposure is predicted to be 0.0621.  
Table 4.3 Fitted values of A, n and B. 




PV(ΔBnorm) 0.0230 0.3989 0.0621 
Max(ΔB) -0.2879 0.4695 -0.9209 
 
Figure 4.19 The fitted line and measured values of Max(ΔB) for different corrosion 
stages. 
The fitted line and measured values of Max(ΔB) for steel corrosion samples are shown 
in Figure 4.19. The measured values for different corrosion stages are represented by 
the red circles, and the blue solid line is fitted to the data for these corrosion stages 
employing the power function. These fitted values of A, n and B for Max(ΔB) are 
provided in Table 4.3. Except for the fact that the fitted values of A and B are now 
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negative, the fitting line for Max(ΔB) data can also use the power function.  
As illustrated in Figures 4.18 and 4.19, the measured values for the different corrosion 
stages are different. In Figure 4.18, there is a good agreement: PV(ΔBnorm) is 
monotonically increasing over different exposure time t. Increasing PV(ΔBnorm) means 
that the conductivity of the measured region is decreasing with corrosion progression 
[167]. In Figure 4.19, good agreement is also found: Max(ΔB) is decreasing over 
different exposure time t. Decreasing Max(ΔB) means that the permeability of the 
measured region decreases with corrosion progression. Over time, increasing thickness 
of corrosion region leads to the contribution of the PEC responses increasing; it will 
result in decreasing the permeability and conductivity of the corrosion region.  
From these investigations, the progression of corrosion over time can be characterised 
in terms of thickness, conductivity and permeability. Taken together these results 
provide important insight into variations in the properties of the corrosion layer over 
time. These results indicate that there is an association between the properties of 
corrosion and exposure time, and the next section, therefore moves on to HF RFID-
based sensing for monitoring corrosion over time. 
4.2.3 Evaluation of Corrosion Progression using HF RFID 
In this section, HF RFID-based sensing technique is developed. Several features are 
selected to investigate variations in the physical properties of corrosion over time, 
which allows the measurement of corrosion progression. These independent features are 
extracted from the real part and imaginary parts of measured complex impedance of a 
HF passive RFID-based sensor. The detection of corrosion under insulation is affected 
by the lift-off effect which is introduced by insulation layers. The reduction of lift-off 
effects will be studied in Chapter 5. A vector network analyser (VNA) is employed to 
obtain the complex impedance data. A wireless HF RFID sensing system for the 
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evaluation of corrosion is then developed for the monitoring of corrosion under 
insulation. 
As mentioned in Chapter 3, the two parameters Zp and Zpp are chosen for further study. 
By simultaneously measuring these two parameters of the complex impedance from the 
RFID tag, the patterns of corrosion progression at different exposure times have been 
investigated. 
 
Figure 4.20 Schematic for the evaluation of the corrosion detection ability of the RFID 
system. 
For reducing lift-off effects, a test system was assembled as shown in Figure 4.20. The 
distance between the RFID tag and reader coil is set at the same height to avoid the 
effects of lift-off. Corrosion samples with different exposure times from zero to 10 
months are studied, and the reader coil is placed 10 mm above the tag. The RFID tag is 
placed on the centre of the sample, which is the area of corrosion. 
The measurement procedure can be described as follows. VNA generates 
electromagnetic waves and transmit them to the reader coil through a coaxial cable. 
When these waves arrive at the tag, it will generate an eddy current with the tag’s coil. 
Then, the VNA will measure the reflected signals which contain information about the 
electromagnetic properties of the environment in contact with the tag. The tag and 
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samples are treated as a transmission line with an impedance mismatch. The 
measurement data are then extracted from the VNA and processed by a custom-built 
Matlab program developed for corrosion measurement purposes. This Matlab program 
allows the computation of the real and imaginary parts of the complex impedance data 
as a function of frequency. 
For better comparison, the distance between the tag and reader’s coil is fixed at a height 
of around 10 mm. The overall relationships between the complex impedance, frequency 
and exposure time for all specimens are illustrated in Figure 4.21. It can be seen that the 
frequency-dependent complex impedance corresponds to different exposure times. 
Because the effects of capacitance and inductance vary with the frequency of the current 







Figure 4.21 Real (a) and imaginary (b) parts of variations in complex impedance with 
frequency and exposure time. 
Figure 4.21 shows that there is a trend of decreasing impedance with longer exposure 
time. As described in Chapter 3, RFID relies on magnetic fluxes between the coils of 
the reader and tag. In free space, these magnetic fluxes induced by the reader penetrate 
the tag’s coil. When placed on metal, an eddy current is induced on the metal in the 
vicinity of the tag and a demagnetising field caused by this eddy current reduces the 
original magnetic field necessary for the transmission of energy and data. This reduction 
decreases the amount of power absorbed by the tag, and hence the reading distance is 
reduced. Therefore, the lift-off tolerance of RFID sensing is limited. Moreover, 
corrosion sensing relies on these eddy currents. 
As corrosion develops on the metal, the increase in thickness and decreases in magnetic 
permeability and electrical conductivity will lead to increasing the penetrating magnetic 
flux towards the free space value. Therefore, with longer exposure times, the resonant 
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frequency moves towards the 13.56 MHz operational frequency. Exposure time seems 
to be a major factor in determining the complex impedance of these four steel corrosion 
specimens. The results indicate that variations in the physical properties of the corrosion 
layer over different exposure times can be detected by this proposed HF RFID-based 
sensing system. The dynamic multivariable responses Zp and Zpp for corrosion 
progression over time are plotted in Figures 4.22 and 4.23. 
 
Figure 4.22 Corrosion progression over time monitored with the RFID tag. 
The magnitude of resonant impedance Zp decreases with exposure time and the same is 
true for Zpp. The responses Zp and Zpp for different corrosion stages are generated 
against exposure time in Figures 4.22 and 4.23. The magnitude Zp shows the biggest 
variation between non-corrosion and after corrosion 1 month. From 1 to 6 months, the 
magnitude of Zp decreases monotonically from non-corrosion to 6-month corrosion. For 
the 10 months sample, the impedance is slightly smaller than that of 6 months. The 
peak-to-peak magnitude of the imaginary part Zpp changes rapidly from non-corrosion 
to 6-month corrosion. Together these results provide the important insight that corrosion 
progression is not linear with respect to exposure time. 
As both the real and imaginary parts of impedance change monotonically over the entire 
















range, there is a tendency for impedance to show its greatest change in the region of 1-6 
months exposure. However, these parameters for the 10 months sample do not change 
monotonically, as expected. This is due to the nature of each corrosion stage. As can be 
seen in Figure 4.13, the corrosion area begins to spread out after 6 months exposure. In 
addition, the rust of corrosion layer becomes loose and easy to flake off. After 6 
months, the loss of mass begins to occur, which results in the thickness of the metal 
decreasing. So both the real and imaginary parts of impedance responses after 10 
months exposure are not monotonically changing.  
 
Figure 4.23 Corrosion progression monitoring with the RFID tag: peak-to-peak 
magnitudes of the imaginary part Zpp. 
These results from HF RFID-based sensing are in line with those of the previously 
mentioned NDE methods such as the pulsed eddy current and laser profilometry, as 
shown in Table 4.4. The correlation coefficient of surface roughness and impedance 
from the HF RFID results is 81.67% ± 2.1%. Moreover, the correlation coefficient of 
conductivity and impedance from RFID-based sensing is 94.70% ± 1.5%, while the 
correlation coefficient of permeability and impedance from RFID-based sensing is 
90.39% ± 1.6%. These results suggest that HF RFID-based sensing is more sensitive to 

















variations in conductivity and permeability than to the thickness of the corrosion layer. 
In the following section, the variation of permittivity over corrosion progression is 
evaluated with microwave NDT. 
Table 4.4 Measured values for various corrosion specimens. 
Exposure time 
Parameters 
0 month 1 month 3 months 6 months 10 months 
Surface 
Roughness (μm) 
14.21 17.44 19.22 26.49 28.55 
Conductivity 
PV(ΔBnorm) (a.u.) 
0 0.025 0.034 0.052 0.056 
Permeability 
Max(ΔB) (a.u.) 
0 -0.325 -0.422 -0.713 -0.85 
 
4.2.4 Evaluation of Corrosion Progression using Near-field Microwave NDT 
The ability of HF RFID-based sensing to evaluate corrosion has now been 
demonstrated. In this section, the permittivity of the corrosion layer over time is 
investigated using microwave NDT. The experimental setup is shown in Figure 4.24. 
An open-ended rectangular waveguide is mounted with an X-Y scanner. The probe is a 
standard WR-42 waveguide with the aperture dimensions of 10.668 mm  4.318 mm. 
The sample under test is placed under the waveguide at a certain distance. This lift-off is 
set at 1.5 mm.  
A vector network analyser (Agilent PNA E8363B) is employed here to provide the 
microwave signal source and to obtain frequency spectrum information from the 
reflected signal. The waveguide is connected to the vector network analyser through a 
coaxial cable. A control PC is used to control and acquire the measurement data from 
the vector network analyser through an IEEE-488 general purpose interface bus (GPIB).  
The X-Y scanner is controlled by a controller connected to the parallel port of the 
control PC. A Matlab program is designed and used to control the vector network 
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analyser and X-Y scanner. 
 
Figure 4.24 Experiment setup of open-ended waveguide-based microwave NDT. 
During measurement, the frequency range is set from 18 GHz to 26.5 GHz. A linear 
sweep is applied over this frequency range with a frequency resolution of about 0.04 
GHz with 201 linear swept points. The reflected frequency spectrum is obtained by 
using the linear sweep frequency technology with the vector network analyser.  
To reduce the influence of long leads, Agilent E-Cal unit is used before measurement to 
calibrate the waveguide system. The standards of accurate factory calibrations are 
transferred from E-Cal modules to the network analyser. A precision calibration 
technique is used by Agilent to characterise these standards which have similar accuracy 
to TRL (Thru, Reflect, Line) calibration. The TRL is preferred by the NIST (National 
Institute of Standards and Technology). E-Cal uses the data from each calibration 
module’s unique calibration to calculate the error terms for the network analyser. 
Each stage of corrosion represents the progress of the chemical reaction according to 






which a metal deteriorates in a specific environment over time. Its characteristics 
include the properties of the corrosion layer and variations in its thickness. The use of 
microwave NDT utilizing an open-ended rectangular waveguide has been adopted to 
measure minute thickness variations in laminate structures, it has presented a great 
potential, especially backing with a conducting plate [168].  
Corrosion in steel is a general term for the production of a series of iron oxides 
(haematite α-Fe2O3, magnetite Fe3O4 and maghemite -Fe2O3), and hydroxides (ferrous 
hydroxide Fe(OH)2, ferric hydroxide Fe(OH)3, goethite α-FeOOH). These iron oxides 
and iron hydroxides have different permittivity properties. The relative permittivity of 
material can be defined as: 
        
′       
′′          (4.8) 
where    
′    represents the stored energy within the material, and   
′′    describes 
the loss of energy in the material. For example, values of measured average permittivity 
for various types and levels of corrosion are given by Qaddoumi [168, 169].  
Table 4.5 Measured average values of permittivity for various types of corrosion. 
Specimen    
′
       
′′
    
Black rust 12.58 2.36 
Hydrated black rust 11.28 2.05 
Red rust 8.42 1.03 
Salt rust 5.33 0.53 




As can be seen in Table 4.5, the average measured values of permittivity for various 
types of corrosion have been determined. With further reaction between iron and 
oxygen, there is an increase in the permittivity of the corrosion layer. For different 
corrosion stages, the constituents of the corrosion layer vary over time. Slight variations 
in the dielectric properties of the materials of the corrosion layer can easily be detected 
using microwave NDT employing a group of optimal parameters which includes the 
minimum lift-off and a higher operational frequency. 
 
Figure 4.25 Image of steel specimen using microwave NDT after 10 months of 
corrosion. 
Figure 4.25 shows experimentally obtained images of the steel specimen after 10 
months corrosion using the magnitude of the reflection coefficient. The intensity (as 
shown in the colour bar) in the image is proportional to the measured magnitude as a 
function of scanning position. The corroded area is visible in the centre of the image (as 
highlighted by dot line). In order to better identify the progression of corrosion over 



























variations in permittivity can be characterised. In this section, these measured values are 
used for characterising steel corrosion, in particular to evaluate corrosion over exposure 
time.  
 
Figure 4.26 The measured values of magnitude for different corrosion stages. 
As illustrated in Figure 4.26, the measured values for different corrosion stages increase 
monotonically with time. There is a good agreement with the results for the permittivity 
of the corrosion layer: magnitude shows a monotonic relationship with exposure time t. 
The increase in intensity of magnitude means that the average dielectric property of 
permittivity of the detected area increases. The correlation coefficient of magnitude and 
permittivity is 92.56% ± 2%. In summary, these results suggest that there is an 
association between permittivity and corrosion progression over time.  
4.3 Chapter Summary  
In this chapter, an approach adopting commercially available passive 13.56 MHz RFID 
tags for corrosion detection and corrosion stage classification has been investigated. The 
HF RFID can be used with peak-to-peak amplitude for general corrosion grade 
detection in mild steel. Several types of tags have been employed during case studies. 
























The amplitude responses are shown to be in line with corrosion grade conditions 
regardless of what shape of tag is used. The measurement results support the idea that 
HF RFID system can be used for classifying general corrosion grade. 
Laser profilometry and PEC have been employed to study the corrosion progression 
over time to determine variations in the physical properties of the corrosion layer over 
time. The laser profilometry is sensitive to variations in corrosion thickness, while the 
PEC is sensitive to variations in conductivity and permeability of the corrosion layer. 
During case studies, changes in thickness, conductivity and permeability of the 
corrosion layer have been investigated for different stages of corrosion. Complex 
impedance is measured in mild steel samples by RFID-based sensing. RFID tag, reader 
and VNA are employed to study for corrosion progression over time. Employing the 
complex impedance feature, HF RFID can be used to evaluate the corrosion stages of 
steel samples. Moreover, the measured HF RFID results have correlation coefficients of 
over 90% with variations in conductivity and permeability of the corrosion layer.  
Nevertheless, HF RFID is limited in terms of the sensing area and lift-off effects. 
Microwave NDT has been applied to determine the corrosion stage from larger areas 
under thick insulation. The microwave results give a correlation coefficient of 92.56% ± 
2% with permittivity. From the case study, it has also been found that measurements of 
thickness, conductivity, permeability and permittivity can be adopted to identify the 
stages of corrosion over different exposure times. 
Corrosion progression characterisation based on robust feature optimisation has been 
presented, and these results show that: 
 The thickness, permeability and conductivity of the corrosion layer for the early 




 Measurement of complex impedance by HF RFID based sensing can be used to 
detect corrosion at different stages. 
 The reflection coefficient of the microwave signal can be used to detect the 
corrosion progression.  
 Based on the variations found in thickness, conductivity, permeability and 
permittivity of the corrosion layer over time, the stage of steel corrosion can be 
identified.  
One limitation of this study is that variations in lift-off are controlled. The following 
chapter presents further investigation to reduce the lift-off effects using RFID-based 




Chapter 5. Reductions of Lift-off Effects using PCA and NMF 
In the previous chapter, the potential of an RFID and microwave system for corrosion 
detection has been experimentally demonstrated. However, in order to achieve this, a 
specific lift-off must be maintained for all measurements in real-world application. The 
applicability of these methods is limited since lift-off cannot always be kept constant in 
practical application. Changes in the RFID tag due to corrosion can be completely 
masked by even small changes in lift-off. Therefore, reducing the effect of lift-off is 
vital to the wider acceptance of the proposed systems.  
In this chapter the RFID system is used with the principal component analysis to extract 
a custom feature which can compensate for the lift-off effect, allowing corrosion to be 
detected independently of reader coil position. To evaluate the proposed technique, 
different values of lift-off at different stages of corrosion are investigated. Secondly, 
microwave NDT using NMF based on a spatial-frequency feature extraction algorithm 
is employed for defect detection at large values of lift-off. This algorithm has the unique 
property of scale-invariance, which enables the extraction of spatial-frequency features 
that are characterized by large dynamic ranges of energy. To evaluate the proposed 
technique, four types of defects at different depths from 2 mm to 8 mm in an aluminium 
plate and one small defect of 0.45 mm in width and at 0.43 mm depth on a steel sample 
are examined.  
5.1 Reduction of Lift-off Effects with PCA 
As mentioned in the previous chapter, different values of lift-off lead to changes in 
mutual inductance coupling M. As a result, the measured impedance spectra ZM(f) will 
change. This will cause false alarms, as this change is caused by lift-off rather than 
corrosion. To reduce the influence of lift-off, the proposed RFID-based corrosion 
sensing needs lift-off independent features in order to correctly evaluate stages of 
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corrosion. This investigation demonstrates how to reduce the lift-off effects with PCA. 
PCA is adopted here to obtain the maximum variability within the measured data. PCA 
is one of multivariate data analysis tools which transforms waveform data into 
uncorrelated eigenvector components corresponding to maximum variability while 
eliminating collinearity within the data [155]. The use of PCA reduces the number of 
variables considerably while still retaining much of the information in the original 
dataset. The measured dataset is projected onto a subspace to lower its dimensionality. 
The explanation of the variance within the measured data can be achieved by PCA 
because the original variables of the data matrix are summed and weighted without 
significant loss of information. Thus, principal components (PCs) are generated and the 
original variables are weighted and summed. After PCA, the result data matrix is 
projecting into orthonormal sub-spaces and expressed in the PCs. Before PCA, the 
complex impedance data are combined into the matrix I which contains the frequency 
















         (5.1) 
Therefore, it is appropriate to extract the most dominant changes within the 
measurement data using PCA and then to determine to which features these changes 
correspond.  
Linear combinations of orthogonal vectors are expressed by the output data matrix 
which is along the directions of the PCs. The biggest variation in the waveforms is 
accounted by the first principal component (PC1). The subsequent components 
correspond to the remaining variability. The second principal component (PC2) has lift-
off independence, and linear combinations of these optimally-weighted summed 
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variables are expressed by PC1 and PC2. They are optimal in the sense that the maximal 
amount of variations in the data is accounted by these components. Therefore, PCA can 
be applied to reduce the influence of lift-off effect. 
5.1.1 Feature Extraction with PCA 
As previously described in Section 3.3.1, two features are obtained for the study of lift-
off independence. The purpose of this study is to understand these two features from the 
PCA results and to apply them to reduce the lift-off effects. 
Figures 5.1 and 5.2 compare the studied lift-off conditions which include 5 mm step 
changes in the Z-direction (at 5 mm, 10 mm, 15 mm, 20 mm and 25 mm). Steel samples 
with the same corrosion stage after 6 months are used for each value of lift-off. The 
measured parameters are amplitudes of real Zre(f) and imaginary Zim(f) parts of the 
complex impedance spectra ZM(f). These can be obtained by extracting the impedance 
of the respective frequency with the linear sweep frequency technology. 
 
Figure 5.1 Real part of complex impedance variations against frequency at different 
values of lift-off. 












































Figure 5.2 Imaginary part of complex impedance variations against frequency at 
different values of lift-off. 
The results obtained from the preliminary analysis of the measured impedance at 
different values of lift-off are summarised in Figures 5.1 and 5.2. As can be seen, with 
different values of lift-off, the positions of both amplitude and resonant frequency are 
changed. It is difficult to provide an individual parameter with lift-off independence for 
corrosion stage evaluation.  
With linear sweep frequency, the imaginary part of impedance exhibits phase shift. 
Therefore, only measured real part of impedance is then processed by PCA to separate 
corrosion information from the lift-off effect. Figure 5.3 shows the use of the projection 
of averaged PC1 for lift-off with the real part of the complex impedance. For better 
comparison, plots of PCs are averaged over all the measurements per sample. The PC1 
projection decreases with increasing lift-off. Comparing these results, the projection of 
real part of complex impedance has a monotonic relationship with lift-off.  














































Figure 5.3 Averaged PC1 for 6 months corrosion sample at different values of lift-off. 
 
Figure 5.4 Averaged PC2 for 6 months corrosion samples at different values of lift-off. 
Figure 5.4 shows the PC2 projection for corrosion detection at different values of lift-
off from 5 mm to 25 mm. These projections are independent of different values of lift-
off. All five measurements for the 6 months sample are approximately the same and can 
be clearly distinguished from lift-off effects. From these results, the real part of the 
impedance data is suitable for reducing the influence of lift-off.  






























5.1.2 Experimental Study  
In this study, different lift-off conditions in the Z-direction with different corrosion 
stages have been investigated. Different stages of corrosion samples are measured at 
different values of lift-off. The results obtained from the preliminary analysis of the 
measured impedance at different values of lift-off are summarised with different lift-off, 
the positions of both amplitude and resonant frequency are changed. It is hard to 
determine an individual parameter with lift-off independence for the purposes of 
corrosion stage evaluation.  
The measured real part of complex impedance data is then processed by PCA to 
separate corrosion stage information from the effect of lift-off. Figure 5.5 shows the use 
of PC2 projection for lift-off independence with the real part of the complex impedance 
data. The PC2 projection decreases with increases in exposure time. The corrosion stage 
can be distinguished at different values of lift-off.  
 
Figure 5.5 Averaged PC2 projection for corrosion samples with different exposure 
times. 


















Due to the nature of corrosion, the relationship between the variation in the physical 
properties of the corrosion layer and exposure time is not always monotonic. Comparing 
6 months with 10 months, the results from these values of PC2 projection show that the 
difference between them is relatively small, which is in line with the results in the 
previous section. PC2 has an almost monotonic relation with corrosion stage. 
Furthermore, the correlation coefficient of impedance and PC2 features is over 90%. 
These preliminary results show that the analysis of impedance in combination with PCA 
is effective in differentiating corrosion stage information from lift-off effects. From 20 
mm to 25 mm lift-off, there is no monotonic relationship with PC2 due to the nature of 
corrosion progression.  
HF RFID-based corrosion sensing is limited by sensing area and the lift-off effect. 
Therefore, microwave NDT is required for the inspection of a large area under thick 
insulation. In the following section, the lift-off effect is studied using microwave NDT 
in experimental investigations. 
5.2 Characterisations of Lift-off Effects using NMF 
For inspection under thick insulation, the use of microwave NDT is proposed. 
Inspection with microwave NDT can either be contact, as in previously mentioned 
work, or non-contact. There is a small air gap of around 1mm between the surface of 
sample and the probe, which is termed lift-off [170-172]. In a real application, it is 
difficult to achieve this due to rough surface and the complex geometrical shape of the 
surface and probe. Moreover, many applications require non-contact inspection as this 
protects both the probe and the surface of the sample and allows a smooth movement of 
the waveguide probe over the surface of the sample. Lift-off has a strong influence on 
the acquisition of signals during measurement. Thus, it is necessary to investigate the 
influence of lift-off at larger distances beyond 1mm. This section aims to analyse the 
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impact of lift-off on the estimation of defect geometry and location. The lift-off effect 
considered here is the variation in distance between the waveguide probe and the 
surface of the sample.  
One main advantage of microwave NDT is that the microwave can penetrate the 
dielectric layer suffering very little loss. This section presents an experimental study 
using an open-ended waveguide operating in the X-band at 8.2 GHz to 12.4 GHz for 
corrosion detection at different values of lift-off from 1.5 mm to 11.5 mm. The reflected 
signals from the sample under test are acquired by a vector network analyser (Agilent 
PNA E8363B). This equipment produces a frequency spectrum of the received signals 
which is utilized for defect detection and influence analysis of lift-off. As the frequency 
spectrum of the received signals differs between defect and non-defect area, the 
nonnegative matrix factorization (NMF) is used to extract the unique characteristics of 
the spectra. 
The theory of an open-ended rectangular waveguide probe has been described by Huber 
[173]. Waveguides utilized for different frequencies are usually allowed propagating 
only the dominant mode. The dominant TE10 (transverse electrical) mode is propagating 
in the aperture of the rectangular waveguide.  
Microwave NDT is dependent upon surface current distribution for detecting defects on 
metal surfaces. The waveguide generates an incident wave which will cause an induced 
surface current. When defect is present, it will cause a perturbation in the induced 
surface current density. The defect can be considered as a polarization filter which 
scatters maximally when the incident electric field is perpendicular to its longest 
dimension as the defect converts part of the incident wave into an orthogonally 
polarized wave. 
Therefore, surface currents are disrupted and higher order modes are generated when 
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the probe encounters a defect [154]. During measurement, the length of the defect is 
parallel to the longest dimension of the waveguide, and is orthogonal to the electric 
field. The magnitude of the reflected signal exhibits a conspicuous shift in the location 
when the defect is encountered with the waveguide aperture comparing with when the 
non-defect is inside the aperture. The variation in the reflected signal is then monitored 
and analysed in the frequency spectrum. 
5.2.1 Mixing Spatial-frequency Spectrum Model 
The X-Y scanner moves the open-ended waveguide probe in a raster-like motion over 
the sample, acquiring data from the surface. This can then be visualized as an image, as 
shown in Figure 5.6. 
 
Figure 5.6 Microwave NDT&E C-scan progress.  
Figure 3.7 shows that this dataset can be considered as the tensor representation of 
mixing spatial-frequency spectrum observation Y (reflected signal), which is a 
combination of defect and non-defect spatial-frequency spectrum sources. 
In Y , the frequencies are given by 1,2, ,f F , where F represents total frequency units. 
The tensor observation can be expanded in matrix format as 
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 vec( (1)),vec( (2)), ,vec( ( ))F 
T
Y Y Y Y , where ( )fY  denotes the spatial-frequency spectrum 
matrix with dimensions       of the f
th 
slice of Y , and for which a visual 
explanation is given as follows. Subsequently, the mixing spatial-frequency spectrum 
observation at each spatial-frequency point becomes: 
1




Y f s X f s

          (5.2) 
where ( , )Y f s  is the mixing spatial-frequency spectrum components, Ns is the number of 
sources and ( , )iX f s  denotes the defect or non-defect spatial-frequency spectrum 
component which can be obtained from the vector network analyser. Here, the space 
slots are given by 1,2, ,s S  and x yS N N  . Note that in Eq. 5.2, each component is a 
function of s and f . The power spatial-frequency spectrum (PSS) is defined as the 
squared magnitude of Eq. 5.2: 
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where , ( , )i j f s  measures the projection of ( , )iX f s  onto ( , )jX f s . As the non-defect 
spectrum does not overlap with defect spectrum, and therefore, ,
( , ) 90i j f s  . The term 
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′     ||  
′     |              can be considered as residual noise. Thus, a matrix 
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X  are two-dimensional matrices with 
row and column vectors representing the space slots and frequencies or frequency bins 
 114 
 
respectively. These denote the power spatial-frequency representation of Eq. 5.2. The 
superscript “ .” is an element-wise operation. Eq. 5.3 is a synthesis equation since it 
describes how 
.2




5.2.2 Experimental Setup 
The experimental setup is shown in Figure 5.7. An X-band open-ended rectangular 
waveguide is mounted on an X-Y scanner to scan the surface of the sample. The probe 
is a standard WR-90 waveguide with aperture dimensions of 22.86 mm   10.16 mm (
a b ) and flange dimensions of 42.2 mm   42.2 mm. The waveguide is placed over 
the sample at a specified lift-off. A vector network analyser (Agilent PNA E8363B) is 
utilized to provide the excitation signal and to obtain frequency spectrum information 
from the reflected signal. A PC is used to control and acquire measurement data from 
the vector network analyser through an IEEE-488 GPIB (General Purpose Interface 
Bus). The X-Y scanner controller is connected to the parallel port of the control PC. A 
Matlab program is utilized to control the vector network analyser and X-Y scanner. 
During measurement, the frequency range is set from 8.2 GHz to 12.4 GHz.  
 
Figure 5.7 Open-ended waveguide system experimental setup. 
The reflected X-band spectrum is obtained by using the linear sweep frequency 
technology with frequency resolution of about 0.02 GHz with 201 linear sweep points, 
Open-end 
waveguide X-Y Scanner 
Sample under Testing 
Vector Network Analyser 
PC Controller 
GPIB 
X-Y scanner Controller 
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along with the vector network analyser which measures the reflection coefficient for 
each operational frequency over the entire X-band frequency range. An aluminium 
sample of width 50 mm, length 300 mm, and thickness 10 mm with four man-made 
defects of width 4 mm, length 50 mm, and at depths of 2 mm, 4 mm, 6 mm and 8 mm 
and a conductivity of          S/m has been tested, with values of lift-off ranging 
from 1.5 mm to 11.5 mm.  
 
Figure 5.8 Schematic of the aluminium sample and probe scanning direction. 
 
Figure 5.8 shows a schematic diagram of an open-ended waveguide probe scanning 
over the aluminium sample, where a is the broad dimension of the open-ended 
rectangular waveguide aperture, b is the narrow dimension of the open-ended 
rectangular waveguide aperture, W is the defect width, and L is the defect length. 
A steel sample with a defect of 0.45 mm width and 0.43 mm in depth and conductivity 
           S/m is also tested. The measurement conditions are listed in Table 5.1. 
Table 5.1 Testing setup parameters for microwave NDT. 
Parameter Condition 
Operational frequency range 8.2 GHz - 12.4 GHz 
Number of swept points  201 
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Waveguide x-y dimensions (a × b) 22.86 mm × 10.16 mm 
Scanning length for aluminium sample 
(Lx) 
260 mm 
Defect length L and width W on 
aluminium sample 
50 mm × 4 mm 
Defect depths D 2 mm, 4 mm, 6 mm, 8 mm 
Lift-off 1.5 mm, 3.5 mm, 5.5 mm, 7.5 
mm, 9.5 mm, 11.5 mm 
Scanning length for steel sample (Lx) 50 mm 
Scanning step for line scan (∆x) 1 mm 
Defect length L, width W and depth D on 
steel sample 
40 mm × 0.45 mm × 0.43 mm 
Scanning length for steel sample (Lx) 50 mm 
 
5.2.3 Results and Discussion 
As seen from Figure 5.9, both spatial-frequency spectra show several abnormal signs 
due to the differences between defect and non-defect areas. However, this figure does 
not provide specific information. 
By applying the NMF algorithm, it is possible to find specific information. Figures 5.10 
and 5.11 show examples of the factorization results of two measurement approaches: 
the scans of an aluminium sample at 11.5 mm and 1.5 mm lift-off. Four defects can be 
observed in these figures. The NMF has successfully estimated the activation locations 




Figure 5.9 The power spatial-frequency of an aluminium sample under test at 11.5 mm 
lift-off (left); and at 1.5 mm lift-off (right). 
 
Figure 5.10 NMF estimation results of an aluminium sample at 11.5 mm lift-off: (A) the 
spectral basis of the non-defect area; (B) the spectral basis of the defect area; (C) the 
activation location of the non-defect area; (D) the activation location of the defect area. 
NMF factorizes the observation matrix into the product of the basis matrix and 
activation matrix, where the observation matrix is obtained by scanning the whole 
aluminium sample which consists of both defect and non-defect areas. Figures 5.10 and 
5.11 show the factorization results, which are subsequently used to characterise the 
spectral basis for the defect and non-defect areas, and the activation matrix is used to 
estimate the defect’s location, width and depth. A linear frequency sweep is used to 


























































































































acquire enough scattering information from sample at different viewing and 
illumination angles for higher resolution and wider viewing angle of the microwave 
images.  
 
Figure 5.11 NMF estimation results for an aluminium sample at 1.5 mm lift-off: (A) the 
spectral basis of the non-defect area; (B) the spectral basis of the defect area; (C) the 
activation location of the non-defect area; (D) the activation location of the defect area. 
Figures 5.10 (C) and 5.11 (C) are factorized activation matrices of the non-defect 
spectral basis. As can be seen from Figure 5.10 (C), when activation peaks are reduced 
in magnitude, the non-defect spectral basis at that spatial position, which actually refers 
to the defect’s position, becomes inactive. This is because the characteristics of 
frequency spectra differ between the non-defect area and the defect area. In other words, 
the activation peaks should increase in magnitude at the same position in Figure 5.10 
(D) for defect areas. The same phenomenon is also seen in Figure 5.11 (D) for 1.5 mm 
lift-off. 























































































defect depth according to attenuation [174]. For the 2 mm to 6 mm defects, the depth 
information can be predicted with the proposed method. For the defect 8 mm deep, it is 
still detectable; however, the peak of the trend for this depth is shorter than that of the 
defect with 6 mm depth.  
In order to validate this conclusion, CST Microwave Studio 2012 software is employed 
to simulate the changes in reflection coefficient from 2 mm to 12 mm deep defects on 
an aluminium sample. Open (add space) boundary conditions with a hexahedral mesh 
are used in the simulation. All initial parameter settings in the software are the same as 
in the real experiments with 1.5mm lift-off. Figure 5.12 shows the simulation results for 
the reflection amplitude with 2 mm, 4 mm, 6 mm, 8 mm, 10 mm and 12 mm deep 
defects respectively. These results confirm the finding that attenuation increases with 
defect depth rising from 2 mm to 6 mm. 
 
Figure 5.12 Simulated results for different defect depths with 1.5 mm lift-off. 
At defect depths greater than 6mm, the outflow of the microwave signal from the 
waveguide to the base of the defect increases with depth. The proposed algorithm has 
correctly predicted the trend of the attenuation. For the 8 mm depth defect, the 
amplitude is not the lowest, as expected. Therefore, the tendency for the 8 mm depth 
defect has not been correctly predicted. When the defect is near to the waveguide 
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aperture, the defect causes both the electric (E) and magnetic (H) fields to bend around 
it. For the 8 mm depth trend, higher attenuation with multiple reflections and the 
intensity of the bent E-field and H-Field of 8 mm depth is less than that of the 6 mm 
defect. Thus, the reflected signal from 8 mm defect is also less than that of the 6 mm 
defect. This has been confirmed and clearly indicated by the proposed algorithm. With 
depth increase from 8 mm to 12 mm, reflection coefficient is decreasing due to multiple 
reflections.  
A vector network analyser is used to measure the total electric field to detect defect 
from the waveguide probe, as the probe scanning over the metal. When there is no 
defect, the reflected frequency spectrum signal remains at a constant level. When a 
defect is exposed to the probe, a non-constant reflection coefficient is detected for a 
distance W’ = b + W, as the red dashed line shown in Figure 5.13, where b is the narrow 
dimension of the waveguide aperture, and W is defect width.  
During the line-scan measurement, the scanning direction of the waveguide probe is 
normal to the edge of the defect. Hence, the estimated width is W = W’ – b (which is 
10.16 mm for the X-band waveguide). At 1.5 mm lift-off, the obtained distance W’ is 
around 14.91 mm. The absolute value of the estimated width is W = W’ – b = 14.91 –
10.16 = 4.75 mm (compared to the actual value of 4 mm). 
It can be observed from Figure 5.13 that the level of accuracy and sensitivity decreases 
as the estimated defect width increases with increasing lift-off. The defect is still 
detectable at larger lift-off, although some width information is lost. This is because the 
lift-off effect is more significant than changing the operational frequency, where 
radiation through the air-gap widens the characteristic signal. 
The correlation between the errors in defect width estimation and lift-off was studied 
and modelled using a 4
th
 degree curve fitting function to reduce the error in defect width 
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estimation. These results are presented in Figure 5.14, and correlations of error are 
provided between these six estimated width errors and the lift-off.  
 
Figure 5.13 Comparison of estimated widths with different lift-off. 
When the lift-off is  7.5 mm, the estimated error is approximately linearly correlated 
with lift-off. When the lift-off is >7.5 mm, the estimated error maintains a relatively 
constant value even when the lift-off increases. Given this relationship, the error 
between the estimated width and the actual width can be reduced by using ̅     , 
where e is an error term introduced by the lift-off, as shown by the yellow line in Figure 
5.14. Thus, the error term e can be estimated. For example, the actual error is 6.75 mm 
when lift-off is 5.5 mm, and the estimated e = 7.6 mm using the curve fit function, and 
thus the difference is approximately 10%. Therefore, the lift-off is an important factor 
which will significantly influence the accuracy of width estimation. 





































Figure 5.14 Correlation between lift-off and error of defect width estimation. 
5.3 Small and Natural Defects Study 
This section describes the experiment conducted on the detection of one small defect of 
0.45mm in width and 0.43mm in depth, as shown in Figure 5.15.  
 
Figure 5.15 One small defect under measurement.  
Figure 5.16 presents simulation results using CST software, and the magnitude of 
reflected coefficients for both non-defect and defect situations. The magnitude results 
for non-defect and defect areas are very similar. This is because defect is too small, with 
dimensions of 0.45 mm in width and 0.43 mm in depth, already touching the boundary 
of the X-band waveguide detection range. It was decided to use the standard method 
where one frequency is manually selected, whose magnitude attenuation decreases the 
least, and this is compared with that of the proposed method. The scanned results of the 
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real sample are first plotted. 
 
Figure 5.16 Simulated magnitude results of reflected coefficients of defect and non-
defect situations across the whole frequency bands. 
 
Figure 5.17 The measured power spatial-frequency of a small defect with 1.5 mm lift-
off across all frequency bands. 
In Figure 5.17, there is no significant difference between the defect and non-defect 
areas, where the former is highlighted by the red dotted line. The standard method is 
followed to choose 12.1 GHz [173]. Figure 5.18 shows the real experimental detection 
results selecting the frequency spectrum according to the above simulation results for 
























Figure 5.18 Comparison of detection results from the selected frequency method and 
NMF when measuring a sample with one small defect. 
Figure 5.18 shows the defect detection results gained by manually selecting the original 
single frequency reflection signal based on the simulation results, and those using the 
proposed method. There is a significant difference between them. As can be seen, by 
manually selecting the spectrum, it is not feasible to find the abnormal pattern and 
hence the defect’s location is not detectable. On the other hand, because of the unique 
property of scale-invariance whereby low energy components of the power spatial-
frequency spectrum bear the same relative importance as high energy ones, the 
proposed algorithm is able to detect the abnormal pattern of a small defect, which is 
marked in red in the figure. 
In addition, these results clearly show that, when the size of a defect exceeds the 
waveguide aperture, the reflected signal only registers very tiny variations. The noise-
like feature associated with the signal may cover these tiny variations due to the 
attenuation of the long coaxial cable and the internal noise of the PNA.  
As the defect begins to appear within the waveguide aperture, the amplitude experiences 
a rapid change in magnitude in the reflection coefficient. The same phenomenon occurs 
when the defect leaves the waveguide aperture. The resolution of the waveguide system 
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can be derived as   
 
   
  [175], where Dx,y denotes the length of the aperture in the 
corresponding direction,   is the wavelength, and L is the distance between the object 
and aperture (lift-off).  
 
Figure 5.19 Schematic of non-flat steel sample with two natural defects.  
For the X-band, 1.58 mm is the minimum size of the defect which can be detected by 
using this waveguide with 12.4 GHz at 1.5 mm lift-off. As can be seen in Figure 5.19, 
one steel non-flat sample with two deep defects from corrosion is used to test the 
proposed method. 
As shown in Figure 5.20 (D), the areas shown in dark colour of the two deep cracks 
have been clearly detected. The area shown in red around two defects is still a defect 
because it corresponds to natural defects; in addition, there is corrosion, small defects, 
and roughness introduced by the non-flat surface.  
Because this sample is non-flat, it is not feasible to carry out the simulation described 
above; therefore, four frequency spectrums are manually chosen, using the maximal 
frequency minus the minimum frequency and dividing by four to choose (12.4 ˗ 8.2)/4 = 
1.05 GHz as the specific frequencies for comparison. These are 9 GHz, 10.1 GHz, 11.2 







Figure 5.20 Measurement results for natural defects: (A) the spectral basis of the non-
defect area; (B) the spectral basis of the defect area; (C) activation basis corresponding 
to the non-defect area; (D) activation basis corresponding to the defect area. 
The results are shown in Figure 5.21. For the manual selection results, it is difficult to 
choose one result which can fully determine the crack position. In addition, corrosion as 
well as small defect areas is undetected. However, by using the proposed method, both 































































































Figure 5.21 Measurement results using the selected frequency point for natural defects: 
(A) power spatial-frequency spectrum of 9 GHz; (B) power spatial-frequency spectrum 
of 10.1 GHz; (C) power spatial-frequency spectrum of 11.2 GHz; (D) power spatial-
frequency spectrum of 12.2 GHz. 
5.4 Chapter Summary  
In this chapter, a conventional HF (13.56 MHz) passive RFID-based sensing system in 
combination with PCA for lift-off independent corrosion detection is demonstrated. 
Complex impedance is used for the evaluation of the corrosion stage in mild steel 
samples at different values of lift-off. Principal component analysis has been applied to 
obtain corrosion stage information from lift-off effects. This study has also found that 
PC1 is more sensitive to variations in lift-off. Corrosion characterisation based on PC2 
to reduce lift-off effects is also studied.  
Microwave NDT in combination with NMF is presented for evaluating lift-off effects. 
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The proposed system utilizes an X-band open-ended waveguide and a vector network 
analyser. In addition, an efficient spatial-frequency feature extraction algorithm for 
defect detection and analysis has been developed using the NMF method. This method 
has the potential to detect and analyse the characteristics of the defects at different 
values of lift-off. In order to comprehensively evaluate the proposed method, factors 
that influence defect detection such as depth and lift-off have been studied. Results have 
indicated that the effect of lift-off can be reduced using the proposed method. The 
accuracy of defects size estimation can be improved for a larger range of values of lift-
off. By using a fitted curve function, the error in the estimation of defect widths caused 
by large lift-off can be reduced.  
These results can be used in further work for reconstruction of unknown defects. NMF 
requires non-negative values for decomposition. For further investigation, the phase 
information is employed. Phase information contains negative values, therefore, PCA is 
used for further investigation. Moreover, in order to increase the range of applicability 
of the proposed approach, further investigation is carried out in the next chapter for 




Chapter 6. Microwave NDT for Evaluation of Defects under Thick Insulation  
The previous chapter has studied the effect of lift-off. However, the maximum lift-off is 
limited to around 25 mm. In this chapter, a more realistic experimental study is 
conducted. Three steel sections with defects on the metal plate were insulated. This 
study demonstrates the ability of microwave NDT to evaluate the shapes and sizes of 
defects under thick insulation. Specially fabricated thick fire-protect insulated steel 
panels with embedded defects are inspected using an X-band (8.2 GHz to 12.4 GHz) 
open-ended rectangular waveguide. The fundamental concept behind the use of this 
probe is presented along with several experimental results to validate the method for 
defect detection under up to 40 mm insulation.  
Reflected signals are related to magnitude and phase of the reflection coefficients which 
are used to create images of insulated samples under test. These images indicate the 
ability of microwaves to identify and size defects under a thick insulation layer. The 
linear sweep technique is used to obtain multiple frequency spectrum variances. 
Principle component analysis algorithms have been employed to enhance the resolution 
of the proposed method. A series of performance comparisons with PCA algorithms is 
also provided to extract features for reducing the influences of the thick insulation layer. 
To evaluate the proposed technique, steel samples with known defects under insulation 
are tested. The results indicate that the capability of defect detection can be enhanced in 
combination with a suitable signal processing method. 
6.1 Samples and Experimental Setup 
The experimental setup is shown in Figure 6.1. An X-band (from 8.2 GHz to 12.4 GHz) 
open-ended rectangular waveguide is mounted with an X-Y scanner. This probe is a 
standard WR-90 waveguide with aperture dimensions of 22.86 mm × 10.16 mm and the 
flange dimensions are 42.2 mm × 42.2 mm. The sample is placed under the waveguide 
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with a specific lift-off.  
 
(a) Control and signal processing platform 
 
(b) Scanning platform 
Figure 6.1 An experimental setup of an open-ended waveguide microwave NDT system. 
A vector network analyser (Agilent PNA E8363B) is employed to provide the signal 
source and to obtain frequency spectrum information from the reflected signal. The 















waveguide is connected with the vector network analyser through a coaxial cable. A 
control PC is used to control and acquire the measurement data from the vector network 
analyser through an IEEE-488 GPIB (General Purpose Interface Bus). The X-Y scanner 
controller is connected to the control PC through a parallel port. A Matlab program has 
been developed and used to control the vector network analyser and X-Y scanner. 
During measurement, the frequency range is set from 8.2 GHz to 12.4 GHz. A linear 
sweep is applied over this frequency range. The frequency resolution is about 0.02 GHz 
with 201 linear sweep points. The linear sweep frequency technology is used to obtain 
the reflected frequency spectrum with the vector network analyser. In other words, the 
vector network analyser measures the reflection coefficient of each operational 
frequency over the whole frequency range. Lift-off is set at 1.5 mm.  
At each measurement location, the waveguide is used to illuminate the sample with a 
microwave signal and to receive the reflected signal, whose magnitude and phase are 
then calculated and recorded. These recorded measurement data corresponding to the 2-
D scanning space are subsequently processed to produce an image of the sample under 
test. 
Table 6.1 Details of insulated samples. 




D2675/11/3A A 5 15 
D2675/11/3B B 5 40 




A set of steel samples with thick insulation layers has been created. The capability of 
the proposed systems to differentiate defects under insulation layer has been 
investigated. As can be seen from Table 6.1, three samples have been created by 
insulating the steel plates with different thicknesses of insulation.  
Figure 6.2 shows the schematic of these steel samples under test. These insulated steel 
samples with man-made defects were measured with the proposed microwave NDT 
method.  
 
Figure 6.2 Images of insulated samples. 
One steel sample contained one hole (19 mm in diameter). The rectangular waveguide 
probe was used for defect detection, where a is the broad dimension of the open-ended 
rectangular waveguide aperture, and b is the narrow dimension of the open-ended 
rectangular waveguide aperture. The measurement conditions are listed in Table 6.2. 
Table 6.2 Parameters setup for microwave NDT 
Parameter Value 
Operational frequency range 8.2 GHz - 12.4 GHz 
Number of points for linear sweep 201 
Waveguide x-y dimensions (a × b) 22.86 mm × 10.16 mm 
Scanning setup for steel sample with one Lx=Ly= 100 mm 
A B C 
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hole under the cement insulation  
Scanning step ∆x=∆y= 2 mm 
Diameter of hole R= 19 mm  
Insulation thickness= 15 mm 
Scanning setup for insulated samples  Lx=Ly= 280 mm 
Scanning step ∆x=∆y= 2 mm  
 
6.2 Classification and Characterisation of Defect using PCA 
A raster-like relative motion of a waveguide probe with respect to the sample gives a 
dataset that can be visualized as an image.  
 
Figure 6.3 Microwave NDT C-scan progress.  
As shown in Figure 6.3, the tensor can be considered as representation of the mixing 
spatial-frequency spectrum observation Y , which is a combination of defect and non-
defect spatial-frequency spectrum sources. In Y , the frequencies are given by 
1,2, ,f F  and F represents the total frequency units. The tensor observation can be 
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expanded in matrix format to  vec( (1)),vec( (2)), ,vec( ( ))F 
T
Y Y Y Y , where ( )fY  denotes 
the spatial-frequency spectrum matrix with dimensions xN  × yN  of the fth slice of Y . A 
visual explanation of this tensor flattening process is given in Figure 6.4. 
 
Figure 6.4 (a) Tensor representation of the image sequences Y ; (b) 
thf frame of Y ; (c) 
visual explanation of vec( ( ))f
T
Y . 
In this chapter, both the magnitude M Y Y and phase   
′
     (
    ′ 
    ′ 
) information 
of Y  are analysed and then used to generate images of defects. The linear sweep 
frequency technique is used during the testing, and so multiple operational frequencies 
have been applied. For further comparison, one operational frequency 12.4 GHz is used 
to provide 2D images of defects with amplitude and phase. In order to enhance the 
resolution of the defects’ image, principal component analysis has been adopted. The 
whole X-band frequency range (8.2 GHz to 12.4 GHz) has been used by PCA to extract 
the information of defects under insulation.  
Principal component analysis is extensively used in feature extraction to reduce the 
dimensionality of the original data by a linear transformation. PCA extracts dominant 
features from a set of multivariate data. These dominant features retain most of the 
information, both in the sense of maximum variance of these features and in the sense 
of minimum reconstruction error. Therefore, PCA is used to extract the defects’ 
information from the influences of rough surface and attenuation of the insulation layer. 
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The obtained signal contains three uncorrelated source signals: one comes from the 
surface of the insulation layer, one from within the insulation layer and the third one are 
from the metal surface.  
Because the metal totally reflects microwave signals, the third part of signals is stronger 
than the other two. However, this signal may be overlapped by the other two with 
relatively small defects. PCA is used to extract the source of defects from the received 
signals. MY  is taken as an example of the use of PCA ( PY  can be processed using the 
same step), and can be transformed into uncorrelated sources by means of a whitening 
matrix based on the eigenvalue decomposition (EVD) of the covariance matrix 
 M ME   T TY Y EDE , where E  is the orthogonal matrix of eigenvectors and 
 1diag , , N D , being 1 N   the eigenvalues. After using PCA to obtain the 
uncorrelated sources, it is also possible to reduce the transformed output dimension. For 
example, by choosing , there exists sN  number of uncorrelated sources with a 
maximally informative subspace of input data MY . In this thesis, both raw data and 
PCA results are plotted. The plot concretely shows in Figure 6.5 that the resolution of 
measurement images can be improved using PCA. 
To validate the proposed method, one steel sample with a known hole is covered with a 
15 mm cement layer. A linear sweep frequency technology has been employed. The 
results of this sample are presented in Figure 6.5, which shows the line scanning results 
through the centre of the steel sample under linearly swept frequencies, where the defect 
area is highlighted with a solid line. The magnitude of the reflection coefficient is used 
to create images of these defects. The frequency spectrum has been obtained with the 
linear sweep frequency technique. The hole can be easily detected with higher 
operational frequencies. However, it is hard to detect the hole in the range of 




Figure 6.5 (b) after PCA processing, the influence of rough surface and thick insulation 




Figure 6.5 (a) The amplitude spatial-frequency spectrum of steel with a hole under test 
with line-scan at y = 50 mm; (b) the amplitude spatial-frequency spectrum of steel 
under test after PCA. 
As can be seen from Figure 6.6, the hole can be detected by using both the amplitude 
and phase of the reflection coefficient. When the probe encounters the opening of a 
defect, the reflection coefficient is changed, indicating the existence of this defect 
within the probe aperture. This feature can be used to determine defect size. In fact, the 
probe observes a non-constant reflection coefficient for a distance b + R when the scan 
direction is normal to the defect lips, where b is the narrow dimension of the waveguide 
aperture, and R is the diameter of the hole in the steel sample. During measurement, the 
scanning direction moves with the dimension of the open-ended rectangular waveguide 
aperture. The obtained size of the defect is around 32 mm by 30 mm (obtained defect 
diameter b + R = 10.16 + 19 = 29.16 mm). Error variances between estimated values 




(a) Amplitude (b) Phase 
  
(c) After PCA (d) After PCA 
Figure 6.6 Scanning of steel with a hole: (a) amplitude variance; (b) phase variance at 
12.4 GHz using X-band waveguide, where with the linear sweep with the X-band 
frequency range 2D images of the defect can be obtained; (c) amplitude after PCA; and 
(d) phase after PCA. 
Moreover, both amplitude and phase can be used for defect detection under thick 
insulation, as can be seen from Figure 6.6. Since the surface of the insulation layer is 
not smooth, phase suffers more influences from variations in thickness and attenuation 
of insulation layers. As can be seen, the presence of the hole can be easily detected, and 
a distinct image associated with this hole is produced. One spot surrounded by partial 
circular ring is representing the existed hole. It is proved that these rings which 
correspond to the edges of the hole, and their spacing may increase or decrease as a 











































































































aperture. The rings are not complete circles because of the linear polarization and the 
aperture dimensions of the waveguide.  
As can be seen, the scans produced a signal including the rings is larger than the 
physical size of the hole. This is advantageous since when the hole is otherwise too 
small to detect, with this method, the hole could still be detected. Because the reflected 
signal from non-defect areas share similar spectrum characteristics, and these spectrum 
characteristics are different from those defect areas, it can be assumed that they are 
uncorrelated. PCA separates these received signals and projects them into uncorrelated 
subspaces, and for each subspace the signals share similar features. The first three 
principal components are used here, accounting for more than 90% of the variance 
within the data and thus represent the greatest changes within the reflected signals. Thus, 
most of the reflected signals from non-defect areas have been captured in one PC 
subspace. On the other hand, the reflected signals from defect areas have been captured 
in another PC subspace; and therefore these defect areas can be distinguished and the 
resolution of defect detection results can be enhanced. It can be seen from Figure 6.6 (c) 
and (d) that more accurate and clear results can be obtained. 
6.3 Experimental Results and Discussions 
The experimental results and analysis of unknown defects and feature extraction with 
PCA are discussed in this section.  
It can be seen from Figure 6.7 that one small defect has been obtained under 15 mm 
paint in sample A. The position of the defect has been located. With an operational 
frequency of 12.4 GHz, the location of this defect has been identified. A comparison of 
Figure 6.7 (a) with (b) shows that it is much easier to identify the defect using the 
amplitude rather than phase. But it is still very difficult to estimate the size of the defect. 
After the application of PCA with the whole X-band frequency range, both amplitude 
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and phase can be used to estimate the size of the defect, which can be determined easily 
from Figure 6.7 (c) and (d). 
  
(a) Amplitude (b) Phase 
  
(c) After PCA (d) After PCA 
Figure 6.7 Scan of steel under 15 mm insulation: (a) amplitude variance; (b) phase 
variance at 12.4 GHz using X-band waveguide, so that with the linear sweep with the 
X-band frequency range 2D images of the defect can be obtained; (c) amplitude after 
PCA; and (d) phase after PCA. 
Texture patterns in Figure 6.7(c) are caused by relative shallow defect and overlapped 
scanning path. Relative shallow defect results in small variances in magnitude of 
reflected signals. With 2 mm scanning steps, some scanning area is overlapping due to 
the relative big waveguide probe which can be overcome by using smaller scanning 




































































































common features among the signals and maximising these common features for pattern 
reconstruction. The diameter of the defect is around 20 mm.  
  
(a) Amplitude (b) Phase 
 
 
(c) After PCA (d) After PCA 
Figure 6.8 Scan of steel under 40 mm concrete: (a) amplitude variance; (b) phase 
variance at 12.4 GHz using the X-band waveguide, where with a linear sweep with X-
band frequency range 2D images of the defect can be obtained; (c) amplitude after PCA; 
and (d) phase after PCA. 
Sample B is a steel plate insulated with concrete of 40 mm thickness. A defect has been 
punched in the metal plate. Location and area of a defect can be detected using phase 
when only employing one operational frequency, as can be seen in Figure 6.8 (a) and 
(b). The use of phase is more sensitive than amplitude. The punched area has been 
located after using PCA with amplitude and phase, as shown in Figure 6.8 (c) and (d). 



































































































obtained from these images. Another important finding is that more accurate results 
have been obtained with amplitude after PCA. After the application of PCA, both 
amplitude and phase results have been enhanced, and the shape of the defect is 
identified with the proposed method. 
  
(a) Amplitude (b) Phase 
  
(c) After PCA (d) After PCA 
Figure 6.9 Scan of steel under 40 mm concrete: (a) amplitude variance; (b) phase 
variance at 12.4 GHz using X-band waveguide, so that with a linear sweep with the X-
band frequency range 2D images of the defect can be obtained; (c) amplitude after PCA; 
and (d) phase after PCA. 
Sample C is also insulated with 40 mm thick concrete. Comparing the amplitude results 
with the phase results, the former suffer more influence of variation in insulation 
thickness and surface roughness. As can be seen in Figure 6.9 (a) and (b), the defect 










































































































As can be seen from Figure 6.9 (c) and (d), the defect area has been located after 
applying PCA. Another important finding is that PCA can be used to separate the 
influence of the insulation layer. The shape and location of the defect are much clearer 
after PCA is applied. 
6.4 Chapter Summary  
The ability of microwaves to penetrate non-conductive material makes microwave 
techniques attractive for inspection for the presence of defects under non-metallic layers. 
In this chapter, a novel microwave NDT-based imaging system has been presented 
which achieves defect detection under thick insulation. This system uses a rectangular 
waveguide with a vector network analyser for non-destructive testing. The reflection 
coefficient is used to create images of samples under test. These images indicate the 
ability of microwaves to detect and locate defects of different sizes and shapes in metal 
samples.  
Simple C-scans reveal the potential of this technique as a tool to inspect the integrity of 
insulated steel samples. Defect location has been demonstrated to be an easy task when 
using the suggested technique. In addition to detecting and locating defects, the 
influence of thickness variations in the insulation layer have been reduced in 
conjunction with principal component analysis. A new approach to defect classification 
and characterisation based on the linear sweep frequency and PCA has been 
demonstrated. PCA globally analyses across the whole frequency range and therefore 
avoids the interpolation issue faced by conventional Fourier-based methods. The linear 
sweep frequency technique with PCA largely eliminates the influence of rough surface 
and thick insulation. 
Overall, the results are very encouraging. The microwave-based techniques utilizing 
open-ended rectangular waveguides can be used to detect the presence of surface 
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defects in metal under thick insulation. Images have been generated from 2-D raster 




Chapter 7. Conclusions and Future Work 
This chapter draws conclusions for the study. Based on the research outcomes, 
recommendations are then made for further work. 
7.1 Summary 
The limitations of existing NDT&E techniques require novel approaches to handle the 
challenges posed by insulated structures. One of the main challenges is the 
inaccessibility of the sample surface under a thick insulation layer. From the literature, 
it was found that several methods can be used to overcome the problem of thick 
insulation layers. These involve either high-power acoustic systems, which are bulky in 
size, or the use of radiography. The latter methods require access to the surface through 
the removal of insulation or the use of inspection holes. In this study, the potential of 
HF passive RFID in conjunction with microwave NDT for the monitoring of corrosion 
and defects under an insulation layer has been investigated.  
HF passive RFID tags for sensing can be used to detect a variety of phenomena. Their 
cost-efficient, small size and battery-free operation are the biggest factors leading 
researchers to further explore this technology for sensing. A majority of studies of 
passive RFID sensing involve modifying tags through attaching either special reactive 
thin films or sacrificial elements to the tags. These methods not only increase costs but 
also limit the long term monitoring capability of the tags. The method proposed in this 
study overcomes these problems by investigating the interaction between the tag’s coil 
and ambient metal as the sensing mechanism. No modifications to the tag are required 
with the proposed method, which allows commercial off-the-shelf tags to be used. 
Moreover, the sensing area and lift-off tolerance of RFID-based sensing is limited. 




The fundamental operating principle of RFID, as described in Chapter 3, relies on a 
magnetic flux penetrating between the reader’s coil and the tag’s coil. In free space, the 
magnetic flux caused by the reader is penetrating the tag’s coil. When a metal is brought 
in proximity to the tag, an eddy current is introduced in the vicinity of the tag and a 
demagnetizing field induced by this eddy current reduces the original magnetic field 
necessary for energy and data transmission. This reduction decreases the amount of 
energy absorbed by the tag and hence the transmission distance is reduced. As corrosion 
develops on the metal, the thickness of corrosion layer increases along with decreases in 
the electrical conductivity and magnetic permeability of the corrosion layer will result in 
an increase in the penetration of the magnetic flux towards the free space value. 
Meanwhile, monitoring an area with an RFID tag is limited by the size of the tag, which 
is insufficient for structural monitoring. Therefore, microwave NDT is developed to 
overcome the issues of the monitoring of large areas and the effect of lift-off. The most 
important advantage of microwave NDT is that the microwave signal can penetrate the 
non-metallic insulation layer without suffering much loss. Meanwhile, this contactless 
microwave NDT-based imaging leads to good resolution in inspection under thick 
insulation. The theoretical background of microwave-based NDT for detection under 
insulation has been presented.  
Two initial experimental feasibility studies, as detailed in Chapter 4, were carried out 
using artificial corrosion samples to investigate the detection capabilities of the 
proposed systems in differentiating between different surface conditions and corrosion 
grades. The first sample set consisted of four mild steel corrosion plates with four 
different conditions of surface preparation. Using peak-to-peak amplitude feature, the 
HF RFID has been investigated for the detection of general corrosion and surface 
conditions in mild steel. On the hardware side, four commercially available tags were 
selected for this study. These tags are of a variety of sizes and shapes to be used for 
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different surfaces and applications. The reader unit is built with 100 mm by 80 mm 
reader coil. The measurement results demonstrate that the HF RFID-based sensing 
system can be used to distinguish between not only a corroded sample and a non-
corroded sample but also different corrosion progression conditions.  
The second sample set used consisted of another four rectangular mild steel plates with 
a 30 mm × 30 mm square corroded region in the centre of each plate. These plates were 
corroded by exposing them to the atmosphere for 1, 3, 6, and 10 months. An approach 
adopting commercial passive 13.56 MHz RFID tags for the classification of corrosion 
progression over exposure time has been investigated. The complex impedance feature 
has been studied for the evaluation of corrosion stages in these mild steel samples. The 
measurement results show that the HF passive RFID-based sensing system can be used 
to classify general corrosion stage. Later, laser profilometry and PEC have been used to 
determine corrosion stage from a physical point of view. The measurement results 
obtained from the HF passive RFID-based sensing system correlated well with those of 
laser profilometry and PEC measurement. These investigations have also found that 
thickness, conductivity, permeability and permittivity can be used to identify stages of 
corrosion. However, the measurement results have shown that the reader is only capable 
of energising and reading a tag from a distance of up to 25 mm, which is not sufficient 
for the type of insulation used later in the study. Therefore, a microwave NDT system is 
proposed for inspection under insulation. The results of microwave NDT correlate well 
with those for permittivity. As expected, the tag and microwave signals vary at different 
stages of corrosion. The results demonstrate that the RFID system and microwave NDT 
have the ability to differentiate between all of the different stages of corrosion.  
Due to the different thickness of insulation, lift-off effects are then considered. The 
effect of lift-off has been experimentally investigated in Chapter 5. These passive tags 
obtain all of their energy from the electromagnetic field generated by the reader coil. 
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Hence the tag signal as measured at the reader end is largely dependent on the relative 
distance between the coils of the reader and the tag. It has been demonstrated that 
changes in lift-off can mask variation in the tag’s signal due to the different stages of 
corrosion. One proposed solution to this problem is to apply PCA to extract two features. 
This solution relies on the assumption that complex impedance is a function of both 
corrosion variance and lift-off variance. The collinearity between the two features with 
respect to lift-off is reduced by using PCA. The ability to obtain lift-off independent 
corrosion measurements using PCA has been demonstrated. The results show that the 
second principal component PC2 is very robust with respect to lift-off variance. 
Furthermore, the separated defect pattern reconstruction using NMF method is applied 
to tackle the problem of the effect of lift-off variation on microwave NDT measurement. 
The results show that the proposed method works effectively; therefore, a more robust 
feature can be used for defect detection at large values of lift-off. Several experiments 
have been carried out to investigate the effectiveness of the microwave NDT method.  
In the Chapter 6, an experimental study is conducted into defect detection under thick 
insulation in order to demonstrate the performance of the proposed microwave NDT 
system in a more realistic environment. Three insulated steel plates, each with different 
thicknesses of the insulation layer, contained defects in order to simulate the 
development of corrosion. The ability of microwave signals to penetrate non-conductive 
material makes microwave techniques attractive for inspection for the presence of 
defects under thick insulation layers. The reflection coefficient has been investigated to 
produce images of these defects. These images indicate the ability of microwaves to size 
and locate defects under insulation. Simple C-scans reveal the potential of this 
technique as a tool to inspect the integrity of insulated steel samples. Defect location has 
been demonstrated to be an easy task to achieve using the suggested technique. In 
addition to detecting and locating defects, the influence of variations in the thickness of 
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the insulation layer has been reduced using this technique in conjunction with PCA. A 
new approach to defect classification and characterisation based on the linear sweep 
frequency and PCA has also been investigated. PCA globally analyses across the whole 
frequency range, and therefore avoids the interpolation issue faced by conventional 
Fourier-based methods. The performance of the proposed method has been evaluated, 
and it largely eliminates the influence of roughness and lift-off effects. 
7.2 Further Work 
Future work with the RFID and microwave NDT system will be geared towards 
improvements in handling other challenges related to insulated materials. These 
improvements will also be important steps towards commercial feasibility.  
7.2.1 RFID-based Sensing Investigation 
The inability of the RFID system to monitor large areas limits its potential field of 
application. Solving this problem requires the redesign of the tag unit [176, 177]. 
Additionally, the inability of the RFID sensing system to handle large lift-off requires 
investigations into whether or not carefully placed ferrite material near the tags will 
improve reading range. New tags employ a dual operational frequencies, which 
combines HF and UHF, to improve the reliability [178].  
HF passive RFID-based monitoring networks can be formed by combining passive 
RFID tag with SAW (surface acoustic wave) [179]. With cost-efficient and lower power 
consumption, RFID based approaches may represent a revolutionary solution for the 
condition and intelligent structural health monitoring of railways, in-service nuclear 
power plants and aerospace applications [180].  
Further studies of RFID sensing should be considered for remote healthcare. People are 
looking for adopting new technologies to lower their medical costs, which could create 
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lucrative opportunities for technology providers. RFID-based medical sensors are used 
for monitoring daily health status via remote applications to lower delivery costs of 
healthcare [181]. As well as cost-effective passive RFID tags with low power 
consumption, other sensors could easily be connected for multiple-purpose sensing. In 
addition, new features of RFID tags based on advanced signal processing can be used 
for human body temperature and other measurements. 
7.2.2 Microwave NDT-based Sensing and Imaging Investigation 
For corrosion detection under insulation, the use of microwave NDT can be extended to 
the detection of water in the insulation layer, since water is a cause of corrosion [182]. 
Meanwhile, samples with insulation related corrosion can be created to determine 
whether or not blisters, delamination and other insulation defects can be distinguished 
with microwave NDT [141]. These different types of defects may look similar when 
analysing the features of microwave signal. Therefore, new features are required as well 
as looking into how the responses in insulation to corrosion change over time, such as if 
blisters may appear as sudden sharp changes compared to defects on metal. For the 
microwave scanning process over large areas, compressive sensing could also be 
adopted to reduce scanning time [183]. 
Future work will also involve looking into methods to obtain quantitative information 
about conditions under the surface of steel, such as variations in physical parameters. 
This can be achieved by correlation using advanced feature extraction methods [184].  
Furthermore, microwave imaging for medical applications has been of interest to 
researchers for many years. Microwave scanning can provide images of the distributions 
of electrical property in the human body. The physiological state of various tissues can 
be related to their electrical properties. Therefore, one further area microwave NDT 
could be used for would be to indicate the changing electrical properties of tissues of 
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