Let T be a time scale such that 0, T ∈ T, β, γ 0 and 0 < η < ρ(T ). We consider the following pLaplacian three-point boundary problem on time scales
Introduction
The study of dynamic equations on time scales goes back to its founder Stefan Hilger [15] , and is a new area of still fairly theoretical exploration in mathematics. Motivating the subject is the notion that dynamic equations on time scales can build bridges between continuous and discrete equations. Further, the study of time scales has led to several important applications, e.g., in the study of insect population models, neural networks, heat transfer and epidemic models [1, 10, 11] .
We begin by presenting some basic definitions which can be found in [1, 10, 15, 18] . Another excellent source on dynamic equations on time scales is the book [11] .
A time scale T is a nonempty closed subset of R. It follows that the jump operators σ, ρ : T → T defined by σ (t) = inf{τ ∈ T: τ > t} and ρ(t) = sup{τ ∈ T: τ < t} (supplemented by inf ∅ := sup T and sup ∅ := inf T) are well defined. The point t ∈ T is leftdense, left-scattered, right-dense, right-scattered if ρ(t) = t, ρ(t) < t, σ (t) = t, σ (t) > t, respectively. If T has a right-scattered minimum m, define T κ = T − {m}; otherwise, set T κ = T. If T has a left-scattered maximum M, define T κ = T − {M}; otherwise, set T κ = T.
The forward graininess is μ(t) := σ (t) − t. Similarly, the backward graininess is υ(t) := t − ρ(t).
We make the blanket assumption that 0, T are points in T. By an interval (0, T ) we always mean the intersection of the real interval (0, T ) with the given time scale, that is (0, T ) ∩ T. Other type of intervals are defined similarly.
For f : T → R and t ∈ T κ , the delta derivative [10] of f at t, denoted by f (t), is the number (provided it exists) with the property that given any > 0, there is a neighborhood U ⊂ T of t such that
f σ (t) − f (s) − f (t) σ (t) − s σ (t) − s ,
for all s ∈ U . For f : T → R and t ∈ T κ , the nabla derivative [7] of f at t, denoted by f ∇ (t), is the number (provided it exists) with the property that given any > 0, there is a neighborhood U of t such that
for all s ∈ U . A function f : T → R is ld-continuous provided it is continuous at left-dense points in T and its right sided limit exists (finite) at right-dense points in T. If T = R, then f is ld-continuous if and only if f is continuous. If T = Z, then any function is ld-continuous. It is known [7] that if f is ld-continuous, then there is a function F (t) such that F ∇ (t) = f (t). In this case, we define
Very recently, there is an increasing attention paid to question of positive solution for second order three-point boundary value problems on time scales [4, 5, 8, 12, 16, 19, 20] . But very little works have been done to the existence of positive solutions for p-Laplacian boundary value problem on time scales [6, 14, 21, 22] . In particular, we would like to mention some results of Anderson, Avery and Henderson [6] , Sun and Li [22] , Agarwal and Lü [3] , which motivate us to consider our problem.
For convenience, throughout this paper we denote ϕ p (u) as the p-Laplacian operator, i.e., ϕ p (u) = |u| p−2 u for p > 1 with (ϕ p ) −1 = ϕ q , where 1/p + 1/q = 1.
In [6] , Anderson, Avery and Henderson considered the following problem
They established the existence result of at least one positive solution by a fixed point theorem of cone expansion and compression of functional type.
In [22] , the authors considered the existence of at least twin or triple positive solutions to the following p-Laplacian m-point boundary value problem
The main tools used in [22] are fixed point theorems in cones.
In [3] , Agarwal and Lü considered the following problem In this paper we study the eigenvalue problem of the one-dimensional p-Laplacian three-point boundary value problem on time scales
Some sufficient conditions for the nonexistence and existence of at least one or two positive solutions for the boundary value problem are established. In doing so, the usual restriction that
An example is also given to illustrate the main results. The results are even new for the special cases of difference equations and differential equations, as well as in the general time scale setting.
The rest of this paper is organized as follows. In Section 2, we shall provide some preliminaries. For convenience, we also state the Krasnosel'skii's fixed point theorem in a cone. In Section 3, we characterize the value of λ so that (1.1), (1.2) has a positive solution. Section 4 is due to develop existence criteria of single and twin positive solutions for any λ in the interval which we have given in Section 2. In the last section, we will consider the conditions of the nonexistence of a positive solution. An example is also given to illustrate the main results.
For the sake of convenience, we list the following hypotheses:
(H2) ϕ q is the inverse function of ϕ p , where
Preliminaries
Let the Banach space B = C ld [0, T ] (see [4] ) be endowed with the norm u = sup t∈[0,T ] |u(t)|, and choose the cone P ⊂ B defined by
for 0 t T . Now we list a lemma which is needed later.
and f : R → R is continuous differentiable. Then there exists c in the real interval [ρ(t), t] with
By the definition of A λ , the monotonicity of ϕ q (x) and Lemma 2.1, it is easy to see that for each u ∈ P , A λ u ∈ P and satisfies (1.2). In addition, since (ϕ p (u (t))) ∇ = −λh(t)f (u(t)) < 0, and u (T ) = 0, then A λ u(T ) is the maximum value of A λ u(t).
Lemma 2.2. A λ : P → P is completely continuous.
Proof. The proof of the lemma is similar to that of [22, Lemma 2.5] . For the sake of convenience, we list it here.
First, we show that A λ maps bounded set into itself. Assume c > 0 is a constant and u ∈ P c = {x ∈ P : x c}. Note that the continuity of f (u) guarantees that there is a C > 0 such that f (u) ϕ p (C). So
That is, A λ P c is uniformly bounded.
In addition, notice that
So, by applying Arzela-Ascoli theorem on time scales [2] , we obtain that A λ P c is relatively compact.
In view of Lebesgue's dominated convergence theorem on time scales [9] , it is easy to prove that A λ is continuous. Hence, A λ is completely continuous. The proof is complete. 2
Proof. Since u ∇ (t) 0, it follows that u (t) is nonincreasing. Thus, for 0 < t < T ,
from which we have
The proof is complete. 2
By Lemmas 2.1 and 2.2, we see that each fixed point of the operator A λ in P is a positive solution of (1.1), (1.2) .
In order to prove our main result, the following well-known fixed point theorem is crucial in our argument.
Lemma 2.4. [13, 17] Let P be a cone in a Banach space X.
Then A has a fixed point in P ∩ (Ω 2 \ Ω 1 ).
Eigenvalues
For convenience, we denote
2) has a positive solution ;
and define some important constants Proof. Let r > 0, define
Denote P r = {u ∈ P : u r}. For λ ∈ (0, c], we shall prove that A λ (P r ) ⊂ P r . For u ∈ P r , since
Hence, A λ (P r ) ⊂ P r , Leray-Schauder fixed point theorem guarantees that A λ has a fixed point in P r . Obviously, this fixed point is also a positive solution of (1.1), (1.2), and therefore λ is an eigenvalue of (1. Proof. Suppose that u 0 is a positive solution for the problem (1.1), (1.2) for λ = λ 0 . Let
For any u ∈ P u 0 , λ ∈ (0, λ 0 ), by (H1), (H2) and the monotonicity of f , we have
Hence A λ (P u 0 ) ⊆ P u 0 . By Leray-Schauder fixed point theorem, A λ has a fixed point in P u 0 , and this fixed point is a positive solution of (1.1), (1.2), thus λ is an eigenvalue of (1.1), (1.2). The proof is complete. 2
Theorem 3.3. Suppose (H1)-(H3) hold, and assume f (u) is nondecreasing in (0, ∞), λ is an eigenvalue and u is the corresponding eigenfunction of (1.1), (1.2), then
ϕ p (d/C 1 ) f (d) λ ϕ p (d/C 2 ) f ( ηd T ) ,(3.
5)
where d = u .
Proof. Observe that d = u(T ) = A λ u(T )
, then in view of (2.1) and the monotonicity of f , we have
The proof is complete. 2 
Eigenvalue intervals Theorem 4.1. Suppose (H1)-(H3), and assume in addition f
Proof. Let λ satisfy (4.1) and ε > 0 be such that
By the definition of F 0 , we see that there exists r 1 > 0 such that
So, if u ∈ ∂P r 1 , then by (2.1), (4.3) and (4.2) we have
Hence if we let Ω 1 = {u ∈ B: u < r 1 }, then
Let r 3 > 0 be such that
If u ∈ B with u = r 2 := max{2r 1 , T r 3 η }. Then in view of (4.5) we have
Thus if we set
Now, (4.4), (4.7) and Lemma 2.4 guarantee that A λ has a fixed point u ∈ P ∩ (Ω 2 \ Ω 1 ) with r 1 u r 2 , and clearly u is a positive solution of (1.1), (1.2). The proof is complete. 2 
Theorem 4.2. Suppose (H1)-(H3), and assume in addition that
Proof. Let λ satisfy (4.8) and ε > 0, such that
From the definition of f 0 , we see that there exists r 1 > 0 such that
Further, if u ∈ P with u = r 1 , then u(t) η T u , t ∈ [η, T ], and similar to the second part of Theorem 4.1, we can obtain that
Thus, if we let Ω 1 = {u ∈ B: u < r 1 }, then
Next, we may choose R 2 > 0 such that
Here there are two cases to consider, namely, where f is bounded and where f is unbounded. Case 1. Suppose f is bounded, then there exists some M > 0, such that
We define r 3 = max{2r 1 , ϕ q (λM)C 1 }, and u ∈ P be such that u = r 3 , then
Hence,
Case 2. Suppose f is unbounded, then there exists r 4 > max{2r 1 , R 2 } such that
Let u ∈ P be such that u = r 4 , then by (4.9), we have
Thus, (4.12) is also true. In both Cases 1 and 2, if we set Ω 2 = u ∈ B: u < r 2 = max{r 3 , r 4 } , then (4.11) hold for u ∈ P ∩ ∂Ω 2 . Now that we have obtained (4.10) and (4.12), it follows from Lemma 2.4 that A λ has a fixed point u ∈ P ∩ (Ω 2 \ Ω 1 ), and r 1 u r 2 . It is clear that u is a positive solution of (1.1), (1.2). The proof is complete. 2
In the rest of this section, we consider the existence of two positive solutions of (1.1), (1.2). First, we give a lemma. 
Then, (1.1), (1.2) has a solution u ∈ P with r 1 u r 2 .
The proof of Lemma 4.3 is similar to that of Theorem 4.2, we omit it here. For the remainder of the paper, we will need the following condition:
In view of (H1) and (H4), we can easily obtain that 0 < λ 1 ∞ and 0 λ 2 < ∞. 
On the other hand, applying the conditions f 0 = ∞ and f ∞ = ∞, there exist constants 
On the other hand, using f 0 = 0, we know that there exists a constant c 1 (0 < c 1 < d 1 ) with
It is easily seen that By the above theorems, we can obtain the following results.
2) has at least one positive solution.
Nonexistence
In this section, we give some sufficient conditions for the nonexistence of positive solution to the problem (1.1), (1.2). Proof. Since F 0 < ∞ and F ∞ < ∞, there exist positive numbers l 1 , l 2 , r 1 and r 2 such that r 1 < r 2 and
Assume v(t) is a positive solution of (1.1), (1.2). We will show that this leads to a contradiction for 0 
λh(s)f v(s) ∇s

