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Resumen
En el contexto de procesamiento paralelo en clusters, existen muchas líneas de investigación que
aún están abiertas a nivel internacional. Las dos más importantes que se tienen en cuenta en esta
línea de investigación son: a) rendimiento paralelo y b) creación de ambientes de desarrollo y
ejecución de aplicaciones en clusters. En el contexto de rendimiento paralelo se tienen en cuenta
aspectos tales como la optimización, estimación y modelización; todos temas que aún no han sido
resueltos en general y en el mejor de los casos se han presentado soluciones para algunas áreas de
aplicación. En el contexto de ambientes de desarrollo y ejecución de aplicaciones en clusters se
tiene en cuenta la posibilidad de proveer a los usuarios una "imagen única del sistema", o Single
System Image (SSI) al menos en algunos aspectos o subsistemas específicos que son de interés
general.
Introducción
En el contexto del procesamiento paralelo y distribuido se ha establecido desde hace un tiempo, con
mucho interés a nivel internacional, el procesamiento paralelo en clusters [3]. Si bien en principio
se ha aplicado y se aplica en lo que se denomina usualmente "cómputo científico", actualmente
también se está utilizando satisfactoriamente en otras áreas. Una de las razones más importantes de
esta evolución ha sido la relación sumamente ventajosa entre el costo de los clusters con respecto al
rendimiento obtenido, dado que las computadoras de escritorio (principalmente PCs), han
aumentado significativamente el rendimiento a un costo básicamente constante [4].
A medida que se tienen mayor cantidad de usuarios y aplicaciones utilizando clusters, y también por
la propia relación de costo rendimiento cada vez más ventajosa, se hace más fuerte la necesidad de
adaptación de algoritmos y ambientes de desarrollo y ejecución de aplicaciones paralelas. Aunque
inicialmente la utilización de clusters estuvo orientada a la optimización de recursos disponibles en
las redes locales de computadoras para aumentar la productividad (throughput) [22] [7], también se
están utilizando para los problemas clásicos de procesamiento numérico y también se ha extendido
a otras áreas de procesamiento distribuido [4].
Desde el punto de vista de la optimización de los recursos se hace necesaria, por ejemplo, una
visión única del sistema a nivel de interfaz de ejecución, monitorización y eventualmente
sintonización de planificación de aplicaciones a resolver utilizando un cluster. En cierta forma,
ambientes como CONDOR [24] [25] [21] han resuelto muchos de los problemas en este sentido,
pero aún se tienen muchos aspectos no resueltos o por lo menos sin consenso general en cuanto a
cómo resolverlos [6] [10].
Dado el interés por la utilización de clusters para procesamiento paralelo, se hace muy importante el
análisis y la optimización de rendimiento paralelo de los algoritmos a utilizar. Por un lado, se tienen
un conjunto de algoritmos paralelos muy grande desarrollados (principalmente en el área de
procesamiento numérico) [16] [18] [15] [32], que no necesariamente son óptimos para ser utilizados
en el contexto de los clusters. Por otro lado, existen muchas aplicaciones que se necesitan resolver
pero para las cuales aún no se han desarrollado los algoritmos paralelos que puedan ser utilizados en
el contexto de los clusters.
Quizás en un punto medio entre la optimización de rendimiento paralelo y la optimización de
parámetros como el throughput, se tienen aún muchos detalles por resolver en el contexto del
aprovechamiento para cómputo paralelo de las redes locales de computadoras instaladas. Algunos
de los problemas que se deben resolver involucran detalles tan específicos (y complejos de resolver)
como el balance de carga en los clusters heterogéneos y los problemas de disponibilidad de los
clusters no dedicados (que son mayoría en el caso de las redes locales instaladas).
Líneas de Investigación y Desarrollo
Dada la amplia gama de problemas a resolver, se podrían dividir por niveles de abstracción o áreas
de aplicación. Entre los temas que se están resolviendo se pueden mencionar en niveles crecientes
de abstracción:
! Resolución de problemas numéricos, específicamente de álgebra lineal, en clusters. En este
caso se tienen numerosas propuestas y alternativas con las cuales hacer comparaciones
directas, tales como [1] [2] [9] [11] [12]. En el contexto más específico aún de problemas
simples y de mayor cantidad de usuarios potenciales se tienen [19] [13] [14].
! Optimización de rendimiento paralelo en clusters homogéneos. Involucra temas como:
balance de carga, optimización/estimación de granularidad, optimización de middleware de
ejecución, optimización de uso de recursos específicamente involucrados en los clusters, etc.
! Optimización de rendimiento paralelo en clusters heterogéneos. En este caso específico el
problema de balance de carga es especialmente complejo, teniendo en cuenta que se
combina con el problema de la granularidad de las aplicaciones.
! Transformación y optimización de algoritmos numéricos y no numéricos para su ejecución
en clusters homogéneos/heterogéneos.
! Ambientes de SSI para ejecución en clusters con computadoras sin disponibilidad completa.
Específicamente interesa resolver el problema de "tolerancia a fallas" en caso que alguna
computadora del cluster comience a ser utilizada para sus tareas estándares fuera del
procesamiento paralelo.
! Siempre es importante la estimación de rendimiento paralelo y en el caso específico de los
clusters también debe ser resuelto [33]. La solución que actualmente se está investigando es
la adaptación de un sistema completo de checkpoint and restart para aplicaciones paralelas
en clusters [20].
Resultados Obtenidos/Esperados
Entre los resultados obtenidos se pueden destacar varios, específicamente relacionados con la
optimización de rendimiento paralelo, tales como:
! Desarrollo de un conjunto de principios de paralelización específicamente orientados a la
obtención de rendimiento, optimizado en redes locales interconectadas por el hardware
estándar Ethernet [17] [29].
! Comprobación experimental satisfactoria de los principios de paralelización mencionados
anteriormente, en varios problemas específicos de álgebra lineal, tanto básicos [31] como
computacionalmente más complejos [30]
! Optimización de recursos de comunicaciones, específicamente de los recursos disponibles
definidos por el estándar Ethernet [26].
Otros de los resultados obtenidos, en un mayor nivel de abstracción, se relacionan con:
! Herramientas y métodos de evaluación de las comunicaciones en clusters [27] [28].
! Herramienta de instalación autómatica y replicación de clusters como un único sistema [5].
Además se han desarrollado numerosos algoritmos implementados y evaluados sobre clusters con
resultados satisfactorios.
En el contexto más general, se intenta desarrollar una metodología de evaluación y estimación de
rendimiento paralelo, que se pueda aplicar al contexto específico de los clusters, al menos por áreas
de aplicación. Por otro lado, se intenta avanzar con un ambiente de ejecución y monitorización de
aplicaciones paralelas en clusters que incluya al menos la posibilidad de checkpoint and restart en el
ámbito de los clusters no dedicados.
También se continúa con la paralelización de problemas específicos, tanto del área de
procesamiento numérico como de otras áreas de interés. Esto incluye tareas de cooperación con
universidades del exterior, intentando incluir clusters de cómputo en España y Brasil.
Formación de Recursos Humanos
Desde hace varios años se dirigen alumnos en proyectos finales de la Licenciatura en Informática en
los temas afines de procesamiento paralelo y distribuido. Esta tarea se continúa, y también se está
avanzando en los postgrados de maestría y doctorado. De hecho en el transcurso de este año ya se
ha finalizado un doctorado en la Universidad Autónoma de Barcelona y se han dictado cursos de
postgrado en la Universidad Nacional de La Plata que otorga créditos válidos para el doctorado.
Por otro lado, siempre se tiene disponible la posibilidad de incorporación de alumnos y graduados a
las tareas de investigación relacionadas con procesamiento paralelo en clusters. En este sentido, no
se establece como requisito la inscripción en un postgrado o la finalización de una carrera de grado
sino la motivación misma de las propias tareas de investigación.
También los proyectos de cooperación con universidades de España y Brasil implican la
participación de alumnos avanzados de la Licenciatura en Informática de nuestra Facultad así como
de graduados con interés en investigación. Varios de los alumnos de postgrado (doctorado y
maestría) están o estarán relacionados directa o indirectamente con estos proyectos de cooperación.
Por un lado, en la evaluación de desarrollos del exterior y por otro en la propuesta y desarrollos para
otras Universidades.
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