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Directed graphs with random black and white colourings of edges such that the colours of edges 
from different vertices are mutually independent are called locally dependent random graphs. 
Two random graphs are equivalent if they cannot be distinguished from percolation processes on 
them if only the vertices are seen. A necessary and sufficient condition is given for when a locally 
dependent random graph is equivalent to a product random graph; that is one in which the edges 
can be grouped in such a way that within each group the colours of the edges are equivalent and 
between groups they are independent. As an application the random graph corresponding to a 
spatial genera1 epidemic model is considered. 
Locally dependent random graph 
spatial genera1 epidemic 
percolation process 
1. Introduction 
Let G = (V, E) be a graph, where V is a countable set of vertices and I3 consists 
of directed edges such that between any two vertices there are at most a countable 
number of edges. Each edge is painted black or white according to a probability 
measure P such that the colours of the edges from different vertices are mutually 
independent and with probability one the number of black edges from any one 
vertex is finite. We call the pair (G, P) a locally dependent random graph. From a 
locally dependent random graph we get i percolation process if we take some of 
the vertices to be source vertices and let fluid spread from these source vertices to 
other vertices along the black edges. 
If there are only a finite number of edges from any one vertex our percolation 
process is a special case of the general percolation considered by McDiarmid [4]. 
In [3] a result of [4], which compares the spread of the fluid in locally dependent 
random graphs with different probability measures, is extended to graphs with a 
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countable number of edges from individual vertices, and as an application the 
threshold behaviour of spatial general epidemic processes is investigated. 
In the present paper we show that sometimes a locally dependent random graph 
can be replaced by such a random graph, with the same set of vertices, where the 
edges can be grouped such that within each group the colours of the edges are the 
same with probability one and between groups they are independent. By saying 
that a random graph can be replaced by another one we mean that the probabilities 
which determine which vertices will be wetted in percolation processes with any 
fixed set of source vertices are equivalent in the two graphs. The new random graph, 
with the groupings of edges, we call a product representation of the original random 
graph. 
A random graph which has a product representation is always very simple in the 
sense that its measure can be defined by means of a set of mutually independent 
binary measures. As the price of the simplicity of its measure the product representa- 
tion of a random graph usually has more edges than the original random graph. 
We also show that the locally dependent random graph determined by the spatial 
general epidemic process defined by Mollison [5] has a product representation at 
least if the lifetime distribution of the infected individuals is infinitely divisible. The 
theorem of Hammersley [2] comparing the site and bond percolation processes can 
now be used to show that a bond percolation process provides a bound on the 
percolation probability for such a general epidemic. This comparison is a special 
case of the results of [3], which were found by a different approach. 
2. Locally dependent random graphs 
Le.: G = ( V, E) be a directed graph such that the set V of vertices is countable, 
the set E of edges contains no loops, i.e. edges from a vertex to itself, and there 
are only a countable number of edges between any two vertices. By E,, v E V, we 
denote the set of edges from the vertex v, and Ntl is the neighbourhood of V, by 
which we mean the set of terminating vertices of the edges of E,. For a vertex v E V 
we paint each edge of E,. black or white according to a probability measure P,% 
defined on the countable sample space 8,. = {I: I is a finite subset of E,} such that 
P, ({I)) is the probability that the black edges from v form the set 1. If P is the 
product measure [I,, c PL. on the product space 11 I,c v 8,. we call the pair (G, P) a 
locally dependent random graph, or for short a random graph. 
It follows from the principle of inclusion -exclusion (lemma A. 1) that P,, is 
uniquely determined by the distribution function pv : 8,. -+ [0, l] defined by 
p, (I 1 can be interpreted as the probability that every edge of &\I is white. The 
product distribution function we shall denote by pl : p({ I,.},., v) = n L’c ,, p,>( Iv). 
For each L? E V we define the neighbour function n,. : %‘[. + A(. = {K : K is a finite 
subsc‘t of A( } such that n,.(l) = K if K is the set of terminating vertices of the edges 
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of I. Thus n,(l) indicates the vertices which will be wetted by v in a percolation 
process if the set of black edges from v is I. The measure which n, induces on JV” 
we denote by Pz, and the product of the PE’s we call P”. We say that two random 
graphs (G, P) and (H, Q) are equivalent if they are defined on the same set V of 
vertices, if they have common neighbourhoods for the vertices, and if P* = Q*. 
Thus we cannot distinguish two equivalent random graphs from the behaviour of 
percolation processes on them if we cannot see the edges. 
A random graph is simple if from any vertex v to any other vertex w there is at 
most one edge. A simple random graph can have two edges between two vertices 
only if they are in opposite directions. In a simple random graph we shall often 
identify E, and NV through the natural relation n,(J) = J. In particular, if (G, P) 
is simple we shall write P* = P. 
By a JJ~O&.X~ random graph we mean one where all the edges can be grouped in 
such a way that within each group the edges have the same colour with probability 
one and between groups the colours of the edges are mutually independent. Since 
edges from different vertices are always independent, it is sufficient for a product 
random graph to have such groupings within the sets E,, v E V. Examples of simple 
product random graphs are the random graphs corresponding to bond and site 
percolation processes. 
3. The product representation of a random graph 
Our aim is to find out when a given random graph (G, P) has an equivalent 
product random graph. Since every random graph has an equivalent simple random 
graph we shall assume that (G, P) is simple. We shall identify the edge sets and the 
neighbourhoods and call both of them N,. 
When looking for a product random graph (H, Q), H = (V, E) say, which is 
equivalent with (G, P), it is sufficient to assume that the set E, of edges from v in 
H has the partition {E,K : K E No\{f3}}, where a set EC,K has one edge to each of 
the neighbours in K, and that the colours of the edges within each E,K are the 
same with probability one and between the sets E,,,K they are independent (Figure 
1). Hence, if N, is finite, the number of edges from v to any one of its neighbours 
in E,, is 2#N~-1, where # N, denotes the number of the elements of N,. We call the 
above defined partition the generating partition of E,. If there exists such a random 
graph (If, Q), equivalent to (G, P), :ve cay that (H, Q) is a product representation 
of (G, P). 
The following theorem tells us when a random graph with strictly positive 
distribution function has a product representation and what it is like. 
Theorem 3.1. A random graph (G, P), G = ( V, A’), with distribution function p such 
that p,(O) > 0 for every v E V, has a product representation if and only if 
T,(K) := n pJJ)(-l)X’K~‘)4’~ 1 
JCK 
(3.1) 
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Fig. 1. Left: a vertex tl and the edges to its three neighbours in a simple random graph. Right: 
edges from c to its neighbours in a product representation with the equivalent edges connected 
the 
for every v E V and K E NC\{@}, where NC is the set qf all finite subsets of N,,. If the 
product representation exists it is unique, and In, gives the probability that the 
edges of Ec,K are white, where ( Eo,K) is the generating partition of the edges from v 
in the product representation. 
Proof. We choose an arbitrary v E V and use the notation pI: = p, TT, = IT, EU.K = EK, 
N,. - N and -N;; = .hC 
Let (H, Q) be a possible candidate for the product representation of (G, PJ such 
that the edges of Eh’ are white with probability p(K). Then (H, 0) is the product 
representation of (G, P) if *.nd only if 
p(J) = r-l P(K) (3.2) 
JC, i K #B 
hI* .\ 
for every J E X\(N). Note that if N is finite then we always have p(N) = 1 so that 
we need not worry about p(N). Since p(B) > 0, p(J) > 0 for every finite J and also 
p(K) must b e s rlc t * tl y positive for every K if (3.2) is to be valid. Hence we can take 
logarithms of both sides of the equation, which yields 
logp(J)=Jc_.,K*k, c logp(K), JE~V\{N}. 
ji c .\’ 
If we now apply corollary A.2 from the appendix and take exponentials again we 
wz that equation (3.2) is valid if and only if 
Since TT( K ) is a probability if and only if 0 s r(K) G 1 Theorem 3.1 follows. 
As an example we consider a simple random graph such that each vertex has wo 
ncighbours and from each vertex the marginal probability for any single edge to 
he white is a > 0, and the probability that both edges are white is b, 0 < b s a. In 
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other words, p,(N) = 1, p,(l) = a if I is a singleton and p,(a) = b(, Then, from (3.1) 
i 
b - 
a 
if I is a singleton, 
%(I) = 
a2 
b if I = NV. 
Here b/a is always less than or equal to one but a*/ b s 1 if and only if a* G 6. This 
example shows that some, but not all, random graphs have a product representation. 
The random graph of the example corresponds to a bond percolation process if 
a2 = b and to a site percolation process if a = 6. 
A necessary and sufficient condition for the existence of a product representation 
for a general locally dependent random graph is given in Theorem 3.2. 
Theorem 3.2. A random graph (G, P) = (( V, N), P) with distribution function p has 
a product representation if and only if the following two conditions are valid for every 
Z?E v: 
(i) there exists a finite subset No, c N, such that for finite K p,(K) > 0 if and only 
if N,, c K and 
(ii) r,,(K) := n p,(J” &o)(-l)~‘K\“+* 5 1 
JcK 
for every finite nonempty K c NJN,,. 
Proof. Again we take an arbitrary v E V and leave the subscript v off. By {EK : 
K E J\(S)} we denote the generating partition of the edges from v in a possible 
product representation. 
We assume first that a product representation exists, with n(K) as the probability 
that the edges of EK are white. Then we have the equation 
(3.3) 
J’n K #y, 
K E .N’ 
Since JV is countable and EK is almost certainly white for all but finitely many K 
we have 
where K1, K2,. . . is some enumeration of N\(S). This implies that there exists a 
finite set Y&c vV\~#} such that T(K) = 0 if K E X, and 
If we define NO = &.zOK it follows from (3.3) that p(J) > 0 if and only if N,c J. 
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We have now shown that condition (i) is necessary for the existence of a prqduct 
representation. Hence we have proved the theorem if we can show that under 
condition (i) condition (ii) is sufficient and necessary. We now assume that condition 
(i) is valid. 
For each edge of IV,, the marginal probability that it is black is one. Hence each 
edge of NC, is already independent of the other edges in (G, P), and in a possible 
product representation we can take the edges of EK to be black with probability 
one for every M c NO, K f 8. The edges of Ek such that K n NO f 0 and K n NS, # $9, 
where IV: = IV\&, now affect only those neighbours in K n IV& But this effect can 
be included in EK r,N;s by taking the edges of EK to be white with probability one. 
So we can restrict attention to the neighbours in IV:, and we can continue as if the 
original neighbourhood was Nt). The marginal distribution of P on IV: has distribu- 
tion function p(,, where p,,( K ) = p(K u No), K c A$. Since condition (i) implies that 
p,,(K) > 0 for every K, we can apply theorem 3.1 to see that (G, P) has a product 
representation if and only if 
for every finite and nonempty K c Rrz. But this is the same as condition (ii) of 
Theorem 3.2. 
If N,,# fl the product representation is not unique. The proof of Theorem 3.2 
reveals that, if H is the graph of a possible product representation, H has more 
edges than are needed. Thus we can determine the probabilities of for example EK 
and Eli t +,,+ K c Iv:,, freely subject to the condition 7r( K)n( K u NJ = constant, 
where the corlstant is the same as 7~ {K) in condition (ii) of Theorem 3.2. If we 
dropped from H the edges of Ek. for every K such that K n N,, f Q) and K has at 
least two elements, then the possible ‘product representation’ would be unique. 
In the proofs of Theorems 3.1 and 3.2 it was sufficient to consider the set of 
edges from a single vertex. Hence the theorems could also be formulated in an 
alternative manner, which may be of interest: the theorems give necessary and 
sufficient conditions for T-/hen an almost certainly finite random subset X of a 
countable set N can be defined as the union of random sets XK, K c IV and K finite, 
such that X, is 0, with probability n(K), or K, with probability 1 - T(K), indepen- 
dently for each K. In this formulation the distribution function p(K) indicates the 
probability that X is contained in K. 
4. The spatial general epidemic 
As an application we consider a continuous time process for spatial spread called 
the general epidemic. 
We suppose that G = ( V, E j is the directed graph where the set V of vertices is 
the subset of the d-dimensional real space R” (d is a positive integer) consisting of 
points with integer coordinates and E contains an edge from each vertex to every 
K. Kuulasmaa / Locdy dependent ra:dom graphs 153 
other vertex. We assume also that cy is g positive number, p is a probability measure 
on V and F is a lifetime distribution, in other words a probability distribution 
concentrated on the non-negative real axis. We define the general epidemic as 
follows (Mollison [5]): 
At time zero there is an infectious individual at the origin and the rest of the 
vertices are occupied by healthy individuals. The infective emits germs in a Poisson 
process with rate Q! until it is removed after having been infected for a random 
length of time with distribution F. After an individual is removed the vertex remains 
empty. Each emitted germ meets independently avertex whose location with respect 
to the parent vertex is chosen according to the so-called contact distribution kL. If 
a healthy individual gets a germ it becomes infected and emits germs until it is 
removed after an infectious time with distribution F. If an infected individual or an 
empty vertex receives a germ nothing happens. The germ emissions and infectious 
times of different individuals are independent. 
To the general epidemic there corresponds a simple random graph (G, P) where 
the edge from a vertex u to a vertex w is black if and only if an infective at v sends 
a germ to w before it is removed. This random graph determines the spread of the 
general epidemic in the sense that the individual at v E. V will sooner or later be 
infected if and only if in the random graph there *is a completely black path from I 
the origin to v. ‘. 
Since, for every u, P,, is of form P,,({K}) = &({{ w - v: w E K}}) it is suf&qnt for 
proving the existence of a product representation tc.1 consider P = P,, with distribution 
function p = p. defined on X, the set of finite subsets of V. p now haq the form 
where 6, is the Laplace transform of F: 
4(x)= 
I 
iI e-“‘dF(t), XXI. 
0 
In particular we have p(v)) > 0. C$ has derivatives of all orders, and 
I 
‘X‘ 
(#p(,j = (-1)” t” e‘ -” dF(z). 
0 
We define JI:[O,~)+Rby rl/(x)=-lop/$x). 
The following theorem gives a sufkent concikon for (G, P) to have a product 
representation. Note that if the lifetime distribution F is degenerate thep already 
(G, P) has all edges independent. 
Theorem 4.1. Let m be the number of vertices ( pas:My infinite) for which the contact 
distribution p &es a positive probability. If 
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foreveryi= 1,2,. . . (. . . , m, if m is finite), then ( G, P) has a product representation. 
Proof. We define a function p : .K x R + R by 
p( I, 0) is the same as the logarithm of vO(K) of inequality (3.1), and by Theorem 
3.1 (G, P) has a product representation if and only if ~(1, 0) 6 0 for every I E N\(S). 
We choose an arbitrary I E N\(S) and show that ~(1, 0) s 0. 
If # 2 = k, I is of form (v,, . . . , V& We define sets II, 12, . . . , Ik = I by Ij = 
1 Vl, . . . ) Vi) and numbers x1,. . . , xk by Xj = (YP( IT). Also we define functions f& 
f Ir.-rf~:[O,~)*IW byfo(x)=rlr(x) and 
fi(Xj=fi-,(Xj-~-,(X+~~({~j})), j= 1,. . . , k. 
We show by induction that p( I, y) = fk(xk + y) for every y E R: We have 
=fAx, + y)* 
If p( f,, y) = fit xi + y) for every y E R, then 
=-P(ljy Y)+f Clj, Ywap({Vj+l})) 
=-f,(xj+Y)+fi(X,+y-ff~({Vj+~})) 
=-fi(xj*l+a~({Uj+llj+Y)+fi(Xj+lr Y) 
=fi+I(Xj+l +y) 
for every y Er: R. 
If I((( u,}) = 0 for some i E { 1,. . . , k} then f, = 0 for every j c (i, . . . , k}, and hence 
p(I,O)=f&+O. If p({q})>Ofor every iE{l,..., k} then kcm and, by (4.1), 
(--l)‘-‘f:/‘(.Q 20 in [0, a] 
for i-1,2,... , k. This implies that 
f-1 I’- 'f:"(X) SJ 0 in [O, x1] 
for i = 0, 1, . , . J-1, and so on until -fk(x) 2 0 in [O, xJ. Hence ~(1.0) = 
fr( ( XI, ) 5 0. 
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The following corollaries give us a wide class of general epidemic processes whose 
random graphs have product representations. 
Corollary 4.2. If JL is concentrated 
representation. 
Proof. 
and 
V(x) 
V(x)+ 4’(x) * =-- 
[ 1 
=-- 
44x) 4(r) I aD t2dG(t)+[ I,: tdG(t)]icO, 0 
where G is the probability measure defined by 
on two neighbows then (G, P) has a product 
1 
G(A) = b(~) 
I 
A e-“’ dF( t). 
The corollary now follows from Theorem 4.1. 
Lemma 4.3. Inequality (4.1) is valid in [0, W) for every i 3 1 if and only if F is 
infinitely divisible. 
Proof. See Theorem X111.7.1 of [l]. 
Corollary 4.4. If F is infinitely divisible (G, P) has a product representation. If F is 
not infinitely divisible, cy and p can be chosen such that (G, P) does not have a 
product representation. 
Proof. The first assertion follows directly from Theorem 4.1 and Lemma 4.3. If F 
is not infinitely divisible Lemma 4.3 implies that for some i 
(-_l)i--‘$(i)(x) <O 
in some interval [a, b], a < b. With the notation of the proof of Theorem 4.1, LY, p 
and I can be chosen such that (Y = E and (Y > xi > a. Then 
(-1)‘-2f;‘+(_U) <o in [a, x,1, 
and by induction 
fi(X) > 0 in [a, Xi]. 
In particular p(.’ / .I, =fi(xi) > 0, which proves the second assertion since (3.1) is not 
valid for the set ii. 
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Sb A remark on percolation probabilities 
If in a percolation process the set of vertices is infinite and the number of source 
vertices is finite, the ~~~c~lation probability is defined as the probability that an 
infinite number of vertices become wetted. Let (G, Pj and (G, Qj be the random 
graphs of an infinite site percolation process and the corresponding bond percolation 
process respectively. We can say that we have got (G, Q) from (G, P) by breaking 
the dependencies between the edges which have the same coiour with probability 
one. Hammersley [2] has shown that the percolation probability in (G, P) is not 
greater than in (G, Q). 
Let (G, P) nllaw denote a random graph which has a product representation, and 
let (G, Q) be the random graph we get from (G, P) by breaking the dependencies 
between the edges, i.e. by making the coiours of ail of the edges mutually independent 
while keeping unchanged the marginal probability for any particular edge to be 
black. If we break the dependencies between the edges in a product representation 
of (G, P) we get a random graph equivalent to (G, Q). Hence, in the same way 
Hammersiey [2] compared site and bond percolation processes, we can also now 
show that the percolation probability in (G, P) is not greater than in (G, Qj. 
The same comparison can also be made by applying the clutter percolation theorem 
of McDiarmid [4] to the product representation of (G, P). In fact, McDiarmid’s 
theorem is even more powerful. In [3] it has been used to show that the inequality 
for percolation probabilities is valid for the random graph of any general epidemic 
process, regardless of whether the random graph hiIs a product representation. 
Appendix 
In the appendix we derive for the principle of inclusion-exclusion a corollary 
which was used in the proof of Theorem 311. Let N be a countable set and let A” 
be the countable set of all finite subsets of N. 
Lemma A.1 (The principle of inclusion-exclusion). Let f and g be real-valued 
functions on 3; Then 
g(l)= c f(J) WEJ’ 
J- 1 
if and only if 
Proof. For finite N the lemma is proved in [6]. The countable case lis an immediate 
consequence of the finite case. 
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Corollary A.2. Let f: N\(S) + aB and h : *Y\(N) + 08 be. two functions such that f s 0 
and h is bounded from above. Then 
(Al) h(l) = C f(J> ~~~~1Wl 
ICnJ#d 
if and only if 
(A2) f(I) = C (-I.)#‘l’J)+lh(J) VI E N\(0). 
JCl 
J # .v 
PMB~. We extend f and h to .M by taking f(P)) = -h(0) and h(N) =O if N is finite. 
‘We show first that if N is infinite then cJE,+. f(J) converges under both (Al) and 
(A2). Indeed, if (Al) is valid then 
h(0) = c f(J)-f(0). 
JE.Q- 
If (A2) is valid then 
-f(I)= c (-1) #(vz(J) VI E N. 
J-=1 
By Lemma A.1 this is equivalent o 
-h(l)= C f(J) WEN. 
JcZ 
If {I,&,...) is an enumeration of JV” such that I, =P, then the sequence of the 
partial sums Cy=, f (Ii> is decreasing, since f(I) s 0 for I f 0, and bounded from 
below, since 
i f(I) i 3-h ij, 
(). 
2 -sup h(I) > --130. 
i=J i= 1 IEA’ 
Hence cJ(:.V f(J) =cj”,, f(Ii) converges. 
Thus we can define a function g : JV*-+ IF! by 
gUj= c f(J)-h(l). 
JE.S‘ 
The equations 
can be written as 
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According to lemma A.1 these equations are equivalent to 
(A4) f(l)= c (-l)#“‘J’&J) 
Jcf 
= 1 f(J) c (-l!#(“-‘)+ 1 (-?/)#“‘J’+‘h(,T) 
Jt.5‘ JCl JCl 
=S(0, I) c f(J)’ c (-l)#(“J’+‘h(J) VIE& 
JG*V JCl 
J#N 
where 6 is the Kronecker delta and the last equality follows from the assumption 
h(N) = 0 and the fact that for # I = n > 0 we have 
In (A3) h on JT(N} is uniquely determined by f on N\(0) and in the equivalent 
equations (A4) f on .!VP\{O} is uniquely determined by h on J+‘*\(N), from which the 
corollary follows. 
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