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O problema de alocac¸a˜o de ga´s com restric¸o˜es de alinhamento poc¸o-
separador e´ um problema inteiro-misto na˜o-linear de dificuldade con-
sidera´vel. Para resolveˆ-lo, uma formulac¸a˜o inteira-mista (compacta)
e´ obtida por meio da linearizac¸a˜o por partes das curvas na˜o lineares.
Dois tipos de varia´veis bina´rias sa˜o necessa´rias, uma para modelar a
linearizac¸a˜o e a outra para modelar as direc¸o˜es de alinhamento. Uma
nova formulac¸a˜o (integrada) que combina as varia´veis de decisa˜o de
linearizac¸a˜o e alinhamento e´ proposta. Na formulac¸a˜o integrada um
u´nico tipo de varia´vel de decisa˜o bina´ria e´ necessa´ria. A estrutura das
duas formulac¸o˜es e´ explorada para obter cortes de cobertura. Testes
nume´ricos mostram que a introduc¸a˜o de planos de corte por meio de
algoritmos de cut-and-branch diminue o tempo de resoluc¸a˜o. A soluc¸a˜o
da formulac¸a˜o integrada usando o algoritmo de planos de corte e´ mais
ra´pida apesar de ter mais varia´veis do que a formulac¸a˜o compacta.
Palavras-chave: linearizac¸a˜o por partes, cortes de cobertura, alocac¸a˜o
de ga´s de injec¸a˜o, restric¸a˜o de alinhamento.

ABSTRACT
The lift-gas allocation problem with well-separator routing constraints
is a mixed-integer nonlinear program of considerable complexity. To
this end, a mixed-integer linear formulation (compact) is obtained by
piecewise-linearizing the nonlinear curves, using binary variables to ex-
press the linearization and routing decisions. A new formulation (in-
tegrated) combining the decisions on linearization and routing is de-
veloped by using a single type of binary variable. The structures of
both formulations are explored to generate lifted cover cuts. Numerical
tests show that the use of cutting planes in a cut-and-branch scheme
accelerates the resolution time. The solution of the integrated formu-
lation using cutting-plane generation is faster in spite of having more
variables than the compact formulation.
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1 INTRODUC¸A˜O
A demanda crescente de petro´leo e os mercados competitivos
induzem as indu´strias petroleiras a inovar em tecnologia, visando a
reduc¸a˜o de custos e a otimizac¸a˜o dos processos de produc¸a˜o, sempre
respeitando as restric¸o˜es ambientais. Em resposta a estas demandas
foi proposto o conceito de campos inteligentes1 (UNNELAND; HAU-
SER, 2005), ideia que procura explorar recursos tecnolo´gicos visando
obter ganhos em eficieˆncia. Para que estes novos recursos tecnolo´gicos
possam ser empregados no sentido de aumentar a produc¸a˜o, novos mo-
delos e algoritmos devera˜o ser desenvolvidos. Modelos de reservato´rio
e ferramentas de simulac¸a˜o de processos de extrac¸a˜o de petro´leo sa˜o
cada vez mais ra´pidos e exatos. Toda a informac¸a˜o u´til gerada por es-
tas novas tecnologias poderia ser aplicada de uma forma mais eficaz nos
campos de petro´leo atrave´s da conciliac¸a˜o entre as diferentes a´reas de
conhecimento. Este trabalho propo˜e modelos e algoritmos no sentido
de fortalecer a integrac¸a˜o existente entre modelo de reservato´rio, ferra-
mentas de extrac¸a˜o e a operac¸a˜o dos campos de petro´leo, para tornar
a estrate´gia de produc¸a˜o eficiente.
As estrate´gias de produc¸a˜o sa˜o planejadas em diferentes escalas
de tempo, variando desde o tempo de vida do poc¸o ate´ a escala mensal.
Na escala de tempo de vida do poc¸o sa˜o tomadas deciso˜es relativas ao
me´todo de extrac¸a˜o de o´leo e as instalac¸o˜es a serem constru´ıdas depen-
dendo das caracter´ısticas do reservato´rio. Na escala de tempo anual
estrate´gias de produc¸a˜o sa˜o planejadas visando satisfazer as necessida-
des de mercado. Por fim, estrate´gias mensais de produc¸a˜o sa˜o geradas,
que dependem da produc¸a˜o passada, das caracter´ısticas do reservato´rio,
do me´todo de extrac¸a˜o e das instalac¸o˜es dispon´ıveis incluindo os po-
ss´ıveis alinhamentos entre poc¸os e separadores. Portanto, a produc¸a˜o
o´tima de um campo depende de bons modelos para predizer a produc¸a˜o
dos poc¸os e de algoritmos capazes de resolver problemas de otimizac¸a˜o
complexos.
Campos de produc¸a˜o de grande escala como Urucu (CAMPOS
et al., 2010) e Troll (GUNNERUD; FOSS, 2010) possuem va´rios sepa-
radores de a´gua-o´leo-ga´s. Neste tipo de campos surge a necessidade de
integrac¸a˜o da informac¸a˜o da Curva de Performance do Poc¸o (CPP), a
disposic¸a˜o topolo´gica dos separadores e a capacidade das instalac¸o˜es,
de tal maneira a maximizar o ganho obtido pela produc¸a˜o. Esta na˜o e´
1Campos inteligentes tambe´m e´ conhecido como operac¸o˜es integradas, gerencia-
mento digital integrado (GeDig) e campos de petro´leo digitais do futuro
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uma tarefa fa´cil pois as CPPs na˜o sa˜o convexas e a existeˆncia de mu´l-
tiplas possibilidades de alinhamento tornam a tarefa um problema de
Programac¸a˜o Na˜o Linear Inteiro-Misto (MINLP) com um conjunto de
soluc¸o˜es na˜o conexo e disjunto.
Este trabalho esta´ focado na escala de tempo dia´ria e mensal,
considerando o me´todo de extrac¸a˜o com injec¸a˜o cont´ınua de ga´s (gas-
lift) aplicado a campos de petro´leo de grande porte com restric¸o˜es de
separac¸a˜o. O objetivo deste trabalho consiste no desenvolvimento e ava-
liac¸a˜o de algoritmos para diminuir o tempo de resoluc¸a˜o do problema
de maximizac¸a˜o do ganho econoˆmico da produc¸a˜o de o´leo. Apesar des-
tes problemas serem tratados desde a de´cada dos anos 70 (REDDEN;
SHERMAN; BLANN, 1974), a maioria das abordagens sa˜o conserva-
tivas e convergem a soluc¸o˜es na˜o o´timas. Aqui essas abordagens sa˜o
generalizadas ao considerar CPPs na˜o lineares, restric¸o˜es de alinha-
mento e restric¸o˜es de separac¸a˜o ao mesmo tempo. Os modelos na˜o
lineares sa˜o linearizados utilizando-se abordagens semelhantes a ou-
tros trabalhos (GUNNERUD; FOSS, 2010; MISENER; GOUNARIS;
FLOUDAS, 2009; CAMPONOGARA et al., 2010). Duas formulac¸o˜es
sa˜o apresentadas, a primeira utiliza varia´veis bina´rias para indicar o
alinhamento poc¸o-separador e a linearizac¸a˜o das curvas (compacta) e a
segunda utiliza uma u´nica varia´vel bina´ria combinando as deciso˜es ci-
tadas anteriormente (integrada). A estrutura de ambas as formulac¸o˜es
e´ explorada para obter cortes de cobertura que sa˜o submetidos a um
procedimento de lifting e utilizados em algoritmos de planos de corte.
Espera-se que com a introduc¸a˜o destes planos de corte a` formulac¸a˜o
inicial do problema, o tempo computacional para a resoluc¸a˜o seja re-
duzido. Esta te´cnica e´ conhecida como cut-and-branch e foi aplicada
com sucesso em outros trabalhos (CAMPONOGARA; CONTO, 2005;
CROWDER; JOHNSON; PADBERG, 1983).
1.1 CONTRIBUIC¸A˜O
Com o objetivo de resolver o problema de alocac¸a˜o de ga´s e
alinhamento poc¸o-separador foram geradas as contribuic¸o˜es seguintes:
• Formulac¸a˜o MINLP do problema.
• Duas formulac¸o˜es que aproximam o problema MINLP por pro-
gramac¸a˜o linear inteira-mista (MILP), obtidas pela aplicac¸a˜o de
uma ferramenta de linearizac¸a˜o por partes sobre a formulac¸a˜o
MINLP.
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• Desenvolvimento, separac¸a˜o e lifting aproximado de desigualda-
des va´lidas inspiradas em desigualdades de cobertura do problema
da mochila.
• Ana´lise de performance das formulac¸o˜es e de impacto da aplicac¸a˜o
das desigualdades va´lidas.
1.2 ESTRUTURA DA DISSERTAC¸A˜O
Este documento esta´ estruturado da seguinte forma. O Cap´ı-
tulo 2 descreve brevemente o processo de elevac¸a˜o artificial por injec¸a˜o
cont´ınua de ga´s e o problema de separac¸a˜o das fases do fluido na produ-
c¸a˜o. Em seguida e´ apresentada uma pequena revisa˜o bibliogra´fica que
descreve problemas similares abordados na literatura. Finalmente o
problema e´ formulado como um MINLP e e´ apresentada uma instaˆncia
exemplo que sera´ utilizada ao longo do documento.
No Cap´ıtulo 3 e´ feita uma revisa˜o de conceitos que auxiliam a me-
lhor compreensa˜o das ferramentas de programac¸a˜o linear inteira-mista
utilizadas na abordagem de soluc¸a˜o do problema. Logo sa˜o revisados os
conceitos de formulac¸a˜o e relaxac¸a˜o, tipos de relaxac¸o˜es frequentemente
utilizadas sa˜o apresentadas. Por u´ltimo a ferramenta de linearizac¸a˜o
por partes e´ apresentada junto com os modelos de linearizac¸a˜o de inte-
resse para esta dissertac¸a˜o.
No Cap´ıtulo 4 e´ aplicada a ferramenta de linearizac¸a˜o por par-
tes e obtidas duas formulac¸o˜es MILP que aproximam o problema na˜o
linear. Em seguida sa˜o desenvolvidas desigualdades va´lidas e lifting
aproximado das desigualdades para cada formulac¸a˜o. Sa˜o propostos
dois algoritmos de separac¸a˜o de desigualdades va´lidas: o primeiro con-
siste num programa inteiro e o segundo e´ uma heur´ıstica gulosa.
No Cap´ıtulo 5 sa˜o avaliadas as formulac¸o˜es desenvolvidas e o
impacto da aplicac¸a˜o das desigualdades va´lidas.
Por u´ltimo, o Cap´ıtulo 6 apresenta as concluso˜es e propostas




2 DEFINIC¸A˜O DO PROBLEMA
Este trabalho busca desenvolver um sistema de suporte a` deci-
sa˜o para um campo de petro´leo composto por um conjunto de poc¸os
produtores, um conjunto de separadores e dutos que geram poss´ıveis
alinhamentos poc¸o-separador. Os poc¸os sa˜o operados por gas-lift cont´ı-
nuo, cada poc¸o possui uma curva de performance (CPP) que relaciona
a vaza˜o de ga´s de injec¸a˜o aplicada a` vaza˜o de fluidos produzidos. Cada
poc¸o possui um conjunto de separadores que podem atender a produ-
c¸a˜o, os separadores teˆm capacidade de tratamento de vaza˜o de fluido
limitada. O problema consiste em determinar a vaza˜o de ga´s de injec¸a˜o
por poc¸o e os alinhamentos poc¸o-separador que otimizam uma func¸a˜o
de ganho econoˆmico.
Neste cap´ıtulo sa˜o revisados os conceitos ligados a` engenharia
de petro´leo necessa´rios para a compreensa˜o do problema, sa˜o breve-
mente discutidos trabalhos relacionados e finalmente e´ apresentada a
formulac¸a˜o do problema com uma instaˆncia de exemplo.
2.1 ELEVAC¸A˜O ARTIFICIAL POR INJEC¸A˜O CONTI´NUA DE GA´S:
UMA BREVE REVISA˜O
No processo de elevac¸a˜o por injec¸a˜o cont´ınua de ga´s (gas-lift) ga´s
pressurizado e´ injetado no fundo do tubo de produc¸a˜o do poc¸o de pe-
tro´leo. Este processo e´ ilustrado na Figura 1 (retirada de (WINKLER;
BLANN, 2007)).
O ga´s misturado com o o´leo diminui o peso da coluna de fluido,
reduzindo enta˜o a pressa˜o de fundo (Pw f ). A diferenc¸a entre a pressa˜o
de reservato´rio (PR) e a pressa˜o de fundo induz a vaza˜o de fluidos do
reservato´rio para o poc¸o. Diminuindo a pressa˜o de fundo aumenta-se a
produc¸a˜o. O controle de injec¸a˜o de ga´s e´ feito atrave´s de reguladores
de vaza˜o na superf´ıcie (THOMAS, 2001).
A CPP relaciona a vaza˜o de ga´s injetada a` vaza˜o de fluidos pro-
duzida. Uma CPP caracter´ıstica e´ ilustrada na Figura 2.
A CPP da Figura 2 representa um poc¸o que na˜o responde a bai-
xas vazo˜es de ga´s de injec¸a˜o, a vaza˜o mı´nima de injec¸a˜o para produc¸a˜o
e´ aquela do ponto ’A’. Os pontos entre ’A’ e ’C’, em particular o ’B’, sa˜o
os pontos de interesse econoˆmico para operar o poc¸o. Quando o custo
de injec¸a˜o e´ nulo e a disponibilidade de ga´s infinita, o ponto o´timo de



















do fluido do 
reservatório
Figura 1: Gas-lift.
o ponto ’C’ pode na˜o ser fact´ıvel. O ponto ’D’ na˜o e´ de interesse econoˆ-
mico pois existe outro ponto de operac¸a˜o no qual e´ poss´ıvel produzir o
mesmo injetando menos ga´s.
2.2 PROBLEMA DE SEPARAC¸A˜O NA PRODUC¸A˜O DE O´LEO E
GA´S
Poc¸os de petro´leo ou ga´s produzem uma mistura gasosa (ga´s
natural), liquida (hidrocarboneto e a´gua) e eventualmente so´lida (pe-
quenas part´ıculas). A a´gua normalmente vem com outros elementos
dissolvidos, entre eles grandes quantidades de sal. Na mistura de ga-
ses tambe´m encontra-se nitrogeˆnio, dio´xido de carbono e ga´s sulf´ıdrico;
so´lidos encontrados sa˜o areia do reservato´rio e restos de corrosa˜o dos
tubos (THRO, 2007).
O objetivo final da operac¸a˜o e´ produzir o´leo e ga´s que atendam
as especificac¸o˜es do consumidor. Estas especificac¸o˜es sa˜o dadas em






Figura 2: Curva de performance de poc¸o.
A a´gua deve ser tratada antes de ser descartada, implicando num custo
de produc¸a˜o. Os fins mais comuns da a´gua sa˜o:
• Eliminac¸a˜o no mar, no caso de plataformas offshore.
• Re-injec¸a˜o no reservato´rio para manutenc¸a˜o da pressa˜o interna.
• Uso em caldeiras de ga´s.
• Irrigac¸a˜o.
Antes do transporte do fluido produzido existe uma primeira
etapa de separac¸a˜o. Este tratamento e´ diferente daquele que acontece
em refinarias pois a transformac¸a˜o e´ de natureza f´ısica e na˜o qu´ımica.
Estes processos f´ısicos sa˜o realizados por separadores onde acontece
separac¸a˜o de fases, mudanc¸as de temperatura e pressa˜o.
A separac¸a˜o acontece em va´rios esta´gios que dependem da pres-
sa˜o de produc¸a˜o. Cada esta´gio possui um separador com refereˆncia de
pressa˜o controlada e este conjunto de separadores em se´rie e´ chamado
de trem de separac¸a˜o. A produc¸a˜o acontece a presso˜es muito supe-
riores a` pressa˜o atmosfe´rica, portanto e´ necessa´rio va´rios esta´gios de
separac¸a˜o de tal maneira a tratar o ga´s dissolvido nos l´ıquidos. No fi-
nal do processo o o´leo produzido e´ transferido para um tanque a pressa˜o
atmosfe´rica (THRO, 2007).
Em campos de petro´leo de grande porte, va´rios trens de separa-
c¸a˜o sa˜o utilizados para dividir as fases do fluido. Neste trabalho, cada
trem de separac¸a˜o e´ considerado como um u´nico separador, pois os
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separadores em cada trem processam a produc¸a˜o em se´rie. Considera-
se que existem diferentes separadores quando estes podem processar a
produc¸a˜o em paralelo.
Idealmente, a capacidade de separac¸a˜o instalada na˜o deve res-
tringir a operac¸a˜o dos poc¸os, entretanto, restric¸o˜es de separac¸a˜o po-
dem existir dependendo do projeto inicial destas instalac¸o˜es ou no caso
em que a produc¸a˜o aumente pela perfurac¸a˜o de novos poc¸os na˜o pre-
vistos inicialmente. Depois de um longo per´ıodo de operac¸a˜o, certos
poc¸os podem apresentar comportamento de conificac¸a˜o, como descrito
em (CAMPOS et al., 2010). Poc¸os operando em conificac¸a˜o produzem
mais a´gua ou ga´s que o esperado, portanto a capacidade de separac¸a˜o
das instalac¸o˜es que tratam estes poc¸os pode ser ultrapassada.
Os separadores que atendem a produc¸a˜o dos poc¸os podem estar
distribu´ıdos em uma vasta a´rea. Dependendo da localizac¸a˜o dos po-
c¸os e a disposic¸a˜o dos separadores, tubulac¸o˜es para o escoamento da
produc¸a˜o entre esses elementos sa˜o instaladas. Quando existem va´rios
poss´ıveis alinhamentos entre um poc¸o e separadores nasce o problema
de escolha de alinhamento que e´ de natureza combinato´ria inteira.
2.3 TRABALHOS RELACIONADOS
Redden, Sherman e Blann (1974) propuseram um procedimento
anal´ıtico para determinar a distribuic¸a˜o de ga´s mais proveitosa para
poc¸os operados por gas-lift. O procedimento utiliza dados de superf´ıcie
para predizer o comportamento da produc¸a˜o do poc¸o. A soluc¸a˜o deles
foi utilizada na Venezuela em um reservato´rio com 1500 poc¸os e no
Texas com 150 poc¸os. Dadas as limitac¸o˜es na compressa˜o de ga´s eles
propuseram um algoritmo iterativo para reduzir a injec¸a˜o nos poc¸os
baseado em categorias de poc¸os.
Buitrago, Rodr´ıguez e Espin (1996) estiveram entre os pioneiros
na pesquisa de uma soluc¸a˜o para o problema de otimizac¸a˜o global de
alocac¸a˜o de ga´s para poc¸os operados por gas-lift considerando restric¸o˜es
de disponibilidade de ga´s. A soluc¸a˜o proposta por eles consiste em um
algoritmo que combina te´cnicas estoca´sticas de explorac¸a˜o de domı´nio
e heur´ısticas para calcular direc¸o˜es de descenso. Eles deram atenc¸a˜o
especial a poc¸os onde na˜o existe uma resposta instantaˆnea a` injec¸a˜o de
ga´s.
Grothey e McKinnon (2000) modelaram a rede completa de pro-
duc¸a˜o de gas-lift incluindo os compressores, manifolds, poc¸os e separa-
dores. Eles resolveram um problema de programac¸a˜o na˜o linear, com
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descontinuidades nas CPPs. Eles mostraram que me´todos especiali-
zados de decomposic¸a˜o podem ser utilizados para tratar este tipo de
problema.
Alarco´n, Torres e Gomez (2002) propuseram um me´todo de oti-
mizac¸a˜o global para a injec¸a˜o de ga´s para um grupo de poc¸os utilizando
programac¸a˜o na˜o linear com restric¸o˜es. Eles consideraram restric¸o˜es na
injec¸a˜o ma´xima de ga´s e discutiram o custo da compressa˜o de ga´s.
Wang, Litvak e Aziz (2002) propuseram uma te´cnica de otimi-
zac¸a˜o para alinhar vazo˜es de produc¸a˜o e vazo˜es de ga´s de injec¸a˜o para
os poc¸os sujeito a restric¸o˜es de vaza˜o e pressa˜o. O problema resultante
e´ resolvido pelo me´todo de programac¸a˜o quadra´tica sequencial.
Kosmidis, Perkins e Pistikopoulos (2005) modelaram uma rede
de produc¸a˜o com os seguintes elementos: reservato´rio, restric¸o˜es de va-
za˜o e pressa˜o nos manifolds e separadores, restric¸o˜es lo´gicas de rede,
restric¸o˜es de vaza˜o nas linhas e restric¸o˜es no nu´mero ma´ximo de mudan-
c¸as de operac¸a˜o de poc¸os. O problema resultante e´ um programa na˜o
linear inteiro-misto que foi resolvido com uma sequeˆncia de programas
inteiros-mistos lineares.
Camponogara e Nakashima (2006a) usaram programac¸a˜o dinaˆ-
mica para otimizar a distribuic¸a˜o de uma vaza˜o limitada de ga´s de
injec¸a˜o. Eles introduziram restric¸o˜es de precedeˆncia na ativac¸a˜o dos
poc¸os. Uma vantagem da programac¸a˜o dinaˆmica esta´ na soluc¸a˜o de
uma famı´lia de problemas, cobrindo toda a faixa de disponibilidade de
ga´s de injec¸a˜o.
Ray e Sarker (2007) aplicaram algoritmos gene´ticos para uma
versa˜o multiobjetivo do problema de alocac¸a˜o de ga´s de injec¸a˜o. Em
um primeiro esta´gio procura-se a maximizac¸a˜o de o´leo produzido e em
um segundo esta´gio a minimizac¸a˜o de ga´s alocado para o processo.
Misener, Gounaris e Floudas (2009) resolveram um problema de
otimizac¸a˜o global da operac¸a˜o de poc¸os por gas-lift utilizando formu-
lac¸o˜es lineares por partes diferentes da curva de produc¸a˜o dos poc¸os.
As instaˆncias utilizadas consistem em um grupo de poc¸os que podem
ser ativados ou na˜o e, se ativados, a vaza˜o de ga´s alocada obedece
restric¸o˜es de ma´ximo e mı´nimo. Eles utilizaram quatro formulac¸o˜es
diferentes para resolver o problema e compararam a eficieˆncia destas
formulac¸o˜es.
Camponogara et al. (2010) desenvolveram um me´todo para esti-
mar a CPP por meio de medic¸o˜es de pressa˜o de fundo e um estimador
de disponibilidade de vaza˜o ma´ssica de ga´s fornecida pelas estac¸o˜es de
compressa˜o para o manifold de gas-lift. Eles implementaram um al-
goritmo de programac¸a˜o linear inteira-mista para resolver o problema
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de alocac¸a˜o de ga´s considerando cada curva de desempenho dos poc¸os,
incluindo restric¸o˜es associadas aos poc¸os e separadores. Os algoritmos
foram validados no simulador de escoamento multifa´sico OLGA c©.
Campos et al. (2010) estabeleceram os requisitos principais para
atingir uma produc¸a˜o integrada de um campo de petro´leo. Eles ressal-
taram a importaˆncia de modelos precisos de poc¸os para predizer efeitos
de conificac¸a˜o e a integrac¸a˜o com algoritmos de otimizac¸a˜o em tempo
real para atingir melhores condic¸o˜es de operac¸a˜o. Eles comentaram
a importaˆncia de algoritmos capazes de alinhar vazo˜es de produc¸a˜o.
Este tipo de problema requer a utilizac¸a˜o de algoritmos de programa-
c¸a˜o inteira-mista.
Gunnerud e Foss (2010) resolveram o problema de otimizac¸a˜o de
produc¸a˜o de o´leo do campo Troll Oeste. Este campo e´ estruturado em
clusters e portanto e´ adequado para aplicar decomposic¸o˜es. As curvas
na˜o lineares sa˜o linearizadas por partes, assim o problema e´ reduzido a
um programa linear inteiro-misto. A decomposic¸a˜o Dantzig Wolfe foi
aplicada, o que permitiu a resoluc¸a˜o do problema com um algoritmo de
branch-and-price.
Apesar de existirem muitos trabalhos abordando otimizac¸a˜o para
o processo de gas-lift, existem poucos trabalhos tratando o problema
descrito em (CAMPOS et al., 2010). Neste trabalho procura-se integrar
os modelos recentes de produc¸a˜o com as limitac¸o˜es dadas por restric¸o˜es
nas facilidades dispon´ıveis. Procura-se desenvolver formulac¸o˜es eficien-
tes e identificar ferramentas que melhoram o desempenho dos meca-
nismos de resoluc¸a˜o visando aplicac¸o˜es de campo. A literatura atual
na˜o considera um estudo comparativo de eficieˆncia de formulac¸o˜es para
resolver o problema de otimizac¸a˜o com restric¸o˜es impostas pela dispo-
nibilidade de va´rios separadores, tal como no campo de Urucu descrito
em (CAMPOS et al., 2010), que demanda va´rios separadores e com
fenoˆmenos de conificac¸a˜o que produzem variac¸o˜es dia´rias na produc¸a˜o
dos poc¸os.
2.4 FORMULAC¸A˜O DO PROBLEMA
O problema de distribuir uma vaza˜o limitada de ga´s de injec¸a˜o
sob mu´ltiplas restric¸o˜es e com selec¸a˜o de unidades de separac¸a˜o pode
ser formulado em programac¸a˜o matema´tica da seguinte maneira:
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qni ≤ qmaxi (2.1b)
Para todo n ∈N :
lnyn ≤ qni ≤ unyn (2.1c)
∑
s∈Sn







i ), h ∈H (2.1e)
0≤ qn,sh ≤ qs,maxh zn,s, s ∈Sn, h ∈H (2.1f)
∑
n∈Ns
qn,sh ≤ qs,maxh , s ∈S , h ∈H (2.1g)
yn ∈ {0,1}, n ∈N (2.1h)
zn,s ∈ {0,1}, n ∈N , s ∈Sn (2.1i)
onde os paraˆmetros sa˜o:
• N e´ o nu´mero total de poc¸os considerados no problema, N =
{1, . . . ,N} e Ns ⊆N sa˜o os poc¸os cuja produc¸a˜o pode ser enviada
ao separador s;
• S e´ o nu´mero total de separadores aos quais a produc¸a˜o e´ enviada,
S = {1, . . . ,S} e Sn ⊆S e´ o conjunto de separadores que podem
receber a produc¸a˜o do poc¸o n;
• H = {o, g, w, p} conte´m as vazo˜es monofa´sicas o´leo (o), ga´s (g)
e a´gua (w); e a vaza˜o multifa´sica produc¸a˜o (p) que consiste da
composic¸a˜o das vazo˜es monofa´sicas;
• qmaxi e´ a vaza˜o de ga´s de injec¸a˜o dispon´ıvel para distribuic¸a˜o entre
os N poc¸os;
• qs,maxp , qs,maxo , qs,maxg e qs,maxw sa˜o as capacidades de separac¸a˜o e os
limites de tratamento de o´leo, ga´s e a´gua, respectivamente, para
o separador s;
• ln (un) e´ o limite inferior (superior) de vaza˜o de injec¸a˜o de ga´s
do poc¸o n devido a questo˜es te´cnicas ou estrate´gicas, como a
estabilidade da produc¸a˜o e limites de presso˜es e vaza˜o;
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e as varia´veis sa˜o:
• f e´ a func¸a˜o objetivo que representa o ganho econoˆmico dado pela
produc¸a˜o;
• qni e´ a vaza˜o de injec¸a˜o alocada ao poc¸o n;
• fn(qni ) = poqno(qni ) + pgqng(qni )− pwqnw(qni )− piqni e´ a func¸a˜o ganho
para o poc¸o n; po e pg representam o lucro obtido pela venda de
um barril padra˜o de o´leo e ga´s, respectivamente, pw e´ o custo de
tratamento de um barril padra˜o de a´gua antes do descarte e pi
representa o custo de injec¸a˜o de ga´s por cada unidade de volume
de ga´s de injec¸a˜o1;
• yn e´ uma varia´vel bina´ria que assume o valor 1 se o poc¸o n sera´
ativado e 0 caso contra´rio;
• zn,s assume o valor 1 se a produc¸a˜o do poc¸o n sera´ enviada ao
separador s e 0 caso contra´rio;
• qn,sh e´ a vaza˜o de fase h proveniente do poc¸o n direcionada ao




Limites de compressa˜o de ga´s de injec¸a˜o, de vaza˜o de injec¸a˜o de
ga´s nos poc¸os e de capacidade de separac¸a˜o de o´leo, ga´s e a´gua sa˜o
estabelecidos nas restric¸o˜es (2.1b), (2.1c) e (2.1g), respectivamente.
O alinhamento de poc¸os para separadores e´ determinado pelas
restric¸o˜es (2.1d)-(2.1f) e garantem que a produc¸a˜o de um poc¸o e´ en-
viada para precisamente um separador, enquanto a produc¸a˜o do poc¸o
n enviada ao separador s e´ nula quando zn,s = 0 e em caso contra´rio,
limitada pela capacidade ma´xima e mı´nima.
O problema de distribuic¸a˜o de ga´s de injec¸a˜o com alinhamento
poc¸o-separador e´ um problema de programac¸a˜o na˜o linear inteiro-misto
de dificuldade computacional considera´vel, devido a` caracter´ıstica na˜o
linear da CPP qnh e a`s varia´veis discretas. O problema e´ NP-dif´ıcil
2
pois o problema padra˜o da mochila3 e´ redut´ıvel a P em tempo e espac¸o
polinomial (CAMPONOGARA; NAKASHIMA, 2006a).
1Contudo, qualquer func¸a˜o separa´vel das vazo˜es de injec¸a˜o e das deciso˜es discre-
tas (ativac¸a˜o e alinhamento) pode ser utilizada.
2Um problema e´ dito NP-dif´ıcil se for um problema canoˆnico de decisa˜o para o
qual na˜o se conhece algoritmo eficiente (tempo polinomial no tamanho da instaˆncia).
3O problema padra˜o da mochila consiste em selecionar dentre um conjunto finito
de objetos, aqueles que podem ser acomodados numa caixa (mochila) de capacidade








Óleo - Água - Gás
Figura 3: Rede de produc¸a˜o.
2.5 INSTAˆNCIA EXEMPLO
A instaˆncia exemplo e´ constitu´ıda por um grupo de 5 poc¸os e 2
separadores. As CPPs dos poc¸os sa˜o obtidas a partir daquelas apre-
sentadas em (BUITRAGO; RODR´ıGUEZ; ESPIN, 1996). Cada curva
e´ projetada para um espac¸o de func¸o˜es coˆncavas da forma qp(qi) =
α0 +α1qi +α2q2i +α3 ln(qi +1) (ALARCO´N; TORRES; GOMEZ, 2002)
e quatro amostras sa˜o obtidas para descrever a curva. As frac¸o˜es de
o´leo γo, ga´s γg e a´gua γw sa˜o consideradas constantes, definidas de tal
maneira a satisfazer a relac¸a˜o qh = γhqp, h∈H \{p} e independentes da
injec¸a˜o de ga´s. Todas as curvas sa˜o amostradas nos mesmos pontos qi.
A Tabela 1 conte´m a amostragem das curvas. As unidades de medida
relativas as vazo˜es e capacidades de separac¸a˜o na˜o sa˜o explicitas pois
a ana´lise de algoritmos desenvolvida neste trabalho e´ independente das
grandezas consideradas. A Figura 3 ilustra a rede de produc¸a˜o com as
instalac¸o˜es e as restric¸o˜es associadas.
A vaza˜o de ga´s dispon´ıvel para injec¸a˜o e´ fixada em 280, valor
que na˜o permite ativar todos os poc¸os simultaneamente. Na Tabela 2
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p γno γng γnw
1 650,12 1467,90 1484,98 1437,23 0,70 0,20 0,10
2 923,08 1962,76 1981,83 1850,79 0,75 0,17 0,08
3 1076,82 2255,50 2253,84 2104,91 0,65 0,25 0,10
4 883,09 1895,33 1906,90 1797,93 0,65 0,20 0,15








* 80,00 1297,67 2515,33 3733,00








1 1459 1021,3 291,8 145,9
2 1459 1021,3 291,8 145,9
sa˜o apresentadas as capacidades de separac¸a˜o que foram definidas de tal
maneira a restringir a produc¸a˜o. As restric¸o˜es de separac¸a˜o combinadas
com a disponibilidade de ga´s de injec¸a˜o obrigam a utilizac¸a˜o dos dois
separadores, impossibilitando a utilizac¸a˜o de um u´nico separador para
tratar a produc¸a˜o total dos poc¸os. Os poc¸os pertencentes ao conjunto
N1 = {1,2,3,4} podem ter sua produc¸a˜o direcionada ao separador 1,
enquanto os poc¸os no conjuntoN2 = {2,3,4,5} podem ter sua produc¸a˜o
processada no separador 2.
2.6 SUMA´RIO
Nesta sec¸a˜o foi apresentado o problema que e´ abordado na di-
ssertac¸a˜o. Inicialmente e´ realizada uma revisa˜o dos conceitos ligados a`
engenharia de petro´leo, tais como elevac¸a˜o artificial por injec¸a˜o cont´ı-
nua de ga´s e o problema de separac¸a˜o na produc¸a˜o. Em seguida e´ feita
uma revisa˜o bibliogra´fica que comenta brevemente trabalhos relaciona-
dos. Logo o problema a ser tratado e´ formulado como um programa
na˜o linear inteiro-misto. Por u´ltimo descreveu-se uma instaˆncia do pro-
blema que sera´ utilizada a modo de exemplo ilustrativo nos pro´ximos
cap´ıtulos.
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3 FUNDAMENTOS DE PROGRAMAC¸A˜O INTEIRA
A programac¸a˜o inteira trata problemas com varia´veis discretas,
indivis´ıveis ou inteiras. Estas varia´veis podem modelar deciso˜es bi-
na´rias de liga-desliga, compra-venda ou quantidades discretas, como
quantidade de caminho˜es a serem utilizados numa construc¸a˜o, nu´mero
de separadores necessa´rios num campo de petro´leo, etc. Como pode-se
observar nos exemplos citados, problemas envolvendo varia´veis inteiras
aparecem em diferentes domı´nios e uma soluc¸a˜o de boa qualidade pode
trazer ganhos econoˆmicos relevantes.
Em muitas ocasio˜es, quando problemas desta natureza se apre-
sentam, soluc¸o˜es fact´ıveis sub-o´timas sa˜o tomadas, seja por desconhe-
cimento das ferramentas de programac¸a˜o inteira ou por falta de tempo
para tomar uma decisa˜o. A priori, e´ imposs´ıvel saber quanto ganho
se esta´ deixando de lado pela adoc¸a˜o de uma soluc¸a˜o arbitra´ria e este
ganho pode ser significativo.
A utilizac¸a˜o adequada de ferramentas de programac¸a˜o inteira
permite encontrar soluc¸o˜es com certificados de qualidade, em tempo
computacional razoa´vel. E´ importante distinguir problemas fa´ceis de
dif´ıceis e as caracter´ısticas da representac¸a˜o do problema para se esco-
lher, customizar e utilizar um algoritmo corretamente na resoluc¸a˜o do
problema.
O barateamento e por consequeˆncia a sobra de capacidade com-
putacional das ma´quinas e´ cada vez mais frequente, assim tambe´m
como a disseminac¸a˜o massiva de microcontroladores em praticamente
todos os aparelhos do nosso cotidiano. Estes fenoˆmenos veˆm aconte-
cendo e aumentando desde os anos 1980, tornando via´vel a utilizac¸a˜o de
tecnologias como a otimizac¸a˜o inteira no aux´ılio a` tomada de decisa˜o.
Neste cap´ıtulo sa˜o introduzidos aspectos fundamentais da pro-
gramac¸a˜o inteira, necessa´rios para familiarizar o leitor com os desenvol-
vimentos desta dissertac¸a˜o. Os conceitos apresentados foram extra´ıdos
de (WOLSEY, 1998).
3.1 FORMULAC¸A˜O DE PROBLEMAS INTEIROS
Uma formulac¸a˜o e´ uma ferramenta matema´tica que ajuda a re-
presentar as soluc¸o˜es fact´ıveis de um problema de programac¸a˜o ma-
tema´tica sendo obtida sistematicamente a partir da descric¸a˜o do pro-
blema.
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Definic¸a˜o 1. Um subconjunto do Rn descrito por um conjunto finito de
restric¸o˜es (desigualdades) lineares P = {x ∈ Rn : Ax≤ b} e´ um poliedro.
Definic¸a˜o 2. Um poliedro P ⊆ Rn+p e´ uma formulac¸a˜o para um con-
junto X ⊆ Zn×Rp se e somente se X = P∩ (Zn×Rp).
O conjunto X apresentado na Definic¸a˜o 2 pode ser utilizado para
representar as soluc¸o˜es fact´ıveis de um problema. No caso de problemas
inteiros-mistos, cada elemento de X possui varia´veis reais e inteiras.
E´ poss´ıvel encontrar diferentes formulac¸o˜es para o mesmo con-
junto X . Observe que e´ poss´ıvel encontrar dois poliedros diferentes P1
e P2 tais que X = (Zn×Rp)∩P1 = (Zn×Rp)∩P2. Na Figura 4 sa˜o ilus-
tradas duas formulac¸o˜es P1 e P2 para o mesmo conjunto de pares de
inteiros.









Figura 4: Formulac¸o˜es equivalentes.
Os poliedros da Figura 4 sa˜o compara´veis. Observe que o po-
liedro P1 precisa menos desigualdades que P2 para definir os pontos
inteiros e neste sentido, o poliedro P1 e´ melhor do que o poliedro P2.
Por outro lado, o poliedro P2 esta´ totalmente contido no poliedro P1 e
segundo este aspecto P2 e´ melhor do que P1 pois o espac¸o de busca e´
menor.
Definic¸a˜o 3. Dado um conjunto X ⊆Rn, o fecho convexo de X , deno-
tado como conv(X), e´ definido como: conv(X) = {x : x= ∑ti=1λixi, ∑ti=1λi
= 1, λi ≥ 0 para i = 1, . . . , t sobre todos os subconjuntos finitos
{
x1, . . . ,
xt} de X}.
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Proposic¸a˜o 1. conv(X) e´ um poliedro.
Proposic¸a˜o 2. Os pontos extremos de conv(X) esta˜o todos em X .
Devido ao resultado remarcado na Proposic¸a˜o 2, e´ poss´ıvel re-
solver o programa inteiro {max cx : x ∈ X} por meio do programa linear
{max cx : x ∈ conv(X)}.
Neste sentido a formulac¸a˜o conv(X) e´ dita ideal. No entanto, em
problemas de grandes dimenso˜es, conv(X) precisa de muitas desigual-
dades para ser descrito, e portanto sua representac¸a˜o expl´ıcita na˜o e´ de
utilidade pra´tica. Na Figura 4, P2 e´ o fecho convexo dos pontos inteiros
representados.
3.2 RELAXAC¸O˜ES
Quando se resolvem problemas complexos de otimizac¸a˜o e solu-
c¸o˜es fact´ıveis sa˜o dif´ıceis de serem encontradas, e´ de muita utilidade
conhecer limites para a func¸a˜o objetivo. Estes limites sa˜o utilizados
para estabelecer crite´rios de parada.
No caso de problemas de maximizac¸a˜o, a partir de qualquer so-
luc¸a˜o fact´ıvel, pode-se determinar um limite inferior da func¸a˜o ganho
o´tima. Por outro lado, e´ necessa´rio encontrar limites superiores da
func¸a˜o ganho. Quando a diferenc¸a entre limites e´ desprez´ıvel, pode-se
assumir a melhor soluc¸a˜o fact´ıvel encontrada como o´tima.
Limites superiores da func¸a˜o objetivo podem ser determinados
por meio de relaxac¸o˜es do problema inicial.
Definic¸a˜o 4. O problema (RP) zR = max{ f (x) : x ∈ T ⊆ Rn} e´ uma re-
laxac¸a˜o para (IP) z = max{c(x) : x ∈ X ,X ⊆ Rn} se:
1. X ⊆ T ,
2. f (x)≥ c(x), ∀x ∈ X .
Observe que toda soluc¸a˜o x fact´ıvel de IP e´ tambe´m fact´ıvel para
RP, em particular isto e´ verdade para a soluc¸a˜o o´tima x∗ de IP. Logo
RP determina limites superiores, pois zR ≥ f (x∗)≥ c(x∗) = z
As relaxac¸o˜es encontradas com frequeˆncia na literatura sa˜o:
Relaxac¸a˜o Linear: A Relaxac¸a˜o Linear e´ obtida a partir de um pro-
blema de programac¸a˜o linear inteiro (inteiro-misto) eliminando-se
as restric¸o˜es de integralidade.
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Relaxac¸a˜o Combinato´ria: Tratando-se de problemas de busca com-
binato´ria, como o problema do caixeiro viajante, relaxac¸o˜es com-
binato´rias sa˜o obtidas considerando conjuntos mais abrangentes
de busca.
Relaxac¸a˜o Lagrangeana: Restric¸o˜es sa˜o removidas e colocadas na
func¸a˜o objetivo de tal maneira a penalizar o ganho quando sa˜o
violadas. Os fatores de penalizac¸a˜o sa˜o conhecidos como multi-
plicadores de Lagrange.
3.2.1 Relaxac¸a˜o Linear
Definic¸a˜o 5. Considere o programa inteiro max{cx : x ∈ P∩Zn} com
formulac¸a˜o P =
{
x ∈ Rn+ : Ax≤ b
}
. A relaxac¸a˜o linear e´ o programa
linear zLP = max{cx : x ∈ P}
A relaxac¸a˜o linear de programas inteiros e´ uma relaxac¸a˜o pois:
1. P∩Zn ⊆ P.
2. A func¸a˜o objetivo permanece igual.
O limite definido pela relaxac¸a˜o linear depende da formulac¸a˜o P.
Quanto mais apertado for P, melhor sera´ o limite induzido.
3.2.2 Relaxac¸a˜o Surrogate
Relaxac¸o˜es surrogate foram introduzidas em (GLOVER, 1975).
Definic¸a˜o 6. Considere o problema P : max{ f (x) : g(x)≤ 0,x ∈ X}. A
relaxac¸a˜o surrogate deste problema e´ SP(u) : max{ f (x) : ug(x)≤ 0,x ∈ X}
para u≥ 0.
A relaxac¸a˜o surrogate e´ de fato uma relaxac¸a˜o pois:
1. As func¸o˜es objetivos de P e SP(u) sa˜o iguais.
2. {x ∈ X : ug(x)≤ 0,u≥ 0} ⊇ {x ∈ X : g(x)≤ 0}.
3.3 ALGORITMOS DE PROGRAMAC¸A˜O LINEAR INTEIRA-MISTA
Problemas de programac¸a˜o linear inteira-mista podem ser resol-
vidos usando ferramentas de programac¸a˜o linear (na˜o inteira). Para a
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resoluc¸a˜o do problema inteiro-misto P, todas as varia´veis pertencentes
ao domı´nio dos inteiros sa˜o aproximadas por varia´veis cont´ınuas, em
outras palavras, trabalha-se com a relaxac¸a˜o linear P˜ do problema P.
Pela Definic¸a˜o 4, observa-se que uma soluc¸a˜o o´tima de P˜ induz
um limite superior para o ganho obtido por soluc¸o˜es de P. A ideia
dos algoritmos apresentados abaixo consiste em eliminar as melhores
soluc¸o˜es de P˜ que na˜o satisfazem as restric¸o˜es de integralidade de P.
Como e´ esperado, a soluc¸a˜o o´tima de P˜, xF , pode possuir uma
das varia´veis relaxadas na˜o inteira. Portanto esta soluc¸a˜o e´ inva´lida
para P. Seja x f = c /∈ Z a varia´vel de xF aproximada com valor na˜o
inteiro.
Duas abordagens podem ser utilizadas para contornar este pro-
blema:
• Ramificar: a partir de P˜, geram-se as formulac¸o˜es P˜1 e P˜2. P˜1
possui todas as restric¸o˜es de P˜ e se acrescenta x f ≤ bcc. Analo-
gamente, P˜2 possui todas as restric¸o˜es de P˜ e x f ≤ dce. Observe
que a soluc¸a˜o xF na˜o e´ admitida por P˜1 nem por P˜2, entretanto,
todas as soluc¸o˜es fact´ıveis de P esta˜o na unia˜o dos conjuntos de
soluc¸o˜es fact´ıveis de P˜1 e P˜2. Utilizando este me´todo, resolve-se
recursivamente P˜1 e P˜2 gerando uma a´rvore de subproblemas, a
melhor das soluc¸o˜es inteiras obtidas e´ a soluc¸a˜o o´tima de P.
Esta e´ a base dos algoritmos de branch-and-bound. Os algoritmos
de branch-and-bound tratam as ramificac¸o˜es de tal maneira a na˜o
explorar todas as soluc¸o˜es poss´ıveis. Isto e´ poss´ıvel determinando
limites superiores para a func¸a˜o objetivo dos subproblemas. Se o
limite superior de um subproblema e´ menor que uma soluc¸a˜o ja´
conhecida, enta˜o esse subproblema pode ser descartado.
• Cortar: procura-se uma desigualdade que e´ satisfeita por todas
as soluc¸o˜es inteiras mas que na˜o e´ satisfeita pela soluc¸a˜o xF .
Esta desigualdade e´ acrescentada a` formulac¸a˜o P˜ e o problema
e´ novamente resolvido. Va´rios tipos de corte sa˜o apresentados
em (NEMHAUSER; WOLSEY, 1988; WOLSEY, 1998). A dife-
renc¸a em relac¸a˜o ao caso de ramificac¸a˜o e´ que na˜o sa˜o gerados
subproblemas a partir do problema inicial, este se mante´m e se
acrescenta uma desigualdade a mais. A qualidade dos cortes en-
contrados depende da formulac¸a˜o do problema.
O processo de adic¸a˜o de cortes se repete ate´ chegar a uma soluc¸a˜o
satisfazendo as restric¸o˜es de integralidade. Entretanto, encontrar
uma soluc¸a˜o para P so´ com este recurso pode ser imposs´ıvel ou
48
muito oneroso. Assim surge a abordagem cut-and-branch pro-
posta por Crowder, Johnson e Padberg (1983), em que cortes sa˜o
adicionados a` formulac¸a˜o inicial e depois a formulac¸a˜o resultante
e´ resolvida por branch-and-bound.
Solvers especializados utilizam a abordagem de branch-and-cut,
que utiliza os recursos de corte e ramificac¸a˜o em cada subproblema
gerado.
3.4 LINEARIZAC¸A˜O POR PARTES
Dada uma func¸a˜o conhecida f : R → R e K pares (x, f (x)), a
func¸a˜o f pode ser aproximada pela combinac¸a˜o convexa1 destes pares.
Existem va´rias maneiras de se aproximar uma func¸a˜o pela combinac¸a˜o
convexa de paraˆmetros. Te´cnicas populares introduzem varia´veis de
natureza inteira com este objetivo.
Linearizac¸a˜o por partes e´ uma te´cnica antiga que recebeu aten-
c¸a˜o recente com novos desenvolvimentos em teorias e modelos. Em
(PADBERG, 2000), foi demonstrado que uma formulac¸a˜o linear por
partes baseada em gradientes e´ localmente ideal, isto indica que a rela-
xac¸a˜o linear define o fecho convexo se a func¸a˜o objetivo e´ separa´vel e se o
problema na˜o possui restric¸o˜es de acoplamento. Neste sentido, esta for-
mulac¸a˜o e´ superior a` formulac¸a˜o linear por partes cla´ssica baseada em
combinac¸o˜es convexas que aparecem em certos livros (NEMHAUSER;
WOLSEY, 1988). Mais tarde em (SHERALI, 2001), foi desenvolvida
uma variac¸a˜o da formulac¸a˜o linear por partes baseada em combina-
c¸o˜es convexas que tambe´m e´ localmente ideal e va´lida para func¸o˜es
semi-cont´ınuas. Func¸o˜es lineares por partes podem ser modeladas sem
varia´veis bina´rias, forc¸ando implicitamente as restric¸o˜es no algoritmo
de branch-and-bound utilizando conjuntos especialmente ordenados co-
nhecidos por SOS2 (Specially ordered sets of type 2) (KEHA; FARIAS;
NEMHAUSER, 2004). Modelos para linearizac¸a˜o por partes de fun-
c¸o˜es multidimensionais na˜o separa´veis sa˜o discutidos em (VIELMA;
AHMED; NEMHAUSER, 2010).
Apresentamos aqui a formulac¸a˜o cla´ssica com fins dida´ticos e
finalmente mostramos a formulac¸a˜o proposta por Sherali (2001), que
foi utilizada no desenvolvimento de algoritmos nesta dissertac¸a˜o.








λ j = 1
e λ j ≥ 0 para j = 1, . . . ,n.
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3.4.1 Formulac¸a˜o Cla´ssica
A formulac¸a˜o cla´ssica e´ a mais dida´tica, sendo encontrada na
maioria dos livros de programac¸a˜o inteira-mista (WOLSEY, 1998). A
ideia utilizada e´ representada na Figura 5.
Na Figura 5 sa˜o mostradas as varia´veis λk ∈R, k∈K = {1, . . . ,K}.
Com a introduc¸a˜o das varia´veis λk, a varia´vel independente x e a func¸a˜o
f (x) tornam-se combinac¸o˜es convexas dos paraˆmetros {(xk, f (xk)) : k ∈
K }.
Figura 5: Aproximac¸a˜o utilizando a formulac¸a˜o Cla´ssica.
A aproximac¸a˜o e´ gerada pela combinac¸a˜o convexa de dois pares
(xk, f (xk)) e (xk+1, f (xk+1)). Os pesos da combinac¸a˜o convexa sa˜o deter-
minados pelas varia´veis λk e λk+1. As varia´veis ζk ∈ {0,1},k ∈K − =
K \{K}, sa˜o necessa´rias para indicar qual par (λk,λk+1) sera´ ativo.
As restric¸o˜es necessa´rias para impor a combinac¸a˜o convexa entre
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pontos consecutivos sa˜o as seguintes:





λk = 1 (3.1b)
∑
k∈K −
ζk = 1 (3.1c)
λ1 ≤ ζ1 (3.1d)
λk ≤ ζk +ζk−1, 2≤ k ≤ K−1 (3.1e)
λK ≤ ζK−1 (3.1f)
0≤ λk ≤ 1, k ∈K (3.1g)
ζk ∈ {0,1}, k ∈K − (3.1h)
• Atrave´s da equac¸a˜o (3.1a) a func¸a˜o f (x) e´ aproximada por f˜ .
• A restric¸a˜o (3.1b) estabelece que a soma das varia´veis λk deve ser
1.
• A restric¸a˜o (3.1c) estabelece que um (e so´ um) intervalo deve ficar
ativo, i.e., apenas um ζk = 1.
• A restric¸o˜es (3.1d), (3.1e) e (3.1f) relacionam o intervalo ativo aos
λk associados, indicando quais devem ser ativos.
• Na equac¸a˜o (3.1g) a natureza das varia´veis λk e´ indicada.
• Na equac¸a˜o (3.1h) a natureza das varia´veis ζk e´ indicada.
3.4.2 Formulac¸a˜o proposta por Sherali
Sherali (2001) propoˆs uma nova formulac¸a˜o que e´ localmente
ideal, pore´m mais simples do que a formulac¸a˜o de Padberg (2000). A





















ζk = 1 (3.2c)
λ lk +λ
r
k = ζk, k ∈K − (3.2d)
0≤ λ lk ,λ rk ≤ 1, k ∈K − (3.2e)
ζk ∈ {0,1}, k ∈K − (3.2f)
• A equac¸a˜o (3.2b) define f˜ como a aproximac¸a˜o de f (x).
• A restric¸a˜o (3.2c) estabelece que um (e so´ um) intervalo deve ser
ativo.
• A restric¸a˜o (3.2d) relaciona o intervalo ativo k com as varia´veis
λ lk e λ
r
k associadas, indicando quais podem ser diferente de zero.
Ale´m disso estabelece uma restric¸a˜o associada a valores de λ lk e
λ rk . Se ζk e´ ativa a soma dessas varia´veis deve ser 1 pois devem
induzir combinac¸o˜es convexas.
• A restric¸a˜o (3.2e) estabelece os limites das varia´veis λ rk e λ lk .
• A restric¸a˜o (3.2f) define a natureza bina´ria das varia´veis ζk.
Os paraˆmetros xk devem ser colocados em ordem ascendente, i.e.,
xi < x j sempre que i< j e a relac¸a˜o fk = f (xk) deve ser respeitada.
3.4.3 Algumas observac¸o˜es sobre formulac¸o˜es lineares por par-
tes
As relac¸o˜es na˜o lineares podem ser aproximadas atrave´s das re-
formulac¸o˜es lineares por partes apresentadas acima. Abaixo sa˜o citadas
algumas das principais vantagens e desvantagens deste tipo de formu-
lac¸a˜o, comec¸ando pelas vantagens:
• os problemas na˜o lineares podem ser tratados com ferramentas e
algoritmos de programac¸a˜o linear inteira-mista.
• o erro de aproximac¸a˜o poder ser ta˜o pequeno quanto desejado.
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Figura 6: Aproximac¸a˜o pela formulac¸a˜o proposta por Sherali.
• as func¸o˜es podem ser amostradas utilizando-se qualquer padra˜o
desejado.
• a linearizac¸a˜o implicitamente estabelece limites nas varia´veis x.
e as desvantagens:
• algumas func¸o˜es podem precisar muitas amostras para ficarem
bem definidas.
• precisa-se de novas varia´veis auxiliares para representar uma fun-
c¸a˜o.
• novas restric¸o˜es sa˜o adicionadas.
3.5 SUMA´RIO
Neste cap´ıtulo foram apresentados conceitos importantes para o
entendimento das ferramentas de programac¸a˜o inteira utilizadas nesta
dissertac¸a˜o. Inicialmente foram revisados o conceito de formulac¸a˜o, o
conceito de relaxac¸a˜o e foram mostradas as relaxac¸o˜es utilizadas nesta
dissertac¸a˜o. Por u´ltimo foi revisada a ferramenta de linearizac¸a˜o por
partes, o modelo cla´ssico foi mostrado por ser de interesse dida´tico e o
modelo proposto por Sherali (2001) por ser utilizado na dissertac¸a˜o.
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4 ABORDAGEM DE SOLUC¸A˜O
A soluc¸a˜o direta do problema de distribuic¸a˜o de ga´s de injec¸a˜o
P apresenta diversas dificuldades cient´ıficas e tecnolo´gicas. Ale´m da
natureza na˜o linear das Curvas de Performance dos Poc¸os (CPPs), o
espac¸o fact´ıvel e´ na˜o convexo e disjunto independentemente de estru-
turas especiais nas func¸o˜es tais como a concavidade. Uma alternativa
e´ converter P em um programa inteiro-misto linear linearizando por
partes as CPPs. Esta abordagem ja´ teve sua eficieˆncia comprovada em
va´rios problemas encontrados na literatura te´cnica (MISENER; GOU-
NARIS; FLOUDAS, 2009).
Esta dissertac¸a˜o esta´ focada na aproximac¸a˜o linear por partes do
problema P usando varia´veis bina´rias e tambe´m no desenvolvimento de
desigualdades com vistas a` diminuir o tempo de execuc¸a˜o de algoritmos
de programac¸a˜o inteira.
4.1 FORMULAC¸A˜O LINEAR POR PARTES
Duas formulac¸o˜es foram desenvolvidas, a primeira obtida pela
linearizac¸a˜o por partes direta das curvas de produc¸a˜o dos poc¸os e a
segunda obtida pela combinac¸a˜o das varia´veis de alinhamento poc¸o-
separador e as varia´veis bina´rias induzidas pela linearizac¸a˜o por partes.
O modelo proposto em (SHERALI, 2001) foi escolhido neste trabalho
por ser localmente ideal e relativamente mais simples.
4.1.1 Formulac¸a˜o Compacta
Pela linearizac¸a˜o por partes das CPPs, uma aproximac¸a˜o por
Programac¸a˜o Linear Inteira-Mista (MILP) e´ obtida:
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qni ≤ qmaxi (4.1b)
Para todo n ∈N :
∑
s∈Sn





h, h ∈H (4.1d)
































k , k ∈K (4.1i)
0≤ λ nL,k,λ nR,k ≤ 1, k ∈K (4.1j)
∑
n∈Ns
q˜n,sh ≤ qs,maxh , s ∈S , h ∈H (4.1k)
yn ∈ {0,1}, n ∈N (4.1l)
zn,s ∈ {0,1}, n ∈N , s ∈Sn (4.1m)
ζ nk ∈ {0,1}, n ∈N , k ∈K (4.1n)
Particularmente, P˜ e´ similar a P. Os novos paraˆmetros que apa-
recem na formulac¸a˜o linear por partes sa˜o:
• (qni,k,qnh,k) e´ o ke´simo ponto de amostragem de qnh(qni );
• K = {1, . . . ,K−1} e´ o conjunto de intervalos gerados pela amos-
tragem sendo K o nu´mero de pontos de amostragem das func¸o˜es
na˜o lineares.
E as novas varia´veis:
• q˜nh e´ a vaza˜o de fluido de fase h do poc¸o n aproximada pela func¸a˜o
linear por partes;
• q˜n,sh e´ a vaza˜o de fluido de fase h do poc¸o n ao separador s apro-
ximada pela func¸a˜o linear por partes;
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• λ nL,k, λ nR,k e ζ nk sa˜o varia´veis auxiliares utilizadas para realizar a
linearizac¸a˜o das curvas.
Para simplificar, as func¸o˜es qnh que modelam as vazo˜es das fa-




w, sa˜o amostradas nos mesmos valores.
Considerando poc¸os diferentes, na˜o ha´ restric¸a˜o para se utilizar valores
diferentes de qni para a amostragem das vazo˜es das fases de produc¸a˜o ou
ate´ mesmo um nu´mero diferente de amostras. Os valores de qni podem
ser escolhidos visando minimizar o erro entre o modelo de CPP na˜o
linear e a sua aproximac¸a˜o linear por partes.
4.1.2 Formulac¸a˜o Integrada
A formulac¸a˜o integrada obtida pela combinac¸a˜o das varia´veis de
decisa˜o de alinhamento e de linearizac¸a˜o e´:





qni ≤ qmaxi (4.2b)





































k , s ∈Sn, k ∈K (4.2f)
0≤ λ n,sL,k,λ n,sR,k ≤ 1, s ∈Sn, k ∈K (4.2g)
∑
n∈Ns
q˜n,sh ≤ qs,maxh , s ∈S , h ∈H (4.2h)
yn ∈ {0,1}, n ∈N (4.2i)
ζ n,sk ∈ {0,1}, n ∈N , s ∈Sn, k ∈K (4.2j)
A vantagem da formulac¸a˜o integrada e´ a eliminac¸a˜o das varia´veis
zn,s que decidem as direc¸o˜es de alinhamento. As direc¸o˜es de alinhamento
sa˜o implementadas com as varia´veis ζ n,sk , que simultaneamente indicam
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o separador servindo o poc¸o e o segmento de reta que aproxima a CPP
correspondente.
Ganhos estruturais tambe´m podem ser apontados. As desigual-
dades (4.2b) e (4.2h) sa˜o vistas como restric¸o˜es de mochila, enquanto
que as outras restric¸o˜es esta˜o relacionadas a` linearizac¸a˜o por partes.
Estas caracter´ısticas fazem a estrutura de restric¸o˜es mais simples que
a da formulac¸a˜o compacta. As varia´veis zn,s e ζ nk possuem um acopla-
mento impl´ıcito na formulac¸a˜o compacta que e´ expl´ıcito na formulac¸a˜o
integrada.
A desvantagem da formulac¸a˜o integrada reside no nu´mero de
varia´veis inteiras necessa´rias. A formulac¸a˜o integrada precisa ∑n∈N
(1+ |Sn||K |) varia´veis bina´rias, enquanto a compacta precisa somente
∑n∈N (1+ |Sn|+ |K |). Portanto a formulac¸a˜o integrada precisa mais
memo´ria. Entretanto, a introduc¸a˜o de novas varia´veis tipicamente per-
mite modelar estruturas combinato´rias com maior precisa˜o e assim
induzir a integralidade atrave´s de restric¸o˜es lineares mais apertadas
(VANDERBECK; WOLSEY, 2010).
As equac¸o˜es (4.2c), (4.2d) e (4.2f) podem ser eliminadas pela




R,k com suas expresso˜es definidas
pelas varia´veis restantes. Substituic¸o˜es similares podem ser feitas na
formulac¸a˜o compacta.
4.1.3 Notac¸a˜o
A definic¸a˜o dos poliedros das formulac¸o˜es e os desenvolvimentos
daqui em diante dependem da seguinte notac¸a˜o.
Para a formulac¸a˜o compacta:
• Ωs = {(n,k) : n ∈Ns, k ∈K } conte´m os n´ıveis de operac¸a˜o dos
poc¸os que podem ter sua produc¸a˜o direcionada ao separador s; o
poc¸o n opera no n´ıvel k se ζ nk = 1;
• Ω= ∪s∈SΩs possui os n´ıveis de operac¸a˜o de todos os poc¸os;
• ζ = (ζ nk : (n,k) ∈Ω);
• λ = (λ nk,L,λ nk,R : (n,k) ∈Ω);
• y = (yn : n ∈N );
• z = (zn,s : n ∈N , s ∈Sn);
• q = (qni : n ∈N )∪ (q˜nh : n ∈N , h ∈H )∪ (q˜n,sh : n ∈N , s ∈Sn, h ∈
H ); e
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• x = (y,ζ ,z,λ ,q) e´ o vetor com todas as varia´veis.
Para a formulac¸a˜o integrada:
• Ω† = {(n,s,k) : (n,k) ∈Ω,s ∈Sn} e´ o conjunto de n´ıveis de opera-
c¸a˜o e alinhamentos de todos os poc¸os; o poc¸o n opera no n´ıvel k
e a sua produc¸a˜o e´ enviada ao separador s se ζ n,sk = 1;
• ζ † = (ζ n,sk : (n,s,k) ∈Ω†);
• λ † = (λ n,sk,L,λ n,sk,R : (n,s,k) ∈Ω†);
• q† = (qni : n ∈N )∪ (q˜n,sh : n ∈N , s ∈Sn, h ∈H ); e
• x† = (y,ζ †,λ †,q†) e´ o vetor com todas as varia´veis.
Com esta notac¸a˜o, a formulac¸a˜o compacta e´ definida pelo polie-
dro P = {x : x satisfaz (4.1b)-(4.1k), 0≤ y≤ 1,0≤ ζ ≤ 1,0≤ z≤ 1}. A
formulac¸a˜o integrada e´ definida porP† = {x† : x† satisfaz (4.2b)-(4.2h),
0≤ y≤ 1,0≤ ζ † ≤ 1}.
Obviamente, o conjunto fact´ıvel da formulac¸a˜o compacta e´ X =
{x ∈P : y,ζ ,z sa˜o inteiros}, enquanto que o conjunto fact´ıvel da for-
mulac¸a˜o integrada e´ X † = {x† ∈P† : y e ζ † sa˜o inteiros}.
Os poliedros P e P† na˜o sa˜o diretamente compara´veis dado
que diferem em dimenso˜es e varia´veis. Contudo, a comparac¸a˜o com
respeito a`s varia´veis comuns, que teˆm significado f´ısico, pode ser feita.
Seja proj(P) =
{
(y,q†) : x ∈P} a projec¸a˜o deP no espac¸o gerado por
(y,q†). Analogamente, defina proj(P†) =
{
(y,q†) : x† ∈P†}. Mostrou-
se que P (P† e P )P† com contra exemplos nume´ricos (CODAS;
CAMPONOGARA, 2011), que na˜o sa˜o mostrados aqui para manter a
brevidade.
4.1.4 Conversa˜o entre Formulac¸o˜es
Toda soluc¸a˜o fact´ıvel x† da formulac¸a˜o integrada pode ser con-






ζ nk := ∑
s∈Sn
ζ n,sk (4.3b)
λ nL,k := ∑
s∈Sn
λ n,sL,k (4.3c)






De maneira rec´ıproca, dada uma soluc¸a˜o fact´ıvel x da formulac¸a˜o
compacta e´ poss´ıvel determinar a soluc¸a˜o correspondente na formulac¸a˜o
integrada:
ζ n,sk := ζ
n
k zn,s (4.4a)
λ n,sL,k := λ
n
L,kzn,s (4.4b)






4.2 DESIGUALDADES VA´LIDAS PARA A FORMULAC¸A˜O INTE-
GRADA
Desigualdades va´lidas desempenham um papel importante no
melhoramento da eficieˆncia de algoritmos. Softwares de uso comercial
como CPLEX, XPress-MP e Mosek fazem uso desta tecnologia. As
restric¸o˜es do problema de distribuic¸a˜o de ga´s de injec¸a˜o teˆm estrutura
de mochila. Estas restric¸o˜es representam o limite de capacidade dos
separadores e o limite de disponibilidade de ga´s de injec¸a˜o. Portanto,
um procedimento plaus´ıvel para melhorar o desempenho de algoritmos
e´ identificar desigualdades va´lidas baseadas em desigualdades de co-
bertura de mochila (BALAS, 1975; BALAS; ZEMEL, 1978). Daqui
em diante, sa˜o apresentadas notac¸o˜es e sa˜o desenvolvidas desigualda-
des va´lidas inspiradas nas desigualdades de cobertura de mochila para
as formulac¸o˜es lineares por partes.
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4.2.1 Desigualdades de cobertura Surrogate
As desigualdades sa˜o baseadas no conceito de coberturas de mo-
chila (BALAS, 1975; BALAS; ZEMEL, 1978) e em restric¸o˜es surrogate
(GLOVER, 1968) aplicadas a` capacidade de separac¸a˜o de vaza˜o de cada
fase do fluido. Com este fim, a seguinte notac¸a˜o e´ necessa´ria:
• Ω(U) = ∪s∈UΩs e´ o conjunto de n´ıveis de operac¸a˜o dos poc¸os que
podem ser atendidos pelos separadores do conjunto U ⊆S ;
• w= (wh : h∈H ) define uma restric¸a˜o surrogate sobre as restric¸o˜es
de capacidade de separac¸a˜o de fases dos separadores em U . Por
convenc¸a˜o, wh ≥ 0 para todo h e ∑h∈H wh = 1;
• qnk(w) = min{∑h∈H whqnh,k,∑h∈H whqnh,k+1} e´ a capacidade surro-
gate mı´nima consumida pelo poc¸o n quando opera no n´ıvel k; o
consumo mı´nimo qnk(w) corresponde ao mı´nimo de uma func¸a˜o
linear de qni sujeito a q
n
i ∈ [qni,k,qni,k+1], que e´ portanto atingido em
um dos extremos;
• q(C,w) = ∑(n,k)∈C qnk(w) e´ a capacidade surrogate mı´nima consu-
mida pelos poc¸os operando nos n´ıveis dados em C ⊆Ω(U); e
• qmax(U,w) = ∑s∈U ∑h∈H whqs,maxh e´ a capacidade surrogate asso-
ciada ao conjunto de separadores U ⊆S .
Definic¸a˜o 7. Dado U ⊆ S e um vetor surrogate w, um conjunto
C(U) ⊆ Ω(U) define uma cobertura surrogate para os separadores de
U se:
1. Se para todo (n,k),(n′,k′) ∈C(U) distintos, tem-se n 6= n′; e
2. q(C(U),w) > qmax(U,w).
Tomando (n,k) ∈C(U), define-se C(U)n,k =C(U)\{(n,k)}. Uma
cobertura C(U) e´ dita mı´nima se nenhuma das condic¸o˜es seguintes e´
satisfeita:
• Existe (n,k) ∈ C(U) e k′ ∈ K \{k} com qnk′(w) < qnk(w) tal que
C˜ =C(U)n,k ∪{(n,k′)} induz uma cobertura surrogate;
• C(U)nˆ,kˆ induz uma cobertura surrogate para (nˆ, kˆ) = argmin{qnk(w) :
(n,k) ∈C(U)}.
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Considerando a instaˆncia exemplo, define-se U = {2} e w tal que wp = 1
e os outros valores iguais a zero. C = {(2,1), (3,1)} e´ uma cobertura
para U pois q(C,w) =min{923,08; 1962,76}+min{1076,82; 2255,50}=
1999,90> 1459,00 = qmax(U,w). Esta cobertura e´ mı´nima.
Proposic¸a˜o 3. Uma cobertura surrogate C(U) induz uma desigualdade





ζ n,sk ≤ |C(U)|−1 (4.5)














que apo´s ser multiplicada por wh para todo h ∈H e adicionada resulta



























onde a u´ltima desigualdade (4.6b) e´ resultado da minimizac¸a˜o de uma
func¸a˜o linear sobre um intervalo. Para provar este resultado, suponha




R,k ≥ 0 e λ n,sL,k +λ n,sR,k = 1. Substituindo λ n,sR,k
por 1−λ n,sL,k, o termo interno do lado direito da desigualdade (4.6a) vira
uma func¸a˜o de λ n,sL,k:














Como g(λ n,sL,k) e´ linear com domı´nio λ
n,s
L,k ∈ [0,1], o mı´nimo e´ atingido em
um dos extremos:
min{g(λ n,sL,k) : λ n,sL,k ∈ [0,1]}= min{wTqnk+1, wTqnk}= qnk(w)



















Suponha que existe x† ∈X † que viola a desigualdade (4.5). Cla-
ramente ∑
s∈U∩Sn
ζ n,sk = 1 para todo (n,k) ∈C(U), pois de outra forma o



























contradizendo a hipo´tese que x† e´ fact´ıvel.
4.2.2 Coberturas Surrogate estendidas
A extensa˜o de uma cobertura surrogate C(U) consiste dos pares
(n,k)∈Ω(U)\C(U) cujas varia´veis correspondentes ζ n,sk podem ser adici-
onadas no lado esquerdo de (4.5), para assim fortalecer a desigualdade.
Seja N (C) = {n : (n,k) ∈C} para qualquer C ⊆Ω.




(n,k) ∈Ω(U)\C(U) : (n,k′) ∈C(U), qnk(w)≥ qnk′(w)
}





k′ (w) : (n
′,k′) ∈C(U)
}}
A extensa˜o consiste dos pares de operac¸a˜o (n,k) que na˜o perten-
cem a` cobertura e consomem mais recursos que um par correspondente
(n,k′) na cobertura C(U), ou de outro modo dos pares cujo consumo
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surrogate excede o consumo surrogate de todos os pares da cobertura.
Pode-se induzir uma desigualdade va´lida mais forte que a desigualdade
surrogate (4.5) pela extensa˜o da cobertura.
Dado um inteiro d, define-se C(U)d ⊆C(U) tal que:
• |C(U)d |= d;
• min{qml (w) : (m, l) ∈C(U)d} ≥max{qml (w) : (m, l) ∈C(U)\ C(U)d}.
C(U)d conte´m os d pares de maior consumo em C(U). Similar-
mente, dado um inteiro d define-se C(U)dn,k ⊆C(U)n,k tal que:
• |C(U)dn,k|= d;
• min{qml (w) : (m, l)∈C(U)dn,k}≥max{qml (w) : (m, l)∈C(U)n,k\C(U)dn,k}.
Portanto C(U)dn,k e´ o subconjunto de C(U)n,k com os d pares de maior
consumo. Se d = 0, enta˜o assume-se que C(U)d = /0 e C(U)dn,k = /0.
Para qualquer (n,k) ∈ E[C(U)], define-se o fator de lifting apro-
ximado β nk da seguinte maneira:
β nk =

1+max{d : qnk(w)−qnk˜(w)≥ q(C(U)dn,k˜,w)},
onde(n, k˜) ∈C(U), se (n,k) ∈ EA
max{d : qnk(w)≥ q(C(U)d ,w)}, caso contra´rio
Proposic¸a˜o 4. A desigualdade de cobertura estendida surrogate de











k ≤ |C(U)|−1 (4.8)
Demonstrac¸a˜o. Suponha que existe x† ∈X † que viola a desigualdade
(4.8). Com respeito a x†, definem-se os conjuntos seguintes:
• ΦC = {(n,k) ∈C(U) : ∃s ∈U ∩Sn, ζ n,sk = 1};
• ΦA = {(n,k) ∈ EA : ∃s ∈U ∩Sn, ζ n,sk = 1} e
ΦdA = {(n,k) ∈ΦA : β nk = d}; e
• ΦB = {(n,k) ∈ EB : ∃s ∈U ∩Sn, ζ n,sk = 1} e
ΦdB = {(n,k) ∈ΦB : β nk = d}.
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Observe que a produc¸a˜o de cada poc¸o presente em ΦC∪ΦA∪ΦB
e´ direcionada para um separador em U .
Seja q =∑|C(U)|d=1 d|ΦdA|+∑|C(U)|d=1 d|ΦdB|. Como x† viola (4.8), |ΦC|+
q> |C(U)|−1. Logo, pela definic¸a˜o da cobertura estendida surrogate e







o que contradiz a hipo´tese de que x† e´ fact´ıvel.
Na instaˆncia exemplo apresentada na Sec¸a˜o 2.5, a extensa˜o da
cobertura surrogate C(U) = {(2,1), (3,1)} dada por U = {2} e´ definida
por: EA = {(2,2),(2,3),(3,2),(3,3)} e EB = {(1,2),(1,3),(4,2),(4,3),
(5,2),(5,3)}. Para calcular os fatores β nk , os elementos de C(U) sa˜o
ordenados em forma na˜o-crescente de consumo surrogate: C(U) = {
(3,1)1076,82,(2,1)923,08}.
O consumo do elementos em EA e´ {(2,2)1962,76, (2,3)1850,79,
(3,2)2253,84, (3,3)2104,91}. β 22 = 1 pois 1962,76− 923,08 = 1039,68 
q(C(U)12,1,w) = 1076,82. β
3
2 = 2 pois 2253,84− 1076,82 = 1177,02 ≥
q(C(U)13,1,w) = 923,08. Da mesma maneira, pode ser verificado que
β 23 = 1 e β
3
3 = 2.
O consumo dos elementos em EB e´ {(1,2)1467,90, (1,3)1437,23,
(4,2)1895,33,(4,3)1797,93, (5,2)1761,49,(5,3)1724,72}. β 12 = 1 pois 1467,90≥
q(C(U)1,w) = 1076,82, mas 1467,90  q(C(U)2,w) = 1999,9. E´ tam-










O problema de separac¸a˜o consiste em encontrar uma cobertura
C(U) que induz um plano de corte para uma soluc¸a˜o fraciona´ria x†.
Dado um conjunto de separadores U e um vetor surrogate w, a busca
de uma cobertura que induz um plano de corte ou que minimiza uma
margem de factibilidade e´ um programa inteiro:
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θ nk +1 (4.9a)
s.a : ∑
(n′,k)∈Ω(U):n′=n







θ nk ∈ {0, 1}, (n,k) ∈Ω(U) (4.9d)
A cobertura resultante e´ definida por C(U) = {(n,k) : θ nk = 1}.
A desigualdade (4.9b) garante que o resultado C(U) conte´m no
ma´ximo um n´ıvel de operac¸a˜o por poc¸o, enquanto a desigualdade (4.9c)
garante que o consumo total de recursos surrogate ultrapassa a capaci-
dade ma´xima. Como a func¸a˜o objetivo e´ o lado esquerdo da desigual-
dade de cobertura (4.5) subtra´ıdo do lado direito, a cobertura C(U)
obtida pela soluc¸a˜o SP(U,w) e´ um plano de corte para x† se ν(U,w)> 0.
Como Ω(U) pode ser um conjunto grande, a busca de uma cober-
tura pode ser restringida somente aos elementos do conjunto Ω(U,x†) =
{(n,k) ∈Ω(U) : ζ n,sk > 0 para algum s ∈U ∩Sn}.
O problema de separac¸a˜o SP(U,w) e´ um problema NP-Dif´ıcil
inspirado no procedimento geral de separac¸a˜o para desigualdades de
cobertura enunciado em (CROWDER; JOHNSON; PADBERG, 1983).
O problema de separac¸a˜o de desigualdades de cobertura estendidas e´
mais complicado pois fatores de lifting exatos ou aproximados devem
ser calculados.
Como a soluc¸a˜o exata de SP pode consumir muito tempo para
ser obtida, heur´ısticas podem ser utilizadas para separar coberturas
e produzir desigualdades de cobertura estendidas. Kaparis e Letch-
ford (2008) testaram numericamente va´rias heur´ısticas propostas por
outros autores, chegando a` conclusa˜o que heur´ısticas gulosas sa˜o me-
lhores que outras estrate´gias. Por esta raza˜o, aqui e´ utilizada uma
heur´ıstica gulosa que e´ semelhante a`quela apresentada por Kaparis e
Letchford (2008). Dado um subconjunto de separadores U e um ve-
tor surrogate w, uma heur´ıstica gulosa eficaz escolhe C(U) seguindo as
ideias seguintes:
• O conjunto C(U) deve ser de baixa cardinalidade. Se C(U) e´
de alta cardinalidade a desigualdade de cobertura (4.8) gerada e´
fraca pois a o lado direito da desigualdade possui um alto valor.
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• Os elementos (n,k) ∈ Ω(U) para os que existe s ∈Sn com valor
de ζ n,sk perto de 1 devem ser considerados com maior prioridade
como elementos de C(U).
• Com relac¸a˜o ao valor de qnk(w), o peso do elemento (n,k) do ponto
de vista do problema da mochila, elementos qnk(w) de alto valor
tendera˜o a diminuir a cardinalidade de C mas a extensa˜o da co-
bertura e´ melhor quando os valores de qnk(w) sa˜o pequenos.
DadosU e w, a heur´ıstica de separac¸a˜o inspirada nas ideias acima
e´ dada por:




2. Adicione os elementos (n,k) de acordo com a ordem, garantindo
que C(U) tem no ma´ximo um elemento para cada poc¸o, ate´ que
q(C(U),w) > qmax(U,w).
4.3 DESIGUALDADES VA´LIDAS PARA A FORMULAC¸A˜O COM-
PACTA
O conceito de cobertura surrogate desenvolvido para a formula-
c¸a˜o integrada (Definic¸a˜o 7) e´ aplica´vel a` formulac¸a˜o compacta. Esta
sec¸a˜o apresenta brevemente a desigualdade de cobertura surrogate para
a formulac¸a˜o compacta sem muitos detalhes, dada a similaridade aos
resultados obtidos para a formulac¸a˜o integrada.
Proposic¸a˜o 5. Para o conjunto de separadores U e o vetor surrogate
w, uma cobertura surrogate C(U) induz uma desigualdade de cobertura
surrogate que e´ va´lida para conv(X ):
∑
(n,k)∈C(U)























Multiplicando a equac¸a˜o (4.11) por wh ≥ 0 e somando para todo















































onde w = (wh : h ∈H ) e a u´ltima desigualdade segue do mesmo
desenvolvimento realizado na prova da Proposic¸a˜o 3, na desigualdade
(4.6). Para qualquer U ⊆S , adicione a desigualdade (4.12) para todo

















Suponha que existe x ∈X que na˜o satisfaz a desigualdade de
cobertura dada por (4.10) para algum U ∈S , cobertura C(U) e vetor
surrogate w. Uma vez que x viola (4.10), conclui-se que:
∑
(n,k)∈C(U)
ζ nk = |C(U)| (4.14a)
∀n ∈N (C(U)), ∃s ∈ (U ∩Sn) : zn,s = 1 (4.14b)
Observe que se ζ kn = 1 enta˜o existe um separador s(n,k) que re-
cebe a produc¸a˜o consequente da ativac¸a˜o do par (n,k), isto implica em


















Mas isto viola a desigualdade (4.13) e, portanto, contradiz a
hipo´tese.
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De propo´sito, a formulac¸a˜o integrada foi motivada pelo termo
envolvendo as varia´veis de alinhamento zn,s do lado direito da desigual-
dade (4.10), que tende a enfraquecer a desigualdade de cobertura. Esta
observac¸a˜o levou a` utilizac¸a˜o das varia´veis inteiras ζ n,sk para decidir si-
multaneamente alinhamento poc¸o-separador e linearizac¸a˜o para cada
poc¸o.
Definic¸a˜o 9. A extensa˜o de uma cobertura C(U) e´ definida por E[C(U)] =
{(n,k) ∈Ω(U)\C(U) : (n,k′) ∈C(U), qnk(w)≥ qnk′(w)}.
Dito de outra maneira, a extensa˜o consiste dos n´ıveis de opera-
c¸a˜o (n,k) que na˜o esta˜o presentes na cobertura e que consumem mais
recursos surrogate que os pares correspondentes (n,k′) presentes na co-
bertura.
Proposic¸a˜o 6. A desigualdade de cobertura estendida surrogate e´ va´-
lida para conv(X ):
∑
(n,k)∈C(U)∪E[C(U)]





Demonstrac¸a˜o. Suponha que existe x ∈X que na˜o satisfaz a desigual-
dade de cobertura estendida dada por (4.18) para algum U ⊆S , cober-
tura C(U) e vetor surrogate w. Uma vez que x viola (4.18), conclui-se
que:
∀n ∈N (C(U)),∃k ∈K : (n,k) ∈ (C(U)∪E[C(U)]),ζ nk = 1 (4.19a)
∀ ∈N (C(U)), ∃s ∈ (U ∩Sn) : zn,s = 1 (4.19b)




















Mas isto viola a desigualdade (4.13) e, portanto, contradiz a hipo´tese.
Em oposic¸a˜o a` desigualdade de cobertura estendida para a for-
mulac¸a˜o integrada, as varia´veis introduzidas pela extensa˜o na˜o podem
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ser multiplicadas por fatores maiores que um, dependendo do me-
nor consumo surrogate. Para ilustrar este fato, suponha que um par
(n,k) ∈ E[C(U)] possui um fator maior que 1, por exemplo 2, multipli-
cando ζ nk . Logo, quando ζ
n
k = 1 e a produc¸a˜o do poc¸o n e´ direcionada a
um separador s 6∈U , a varia´vel zn,s teria quer ser multiplicada por um
fator de pelo menos 2.
Quando U =S , os termos do lado direito da desigualdade (4.18)
envolvendo as varia´veis zn,s somem, tornando a desigualdade de cober-
tura estendida surrogate ideˆntica em esseˆncia a` correspondente desigual-
dade da formulac¸a˜o integrada. A extensa˜o da cobertura e os fatores de
lifting aproximado sa˜o obtidos pela aplicac¸a˜o do mesmo procedimento
da formulac¸a˜o integrada utilizando U =S .
Proposic¸a˜o 7. Dada uma cobertura C(S ) e um vetor surrogate w, a
seguinte desigualdade de cobertura estendida e´ valida para conv(X ):
∑
(n,k)∈C(S )




k ≤ |C(S )|−1 (4.21)
Demonstrac¸a˜o. Suponha que existe x ∈ X que viola a desigualdade
(4.21). Com respeito a x, definem-se os conjuntos seguintes:
• ΦC = {(n,k) ∈C(S ) : ζ nk = 1};
• ΦA = {(n,k) ∈ EA : ζ nk = 1} e
ΦdA = {(n,k) ∈ΦA : β nk = d}; e
• ΦB = {(n,k) ∈ EB : ζ nk = 1} e
ΦdB = {(n,k) ∈ΦB : β nk = d}.
Seja q=∑|C(S )|d=1 d|ΦdA|+∑|C(S )|d=1 d|ΦdB|. Como x† viola (4.21), |ΦC|+
q > |C(S )|−1. Logo, pela definic¸a˜o da cobertura estendida surrogate







o que contradiz a hipo´tese de que x† e´ fact´ıvel.
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4.3.1 Separac¸a˜o
A separac¸a˜o de coberturas tambe´m e´ feita de maneira similar
ao caso da formulac¸a˜o integrada. Para manter a brevidade aqui sa˜o
comentadas somente as diferenc¸as:
• O programa inteiro de separac¸a˜o (4.9) possui as mesmas varia´veis








θ nk +1 (4.22)
• A ordenac¸a˜o de elementos (n,k) ∈ Ω(U) na heur´ıstica gulosa e´
feita em ordem na˜o-crescente de ζ nk −1− ∑
s∈Sn\U
zn,s.
4.4 DESIGUALDADES VA´LIDAS PARA A DISPONIBILIDADE DE
GA´S DE INJEC¸A˜O
Desigualdades va´lidas baseadas em coberturas obtidas a partir
da disponibilidade de ga´s sa˜o aplicadas em ambas formulac¸o˜es integrada
e compacta. Estas desigualdades sa˜o essencialmente aquelas desenvol-
vidas em (CAMPONOGARA; NAKASHIMA, 2006b) para o problema
de alocac¸a˜o de ga´s de injec¸a˜o que e´ restrito somente pela capacidade
de compressa˜o. Para este problema em particular foram obtidas condi-
c¸o˜es para que as desigualdades baseadas em coberturas sejam facetas
do poliedro, procedimentos simples para calcular fatores aproximados
de lifting, e finalmente condic¸o˜es para que estes fatores aproximados
sejam de fato exatos.
Para manter a brevidade da apresentac¸a˜o, as desigualdades sa˜o
desenvolvidas somente para a formulac¸a˜o compacta, e a partir desta,
facilmente pode-se estender para o caso da formulac¸a˜o integrada substi-
tuindo ζ nk por ∑s∈Sn ζ
n,s
k . As demonstrac¸o˜es tambe´m sa˜o omitidas pois
elas podem ser obtidas diretamente de (CAMPONOGARA; NAKA-
SHIMA, 2006b; NAKASHIMA, 2007).
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4.4.1 Desigualdade de cobertura de ga´s de injec¸a˜o
Para qualquer conjunto C ⊆Ω, seja qi(C) = ∑(n,k)∈C qni,k a menor
vaza˜o de ga´s de injec¸a˜o necessa´ria para operar os poc¸os em N (C) nos
n´ıveis de operac¸a˜o presentes em C.
Definic¸a˜o 10. Um subconjunto C ⊆Ω define uma cobertura de ga´s de
injec¸a˜o se:
1. para todos os pares distintos (n,k),(n′,k′) ∈C, n 6= n′; e
2. qi(C) > qmaxi
Proposic¸a˜o 8. Uma cobertura para ga´s de injec¸a˜o C induz uma desi-
gualdade va´lida de ga´s de injec¸a˜o para conv(X ):
∑
(n,k)∈C
ζ nk ≤ |C|−1 (4.23)
Para uma cobertura C e (n,k) ∈ C, seja Cn,k = C\{(n,k)}. C e´
mı´nima se nenhuma das condic¸o˜es seguintes e´ satisfeita:
1. existe (n,k) ∈C tal que Cn,k∪{(n,k−1) : k≥ 2} induz uma cober-
tura de ga´s de injec¸a˜o;
2. Cnˆ,kˆ e´ uma cobertura de ga´s de injec¸a˜o para (nˆ, kˆ) = argmin{qni,k :
(n,k) ∈C}.
Suponha que qmaxi = 2000 para o exemplo ilustrativo dado na Sec¸a˜o 2.5.
Enta˜o, C = {(1,2),(2,2)} define uma cobertura de ga´s de injec¸a˜o pois
qi(C) = 2595,34> 2000 = qmaxi . C e´ obviamente mı´nima.
O problema de separac¸a˜o para coberturas de ga´s de injec¸a˜o na˜o
e´ formulado aqui pois e´ similar ao problema de separac¸a˜o de cobertu-
ras surrogate. Da mesma maneira, a heur´ıstica de separac¸a˜o pode ser
obtida da estrate´gia gulosa desenvolvida para as coberturas surrogate.
4.4.2 Extensa˜o das coberturas
A desigualdade (4.23) e´ fortalecida pela adic¸a˜o de varia´veis ζ nk
para alguns pares de Ω\C. Esses pares (n,k) sa˜o aqueles que consomem
mais ga´s de injec¸a˜o que os pares correspondentes (n,k′)∈C, ou os pares
(n,k) que na˜o tem um par correspondente em C e que consomem mais
ga´s de injec¸a˜o que todos os pares da C.
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Definic¸a˜o 11. E[C] = EA ∪EB e´ a extensa˜o de uma cobertura de ga´s
de injec¸a˜o onde:
EA = {(n,k) : (n,k′) ∈C, k = k′+1, . . . ,K−1}




Para um inteiro d, define-se Cd ⊆C tal que:
• |Cd |= d;
• min{qmi,l : (m, l) ∈Cd} ≥max{qmi,l : (m, l) ∈C\Cd}.
O conjunto Cd conte´m os d pares de C que consomem mais ga´s de
injec¸a˜o que aqueles que sobraram. Similarmente, para um inteiro d e
(n,k) ∈C, defina Cdn,k ⊆Cn,k tal que:
• |Cdn,k|= d;
• min{qmi,l : (m, l) ∈Cdn,k} ≥max{qmi,l : (m, l) ∈Cn,k\Cdn,k}.
Claramente, Cdn,k conte´m os d elementos de Cn,k que consomem mais ga´s
de injec¸a˜o que os sobrantes. Sempre que d = 0, assume-se que Cd = /0 e
Cdn,k = /0.
Para qualquer (n,k) ∈ E[C], os fatores de lifting aproximados β nk
sa˜o calculados como segue:
β nk =

1+max{d : qni,k−qni,k˜ ≥ qi(Cdn,k˜)},
onde(n, k˜) ∈C, se (n,k) ∈ EA
max{d : qni,k ≥ qi(Cd)}, caso contra´rio
Proposic¸a˜o 9. A desigualdade de cobertura estendida de ga´s de injec¸a˜o
de C e´ va´lida para conv(X ):
∑
(n,k)∈C




k ≤ |C|−1 (4.24)
4.5 SUMA´RIO
Neste cap´ıtulo a abordagem de soluc¸a˜o do problema foi apresen-
tada. Inicialmente foi mostrada a aplicac¸a˜o da ferramenta de lineariza-
c¸a˜o por partes para obter as formulac¸o˜es compacta e integrada. Logo
apo´s foi apresentado como sa˜o geradas as desigualdades va´lidas para
72
ambas as formulac¸o˜es, para as quais mostrou-se como se obte´m desi-
gualdades simples e logo a aplicac¸a˜o de extensa˜o e lifting aproximado
para fortalecer as desigualdades.
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5 ANA´LISE COMPUTACIONAL
Neste cap´ıtulo comparam-se os modelos desenvolvidos e avalia-se
a utilidade dos cortes baseados em coberturas por meio de experimentos
computacionais. Os testes foram executados numa estac¸a˜o de trabalho
com unidade central de processamento Intel Xeon R© @ 2,40 Gigahertz e
4096 Kilobytes de memo´ria cache. Os algoritmos foram implementados
e resolvidos no CPLEX versa˜o 11.
5.1 CENA´RIOS
Para realizar os experimentos computacionais, 36 instaˆncias do
problema foram criadas variando os paraˆmetros seguintes:
• Nu´mero de poc¸os no campo (N = 32, 64, 128).
• Disponibilidade de recursos (D = alta, me´dia e baixa).
• Concavidade e nu´mero de pontos de amostragem de cada CPP,
na˜o coˆncava com 19 pontos de amostragem e coˆncava com 19, 40
e 60 pontos de amostragem.
Todas as instaˆncias consideram 3 separadores que podem receber
a produc¸a˜o de qualquer poc¸o. Os pontos de amostragem das CPPs na˜o
coˆncavas sa˜o do campo de petro´leo descrito em (BUITRAGO; RODR´ı-
GUEZ; ESPIN, 1996). As CPPs das instaˆncias coˆncavas foram obti-
das ajustando uma curva polinomial-logar´ıtmica da forma α0 +α1qi +
α2q2i +α3 ln(qi +1) (ALARCO´N; TORRES; GOMEZ, 2002) aos pontos
das CPPs em (BUITRAGO; RODR´ıGUEZ; ESPIN, 1996). Os paraˆme-
tros do ajuste (α0,α1,α2,α3) foram calculados pelo me´todo dos mı´nimos
quadrados e em todos os casos foi poss´ıvel achar os paraˆmetros o´timos.
Posteriormente esta curva e´ amostrada e obte´m-se uma func¸a˜o coˆncava
linear por partes. Os paraˆmetros de todas as instaˆncias esta˜o disponi-
bilizados eletronicamente em arquivos formatados na linguagem AMPL
em (CODAS; CAMPONOGARA, 2011), juntamente com os modelos
da formulac¸a˜o compacta e integrada.
Nas instaˆncias com alta disponibilidade de recursos a soma das
capacidades dos separadores e a disponibilidade de ga´s de injec¸a˜o sa˜o
muito superiores a` capacidade necessa´ria para processar a ma´xima pro-
duc¸a˜o de todos os poc¸os. Quando a disponibilidade de recursos e´ me´dia,




|N | ≤ 0,50. Quando a disponibilidade de recursos e´
baixa, todas as soluc¸o˜es fact´ıveis admitem no ma´ximo 10% dos poc¸os
ativados.
5.2 ALGORITMO
E´ utilizada a abordagem de cut-and-branch, i.e., cortes sa˜o adi-
cionados somente na formulac¸a˜o inicial do problema e a formulac¸a˜o
resultante e´ resolvida por branch-and-bound. Na fase de adic¸a˜o de cor-
tes, a soluc¸a˜o x da relaxac¸a˜o cont´ınua corrente e´ obtida pela soluc¸a˜o de
um programa linear. Uma desigualdade va´lida que corta uma soluc¸a˜o
x fraciona´ria e´ gerada, adicionada a` formulac¸a˜o corrente e o processo
e´ repetido. Quando um corte na˜o pode ser encontrado, a formulac¸a˜o
corrente e´ resolvida pelo algoritmo de branch-and-bound. Na fase de
branch-and-bound, a gerac¸a˜o de cortes do solver foi desativada de tal
maneira a avaliar o impacto dos cortes propostos nesta dissertac¸a˜o.
Planos de corte para soluc¸o˜es fraciona´rias sa˜o induzidos por de-
sigualdades de cobertura estendidas de ga´s de injec¸a˜o e por desigual-
dade de cobertura estendidas surrogate. As desigualdades de cober-
tura estendidas surrogate sa˜o geradas considerando U = {1}, . . . ,{S}
e U = S . O vetor surrogate w e´ escolhido atribuindo wh = 1 sendo
h ∈H o recurso mais demandado: o ca´lculo da demanda de h e´ dado




h . As coberturas C e C(U) sa˜o obtidas pela
resoluc¸a˜o do problema de separac¸a˜o correspondente ou executando a
heur´ıstica gulosa.
5.3 ANA´LISE
Os valores apresentados nas tabelas desta sec¸a˜o correspondem
a` me´dia dos ı´ndices correspondentes a 4 instaˆncias que se diferenciam
pela concavidade e nu´mero de amostras: uma instaˆncia possui CPPs
na˜o coˆncavas com 19 amostras; as outras instaˆncias possuem CPPs
coˆncavas com 19, 40 e 60 amostras.
5.3.1 Tempo de execuc¸a˜o
Na Tabela 3 sa˜o apresentados os tempos consumidos para obter
uma soluc¸a˜o o´tima. Uma soluc¸a˜o e´ considerada o´tima quando o gap,
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32 64 128 32 64 128
alta 0,08 0,23 0,76 0,08 0,23 0,76
me´dia 2,56 24,13 ? 2057 3,11 2,72 20,11





32 64 128 32 64 128
alta 0,02 0,05 0,22 0,10 0,22 0,60
me´dia 6,92 45,72 ? 2115 4,00 37,66 ? 1615
baixa 23,07 16,96 ? 2164 17,94 1,61 ? 2163
i.e., a diferenc¸a do valor da func¸a˜o objetivo da melhor soluc¸a˜o fact´ıvel
encontrada e do melhor valor da func¸a˜o objetivo obtido nos subpro-
blemas remanescentes, e´ inferior a 0,01%. Na˜o foi poss´ıvel achar uma
soluc¸a˜o o´tima para todas as instaˆncias, entretanto sempre foi poss´ıvel
achar uma soluc¸a˜o fact´ıvel. Quando o tempo de execuc¸a˜o e´ superior a
2100 s, o processo de resoluc¸a˜o e´ terminado e a melhor soluc¸a˜o fact´ıvel
e´ retornada. Neste caso e´ dito que o algoritmo na˜o convergiu a uma
soluc¸a˜o o´tima. As ce´lulas contendo alguma instaˆncia que na˜o conver-
giu a uma soluc¸a˜o o´tima e´ marcada com ?. Os sobrescritos se referem
ao algoritmo de separac¸a˜o de coberturas: n representa o caso em que
na˜o foram geradas coberturas, s o caso em que foi utilizado o programa
inteiro. Os subscritos se referem a` formulac¸a˜o utilizada: C se refere a`
formulac¸a˜o compacta e I a` formulac¸a˜o integrada.
Observa-se que quando a disponibilidade e´ alta o tempo de con-
vergeˆncia e´ sempre inferior a um segundo. Este resultado esta´ corre-
lacionado ao fato da ferramenta de linearizac¸a˜o por partes utilizada
ser localmente ideal. No caso de alta disponibilidade, pode-se assu-
mir que as restric¸o˜es associadas a` capacidade de injec¸a˜o e separac¸a˜o
na˜o existem, pois estas restric¸o˜es nunca representara˜o um gargalo. O
alinhamento o´timo pode ser escolhido arbitrariamente. Portanto o pro-
blema resultante consiste em encontrar o melhor ponto econoˆmico de
cada poc¸o independentemente, sem importar o alinhamento. As u´ni-
cas restric¸o˜es ativas seriam aquelas relativas a` linearizac¸a˜o por partes,
portanto, a soluc¸a˜o da relaxac¸a˜o do no´ raiz e´ uma soluc¸a˜o fact´ıvel do
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problema inteiro-misto grac¸as a` caracter´ıstica de idealidade local.
Nos casos mais restritos, como as restric¸o˜es de capacidade e de
alinhamento na˜o sa˜o desprez´ıveis, as boas propriedades de idealidade
local sa˜o perdidas. Observa-se que os casos mais restritos sa˜o mais
dif´ıceis de serem resolvidos. Nestes casos, para atingir a convergeˆncia
no processo de resoluc¸a˜o por branch-bound, e´ necessa´rio gerar va´rios
subproblemas desenvolvendo assim uma enumerac¸a˜o impl´ıcita de todas
as poss´ıveis soluc¸o˜es.
5.3.2 Impacto da utilizac¸a˜o de planos de corte
Seja ti o tempo computacional consumido pelo algoritmo i para
resolver uma certa instaˆncia. O ı´ndice g(ti, t j) = (ti− t j)/min{ti, t j} e´
utilizado para comparar o tempo de execuc¸a˜o dos algoritmos i e j.
Observe que g(ti, t j)> 0 se o algoritmo i e´ mais lento que j, e g(ti, t j)< 0
caso contra´rio. Ale´m disso, g(ti, t j) =−g(t j, ti). O valor absoluto |g(ti, t j)|
indica quantas vezes um algoritmo e´ mais ra´pido ou lento em relac¸a˜o
ao outro. Por meio do ı´ndice g e´ poss´ıvel comparar o desempenho de
abordagens diferentes de resoluc¸a˜o.









32 64 128 32 64 128
alta -0,03 -0,03 -0,02 -3,24 -3,02 -1,74
me´dia 0,86 23,25 ? 668,33 -0,73 3,10 ? 5,77
baixa 21,03 17,71 ? 0,00 -0,37 14,36 ? 0,00
Na Tabela 4 analisa-se o impacto da utilizac¸a˜o de cortes. Observa-
se que nos casos de alta disponibilidade os cortes pioram a eficieˆncia
do algoritmo de resoluc¸a˜o. Nestes casos a utilizac¸a˜o de cortes na˜o e´
necessa´ria pois o algoritmo converge para uma soluc¸a˜o fact´ıvel na pri-
meira iterac¸a˜o. Nenhum corte e´ gerado no processo, testes adicionais
necessa´rios pelo mecanismo de gerac¸a˜o de cortes produzem a diferenc¸a
de performance.
Nos casos mais restritos os ganhos obtidos pela aplicac¸a˜o de cor-
tes na formulac¸a˜o integrada sa˜o evidentes. Observa-se grandes ganhos
nas instaˆncias de disponibilidade me´dia com 128 poc¸os. Tal ganho e´
consequeˆncia de instaˆncias em que foi poss´ıvel convergir a uma soluc¸a˜o
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o´tima com cortes mas na˜o sem eles. O valor nulo referente ao caso de
disponibilidade baixa com 128 poc¸os indica que na˜o houve ganho. Isto
aconteceu pois em ambos os casos na˜o foi poss´ıvel achar uma soluc¸a˜o
o´tima no limite de tempo.
Os ganhos obtidos na formulac¸a˜o compacta na˜o sa˜o evidentes.
Nas instaˆncias com menor quantidade de poc¸os a utilizac¸a˜o de cortes
reduz a velocidade de resoluc¸a˜o. Entretanto, em instaˆncias de maiores
dimenso˜es ganhos sa˜o obtidos quando cortes sa˜o utilizados.
5.3.3 Comparac¸a˜o de formulac¸o˜es









32 64 128 32 64 128
alta 0,45 0,30 0,15 -2,11 -2,54 -2,03
me´dia 1,07 20,04 ? 1741 0,63 1,05 ? 0,03
baixa 4,40 0,88 ? 0,00 -3,38 0,39 ? 0,00
Na Tabela 5 e´ realizada a comparac¸a˜o de performance segundo a
formulac¸a˜o utilizada. Observa-se que quando na˜o sa˜o utilizados cortes,
na maioria dos casos a formulac¸a˜o compacta possui melhor desempe-
nho. Os valores contradito´rios nas instaˆncias de alta disponibilidade
na˜o tem um impacto muito marcante, pois o tempo de resoluc¸a˜o para
qualquer formulac¸a˜o e´ sempre inferior a um segundo. Uma vez que
esta´ sendo realizada uma ana´lise relativa esses valores podem ser muito
altos quando os tempos de resoluc¸a˜o sa˜o muito pequenos.
A comparac¸a˜o de tempos de resoluc¸a˜o considerando diferentes
formulac¸o˜es e utilizac¸a˜o de cortes mostra que a formulac¸a˜o integrada
em todos os casos e´ melhor que a formulac¸a˜o compacta. Este resultado
reflete que os cortes se ajustam melhor a` formulac¸a˜o integrada.
5.3.4 Comparac¸a˜o de algoritmos de separac¸a˜o
Na Tabela 6 sa˜o apresentados os ı´ndices relativos a` utilizac¸a˜o
da heur´ıstica gulosa. A formulac¸a˜o integrada foi resolvida utilizando o
programa inteiro e a heur´ıstica gulosa para realizar a comparac¸a˜o. O
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32 64 128 32 64 128
alta 0,09 0,16 0,44 0,02 -0,08 0,00
me´dia 2,33 3,79 15,02 0,00 0,09 ? 0,00
baixa 15,89 3,23 ? 2166 -0,01 -0,01 ? 0,00
sobrescrito g e´ utilizado para identificar os casos em que a heur´ıstica
gulosa foi utilizada. Na˜o se observa vantagem significativa na utilizac¸a˜o
da heur´ıstica gulosa em vez do programa inteiro.
5.4 SUMA´RIO
Os resultados apresentados neste cap´ıtulo levam a`s seguintes con-
cluso˜es com respeito:
• a`s formulac¸o˜es: os resultados mostram que a formulac¸a˜o com-
pacta e´ mais ra´pida que a integrada quando planos de corte na˜o
sa˜o gerados. Este fato e´ esperado pois a relaxac¸a˜o linear da formu-
lac¸a˜o integrada possui mais varia´veis, demandando mais tempo
para resolver as instaˆncias com algoritmos de branch-and-bound.
Por outro lado, a formulac¸a˜o integrada e´ mais ra´pida que a com-
pacta com algoritmos de gerac¸a˜o de cortes.
• aos cortes baseados em coberturas: os tempos de resoluc¸a˜o
de ambas formulac¸o˜es sa˜o diminu´ıdos quando planos de corte sa˜o
utilizados. No caso da formulac¸a˜o integrada, os ganhos sa˜o claros
e aumentam quando o tamanho das instaˆncias aumenta. No caso
da formulac¸a˜o compacta, os ganhos na˜o sa˜o muito evidentes e a
separac¸a˜o e´ mais dif´ıcil, tornando o algoritmo mais lento. Uma
ana´lise de ganho dos algoritmos de plano de corte mostra que os
cortes baseados em coberturas sa˜o mais efetivos na formulac¸a˜o
integrada, indicando que a sua estrutura possui maior vantagem.
• ao algoritmo de separac¸a˜o: o tempo de soluc¸a˜o na˜o e´ muito
influenciado pelo algoritmo de separac¸a˜o escolhido, sendo as po-
ss´ıveis alternativas a heur´ıstica gulosa ou o problema de separac¸a˜o
exato para o caso sem extensa˜o.
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• a` amostragem das curvas na˜o lineares: O nu´mero de amos-
tras (19, 40 e 60) utilizadas para representar as curvas na˜o-lineares




Este trabalho apontou a necessidade de maior integrac¸a˜o de a´reas
de conhecimento ligadas a` produc¸a˜o de campos de petro´leo. Os enge-
nheiros de reservato´rio determinam as caracter´ısticas do fluido, a oco-
rreˆncia de conificac¸a˜o, as dimenso˜es e presso˜es do reservato´rio. Estas in-
formac¸o˜es sa˜o utilizadas na concepc¸a˜o de curvas de performance que por
fim ajudam no planejamento da recuperac¸a˜o do petro´leo. Os engenhei-
ros de produc¸a˜o em campo procuram maximizar a produc¸a˜o levando
em considerac¸a˜o as restric¸o˜es impostas pelas instalac¸o˜es dispon´ıveis. A
falta de instrumentac¸a˜o e o baixo aproveitamento da instrumentac¸a˜o
dispon´ıvel teˆm contribu´ıdo a` falta de integrac¸a˜o entre os sistemas de
planejamento e de otimizac¸a˜o da produc¸a˜o. Medic¸o˜es sa˜o emprega-
das periodicamente por engenheiros de reservato´rio para ajustar mo-
delos de produc¸a˜o nas caracter´ısticas do reservato´rio e por engenheiros
de produc¸a˜o para identificac¸a˜o de condic¸o˜es operacionais. Entretanto,
procedimentos heur´ısticos para a toma de deciso˜es sa˜o frequentemente
empregados de forma independente, com baixa integrac¸a˜o, acarretando
uma poss´ıvel perda de produtividade a curto e longo prazo.
Buscando integrar informac¸o˜es de reservato´rio e procedimentos
operacionais, esta dissertac¸a˜o propoˆs modelos e algoritmos para oti-
mizac¸a˜o da produc¸a˜o de campos considerando poc¸os produtores, se-
paradores e alinhamentos entre poc¸os e separadores. As informac¸o˜es
de reservato´rio utilizadas sa˜o as curvas de performance dos poc¸os, en-
quanto as informac¸o˜es das instalac¸o˜es sa˜o os poss´ıveis alinhamentos e
as capacidades dos separadores. O me´todo de elevac¸a˜o artificial gas-lift
e´ utilizado, portanto o problema consiste em determinar as vazo˜es de
injec¸a˜o para cada poc¸o e os alinhamentos poc¸o-separador de tal ma-
neira a maximizar uma func¸a˜o de ganho econoˆmico, ao mesmo tempo
que se respeita as capacidades de processamento dos separadores e a
de ga´s de injec¸a˜o.
O problema em questa˜o e´ na˜o linear por causa das curvas que
relacionam a injec¸a˜o de ga´s nos poc¸os com a vaza˜o de fluido produzido.
A presenc¸a de diferentes opc¸o˜es de alinhamento do fluido produzido
induz um problema combinato´rio que e´ tratado utilizando-se varia´veis
inteiras. Portanto, o problema em questa˜o e´ um programa na˜o linear
inteiro-misto.
Visando contornar a dificuldade de resoluc¸a˜o do problema na˜o
linear, foi proposta a linearizac¸a˜o por partes das curvas de performance
dos poc¸os, transformando o problema num programa linear inteiro-
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misto. Duas abordagens de linearizac¸a˜o foram exploradas:
1. A formulac¸a˜o compacta que utiliza dois tipos de varia´veis bina´-
rias, a primeira para indicar o segmento de reta que aproxima a
curva de performance dos poc¸os, e a segunda para indicar o dire-
cionamento dos fluidos produzidos pelos poc¸os aos equipamentos
de separac¸a˜o.
2. A formulac¸a˜o integrada que utiliza apenas um tipo de varia´vel
bina´ria, que combina as deciso˜es de linearizac¸a˜o e alinhamento.
Apesar de ter sido demonstrado com exemplos nume´ricos que
nenhuma formulac¸a˜o conte´m a outra, observa-se que a formulac¸a˜o com-
pacta e´ resolvida com maior rapidez que a integrada quando o problema
e´ resolvido utilizando-se um procedimento de Branch & Bound puro.
Acredita-se que este resultado e´ consequeˆncia da presenc¸a de mais va-
ria´veis bina´rias na formulac¸a˜o integrada em relac¸a˜o a` compacta.
Visando melhorar o tempo de resoluc¸a˜o foram exploradas de-
sigualdades va´lidas baseadas em coberturas de mochila. Pode-se re-
lacionar a capacidade dos separadores com a capacidade da mochila
e as vazo˜es dos poc¸os com os volumes a serem ocupados na mochila.
As desigualdades de cobertura sa˜o fortalecidas por meio de estrate´gias
de lifting exato e aproximado. A similaridade das duas formulac¸o˜es
desenvolvidas permitiu que os mesmos conceitos de cobertura fossem
aplicados na gerac¸a˜o de desigualdades va´lidas, pore´m a estrutura da
formulac¸a˜o integrada se mostrou mais apropriada a` gerac¸a˜o deste tipo
de desigualdade. Por meio de ensaios nume´ricos observou-se que o pro-
blema e´ resolvido com maior rapidez quando se emprega a formulac¸a˜o
integrada juntamente com a gerac¸a˜o de desigualdades va´lidas.
Apesar das contribuic¸o˜es desta dissertac¸a˜o, os cena´rios conside-
rados na˜o trataram algumas caracter´ısticas complexas de campos reais
que podera˜o ser estudadas e incorporadas em trabalhos futuros:
• A rede de produc¸a˜o tratada neste trabalho na˜o considera ma-
nifolds que podem ser vistos como no´s intermedia´rios da rede de
produc¸a˜o os quais tem a func¸a˜o de concentrar vazo˜es de fluidos. A
inclusa˜o destes elementos torna a rede estruturalmente mais com-
plexa e as desigualdades desenvolvidas anteriormente na˜o podem
ser aplicadas nesta situac¸a˜o.
• Na˜o foram levadas em considerac¸a˜o restric¸o˜es de pressa˜o. A pres-
sa˜o nos separadores e´ controlada e deve estar dentro de faixas
pre´-determinadas. Por outro lado tambe´m existem restric¸o˜es nas
presso˜es ma´ximas permitidas nos no´s da rede de produc¸a˜o.
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• Assume-se que a produc¸a˜o de um poc¸o na˜o pode ser enviada a va´-
rios separadores ao mesmo tempo. Na pra´tica e´ poss´ıvel alinhar
um poc¸o a mais de um separador, um procedimento conhecido
como equalizac¸a˜o. Para determinar a factibilidade de dividir as
vazo˜es e´ importante levar em considerac¸a˜o a perda de carga nas
linhas de transmissa˜o associadas. Deve ser feita uma suposic¸a˜o
relativa a`s frac¸o˜es de o´leo, a´gua e ga´s em todas as linhas de sa´ıda,
o que introduz novas restric¸o˜es na˜o lineares. Uma hipo´tese co-
erente seria supor que as frac¸o˜es sa˜o iguais nas linhas de sa´ıda,
entretanto, esta hipo´tese pode na˜o ser satisfato´ria dado que as
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