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Abstract
Set function optimization is essential in AI and machine learning. We focus on a subadditive set
function that generalizes submodularity, and examine the subadditivity of non-submodular functions. We
also deal with a minimax subadditive load balancing problem, and present a modularization-minimization
algorithm that theoretically guarantees a worst-case approximation factor. In addition, we give a lower
bound computation technique for the problem. We apply these methods to the multi-robot routing
problem for an empirical performance evaluation.
1 Introduction
A set function is regarded as a discrete function on the vertices of n-dimensional hypercube {0, 1}n. Many
combinatorial problems arising in machine learning are reduced to set function optimization. In particular,
submodular set functions are a fundamental tool. For example, submodular optimization has been used to
perform clustering [31, 29], image segmentation [33, 18] and feature selection [1], and applied to influence
maximization [19], sensor placement [14], and text summarization [27].
A set function f is a real-valued function defined on subsets of a finite set V = {1, . . . , n}. The domain
of f is the power set of V , denoted by 2V = {S : S ⊆ V }. A set function f : 2V → R is submodular
if f(S) + f(T ) ≥ f(S ∪ T ) + f(S ∩ T ) for all S, T ⊆ V . The submodular set function is known to be a
discrete counterpart of the convex function [28]. Similarly to convex functions, submodular functions can be
exactly minimized in polynomial time [13, 32, 15]. However, in many practical settings, submodular function
minimization becomes a very difficult task even when only one simple additional constraint is introduced
[35, 16]. Minimax submodular load balancing (SMLB) is NP-hard. Svitkina and Fleischer [35] presented
a sampling-based O(
√
n lnn)-approximation algorithm. Wei et al. [38] tackled submodular partitioning
problems, including minimax SMLB, and presented a majorization-minimization algorithm that ensures a
theoretical worst-case approximation factor. Their analysis heavily relies on the curvatures of the submodular
functions [37, 17, 34].
A set function g : 2V → R is subadditive if g(S) + g(T ) ≥ g(S ∪ T ) for all S, T ⊆ V . Nonnegative
submodularity immediately leads to nonnegative subadditivity whose optimization is important in machine
learning [4]. A fractionally subadditive (or XOS) set function, which is a special case of a subadditive set
function and a generalization of a submodular set function, is well studied in the context of combinatorial
auction [6] and learnability and sketchability of set functions [3, 2, 9]. Despite a simple generalization
of submodularity, to the best of our knowledge, little work exists on general subadditive optimization [8].
Therefore, theoretical properties and potential applications of such general subadditive set optimization
problems have not been revealed yet.
We, therefore, first examine the subadditivity of fundamental non-submodular functions, including the
facility location function [11] and the minimum spanning tree (MST) function. We show that a subadditive
set function simplifies computing interpolation of a submodular set function with unknown function values.
The interpolation is related to submodular function approximation [10], but our approach is different, since
the algorithm of Goemans et al. [10] is not always easy to implement.
1
We then consider the minimax subadditive load balancing (SALB) problem as an important general-
ization of SMLB. As a variant of the majorization-minimization algorithm [38] for SMLB, we present the
modularization-minimization algorithm that ensures a theoretical worst-case approximation factor. Our
analysis reveals the difference and similarity between submodular and subadditive set functions in terms
of tractability. While the approximability of SALB implies a tractable aspect of subadditivity, we prove
intractability of curvature computation of a subadditive set function. Thus, we introduce a concept of a
pseudo-curvature that is relatively tractable. In addition, we present a method for computing a lower bound
for SALB in some special cases, including SMLB.
Finally, we discuss that the SALB problem with the MST functions is related to multi-robot routing
(MRR) problem with the minimax team objective [23], and perform an empirical evaluation of our approach.
Besides, the iterative procedure in the modularization-minimization algorithm attempts to improve a solution
found so far. We empirically evaluate the effectiveness of the iterative procedure starting with different initial
solutions computed by other existing algorithms for MRR.
2 Subadditive functions and subadditive load balancing
We first give basic definitions, and then define the subadditive load balancing problem.
2.1 Set functions, and subadditive functions
Let V = [n] := {1, . . . , n} be a given set of n elements, and g : 2V → R be a real-valued function defined
on all the subset of V . Such a function g is called a set function with a ground set V . A set function
g : 2V → R is called subadditive if g(S) + g(T ) ≥ g(S ∪ T ), ∀S, T ⊆ V . A set function g : 2V → R is
called submodular if g(S) + g(T ) ≥ g(S ∪ T ) + g(S ∩ T ), ∀S, T ⊆ V , and is called modular if g(S) + g(T ) =
g(S∪T )+g(S∩T ), ∀S, T ⊆ V . A set function is called nonnegative if 0 ≤ g(S) for any S ⊆ V , nondecreasing
if g(S) ≤ g(T ) for any S, T ⊆ V with S ⊆ T , and normalized if g(∅) = 0. Trivially, a nonnegative submodular
function is a nonnegative subadditive function. Thus subadditivity generalizes submodularity in a simple
manner. For an n-dimensional vector z = (zi)i∈V ∈ Rn and S ⊆ V , we denote z(S) =
∑
i∈S zi. A set
function z : 2V → R corresponding to the vector z ∈ Rn is a modular function with z(∅) = 0. In the rest of
the paper, we basically denote a subadditive set function as g, and a submodular set function as f .
2.2 Examples of subadditive set functions
We examine the subadditivity of some non-submodular functions. The minimum spanning tree function
plays an important role in multi-robot routing problems in §5. Another example, a subadditive interpolation
of a submodular set function, is given in §2.2.2.
2.2.1 Examples in combinatorial optimization
Minimum spanning tree function. The minimum spanning tree function is a canonical example of the
subadditive set function. Let r be a root node and V = {1, . . . , n} be a set of other nodes. We are given
a distance d(i, j) ≥ 0 for any i, j ∈ V˜ := {r} ∪ V . Suppose that d : V˜ × V˜ → R is symmetric and satisfies
triangle inequalities. For any subset S ⊆ V , a minimum spanning tree (MST) w.r.t. S˜ := {r} ∪ S is a
spanning tree w.r.t. S˜ that minimizes the sum of edge distances. For any S ⊆ V , let MST (S) be a sum of
edge distances of MST w.r.t. S˜. We call MST : 2V → R a minimum spanning tree function on V with root
r.
Lemma 1. A minimum spanning tree function MST : 2V → R is nonnegative and subadditive.
The function MST : 2V → R is not always nondecreasing and/or submodular. For the function MST
in Figure 1 (a), MST ({1, 3}) = 10 and MST ({1, 2, 3}) = 9. Thus, MST is not nondecreasing. For the
function MST in Figure 1 (b), MST ({1}) = 5, MST ({1, 2}) =MST ({1, 3}) = 6, and MST ({1, 2, 3}) = 9.
Thus, MST is not submodular.
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Figure 1: Minimum spanning tree functions
Let us consider an MST function with nonnegative node weights. Given an MST functionMST : 2V → R
and a nonnegative uniform node weight β ≥ 0, the function MST β : 2V → R defined by
MST β(S) =MST (S) + β|S| (∀S ⊆ V ) (1)
is also subadditive. The functions MST and MST β will be used in the computational experiments on
multi-robot routing problems in Section 6.
Facility location function. The facility location function [11] is another example. Given a finite set
V = {1, 2, . . . , n} of customers and a finite set F of possible locations for the facilities, a certain service is
provided by connecting customers to opened facilities. Opening facility j ∈ F incurs a fixed cost oj ≥ 0,
and connecting customer i ∈ V to facility j ∈ F incurs a fixed cost cij ≥ 0. For any subset S ⊆ V of the
customers, let FL(S) be the minimum cost of providing the service only to S. We call FL : 2V → R a
facility location function.
Let us see an example of FL in Figure 2 with F = {a, b} and V = {1, 2, 3}. We have, e.g., FL({2}) =
oa + c2a = 2, FL({1, 2}) = oa + c1a + c2a = 3, and FL({1, 2, 3}) = oa + c1a + c2a + ob + c3b = 5.
Lemma 2. A facility location function FL : 2V → R is nondecreasing and subadditive.
As pointed out in [11], FL : 2V → R is not necessarily submodular. In the case of Figure 2, we have
FL({1, 2}) + FL({2, 3}) < FL({1, 2, 3}) + FL({2}).
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Figure 2: Facility location function
2.2.2 Interpolation of a submodular set function
Let f : 2V → R be a nondecreasing submodular set function with f(∅) = 0. Assume that we have only a
part of the function values of f . That is, for a given collection C = {C1, C2, . . . , Cm} ⊆ 2V , the function
values f(Ci) = fi are known for each i = 1, . . . , m and the value f(S) are unknown for any S ∈ 2V \ C. The
objective here is to build a set function g : 2V → R that approximates f . We introduce a general, simple
method to construct a subadditive interpolating set function gC , which is computationally tractable. We
utilize the ideas of the polymatroid [7] and the Lova´sz extension [28].
In some applications, evaluating function values of f is computationally expensive (see, e.g., [26]). By
appropriately setting the collection C, our interpolation method transforms a complicated submodular opti-
mization problem into a simple subadditive optimization problem.
Lova´sz extension. The polymatroid P(f) = {z ∈ Rn : z(S) ≤ f(S) (∀S ⊆ V )} ∩ Rn≥0 is a bounded
polyhedron, where R≥0 is the set of nonnegative real values. The Lova´sz extension f̂ : R
n
≥0 → R is defined
by f̂(x) = max
z∈P(f)〈x, z〉 (∀x ∈ Rn≥0), where 〈x, z〉 =
∑
i∈V xizi. The function f̂ is a natural continuous
extension of f since f̂(IS) = f(S) holds, ∀S ⊆ V , where IS ∈ {0, 1}n is the characteristic vector of S.
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Construction of the interpolating function. For an imitated polymatroid
PC(f) = {z ∈ Rn : z(Ci) ≤ f(Ci) (∀i = 1, . . . , m)} ∩Rn≥0,
and an imitated Lova´sz extension f̂C(x) = maxz∈PC(f)〈x, z〉 (∀x ∈ Rn≥0), we define the set function gC :
2V → R as gC(S) = f̂C(IS) (∀S ⊆ V ). The following lemma guarantees that gC is a natural subadditive
extension of f and gC is computationally tractable.
Lemma 3. The set function gC : 2
V → R satisfies
(i) gC(S) ≥ f(S), ∀S ⊆ V ,
(ii) gC(Ci) = f(Ci), ∀i = 1, . . . , m,
(iii) gC is a nondecreasing subadditive set function, and
(iv) the value gC(S) can be computed in polynomial time in n and m for any given S ⊆ V .
Proof. Proof of (i). By definition, we have P(f) ⊆ PC(f). Therefore,
f(S) = f̂(IS) = max
z∈P(f)
〈IS , z〉 ≤ max
z∈PC(f)
〈IS , z〉 = f̂C(IS) = gC(S),
for all S ⊆ V .
Proof of (ii). By Lemma 3 (i), we have f(Ci) ≤ gC(Ci), ∀i = 1, . . . , m. By the definition of gC and PC(f),
we have
gC(Ci) = max
z∈PC(f)
〈ICi , z〉 = max
z∈PC(f)
z(Ci) ≤ f(Ci),
for all i = 1, . . . , m. Thus, we obtain f(Ci) = gC(Ci), for all i = 1, . . . , m.
Proof of (iii). The nondecreasing property of gC follows from PC(f) ⊆ Rn≥0. We have gC(S ∪ T ) =
max
z∈PC(f)〈IS∪T , z〉 ≤ maxz∈PC(f)〈IS + IT , z〉 ≤ maxz∈PC(f)〈IS , z〉 + maxz∈PC(f)〈IT , z〉 = g(S) + g(T ),
for any S, T ⊆ V . Thus, gC is subadditive.
Proof of (iv). The polyhedron PC(f) is bounded and it is determined by n+m linear inequalities. Thus,
the linear programming problem max
z∈PC(f)
〈IS , z〉 can be solved in polynomial time in n and m.
The function gC is not necessarily submodular. Consider the case where V = {1, 2, 3}, f(S) = (7 −
|S|)|S| (∀S ⊆ V ), and C = 2V \ V . We have gC({1}) = 6, gC({1, 2}) = gC({1, 3}) = 10, and gC({1, 2, 3}) =
15. Therefore, gC is not submodular. Figure 3 illustrates a polymatroid P(f) and an imitated polymatroid
PC(f) in the case of this example.
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Figure 3: Polymatroid P(f) and imitated polymatroid PC(f)
2.3 Subadditive load balancing
We define the submodular load balancing (SMLB) and the subadditive load balancing (SALB) problems.
S = (S1, . . . , Sm) is anm-partition of V = {1, . . . , n} if S1∪· · ·∪Sm = V and Sj∩Sj′ = ∅ for 1 ≤ j < j′ ≤ m
(some Sj can be empty). Suppose that set functions f1, . . . , fm : 2
V → R are normalized, nonnegative, and
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submodular, and set functions g1, . . . , gm : 2
V → R are normalized, nonnegative, and subadditive. The
SMLB problem is defined as
min max
j=1,...,m
fj(Sj)
s. t. S = (S1, . . . , Sm) is an m-partition of V.
(2)
We say that SMLB is nondecreasing if f1, . . . , fm are nondecreasing. Approximation algorithms and heuris-
tics are proposed for the nondecreasing SMLB [35, 38]. On the other hand, we mainly deal with SALB which
has not been performed in-depth analysis before. SALB has a slightly different objective function:
min max
j=1,...,m
gj(Sj)
s. t. S = (S1, . . . , Sm) is an m-partition of V.
(3)
SALB is nondecreasing for nondecreasing g1, . . . , gm.
3 Algorithms for SALB
SALB is NP-hard due to the hardness of SMLB. We, therefore, consider some approaches to find approximate
solutions of SALB, and begin with the greedy method.
Algorithm Greedy(g1, . . . , gm)
0: Set Sj := ∅, ∀j ∈ [m], and U := V .
1: While U 6= ∅ do
Choose ij ∈ argmin
i∈R
gj(Sj ∪ {i}), ∀j ∈ [m]
Choose j∗ ∈ arg min
j∈[m]
gj(Sj ∪ {ij})
Set Sj∗ := Sj∗ ∪ {ij∗} and U := U \ {ij∗}
2: Output S = (S1, . . . , Sm).
Greedy is straightforward but does not empirically yield solutions of good quality (see Section 5). We
introduce a nontrivial approach and give new theoretical analyses.
We say that an algorithm A for the minimization problem (P) achieves an approximation factor of γ ≥ 1
or A is a γ-approximation algorithm if (OPT ≤) APP ≤ γ · OPT is satisfied for any instance of the
problem (P), where OPT is the optimal value of the problem and APP is the objective function value of the
approximate solution obtained by A. It is known to be difficult to give a theoretically good approximation
algorithm for SALB in a sense. There is no polynomial-time approximation algorithm for the nondecreasing
SMLB (and SALB) with an approximation factor of o(
√
n/ lnn) [35]. Therefore, it is important to see the
tractability of load balancing problems by using measures different from n = |V |.
As a nontrivial approach to SMLB, Wei et al. [38] proposed a majorization-minimization algorithm and
gave a worst-case approximation factor for the nondecreasing submodular case. Its approximation factor
depends on the curvatures of the submodular set functions.
We replace f1, . . . , fm in the majorization-minimization algorithm of [38] with g1, . . . , gm, which we call
the modularization-minimization algorithm MMin (see §3.1). This replacement leads to the following notable
differences and similarities described in this and next sections:
• Unlike SMLB, a majorizing approximation modular set function for SALB cannot be constructed due
to the non-submodular structure.
• As is the case for SMLB, our analysis uses the curvatures of the subadditive set functions. The worst-
case approximation factor of MMin for the nondecreasing SALB in §3.2 is a generalization of the result
of [38] for the nondecreasing SMLB.
• Unlike for a submodular set function, the curvature computation is not easy for a subadditive set
function (see §4). Note that the curvature computation is not necessarily required because the algorithm
does not use its value.
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The approximation guarantee including the curvatures of set functions may be unstable or useless, due
to its difficulty of computing the actual value of the approximation factor. In order to resolve this issue, we
present a method to compute a lower bound of the optimal solution for some important cases (see §3.3).
3.1 The modularization minimization algorithm
We describe the modularization-minimization algorithm MMin for SALB.
Framework of the algorithm. MMin iteratively updates the m-partition S. Given a tentative m-
partition S ′ = (S′1, . . . , S′m) for SALB, the update operation of each iteration constructs modular ap-
proximation function Mj : 2
V → R of gj at S′j for each j = 1, . . . , m, and obtains a modified m-partition
S ′′ = (S′′1 , . . . , S′′m). S ′′ is an optimal solution to the following modular load balancing (M-LB) problem:
min max
j=1,...,m
Mj(Sj)
s. t. S = (S1, . . . , Sm) is an m-partition of V.
(4)
Construction of approximation functions. Given a subadditive set function g : 2V → R and a subset
S′ ⊆ V , we have to construct a modular approximation set function M of g at S′ in order to deal with the
problem (4). If g is submodular, a majorization set function M satisfying g(S) ≤ M(S), ∀S and g(S′) =
M(S′) can be constructed in a simple way [38].1 In contrast, in the subadditive case, it would be difficult to
construct a majorization set function. Thus, for example, we use an intuitively natural modular set function
M defined by
M(S) = g(S′) +
∑
i∈S\S′
g(i |S′)− ∑
i∈S′\S
g(i |S′ \ {i}) (S ⊆ V ), (5)
where g(i |S) = g(S ∪ {i})− g(S) for S ⊆ V and i /∈ S. If g is nondecreasing, the marginal cost g(i |S) is
nonnegative for all S ⊆ V and i /∈ S.
In computing lower bounds (see § 3.3), we will give an alternative way of constructing the approximation
modular set functionM which is aminorization set function. The minorization set functionM approximating
the function g around the subset S′ satisfies
g(S) ≥M(S), ∀S and g(S′) =M(S′).
We use an approximate minorization set function for some important special cases.
Algorithm description. MMin is described below.
Algorithm MMin(g1, . . . , gm)
0: Find an initial m-partition S(0) = (S(0)1 , . . . , S(0)m ) of V . Set k := 1.
1: Construct a modular approximation function M
(k)
j of gj at S
(k−1)
j , ∀j ∈ [m] = {1, . . . , m}.
2: Let S(k) = (S(k)1 , . . . , S(k)m ) be an m-partition S that minimizes max
j=1,...,m
M
(k)
j (Sj).
3: If S(k) = S(k−1)
then output S := S(k),
else set k := k + 1 and go to Step 1.
MMin needs to find an initial partition in Step 0, and solve the M-LB problem (4) in Step 2. We describe
the methods to do so in the following part. In addition, we give a simple approximation bound of MMin for
SALB with a mild assumption.
1 In the submodular case [38], the functions M1 and M2 defined by, for all S ⊆ V , M1(S) = g(S′) +
∑
i∈S\S′
g(i |S′) −
∑
i∈S′\S
g(i |V \ {i}), M2(S) = g(S′) +
∑
i∈S\S′
g(i |∅)−
∑
i∈S′\S
g(i |S′ \ {i}) are both majorization set functions. These functions
are not necessarily majorizing in the subadditive case.
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Finding an initial partition. MMin can start with an arbitrary m-partition of V . In order to obtain an
approximation factor for SALB, we consider the M-LB problem
min max
j=1,...,m
M
(0)
j (Sj)
s. t. S = (S1, . . . , Sm) is an m-partition of V,
where M
(0)
j (S) =
∑
i∈S
gj({i}) (S ⊆ V ),
(6)
and let S(0) be an optimal (or approximately optimal) partition of problem (6).
Solving the modular load balancing. Each modular set function Mj in problem (4) is represented
as Mj(S) = bj +
∑
i∈S cij (S ⊆ V ). Therefore, by using a standard MIP (mixed integer programming)
formulation technique, problem (4) becomes
min y
s. t.
∑
j∈[m]
xij = 1, ∀i ∈ V,
bj +
∑
i∈S
cijxij ≤ y, ∀j ∈ [m],
xij ∈ {0, 1}, ∀i ∈ V, ∀j ∈ [m], y ∈ R.
(7)
An optimal solution to problem (7) can be found via MIP solvers such as IBM ILOG CPLEX. An LP-based
2-approximation algorithm of [25] for the unrelated parallel machines scheduling problem can also be used for
problem (7). However, with the algorithm of Lenstra et al., the approximation factor of 2 can be preserved
only when bj ≥ 0 (∀j ∈ [m]) and cij ≥ 0 (∀i ∈ V, ∀j ∈ [m]).
A simple bound of the algorithm. For g : 2V → R, we say that g satisfies a singleton-minimal
(SMinimal) property if g({i}) ≤ g(S ∪ {i}), for all i ∈ V and S ⊆ V \ {i}. Any nondecreasing set function
and the MST function in §2.2, which is not necessarily nondecreasing, satisfy the SMinimal property. We
give a simple approximation bound of MMin for SALB.
Proposition 4. The algorithm MMin for SALB achieves an approximation factor of 2 · (maxj∈[m] |S∗j |) if
each gj satisfies the singleton minimal property, where S∗ = (S∗1 , . . . , S∗m) is an optimal partition.
A proof of Proposition 4 uses the definition of the initial partition S(0), the following simple relation
M
(0)
j (S
∗
j ) =
∑
i∈S∗
j
gj({i}) ≤ |S∗j |gj(S∗j ), and the approximation factor of 2 of the algorithm for (7). The
initial partition of MMin already attains the approximation bound.
3.2 Analysis of the approximation algorithm for nondecreasing SALB
For nondecreasing SALB, the bound of Proposition 4 can be improved by using the curvatures. We give a
worst-case approximation factor of the algorithm MMin for the nondecreasing SALB. The following result is
a generalization of the result of [38] for the nondecreasing SMLB.
Theorem 5. The algorithm MMin for the nondecreasing subadditive load balancing achieves an approxi-
mation factor of 2 · (maxj∈[m] |S
∗
j |
1+(|S∗
j
|−1)(1−κg(S∗j ))
), where S∗ = (S∗1 , . . . , S∗m) is an optimal partition, and
κgj (S) is the curvature of gj at S ⊆ V .
We give a proof of Theorem 5 with the aid of the curvatures of a subadditive set function.
Curvatures and modular approximation functions. As with the submodular case [37, 17], we consider
the curvatures of subadditive functions. Suppose that g is a normalized nondecreasing subadditive set
function with g({i}) > 0 for all i ∈ V . Define the curvature κg(S) of g at S ⊆ V as
κg(S) = 1− min
A⊆S, i∈A
g(i |A \ {i})
g({i}) .
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Denote the total curvature κg(V ) by κg.
By the definition of the curvatures, for all S′ ⊆ S ⊆ V and i ∈ S′, we have g(i |S′\{i})
g({i}) ≥ 1 − κg(S) and
thus
g(i |S′ \ {i}) ≥ (1− κg(S))g({i}). (8)
A set function ĝ : 2V → R is an γ-approximation of g if g(S) ≤ ĝ(S) ≤ γg(S) for all S ⊆ V . The following
lemma evaluates to what extent the modular function
M(S) =
∑
i∈S
g({i}) (S ⊆ V )
closely approximates g.
Lemma 6. If 0 < κg < 1, it holds that
g(S) ≤
∑
i∈S
g({i}) ≤ 1
1− κg g(S) (S ⊆ V ).
Proof. The first inequality directly follows from the subadditivity. Suppose |S| = h and S = {i1, . . . , ih}.
Let Sk = {i1, . . . , ik} for each k = 1, . . . , h. Then, by using the inequality (8), we have
g(S) =
h∑
k=1
g(ik |Sk \ {ik}) ≥ (1− κg)
∑
i∈S
g({i}),
which shows the second inequality.
By a more detailed non-uniform analysis, we can obtain a non-uniform version of Lemma 6.
Lemma 7. For each S ⊆ V , if 0 < κg(S) < 1, it holds that
g(S) ≤
∑
i∈S
g({i}) ≤ |S|
1 + (|S| − 1)(1− κg(S))g(S).
Proof. Let S ⊆ V be a subset with |S| = m. Fix an element i ∈ S. Then, we let S = {j1, j2, . . . , jm} with
j1 = i, and set S0 = ∅, Sk = {j1, . . . , jk} (k = 1, . . . , m). By using the inequality (A1), we have
g(S)− g({i}) =
m∑
k=2
g(jk|Sk−1) ≥ (1− κg(S))
∑
j∈S\{i}
g({j}).
By summing up these inequalities for all i ∈ S, we have
|S|g(S)−
∑
i∈S
g({i}) ≥ (1− κg(S))(|S| − 1)
∑
i∈S
g({i}),
=⇒ |S|g(S) ≥ (1 + (1− κg(S))(|S| − 1))
∑
i∈S
g({i}),
=⇒ |S|
1 + (|S| − 1)(1− κg(S))g(S) ≥
∑
i∈S
g({i}).
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Analysis of the approximation factor. Here we assume that g1, . . . , gm are nondecreasing, and gj({i}) >
0 for all i ∈ V and j ∈ [m]. In addition, we use a γMLB-approximation algorithm for problem (6) in Step
0 of the algorithm MMin. Notice that the polynomial-time algorithm of [25] for problem (6) achieves an
approximation factor of 2, that is, γMLB = 2.
To prove Theorem 5, we show that the initial partition S(0) of the algorithm MMin attains the approxi-
mation factor. Thus, it suffices to show the following lemma.
Lemma 8. Let S(0) = (S(0)1 , . . . , S(0)m ) be an optimal partition of problem (6), and let S∗ = (S∗1 , . . . , S∗m) be
an optimal partition of the nondecreasing SALB. Then, S(0) is a (maxj∈[m] |S
∗
j |
1+(|S∗
j
|−1)(1−κg(S∗j ))
)-approximation
solution of the nondecreasing SALB.
Proof. Let γ∗j =
|S∗j |
1+(|S∗
j
|−1)(1−κg(S∗j ))
for each j ∈ [m]. In view of Lemma 7, we have∑i∈S∗
j
gj({i}) ≤ γ∗j gj(S∗j )
for each j ∈ [m]. Therefore, we have
max
j∈[m]
∑
i∈S∗
j
gj({i}) ≤ (max
j∈[m]
γ∗j ) · (max
j∈[m]
gj(S
∗
j )). (9)
By the subadditivity and the optimality of S(0), we have
max
j∈[m]
gj(S
(0)
j ) ≤ max
j∈[m]
∑
i∈S
(0)
j
gj({i}) ≤ max
j∈[m]
∑
i∈S∗
j
gj({i}). (10)
Combining (9) and (10), we can see that the partition S(0) is a (maxj∈[m] γ∗j )-approximation solution of the
nondecreasing SALB.
3.3 Lower bound computation
In order to evaluate the quality of the obtained approximation solution, a lower bound of the optimal value
of SALB gives an estimate about how close the solution is to the optimal one. We introduce a method to
compute a lower bound, which employs the idea behind one iteration of MMin.
3.3.1 A general framework
Given an m-partition S ′ = (S′1, . . . , S′m) for SALB, and let α ≥ 1. Suppose that, for each j = 1, . . . , m, we
can construct a modular set functionMj : 2
V → R satisfying αgj(S) ≥Mj(S), ∀S ⊆ V and gj(S′j) =Mj(S′j)
(we call such Mj an α-approximate minorization set function of gj at S
′
j). Then, an optimal solution
S ′′ = (S′′1 , . . . , S′′m) to the M-LB (4) with M1, . . . , Mm provides a lower bound of the optimal value of the
SALB. Let S∗ = (S∗1 , . . . , S∗m) be an optimal partition to the SALB. For each j = 1, . . . , m, the function
Mj satisfies Mj(S
∗
j ) ≤ αgj(S∗j ). Thus, we have maxjMj(S∗j ) ≤ αmaxj gj(S∗j ). By the definition of S ′′, we
have maxjMj(S
′′
j ) ≤ maxjMj(S∗j ). Combining these inequalities, we obtain
max
j=1, ... ,m
gj(S
∗
j ) ≥
1
α
max
j=1, ... ,m
Mj(S
′′
j ).
Therefore,
LB =
1
α
max
j=1, ... ,m
Mj(S
′′
j ) (11)
is a lower bound of the optimal value of the SALB.
The question is how to construct α-approximate minorization set functions with small α (≥ 1). In the
remaining part, we deal with the SALB with minimum spanning tree functions (§2.2) and the nondecreasing
SMLB.
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3.3.2 Lower bound for SALB with MST functions
Given a minimum spanning tree function MST : 2V → R on the node set V with root r and a subset
S′ ⊆ V , we consider a construction of an αT-approximate minorization set function MT of MST at S′ for
some αT ≥ 1. To construct MT, we use the cost-sharing method for the minimum spanning tree game [5].
Let Tr be a minimum spanning tree w.r.t. V ∪ {r}. For each i ∈ V , let pi be the (unique) parent node
of i such that i and pi are directly connected on the (unique) path from i to r in Tr. The algorithm of Bird
[5] sets the weight wi of i ∈ V as the distance from i to pi. It holds that MST (S) ≥
∑
i∈S wi (∀S ⊆ V )
and
∑
i∈V wi = MST (V ) since the weight vector w = (wi)i∈V ∈ Rn is a core of the minimum spanning
tree game. We set αT := MST (S
′)/
∑
i∈S′ wi (≥ 1), and define the modular set function MT : 2V → R as
MT(S) = αT
∑
i∈S wi (S ⊆ V ). Then, we have αTMST (S) ≥ MT(S) (∀S ⊆ V ) and MST (S′) = MT(S′).
Therefore, the function MT is an αT-approximate minorization set function of MST at S
′.
Now we establish a lower bound for the SALB with MST functions MST1, . . . , MSTm. Given an m-
partition S ′ = (S′1, . . . , S′m), we compute weight vector w(j) for each MSTj, and we define
αmax = max
j=1,...,m
αj , (12)
where αj = MSTj(S
′
j)/
∑
i∈S′
j
w
(j)
i . Then, we can obtain the lower bound LB in (11) with α = αmax. The
quality of LB is empirically evaluated in Section 6.
MST case with uniform node weights. Given a uniform node weight β ≥ 0, we can replace
MST1, . . . , MSTm with MST
β
1 , . . . , MST
β
m, where MST
β
j (S) = MSTj(S) + β|S| (∀S ⊆ V ). Also in
this case, the lower bound for SALB can be computed in the same way as the MST case. We let
αβmax = max
j=1,...,m
αβj , (13)
where αβj =MST
β
j (S
′
j)/
∑
i∈S′
j
(w
(j)
i + β). Then, we can obtain LB in (11) with α = α
β
max.
3.3.3 Lower bound for nondecreasing SMLB
Given a normalized nondecreasing submodular set function f : 2V → R and a subset S′ ⊆ V , we show a way
of constructing an α-approximate minorization set function Mf of f at S
′ with α = 1.
Let w = (wi)i∈V ∈ Rn be an optimal solution to the linear optimization problem maxz∈P(f)〈IS′ , z〉 over
the polymatroid P(f) = {z ∈ Rn : z(S) ≤ f(S) (∀S ⊆ V )} ∩ Rn≥0 , where IS′ ∈ {0, 1}n is the characteristic
vector of S′. The vector w can be computed efficiently via the greedy algorithm of Edmonds [7]. Define the
modular set function Mf : 2
V → R as Mf (S) =
∑
i∈S wi (S ⊆ V ). Then, the definition of the polymatroid
implies that f(S) ≥ Mf (S), ∀S ⊆ V , and the correctness of the greedy algorithm of [7] implies that
f(S′) =Mf(S
′). Therefore, the function Mf is an exact minorization set function of f at S
′.
The greedy algorithm of Edmonds. To make the paper self-contained, we describe the greedy algo-
rithm of Edmonds [7] in detail. For a nonnegative coefficient vector a = (ai)i∈V ∈ Rn, we deal with the linear
optimization problem max
z∈P(f)〈a, z〉 over the polymatroid P(f). Let L = (v1, v2, . . . , vn) be a total order
of V = {1, . . . , n} such that av1 ≥ av2 ≥ · · · ≥ avn . Define L(0) = ∅, L(1) = {v1}, L(2) = {v1, v2}, . . . ,
and L(n) = {v1, . . . , vn}. The greedy algorithm of Edmonds [7] sets wvh := f(L(h))− f(L(h− 1)) for each
vh ∈ V . Then, the vector w = (wi)i∈V ∈ Rn is known to be optimal to maxz∈P(f)〈a, z〉. In addition, it
holds that f(L(h)) = w(L(h)) for each h = 0, 1, . . . , n. In the case of the problem max
z∈P(f)〈IS′ , z〉, we
fix any total order L = (v1, . . . , vk, vk+1, . . . , vn) of V = {1, . . . , n} such that S′ = {v1, . . . , vk}, where
k = |S′|.
4 Intractability of subadditivity, and countermeasures
Theorem 5 in §3.2 shows a tractable aspect of subadditivity. This section provides some intractable aspects
of subadditivity. In addition, as an alternative to the curvature of a subadditive set function, we introduce
a concept of a pseudo-curvature.
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4.1 Intractability of subadditivity
Unconstrained minimization. For submodular set function f : 2V → R with V = [n], the unconstrained
minimization problem minS⊆V f(S) is exactly solved in polynomial time [13, 32, 15]. On the other hand, we
prove that the unconstrained subadditive minimization is not tractable. We derive the intractability from
the NP-hardness of the prize-collecting Steiner tree (PCST) problem of Goemans and Williamson [12].
Theorem 9. For subadditive set function g : 2V → R, the problem minS⊆V g(S) is NP-hard.
Proof. Given an n-dimensional nonnegative prize vector p = (pi)i∈V ∈ Rn and a minimum spanning tree
function MST : 2V → R defined in §2.2, let us consider a set function PCST : 2V → R defined by
PCST (S) =MST (S) + p(V \ S) (S ⊆ V ).
The PCST of Goemans and Williamson [12], which is NP-hard, coincides with the minimization problem
minS⊆V PCST (S). In addition, owing to the subadditivity of MST (S) and the nonnegative modularity of
p(V \ S), PCST is subadditive. Therefore, the PCST is a special case of the unconstrained subadditive
minimization problem. Thus, the subadditive function minimization is NP-hard.
Curvature computation. For a submodular set function, it is easy to calculate curvatures [37, 17]. On
the other hand, we prove that the curvature computation is not a trivial task in the subadditive case. We
derive the intractability from the NP-hardness of the maximization problem of a nondecreasing submodular
set function, which is a well-known NP-hard problem.
Theorem 10. For a subadditive set function g : 2V → R and S ⊆ V , the computation of curvature
κg(S) = 1− min
A⊆S, i∈A
g(A)−g(A\{i})
g({i}) is NP-hard.
Proof. Let i∗ = n be a fixed element of V = [n], and let U = V \ {i∗} = [n− 1]. In view of the definition of
the curvature, it suffices to show the NP-hardness of the minimization problem minA⊆U (g(A∪{i∗})−g(A)).
To prove the NP-hardness, we construct a subadditive function g using a nonnegative submodular function.
Let f˜ : 2U → R be a general nonnegative submodular function. Then, we define a set function g : 2V → R
with the ground set V = U ∪ {i∗} as
g(A) =
{
f˜(A) (A ⊆ U = V \ {i∗}),
0 (i∗ ∈ A ⊆ V ).
Trivially, g is nonnegative. Moreover, we can see that g always satisfies the subadditive inequality g(A) +
g(B) ≥ g(A∪B) for all A, B ⊆ V . ((i) If i∗ ∈ A∪B, we have g(A∪B) = 0 ≤ g(A)+g(B). (ii) If i∗ /∈ A∪B,
the nonnegative submodularity of f˜ gives the subadditive inequality of g.) Now, the minimization problem
minA⊆U (g(A∪{i∗})− g(A)) is equivalent to the submodular maximization problem maxA⊆U f˜(A), which is
known to be NP-hard. Therefore, the curvature computation is NP-hard for a subadditive set function.
4.2 Pseudo-curvatures
As a countermeasure to the difficulty of the curvature calculation of a subadditive set fuction (Theorem 10),
we introduce a concept of a pseudo-curvature.
Given a nonnegative subadditive set function g : 2V → R, we suppose that g can be decomposed as
follows:
g(S) = g+(S) + f+(S) (∀S ⊆ V ),
where g+ is subadditive and approximately or exactly nondecreasing, and f+ is nonnegative and submodular
(or nonnegative and modular). If g+ is exactly nondecreasing, the total curvature κg of g can be bounded
as follows:
κg = 1− min
A⊆V, i∈A
g+(i |A\{i})+f+(i |A\{i})
g({i})
≤ 1− min
A⊆V, i∈A
f+(i |A\{i})
g({i})
= 1−min
i∈V
f+(i | V \{i})
g({i}) .
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Table 1: Quality of RTC for MST and MMin
Target MST Initial MMin MMin + MST Lower bound
size RTC Time (s) RTC Time (s) RTC Time (s) RTC Time (s) RTC Time (s) αmax
50 4220 0.00024 4735 0.78 3827 1.32 3628 0.52 1914 193.26 1.66
100 5484 0.0016 6626 15.50 5111 16.43 4797 0.73 3064 13.32 1.42
120 5886 0.0042 7147 81.48 5474 82.54 5189 0.87 3422 7.17 1.38
An appropriate decomposition g = g+ + f+ would make the value κ̂g := 1 − mini∈V f+(V )−f+(V \{i})g({i}) a
reasonable alternative to the total curvature κg even if g+ is approximately nondecreasing. We call κ̂g a
pseudo-curvature.
Let us consider the case where g(S) = MST β(S) = MST (S) + β|S| defined in (1). The function MST
is nonnegative and subadditive (Lemma 1). Although MST is not strictly nondecreasing, it can be regarded
as an approximately nondecreasing set function. In addition, the term of β|S|(= f+(S)) is modular and
nonnegative. Therefore, the pseudo-curvature κ̂MSTβ is given by
κ̂MSTβ = 1−min
i∈V
β|V |−β|V \{i}|
MSTβ({i})
= 1−min
i∈V
β
d(r,i)+β . (14)
The relationship between the performance of the proposed algorithm and the pseudo-curvature will be
discussed in Section 6.
5 Application to multi-robot routing
This section explains an application of the subadditive load balancing (SALB) to the multi-robot routing
(MRR) problem with the minimax team objective.
For a set of robots R = {r1, . . . , rm}, a set of targets, T = {t1, . . . , tn}, and any i, j ∈ R ∪ T , a
nonnegative cost (distance) d(i, j) ≥ 0 is determined. The cost function d : (R ∪ T ) × (R ∪ T ) → R is
symmetric and satisfies triangle inequalities. We consider an allocation of targets to robots. Let Sj ⊆ T
be a target subset allocated to robot rj ∈ R. MRR with the minimax team objective asks for finding an
m-partition S = (S1, . . . , Sm) of T and a path Pj for each robot rj ∈ R that visits all targets in Sj so that
a team objective is optimized [23] as follows:
Minimax : min
S
max
j∈R
RPCj(Sj)
or min
S
max
j∈R
RTCj(Sj),
where RPCj(Sj) is the minimum value of the robot path cost (RPC) for robot rj ∈ R to visit all targets in
Sj , and RTCj(Sj) is the minimum value of the robot tree cost (RTC) for robot rj ∈ R, i.e., RTCj(Sj) is the
sum of edge cost of an MST on {rj} ∪ Sj. The RPC is intractable due to the NP-hardness of the traveling
salesperson problem, but the RTC is tractable. An MST on {rj} ∪ Sj can be converted to a robot path on
{rj} ∪ Sj whose cost is within 1.5 ·RPCj(Sj) (see, e.g., [36]).
Approximation algorithms especially based on sequential single-item auctions have been extensively stud-
ied to solve MRR [21]. Our approach based on SALB provides a new, different way of tackling MRR with
the minimax team objective. Because RTCj(Sj) is an MST function (see §2.2), it is an example of the
subadditive set function. In addition, the lower bound analysis of §3.3 can be utilized.
We can also deal with the processing time of targets. Let β ≥ 0 be a (uniform) waiting time it takes
each robot to process each target. Then, each RTCj becomes an MST function with a uniform node weight,
which is defined in (1). Furthermore, even in this case, we can use the lower bound analysis of §3.3, and the
pseudo-curvatures can be computed in view of (14).
6 Experimental results
We performed empirical evaluation in the MRR domain on a machine with four Intel CPU cores (i5-6300U
at 2.40GHz, only one core in use) and 7.4 GB of RAM. Our C++ implementation of the modularization-
minimization algorithm denoted by MMin, runs IBM ILOG CPLEX to optimally solve each LP problem
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Table 2: Quality of RTC for MST and MMin with 120 targets and 5 robots.
Waiting MST Initial MMin MMin + MST Pseudo
Time RTC Time (s) RTC Time (s) RTC Time (s) RTC Time (s) Curvature
10 6095 0.0032 7195 70.77 5617 72.11 5393 1.17 0.997
30 6656 0.0027 7668 21.33 6100 22.80 5907 1.35 0.991
60 7476 0.0025 8314 32.68 6790 34.49 6661 1.77 0.983
Table 3: Quality of RPC for each method
Target size MST Path MMin MMin + MST
50 5233 4979 5011 4767
100 7255 6900 7182 6827
120 7756 7484 7870 7446
generated by MMin. MMin terminates if the value of the LP problem in the current iteration agrees with
one in a previous iteration. We also implemented the following well-known MRR algorithms:
• MST [23] is a standard algorithm presented in Algorithm Greedy, which is very similar to GreedMin
of Wei et al. [38]. When MST calculates the RPC value, each robot’s MST needs to be converted to a
path. We used short-cutting [24], commonly used in MRR [23, 20].
• Path [23] is a standard auction algorithm in the literature [21]. Starting with a null path, each robot
greedily extends its path with the insertion heuristic [24]. The robot with the smallest RPC wins an
unassigned target in each round. This step is repeated until all targets are assigned.
In calculating the RPC value for MMin, our approach generated a path based on the insertion heuristic with
a partition calculated by MMin (i.e., the assignment optimized for RTC). We prepared a road map of the
Hakodate area in Japan and precomputed distances between locations. That is, the distance was immediately
retrieved when necessary. This is a common experimental setting for MRR, e.g., [22, 39]. In practice, when
the map only contains a small city, all distance information fits into memory e.g., [30]. The precomputed
distances correspond to driving times in second. We always set the robot size to five, but prepared three
cases for the target size (50, 100 and 120). Each case consisted of 100 instances by randomly placing agents
and targets.
Table 1 shows average RTC values and average runtimes. We excluded Path here, since it does not
optimize for RTC. The values in “Initial” indicate the RTC values and runtimes for finding initial m-
partitions of MMin. The iterative procedure of MMin is regarded as a step to further refine an initial solution.
Therefore, another initial solution can be passed to this iteration, although the worst-case theoretical analysis
of the solution quality remains future work. We prepared MMin + MST that performs the MMin iterations
but starts with an initial m-partition calculated by MST.
MMin generated 9%, 7%, and 7% smaller RTC values thanMST with 50, 100 and 120 targets, respectively.
While the RTC values of the initial partitions generated by solving the first LP problems were inferior to
those of MST, MMin’s iterative steps successfully improved the initial partitions.
In case of 50 targets, MMin performed 19 iterations on average, ranging between 4 and 76 iterations. In
case of 120 targets, the number of iterations was 22 on average, ranging between 6 and 92 iterations. Among
these iterations, MMin typically spent 59-99 % of the runtime in finding an initial partition. The formulation
of the initial LP problem is slightly different from those in the remaining iterations, which we hypothesize as
a cause of the difficulty. Finding the initial partition tended to be harder with a larger target size. In solving
the most difficult instance with 50 targets, MMin needed 13.27 seconds to find an initial partition and only
0.75 seconds for the remaining iterations. There was one instance with 120 targets which took MMin 7317
seconds to find an initial partition.
MMin + MST performed best in terms of the RTC quality and runtime. It bypassed the significant
overhead of the initial partition computation, and started with a better initial RTC value than standard
MMin. This indicates that such a hybrid approach is important in practice. The results shown in [23] seem
to indicate that the worst-case solutions of auction-based algorithms are bounded by O(m). However, MMin
is a centralized approach, and a question remains open as future work regarding whether MMin + MST
theoretically guarantees a better approximation factor in general or not.
We calculated an average lower bound and αmax defined in (12) for each target size (see Table 1) with the
method presented in §3.3 and with the partition returned by MMin + MST. These lower bounds indicate that
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on average the approximation factors of MMin + MST were empirically better than 1.90, and 1.57 and 1.52
for 50, 100, and 120 targets, respectively. We observed that there were many instances whose larger lower
bounds were returned if different partitions (e.g., a partition that is better than in the previous iterations)
were used for the lower bound computation. Therefore, in fact, MMin + MST must yield solutions closer to
optimal than those potential approximation factors.
The average runtime to compute a lower bound increased when the target size decreased, which was
counter-intuitive. However, the potential approximation factors and the αmax values increased with a de-
crease of the target size. Therefore, we hypothesize that the LP problem for lower bound calculation tends
to be more difficult if the lower bound is farther than the optimal solution.
Next, let us see the performance of the algorithms with waiting time β ≥ 0. Table 2 shows the cases where
waiting times are varied from 10–60 seconds with 5 robots and 120 targets. The waiting time corresponds
to the time necessary for a robot to collect and drop off a target. We observed similar tendencies, even
when waiting times were introduced. MMin returns better RTC values than MST, but suffers from the
computational overhead for solving the initial LP problem. MMin+MST bypasses this overhead as well as
yields the best RTC values. The values of the pseudo-curvature κ̂MSTβ determined in (14) close to 1 indicate
a difficulty of performing theoretical analysis, even with waiting times. When the waiting time β was set
to 60, the value of αβmax defined in (13) was 1.32, which was smaller than that without waiting time (i.e.,
αmax = 1.38 as shown in Table 1, and the pseudo-curvature is 1). This result implies the relative tractability
of the problem with β = 60.
Table 3 shows RPC values of each method. Since our approach does not optimize for the RPC, algorithms
that obtain better RTC values do not always yield better RPC values in theory. However, in practice, MMin
+ MST performed best of all methods.
While Path andMST guarantee the same theoretical approximation factor to optimal RPC values in MRR,
there has been consensus that Path tends to perform better than MST [23], as is the case in our experiment.
However, our results are important in the sense that they indicate that approaches that optimize solutions
for the RTC metric (i.e., the MST function) and then convert to a path have a potential to become a better
approach than Path, which would open up further research opportunities.
7 Concluding remarks
We presented the modularization-minimization algorithm for the subadditive load balancing, and gave an
approximation guarantee for the nondecreasing subadditive case. We also presented a lower bound com-
putation technique for the problem. In addition, we evaluated the performance of our algorithm in the
multi-robot routing domain. The application of subadditive optimization to AI are new, and subadditive
approaches may open up a new field of AI and machine learning. An example of future work is to elucidate
the theoretical and empirical behaviors of the modularization-minimization algorithm with respect to the
initial solutions. Our results about giving the MMin iteration procedure an initial partition calculated by
an MST-based greedy algorithm show the importance of the choice of the initial solutions. On other other
hand, the question whether or not the iterative procedure currently contributes to improving the worst-case
approximation factor remains unanswered.
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Supplementary Material
A.1 Proofs of Subadditivity
We show the subadditivity of the minimum spanning tree function MST and the facility location function
FL defined in §2.2.
A.1.1 Subadditivity of minimum spanning tree function
In the field of game theory, the subadditivity of the minimum spanning tree function is recognized in relation
to the minimum spanning tree game (Bird [5]). Here, we describe the proof of Lemma 1 to make the paper
self-contained.
Lemma 1 (§2.2.1). A minimum spanning tree function MST : 2V → R is nonnegative and subadditive.
Proof. By definition, nonnegativity is trivial. For subsets S, T ⊆ V , let ES be the edge set of MST w.r.t. S˜
and let ET be the edge set of MST w.r.t. T˜ . The graph (S∪T ∪{r}, ES∪ET ) with a node set S∪T ∪{r} and
an edge set ES ∪ ET are connected. Thus we have MST (S) +MST (T ) =
∑
e∈ES∪ET
d(e) ≥MST (S ∪ T ),
which shows the subadditivity of MST .
A.1.2 Subadditivity of facility location function
We show the subadditivity of the facility location function.
Lemma 2 (§2.2.1). A facility location function FL : 2V → R is nondecreasing and subadditive.
Proof. We are given a set V = {1, . . . , n} of customers and a finite set F of possible locations for the facilities
with opening costs oj ≥ 0 (∀j ∈ F ) and connecting costs cij ≥ 0 (∀(i, j) ∈ V × F ). For each edge subset
E ⊆ V ×F , let N(E) be a set of all endpoints of E , and we denote V (E) := V ∩N(E) and F (E) := F ∩N(E).
For S ⊆ V , F ′ ⊆ F , and E ⊆ V × F , we say that a triple T = (S, F ′, E) is feasible if S ⊆ V (E) and
F (E) ⊆ F ′. For any feasible triple T = (S, F ′, E), we define cost(T ) := ∑j∈F ′ oj +∑(i,j)∈E cij , and we
have FL(S) ≤ cost(T ). In addition, for each S ⊆ V , there exists a feasible triple T ∗ = (S, F ∗, E∗) such that
FL(S) = cost(T ∗).
Suppose that S′ ⊆ S ⊆ V . Let T ∗ = (S, F ∗, E∗) be a feasible triple satisfying FL(S) = cost(T ∗). Then,
T ′ = (S′, F ∗, E∗) is also a feasible triple. Therefore, FL(S′) ≤ cost(T ′) = cost(T ∗) = FL(S), which implies
the nondecreasing property of FL.
Suppose that S1, S2 ⊆ V . For each k ∈ {1, 2}, let T ∗k = (Sk, F ∗k , E∗k ) be a feasible triple such that
FL(Sk) = cost(T ∗k ). Since T ∗1 ∪ T ∗2 = (S1 ∪ S2, F ∗1 ∪ F ∗2 , E∗1 ∪ E∗2 ) is feasible, we have FL(S1 ∪ S2) ≤
cost(T ∗1 ∪ T ∗2 ) ≤ cost(T ∗1 ) + cost(T ∗2 ) = FL(S1) + FL(S2), which implies the subadditivity of FL.
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A.2 Supplementary Explanation for §3.1
Let us see that it would be difficult to construct a majorization set function in the subadditive case.
Given a subadditive set function g : 2V → R and a subset S′ ⊆ V , define the functions M1 and M2 as,
for all S ⊆ V ,
M1(S) = g(S′)+
∑
i∈S\S′
g(i |S′)− ∑
i∈S′\S
g(i |V \ {i}),
M2(S) = g(S′)+
∑
i∈S\S′
g(i |∅)− ∑
i∈S′\S
g(i |S′ \ {i}).
Both M1 and M2 are majorization set functions of g at S′ if g is submodular (Wei et al. [38]). But these
functions are not necessarily majorizing functions in the subadditive case.
Let g : 2{1,2,3} → R be the minimum spanning tree function in Figure 1 (b), which is nondecreasing,
subadditive, and non-submodular. The function M1 with S′ = {1} becomes M1(S) = 2 +∑i∈S ai (S ⊆
{1, 2, 3}), where a1 = 3, a2 = a3 = 1. M1 does not majorize g since g({1, 2, 3}) = 9 and M1({1, 2, 3}) = 7.
The function M2 with S′ = {1, 2, 3} becomes M2(S) =∑i∈S bi (S ⊆ {1, 2, 3}), where b1 = b2 = b3 = 3. M2
does not majorize g since g({1}) = 5 and M2({1}) = 3.
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