In this paper, we employ the technique of Jacobi last multiplier (JLM) to derive Lagrangians for several important and topical classes of nonlinear second-order oscillators, including systems with variable and parametric dissipation, a generalized anharmonic oscillator, and a generalized Lane-Emden equation. In order to facilitate the derivation of exact solutions, and also investigate possible isochronous behavior in the analyzed systems, we next invoke some recent theoretical results and attempt to map the potential term to either the simple harmonic oscillator or the isotonic potential for specific values of the coefficient parameters of each nonlinear oscillator. We find nontrivial parameter sets corresponding to isochronous dynamics in some of the considered systems, but none in others.
Introduction
Jacobi first described his method for the "Last Multiplier" (which we shall refer to as the Jacobi Last Multiplier, or JLM for short) in Konigsberg over 1842 − 1843. It essentially yields an extra first integral for dynamical systems by locally reducing an n-dimensional system to a two-dimensional vector field on the intersection of the n − 2 level sets formed by the first integrals.
After the work of Jacobi, the JLM received a fair amount of attention, including in a classic paper by Sophus Lie placing it within his general framework of infinitesimal transformations. Subsequently it was used for computing first integrals of some ordinary differential equations (ODEs). The relation between the Jacobi multiplier denoted by M , and the Lagrangian L for any secondorder ODE was derived by Rao [11] , following some investigations in the early twentieth century [18] . After Rao's work, the JLM does not appear to have been extensively employed in work on dynamical systems till it was recently used by Leach and Nucci to derive Lagrangians for a variety of ODE systems [14, 15, 17, 13, 16] .
In this paper, we first use the JLM to derive Lagrangians for several important and topical classes of nonlinear second-order oscillators, including systems with variable and parametric dissipation, a generalized anharmonic oscillator, and a generalized Lane-Emden equation.
The study of isochronous behavior, i.e. periodic behavior with a single period, in dynamical systems has also been a subject of great interest over the past decade [1] . One important reason for this has been the surprising fact that many, if not most, systems may be converted to nearby isochronous systems by a process of so-called ω-modification. There are also recent theoretical results [2] proving that, up to a translation or the addition of a constant, planar polynomial systems exhibiting isochronicity are described by either the linear simple harmonic oscillator potential V (x) = ω 2 x 2 2 , or the isotonic potential
In order to facilitate the derivation of exact solutions, and also investigate possible isochronous behavior in the above mentioned systems, we therefore also attempt to map the potential term for each of our systems to either the simple harmonic oscillator (SHO) or the isotonic potential for specific values of the coefficient parameters of each nonlinear oscillator. We find nontrivial mappings to the SHO potential in some of our nonlinear oscillators, but have not found mappings to the isotonic potential in any one of the systems we consider.
The remainder of this paper is organized as follows. In Section 2 we briefly recall the main theoretical aspects regarding the derivation of the Lagrangian and the search of isochronous behavior using the JLM. In Sections 3 we consider a class of oscillators with parametric nonlinear damping [12] and in Section 3.1 a generalized version of it. Section 4 investigates a special case of the generalized anharmonic oscillator given in [7] . Sections 5 considers two classes of dissipative dynamical systems with variable coefficients [6] . The Lane-Emden equation [10] is treated in Section 6. Finally, Section 7 discusses the results and conclusions.
Theoretical approach

Derivation of the Lagrangian via the JLM
Given a m-dimensional system of first order ODEs y
. . , m, the Jacobi last multiplier, denoted by M (x, y i ), is defined as an integrating factor of the system satisfing the following equation:
Since a second-order ODE y ′′ = f (x, y, y ′ ) is equivalent to a 2-dimensional system of first order ODEs, the corresponding Jacobi multiplier M (x, y, y ′ ) satisfies the following equation:
see for details [14, 15, 17, 13, 16] .
Let us rewrite the Euler-Lagrange equation:
by inserting y ′′ = f (x, y, y ′ ) as follows:
Assuming ∂ 2 L ∂y ′ 2 ̸ = 0 and differentiating equation (4) with respect to y ′ , the following equation is obtained:
Comparing the equation (5) with (2), we find the equation which connects the JLM to the Lagrangian L [11, 18, 14] :
Therefore, the appropriate Lagrangian for the system can be determined starting from the JLM.
Search for isochronous behavior via the JLM
Isochronous systems, whose motions are periodic with a single period in extended regions of phase-space (often the entire phase-space) have attracted significant interest in recent years, especially following the work of Calogero and his collaborators (see [1] and references therein), which revealed the nearubiquity of such dynamics "close" to numerous classes of dynamical systems. In addition, in [2] it is proved that, up to a possible translation and the addition of a constant, planar polynomial systems exhibiting isochronicity are described by either the linear SHO potential
These are rational potential functions, and systems which may be mapped to them exhibit oscillatory solutions with the same period T = 2π ω . Irrational potentials, such as some with discontinuous second derivatives, may also be isochronous.
In [5, 9] Chouikha and Hill et al. studied conditions under which the so-called Cherkas system [3] with a center at the origin as well as a five-parameter of reversible cubic systems may exhibit isochronicity. However, the study of the isochronicity conditions is non-trivial, and the technique required considerable computational effort. The same problem was re-examined in [4, 8] using the JLM to derive the conditions for isochronous solution behavior much more directly and with far less computational effort. Here we shall follow this latter approach to examine (7) for possible isochronous behavior.
Once derived a Lagrangian via the use of the JLM, the next step is to attempt a transformation of variables which might map the Hamiltonian to that of the linear SHO or the isotonic potential. As discussed above, such a mapping would prove isochronous behavior of the original dynamical system [2] .
A parametrically-damped nonlinear oscillator
In this section, we consider the following nonlinear anharmonic oscillator with parametric nonlinear damping [12] :
where k 1 , k 2 and k 3 are parameters, and the prime denotes the differentiation with respect to x.
To compute the JLM, we use the equation (2) which, for the system (7), becomes:
The solution of the equation (8) is given by:
Using the equation (6), we find the appropriate Lagrangian for (7) to be:
where the potential energy V (u) satisfies the following equation:
Applying a Legendre transformation to the Lagrangian L in (10), one can find the corresponding Hamiltonian to be:
where the conjugate momentum p = ∂L ∂u
Next, let us search for isochronous behavior via the use of the JLM.
Define the canonical variables:
to be some function of u such that the Poisson bracket
Differentiating (14) with respect to u, and using
, we obtain the following identity (for all u):
Balancing the coefficients of various powers of u, the following constraints on the constants k i hold:
One can see that the above equations admit the two following sets of solutions:
Case I: For the set of solutions (S 1 ), the JLM has the form:
with:
and the potential V (u) appears as:
Hence the potential can be straightforwardly mapped to a linear harmonic oscillator. Thus, for the parameters (20) our system will exhibit isochronous behavior.
We next proceed to the other set of parameters in (21).
Case II: In case (S 2 ), the corresponding expression for M (u), Q(u) and the potential V (u) are as follows:
Once again, the potential can be mapped to a linear harmonic oscillator. Thus, for the parameters given in (21), our system will also exhibit isochronous behavior.
This completes our treatment of the ODE dynamical system (7), and we next proceed to consider one possible generalization of this oscillator.
The modified nonlinear oscillator
We consider the following generalization of the parametrically-damped oscillator (7):
where k 1 , k 2 , k 3 , k 4 and q are the system parameters to be determined by the JLM analysis.
The JLM M (u) satisfies the following equation:
One solution of (29) is given by:
As in Section 3, the corresponding Lagrangian and Hamiltonian for (28) turn out to be respectively as in formulas (10) and (12), where the potential satisfies:
and M and V are linked by the following differential equation:
Using (30) and (31), the equation (32) becomes:
The equation (33) holds when:
Case I: Choosing k 2 = 1 for the set of solutions in (34), M, Q and V are found as:
Thus, the mapping to the SHO goes through, and hence the parametricallydamped oscillator (28) will have isochronous behavior for these parameter values.
Case II: Choosing k 1 = 1 for the set of solutions in (35), M, Q and V are computed as follows:
Once again the potential can be straightforwardly mapped to the SHO, therefore the system (28) will exhibit isochronous behavior for the parameters as in (35).
The anharmonic oscillator: a special case
Taking into account perturbation terms in the harmonic oscillator, one obtains the generalized anharmonic oscillator, which is governed by the following nonlinear differential equation:
where the prime ′ denotes the derivative with respect to x and g i ≡ g i (x), i = 1, . . . , 4. The physical meaning of the functions g i (x) is discussed in [7] , here we omit it as that will not be necessary for our purposes. Moreover, in [7] the explicit expressions for L, H, p and q are explicitly computed as follows:
where h is an arbitrary gauge function of x and log
Since a Lagrangian is already known in this case, we omit the derivation of an alternative Lagrangian via the use of the JLM, although it works out easily enough. Focusing instead on the possibility of isochronous behavior, we considered a variety of different choices for the parameters and gauge functions. To keep our treatment to a manageable length, let us consider a typical special case of (3.1) where isochronous behavior turns out to be possible.
Let us consider the choice:
where k i , i = 1, . . . , 4 are constants. Plugging (42) into (38)- (40), we obtain the following expressions for L and H:
where
In order to obtain isochronous dynamics, we must have:
This implies that h = 0 and M (u) = 2G 1 . Hence (44) becomes:
. Then, from the equations:
we obtain the following identity:
Balancing coefficients of each power of u, we have
Finally, using (49), we obtain:
and:
From the expression for M , one can easily construct the canonical variable P as:
Thus, in these new coordinates the system is mapped to the SHO Hamiltonian. Hence, as per the Theorems in [2] , the anharmonic oscillator (38), with the constraints in (42), exhibits isochronous dynamics for the parameters in (49).
Dissipative Oscillators
After the oscillators considered in Sections 3-4, we change gears slightly and consider two classes of variable-coefficients dissipative oscillators that have been treated recently in [6] .
A variable-coefficient dissipative oscillator: the first class
The first class is:
where the dot˙indicates the derivative with respect to t.
The system (54) admits a Lagrangian (see [6] ) given by:
Rewriting (54) as follows:
the JLM satisfies the equation:
Assuming M = M (t), one can solve for the JLM:
Next, let us attempt to map the system to the SHO by a change of variables. Note first that (55) can be written as:
where the potential is given by:
Now, one cannot find the canonical variable
a) V is function of two variables;
Thus the system (54) may not be mapped to the SHO potential. Although the details are omitted, it is straightforward to check that a consistent mapping to the isotonic potential by a change of variables is also not possible. Thus our treatment does not reveal any (b(t),c(t)) parameter sets for which (54) has isochronous behavior, although such dynamics cannot be ruled out totally.
A variable-coefficient dissipative oscillator: the second class
We next consider the variable-coefficient system with nonlinear dissipation:
In this case, the Lagrangian is given by [6] :
As before, the JLM is M (x) = exp
and (62) becomes:
Now, using p = ∂L ∂ẋ = M (x)ẋ + c(x)tM (x) and H = pẋ − L, we obtain the Hamiltonian as:
where:
Since p ̸ = M (x)ẋ and V is function of three variables, it is impossible to find a canonical variable Q(x) such that: Thus, any attempt to map the system to the SHO potential in a straightforward way fails. It is easy to check that, for similar reasons, a consistent mapping to the isotonic potential by a change of variables is also not possible. Thus our treatment does not reveal any (a(x), c(x)) parameter sets for which (61) has isochronous behavior, although we cannot completely rule out such dynamics.
systems modifications using a process which Calogero and his collaborators have termed ω-modification.
Hence, we also investigated possible regimes of isochronous behavior in all of our nonlinear systems. This was done by invoking the theoretical results in [2] and attempting to map each system to either the simple harmonic oscillator or the isotonic potential. We found regimes of isochronous behavior for specific parameter sets in two of our classes of oscillators with parametric damping, and also in a generalized anharmonic oscillator. However, within the framework of the approach which we employed, no parameter regimes corresponding to isochronous dynamics were found in the other nonlinear oscillator systems.
