Introduction
Distance learning is becoming a growing force in the education and training industry.
While businesses, the military, and educational institutions hasten to convert traditional courses, training programs, and classrooms to a distance learning format, there remains a need to verify that students are indeed acquiring the knowledge and skills being taught. Certainly, the efficacy of distance learning, when compared to traditional education and training settings, has been demonstrated hundreds of times (Russell, 1996) . The studies reported, however, have been largely oriented to college courses, continuing education credits, or professional development training that occur over extended periods and which have "built-in" evaluation measures, such as a final exam. There has been little technical work in developing evaluation measures for shortterm training events.
The purpose of this report is to describe an approach to creating a simplified form for evaluating the relevance and effectiveness of a distance learning event. Here, a distance learning event refers to a training or educational program occurring within one day. This is in contrast to the more frequently reported evaluations for a course or program of instruction which might last from several days to several months. For these there are usually objective, end-of-course measures that gauge achievement, or longer term assessments that measure improvements in job performance. For lengthier courses there can be more thorough evaluations such as the Course Evaluation System, a methodology used to evaluate the quality of classroom training developed by Ellis, Knirk, Taylor, and McDonald (1987) . For the abbreviated training event, however, the development of objective measures of learner outcome is often not feasible as the brevity of the event precludes the justification for a lengthy evaluation. Indeed, in some cases, the time required to evaluate a training event can nearly equal the time needed to deliver the event.
Furthermore, it is not always warranted to relate short training events to job performance measures.
Such is the case for a series of training events delivered on a nationwide basis to members of the Army National Guard (ARNG). This report will provide an overview of distance learning initiatives in the ARNG, review the literature on evaluations of distance learning programs, describe the rationale behind the development of an abbreviated evaluation instrument, and 1 present findings from the use of the instrument for numerous training events delivered to over one thousand soldiers. The strategy, then, was to develop a concise evaluation format that was both efficient in terms of administration and rich in terms of understanding training effectiveness and quality of delivery.
Distance Learning in the Army
Distance learning is not new to the Army. Indeed, the Training and Doctrine Command (TRADOC) is advocating widespread use of distance learning in the near future (TRADOC, 1996) and the ARNG has responded by developing a companion plan to connect classrooms in 54 States and Territories as one distance learning network (National Guard Bureau, 1996) . In the education and training literature, distance learning has various definitions. It is generally regarded as learning that occurs in a different place from the teacher (Moore and Kearsley, 1996) .
Educational television is a classic example. The arrival of satellite and terrestrial networks as well as the widespread use of interactive learning techniques has propelled distance learning into the forefront of educational change. In a recent study on the use of technology for training and education in the Army, the Army Science Board recommended that the Army "continue to develop and acquire modern classroom technology, but emphasize a move toward distance learning" (Grum, et al., 1995, p.37) . Indeed, universities, state and federal agencies, trade organizations, and industry now offer thousands of courses in a distance learning format.
Distance learning is also of great interest to our allies, with NATO taking a keen interest in its development and implementation (Seidel and Chatelier, 1994) .
Studies of distance learning in the Army have demonstrated positive results. For example, the use of the distance learning tool of asynchronous computer conferencing for the Engineering Officer Advance Course showed no difference between resident and distance learning students on objective measures of performance, but the distance learning course cost less than the resident version (Phelps, et. al., 1991) . In another example with soldiers from the Reserve Component (RC), the application of two-way interactive video for training three military occupational specialties to RC soldiers demonstrated performance as high as soldiers trained in a resident mode (Bramble and Martin, 1995) . In another study that examined the training effectiveness of one-way and two-way video, Lehman and Kinney (1992) report that one-way VTT performed better than two-way VTT for a course on common leader training to noncommissioned officers from the RC. In a study that measured the cost effectiveness of audioteletraining for the Army National Guard, favorable results of equal effectiveness at a lower cost were reported for the training of unit clerks (Wisher, Priest & Glover, 1997) . Finally, in a bibliographic review reported by Howard (1997) , 106 articles and books were identified on distance learning topics relevant to the Army. Only one reported a negative effect of distance learning.
On a broader level, distance learning is viewed by the Army as the "delivery of standardized individual, collective, and self-development training to soldiers and units at the right place and right time through the application of multiple means and technology" (TRADOC, 1996) . Because of the numerous training technologies this definition implies, it is useful to regard distance learning from a "toolbox" point of view, where different instructional tools that can be selected and applied to satisfy a training requirement. The choice of tool (video teletraining, computer based training, print material, etc.) depends on the type of task being taught, the purpose of the training, the size of the training audience, cost, and the availability of facilities, equipment, and courseware. Such an approach allows for training media to be allocated in appropriate combinations for a course. The mixing of media for distance learning has a long tradition. For example, the British Open University makes significant use of media combinations for most of its courses (Brown, Nathenson, & Kirkup, 1982) .
The emergence of the Internet as a resource for instructional delivery furthers the application of multiple media, as streaming multimedia technologies can offer audio, video, and three-dimensional animation for use by the creative instructional designer. It is hard to forecast what new or improved tools will emerge years from now for use in instructional technology.
Nevertheless, there remains a need to verify that students continue to learn in this evolutionary environment.
Background
Evaluation is concerned with judging the worth of a program: is the program effective?, does it save money?, can we improve its capability based on feedback? Depending on the level of evaluation, there is generally a tradeoff between the resources for evaluation and the decisiveness of results. A measure of student reaction to training, for example, is less compelling than a measure of the degree to which that training transfers to job performance. However, depending on the resources supporting the evaluation, the costs and time to develop and implement more thorough measures of learning might be impractical. The tradeoff between resources and decisiveness of results will be discussed later.
The evaluation of technology-based programs in education and training has grown commensurately with the increased efforts to implement technology in the classroom and other learning settings. Indeed, Baker and O'Neil (1994) contend that "technology assessment studies attempt to make predictions about use to a broad class of potential users and settings, and to inform policymakers' future technology investment strategies" (p. 6). Baker and O'Neil also identify a technology assessment strategy in which a series of individual evaluation studies, either in serial or parallel designs and conceived as natural experiments, combine to provide coordinated information to the decision makers. In the context of distance learning, researchers such as Clark (1994) call for multilevel evaluation plans that have measures of both participant reactions and the achievement of program objectives. Both the multilevel plan and parallel design concept were incorporated in the present approach to evaluating distance learning events.
Early evaluation studies in distance learning were mostly descriptive case studies that focused on learner satisfaction, and were often anecdotal (OTA, 1989) . They were often conducted as an after thought and relied on reaction questionnaires which were often unreliable or not representative of the students involved. More recently, there have been discussions regarding what methods are best to use for evaluating distance learning programs (Harrison, et. al., 1991) . This study proposed a more comprehensive examination of distance learning as a complex system involving an interaction of organizational, administrative, instructional, and technological components. In their review of the evaluation literature, Harrison et. al. (1991) identified three unique components of distance learning that consistently emerged: instruction, management, and logistics (i.e., technology factors, technical qualities, environment, on-time delivery). From this point of view, the National Guard Bureau was primarily interested in the instructional and technology factors of effectiveness.
Evaluation Measures of Instruction
As with evaluations of other modes' of training in organizations, the instructional effectiveness of a distance-learning training event can be measured in terms of student reaction, learning, behavioral criteria, or results criteria (Wexley and Latham, 1981) . Each measure is used to assess different aspects of the value of an event. Some are objective and some are subjective, and each has advantages and disadvantages in terms of preparation of instruments, administration time, and ease of interpretation. The four measures will be briefly reviewed.
Student Reaction
Measures. An evaluation based on reactions measures how favorably the participants respond to a training event, including its contents and delivery, relevance to their job, the training technologies used, the quality of audio and video, and the overall training environment. Favorable reactions to training events as measured by this criterion, however, do not guarantee that learning has taken place. Learners can mistake good presentation style for good instruction (Ghodsian, Bjork, & Benjamin, 1997 (It should be noted that the subgroup analysis assumes that there is statistical independence between groups.) Self-Assessment. Another type of reaction measure, obviously subjective, is the selfassessment variable. This measure requires that individual participants evaluate themselves on various dimensions of the training, such as how well they paid attention to the instructor or how much more they learned compared to what they already knew about the topic. The selfassessment variable may be viewed as a bridge between a reaction measure and a learning ' measure, as it assesses learning directly, but in a subjective way.
Self-assessment is obviously an easy technique to judge a student's knowledge or skill.
Students are simply asked how much they learned, how high they could score on a hypothetical test, or how well they could perform a task. The validity of these judgments is debatable.
Regardless of the context of the self-assessment measure, most of the research in this area has identified significant correlations between self-assessments and performance measures (either knowledge and ability tests or supervisor assessment). For example, positive results have been reported for self-assessment of: job performance and supervisor assessments (i.e. Meyer, 1980; Harris & Shaubroeck, 1988) ; typing test scores and actual typing scores (Levine, Flory, & Ash, 1977) ; performance and objective performance measures (Farh & Dobbins, 1989) ; and abilities and ability tests (DeNisi & Shaw, 1977) . Schendel, Morey, Grainer, and Hall (1983) found significant correlations between self-assessment of M16A1 rifle qualification scores and actual performance.
Another general finding in the self-assessment literature, one that has been the basis of criticism, is that self-assessments tend to consistently overestimate actual performance (i.e. Schendel et. al., 1983; Anderson, Warner, and Spencer, 1984) . The latter study found that this bias to overestimate could be corrected for by rescaling based on information from "bogus" questionnaire items. The overestimation bias, however, is relatively constant, so that there is a consistent difference between the self-assessment scores and the performance scores of an individual.
In research most relevant to the current report, a secondary analysis of performance data collected during an Army mobilization training exercise is reported in Curnow (1998, in preparation) . This analysis supports the idea that in military training environments, self- Although learning criteria are a stronger, more decisive measure than reaction criteria, a drawback is the time to develop test instruments and the costs of their administration -the evaluation resources. Written and/or performance tests specific to the knowledge taught need to be developed, pre-tested, and then administered under a controlled test environment. Ideally the reliability and validity of the tests should be determined prior to the training event. For many traditional courses taught through distance learning, such tests are often available in the form of a final test for academic courses or practical exercises, end-of-course tests, and hands-on performance tests for training a military occupational specialty . For a short duration training event, however, a learning measure usually requires additional development effort which might be impractical for a short-term event. The use of self-assessment as a surrogate learning measure, particularly in a military setting, might remedy this issue. This is a tradeoff that must be judged on a case by case basis.
Behavioral ' In the context of distance learning training events for the Army National Guard (ARNG), the reaction and learning measures are most relevant due to the need for quick feedback to event organizers and sponsors as well as to monitor whether the training objectives of the events are being met. One of the practical considerations was the anticipated effort required for the development of a knowledge or performance test for the learning measure. In view of the limited resources for instrument development and the range of anticipated training events, a strategy to have a self-assessment scale serve as the learning measure was selected. This set the stage for a compressed evaluation form to be created and the subsequent evaluation time to be brief, since a lengthy knowledge test would not be included. More importantly, it provided an acceptable source of data for the types of analyses relevant to the ARNG's interests, mainly the instructional and technology factors. Other strategies in the development of the evaluation form considered factors that would lead to a high response rate, as discussed below.
Development of the Compressed Form Factors
Evaluators always seek a high rate of return in order to reduce errors in measurement due to of a small sample. This is especially true for evaluations conducted at remote sites. The evaluation form under consideration was to be administered to participants who had just received training at dozens of remote sites. Usually, the training was of short duration, sometimes one or two hours, but not more than a full work day. In view of the brevity of the training, a goal was to develop a form that would be both quick for the participants to fill out and responsive to the interests of the National Guard Bureau: how well did the technology work and did the soldiers learn from the training experience? In consideration of these issues, a review of the literature was conducted. Four topics were identified as being conducive to a quick response and a high rate of return: length, saliency, confidentiality, and ease of return.
Length of Instrument. One method to increase the response rate is to shorten the length of an evaluation form. The research dealing with questionnaire length and response rate, however, has been ambiguous. Kanuk and Berenson (1975) identified seven studies that examined questionnaire length and found that only one reported a statistical relationship between questionnaire length and response rate. The research on this topic has been limited mostly to the areas of marketing and consumer satisfaction. The research most relevant to the present report was a study reported by Roszkowski and Bean (1990) , in which questionnaire length was controlled in a mail survey to over 8,000 persons taking a distance education course in insurance and financial planning. In 14 replications, persons were randomly assigned to receive a long or short course evaluation questionnaire. Response rate for the short form was significantly higher in all 14 replications, averaging a 28% advantage. The authors conclude that, in the context of distance education, shortening the questionnaire did improve the rate of return.
Saliency of Instrument. Saliency refers to the importance or relevance of the questionnaire content to the respondent (Altschuld and Lower, 1984) . Based on three studies, Baumgartner and Heberlein (1984) concluded that salient surveys result in higher response rates.
They found that surveys judged to be highly salient obtained a 77% response rate, while those judged not to be salient obtained a 42% response rate. Baumgartner and Heberlein's (1984) results have been duplicated by Goyder (1982) and also by Eichner and Habermehl (1981) . For a distance learning evaluation, questions related to the course, instructor, and the technology employed should be perceived as highly salient.
Confidentiality. Another factor found to effect the return rate of questionnaires is guaranteed confidentiality (Altschuld and Lower, 1984) . Confidentiality refers to the promise that data that could identify an individual respondent's answers will not be released. This confidentiality can be expressed on the evaluation form through a statement that the information collected is in accordance with the Privacy Act of 1974 and that "Information on individuals is confidential and will not be released to anyone." Related to the confidentiality factor is anonymity, which refers to the lack of information that can uniquely link a specific set of answers to a specific respondent. Not asking for a respondent's name communicates an intention for anonymity, but it does not guarantee it, since demographic responses coupled with location information might identify an individual. For example, in the context of the National Guard, if there is only one respondent of the rank of Colonel, then data from that Colonel should not be reported separately in a cross tabulation. Rather, the data should be netted with other ranks, such as with Lieutenant Colonels and Majors and reported under "field grade officers." A combination of the Privacy Act statement along with not asking for names is likely to lead to improved return rates.
Convenience for Return. Ease in returning evaluations also increases response rates. In a meta-analysis of response behavior, Yammarino, Skinner, and Childers (1991) found significant, positive correlations between the inclusion of a pre-addressed return envelope and response rate.
In addition, they found that for institutional (rather than consumer) populations, stamped or metered postage increased response rates. Both a return envelope and prepaid postage make returning an evaluation more convenient, hence increasing the response rates.
Examples from the Literature
The recommendations from the literature on length, saliency, confidentiality and anonymity, and return were factored into the design of the training event evaluation form.
Additional suggestions were gained from other evaluators in the distance learning field. A review of instruments from educational institutions and government agencies, most published in the open literature but some made available through personal communications, resulted in the creation of a set of comparative variables: number of pages for an instrument, number of assessment categories (such as demographic, instructor, facilities etc.), number of questions within each category, and a description of the scales used (Likert, yes/no, fill in, etc.). The results of this analysis are displayed in Table 1 . The NGB Student Evaluation Form, developed in the present report and listed as the first entry in Table 1 , was compressed into a single page based on the factors described earlier. The form is presented in Appendix A. There are five assessment categories with a total of 22 items.
The respondent completion time is about 3 minutes. Of the 22 items, 18 are related to the course, technology, and demographic factors. This selection was based on the National Guard Bureau's basic interest of "did the technology work and did soldier's learn?" The demographic variables were needed to detail a more refined look at learning patterns that might emerge from a cross tabulation of the data. The goals of a short form with a confidentiality statement, salient to-thepoint items, and a pre-paid return envelope provided to each site were accomplished.
Test Administration of Compressed Form
Eight distance learning events were sampled for inclusion in the analysis. These events represented the primary distance learning events available on a nation-wide basis for members of 13 the Army National Guard during the test administration timeframe. All training was delivered through a multi-point, one-way video two-way audio connection through satellite links. Table 2 provides a summary accounting of the training events, showing the date of each event, the reported attendance, the number of surveys that were returned, and the return rates. The events can be categorized broadly as military related or civilian related. The military events addressed specific training requirements related to military jobs and operations. The civilian events were general in nature, addressing areas that would be of interest to both civilian and military organizations. 
Military Training Events
The Risk Management event (2 hours) was taught during three periods (by the same instructor) over the course often months. Risk management refers to the governance of safety practices during training and field operations. The training originated from the Satellite Education Network facility at Fort Lee, Virginia, for the first event and from the Army National
Guard Media Center at Fort Rucker, Alabama, for the other two iterations. The broadcast was designed to cover risk management and risk assessment in support of mission requirements.
Training topics included understanding the risk management process, the rules of risk management, and the integration of these considerations into mission planning. The target audience was supervisors at all levels, commanders at the battalion and company level, mission planners, and appointed safety and health personnel.
The Airborne Call for Fire event (6 hours) was designed to familiarize helicopter-borne, were received, the data was compiled using an optical scanner and then converted to a format compatible with statistical analysis software.
Descriptives of Sample
The first three items on the evaluation form were demographic questions concerning rank, education, and age. As can be seen in Table 4 , the rank variable consisted of six categories.
The largest subgroup of respondents were non commissioned officers in the E5 to E9 paygrade (32%). The second largest group of respondents were Majors or above (23%), with 37% of the entire sample being Second Lieutenants or higher. The education question asked respondents to report their highest level of education, 6%
responded high school diploma, 27% reported some college, but no degree, 13% reported having an associates degree, 39% reported having a bachelor's degree, and 14% reported having an advanced degree. Over half of the sample had a bachelor's degree or higher.
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The average age for the respondents was 41 years with a range from 20 to 59. This was of interest because there was a concern within the National Guard that the "older" soldier might not be as responsive to technological change as the younger soldiers. (This was not the case.
The age variable was not correlated (higher than r = ±0.1) to any of the course and technology ratings.)
Findings Return Rates
For each event, the large majority of the evaluation forms were returned within five days of the event. Site facilitators returned attendance lists to an event coordinator, allowing return rates to be computed. Table 4 shows the return rates for each event. The percentage of returned evaluation forms ranged from 30% to 97%, with a mean return rate of 74%. (The Counter Drug event had a very large audience including cable viewers, so a list of actual attendees was not available. Therefore, a return rate could not be computed, and this event does not appear in Table 4 .) Four questions addressed the respondent's previous experience with interactive training events. As noted in Table 5 , approximately one-third of the respondents reported attending at least one other interactive TV event either for Guard/Reserve training, civilian job, or education or occupational training, only 10% reported attending at least one interactive event for other interests (e.g. hobbies). For a separate question, 58% of the respondents reported previously taking a course in the topic of the training that they were attending. Nine questions addressed technology factors, the course, the instructor, and the learning environment. Each question asked respondents to rate an aspect of the event using a five-point scale from "poor" (1) to "excellent" (5). The means and standard deviations for each appear in Table 6 . Also presented are means from substantially similar questions reported in studies of distance learning conducted by the Navy (Wetzel et. al., 1996; . These provide a benchmark comparison for the ratings obtained in the present study. By and large the students reacted favorably to the experience in agreement with the Navy study. The lowest mean ratings occurred for "opportunity to ask questions" and "quality of audio" and the highest ratings were for "location of video" and "quality of video." However, it is the variability among questions that can lead to useful interpretations. For example, "quality of audio" had a relatively high standard deviation of 1.21, which obviously indicates some low ratings were present. When the audio scores are examined by remote site for each event it becomes clear that some sites probably had serious problems with their audio equipment. For example, in the first Risk Management course, a one way ANOVA showed significant differences for "quality of audio" between sites (F(20,196)=5.97, p<.001), more specifically a post hoc Sheffe test showed significant differences between two particular sites with means of 4.63 and 2.64 (p=.016).
Feedback to the technical staff on this type of disparity is essential. The final question on the evaluation referred to travel time. This question was included since one of the goals of the National Guard Bureau is to have distance learning facilities within one hour of every soldier's home. In this sample, 81% of the respondents traveled for less than one hour to attend the event. The sample, however, was not random so this figure does not necessarily represent the current proportion of soldiers within one hour of a distance learning facility nationwide.
Self-Assessment Measure
A self-assessment measure was used in the evaluation form as a surrogate for a learning measure. As previously discussed, the rationale for using self-assessment of the amount learned on a topic must be judged on a case-by-case basis. The form of self-assessment in the current report stems from the question "Compared to what you already knew about 'course topic,' how much more did you learn in this training event?" Since resources for the evaluation were limited and the variety of training events was considerable, the development of more decisive measures of learning was not practical, nor were they already available from end-of-course tests. In combination with another key measure, namely previous training on a topic, the test properties of the self-assessment variable require further examination due to their overall importance in interpreting the results
Psychometric Properties
The two common psychometric properties of concern to evaluators are the validity and reliability of a measure. First, let us examine the question of validity of the self-assessment measure. Face validity refers to whether a measure appears to make sense. In the case of the Risk Management courses, face validity was examined by comparing perceived learning between subgroups who either had or did not have a previous course on the topic, with the expectation that those who had a previous course would learn less. Analyses suggested significant differences in self-assessed learning between those who had taken a previous course and those who had not (F(l,476)= 28.16, p<.001) . This finding supports the face validity of this measure, as it would make sense that those who had no previous training in a topic would likely learn more than those who had previous training. This trend was true for all of the military training events.
Reliability refers to either the consistency of a measure from one use to the next (external reliability) or the consistency of items within a measure (internal reliability). When repetitive measures of the same treatment give similar results, the measurement is said to be reliable (externally). Traditional measures of reliability, such as the alpha coefficient which measures the consistency of scale items and test-retest reliability which measures the consistency of one test administered to the same person at two separate points in time, were not an appropriate approach to measuring reliability for this instrument. The apparent consistency in the cross-tabulation of amount learned and previous course experience for the repetitive measures of three Risk
Management courses was further examined to gauge the reliability. The previous course experience variable was cross tabulated by the self-assessed learning variable, and a 2 X 3 ANOVA was conducted, with two levels of previous course experience and three levels of learning. This analysis revealed no significant mean differences of self-assessed learning among the three events (F(2,476)= .38, p=.684). The ANOVA results indicate that the amount of perceived learning was consistent across all three events. Furthermore, there were consistent differences in perceived learning between those who had and had not taken a previous course in Risk Management. This consistency of means supports the reliability of this measure.
The consistent differences between the two levels of previous course experience showed that those with no previous course always reported learning more. This offers a convenient basis on which to judge prior knowledge, allowing for adjustments to the program as necessary, such as creating an introductory and advanced version of a course.
Interesting Patterns from Cross Tabulations
Overall, 58% of the respondents reported previous training in the topic being covered. Of particular interest as the interrelationship between two variables, the amount of perceived 20 learning and whether or not the respondent had previous training on the topic. This interrelationship can be examined by using cross tabulation, resulting in the graph seen in Figure   2 . Note that on the five point scale, ratings of 1 or 2 were netted as "little" was learned, a rating of 3 was interpreted as "some" was learned, and a rating of 4 or 5 was netted as a "lot" was learned. In all cases, the ratings were made relative to whether the respondent had previous training on the topic.
The graph shows a pattern in which those who had not taken a previous course in the topic area reported greater amounts of learning. This is evidenced in the following way. The left panel of the figure depicts those respondents who reported no previous course. More than half of those with no previous course reported learning "a lot." The right panel of the figure charts the trend for those who had taken a previous course in the topic area. The majority of these respondents reported learning at least some "some" or a "lot" more than they already knew.
However, only 32% reported learning "a lot" compared to 62% in the no previous course group.
While the majority of respondents reported at least "some" learning, it appears that the courses were generally geared to those individuals who had no previous training in the topic area. Such a pattern can quickly be discerned from the monotonically increasing rate in the left panel In order to explore more thoroughly the relationship between previous training and amount learned, responses were segmented into subgroups by course. As the Risk Management course was evaluated on three separate occasions, this presented the best opportunity to explore the consistency of the relationship between these two variables. As can be seen in Figure 3 , the patterns between the three courses were quite similar. Those with no previous course tended to report a greater amount of learning than those with a previous course. For all three events, the greatest percentage of respondents reported learning a "lot" for the group with no previous course, while the greatest percentage of respondents reported "some" learning for the group with a previous course in Risk Management. These results are quite consistent, and could be used as feedback by the instructor to either alter the course materials, or to notify potential event participants of the level of knowledge for which the course is best suited. 
Another variable of interest in this evaluation was the travel time to the distance learning site. The National Guard Bureau is interested, as a matter of policy, in having a distance learning facility within a one hour drive of each soldier's home. Tracking this variable, then, is a useful way to measure the trend in reducing travel time over a period of years. The travel times for this sample, listed in Table 7 , may serve as a 1996-1997 baseline for the trend, keeping in mind that it is not necessarily a random sample but rather an accounting of those who attended. When the travel time variable was separated into two categories (less than one hour and one hour or more) there is an interesting difference within the course ratings. As can be seen in Table 8 , those who traveled farther rated certain technical aspects of the course (quality of audio and overall learning environment) significantly lower than those who did not travel as far. One explanation might be that students who traveled for an hour or more to a distance learning facility had higher expectations about the technical quality of the training event. They may have been a bit disappointed in the quality given their greater effort to get to the site. It is interesting to note that the ratings for the amount learned did not seem to be affected by travel time. The findings and analyses reported above demonstrate the wealth of informative data that can be obtained from a simple, one-page evaluation form. There are many other cross-tabulations and analyses that could be conducted, depending on the interests of the organizations, to pinpoint technical shortfalls, course effectiveness, learning, and certain policy issues.
Discussion
A useful strategy for evaluating single-day distance learning events is the use of a compressed, one-page evaluation form that is designed with considerations of confidentiality, saliency, convenience of return, and length. The research literature has demonstrated these factors to be of value in obtaining higher return rates. Another aspect of the literature that was useful was the self-assessment variable for evaluating learning. Even though this variable has had some controversy in the past, its use in a military training setting (especially when coupled
with anonymity) appears acceptable in this situation, as evidenced by both the face validity and external reliability found in its administration to several iterations of the same course. The obvious advantage in the self-assessment approach is a great savings in administration time, not to mention the cost avoidance of having to develop a separate learning evaluation instrument for each distance learning event.
Some of the analyses reported here address the interactions between instruction, management, and technology (or logistics) as developed in Harrison et. al. (1991) . Although the management issue was not assessed (because the National Guard Bureau was addressing that separately through "after action reviews"), interactions between instruction and technology were presented in numerous cross tabulations. However, even though quality of the technology was rated lower by those participants who traveled more than one hour to the training, the amount they learned was equal to those traveling less than an hour. Perhaps this is due to the nature of military training which focuses the students on completion of assignment despite perceptions of less than favorable conditions.
The one-page format met with no resistance from students or site administrators, in fact they seemed to appreciate its brevity. Advanced mailing of sufficient copies of the form along with a letter of explanation and with pre-paid and pre-addressed return envelopes assured a high and rapid return rate. The scannable format allowed analysts to provide quick results to National
Guard Bureau training officers, who found external verification that students where learning as useful feedback to justify the continued delivery of such courses. Problems identified with the technical qualities at certain sites, such as poor audio or video quality, usually could be traced to a satellite or local connectivity problem. A decrease in such problems over time are indicative of a "learning curve" for the site facilitators and program providers.
Another area of interest was the travel time variable. Since the National Guard Bureau is interested in a one-hour or less travel time by its soldiers to a distance learning facility, a baseline for the current training year of 81% of the soldiers who participated in distance learning events can serve as a useful yardstick to measure progress in achieving this goal. Caution should be exercised with this figure since it was based only on those soldiers attending the events reported here.
Although the compressed form is only one page in length, the opportunities to cross tabulate on the basis of demographic factors can lead to insights and trends not conceived in the original design. Such analyses can provide useful feedback to the stakeholders in distance learning, including organizers, managers, instructors, and technicians
This instrument is useful for civilian audiences as well. Of course, there would need to be a few adjustments made, such as excluding rank, but the bulk of the items could be retained.
Based on the lessons learned in the present evaluation, a revised version recommended for future use is included in Appendix B. An adjusted version for civilian use is offered in Appendix C. 
