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ERO˝SEN POLINOMIA´LIS PIVOT ALGORITMUSOK A MAXIMA´LIS
FOLYAM FELADATRA
ILLE´S TIBOR, MOLNA´R-SZIPAI RICHA´RD
Pre´kopa Andra´s e´s Klafszky Emil munka´ssa´ga elo˝tt tisztelegve
A dolgozatban bemutatjuk a maxima´lis folyam feladat jav´ıto´utas algorit-
musaito´l eredeztetheto˝ cimke´ze´ses technika felhaszna´la´sa´t e´s tova´bbfejlesz-
te´se´t a feladat ku¨lo¨nbo¨zo˝ polinomia´lis pivot algoritmus varia´nsainak le´treho-
za´sa´ra. Egyse´ges rendszerben ta´rgyaljuk a 90-es e´vek prima´l e´s dua´l szimp-
lex algoritmusait [6, 27] e´s az MBU-algoritmus varia´nsait [33, 34, 40], ku¨lo¨n
hangsu´lyt fektetve a gyakorlati feladatok modelleze´se sora´n gyakran elo˝for-
dulo´ nem nulla also´ korla´tok kezele´se´re. Az algoritmusokat mozdony hozza´-
rendele´si feladatokon ve´gzett sza´mı´ta´sokon hasonl´ıtjuk o¨ssze.
1. Bevezeto˝
A ha´lo´zati folyam modell egy felette´bb ne´pszeru˝ optimaliza´la´si modell, ko¨szo¨n-
heto˝en annak, hogy intuit´ıv, me´gis a gyakorlatban sze´les ko¨rben alkalmazhato´.
Ennek megfelelo˝en rendk´ıvu¨l sok publika´cio´ foglalkozik vele, sza´mtalan jobbna´l
jobb algoritmust javasolva, mind elme´leti, mind gyakorlati hate´konysa´gukat
tekintve.
A ha´lo´zati folyam terme´szetes modellje olyan proble´ma´knak, ahol egy rend-
szerben anyag a´ramlik bizonyos keletkeze´si helyekto˝l bizonyos felhaszna´la´si helyek
fele´. Az elo˝bbi helyeket forra´soknak, az uto´bbiakat nyelo˝knek nevezzu¨k. Anyag
alatt sokfe´le dolgot e´rthetu¨nk: lehet szo´ cso˝vezete´kben a´ramlo´ folyade´kro´l, utca´-
kon mozgo´ ja´rmu˝vekro˝l, vagy sza´mı´to´ge´pes ha´lo´zaton ko¨zvet´ıtett informa´cio´ro´l.
A ha´lo´zat egyes csomo´pontjai ko¨zo¨tt az anyag sza´ll´ıta´sa´ra alkalmas me´diumok
vannak (cso˝, utca, ka´bel). Ezek a legegyszeru˝bb modellben egyira´nyu´ a´ramla´st
engednek meg, e´s rendelkeznek egy kapacita´ssal, amit az ido˝egyse´g alatt a´tvihe-
to˝ maxima´lis anyag mennyise´ge´nek tekinthetu¨nk. Folyamnak nevezzu¨k az anyag
a´ramla´sa´nak egy olyan le´ıra´sa´t, ami eleget tesz ezen kapacita´soknak, e´s a for-
ra´sokto´l e´s nyelo˝kto˝l ku¨lo¨nbo¨zo˝ csomo´pontokon csak a´ta´ramla´s to¨rte´nik, illetve
megfelelnek a forra´sokbo´l kifolyo´ e´s nyelo˝kbe befolyo´ mennyise´gekre tett esetleges
egye´b korla´toknak.
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Egy specia´lis ha´lo´zati folyam feladat a maxima´lis folyam feladat, ahol a ha´lo´zat
egy forra´st e´s egy nyelo˝t tartalmaz, e´s szeretne´nk meghata´rozni a forra´sbo´l a nye-
lo˝be elsza´ll´ıthato´ maxima´lis mennyise´get, vagyis valamilyen e´rtelemben az ege´sz
ha´lo´zat
”
kapacita´sa´t” (to¨bb forra´s e´s to¨bb nyelo˝ esete´n a kapacita´s kerese´se szinte´n
visszavezetheto˝ erre a proble´ma´ra). Megjegyezzu¨k, hogy a fenti pe´lda´kban a
”
nulla
folyam”, vagyis amikor semmi sem to¨rte´nik a ha´lo´zatban, egy megengedett folyam,
de bonyolultabb modellek esete´n ma´r megengedett folyam kerese´se sem trivia´lis.
Az egyik elso˝ ha´lo´zati folyam feladatot Tolstoi ı´rta fel 1930-ban [51], aki egy
sza´ll´ıta´si terv optimaliza´la´sa´ra javasolt egy mo´dszert. Ez le´nyege´ben a negat´ıv
su´lyu´ ko¨ro¨k kiku¨szo¨bo¨le´se´re jo¨tt ra´. Logisztikai jellegu˝ feladatok modelleze´se´re
napjainkban is haszna´lunk ha´lo´zati folyam modelleket, ilyen pe´lda´ul a tehervon-
tata´s optimaliza´la´sa [7, 32, 44], avagy a buszko¨zlekede´se´ [5]. A ha´lo´zati folyam
modell tulajdonsa´gaival, algoritmusaival e´s alkalmaza´saival to¨bb, nagyobb le´leg-
zetve´telu˝ mu˝ is foglalkozik: [2, 20, 31, 37, 38, 45].
A fejezet ha´tralevo˝ re´sze´ben ro¨viden o¨sszefoglaljuk a jav´ıto´utas algoritmusokat,
illetve kitekintu¨nk egye´b hate´kony algoritmusokra. A 2. fejezetben ismertetju¨k a
prima´l, illetve dua´l szimplex algoritmust maxima´lis folyam feladaton, illetve ezek
polinomia´lis va´ltozatait. A 3. fejezetben foglalkozunk a nem nulla also´ korla´tok
esete´n felmeru¨lo˝ proble´ma´kkal, bemutatjuk az elso˝ fa´zis feladatot, illetve a f´ızi-
bilita´si MBU-algoritmust, mint prima´l indulo´ megolda´st elo˝a´ll´ıto´ algoritmusokat.
A 4. e´s 5. fejezetben ismertetju¨k a prima´l, illetve dua´l MBU-algoritmust, e´s az ezek
polinomialita´sa´nak bela´ta´sa´hoz szu¨kse´ges technika´kat. A 6. fejezetben a mozdony
hozza´rendele´si feladaton o¨sszehasonl´ıtjuk az ismertetett algoritmusokat.
1.1. Jav´ıto´utas algoritmusok
Az egyik alkalmaza´si teru¨let terme´szetesen a te´nyleges ha´lo´zatok kapacita´sa´nak
vizsga´lata. A proble´ma´val foglalkozo´ egyik elso˝ cikkben [17] Ford e´s Fulkerson
motiva´cio´ke´nt egy, a szovjet vasu´tha´lo´zat kapacita´sa´nak felme´re´se´vel foglalkozo´
jelente´st nevez meg [28], mely jelente´s egye´bke´nt 1999-ig titkos volt [46].
A matematikailag szabatos megfogalmaza´shoz tekintsu¨nk egyG = (V,E) o¨ssze-
fu¨ggo˝, ira´ny´ıtott gra´fot egy kitu¨ntetett s ∈ V forra´ssal e´s t ∈ V nyelo˝vel, valamint
egy u : E → R⊕ kapacita´sfu¨ggve´nnyel. Ekkor a feladat egy olyan x : E → R
fu¨ggve´ny kerese´se, melyre ∑
(s,v)∈E
x(s, v)→ max
∀v ∈ V \{s, t} :
∑
(w,v)∈E
x(w, v) =
∑
(v,w)∈E
x(v, w)
∀e ∈ E : 0 ≤ x(e) ≤ u(e).
Itt az s-bo˝l t-be eljuto´ mennyise´get a forra´sbo´l kimeno˝ folyam mennyise´geke´nt
ı´rtuk fel, ez a ko¨ztes csu´csokra e´rve´nyes megmarada´si egyenletek miatt meg kell,
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hogy egyezzen a nyelo˝be e´rkezo˝ folyam mennyise´ge´vel. A feladat fel´ıra´sa´bo´l az is
ro¨gto¨n la´tszik, hogy egy linea´ris programoza´si feladattal a´llunk szemben.
Terme´szetes o¨tlet, hogy az x ≡ 0 folyambo´l kiindulva keressu¨nk olyan s → t
ira´ny´ıtott utat, melyen nincsen tel´ıtett e´l. Ekkor egy pozit´ıv e´rte´kkel meg tudjuk
no¨velni a folyamot ezen u´t mente´n, ami tova´bbra is megengedett marad. Ko¨nnyen
mutathato´ azonban pe´lda olyan megengedett folyamra, ahol ilyen u´t nem tala´l-
hato´, de a folyame´rte´k me´gsem optima´lis. Tekintsu¨k az 1a a´bra´t, ahol minden e´l
kapacita´sa 1. Itt az elso˝ le´pe´sben az s → 1 → 2 → t utat haszna´ltuk, e´s elakad-
tunk, noha a feladat optimuma nyilva´nvalo´an 2. Az 1b a´bra´n la´thato´ optima´lis
megolda´st ekkor u´gy kaphatjuk meg, hogy az s→ 2← 1→ t u´ton
”
jav´ıtunk” 1-et,
ahol jav´ıta´s alatt az elo˝ree´leken no¨vele´st, mı´g a visszae´leken cso¨kkente´st e´rtu¨nk.
(a) egy jav´ıto´u´t (b) a jav´ıta´s uta´n
1. a´bra. Jav´ıto´utas mo´dszer
Jav´ıto´u´t alatt teha´t egy olyan s-bo˝l t-be meno˝ P ira´ny´ıtatlan utat e´rtu¨nk,
melynek elo˝ree´leire x < u, visszae´leire pedig x > 0. Ekkor az u´ton
δ = min
e∈P
{
u(e)− x(e), ha e elo˝ree´l,
x(e), ha e visszae´l
}
> 0
mennyise´get tudunk jav´ıtani.
A jav´ıto´u´t ma´r te´nyleg megfelelo˝ objektum a folyam optimalita´sa´nak vizsga´la-
ta´ra:
1.1. Lemma. Az x megengedett folyam pontosan akkor optima´lis, ha nem
tala´lhato´ a gra´fban jav´ıto´u´t.
Bizony´ıta´s va´zlat: Optima´lis folyamhoz terme´szetesen nem le´tezhet jav´ıto´u´t.
A ma´sik ira´ny bela´ta´sa´hoz tekintsu¨k azon csu´csok S halmaza´t, melyek ele´rheto˝k
s-bo˝l jav´ıto´u´t seg´ıtse´ge´vel. Ekkor bela´thato´, hogy az S-bo˝l V \S-be meno˝ e´lek
tel´ıtettek, e´s e´rte´ku¨k megegyezik a folyam e´rte´ke´vel, teha´t az (S, V \S) va´ga´son
nem lehet to¨bb folyamot a´tvinni, mint amennyit x a´tvisz, ı´gy x-nek maxima´lisnak
kell lennie. uunionsq
Alkalmazott Matematikai Lapok (2018)
148 ILLE´S TIBOR, MOLNA´R-SZIPAI RICHA´RD
A bizony´ıta´s gondolata´bo´l kijo¨n tova´bba´ Ford e´s Fulkerson h´ıres maxima´lis
folyam–minima´lis va´ga´s te´tele is:
1.1. Te´tel. (Ford, Fulkerson [18]) Az s-bo˝l t-be sza´ll´ıthato´ maxima´lis folyam
e´rte´ke megegyezik az s e´s t csu´csokat elva´laszto´ va´ga´sok minima´lis e´rte´ke´vel.
A te´tel elme´leti jelento˝se´ge´n tu´l egy olyan, a feladat me´rete´hez viszony´ıtva
kis me´retu˝
”
tanu´” le´teze´se´t garanta´lja, mellyel nagy feladatok esete´n is ko¨nnyen
elleno˝rizheto˝ az adott folyam optimalita´sa.
Ford e´s Fulkerson eredme´nyeibo˝l la´tszik, hogy az a´ltaluk fel´ırt jav´ıto´utas al-
goritmus (1. algoritmus) korrekt eredme´nyt ad, ha mega´ll. Ege´sz kapacita´sokkal
rendelkezo˝ folyam esete´n a tala´lt jav´ıto´u´ton mindig legala´bb 1-et tudunk jav´ıtani,
ı´gy az algoritmus te´nyleg mega´ll, viszont irraciona´lis kapacita´sok mellett az algo-
ritmus ve´gesse´ge nem garanta´lt. Erre Ford e´s Fulkerson ko¨nyve [19] is hoz egy
pe´lda´t, de a legkisebb ilyen ha´lo´zat mindo¨ssze 6 csu´csot e´s 8 e´lt tartalmaz [52].
1. Algoritmus. Jav´ıto´utas algoritmus
1. Ford–Fulkerson(G, c, s, t)
2. Legyen x egy megengedett folyam  pe´lda´ul x = 0
3. amı´g tala´lunk jav´ıto´utat s-bo˝l t-be,
4. jav´ıtsunk az u´ton
5. ve´ge
6. Mega´llunk, x optima´lis folyam.
7. ve´ge
Azonban ege´sz kapacita´sokkal rendelkezo˝ ha´lo´zat esete´n sem kiele´g´ıto˝ az algo-
ritmus. A fenti gondolatbo´l ado´do´ elme´leti futa´sido˝ O(|E|K), ahol K a legnagyobb
kapacita´s a ha´lo´zatban. Tekintsu¨k pe´lda´ul a kora´bban la´tott egyszeru˝ ha´lo´zatot,
ne´mileg megno¨velt kapacita´sokkal (2a a´bra).
(a) indula´s (b) elso˝ jav´ıta´s uta´n (c) ma´sodik jav´ıta´s uta´n
2. a´bra. Ford–Fulkerson-algoritmus szerencse´tlen u´tva´laszta´ssal.
Itt elso˝ jav´ıto´u´tnak az s → 1 → 2 → t utat va´lasztva 1-et tudunk jav´ıtani az
(1, 2) e´l kapacita´sa miatt (2b a´bra). Majd az s→ 2← 1→ t jav´ıto´utat va´lasztva
isme´t csak 1-et tudunk jav´ıtani (2c a´bra). Ezt a le´pe´spa´rt K-szor isme´telve elju-
tunk a maxima´lis folyamhoz, ahol K egyse´g folyik az s → 1 → t e´s az s → 2 → t
utakon.
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1.2. Polinomia´lis jav´ıto´utas algoritmusok
Az elo˝zo˝ pe´lda´t (2. a´bra) teha´t 2 jav´ıto´u´ttal is meg lehet oldani, amik ra´ada´-
sul ro¨videbbek is, mint a pe´lda´ban haszna´lt utak. Ez aze´rt is e´rdekes, mivel az
algoritmus egy ke´zenfekvo˝ implementa´cio´ja´ban sze´lesse´gi kerese´ssel keresve jav´ı-
to´utat mindig egy leheto˝ legro¨videbb jav´ıto´utat haszna´lunk, ı´gy az elo˝zo˝ pe´lda´t
hate´konyan oldjuk meg.
Az 1970-es e´vek eleje´n Edmonds e´s Karp [16], illetve to˝lu¨k fu¨ggetlenu¨l Dinic
[15] is bela´tta, hogy ez nem csak ke´nyelmes, de hate´konyabb is:
1.2. Te´tel. (Edmonds, Karp [16]; Dinic [15] ) Ford e´s Fulkerson algoritmusa
(1. algoritmus) minden le´pe´sben egy leheto˝ legro¨videbb jav´ıto´utat haszna´lva leg-
feljebb 12 |V | · |E| jav´ıta´s uta´n ve´get e´r.
A te´tel bizony´ıta´sa´nak fo˝ felismere´se, hogy a csu´csoknak a forra´sto´l vett, jav´ıto´-
u´ton valo´ ta´volsa´ga az algoritmus sora´n nem cso¨kkenhet, ha mindig egy legro¨videbb
jav´ıto´u´t mente´n jav´ıtunk. Ezt a ta´volsa´got szokta´k a v csu´cs d(v)
”
c´ımke´je´nek” is
nevezni, ami ı´gy az algoritmus sora´n monoton no¨vekszik.
Ha az (i, j) e´l az a´ltalunk haszna´lt jav´ıto´u´ton fekszik, akkor d(i) + 1 = d(j),
mivel egy legro¨videbb jav´ıto´utat haszna´lunk. Ha ez az e´l tel´ıto˝dik a jav´ıta´s sora´n,
akkor legko¨zelebb csak visszae´lke´nt haszna´lhatjuk, vagyis ekkor d′(j) + 1 = d′(i)
fog teljesu¨lni. A j csu´cs c´ımke´je´nek monoton no¨vekede´se´bo˝l ı´gy azt kapjuk, hogy
d′(i) ≥ d(i) + 2. Mivel egy csu´cs c´ımke´je legfeljebb |V | − 1 lehet, vagy ve´gtelen,
ı´gy az e´l legfeljebb 12 |V |-szer tel´ıto˝dhet, e´s hasonlo´ e´rvele´ssel 12 |V |-szer cso¨kkenhet
0-ra. Mivel minden jav´ıta´sna´l van legala´bb egy ilyen e´l, ı´gy legfeljebb |V | · |E| jav´ı-
ta´s to¨rto¨nhet. To¨bb munka´val (pe´lda´ul figyelembe ve´ve a nyelo˝to˝l valo´ ta´volsa´got
is) bizony´ıthato´ az 12 |V | · |E| korla´t is.
A c´ımke´ze´si technika´t e´s a bizony´ıta´s gondolatmenete´t ke´so˝bb to¨bben is fel-
haszna´lta´k, ı´gy e´rdemes o¨sszefoglalni, hogy milyen le´pe´sekbo˝l a´ll:
– A csu´csok egy korla´tos c´ımke´ze´se´nek bevezete´se.
– A c´ımke´k monotonita´sa´nak megmutata´sa.
– Annak megmutata´sa, hogy c´ımke´k rendszeresen no¨vekednek is.
– Korla´t ada´sa a le´pe´sek sza´ma´ra.
A legro¨videbb jav´ıto´utas algoritmus teha´t ero˝sen polinomia´lis. Naivan imple-
menta´lva minden jav´ıta´shoz szu¨kse´gu¨nk van egy jav´ıto´u´t megkerese´se´re (O(|E|)
le´pe´s), illetve a kapott, legfeljebb |V | hosszu´ u´ton a jav´ıta´s elve´gze´se´re (O(|V |)
le´pe´s). I´gy az algoritmus futa´sideje O(|V | · |E|2).
Itt teha´t a jav´ıto´utak keresge´le´se viszi el az ido˝ nagy re´sze´t. Dinic a jav´ıta´sok
sza´ma´nak megbecsu¨le´se mellett egy u¨gyesebb implementa´cio´t is javasolt, le´nyege´-
ben az o¨sszes k hosszu´ jav´ıto´utat egyszerre keresi meg. Egy O(|E|) le´pe´ssza´mu´
sze´lesse´gi kerese´ssel fele´p´ıtheto˝ egy szintezett gra´f, amelyen O(|V | · |E|) le´pe´ssel
Alkalmazott Matematikai Lapok (2018)
150 ILLE´S TIBOR, MOLNA´R-SZIPAI RICHA´RD
tala´l egy blokkolo´ folyamot. A blokkolo´ folyam eredeti ha´lo´zathoz ada´sa uta´n
a legro¨videbb jav´ıto´u´t hossza legala´bb 1-gyel no˝, ı´gy ilyen sege´dfeladatbo´l keve-
sebb, mint |V | darabot kell megoldani, ı´gy O(|V |2|E|)-re cso¨kken az algoritmus
futa´sideje.
1.3. Egye´b algoritmusok
U´j megko¨zel´ıte´st jelentett az u´gynevezett elo˝folyamokra e´pu¨lo˝ mo´dszer. Az elo˝-
folyam a folyamna´l gyenge´bb struktu´ra: ugyanu´gy megko¨vetelju¨k a kapacita´sok
betarta´sa´t, de a ko¨zbu¨lso˝ csu´csokra csak annyit ko¨tu¨nk ki, hogy a bejo¨vo˝ mennyi-
se´g legala´bb annyi legyen, mint a kimeno˝. A mo´dszer a jav´ıto´utas algoritmusokkal
ellente´tes ira´nybo´l ko¨zel´ıti meg a proble´ma´t. Mı´g ott a folyam struktu´ra´t minden
le´pe´sben mego˝rizve no¨veltu¨k a folyam e´rte´ke´t a maximumig, addig az elo˝folyamos
algoritmusokna´l a forra´sbo´l kia´ramlo´ mennyise´g optima´lis, vagy a fo¨lo¨tti szinten
tarta´sa mellett le´pkedu¨nk elo˝folyamokon, amı´g a struktu´ra meg nem javul.
Karzanov 1974-es cikke [36] sza´mı´t a mo´dszer alapmu˝ve´nek. A Dinic a´ltal beve-
zetett re´szfeladatokat gyorsabban megoldva O(n3) le´pe´ssza´mu´ algoritmust sikeru¨lt
le´trehoznia. I´gy minden fa´zis uta´n egy valo´di folyamot kapunk.
Ke´so˝bbi elo˝folyam algoritmusokna´l, ege´sze´ben kezelve a feladatot, csak az algo-
ritmus ve´ge´n kapunk valo´di folyamot. Ku¨lo¨no¨sen e´rdekes sza´munkra Goldberg e´s
Tarja´n elo˝folyam algoritmusa [24, 25]. Ez a csu´csokto´l a nyelo˝ig vezeto˝ jav´ıto´u´t
ta´volsa´ga´t becslo˝ c´ımke´ze´st haszna´l. Minden le´pe´sben egy kisebb c´ımke´ju˝ csu´cs
fele´ tol folyamot az algoritmus, illetve ha egy akt´ıv csu´csnak (ahol to¨bb a bejo¨vo˝
folyam, mint a kimeno˝) nincs ilyen szomsze´dja, akkor u´jrac´ımke´zi azt. Bebizony´ıt-
hato´, hogy ne´mi rendszerezettse´ggel (pe´lda´ul FIFO-szaba´llyal va´lasztva az akt´ıv
csu´csok ko¨zu¨l) legfeljebb O(n2) u´jrac´ımke´ze´s e´s O(n3) tola´s to¨rte´nik az algorit-
musban. Mivel egy tola´s mu˝veletige´nye konstans, szemben a jav´ıto´utas algoritmu-
sokna´l haszna´lt O(n) hosszu´ u´ton to¨rte´no˝ jav´ıta´ssal, ı´gy az algoritmus teljes mu˝ve-
letige´nye is O(n3). A ke´t jellemzo˝ mu˝velet alapja´n
”
push-relabel” algoritmuske´nt
is hivatkozza´k az ehhez hasonlo´ algoritmusokat az angol nyelvu˝ szakirodalomban.
Ezek az elo˝folyamos algoritmusok ma´r nemcsak az elme´leti le´pe´ssza´m, de ku¨lo¨n-
bo¨zo˝ tesztfeladatokon me´rt futa´sido˝ tekintete´ben is jobban teljes´ıtettek mint a
kora´bbi jav´ıto´utas algoritmusok [1, 3, 14]. Itt jegyezne´nk meg, hogy az elme´leti
le´pe´ssza´m tova´bb jav´ıthato´ specia´lis adatstruktu´ra´k haszna´lata´val [22, 47, 48], de
a gyakorlatban ez sokszor az algoritmus lassula´sa´hoz vezet.
Szinte´n kombinatorikus megko¨zel´ıte´s eredme´nye Hochbaum u´gynevezett psze-
udo´folyam algoritmusa [29]. Ez az elo˝folyam algoritmusna´l a´ltala´nosabb mo´don
megengedi a ko¨zbu¨lso˝ csu´csokra a megmarada´si egyenletek ba´rmelyik ira´nyban to¨r-
te´no˝ megse´rte´se´t. Az indulo´ megolda´s folyame´rte´ke legala´bb a maxima´lis
folyam e´rte´ke, majd a to¨bblettel rendelkezo˝ csu´csokbo´l a szu¨kse´glettel rendelkezo˝
csu´csok fele´ terelve pro´ba´lja a pszeudo´folyamot szoka´sos folyamma´ alak´ıtani a
folyam e´rte´ke´t nem cso¨kkentve. Amikor ez ma´r nem lehetse´ges, akkor a pszeu-
do´folyam egyszeru˝en visszaalak´ıthato´ egy maxima´lis folyamma´. Az algoritmus az
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elo˝folyam algoritmusokna´l haszna´lt technika´kkal polinomia´lissa´ teheto˝, tova´bba´
le´tezik egy pivotalgoritmus varia´nsa is.
2. Pivot algoritmusok
A maxima´lis folyam feladat, e´s a´ltala´nosabban a minima´lis ko¨ltse´gu˝ ha´lo´-
zati folyam feladat felfoghato´ linea´ris programoza´si feladatke´nt is. Vezessu¨nk be
egy (t, s) e´lt, amin az o¨sszes nyelo˝be e´rkezo˝ folyamot visszavezetju¨k a forra´sba,
E∗ := E ∪ (t, s) e´s G∗ := (V,E∗). Ekkor a csu´csokra vonatkozo´ megmara-
da´si egyenletek egyse´gesebbe´ va´lnak, e´s a ce´lfu¨ggve´ny fel´ırhato´ a (t, s) e´len folyo´
folyam maximaliza´la´sake´nt:
maxxt,s
∀v ∈ V :
∑
(w,v)∈E∗
xw,v −
∑
(v,w)∈E∗
xv,w = 0
∀e ∈ E : le ≤ xe ≤ ue.
(1)
A csu´csokra vonatkozo´ egyenletek ro¨viden Ax = 0 alakba ı´rhato´k, ahol A a G∗
gra´f illeszkede´si ma´trixa. Ismert, hogy egy n csu´csu´ o¨sszefu¨ggo˝ gra´f illeszkede´si
ma´trixa´nak rangja n−1, tova´bba´ a ma´trix valamely n−1 oszlopa pontosan akkor
linea´risan fu¨ggetlen, ha az oszlopoknak megfelelo˝ e´lek fesz´ıto˝fa´t alkotnak a gra´fban.
Ko¨vetkeze´ske´ppen (1) egy B ba´zisa megfelel G∗ egy T fesz´ıto˝fa´ja´nak, a fa´n
k´ıvu¨li e´lek folyame´rte´ke megegyezik az also´ vagy felso˝ korla´tjukkal, ebbo˝l is ko¨vet-
kezik, hogy T mindig tartalmazza a (t, s) e´lt. I´gy egy fesz´ıto˝fa´hoz to¨bb ba´zismeg-
olda´s is tartozik, szoka´s a va´ltozo´kat ha´rom re´szre osztani: (B,L,U), ahol B a
ba´zisban levo˝ va´ltozo´k, L az also´ korla´ton, U pedig a felso˝ korla´ton levo˝ ba´zison
k´ıvu¨li va´ltozo´k.
Ira´ny´ıtott gra´f illeszkede´si ma´trixa´ro´l ismert tova´bba´, hogy teljesen unimodu-
la´ris, vagyis minden ne´gyzetes re´szma´trixa´nak determina´nsa 0, 1 vagy −1. Ebbo˝l
ege´sz jobboldal esete´n ko¨vetkezik (pe´lda´ul a Cramer-szaba´ly alapja´n), hogy a fel-
adat ba´rmely ba´zismegolda´sa ege´sze´rte´ku˝, ami bizonyos alkalmaza´sokna´l felette´b
hasznos tulajdonsa´g.
Prima´l megengedett ba´zismegolda´snak egy olyan ba´zismegolda´st nevezu¨nk, ahol
az le ≤ xe ≤ ue korla´tok is teljesu¨lnek. A ba´zison k´ıvu¨li va´ltozo´kra ez automati-
kusan teljesu¨l, vagyis prima´l nem megengedett va´ltozo´ csak a ba´zisban lehet.
A dua´l megengedett ba´zismegolda´sok karakteriza´la´sa´hoz hagyjuk el a (t, s) e´lt
a T fesz´ıto˝fa´bo´l. Ekkor a fesz´ıto˝fa ke´t o¨sszefu¨ggo˝ re´szre esik, jelo¨lju¨k S-sel az s
csu´csot tartalmazo´ re´szfa´t, e´s Z-vel a t csu´csot tartalmazo´t. Egy ba´zismegolda´s
dua´l megengedett, ha az S → Z e´lekre xe = ue, mı´g a Z → S e´lekre xe = le
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teljesu¨l. Ennek bela´ta´sa´hoz ı´rjuk fel az (1) feladat dua´lisa´t:
min
∑
e∈E
ueλe − leµe
∀(v, w) ∈ E : pi(w)− pi(v) + λv,w − µv,w ≥ 0
pi(s)− pi(t) ≥ 1
∀e ∈ E : λe, µe ≥ 0.
Ele´g meggondolnunk, hogy a dua´lis feladat ko¨vetkezo˝ megolda´sa megengedett,
valamint komplementa´ris a prima´l feladat fenti struktu´ra´ju´ megolda´sa´nak elte´re´s-
va´ltozo´ira (λ az u− x elte´re´sekre, µ pedig az x− l elte´re´sekre):
pi(v) =
1, ha v ∈ S,0 egye´bke´nt.
λv,w =
1, ha v ∈ S e´s w ∈ Z,0 egye´bke´nt.
µv,w =
1, ha v ∈ Z e´s w ∈ S,0 egye´bke´nt.
I´gy egy adott T fesz´ıto˝fa´hoz tartozo´ ba´zismegolda´sban a dua´l nem megengedett
va´ltozo´k azon S → Z e´lekhez tartozo´ va´ltozo´k, melyekre xe = le, e´s azon Z → S
e´lekhez tartozo´ va´ltozo´k, melyekre xe = ue. Optima´lis megolda´s esete´n az (S,Z)
va´ga´s egy a Ford–Fulkerson-te´tel a´ltal garanta´lt minima´lis va´ga´s.
2.1. Prima´l e´s dua´l szimplex mo´dszer
A linea´ris programoza´si feladat pivot algoritmussal to¨rte´no˝ megolda´sa sora´n
ba´zismegolda´sro´l
”
szomsze´dos” ba´zismegolda´sra le´pu¨nk, egy ilyen le´pe´st nevezu¨nk
pivota´la´snak. Ehhez ki kell va´lasztanunk egy, a ba´zisba bele´po˝, e´s egy onnan kile´po˝
va´ltozo´t u´gy, hogy a csere uta´n is ba´zismegolda´sunk legyen. Ez folyam proble´ma´k
esete´n a fesz´ıto˝fa struktu´ra megtarta´sa´t jelenti.
Prima´l szimplex mo´dszer esete´n egy prima´l megengedett ba´zismegolda´sbo´l indu-
lunk, egy dua´l nem megengedett va´ltozo´ le´p be a ba´zisba, e´s a prima´l ha´nyadosteszt
seg´ıtse´ge´vel va´lasztott va´ltozo´ le´p ki a ba´zisbo´l, ı´gy egy prima´l megengedett ba´zis-
megolda´st kapunk, mely ce´lfu¨ggve´nye´rte´ke nem romlott. Ezt a le´pe´st addig isme´-
telju¨k, amı´g dua´l megengedett, e´s egyben optima´lis megolda´st nem kapunk (vagy
bela´tjuk, hogy a ce´lfu¨ggve´ny nem korla´tos). Ez ve´ges sok le´pe´s uta´n megto¨rte´nik,
amennyiben teszu¨nk valamit a cikliza´la´s elkeru¨le´se e´rdeke´ben. Erre terme´szetesen
mu˝ko¨dnek az a´ltala´nos linea´ris programoza´si feladatokna´l alkalmazott szaba´lyok
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(Bland-szaba´ly [9], lexikografikus szaba´ly [10], s-monoton szaba´lyok [11],. . . ), de
le´teznek specia´lisan ha´lo´zati folyamokra kifejlesztett megolda´sok is [12, 39].
Maxima´lis folyam feladat esete´ben egy T fesz´ıto˝fa´hoz tartozo´ prima´l megenge-
dett ba´zismegolda´ssal kezdu¨nk (ilyen megolda´s kerese´se´nek nehe´zse´geit a 3. feje-
zetben re´szletezzu¨k). Kiva´lasztunk egy p dua´l nem megengedett va´ltozo´t, ez szu¨k-
se´gszeru˝en az (S,Z) va´ga´s egy e´le. A T ∪ {p} e´lhalmaz tartalmaz egy p-n e´s
(t, s)-en is a´tmeno˝ P ko¨rt. A kile´po˝ e´lt ebbo˝l a ko¨rbo˝l kell va´lasztanunk, hogy
helyrea´lljon a ba´zis struktu´ra (pivot ta´bla´n p oszlopa´ban pontosan a ko¨r e´leinek
megfelelo˝ va´ltozo´k egyu¨tthato´ja nem nulla). A prima´l ha´nyadostesztnek ebben az
esetben megfelel a jav´ıto´utakna´l la´tott δ kisza´mı´ta´sa: tekintsu¨k a P ko¨rt a (t, s)
e´llel egyezo˝ ira´ny´ıta´ssal, ekkor legyen
δ = min
e∈P
{
ue − xe, ha e elo˝ree´l,
xe − le, ha e visszae´l
}
≥ 0.
P elo˝ree´lein δ-t no¨velve, visszae´lein δ-t cso¨kkentve tova´bbra is megengedett folya-
mot kapunk. Egy olyan q e´lt kive´ve a ba´zisbo´l, ahol δ felvette a minimuma´t, pedig
egy hozza´ tartozo´ fesz´ıto˝fa´t, hiszen xq e´rte´ke ekkor ue vagy le lesz. Az u´j fesz´ıto˝fa
teha´t T ′ = T ∪ {p}\{q}. A folyam e´rte´ke, vagyis xt,s e´rte´ke δ-val no¨vekedett, ami
a jav´ıto´utas algoritmusokkal ellente´tben lehet 0 is (degenera´lt pivot).
2. Algoritmus. Ha´lo´zati prima´l szimplex algoritmus
1. Legyen x egy megengedett ba´zismegolda´s.
2. amı´g x nem dua´l megengedett
3. p tetszo˝leges dua´l nem megengedett e´l.
4. P := T ∪ {p}-ben tala´lhato´ ko¨r, (t, s)-sel egyezo˝ ira´ny´ıta´ssal.
5. Meghata´rozzuk δ-t e´s q-t.
6. Mo´dos´ıtjuk a folyame´rte´keket P -n.
7. Az u´j ba´zis T ∪ {p}\{q}.
8. ve´ge
Dua´l szimplex mo´dszer esete´n dua´l megengedett ba´zismegolda´sbo´l indulunk,
egy prima´l nem megengedett va´ltozo´ le´p ki a ba´zisbo´l, e´s dua´l ha´nyadosteszt seg´ıt-
se´ge´vel va´lasztjuk ki a bele´po˝ va´ltozo´t. I´gy dua´l megengedett ba´zismegolda´sokon
haladunk, amı´g az prima´l megengedett nem lesz (vagy bela´tjuk, hogy a feladatnak
nincs prima´l megengedett megolda´sa). Cikliza´la´s elleni szaba´lyok seg´ıtse´ge´vel itt
is biztos´ıthato´ a ve´ges futa´sido˝.
Maxima´lis folyam feladat esete´ben egy T fesz´ıto˝fa´hoz tartozo´ dua´l megenge-
dett ba´zismegolda´ssal kezdu¨nk. Kiva´lasztunk egy q prima´l nem megengedett e´lt.
q elhagya´sa´val T ke´t re´szre esik, legyen Tq a (t, s) e´lt nem tartalmazo´ re´szfa. Ekkor
a bele´po˝ e´lnek o¨ssze kell ko¨tnie Tq-t T\Tq-val, tova´bba´ leheto˝ve´ kell tennie, hogy
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q-t a megfelelo˝ ira´nyban mo´dos´ıthassuk. Pe´lda´ul tekintsu¨k azt az esetet, amikor
xq > uq, e´s q a T\Tq re´szfa´bo´l a Tq re´szfa´ba megy. Ekkor a lehetse´ges bele´po˝
e´lek a Tq → T\Tq ira´nyu´ x = u folyame´rte´ku˝ e´lek, illetve a T\Tq → Tq ira´nyu´
x = l e´lek (la´sd 3. a´bra). Ezek ko¨zu¨l dua´l ha´nyadosteszttel va´lasztunk: az (S,Z)
va´ga´sbeli e´lekre ez 1, mı´g a to¨bbire 0, ı´gy ez uto´bbiakat prefera´ljuk. A bele´po˝ e´l
kiva´laszta´sa uta´n a kialakulo´ ko¨ro¨n annyit jav´ıtunk, hogy a kile´po˝ e´l folyame´rte´ke
a megfelelo˝ korla´ttal egyezzen meg (xq > uq esete´n uq-val, xq < lq esete´n lq-val).
3. a´bra. Lehetse´ges bele´po˝ e´lek a dua´l szimplex algoritmusban.
Amennyiben nem tala´lunk bele´po˝ e´lt, u´gy a feladatnak nincs megengedett meg-
olda´sa. Ez nulla also´ korla´tu´ maxima´lis folyam feladat esete´n nem lehetse´ges, ı´gy
ez a helyzet ott nem fordulhat elo˝. Nemnulla also´ korla´t esete´n ez a helyzet elo˝-
a´llhat, a re´szleteket a 3. fejezetben ta´rgyaljuk.
3. Algoritmus. Ha´lo´zati dua´l szimplex algoritmus
1. Legyen x egy dua´l megengedett ba´zismegolda´s.
2. amı´g x nem prima´l megengedett
3. q tetszo˝leges prima´l nem megengedett e´l.
4. Legyen P a lehetse´ges bele´po˝ e´lek halmaza.
5. ha P ⊆ (S,Z) akkor
6. Legyen p ∈ P tetszo˝leges.
7. egye´bke´nt
8. Legyen p ∈ P\(S,Z) tetszo˝leges.
9. ve´ge
10. Mo´dos´ıtjuk a folyame´rte´keket a kialakulo´ ko¨ro¨n.
11. Az u´j ba´zis T ∪ {p}\{q}.
12. ve´ge
Alkalmazott Matematikai Lapok (2018)
ERO˝SEN POLINOMIA´LIS PIVOT ALGORITMUSOK A MAXIMA´LIS FOLYAM
FELADATRA 155
2.2. Polinomia´lis prima´l szimplex mo´dszer maxima´lis folyam feladatra
Ba´r a prima´l szimplex mo´dszer fent le´ırt szemle´letes e´rtelmeze´se tulajdon-
ke´ppen egyido˝s a szimplex mo´dszerrel (ma´r Dantzig 1963-as linea´ris programo-
za´si ko¨nyve´ben is le´ıra´sra keru¨lt [13]), ero˝sen polinomia´lis va´ltozatot csak 1990-re
publika´ltak belo˝le.
A´tne´zve a prima´l szimplex algoritmus pszeudo´ko´dja´t (2. algoritmus), la´thatjuk,
hogy sza´mottevo˝ do¨nte´si leheto˝se´gu¨nk a bele´po˝ e´l kiva´laszta´sa´na´l van. A kile´po˝ e´l
le´nyege´ben egye´rtelmu˝, ha a felso˝ korla´tok kello˝en va´ltozatosak, ı´gy a tova´bbiakban
sem vezetu¨nk be szaba´lyt arra ne´zve, hogy to¨bb lehetse´ges kile´po˝ e´l esete´n melyiket
va´lasztjuk.
Goldfarb e´s Hao eredme´nye [26, 27] te´nyleg egy, a bele´po˝ e´l kiva´laszta´sa´ra
adott szaba´ly, le´nyege´ben a legro¨videbb jav´ıto´utas algoritmus sora´n alkalmazott
”
c´ımke´ze´s” (forra´sto´l valo´ ta´volsa´g a reduka´lt gra´fban) hozza´igaz´ıta´sa a szimplex
mo´dszer ba´zis struktu´ra´ja´hoz. Megjegyezzu¨k, hogy a fejezet tova´bbi re´sze´ben 0
also´ korla´tokat felte´telezu¨nk, az algoritmus e´rtelemszeru˝en mo´dos´ıthato´ also´ korla´-
tos feladatra, plusz munka´t csak egy kiindulo´ prima´l megengedett ba´zis megolda´s
kerese´se jelent (amiro˝l to¨bbet a 3. fejezetben szo´lunk).
2.1. Defin´ıcio´. (pszeudo-jav´ıto´u´t) Legyen az i. pivota´la´s elo˝tti megengedett
ba´zismegolda´sunk xi, a T i fesz´ıto˝fa mellett. Ekkor egy v csu´csbo´l w csu´csba
vezeto˝ e´lsorozat pszeudo-jav´ıto´u´t, ha a ko¨vetkezo˝ t´ıpusu´ e´lekbo˝l a´ll:
– T i-n k´ıvu¨li elo˝ree´l xie = 0 folyame´rte´kkel,
– T i-n k´ıvu¨li visszae´l xie = ue folyame´rte´kkel,
– T i\{(t, s)}-beli e´l tetszo˝leges ira´nyban.
La´thatjuk, hogy a pszeudo-jav´ıto´u´t a jav´ıto´u´t fogalma´nak bo˝v´ıte´se a ba´zisbeli
e´lek tetszo˝leges haszna´lata´val.
2.2. Defin´ıcio´. (c´ımke´ze´s) Egy v csu´cs c´ımke´je az i. pivota´la´s elo˝tt a legro¨vi-
debb s-bo˝l v-be meno˝ pszeudo´jav´ıto´u´t hossza.
Ezen c´ımke´k kisza´mı´ta´sa egy egyszeru˝ sze´lesse´gi kerese´ssel to¨rte´nhet (4. algo-
ritmus).
4. Algoritmus. Goldfarb–Hao-c´ımke´ze´s
1. di(s) = 0, lista = {s}
2. amı´g lista 6= ∅
3. v legyen a lista elso˝ eleme
4. minden (v, w) ∈ E, ((v, w) ∈ Ti vagy xv,w = 0), w c´ımke´zetlen
5. di(w) = di(v) + 1
6. w a lista ve´ge´re keru¨l
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7. ve´ge
8. minden (w, v) ∈ E, ((w, v) ∈ Ti vagy xw,v = uw,v), w c´ımke´zetlen
9. di(w) = di(v) + 1,
10. w a lista ve´ge´re keru¨l
11. ve´ge
12. to¨ro¨lju¨k v-t a lista´ro´l
13. ve´ge
Az i. pivota´la´s sora´n lehetse´ges bele´po˝ e´lek Ci halmaza az (S,Z) va´ga´s megfe-
lelo˝ e´lei (S-bo˝l Z-be meno˝ xie = 0, illetve Z-bo˝l S-be meno˝ x
i
e = ue folyame´rte´ku˝
e´lek), ezek ko¨zu¨l egy olyat va´lasztunk ki, melynek S-beli ve´gpontja´nak c´ımke´je
minima´lis (5. algoritmus).
5. Algoritmus. C´ımke´ze´ses prima´l szimplex (Goldfarb, Hao)
1. T 1 tetszo˝leges fesz´ıto˝fa, x1 ≡ 0, i = 1.
2. Goldfarb–Hao-c´ımke´ze´s
3. amı´g di(t) 6=∞
4. va´lasszunk bele´po˝ e´lt: egy minima´lis S-beli c´ımke´ju˝ e´l
5. va´lasszunk kile´po˝ e´lt: prima´l ha´nyados teszt
6. ve´gezzu¨k el a pivota´la´st, i = i+ 1.
7. Goldfarb–Hao-c´ımke´ze´s
8. ve´ge
Megjegyze´s: a c´ımke´ze´st nem felte´tlenu¨l kell minden pivota´la´sna´l u´jrasza´molni
[27]. Ez ne´mileg jav´ıt az implementa´cio´ mu˝veletige´nye´n, de pivota´la´sok sza´ma´n
nem, ı´gy a re´szletekbe nem megyu¨nk bele.
Az ı´gy pontos´ıtott algoritmus ma´r ero˝sen polinomia´lis lesz:
2.1. Te´tel. (Goldfarb, Hao [27]) Goldfarb e´s Hao algoritmusa (5. algoritmus)
legfeljebb nm pivota´la´ssal megtala´lja a maxima´lis folyam feladat egy optima´lis
ba´zismegolda´sa´t.
A re´szletes bizony´ıta´s megtala´lhato´ az eredeti cikkben. Va´zlatosan a legro¨vi-
debb jav´ıto´utas algoritmusokna´l ismertetett se´ma´t ko¨veti: bela´tja a c´ımke´k mono-
tonita´sa´t, illetve rendszeresen beko¨vetkezo˝ valo´di no¨vekede´se´t; ebbo˝l e´s a c´ımke´ze´s
korla´tossa´ga´bo´l felso˝ becsle´st ad a pivota´la´sok maxima´lis sza´ma´ra. Mivel a mono-
tonita´si lemma ku¨lo¨nbo¨zo˝ va´ltozatai me´g to¨bbszo¨r elo˝ fognak keru¨lni, ı´gy ennek a
re´szletes bizony´ıta´sa´t ismertetju¨k.
2.1. Lemma. (Goldfarb, Hao [27]) Goldfarb e´s Hao algoritmusa (5. algoritmus)
sora´n a csu´csok c´ımke´i monoton no¨vekednek, vagyis minden z ∈ V -re e´s minden
i-re di(z) ≤ di+1(z).
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Bizony´ıta´s: Legyen az i. pivota´la´sna´l bele´po˝ e´l p = (v, w), e´s tegyu¨k fel, hogy
xip = 0 (vagyis v ∈ Si e´s w ∈ Zi). Az xip = up eset hasonlo´an bizony´ıthato´.
Figyelju¨k meg, hogy di(w) = di(v)+1. Egyre´szt a c´ımke´ze´s defin´ıcio´ja alapja´n
di(w) ≤ di(v) + 1. Ma´sre´szt ha di(w) ≤ di(v) lenne, akkor a legro¨videbb s-bo˝l
w-be vezeto˝ pszeudo´jav´ıto´u´t elso˝ (S,Z) va´ga´sbeli e´le lehetse´ges bele´po˝ e´l, e´s kisebb
S-beli c´ımke´vel rendelkezne, mint p, evvel ellentmondva p va´laszta´sa´nak.
Ha az s-bo˝l z-be vezeto˝ pszeudo-jav´ıto´u´t hossza cso¨kkent, akkor le´tezik olyan
e´l, amit a pivota´la´s uta´n olyan ira´nybo´l tudunk haszna´lni, ahogyan a pivota´la´s
elo˝tt nem tudtuk. Vizsga´ljuk meg teha´t, hogy hogyan va´ltozik az e´lek
”
haszna´l-
hato´sa´ga”.
A Ti ∩ Ti+1-beli e´leket mindke´t c´ımke´ze´sne´l mindke´t ira´nyban lehet haszna´lni,
a Ti ∪ Ti+1 e´leknek pedig nem va´ltozott a folyame´rte´ke, ı´gy mindke´t c´ımke´ze´sne´l
ugyanabban az ira´nyban lehet o˝ket haszna´lni.
Ha a kile´po˝ e´l is p, akkor p-t az i. c´ımke´k meghata´roza´sa´na´l csak elo˝ree´lke´nt,
mı´g az i + 1. c´ımke´k meghata´roza´sa´na´l csak ha´trae´lke´nt lehet haszna´lni. Vagyis
z c´ımke´je csak akkor cso¨kkenhetett, ha az i + 1. pivota´la´s elo˝tti a´llapot szerinti
legro¨videbb s-bo˝l z-be meno˝ pszeudo´jav´ıto´u´t visszae´lke´nt haszna´lja p-t.
Ha a kile´po˝ e´l q 6= p, akkor p-t az i. c´ımke´k meghata´roza´sa´na´l csak elo˝re
ira´nyban, mı´g az i+ 1. c´ımke´khez mindke´t ira´nyban haszna´lhatjuk. A kile´po˝ q e´lt
pedig az i. c´ımke´k meghata´roza´sna´l mindke´t ira´nyban, mı´g az i + 1. c´ımke´khez
csak az egyik ira´nyban tudjuk haszna´lni. Teha´t ebben az esetben is csak u´gy
cso¨kkenhet z c´ımke´je, ha az u´j legro¨videbb pszeudo´jav´ıto´u´t visszae´lke´nt haszna´lja
p-t.
De ekkor a ko¨vetkezo˝ egyenlo˝tlense´g-la´ncnak ke´ne fenna´lnia:
di+1(z) = di+1(w) + 1 + di+1(v, z) ≥ di(w) + 1 + di(v, z)
= di(v) + 2 + di(v, z) ≥ di(z) + 2,
ahol dj(v, z) a legro¨videbb x
j melletti v → z pszeudo-jav´ıto´u´t hossza. A le´pe´sek
indokla´sai rendre:
1. Mega´llap´ıtottuk, hogy a legro¨videbb xi+1 melletti s → z pszeudo-jav´ıto´u´t
s→ w p→ v → z alaku´.
2. A legro¨videbb xi+1 melletti s → w e´s v → z pszeudo´-jav´ıto´utak nem hasz-
na´lhatja´k visszafele a (v, w) e´lt, ı´gy ezek az utak legala´bb olyan hosszu´ak,
mint xi melletti pa´rjuk.
3. Itt felhaszna´ljuk, hogy di(w) = di(v) + 1.
4. Ha´romszo¨g egyenlo˝tlense´g: di(z) ≤ di(v) + di(v, z).
Vagyis ebben az esetben sem cso¨kkent z c´ımke´je. uunionsq
Az algoritmus egyszeru˝ adatstruktu´ra´kkal implementa´lhato´ O(nm2) mu˝velet-
ige´nnyel, illetve az u´jrac´ımke´ze´s szu¨kse´gesse´ge´re figyelve O(n2m) mu˝veletige´nnyel.
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Az u´gynevezett dinamikus fa adatstruktu´ra´t [48] alkalmazva pedig a futa´sido˝ levi-
heto˝ O(nm log n)-re [23], ami ma´r egy logaritmikus faktorto´l eltekintve megegyezik
az elo˝folyamos algoritmusok le´pe´ssza´ma´val.
2.3. Polinomia´lis dua´l szimplex mo´dszer maxima´lis folyam feladatra
Az elso˝ maxima´lis folyam feladaton ero˝sen polinomia´lis dua´l szimplex va´lto-
zat Orlinto´l sza´rmazik [41]. Ez az algoritmus az a´ltala´nosabb minima´lis ko¨ltse´gu˝
ha´lo´zati folyamra adott hate´kony algoritmust. Ebben a fejezetben egy ke´so˝bbi, de
egyszeru˝bb algoritmust mutatunk be az Armstrong, Chen, Goldfarb e´s Jin szer-
zo˝kto˝l [6], amely szinte´n a csu´csok egy c´ımke´ze´se´vel biztos´ıtja a polinomialita´st.
Az egyszeru˝bb ta´rgyala´s e´rdeke´ben ba´zisfolyamok helyett ba´zis elo˝folyamokkal
dolgozunk. Egy x : E → R fu¨ggve´ny elo˝folyam, ha minden e´lre 0 ≤ xe ≤ ue telje-
su¨l, illetve minden v ∈ V \{s} csu´csra a csu´cs e(v) := ∑(w,v)∈E xw,v−∑(v,w)∈E xv,w
to¨bblete nemnegat´ıv. Egy csu´csot akt´ıvnak nevezu¨nk, ha e(v) > 0. Az elo˝folyam
ba´zis elo˝folyam, ha minden e 6∈ T e´lre xe = 0, vagy xe = ue.
Minden ba´zis elo˝folyam visszaalak´ıthato´ egy nem felte´tlenu¨l prima´l megenge-
dett ba´zis folyamma´ az akt´ıv csu´csokban levo˝ to¨bbletek forra´sba valo´ visszato-
la´sa´val (a fesz´ıto˝fa´ban levo˝ egye´rtelmu˝ s → v u´ton cso¨kkentju¨k a folyame´rte´ket
e(v)-vel). Ez ford´ıtva nem igaz, hiszen egy tetszo˝leges nem megengedett ba´zis-
folyam hasonlo´ a´talak´ıta´sa´na´l kialakulhatnak e(v) < 0 csu´csok is.
Az algoritmus sora´n a T fesz´ıto˝fa´t s gyo¨ke´rrel fogjuk elke´pzelni. Az s csu´csot
legfelu¨lre rakva (mint a valo´s fa´kna´l szoka´s) mindegyik fesz´ıto˝fabeli e´l
”
felfele´”vagy
”
lefele´”mutato´ e´l. Az algoritmus sora´n to¨bbletet mindig a forra´s fele´, felfele´ fogunk
tolni, egy ba´zisbeli e´l
”
felfele´ mutato´ rezidua´lis kapacita´sa´n” felfele´ e´lek esete´n az
ue − xe, mı´g lefele´ e´lek esete´n az xe e´rte´ket e´rtju¨k. Tv-vel jelo¨lju¨k a fesz´ıto˝fa v
gyo¨keru˝ re´szfa´ja´t (de megtartva a Z = Tt e´s S jelo¨le´seket is), illetve pred(v)-vel
jelo¨lju¨k a v 6= s csu´cs fo¨lo¨tti ba´zisbeli e´lt (a T -beli v → s u´t elso˝ e´le´t).
Az algoritmus sora´n dua´l megengedett ba´zis elo˝folyamokon haladunk. Kezdo˝
megolda´snak megfelel a ko¨vetkezo˝: T legyen egy S = {s} e´s Z = V \{s} re´szekkel
rendelkezo˝ fesz´ıto˝fa, illetve legyen minden (s, v) ∈ E e´lre xs,v = us,v, majd az ı´gy
kialakulo´ to¨bbletekbo˝l toljunk fel a fa´n annyit, amennyit lehet.
Dua´l szimplex algoritmuske´nt elo˝szo¨r a q kile´po˝ e´lt va´lasztjuk ki. Ez q = pred(v)
lesz, egy tetszo˝leges v akt´ıv csu´csra (e(v) > 0). Ezuta´n a bele´po˝ e´l a Tq re´szfa´bo´l
kimeno˝, rezidua´lis kapacita´ssal rendelkezo˝ e´l kell, hogy legyen. Ezek ko¨zu¨l egy
c´ımke´ze´si technika´val va´lasztunk.
Legyen AT,x = {(v, w) : (v, w) ∈ T vagy (w, v) ∈ T , vagy xv,w = 0, vagy
xw,v = uw,v}, e´s ÂT,x = ATx\{(s, t)}. Egy d : V → N c´ımke´ze´st helyes c´ım-
ke´ze´snek nevezu¨nk, ha d(t) = 0, d(s) = n, e´s minden (v, w) ∈ AT,x esete´n
d(v) ≤ d(w) + 1. Ekkor ko¨nnyen la´thato´, hogy d(u) egy also´ becsle´s a legro¨videbb
u → t ira´ny´ıtott u´t hossza´ra AT,x-ben, ha az (s, t) e´l hossza n, e´s minden ma´s
e´l hossza 1. Az algoritmus ve´gig egy helyes c´ımke´ze´ssel dolgozik, a fenti legro¨vi-
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debb utakkal kapott
”
egzakt” c´ımke´ze´s helyett, ı´gy az implementa´cio´ le´pe´ssza´ma
javul, az algoritmus helyesse´ge´nek bizony´ıta´sa viszont ne´mileg bonyolultabba´ va´lik.
Ezzel a c´ımke´ze´ssel olyan e´lek bele´pe´se
”
megengedett”, amelyen a c´ımke´ze´s szoros,
vagyis
v ∈ Tq, w 6∈ Tq, xv,w = 0, e´s d(v) = d(w) + 1,
v 6∈ Tq, w ∈ Tq, xv,w = uv,w, e´s d(w) = d(v) + 1.
Egy ilyen bele´po˝ e´llel (e´s a q kile´po˝ e´llel) elve´gzett pivota´la´s az elo˝folyamos
technolo´gia´val annak felel meg, hogy a fesz´ıto˝fa´ban kicsere´lju¨k a kile´po˝ e´lt a bele´po˝
e´lre, majd a v akt´ıv csu´csbo´l s fele´ toljuk a leheto˝ legto¨bb folyamot az u´j v → s
fesz´ıto˝fabeli u´ton.
6. Algoritmus. C´ımke´ze´ses dua´l szimplex (Armstrong, Chen, Goldfarb, Jin)
1. T egy tetszo˝leges fesz´ıto˝fa S = {s} re´szfa´val.
2. Az (S,Z) va´ga´s e´lei legyenek dua´l f´ızibilisek, ma´s ba´zison k´ıvu¨li e´lre legyen
xe = 0.
3. Toljuk a to¨bbleteket s fele´.
4. Legyen d(s) = n, d(t) = 0, d(v) = 1 minden v ∈ V \{s, t}.
5. amı´g le´tezik g ∈ V akt´ıv csu´cs
6. Legyen g egy akt´ıv csu´cs, q = pred(g).
7. amı´g nincs p bele´po˝ e´lu¨nk
8. Legyen v ∈ Tq olyan, hogy d(v) = minw∈Tq d(w).
9. ha le´tezik v-hez illeszkedo˝ megengedett bele´po˝ e´l akkor
10. Legyen p egy v-hez illeszkedo˝ megengedett e´l.
11. egye´bke´nt
12. Legyen d(v) = d(v) + 1.
13. ve´ge
14. ve´ge
15. T = T ∪ {p}\{q}, toljuk g to¨bblete´t s fele´.
16. ve´ge
2.2. Te´tel. (Armstrong, Chen, Goldfarb, Jin [6]) A 6. algoritmus legfeljebb
2nm pivota´la´ssal helyesen megoldja a maxima´lis folyam feladatot.
Ro¨viden o¨sszefoglaljuk a bizony´ıta´s le´pe´seit.
Az elso˝, bizony´ıta´st e´rdemlo˝ a´ll´ıta´s szerint a csu´csok c´ımke´ze´se minden ciklus
eleje´n (az akt´ıv csu´cs kiva´laszta´sakor) helyes. Ez kezdetben terme´szetesen igaz, a
fennmarada´sa´t pedig a legkisebb c´ımke´ju˝ csu´cs vizsga´lata garanta´lja.
Tova´bba´ a dua´l f´ızibilita´s is fennmarad az algoritmus sora´n. Kezdetben ez is
teljesu¨l, ke´so˝bb pedig akkor va´ltozhat, ha az (S,Z) va´ga´sbo´l sza´rmazik a bele´po˝
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e´l. Ilyenre viszont csak akkor fanyalodunk, ha a Z-beli megengedett bele´po˝ e´lek
elfogytak, hiszen a Z\Tq-beli csu´csok c´ımke´je kisebb, mint n, mı´g az S-beli csu´-
csoke´ legala´bb n marad. I´gy az akt´ıv csu´csok elfogya´sa´val optima´lis megolda´st
kapunk.
Ve´gu¨l a pivota´la´sok sza´ma´ra kapott korla´t a ko¨vetkezo˝ lemma´n alapul:
2.2. Lemma. Tegyu¨k fel, hogy a 6. algoritmus sora´n (u, v) egy pivota´la´s sora´n
bele´p a ba´zisba, legyen d a pivota´la´s elo˝tti c´ımke´ze´s. Tegyu¨k fel, hogy ke´so˝bb kile´p,
majd me´g ke´so˝bb isme´t bele´p a ba´zisba, ezen pivota´la´s elo˝tti c´ımke´ze´s legyen d′.
Ekkor min{d′(u), d′(v)} ≥ min{d(u), d(v)}+ 1.
Mivel a c´ımke´k monoton no˝nek, e´s felu¨lro˝l korla´tosak, ı´gy egy e´l legfeljebb
2n-szer le´phet be a ba´zisba, vagyis te´nyleg legfeljebb 2nm pivota´la´s to¨rte´nhet.
Az algoritmus implementa´lhato´ O(n2m) futa´sido˝vel, illetve ne´mi va´ltoztata´ssal
a mu˝veletige´ny leviheto˝ a kombinatorikus elo˝folyam algoritmusok a´ltal gyakran
ele´rt O(n3) futa´sido˝re. A
”
pivota´la´sok” sza´ma ez uto´bbi esetben is O(nm), viszont
az akt´ıv csu´csbo´l nem toljuk el a to¨bbletet teljesen s-ig, ı´gy egy pivota´la´s O(1)
ido˝t vesz ige´nybe ([6], Algoritmus 3).
3. Nem nulla also´ korla´tu´ feladatok
Ebben a fejezetben olyan maxima´lis folyam feladatokat tekintu¨nk, ahol a folyam
also´ korla´tja nem felte´tlenu¨l nulla, hanem egy l fu¨ggve´nnyel adott:
maxxt,s
∀v ∈ V :
∑
(w,v)∈E∗
xw,v −
∑
(v,w)∈E∗
xv,w = 0
∀e ∈ E : le ≤ xe ≤ ue.
(2)
A prima´l e´s dua´l ha´lo´zati szimplex algoritmusok mu˝ko¨de´se´t a 2. fejezetben
nemnulla also´ korla´tokkal ı´rtuk le.
Prima´l szimplex algoritmus esete´n (2. e´s 5. algoritmus) az x = 0 folyammal e´s
egy tetszo˝leges T fesz´ıto˝fa´val indultunk el. Nem nulla also´ korla´t esete´n tala´lnunk
kell egy prima´l f´ızibilis ba´zismegolda´st, ezek uta´n mindke´t algoritmus ugyanu´gy
mu˝ko¨dik tova´bb, a pivota´la´sok sza´ma´ra adott korla´t is va´ltozatlan marad a ma´-
sodik algoritmusna´l.
Dua´l szimplex algoritmus esete´n (3. e´s 6. algoritmus) egy tetszo˝leges dua´l f´ızibi-
lis ba´zismegolda´ssal indulunk. Ilyet egyszeru˝ konstrua´lni. Vegyu¨nk egy tetszo˝leges
T fesz´ıto˝fa´t, a´ll´ıtsuk az (S,Z) va´ga´sbeli e´leket dua´l f´ızibilis folyame´rte´kre, a´ll´ıtsuk
a to¨bbi ba´zison k´ıvu¨li e´l folyame´rte´ke´t az also´ vagy felso˝ korla´tja´ra, majd sza´mı´t-
suk ki a ba´zisbeli e´lek folyame´rte´ke´t. I´gy valo´ban dua´l f´ızibilis ba´zismegolda´st
kapunk, a ba´zisbeli e´lek prima´l f´ızibilita´sa persze nem biztos´ıtott. Ez a c´ımke´ze´s
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ne´lku¨li, a´ltala´nos dua´l ha´lo´zati szimplex algoritmushoz megfelelo˝ indulo´ megolda´s,
azonban a c´ımke´ze´ses dua´l szimplex algoritmus [6] egy specia´lis dua´l megengedett
megolda´ssal indult, ami garanta´lta, hogy a folyam a´t´ırhato´ elo˝folyam forma´ra.
Sajnos jelen esetben ez nem felte´tlenu¨l igaz.
Tova´bba´ mivel nem nulla also´ korla´tok esete´n nem felte´tlenu¨l le´tezik megenge-
dett megolda´sa a feladatnak, ı´gy a dua´l jellegu˝ algoritmusokban valahol szerepelnie
kell egy mega´lla´si felte´telnek, ahol az algoritmus azt mondja, hogy a feladat nem
megoldhato´, e´s lea´ll. Valo´ban, a dua´l szimplex algoritmusna´l (3. algoritmus) le-
hetse´ges, hogy a kiva´lasztott kile´po˝ e´lhez nem le´tezik lehetse´ges bele´po˝ e´l.
Legyen pe´lda´ul a kile´po˝ q e´lre xq > uq, e´s mutasson q az alatta levo˝ Tq re´szfa´ba.
Ekkor lehetse´ges bele´po˝ e´l nemle´teze´se azt jelenti, hogy minden ma´s Tq-ba befele´
mutato´ e´lre xe = ue (ezek ba´zison k´ıvu¨li e´lek), illetve a Tq-bo´l kifele´ mutato´ e´lekre
xe = le. Tq csu´csaiba (a megmarada´si egyenleteket o¨sszegezve) ugyanannyi folyam
folyik be, mint ki, teha´t: ∑
(v,w):T q→Tq
xv,w =
∑
(v,w):Tq→T q
xv,w.
Itt felhaszna´lva a folyame´rte´kekre vonatkozo´ informa´cio´inkat (a bal oldalon
xq > uq): ∑
(v,w):T q→Tq
uv,w <
∑
(v,w):Tq→T q
lv,w.
Vagyis a Tq halmazbo´l to¨bb folyamot kell kivinnu¨nk, mint amennyit be lehet vinni.
Teha´t ha az algoritmus elakad a bele´po˝ e´l va´laszta´sa´na´l, akkor a feladat te´nyleg
inf´ızibilis. So˝t, erre kapunk egy egyszeru˝en elleno˝rizheto˝ bizony´ıte´kot is a Tq hal-
mazban. Ilyen halmaz le´teze´se egye´bke´nt karakteriza´lja a ha´lo´zati folyam feladat
megoldhato´sa´ga´t:
3.1. Te´tel. (Gale [21], Hoffman [30]) A ha´lo´zati folyam feladatnak pontosan
akkor le´tezik megengedett megolda´sa, ha minden Q ⊆ V csu´cshalmazra∑
(v,w):Q→Q
uv,w ≥
∑
(v,w):Q→Q
lv,w.
3.1. Elso˝ fa´zis feladat
Visszatekintve a feladat fel´ıra´sa´ra (2), terme´szetes o¨tlet bevezetni az x′e = xe−le
va´ltozo´kat (e´s legyen x′t,s = xt,s), hiszen ı´gy az x
′ va´ltozo´kra nulla also´ korla´tot
kapunk. A csu´csokra vonatkozo´ egyenletek azonban megva´ltoznak:
∀v ∈ V :
∑
(w,v)∈E∗
x′w,v −
∑
(v,w)∈E∗
x′v,w =
∑
(v,w)∈E∗
lv,w −
∑
(w,v)∈E∗
lw,v. (3)
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Itt (3) jobboldala´t b(v)-vel jelo¨lve a ko¨vetkezo˝ linea´ris programoza´si feladatot
kapjuk:
maxx′t,s
∀v ∈ V :
∑
(w,v)∈E∗
x′w,v −
∑
(v,w)∈E∗
x′v,w = b(v)
∀e ∈ E : 0 ≤ x′e ≤ ue − le.
Itt b(v) e´rtelmezheto˝ u´gy, mint a csu´cs ige´nye, illetve negat´ıv e´rte´k esete´n mint
a csu´csban le´vo˝ −b(v) to¨bblet. Terme´szetesen∑v∈V b(v) = 0 fenna´ll. Ismert mo´d-
szer ilyen feladatok megengedett megolda´sa´nak elo˝a´ll´ıta´sa´ra a ko¨vetkezo˝ visszave-
zete´s.
Vezessu¨nk be ke´t u´j csu´csot, jelo¨lje o˝ket s′ e´s t′. Hu´zzuk be az (s′, v) e´lt, ha
b(v) < 0, e´s legyen ezen e´l felso˝ korla´tja −b(v). Hasonlo´an, hu´zzuk be a (v, t′) e´lt,
ha b(v) > 0, e´s legyen ezen e´l felso˝ korla´tja b(v). Az u´j e´lek also´ korla´tja mindke´t
esetben legyen 0. Tekintsu¨k a 4. a´bra´n la´thato´ pe´lda´t.
(a) az eredeti feladat (b) a´talak´ıta´s uta´n
4. a´bra. Also´ korla´tos feladat a´talak´ıta´sa.
Ko¨nnyen la´thato´, hogy 4a egy tetszo˝leges megolda´sa a´talak´ıthato´ 4b egy meg-
olda´sa´va´ az also´ korla´tok levona´sa´val, illetve az u´j e´lek folyame´rte´ke´nek a felso˝
korla´ton valo´ megva´laszta´sa´val. Ekkor egyben 4b egy maxima´lis s′ → t′ folyama´t
is kapjuk, hiszen pe´lda´ul az s′-bo˝l indulo´ e´lek egy va´ga´st alkotnak. Ennek meg-
felelo˝en az eredeti feladatnak pontosan akkor van megengedett megolda´sa, ha az
a´talak´ıtott feladatot mint maxima´lis folyam feladatot megoldva, a kapott folyam
tel´ıti az u´jonnan bevezetett e´leket. Ebben az esetben az also´ korla´tok visszaada´sa´-
val e´s az u´j e´lek elve´tele´vel az eredeti feladat egy megengedett megolda´sa´t kapjuk.
Teha´t megengedett megolda´st elo˝a´ll´ıthatunk egy kicsit nagyobb (n+ 2 csu´csu´
e´s legfeljebb m + n e´lu˝, teha´t nagysa´grendileg nem nagyobb) maxima´lis folyam
feladat megolda´sa´val. Amennyiben ezt pivotalgoritmussal ve´gezzu¨k, u´gy a kapott
megolda´s is ko¨nnyen ba´zismegolda´ssa´ alak´ıthato´.
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3.2. F´ızibilita´si MBU-algoritmus
Egy ma´sik, linea´ris programoza´sbeli megko¨zel´ıte´ssel indulhatunk egy tetszo˝-
leges (nem felte´tlenu¨l prima´l vagy dua´l megengedett) ba´zisbo´l, majd a prima´l
nem megengedett e´leket egyenke´nt
”
kijav´ıthatjuk”. Amennyiben a pivotalgoritmus
sora´n mindig egy kiva´lasztott nem megengedett e´lre koncentra´lunk, e´s figyelu¨nk
arra, hogy prima´l megengedett e´lek ne va´ljanak nem megengedette´, akkor a f´ı-
zibilita´si MBU [8] egy specializa´cio´ja´t kapjuk. Mivel a f´ızibilita´si MBU sora´n a
valo´di ce´lfu¨ggve´nnyel nem foglalkozunk, felfoghatjuk u´gy is az algoritmust, mintha
az e´ppen kijav´ıtani k´ıva´nt e´l folyame´rte´ke´t maximaliza´lna´nk (x < l esete´n, illetve
az e´l megford´ıta´sa´t x > u esete´n) a nem megengedett e´leket nem figyelembe ve´ve
a δ kisza´mola´sa´na´l, e´s az algoritmust mega´ll´ıtjuk, amint e´lu¨nk ele´rte a f´ızibilis
intervallumot. Az e´lek kijav´ıta´sa´t Goldfarb e´s Hao [26, 27] ma´r ismertett c´ımke´-
ze´si technika´ja´val (5. algoritmus) ve´gezve ero˝sen polinomia´lis algoritmust kapunk
a feladatra [33].
Pe´ldake´nt tekintsu¨k az 5. a´bra´t. Itt a zo¨ld e´s ke´k e´lek alkotja´k a maxima´lis
folyam feladat ba´zisa´t. A jelenlegi ba´zismegolda´s to¨bb prima´l nem megengedett
e´lt is tartalmaz, ezek ko¨zu¨l a ke´kkel jelo¨lt (s, n1) e´lt va´lasztottuk ki, o˝t jav´ıtjuk ki
elo˝szo¨r.
5. a´bra. MBU f´ızibilita´si algoritmus.
Szeretne´nk, ha a (g, h) = (s, n1) e´l kile´pne a ba´zisbo´l. Ekkor a fesz´ıto˝fa ke´t
re´szre szakadna: G = {s, n2, n4, t}, illetve H = {n1, n3}. Mivel cso¨kkenteni szeret-
ne´nk (s, n1)-et, ı´gy olyan G→ H e´l le´phet be a ba´zisba, amelyen tudunk no¨velni
(vagyis amelyre x = l), vagy olyan H → G e´l, amelyen tudunk cso¨kkenteni (vagyis
amelyre x = u). A megfelelo˝ e´lek {(n2, n3), (n3, t), (n4, n1), (n4, n3)}, ko¨zu¨lu¨k kell
egy c´ımke´ze´s seg´ıtse´ge´vel va´lasztanunk.
A prima´l szimplex algoritmus c´ımke´ze´ses va´ltozata´hoz (5. algoritmus) hason-
lo´an szeretne´nk c´ımke´zni. Jelen esetben az (s, n1) e´lt szeretne´nk cso¨kkenteni, amit
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az (n1, s) ”
e´l” no¨vele´seke´nt is felfoghatunk, vagyis a (t, s) e´l szerepe´t az (n1, s) e´l
veszi a´t. I´gy teha´t e´rdemes a c´ımke´ze´st az s csu´csbo´l ind´ıtani, illetve jelen esetben
az (s, n1) e´l nem haszna´lhato´, ellenben a (t, s) e´l igen.
A´ltala´nosan, a (g, h) prima´l nem megengedett e´lhez to¨rte´no˝ c´ımke´ze´s megegye-
zik a 4. algoritmusban le´ırtakkal, annyi ku¨lo¨nbse´ggel, hogy a (t, s) e´l haszna´lhato´,
de a (g, h) e´l nem, illetve a c´ımke´ze´s kiindulo´pontja xg,h > ug,h esete´n a g, mı´g
xg,h < lg,h esete´n a h csu´cs.
Az algoritmus va´zlata a ko¨vetkezo˝:
7. Algoritmus. Megengedett folyam kerese´se az MBU-algoritmussal [33]
1. T tetszo˝leges fesz´ıto˝fa, x egy T -hez tartozo´ ba´zismegolda´s.
2. amı´g le´tezik nem megengedett e´l
3. Legyen (g, h) egy prima´l nem megengedett e´l.
4. amı´g (g, h) nem megengedett
5. C´ımke´ze´s (g, h)-hoz.
6. ha d(h) =∞ (d(g) =∞) akkor
7. Nincs megengedett megolda´s, mega´llunk.
8. ve´ge
9. Bele´po˝ e´l: egy minima´lis c´ımke´ju˝ lehetse´ges bele´po˝ e´l.
10. Kile´po˝ e´l: prima´l ha´nyadosteszt a megengedett va´ltozo´kon.
11. Ve´gezzu¨k el a pivota´la´st.
12. ve´ge
13. ve´ge
Egy (g, h) e´l kijav´ıta´sa´hoz legfeljebb nm pivotra van szu¨kse´g (amennyiben nem
akad el az algoritmus inf´ızibilita´s miatt), ennek bizony´ıta´sa nagyre´szt megegyezik
a c´ımke´ze´ses prima´l szimplex algoritmusna´l [27] le´ırtakkal. Az algoritmus eleje´n
legfeljebb n − 2 prima´l nem megengedett va´ltozo´nk lehet (a fesz´ıto˝fa n − 1 e´lbo˝l
a´ll, e´s (t, s) nem lehet inf´ızibilis). Mivel a kile´po˝ e´lt mindig a megengedett e´leken
valo´ prima´l ha´nyadosteszttel va´lasztjuk, ı´gy az algoritmus sora´n nem va´lhat ma´r
megengedett e´l nem megengedette´. Ebbo˝l ko¨vetkezo˝en legfeljebb n − 2 jav´ıta´si
ciklus to¨rte´nik az algoritmusban, vagyis a pivota´la´sok sza´ma´ra a ko¨vetkezo˝ korla´tot
kapjuk:
3.2. Te´tel. (Ille´s, Molna´r-Szipai [33]) A 7. algoritmus O(n2m) pivota´la´ssal
megtala´lja a maxima´lis folyam feladat egy megengedett megolda´sa´t, vagy kimu-
tatja, hogy a feladat nem megoldhato´.
Megjegyezzu¨k, hogy az algoritmus nem haszna´lja, hogy a (t, s) e´lt maximaliza´l-
juk, tetszo˝leges ce´lfu¨ggve´nyu˝ ha´lo´zati folyamhoz haszna´lhato´ megengedett cirku-
la´cio´ kerese´se´re.
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4. Prima´l MBU szimplex algoritmus
A prima´l MBU szimplex algoritmus [4] o¨tlete a prima´l szimplex algoritmushoz
ke´pest a ko¨vetkezo˝. Egy tetszo˝leges dua´l nem megengedett va´ltozo´ kiva´laszta´sa
uta´n ha´nyadosteszttel kiva´lasztjuk a kile´po˝ va´ltozo´t, de nem ve´gezzu¨k el ro¨gto¨n
a pivota´la´st. Ekkor ugyanis dua´l megengedett va´ltozo´k dua´l inf´ızibilisse´ va´lhat-
nak. Ezt elkeru¨lendo˝, ve´gzu¨nk egy dua´l ha´nyadostesztet a kile´po˝ va´ltozo´ sora´n, e´s
amennyiben kisebb dua´l ha´nyadost kapunk, mint az eredetileg kiva´lasztott dua´l
nem megengedett va´ltozo´n, akkor inka´bb ezt a pivotot le´pju¨k meg.
8. Algoritmus. Prima´l MBU szimplex algoritmus LP-feladaton [4]
1. x prima´l megengedett ba´zismegolda´s.
2. amı´g le´tezik dua´l nem megengedett va´ltozo´
3. Legyen xp∗ egy dua´l nem megengedett va´ltozo´ (”
veze´rva´ltozo´”).
4. amı´g xp∗ dua´l nem megengedett
5. Prima´l ha´nyadosteszt p∗ oszlopa´ban a prima´l megengedett va´ltozo´-
kon:
6.
q = arg min
{
bq
aq,p∗
: aq,p∗ > 0, bq ≥ 0
}
.
7. Ha nem le´tezik q, melyre aq,p∗ > 0 e´s bq ≥ 0, akkor a feladat dua´l
nem megengedett.
8. Legyen ϑ1 = |cp∗ |/aq,p∗ .
9. Ve´gezzu¨nk dua´l ha´nyadostesztet q sora´ban a dua´l megengedett va´l-
tozo´kon:
10.
p = arg min
{
cp
|aq,p| : cp ≥ 0, aq,p < 0
}
.
11. Legyen ϑ2 = cp/|aq,p|.
12. ha ϑ2 < ϑ1 akkor
13. Pivota´ljunk ap,q-n.
14. egye´bke´nt
15. Pivota´ljunk ap∗,q-n.
16. ve´ge
17. ve´ge
18. ve´ge
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Felmeru¨lhet bennu¨nk, hogy mivel a prima´l ha´nyadostesztet a veze´rva´ltozo´ osz-
lopa´n ve´geztu¨k, de a ϑ2 < ϑ1 esetben nem o˝ le´p be a ba´zisba, ı´gy a prima´l megen-
gedettse´g nem felte´tlenu¨l marad fenn. Ez ı´gy is van, az algoritmus ne´mileg meglepo˝
tulajdonsa´ga viszont az, hogy a veze´rva´ltozo´ ba´zisba valo´ bele´pe´se (ϑ2 ≥ ϑ1) uta´n,
ami valamilyen cikliza´la´s elleni technika haszna´lata esete´n ve´ges sok pivota´la´s uta´n
megto¨rte´nik, a ba´zis isme´t prima´l megengedette´ va´lik. Tova´bba´ a veze´rva´ltozo´
ba´zisba le´pe´se´vel a dua´l nem megengedett va´ltozo´k sza´ma legala´bb 1-gyel cso¨k-
kent, hiszen a dua´l ha´nyadosteszt garanta´lja, hogy ma´r dua´l megengedett va´lto-
zo´k nem va´lnak inf´ızibilisse´ az algoritmus sora´n. I´gy a dua´l megengedett va´ltozo´k
halmaza
”
monoton mo´don no¨vekszik”, innen az algoritmus elneveze´se (monotonic
build up simplex algorithm).
Ne´zzu¨k meg, hogyan va´ltozik az algoritmus, ha maxima´lis folyam feladatra
alkalmazzuk! A maxima´lis folyam feladat prima´l megengedett ba´zismegolda´sa´nak
struktu´ra´ja´t ma´r ismerju¨k a prima´l szimplex algoritmusna´l le´ırtakbo´l. Ismerju¨k
a dua´l nem megengedett e´l fogalma´t, ilyen csak az (S,Z) va´ga´sban lehet. A pri-
ma´l ha´nyadosteszt a veze´rva´ltozo´ bele´pe´se´vel kialakulo´ ko¨rben valo´ jav´ıta´s szu˝k
keresztmetszete´t va´lasztja ki. A 6. a´bra´n xg,h also´ korla´ton levo˝ veze´rva´ltozo´val
la´thatunk egy pe´lda´t.
6. a´bra. Prima´l MBU ha´lo´zati szimplex
A dua´l ha´nyadostesztne´l to¨rte´nik le´nyeges egyszeru˝so¨de´s a linea´ris programo-
za´shoz ke´pest. A kile´po˝ q e´lhez tartozo´ lehetse´ges p bele´po˝ e´lek dua´l ha´nyadosa
0 (ha a p e´l S-en belu¨l van), illetve 1 lehet (ha p az (S,Z) va´ga´sban van). Mivel
a veze´rva´ltozo´ dua´l ha´nyadosa is 1, ı´gy csak akkor nem engedju¨k a veze´rva´ltozo´t
bele´pni, ha le´tezik S-en belu¨li bele´po˝ e´l (Z-n belu¨li, ha q ∈ Z). Ha to¨bb ilyen
lehetse´ges bele´po˝ e´l le´tezik, akkor c´ımke´ze´ssel fogunk ko¨ztu¨k do¨nteni.
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9. Algoritmus. Prima´l MBU-SA maxima´lis folyam feladaton, c´ımke´ze´ssel [34]
1. x prima´l megengedett ba´zismegolda´s.
2. amı´g le´tezik dua´l nem megengedett e´l
3. Legyen (g, h) egy dua´l nem megengedett e´l (
”
veze´rva´ltozo´”).
4. amı´g (g, h) dua´l nem megengedett
5. Legyen q a prima´l ha´nyadosteszttel kapott kile´po˝ e´l.
6. ha le´tezik q re´szfa´ja´n belu¨li lehetse´ges p bele´po˝ e´l akkor
7. Va´lasszunk ko¨zu¨lu¨k minima´lis c´ımke´ju˝t.
8. Pivota´ljunk: bele´p p, kile´p q.
9. egye´bke´nt
10. Pivota´ljunk: bele´p (g, h), kile´p q.
11. ve´ge
12. ve´ge
13. ve´ge
Vegyu¨k e´szre, hogy egy (g, h) veze´rva´ltozo´hoz tartozo´ ciklus sora´n ve´gig S-en
vagy Z-n belu¨li e´lek le´pnek be (q helyzete´to˝l fu¨ggo˝en), ı´gy az S e´s Z halmazok
nem va´ltoznak, amı´g a veze´rva´ltozo´ be nem le´p a ba´zisba, e´s a ciklus ve´get e´r. I´gy
teha´t az S e´s Z re´szfa´t kezelhetju¨k ku¨lo¨n egy cikluson belu¨l, bevezethetu¨nk ku¨lo¨n
c´ımke´ze´st a ke´t re´szgra´fon.
Tegyu¨k fel, hogy g ∈ S e´s h ∈ Z, ellenkezo˝ esetben g e´s h szerepe felcsere´lo˝dik.
Ha v ∈ S, akkor a d(v) c´ımke legyen a legro¨videbb pszeudo-jav´ıto´u´t hossza v-bo˝l
g-be S-en belu¨l, e´s ha v ∈ Z, akkor legyen a legro¨videbb pszeudo-jav´ıto´u´t hossza
h-bo´l v-be Z-n belu¨l.
4.1. A prima´l MBU ha´lo´zati szimplex polinomialita´sa maxima´lis
folyam feladatra
Feladatunk egy veze´rva´ltozo´-ciklus le´pe´ssza´ma´nak megbecsu¨le´se, hiszen a dua´l
megengedett e´lek sza´ma´nak monoton no¨ve´se miatt legfeljebb annyi ciklus lesz,
aha´ny dua´l nem megengedett e´l volt a kezdo˝ ba´zismegolda´sban (O(m)).
A bizony´ıta´s gondolatmenete azonos a kora´bban la´tott gondolatmenettel: meg-
mutatjuk, hogy a c´ımke´k monoton no¨vekednek, korla´tosak, illetve egy e´l ke´t ba´zisba
valo´ bele´pe´se ko¨zo¨tt te´nylegesen no˝tt legala´bb az egyik csu´csa´nak c´ımke´je. Mivel
a c´ımke´k egy h-to´l, vagy g-be vezeto˝ legro¨videbb pszeudo-jav´ıto´u´t hosszake´nt van-
nak definia´lva, te´nyleg felu¨lro˝l becsu¨lheto˝k n-nel, hiszen legrosszabb esetben is
le´tezik egy, a fesz´ıto˝fa´n belu¨li u´t, ami legfeljebb ilyen hosszu´.
4.1. Lemma. (Monotonita´s) Tegyu¨k fel, hogy a maxima´lis folyam feladatot
a 9. algoritmussal oldjuk meg. Egy veze´rva´ltozo´ cikluson belu¨l ba´rmely v ∈ V
csu´csra e´s i itera´cio´ra igaz, hogy di+1(v) ≥ di(v).
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A lemma bizony´ıta´sa hasonlo´ a 2.1. lemma bizony´ıta´sa´hoz (monotonita´si lem-
ma a Goldfarb–Hao-c´ımke´ze´ssel), re´szletei (az alfejezet to¨bbi a´ll´ıta´sa´nak bizony´ı-
ta´sa´val egyu¨tt) megtala´lhato´k a szerzo˝k [34] cikke´ben. A c´ımke´k te´nyleges no¨ve-
kede´se´ro˝l szo´lo´ lemma a ko¨vetkezo˝ alaku´:
4.2. Lemma. (Fo˝ lemma) Tegyu¨k fel, hogy a maxima´lis folyam feladatot a
9. algoritmussal oldjuk meg. Ha egy veze´rva´ltozo´-cikluson belu¨l (v, w) bele´pett az
i. pivot sora´n, kile´pett a i < j. pivot sora´n, majd isme´t bele´pett a
j < k. pivot sora´n, akkor dk+1(v) + dk+1(w) ≥ di(v) + di(w) + 2 teljesu¨l (ahol
dm(v) az m. pivota´la´s elo˝tti c´ımke).
A lemma bizony´ıta´sa ke´t re´szre bomlik aszerint, hogy a ba´zisba valo´ ke´t bele´pe´s
sora´n azonos ira´nyban to¨rte´nt-e a bele´pe´s, vagyis ha pe´lda´ul (v, w) ∈ S, e´s az
i. pivot uta´n v volt ko¨zelebb g-hez, akkor ugyanez igaz-e a k. pivot sora´n to¨rte´no˝
bele´pe´s uta´n is. Ezt a tova´bbiakban
”
felso˝ csu´csnak” fogjuk nevezni, ami egybeva´g
az elke´pzele´ssel, hogy a ke´t re´szfa a g, illetve h csu´ccsal van
”
fello´gatva”. Mindke´t
eset alapja a ko¨vetkezo˝
”
re´szfa lemma” (4.3. lemma), de az egyik esetben szu¨kse´g
van a
”
megford´ıta´si lemma´ra” (4.4. lemma) is.
4.3. Lemma. (Re´szfa lemma) Tegyu¨k fel, hogy a maxima´lis folyam feladatot a
9. algoritmussal oldjuk meg. Ha (v, w) bele´pett a ba´zisba az i. pivot sora´n w felso˝
csu´ccsal, e´s ez ı´gy marad az i ≤ j. pivot elve´gze´se uta´n is, akkor minden z ∈ T j+1v
csu´csra dj+1(z) ≥ di(w) + 1.
A lemma bizony´ıta´sa sora´n teljes indukcio´t haszna´lunk, illetve kihaszna´ljuk,
hogy a lehetse´ges bele´po˝ e´lek ko¨zu¨l mindig a minima´lis c´ımke´ju˝t va´lasztjuk.
4.4. Lemma. (Megford´ıta´si lemma) Tegyu¨k fel, hogy a maxima´lis folyam fel-
adatot a 9. algoritmussal oldjuk meg. Ha (v, w) bele´pett a ba´zisba az i. pivot
sora´n w felso˝ csu´ccsal, e´s ez az i < j. pivot sora´n megva´ltozik, akkor dj+1(w) ≥
≥ di(w) + 1.
A ke´t sege´dlemma´bo´l o¨sszerakhato´ a fo˝ lemma bizony´ıta´sa, aminek birtoka´ban
ma´r ko¨nnyen bizony´ıthato´ a ko¨vetkezo˝ felso˝ korla´t a pivota´la´sok sza´ma´ra:
4.1. Te´tel. A c´ımke´ze´ses prima´l MBU szimplex algoritmus (9. algoritmus)
legfeljebb 2nm2 pivota´la´ssal megoldja a maxima´lis folyam feladatot.
5. Dua´l MBU szimplex algoritmus
A dua´l MBU szimplex algoritmus [4] a prima´l MBU szimplex algoritmus dua´-
lisa. Ro¨viden o¨sszefoglalva egy dua´l megengedett megolda´sbo´l indul, e´s egyenke´nt
kijav´ıtja a prima´l nem megengedett va´ltozo´kat. Egy ilyen va´ltozo´ kijav´ıta´sa sora´n
elveszhet a dua´l megengedettse´g, de a va´ltozo´ kile´pe´se´vel helyrea´ll.
Alkalmazott Matematikai Lapok (2018)
ERO˝SEN POLINOMIA´LIS PIVOT ALGORITMUSOK A MAXIMA´LIS FOLYAM
FELADATRA 169
Az algoritmus pszeudo-ko´dja szinte´n nagyon hasonl´ıt:
10. Algoritmus. Dua´l MBU szimplex algoritmus LP-feladaton [4]
1. x dua´l megengedett ba´zismegolda´s.
2. amı´g le´tezik prima´l nem megengedett va´ltozo´
3. Legyen xq∗ egy inf´ızibilis va´ltozo´ (”
veze´rva´ltozo´”).
4. amı´g xq∗ inf´ızibilis
5. Dua´l ha´nyadosteszt q∗ sora´ban a dua´l megengedett va´ltozo´kon:
6.
p = arg min
{
cp
|aq∗,p| : aq
∗,p < 0, cp ≥ 0
}
.
7. (Ha nem le´tezik p, melyre aq∗,p < 0 e´s cp ≥ 0, akkor a feladat nem
megoldhato´.)
8. Legyen ϑ1 = bq∗/aq∗,p.
9. Ve´gezzu¨nk prima´l ha´nyadostesztet p oszlopa´ban a prima´l megenge-
dett va´ltozo´kon:
10.
q = arg min
{
bq
aq,p
: bq ≥ 0, aq,p > 0
}
.
11. Legyen ϑ2 = bq/aq,p.
12. ha ϑ2 < ϑ1 akkor
13. Pivota´ljunk ap,q-n.
14. egye´bke´nt
15. Pivota´ljunk ap,q∗ -on.
16. ve´ge
17. ve´ge
18. ve´ge
A ϑ2 < ϑ1 esetben elromolhat a dua´l megengedettse´g, hiszen a dua´l ha´nyados-
tesztet q∗ sora´n ve´geztu¨k, nem pedig q sora´n, de a veze´rva´ltozo´ kile´pe´se´vel a dua´l
megengedettse´g helyrea´ll. I´gy a dua´l MBU-algoritmus sora´n a prima´l megenge-
dett va´ltozo´k halmaza monoton no¨vekszik, az utolso´ ciklus uta´n pedig optima´lis
megolda´st kapunk (ha f´ızibilis a feladat).
Ez ke´t okbo´l is szerencse´s a mi helyzetu¨nkben. Egyre´szt kiindulo´ dua´l megen-
gedett megolda´st ko¨nnyen adhatunk nem nulla also´ korla´tok esete´n is. Ma´sre´szt
a kijav´ıtani kiva´nt prima´l inf´ızibilis e´lek sza´ma kezdetben O(n), hiszen o˝k csak a
fesz´ıto˝fa´ban tarto´zkodhatnak, vagyis kevesebb ciklusra lesz szu¨kse´g, mint a prima´l
MBU-algoritmus esete´ben.
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Mennyivel egyszeru˝so¨dik az algoritmus, ha maxima´lis folyam feladatra alkal-
mazzuk? A veze´rva´ltozo´nk egy inf´ızibilis e´l a fesz´ıto˝fa´ban. Mint kile´po˝ e´lt tekintve,
a lehetse´ges bele´po˝ e´lek dua´l ha´nyadosa 0 vagy 1 atto´l fu¨ggo˝en, hogy a veze´rva´ltozo´
re´szfa´ja´n belu¨l van, vagy az (S,Z) va´ga´s egy tel´ıtett e´le. Teha´t bele´po˝ e´lnek csak
akkor va´lasztunk va´ga´sbeli e´lt, ha ma´s nincs, etto˝l eltekintve szabadon va´lasztha-
tunk. Ve´gu¨l a prima´l ha´nyadosteszt eldo¨nti, hogy a kialakulo´ ko¨rbo˝l kile´phet-e a
veze´rva´ltozo´nk a to¨bbi e´l megengedettse´ge´nek megse´rte´se ne´lku¨l. A 7. a´bra´n egy
pe´lda´t la´thatunk a q∗ ∈ S e´s xq∗ > uq∗ esetben.
7. a´bra. Dua´l MBU ha´lo´zati szimplex
A bele´po˝ e´l kiva´laszta´sa´ban van ne´mi szabadsa´gunk, megfelelo˝ c´ımke´ze´si tech-
nika´val polinomia´lis futa´sido˝t reme´lhetu¨nk. A c´ımke´ze´s sora´n figyelembe kell ven-
nu¨nk, hogy a dua´l ha´nyadosteszt szerint a nem va´ga´sbeli e´leket kell prefera´lnunk.
Ez elso˝ ra´ne´ze´sre jelento˝sen megnehez´ıti a dolgunkat. Tekintsu¨k viszont az MBU-
algoritmus korrektse´ge´re vonatkozo´ bizony´ıta´st ([4], 1. te´tele´nek a´t´ıra´sa a dua´l
MBU-algoritmusra):
5.1. Te´tel. Tekintsu¨k a dua´l MBU-algoritmus q∗ veze´rva´ltozo´ ciklusa´ban to¨r-
te´no˝ ϑ2 < ϑ1 t´ıpusu´ pivotok egy sorozata uta´n elo˝a´llo´ megolda´st. Ekkor a jelenlegi
ba´zismegolda´sra a ko¨vetkezo˝ ha´rom tulajdonsa´g teljesu¨lni fog:
a) bq∗ < 0.
b) Ha cj < 0, akkor aq∗,j > 0.
c) maxj
{ |cj |
aq∗,j
: cj < 0
}
≤ minp
{
cp
|aq∗,p| : cp ≥ 0, aq∗,p < 0
}
.
Az a) tulajdonsa´g szerint a veze´rva´ltozo´ inf´ızibilis marad, amı´g a ciklus ve´ge´n
ki nem le´p a ba´zisbo´l (egy ϑ1 ≥ ϑ2 t´ıpusu´ pivota´la´ssal).
A b) tulajdonsa´g szerint a ciklus sora´n dua´l inf´ızibilisse´ va´lt va´ltozo´k akkor
sem lehetne´nek lehetse´ges bele´po˝ e´lek, ha ezt egye´bke´nt nem ko¨to¨ttu¨k volna ki.
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A c) tulajdonsa´g szerint egy tetszo˝leges lehetse´ges bele´po˝ va´ltozo´ dua´l ha´nya-
dosa legala´bb annyi, mint egy tetszo˝leges dua´l inf´ızibilis va´ltozo´ dua´l ha´nyadosa´nak
abszolu´t e´rte´ke. Vagyis ha elve´gezne´nk a pivota´la´st egy tetszo˝leges lehetse´ges
bele´po˝ e´len e´s a veze´rva´ltozo´n, akkor helyrea´llna a dua´l f´ızibilita´s (persze a prima´l
ha´nyadosteszt figyelembe ve´tele ne´lku¨l ne´ha´ny va´ltozo´ f´ızibilita´sa elromolhatna).
A´t´ırva a c) egyenlo˝tlense´get maxima´lis folyam feladatra a ko¨vetkezo˝t kapjuk:
max
j
{1 : cj = −1} ≤ min
p
{cp : cp ≥ 0, aq∗,p = −1}.
Itt a bal oldal −∞, ha nincsen me´g dua´l inf´ızibilis e´l a jelenlegi megolda´sban. Ha
viszont le´tezik legala´bb egy ilyen e´l, akkor a bal oldal 1, e´s ı´gy az egyenlo˝tlense´g
szerint minden lehetse´ges bele´po˝ e´l reduka´lt ko¨ltse´ge legala´bb 1, vagyis ekkor ma´r
csak va´ga´sbeli e´lek vannak.
Ve´gu¨l figyelju¨k meg, hogy ha a bele´po˝ va´ltozo´ a va´ga´sbo´l sza´rmazott, vagyis
cp = 1, akkor a kile´po˝ va´ltozo´ u´j reduka´lt ko¨ltse´ge c
′
q = cq − cpaq,p = 0− 11 = −1.
O¨sszefoglalva, ha a veze´rva´ltozo´ ciklusa sora´n egyszer elfogynak a cp = 0 t´ıpusu´
bele´po˝ e´lek, akkor kiva´lasztunk egy cp = 1 t´ıpusu´ bele´po˝ e´lt, de ekkor a kile´po˝ e´l
dua´l inf´ızibilis lesz, e´s ı´gy a ko¨vetkezo˝ pivota´la´s sora´n sem lesz ma´r cp = 0 bele´po˝
e´lu¨nk. Teha´t a veze´rva´ltozo´ ciklusa ke´t re´szre bomlik, egy cp = 0 e´s egy cp = 1
re´szre.
Az elso˝ re´szben le´nyege´ben csak q∗ re´szgra´fja´ban dolgozunk, ı´gy a szoka´sos
c´ımke´ze´st megszor´ıthatjuk erre a re´szre. Amikor elfogynak a 0 ha´nyadosu´ bele´-
po˝ e´lek, akkor elkezdhetju¨k az ege´sz gra´fot c´ımke´zni ane´lku¨l, hogy az ilyen e´lek
u´jbo´li felbukkana´sa´to´l ke´ne tartanunk. A c´ımke´ze´s megegyezik a f´ızibilita´si MBU-
algoritmusna´l (7. algoritmus) le´ırtakkal. I´gy a ko¨vetkezo˝ algoritmust kapjuk:
11. Algoritmus. Dua´l MBU-SA maxima´lis folyam feladaton c´ımke´ze´ssel [40]
1. x dua´l megengedett ba´zismegolda´s.
2. amı´g x nem prima´l megengedett
3. Legyen q∗ egy prima´l nem megengedett e´l (
”
veze´rva´ltozo´”).
4. F´ızibilita´si MBU-c´ımke´ze´ssel q∗ re´szgra´fja´n
5. ha q∗ inf´ızibilis akkor
6. F´ızibilita´si MBU-c´ımke´ze´ssel az ege´sz gra´fon
7. ve´ge
8. ha q∗ inf´ızibilis akkor
9. A feladat inf´ızibilis, mega´llunk
10. ve´ge
11. ve´ge
12. A jelenlegi megolda´s optima´lis, mega´llunk
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A f´ızibilita´si MBU-algoritmusra bela´tott le´pe´ssza´m korla´tokbo´l ko¨nnyen o¨ssze-
rakhato´ a 11. algoritmus le´pe´ssza´mbecsle´se:
5.2. Te´tel. (Molna´r-Szipai [40]) A c´ımke´ze´ses dua´l MBU-algoritmus legfel-
jebb 2n2m pivota´la´ssal megoldja a maxima´lis folyam feladatot.
6. Mozdony hozza´rendele´si proble´ma
A MA´V-TRAKCIO´ Zrt. (2014 o´ta a MA´V-START re´sze) e´s a BME Optimali-
za´la´si Csoportja egy kutata´s-fejleszte´si projekt kerete´ben vizsga´lta a ko¨vetkezo˝k-
ben ismertetett mozdony hozza´rendele´si proble´ma´t [35]. A va´llalat vasu´ti vonta-
ta´si feladatok ella´ta´sa´val foglalkozik. A szeme´lysza´ll´ıta´s teru¨lete´n a megrendelo˝ a
MA´V-START, mı´g tehersza´ll´ıta´s esete´n sza´mos ce´g foglalkozik vasu´ti fuvaroza´ssal.
A MA´V-TRAKCIO´ Zrt. mega´llapodik a megrendelo˝vel, hogy az o˝ vasu´ti kocsikra
pakolt sza´ll´ıtma´nya´t egy adott helyen e´s ido˝ben felveszi, majd a saja´t mozdonyai
seg´ıtse´ge´vel elsza´ll´ıtja egy ma´sik adott helyre e´s ido˝re.
A tehersza´ll´ıta´st a szeme´lysza´ll´ıta´ssal szemben az jellemzi, hogy a megrende-
le´sek to¨bbfe´le bizonytalansa´got mutatnak: (i) gyakoriak a ke´se´sek, (ii) elo˝for-
dulnak lemonda´sok, (iii) ido˝nke´nt a sza´ll´ıta´s ido˝pontja´hoz nagyon ko¨zel adja´k
le a megrendele´st. Mindezek negat´ıvan befolya´solja´k az optima´lis tehervontata´s
megszerveze´se´t. A tehersza´ll´ıta´s esete´n, mivel nem menetrend alapu´ a ko¨zlekede´s
megszerveze´se, szu¨kse´gszeru˝ az u´n. ge´pmenetek nagyobb sza´ma´nak a haszna´lata.
A tehervonatok ko¨zlekedtete´se esete´n ke´tfe´le logikus ce´l meru¨lhet fel: 1. mine´l ke-
vesebb mozdony seg´ıtse´ge´vel ve´gezzu¨k el a feladatot, 2. mine´l kevesebb ge´pmenet
kilome´tert fussanak a mozdonyaink. Matematikai szempontbo´l az elso˝ esetben
maxima´lis folyam feladatot kapunk, mı´g a ma´sodik esetben minima´lis ko¨ltse´gu˝ fo-
lyam feladatot. Ezeket a feladatokat megoldo´, specializa´lt algoritmusok jelento˝sen
elte´rnek egyma´sto´l. Mivel ebben a tanulma´nyban nem ce´lunk a vasu´t optima-
liza´la´si feladat re´szletekbe meno˝ ta´rgyala´sa e´s megolda´sa, ı´gy mi csak azzal az
esettel foglalkozunk, amikor a ce´l mine´l kevesebb mozdony seg´ıtse´ge´vel elve´gez-
ni a vontata´st. Teha´t a vasu´t optimaliza´la´si proble´ma´t csak a maxima´lis folyam
feladat polinomia´lis pivot algoritmusai hate´konysa´ga´nak illusztra´la´sa´ra haszna´ljuk
fel. Az optimaliza´la´si feladatot teha´t egy maxima´lis (illetve minima´lis) folyam
feladatke´nt fogalmazzuk meg, e´s arra az egyszeru˝bb ke´rde´sre keressu¨k a va´laszt,
hogy legala´bb ha´ny mozdonyra van szu¨kse´g az elva´llalt vontata´sok elve´gze´se´hez.
A matematikai modell
Legyen a teljes´ıtendo˝ megb´ıza´sok halmaza V . Minden v ∈ V megb´ıza´shoz
rendelkeze´su¨nkre a´llnak a ko¨vetkezo˝ adatok: indula´si hely, indula´si ido˝, e´rkeze´si
hely, e´rkeze´si ido˝, haszna´lhato´ mozdonyt´ıpusok. A fele´p´ıtett matematikai modell
egy ha´lo´zati folyam, melyben minden v megb´ıza´snak megfelel egy v′ e´s v′′ csu´cs,
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illetve egy (v′, v′′) e´l. Ha egy mozdony a v megb´ıza´s teljes´ıte´se uta´n ke´pes elve´-
gezni a w megb´ıza´st, akkor felveszu¨nk egy (v′′, w′) e´lt. Ez akkor teljesu¨l, ha a v
elve´gze´se uta´n van ele´g ido˝ az esetleges ge´pmenetre v e´rkeze´si helye´ro˝l w indula´si
helye´re (d), illetve a szerelve´nyek o¨sszeraka´sa´ra, elleno˝rze´sre (τ
”
technikai ido˝”):
te´rkv + d(p
e´rk
v , p
ind
w ) + τ ≤ tindw .
Bevezetu¨nk tova´bba´ egy s forra´st e´s t nyelo˝t, e´s felveszu¨nk minden v-re egy
(s, v′) e´s (v′′, t) e´lt. Ve´gu¨l bevezetu¨nk egy (t, s) e´lt. Az ı´gy kapott ha´lo´zati folyamot
szemle´lteti a 8. a´bra.
8. a´bra. Minima´lis ko¨ltse´gu˝ ha´lo´zati folyam modell
La´thato´, hogy egy 1 e´rte´ku˝ s-bo˝l t-be meno˝ folyam megfeleltetheto˝ egy u´gyne-
vezett mozdonyfordulo´nak, vagyis egy mozdony a´ltal elve´gzett feladatsorozatnak.
Megko¨vetelve, hogy mindegyik (v′, v′′) t´ıpusu´ e´len legala´bb 1 legyen a folyame´rte´k,
a modell megengedett ege´sze´rte´ku˝ megolda´sai le´ırja´k a valo´s feladat megolda´sait.
A modellro˝l re´szletesebben [32]-ben olvashatunk.
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Implementa´cio´ e´s eredme´nyek
Jellemzo˝ me´retu˝ feladat a havi terv. Mivel a szeme´lyzetnek 15 nappal a ho´nap
kezdete elo˝tt meg kell adni egy beoszta´stervet, ı´gy a ko¨vetkezo˝ ho´nap terve´t a
jelenlegi ho´nap ko¨zepe´n rendelkeze´sre a´llo´ adatok alapja´n kell optimaliza´lni. Ez
persze szu¨kse´gesse´ tesz ke´so˝bbi va´ltoztata´sokat, de a mo´dszer hate´konysa´ga´t jo´l
me´ri.
A tesztele´shez ha´rom mozdonyt´ıpus (V43, M62, M63) ha´rom havi (szeptem-
ber, okto´ber, november) megrendele´seit haszna´ltuk. Indulo´ ba´zismegolda´ske´nt azt
a megolda´st haszna´ltuk, ahol mindegyik feladatot egy ku¨lo¨n mozdony vontat el.
Megjegyezzu¨k, hogy csak a legfeljebb 3 nappal ke´so˝bbi feladatokat ko¨to¨ttu¨k o¨ssze
a modelleze´sne´l le´ırtak szerint; evvel a megolda´s mino˝se´ge va´rhato´an nem romlik,
viszont a gra´f me´rete jelento˝sen cso¨kken. Ke´tfe´le indulo´ ba´zismegolda´st haszna´l-
tunk. Az elso˝ indulo´ megolda´sban minden feladatot ku¨lo¨n mozdony vontat, mı´g
a ma´sodik megolda´sban egy egyszeru˝ moho´ heurisztika´val jav´ıtottunk ezen (ez a
legnagyobb modell esete´n is kevesebb, mint 6 ma´sodperc alatt lefutott). Az ı´gy
kapott modellek dimenzio´it a 9. a´bra tartalmazza.
Mozdonyt´ıpus feladatok csu´csok e´lek 2. indulo´
sza´ma sza´ma sza´ma megolda´s
szeptember V43 2850 5702 726338 93 mozdony
szeptember M62 1450 2902 175145 65 mozdony
szeptember M63 1789 3580 292260 63 mozdony
okto´ber V43 2901 5804 738650 94 mozdony
okto´ber M62 1400 2802 163437 59 mozdony
okto´ber M63 1780 3562 285932 59 mozdony
november V43 2816 5634 716115 90 mozdony
november M62 1403 2808 164792 62 mozdony
november M63 1742 3486 278817 60 mozdony
9. a´bra. Haszna´lt adathalmazok.
Az algoritmusokat C#-ban implementa´ltuk. Teszteltu¨k a szimplex algoritmust
minima´l index e´s Goldfarb–Hao-c´ımke´ze´s szerinti bele´po˝ e´l va´laszta´ssal. Tesztel-
tu¨k az MBU-algoritmust minima´l index, illetve Goldfarb–Hao-c´ımke´ze´ssel va´lasz-
tott veze´rva´ltozo´val, kombina´lva a bele´po˝ e´l minima´l index, illetve c´ımke´ze´s sze-
rinti va´laszta´sa´val. Az eredme´nyek, mind a pivota´la´sok sza´ma, mind a futa´sido˝
(perc:ma´sodperc, illetve pivota´la´sok sza´ma) a 10. a´bra´n tala´lhato´ak az elso˝ indulo´
megolda´ssal, a 11. a´bra´n a ma´sodik indulo´ megolda´ssal. A tesztele´s egy Intel Core
i7-3630QM processzoron to¨rte´nt.
Alkalmazott Matematikai Lapok (2018)
ERO˝SEN POLINOMIA´LIS PIVOT ALGORITMUSOK A MAXIMA´LIS FOLYAM
FELADATRA 175
szimplex szimplex MBU MBU MBU MBU
min GH min/min GH/min min/cmke GH/cmke
szept. 43 42:43 12 :47 30:15 32:58 36:56 40:08
327720 352432 62771 97677 361617 330575
szept. 62 2:40 1 :10 4:18 2:21 2:38 2:36
80969 86627 45476 31666 83518 81258
szept. 63 6:49 2 :33 8:02 5:36 7:09 6:54
127084 143782 52859 40505 129703 133742
okt. 43 44:01 12 :30 30:16 35:47 47:09 40:05
329907 357003 64011 104258 365251 336215
okt. 62 2:20 1 :03 3:14 1:50 2:21 2:28
76010 81628 36450 25149 79154 77389
okt. 63 6:39 2 :34 10:09 5:38 7:02 6:19
125990 142162 62604 41392 146698 131238
nov. 43 43:58 12 :06 26:54 30:56 48:24 38:22
325876 347392 55468 92563 351603 327108
nov. 62 2:21 1 :03 3:09 1:49 2:38 2:24
76050 81848 37760 28858 78040 77873
nov. 63 6:10 2 :24 11:22 6:00 6:24 5:57
119792 138085 72000 39418 136417 126316
10. a´bra. Eredme´nyek primit´ıv indulo´ megolda´ssal.
A mozdony hozza´rendele´si feladatbo´l egyszeru˝ struktu´ra´ju´, de nagyon dege-
nera´lt feladatokat kapunk. Az itera´cio´k jelento˝s sza´ma, mondhatna´nk tu´lnyomo´
to¨bbse´ge, prima´l degenera´lt itera´cio´.
Egy oszlopon belu¨l jo´l megfigyelheto˝ a feladat me´rete´nek hata´sa mind a futa´s-
ido˝re, mind a pivota´la´sok sza´ma´ra. A legto¨bb oszlop az e´lek sza´ma´ban linea´ris
pivotsza´mot mutat (kive´tel tala´n az elso˝ ta´bla´zat harmadik oszlopa). Pe´lda´ul a
ma´sodik indulo´ megolda´ssal, minima´l indexes szimplex algoritmussal (ido˝ben leg-
gyorsabb algoritmus) kapott pivotsza´mokra ne´gyzetes e´rtelemben leginka´bb illesz-
kedo˝ a + b ·mc go¨rbe a 6711 + 0,007 ·m1,1, mı´g a Goldfarb–Hao-szimplexre (leg-
kevesebb pivota´la´s) a 2434 + 0,011 ·m0,98.
A heurisztikus indulo´ megolda´s jelento˝sen cso¨kentette az elve´gzett pivota´la´sok
sza´ma´t. Mı´g az elso˝ indulo´ megolda´s esete´n a minima´l indexes MBU-algoritmu-
soknak (3. e´s 4. algoritmus) jelento˝sen kevesebb itera´cio´ra volt szu¨kse´gu¨k, mı´g
a ma´sodik indulo´ ba´zisna´l a Goldfarb–Hao-szimplex pivotsza´ma tu˝nik csak ki a
to¨bbi algoritmus ko¨zu¨l.
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szimplex szimplex MBU MBU MBU MBU
min GH min/min GH/min min/cmke GH/cmke
szept. 43 2 :45 3:48 14:52 16:11 26:17 21:34
27630 8721 28291 28073 21276 22281
szept. 62 0 :20 0:21 1:14 1:16 2:04 1:51
11223 4113 11271 10921 9672 10126
szept. 63 0 :41 0:43 2:46 2:51 4:33 4:24
14708 4904 14967 14716 11633 12553
okt. 43 2 :44 3:51 14:32 15:13 23:58 24:07
28178 8798 28747 28549 21649 23491
okt. 62 0 :17 0 :17 1:04 1:05 1:22 1:37
10369 3765 10595 10390 8326 9315
okt. 63 0 :36 0:40 2:20 2:28 3:28 3:39
13490 4820 13700 13213 10768 11042
nov. 43 2 :14 3:41 14:13 14:16 21:33 21:26
26280 8695 26948 26976 20561 21960
nov. 62 0 :19 0 :19 1:15 1:12 1:29 1:29
10970 4005 11266 10846 8655 9117
nov. 63 0 :39 0:42 2:34 2:36 3:39 3:44
14028 5002 14118 13909 11245 11859
11. a´bra. Eredme´nyek heurisztikus indulo´ megolda´ssal.
O¨sszehasonl´ıtva a szimplex- e´s az MBU szimplex algoritmusok itera´cio´s sza´mait
e´s futa´si idejeit, ke´t mega´llap´ıta´st tehetu¨nk: 1. Mivel az MBU szimplex algoritmus
ke´t ha´nyadostesztet ve´gez, e´s bonyolultabb, ı´gy nem meglepo˝, hogy jelento˝sen
elmaradnak a futa´si idejei a szimplex varia´nsoke´to´l. 2. Mivel az MBU szimplex
algoritmusna´l a dua´l megengedette´ va´lt va´ltozo´k azok is maradnak, ı´gy a trivia´lis
ba´zisro´l ind´ıtva, sokszor van olyan varia´nsuk, amelyik sokkal kevesebb itera´cio´val
oldja meg a feladatot. Ezt az elo˝nyu¨ket a heurisztikus, ko¨zel optima´lis ba´zisro´l
ind´ıtva ma´r elvesz´ıtik.
A szimplex algoritmusvaria´nsokat o¨sszehasonl´ıtva elmondhato´, hogy a trivia´lis
ba´zisro´l indulva a Goldfarb–Hao-fe´le c´ımke´ze´snek jelento˝s hata´sa van abban, hogy
jobb futa´si ido˝k legyenek, ko¨zel azonos itera´cio´sza´m mellett. A ma´sodik, heurisz-
tikus ba´zis esete´n ez az elo˝ny eltu˝nik, e´s a´ltala´ban a minima´l indexes szimplex
algoritmus produka´lja a leggyorsabb futa´sokat, annak ellene´re, hogy a Goldfarb–
Hao-fe´le c´ımke´ze´st haszna´lo´ szimplex algoritmus itera´cio´sza´ma, a ma´sik va´ltozat
itera´cio´s sza´ma´nak 25–35%-a´t produka´lja csupa´n.
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E´rdekesse´gke´ppen megjegyezzu¨k, hogy a heurisztikus ba´zisro´l ind´ıtva az algo-
ritmusokat az MBU szimplex varia´nsok itera´cio´sza´mban mutatkozo´ sikeresse´ge
eltu˝nik, hiszen az o¨sszes algoritmusvaria´ns ko¨zel azonos itera´cio´sza´mot produka´l,
kive´ve a Goldfarb–Hao-fe´le c´ımke´ze´st haszna´lo´ szimplex algoritmust, amelyik ite-
ra´cio´sza´mok tekintete´ben minden ma´s algoritmusna´l jobban teljes´ıt.
Mindke´t ba´zis esete´n mega´llap´ıthato´, hogy az itt vizsga´lt feladatok esete´n a
szu¨kse´ges le´pe´ssza´m, az itera´cio´k sza´ma az o¨sszes algoritmusva´ltozat esete´n jelen-
to˝sen kisebb, mint az ero˝sen polinomia´lis algoritmusva´ltozatok elme´leti korla´tja.
E´rdekesse´gke´ppen jegyezne´nk meg, hogy az MBU-szimplexvaria´nsok ko¨zo¨tt az elso˝
ba´zison a legkisebb itera´cio´sza´mot egyetlen egyszer sem produka´lta az elme´le-
tileg ero˝sen polinomia´lis varia´ns (a 6. algoritmus). So˝t a ma´sodik ba´zis esete´n
sem volt olyan feladat, amelyik esete´n az elme´letileg ero˝sen polinomia´lis MBU-
szimplexva´ltozat (6. algoritmus) produka´lta volna a legkisebb le´pe´ssza´mot.
A szimplexvaria´nsok ko¨zo¨tt ma´r e´rdekesebb a verseny. A Goldfarb–Hao-fe´le
c´ımke´ze´st haszna´lo´ szimplex algoritmus ero˝sen polinomialita´sa ismert [27]. Annak
ellene´re, hogy az elso˝ ba´zis esete´n, a feladatok megolda´sa´hoz szu¨kse´ges itera´cio´k
sza´ma mindig magasabb volt, mint a minima´l indexes szimplex algoritmusna´l, a
futa´si ido˝k mindig kisebbek voltak. Ezzel szemben a heurisztikus ba´zisro´l indulva
a minima´l indexes szimplex algoritmus bizonyult gyorsabbnak, de a Goldfarb–
Hao-fe´le c´ımke´ze´st haszna´lo´ szimplex algoritmus itera´cio´ sza´ma jelento˝sen kisebb
volt.
A futa´sido˝k elemze´se´ne´l o´vatossa´gra intju¨k az olvaso´t, ugyanis a futa´sido˝t
ero˝sen befolya´solja az implementa´cio´ mino˝se´ge (ma´s te´nyezo˝k mellett), hiszen
sza´mos olyan teru¨lete van a szimplex- e´s MBU szimplex algoritmusnak, ahol az
u¨gyes implementa´cio´nak (pl. c´ımke´ze´s, minima´l index kiva´laszta´sa egy halmazbo´l)
komoly hata´sa lehet a futa´sido˝re. A´ltala´nossa´gban tala´n annyi me´gis elmondhato´,
hogy a c´ımke´ze´st haszna´lo´ algoritmusok a korrekt pivot poz´ıcio´ megtala´la´sa´hoz
to¨bb sza´mı´ta´st ve´geznek, ami a legu¨gyesebb implementa´cio´k esete´n is no¨velheti a
futa´sido˝t. Ez fo˝leg a ma´sodik indulo´ megolda´ssal kapott eredme´nyeken figyelheto˝
meg.
7. O¨sszefoglala´s e´s tova´bbi kutata´si ira´nyok
A dolgozat elso˝ fele´ben o¨sszefoglaltuk a maxima´lis folyam feladatra adott poli-
nomia´lis prima´l e´s dua´l szimplex algoritmusok [6, 27] elo˝zme´nyeit e´s technika´it.
Megmutattuk, hogy a gyakorlatban gyakran elo˝fordulo´ nem nulla also´ korla´tok
esete´ben mit lehet tenni. Az egyik megolda´s egy sege´dfeladat megolda´sa megen-
gedett megolda´s kerese´se´re, mı´g a ma´sik a f´ızibilita´si MBU-algoritmus, melyro˝l
megmutattuk, hogy szinte´n van polinomia´lis va´ltozata. Ezuta´n bela´ttuk, hogy a
prima´l e´s dua´l MBU szimplex algoritmusok is polinomia´lissa´ teheto˝k a megfelelo˝
c´ımke´ze´si technika alkalmaza´sa´val.
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A prima´l e´s dua´l szimplex algoritmusokkal ellente´tben az MBU szimplex algo-
ritmusok a´thaladnak se nem prima´l, se nem dua´l f´ızibilis ba´zismegolda´sokon.
A dua´l MBU-algoritmus tova´bbi elo˝nye, hogy also´ korla´tos feladat esete´n is elso˝
fa´zis feladat ne´lku¨l elind´ıthato´.
E´rdekes lenne tova´bbi linea´ris programoza´si pivot algoritmusok [50] polinomi-
alita´sa´t megvizsga´lni maxima´lis folyam feladatra. Az elso˝, terme´szetes jelo¨lt ilyen
vizsga´latra a criss-cross algoritmus [49] lenne, amelyikne´l a gond a nem struk-
tura´ltan elo˝fordulo´ se nem prima´l, se nem dua´l ba´zisok jelentkeze´se. Tova´bbi
a´ltala´nos´ıta´si ira´ny a feladatoszta´ly bo˝v´ıte´se lehetne. Minima´lis ko¨ltse´gu˝ ha´lo´zati
folyam feladat esete´n elveszik a reduka´lt ko¨ltse´gek egyszeru˝ struktu´ra´ja, vajon ı´gy
is polinomia´lissa´ teheto˝k a linea´ris programoza´s teru¨lete´ro˝l ismert pivot algorit-
musok? A prima´l e´s dua´l szimplex algoritmusoknak le´tezik ilyen varia´nsa [42, 43],
ba´r jo´val bonyolultabb technika´val igazolhato´ az ero˝sen polinomialita´s, mint a
maxima´lis folyamna´l la´tottak.
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STRONGLY POLYNOMIAL PIVOT ALGORITHMS FOR MAXIMAL FLOW PROBLEMS
Tibor Ille´s and Richa´rd Molna´r-Szipai
In this article we describe labelling techniques applied to the maximum flow problem. These
can be traced back to the shortest augmenting path algorithm, and later used to prove the
polynomiality of various pivot algorithms. We discuss the primal and dual simplex algorithms,
as well as variants of the MBU algorithm in a unified system, with an added emphasis on handling
nonzero lower bounds that arise frequently in applications. We compare the algorithms on railway
engine assignment problems.
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