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This study examined the ability of a backpropagation neural network (BPNN) classiﬁer to distinguish between current and former
smokers in the 2000 National Health Interview Survey (NHIS) sample adult ﬁle. The BPNN classiﬁer performance exceeded that of ran-
dom chance, with asymmetric 95% conﬁdence intervals for Az (area under receiver operating characteristic curve) = (0.7532, 0.7790).
Separation of current and former smokers was imperfect, as illustrated by the receiver operating characteristic (ROC) curve. Addition-
ally, performance did not exceed that of a comparison classiﬁer created using logistic regression. Attribute subset selection identiﬁed
three novel attributes related to smoking cessation status. This study establishes the ability of backpropagation neural networks to clas-
sify a complex health behavior, smoking cessation. It also illustrates the hypothesis-generating capacity of data mining methods when
applied to large population-based health survey data. Ultimately, BPNN classiﬁers of smoking cessation status may be useful in decision
support systems for smoking cessation interventions.
 2006 Elsevier Inc. All rights reserved.
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Data mining methods, applied within the process knowl-
edge discovery in databases, enable discovery of complex
patterns in large data sets [1]. This capability has been dem-
onstrated in multiple studies of health-related phenomena
[2,3]. Additionally, data mining methods have been suc-
cessfully used to predict human behavior, such as retail
purchasing behavior and college application decisions. [4–
6] However, the utility and relevance of data mining meth-
ods for predicting health behaviors relevant to nursing and
healthcare, including smoking cessation, has not been
established. Additionally, the nature and precision of data
necessary to predict class membership for speciﬁc health
behavior outcomes such as smoking cessation is unknown.1532-0464/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2006.02.016
* Corresponding author. Fax: +1 801 581 4297.
E-mail address: mollie.poynton@nurs.utah.edu (M.R. Poynton).To model and classify a health behavior, precise mea-
surement of variables strongly related to the health behav-
ior may be required. Indeed, data mining techniques would
likely be successful in classifying health behavior outcomes
using such high-quality input. However, it may be possible
to model and classify on the basis of more distant relation-
ships and less precise measures, such as those collected in
population-based health surveys. Knowledge of the preci-
sion and character of data required for classiﬁcation of
health behaviors are crucially important when designing
information systems for healthcare, not only for eﬃciency,
but to minimize the burden of data input on caregiver and
patient.
Smoking cessation is a multi-dimensional behavior,
related to physiologic, biologic, psychological, social, and
community factors that may emerge in a classiﬁcation
model. Moreover, cigarette smoking is one of our most
persistent and problematic public health problems, despite
a long history of research, program, and policy initiatives
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cessation behavior may be enhanced by discovery of novel,
unstudied variables that impact smoking cessation status,
because it could generate new hypotheses for clinical
research.
To assess the ability of a data mining method to classify
a health behavior, smoking cessation, and to begin assess-
ment of data input requirements, this study sought to
determine whether a backpropagation neural network
(BPNN) can distinguish between current and former smok-
ers based on the 2000 National Health Interview Survey
(NHIS) sample adult ﬁle with cancer control module [8].
BPNNs, a type of artiﬁcial neural network, can model
highly complex, nonlinear solutions to classiﬁcation prob-
lems. It has been demonstrated that a BPNN, an artiﬁcial
neural network with a multilayer architecture and trained
using the backpropagation procedure published by Rumel-
hart and colleagues, functions as a universal approximator
[9,10]. The usefulness of artiﬁcial neural networks in classi-
fying health-related phenomena has been demonstrated in
numerous studies [2,3,11,12].
Artiﬁcial neural networks, including BPNNs, are oft-
criticized in the medical literature for generating ‘‘black
box’’ predictions of class membership. It is diﬃcult to inter-
pret artiﬁcial neural network models. The complexity
inherent in a parallel distributed processing system, com-
posed of many unique processing elements with multiple
inputs and outputs, deﬁes straightforward interpretation.
However, because BPNNs function as universal approxi-
mators, their ability to distinguish current smokers from
former smokers in the 2000 NHIS data establishes (1) the
existence of a solution and (2) the ability of a data mining
method to classify a health behavior, smoking cessation
[10]. In this study, BPNNs serve as an initial approach.
2. Methods
2.1. National Health Interview Survey
The NHIS, a large scale survey conducted annually since
1957 by the National Center for Health Statistics, is used
by the United States (US) Department of Health & Human
Services to track trends in health, illness, and disability
among US citizens [8]. The survey is completed by trained
ﬁeld representatives during a personal interview using com-
puter-assisted personal interviewing (CAPI). Sampling for
the survey is designed to produce a sample representative
of the United States civilian, non-institutionalized popula-
tion. Sampling design is based on US census data, and each
subject has a known probability of selection described by
sample weights. All items are self-reported survey items.
Data are collected about households, as well as individ-
ual adults and children within surveyed households. The
adult core includes sections related to health conditions,
health status and limitation of activity, health behaviors,
health care access and utilization, and demographics. The
information is collected from adults aged 18 or older. Inthe year 2000, a cancer control module was added to the
sample adult core, collecting information related to diet
and nutrition, physical activity, tobacco, cancer screening,
genetic testing, and family history. NHIS data correspond-
ing to the adult core and cancer control module are con-
tained in the 2000 NHIS sample adult ﬁle. This ﬁle is in
the public domain, freely available for download from
the National Center for Health Statistics [13].
The 2000 NHIS sample adult ﬁle is a large data set con-
taining many health-related attributes, including many
attributes that may not be helpful in predicting smoking
cessation status. The inclusion of some non-speciﬁc attri-
butes in the data set was desirable, because it presented
an opportunity to discover novel attributes not previously
considered in relation to smoking or smoking cessation
behavior. The data set also includes attributes that capture
variables with known links to smoking behavior, such as
alcohol use [14,15]. Essentially, use of the 2000 NHIS sam-
ple adult ﬁle created a scenario in which classiﬁcation could
be successful, and yet potential existed for the discovery of
novel relationships.
In the 2000 NHIS, smoking cessation status is captured
by the attribute SMKSTAT1. The value of this attribute
indicates whether a respondent has smoked at least 100 cig-
arettes in his/her lifetime, and if so, whether that respon-
dent currently smokes cigarettes. There are ﬁve possible
values for smoking cessation status: ‘‘current,’’ ‘‘former,’’
‘‘never,’’ ‘‘smoker, current status unknown,’’ and ‘‘un-
known if ever smoked.’’ This study attempted to solve a
forced-choice, binary classiﬁcation problem using a back-
propagation neural network: prediction of smoking cessa-
tion status, current smoker or former smoker. Analysis
was limited to instances where the value of SMKTAT1
was current smoker or former smoker.
2.2. Preprocessing
Including only instances of current and former smokers,
the 2000 NHIS sample adult ﬁle (with cancer control mod-
ule) consists of 14, 416 instances and 1429 attributes of
mixed type. Each instance corresponds to one adult respon-
dent, In the 2000 NHIS sample adult ﬁle, the numbers of
current (n = 7421) and former smokers (n = 6995) are fairly
balanced, and proportionate to the distribution of current
and former smokers found in US population. The 1429
attributes are largely nominal, each with >2 response cate-
gories, creating an unwieldy search space. So, both manual
attribute reduction and automated feature subset selection
were implemented with Weka v3-4 software [16].
Manual attribute reduction was conducted in the con-
text of a literature search that identiﬁed known and possi-
ble predictors of smoking cessation and smoking
persistence. Attributes containing clearly redundant infor-
mation were identiﬁed and removed, such as source items
for recoded attributes. For example, the attribute VIGNO
(number of times engaged in vigorous physical activity)
captures a real number, the attribute VIGTP (unit of time
Table 1
Attribute descriptions
Attribute Description
AGE_P Age
R_MARITL Marital status
HYPEV History of hypertension
HEARAID Hearing aid use
RESTLESS Feelings of restlessness (frequency of feelings in past 30
days)
WRKLYR2 Job or business (last week, past 12 months)
ALCAMT Average number of alcoholic beverages consumed on days
when alcohol was consumed, within the past year.
ALC5UPYR Number of days during past year, when 5 or more
alcoholic beverages were consumed.
BMI BMI (body mass index)
SHTFLUYR Inﬂuenza vaccination during past 12 months
SHTPNUYR Pneumonia vaccination within past 12 months
HOMELESS Ever spent more than 24 h living on streets, in a shelter,
or in jail/prison
MILKKND Kind of milk usually used
FRUITY Number of times fruit consumed per year
FRIESY Number of times french fries, home fries, or hash brown
potatoes consumed per year
VITE Vitamin E supplement consumed during past 12 months
CALC Calcium supplement consumed during past 12 months
MDTOB1 Health care professional asked about smoking status
during past 12 months
SKNX Ever had head-to-toe skin examination
CREHAD Ever had sigmoidoscopy, colonoscopy, or proctoscopy
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attribute VIGFREQW (frequency of vigorous activity)
represents the data from the two previous attributes as a
single standardized measurement of frequency of vigorous
activity. Frequency of vigorous activity (VIGFREQW) was
retained, but its two source attributes (VIGNO and VIG-
TP) were removed. In cases where multiple attributes
represented similar concepts, the most concise representa-
tions were retained, and additional attributes deleted.
Attributes representing rare conditions were deleted. For
example, GTGRISK (genetic testing) was deleted because
fewer than 1% of respondents reported having undergone
genetic testing. SMHOME (number of days per week that
someone smokes in the household) was eliminated, despite
evidence suggesting a relationship between smoking in the
home and smoking cessation outcome [17–19]. Unfortu-
nately, this household smoking attribute could not be
transformed so as to exclude days attributable to cases
describing a current smoker, because it does not indicate
who smokes in the home, respondent or other household
member. One hundred sixty-two attributes, in addition to
the output attribute SMKSTAT1, were retained for auto-
mated attribute subset selection.
Automated attribute subset selection was implemented
with Weka v3-4 [16]. Exhaustive consideration of each pos-
sible combination of inputs was impossible due to compu-
tational constraints, so multiple search heuristics were
applied to the data in search of candidate subsets. Algo-
rithms included BestFirst (greedy selection of attributes
augmented by backtracking), GreedyStepwise (greedy
selection of attributes without any backtracking), and
GeneticSearch (a basic genetic algorithm [16,20]. CfsSub-
setEval, which considers information gain as well as redun-
dancy among inputs, was used as the evaluator [16].
Directional (or greedy) search algorithms, algorithms that
search for attribute subsets by sequentially adding or delet-
ing attributes are often eﬀective in selecting optimal feature
subsets, so a directional search (GreedyStepwise) was con-
ducted. However, directional searches may end premature-
ly due to local minima in the evaluation criteria. So, a
directional search algorithm augmented by backtracking
(BestFirst) was also implemented [21]. Genetic algorithms,
which employ some random consideration of attributes,
have also proven useful for optimal feature subset selec-
tion, and so a simple genetic algorithm was implemented
[20]. Four candidate subsets were created based on perfor-
mance estimates generated using 10-fold cross-validation.
Tenfold cross-validation is a technique for performance
estimation in which a database is randomly partitioned
into 10 equal folds. In each of 10 rounds of training and
testing, 9-fold are used as the training set and the ﬁnal
10th-fold is used as a testing data set. The fold used for
testing rotates in each of the 10 training/testing rounds.
Performance estimates are calculated from all testing
results.
In the context of attribute subset selection, each training
and testing round results in a list of attributes. So, theinclusion of an attribute in a candidate subset was based
on each attribute’s percent appearance over 10-fold. Per-
formance of the four candidate subsets was evaluated using
three classiﬁcation algorithms, j48 (decision tree induction
algorithm), Logistic (logistic regression), and MLP (multi-
layer perceptron, a backpropagation neural network algo-
rithm). The subsets contained similar attribute membership
and produced similar performance. An attribute subset
generated using the BestFirst algorithm produced the least
error, and was selected for further modeling. The attributes
included in the subset are described in Table 1.
The attribute subset was transformed using a one-of-N
scheme, so that for categorical attributes, each attribute-
value combination was represented by a binary input.
Rarely occurring attribute-value pairs, those occurring in
<1% of instances, were removed. See Table 2 for a descrip-
tion of the retained inputs, the inputs used to build the
logistic regression and BPNN classiﬁers. The attribute val-
ues were then normalized to the range (1, +1). Normali-
zation was necessary to in order to ensure comparable
scaling of inputs. Without normalization, optimal weights
would diﬀer dramatically for diﬀerent inputs. This can lead
to saturation of processing elements, a circumstance in
which the output of a processing element cannot be prop-
erly adjusted due to large attribute values but small incre-
mental weight adjustments [22]. Data were randomly
partitioned into a training set, consisting of 2/3 of the
instances, and a testing set, consisting of 1/3 of the instanc-
es. The training set was used to adjust weights of the
BPNN, while the testing set was used to evaluate and select
Table 2
Inputs
Input Type (Description)
AGEa Real
R_MARITL=1 Binary (Married—Spouse in household)
R_MARITL=2 Binary (Married—Spouse not in household)
R_MARITL=4 Binary (Widowed)
R_MARITL=5 Binary (Divorced)
R_MARITL=6 Binary (Separated)
R_MARITL=7 Binary (Never married)
R_MARITL=8 Binary (Living with partner)
R_MARITL=9 Binary (Unknown marital status)
HYPEV Binary
HEARAID Binary
RESTLESSa Ordinal (all, most, some, a little, none of the time)
WRKLYR2 Ordinal (job last week, no job last week/had job
past 12 months, no job last week or past 12
months)
ALCAMT Real
ALC5UPYR Real
BMIa Real
SHTFLUYR Binary
SHTPNUYR Binary
HOMELESS Binary
MILKKNDa Ordinal (whole, 2, 1, and 1/2%, non-fat or skim,
other)
FRUITY Real
FRIESY Real
VITE Binary
CALC Binary
MDTOB1=1a Binary (Yes)
MDTOB1=2a Binary (No)
MDTOB1=3 Binary (Doctor doesn’t ask—knows I smoke/use
tobacco)
MDTOB1=5 Binary (Did not see doctor in past 12 months)
SKNX Binary
CREHAD Binary
a Indicates >1% decrease in BPNN overall correct classiﬁcation rate
when input disabled in the BPNN model.
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estimates are calculated using the technique of 10-fold
cross-validation. However, at this point in the study, the
single training/testing split was used to decrease computa-
tional requirements of training multiple neural networks
for up to 100,000 rounds of weight adjustment.
2.3. Building the classiﬁer
After automated attribute subset selection using Weka
software, and the described deletion of rarely occurring
attribute-value pairs, Neuralware Professional II/Plus was
used to build a backpropagation neural network classiﬁer
of smoking cessation status [23]. The objective was to solve
a forced-choice binary classiﬁcation problem: current or
former smoker. Training implemented the normalized
cumulative delta rule and a hyperbolic tangent activation
function [24]. Multiple networks were constructed varying:
(1) connectivity, (2) number of hidden layers, and (3) num-
ber of processing elements within the hidden layers.
Overtraining was avoided through frequent assessment
of model iterations. After every 100 training epochs(rounds of training), performance (measured by overall
correct classiﬁcation rate) of the current model iteration
was assessed on the testing data set. If a model iteration
outperformed previous iterations, it was saved. If it did
not outperform previous iterations, training, and testing
continued. Each network trained for 30,000–100,000
epochs. The model iteration with the greatest overall cor-
rect classiﬁcation rate on the testing data were retained,
regardless of improvements on training data.
The optimal architecture (simplest architecture produc-
ing the best overall correct classiﬁcation rate) was the fully
connected multilayer perceptron, with additional direct
connections from the input layer to the output layer, a sin-
gle hidden layer and 25 hidden layer processing elements.
Additional hidden layer processing elements (up to 150)
did not improve performance. Performance deteriorated
when the architecture included fewer than 25 hidden layer
processing elements.
A logistic regression classiﬁer of smoking cessation sta-
tus was created for comparison with the BPNN classiﬁer,
using a method implemented by Weka v3-4, and the attri-
bute subset described in Table 1. Logistic regression is a
commonly used statistical technique for prediction of class
membership and often serves as a comparative technique in
studies of data mining methods, providing context for per-
formance measurements [25].
Performance of the BPNN and logistic regression classi-
ﬁers was evaluated using 10-fold cross-validation. A ran-
dom sample of 5000 actual positive and actual negative
test instances, exceeding sample size requirements
described by Hanley and McNeil, was drawn for estima-
tion of the receiver operating characteristic curve (ROC),
and Az (area under the receiver operating characteristic
curve) [26]. A test for diﬀerence between BPNN and logis-
tic regression Az was conducted using the procedure devel-
oped by Metz and colleagues, and implemented by
ROCKIT 9.0B [27,28].
Both the logistic regression and BPNN classiﬁers out-
put a real number, a probability of class membership.
Predicted class membership is then assigned according
to a threshold value. In this study, when the output meets
or exceeds the threshold value, predicted class member-
ship = current smoker. Otherwise, predicted class mem-
bership = former smoker. The ROC curve is
advantageous in evaluating binary classiﬁers that output
probabilities, because it visualizes the trade-oﬀ between
sensitivity and speciﬁcity at every possible threshold.
The curve can be used to select a threshold that maximiz-
es both sensitivity and speciﬁcity, or to select a threshold
that ﬁts a pre-deﬁned utility function Az, the area under
the ROC curve, provides a global measure of classiﬁer
performance that can be interpreted as the average true
positive fraction, averaged over all false positive fractions
[29]. It shares the statistical properties of the Wilcoxon
statistic, so overall performance among diverse classiﬁers,
regardless of threshold, can be compared using the Wilco-
xon statistic W [26].
Table 3
Classiﬁer performance
BPNN Logistic regression
Az (parametric) 0.7663 (0.0066) 0.7732 (0.0065)
Az (Wilcoxon) 0.7689 (0.0067) 0.7741 (0.0066)
95% asymmetric conﬁdence
intervals
(0.7532, 0.7790) (0.7602, 0.7857)
Kappa 0.4094 0.4223
Fig. 1. Binormal conventional ROC curves for BPNN and logistic
regression classiﬁers.
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See Table 3 for performance estimates. The conﬁdence
intervals of Az for both the BPNN and logistic classiﬁers
are narrow, and exceed random chance (Az = 0.5) by at
least 25% points. This ﬁnding indicates the performance
of both classiﬁers exceeds that of random chance. A graph
of the estimated ROC curves are presented in Fig. 1. The
graph illustrates the estimated true positive fraction
(TPF) at multiple values of the false positive fraction
(FPF).
For a diﬀerence between BPNN and logistic regression
Az, the test statistic = 0.7489 with two-tailed p val-
ue = 0.4539. These values indicate there is insuﬃcient evi-
dence to conclude the areas under the ROC curve diﬀer
at a = 0.05. This ﬁnding is visually supported by the
graphed ROC curves, which are virtually indistinct.
4. Discussion
The BPNN classiﬁer distinguished current smokers from
former smokers using the inputs described in Table 2. The
ability of the BPNN and logistic regression classiﬁers to
distinguish between current and former smokers, estimatedusing 10-fold cross-validation, exceeds that of random
chance. This ﬁnding indicates that the imprecise, but high
quality health survey data of the 2000 NHIS sample adult
ﬁle with cancer control module provide suﬃcient informa-
tion for classiﬁcation of smoking cessation status.
Aside from the determination that class separation
exceeds that expected by random chance, and the determi-
nation of diﬀerences in Az values, there are no objective cri-
teria for interpreting the BPNN classiﬁer’s speciﬁc Az value
[29,30]. However, the BPNN classiﬁer, with Az (Wilco-
xon) = 0.7689, can be likened to a well-known clinical test,
the cervicovaginal smear (pap smear) screening test for cer-
vical cancer. Using a pap smear to predict cervical cancer,
estimated Az = 0.7432 [31]. The nature of the two tests dif-
fers substantially, and performance was estimated using
diﬀerent methods and gold standards. However, the overall
performance of the BPNN classiﬁer in distinguishing self-
reported current smokers from former smokers is very sim-
ilar to the performance of the pap smear in distinguishing
cancerous cells from non-cancerous cells.
The possibility of errors in the reference must be consid-
ered, because self-reported smoking cessation status served
as the study’s gold standard. Survey respondents, cautious
about revealing current smoking behavior, may have mis-
represented their actual smoking cessation status. Saliva
cotinine veriﬁcation of smoking abstinence is a more reli-
able gold standard. However, collection of saliva swabs
from over 14,000 year 2000 survey participants is not justi-
ﬁed given the limited demand characteristics for false
reporting in a population-based survey [32]. Additionally,
some persons with former smoker status in the 2000 NHIS
may not have achieved permanent smoking cessation. Lit-
erature indicates that approximately 5% of smokers cease
to smoke for a part of each year, and that smokers may
attempt smoking cessation multiple times with or without
permanent success. However, most smoking cessation
relapse occurs within days of a quit attempt, and point
prevalence abstinence is commonly used as an outcome
measure in smoking cessation studies [33].
Though existent and better than random chance, the
BPNN classiﬁer’s separation of current and former smok-
ers are imperfect. The graphed ROC curves in Fig. 1 clearly
illustrate the trade-oﬀ between true positive rate and false
positive rate. In identifying every actual current smoker,
or even most actual current smokers using the classiﬁers,
many former smokers are incorrectly identiﬁed as current
smokers.
Although the BPNN classiﬁer was not created for a clin-
ical application, automated classiﬁers of smoking cessation
status may be useful adjuncts in community-level smoking
cessation interventions, enabling identiﬁcation of likely
current smokers outside of health care provider encounters.
Such a classiﬁer could be used to identify a subset of the
population for a smoking cessation intervention. Depend-
ing on the size of the population and the cost of the inter-
vention, the lift (increase in contact with true current
smokers given the number of ever smokers contacted)
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imperfect class separation, the trade-oﬀ between the true
positive rate (TPR) and false positive rate (FPR), can only
be evaluated in the context of a speciﬁc clinical application
and its costs. This methods study establishes the feasibility
of building such health behavioral classiﬁers, by demon-
strating the ability of one classiﬁer to distinguish between
current and former smokers, using health survey data.
Never smokers were excluded from this model due to
concerns that the information separating never smokers
from current smokers diﬀers from that which separates
current smokers from former smokers, and former smok-
ers from never smokers. This is a limitation of the classi-
ﬁer, because in some circumstances, it may be more
clinically useful to discern current smokers from never
or former smokers. In such a circumstance, a classiﬁer
or combination of classiﬁers could be created to discern
class membership amongst three classes (current, former,
and never smoker), ﬁrst discerning never smokers from
ever smokers, then discerning current smokers from form-
er smokers.
Direct interpretation of the BPNN classiﬁer is not pos-
sible due to its inherent complexity. However, the relative
importance of each input for the BPNN classiﬁer was
assessed by individually disabling each input and measur-
ing the resulting change in overall correct classiﬁcation
(OCC) rate. For ﬁve attributes (six inputs), disablement
resulted in >1% decrease in the OCC rate (see Table 2).
These inputs included: AGE (age in years), RESTLESS-
NESS (frequency of feelings of restlessness during past 30
days), BMI (body mass index), MILKKND (kind of milk
usually used), and MDTOB1 (health care professional
asked about smoking status during past 12 months).
Published literature supports a relationship between
concepts represented by most attributes in the subset and
smoking cessation status. However, three attributes
appeared novel. For these attributes, the literature search
failed to produce published evidence of a relationship
between concepts represented by the attributes and smok-
ing cessation status. These attributes were ‘‘CALC’’ (calci-
um supplement use within the past 12 months), ‘‘VITE’’
(vitamin E supplement use within the past 12 months),
and ‘‘SKINX’’ (ever having had a head-to-toe skin
examination).
Studies have examined dietary calcium intake and smok-
ing, as well as smoking and dietary calcium intake in rela-
tion to osteoporosis, bone density, and other health
conditions [34–36]. However, a search of MEDLINE failed
to produce a single study of calcium supplement use or
vitamin E supplement use among smokers. Initial reaction
to this ﬁnding included the thought that calcium supple-
mentation simply correlates with female gender. However,
calcium supplementation, not gender, emerged in the attri-
bute subset. Calcium supplement use and vitamin E supple-
ment use may indicate a general propensity among former
smokers to consume more vitamin/mineral/herbal supple-
ments than current smokers. A large population-basedstudy conducted by Gunther et al. [37] reported that a
greater percentage of former smokers (77.6%) used vita-
min/mineral supplements and/or herbal/specialty supple-
ments than current smokers (64.8%).
Head-to-toe skin examination (the attribute SKINX) is
the third apparently novel attribute. Existing literature
describes a greater propensity among former smokers (vs.
current smokers) to use preventive health services such as
screening tests and immunization programs [38,39]. So, it
is possible that head-to-toe skin examinations mark a
greater general propensity to use preventive health services
among former smokers vs. current smokers. Further study
is necessary to describe and examine the relationship
between calcium supplement use, vitamin E supplement
use, skin examinations, and smoking cessation status.
5. Conclusion
This study demonstrated the ability of backpropagation
neural networks to model and predict a health behavior,
smoking cessation, using health survey data. However, per-
formance of the BPNN classiﬁer did not exceed that of the
more interpretable logistic regression model. To fully assess
performance of smoking cessation classiﬁers, it is necessary
to assess performance of alternative classiﬁcation method-
ologies and alternative attribute subset selection tech-
niques, as well as the performance of smoking cessation
classiﬁers on clinical data. Poor data quality and missing
data, common in clinical data sets, create a vastly diﬀerent
classiﬁcation scenario.
In this study, use of automated attribute subset selection
techniques enabled consideration of many candidate attri-
butes as input for the logistic regression and BPNN classi-
ﬁers. Comparison of the attribute subset with published
literature resulted in identiﬁcation of three novel attributes.
Application of such data mining methods to large popula-
tion-based health surveys may aid in hypothesis generation
for health behavior research. It also aids identiﬁcation of
data most useful and important for speciﬁc health behav-
ioral classiﬁcation tasks. Such information may inﬂuence
the collection of data in health care settings that support
health behavior intervention.
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