Link prediction is an elemental challenge in network science, which has already found applications in guiding laboratorial experiments, digging out drug targets, recommending online friends, probing network evolution mechanisms, and so on. With a simple assumption that the likelihood of the existence of a link between two nodes can be unfolded by a linear summation of neighboring nodes' contributions, we obtain the analytical solution of the optimal likelihood matrix, which shows remarkably better performance in predicting missing links than the state-of-the-art algorithms for not only simple networks, but also weighted and directed networks. To our surprise, even some degenerated local similarity indices from the solution outperform well-known local indices, which largely refines our knowledge, for example, the number of 3-hop paths between two nodes more accurately predicts missing links than the number of 2-hop paths (i.e., the number of common neighbors), while in previous methods, longer paths are always considered to be less important than shorter paths.
In this paper, we assume that the likelihood of the existence of a nonobserved link from node i to node j can be unfolded by a linear summation of contributions from i's neighbors. Accordingly, we transfer link prediction to an optimization problem for the likelihood matrix, which can be solved analytically. We have tested our algorithms as well as the state-of-the-art benchmarks in 24 real networks from disparate fields, including 8 simple networks, 8 weighted networks and 8 directed networks. Extensive empirical comparison shows that our algorithms remarkably outperforms the similarity-based algorithm and slightly better than the maximum likelihood methods. At the same time, the time complexity of our algorithm is much lower than the maximum likelihood methods. We further analyze some degenerated local similarity indices for simple networks from the analytical solution, which still perform much better than many well-known local indices. Of particular interest, the direct count of 3-hop paths between two nodes i and j, say (A 3 ) ij where A is the adjacency matrix, give more accurate predictions for missing links than the widely used common neighbor index (A 2 ) ij . This finding shakes a common belief in graph mining that the statistics on shorter paths are more significant than those on longer paths, as indicated by the decaying factor in Katz index 24 and local path index 25 .
Algorithm
Considering an observed network G(V, E) with V and E being the sets of nodes and links, respectively. The corresponding adjacency matrix A is defined as a ij = 1 if there is a link from node i to node j, and a ij = 0 otherwise. For simple networks (i.e., undirected unweighted networks), A is symmetric, say a ij = a ji ; for directed networks, in general, a ij can be different from a ji ; for weighted networks, a ij denotes the weight assigned to the link from i to j, which is not necessarily equal to 1. In the following deviation, we use the general definition of A so that the results can be directly applied for directed and weighted networks.
We assume that the likelihood of the existence of a link from i to j, denoted by s ij , can be unfolded by a linear summation of contributions from i's neighbors, namely
where z kj is the contribution from node k to node j. In the likelihood matrix S (S = AZ, as defined in Eq. (1), which is also named as score matrix or similarity matrix in similarity-based algorithms), only the elements corresponding to nonobserved links are meaningful in link prediction, but the elements corresponding to observed links can be used to evaluate the rationality of S, because to be self-consistent, if a ij > a pq , s ij should also be larger than s pq . That is to say, the difference between A and S should be small. At the same time, to avoid overfitting, the magnitude of Z should also be small. Accordingly, the determination of the likelihood matrix S can be simply transferred to an optimization problem
where α is a free parameter that balances the two requirements and || · || denotes a certain matrix norm.
To make Eq. (2) solvable, we choose the Frobenius norm with power 2, namely to minimize reads
with its partial derivative being
Setting ∂E/∂Z = 0, we can obtain the optimal solution of Z as
where I is the identity matrix. The likelihood matrix S can be obtained as
Then, we rank all nonobserved links in a descending order according to their corresponding values in the likelihood matrix S, with the top-L links constituting the predicted results. The complete procedure of the proposed algorithm as well as an example of a small-size simple network are illustrated in Figure 1 .
Results
To test the algorithms accuracy, the set of links, E, is randomly divided into two parts: (i) a training set E T , which is treated as known information, and (ii) a probe set (i.e., validation subset) E P , which is used for testing and can be considered as missing links. No information in the probe set is allowed to be used for prediction, that is to say, in the calculation of S, the adjacency matrix
The task of a link prediction algorithm is to uncover the links in the probe set based on the information in the training set.
We adopt two standard metrics to quantify the algorithms' accuracy. The first one is called precision 26 , which is defined as the ratio of relevant elements to the number of selected elements.
That is to say, if we take the top-L links as predicted links, among which L r links are right (i.e., there are L r links in the probe set E P ), then the precision equals L r /L. The second one is called the area under the receiver operating characteristic curve (AUC value for short) 27 , which can be interpreted as the probability that a randomly chosen link in E P (i.e., a missing link that indeed exists but is not observed yet) is ranked higher than a randomly chosen link in U − E (i.e., a nonexistent link), where U is the universal set contains all possible links. If all scores are randomly generated from an independent and identical distribution, the AUC value should be about 0.5.
Therefore, the degree to which the value exceeds 0.5 indicates how much the algorithm performs better than pure chance.
* Simple Networks
We first test the present linear optimization (LO) method on eight simple networks (i.e., undirected and unweighted networks) from disparate fields, including a food web (FWF), a neural network (C.elegans), a friendship network (Hamster), an air transportation network (USAir), a rating network on movies (MovieRate), a protein-protein interaction network (Reactome), a software dependency network (JDK) and a rating network on Wikepedia (WikiRate). Detailed descriptions and fundamental statistics of these networks are shown in Supplementary Note 2. We compare the proposed method with seven benchmarks, namely the common neighbor (CN) index 17 , the Adamic-Adar (AA) index 28 , the resource allocation (RA) index 29 , the Cannistraci resource allocation (CRA) index 30 , the local path (LP) index 25 , the Katz index 24 and the structural perturbation method (SPM) 31 . Mathematical details for all benchmark algorithms, including those for weighted networks and directed networks, are presented in Methods. Table 1 
* Weighted Networks
Many real systems are naturally represented by weighted networks, since the strengths of links are highly heterogeneous and thus the binary representation will lose much information 32, 33 .
Accordingly, a number of methods are recently proposed to predict missing links in weighted networks [34] [35] [36] [37] [38] [39] . LO can be directly extended to weighted networks via replacing the adjacency matrix A by the weight matrix W, where w ij denotes link weight between nodes i and j and w ij = 0 if i and j are disconnected. To avoid the over contributions from some very strong links, we normalize weights by using a simple sigmoid function as
If all original weights are positive, the normalized weights w ′ lie in the range (1/2, 1), while in a more general case with negative links 40 , w ′ lie in the range (0, 1).
We test the weighted LO method on eight weighted networks (using "w-" in their names the weighted Adamic-Adar (WAA) index 34 , the weighted resource allocation (WRA) index 34 , the reliable-route weighted CN (rWCN) index 37 , the reliable-route weighted AA (rWAA) index 37 and the reliable-route weighted RA (rWRA) index 37 . Mathematical definitions are shown in Methods.
As shown in Table 2 , LO performs best, with remarkably higher accuracy than all other methods.
We also test the algorithms' robustness by varying the size of probe set from 5% to 50%. is. Predicting links in directed network is the most challenging problem in link prediction since both the link existence and link direction have to be determined by the algorithm 41 . Obviously, LO can be directly extended to directed networks by introducing an asymmetric adjacency matrix
* Directed Networks
A. Recently, a number of methods are proposed to solve this challenge [41] [42] [43] [44] . We compare the performance of LO with three kinds of algorithms: (i) the extension of local indices from simple networks to directed networks 44 , including directed CN (d-CN), directed AA (d-AA) and directed RA (d-RA); (ii) the potential theory (PT) that makes use of local organization principle to predict the existence of missing directed links 43 ; and (iii) the low rank (LR) approximation algorithm for directed networks 22 . Mathematical definitions are shown in Methods.
We test the directed LO method as well as the above benchmarks on eight directed networks Table 3 , LO performs best, with remarkably higher accuracy than all extended indices for directed networks and considerably higher accuracy than PT and LR. We also test the algorithms' robustness by varying the size of probe set from 5% to 50%. After observing the remarkably higher prediction accuracy of LO than other well-known local indices, we would like to uncover the underlying mechanism resulting in LO's advantage. By substituting Z * in Eq. (7), one obtains
Applying the Neumann series, if α < 1/λ 2 max (λ max is the largest eigenvalue of matrix A),
and thus Eq. (9) can be rewritten as
Comparing with the famous Katz index (i.e., βA + β 2 A 2 + β 3 A 3 + · · · , where the first term doesn't work since all unobserved links correspond to zero elements in A), the differences lie in three aspects: (i) The expansion of LO starts from A 3 (i.e., the number of 3-hop paths), instead of the usually considered item A 2 (i.e., the number of 2-hop paths or the number of common neighbors); (ii) LO only takes into account odd paths; (iii) Some items in Eq. (10) play negative roles. To look closer, we focus on two degenerated local indices from LO, say A 3 (named as DLO1) and A 3 − αA 5 (named as DLO2). Table 4 compares the prediction accuracy of CN, DLO1
and DLO2 on the eight simple networks. Two observations are highly striking.
First of all, DLO1 remarkably outperforms CN, which challenges our intuition that shorter paths indicate stronger correlation than longer paths 24, 25 . This is largely due to two following reasons. Firstly, DLO1 (i.e., the number of 3-hop paths) is more informative than CN (i.e., the number of 2-hop paths). Denoting e (2) the set of node pairs connected by at least one 2-hop path and e (3) the set of node pairs connected by at least one 3-hop path, then we calculate the fraction of node pairs connected by 3-hop paths in the set of node pairs having common neighbors 
As shown in Table 5 , for all the eight networks, P (3) < P (2) with P (2) very close to 1. That is to say, almost all node pairs being connected by at least one 2-hop path are also connected by at least one 3-hop path, while a considerable portion of node pairs connected by 3-hop paths do not have common neighbors.
Hence we say A 3 is more informative than A 2 . Secondly, DLO1 is more distinguishable than CN.
Denoting N the number of nodes in the target network and n 25 showed an extremal case that in the router-level Internet 45 99.59% of node pairs do not have common neighbors and 91.11% of those having common neighbors have just 1 common neighbor. In such case, the CN index is not distinguishable and the corresponding distribution of R (2) is highly concentrated. Therefore, we apply the famous diversity measure, called Simpson coefficient 46 , to quantify the distinguishabilities of DLO1 and CN, namely
where i runs from zero to its possibly maximum value. Obviously, the larger S corresponds to more diverse and thus more distinguishable distribution of R. As shown in Table 5 , A 3 is more distinguishable than A 2 (direct comparison between distributions of R (2) and R (3) is presented in Supplementary Note 5). Putting the above two reasons together, it is now not surprising that the number of 3-hop paths is a better index than common neighbors in link prediction.
Secondly, DLO2 remarkably outperforms DLO1. Clearly, as suggested by the well-known
Homophily mechanism 47 , if two nodes share many features, they have high probability to be directly connected 48 . Notice that, two nodes are probably connected by many 3-hop paths, and these paths may be built from independent reasons or may contain redundant information. The former usually indicates a higher similarity between the two nodes and thus to eliminate redundant correlation can improve the accuracy of link prediction 49 . Figure 3 shows two examples where nodes i and j are both connected by 4 3-hop paths, say (A 3 ) ij = 4. The 4 paths in Figure 3 (a) are independent while the 4 paths in Figure 3 (b) are overlapped. Indeed, in the latter case, there are only two independent paths connecting i and j. At the same time, the overlapping paths will result in densely connected local structure and thus larger value of (A 5 ) ij , since (A 5 ) includes the paths passing through a node by multiple times. Therefore, larger value of (A 5 ) ij indicates denser local connections and thus more redundance. This is the reason why to punish node pairs with many 5-hop paths will lead to better prediction as DLO2. In a word, we strongly suggest DLO1 (A 3 ) and DLO2 (A 3 −αA 5 ) two very good quasi-local indices for link prediction.
Discussion
This work starts from a very simple assumption that the likelihood of the existence of a link between two nodes can be unfolded by a linear summation of contributions of their common neighbors. The optimal likelihood matrix can be analytically obtained, with remarkably higher prediction accuracy than other state-of-the-art algorithms. The solution can be directly extended to weighted and directed networks, also with much better performance than well-known benchmarks.
In particular, link prediction in directed networks is a great challenge and the proposed LO algorithm shows a huge advantage as shown in Table 3 .
It is very interesting to notice that a formula similar to Eq. (6), named as ridge regression 50, 51 , was long ago proposed to estimate the solution of X in linear equations Y = AX + ε with A a singular matrix and ε the noise. Though the details of solutions of the two problems are different (e.g., the present solution does not involve noise ε or vector Y ), both method consider the usage of norm regularization to avoid the overfitting. Such regularization has recently found significant applications in disparate fields, such as brain science 52 and artificial intelligence 53 . Hence we believe the present linear optimization method could also find wide applications in graph mining and matrix completion.
Lastly, after finishing this work, we are happy to see strongly supportive experiments in a very recent preprint 54 , which shows that the number of 3-hop paths (named as L 3 , similar to DLO1) significantly outperforms CN index in predicting protein-protein interactions across multiple real datasets. Beyond biological explanations 54 , our work indeed provides a solid theoretical basis with a more universal perspective. In the future work, we intend to compare the degenerated local indices with other local methods based on extensive real data.
Methods
This section presents three categories of benchmark algorithms. The first category is for simple networks, including the common neighbor (CN) index 17 , the Adamic-Adar (AA) index 28 , the resource allocation (RA) index 29 , the Cannistraci resource allocation (CRA) index 30 , the local path (LP) index 25 , the Katz index 24 and the structural perturbation method (SPM) 31 . CN index is defined as
where Γ(x) and Γ(y) are sets of neighbors of nodes x and y, respectively. AA and RA indices assign small-degree neighbors more weights, as
and
LP index considers both contributions from 2-hop and 3-hop paths, as
where ǫ is a free parameter. Katz index considers all possible paths connecting nodes x and y with exponentially damped weights, as
where β is a free parameter. The SPM splits the observed network into two parts: a background network containing most links and a perturbation network containing a small portion of links.
It uses eigenvectors of the background network while eigenvalues of the observed network to approximately reconstruct the observed network and the large-value elements in the reconstructed network but not the observed network indicate missing links. Readers are encouraged to find the mathematical details in the original article 31 .
The second category is for weighted networks, including the weighted common-neighborhoodbased indices 34 (i.e., WCN, WAA and WRA) and the reliable-route weighted indices 37 (i.e., rWCN, rWAA and rWRA). They are mathematically defined as follows. 
The third category is for directed networks, including the directed common-neighborhoodbased indices 44 (i.e., d-CN, d-AA, d-RA), the low rank matrix completion method (LR method for short) for directed networks 22 , and the potential theory (PT) 43 . The directed commonneighborhood-based indices are defined as 
where Γ out (x) is the set of nodes that x points to, Γ in (y) is the set of nodes pointing to y, and S xy here denotes the likelihood of a directed link from x to y. The LR method decomposes the adjacency matrix into a low-rank matrix and a sparse matrix, where the former contains missing links and the latter contains spurious links. More details are presented in the original article 22 . PT assumes that the motifs obeying the potential theory are preferred, and thus links generating more preferred motifs are of higher likelihoods. Mathematical details can be found in the original article 43 .
