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The rate at which quantum communication tasks can be performed using direct transmission is
fundamentally hindered by the channel loss. Quantum repeaters allow, in principle, to overcome
these limitations, but their introduction necessarily adds an additional layer of complexity to the
distribution of entanglement. This additional complexity - along with the stochastic nature of
processes such as entanglement generation, Bell swaps, and entanglement distillation - makes finding
good quantum repeater schemes non-trivial. We develop an algorithm that can efficiently perform
a heuristic optimisation over a subset of quantum repeater schemes for general repeater platforms.
We find a strong improvement in the generation rate in comparison to an optimisation over a
simpler class of repeater schemes based on BDCZ repeater schemes. We use the algorithm to
study three different experimental quantum repeater implementations on their ability to distribute
entanglement, which we dub information processing implementations, multiplexed implementations,
and combinations of the two. We perform this heuristic optimisation of repeater schemes for each
of these implementations for a wide range of parameters and different experimental settings. This
allows us to make estimates on what are the most critical parameters to improve for entanglement
generation, how many repeaters to use, and which implementations perform best in their ability to
generate entanglement.
I. INTRODUCTION
The distribution of bipartite entanglement is criti-
cal for quantum communication tasks. Examples of
such tasks include conference key agreement [1, 2], clock
synchronisation [3–5], and secure multi-party quantum
computation [6]. Photonic transfer of quantum states
through optical fibre is one of the main candidates for
long-distance entanglement generation. This is due to
the potential of fast transmission speeds and the poten-
tial to be integrated with the hardware of classical net-
works. However, unlike classical bits, quantum states
cannot be copied [7, 8], which prevents us from amplify-
ing the signal at intermediate points. In fact, the rate of
entanglement generation over a fibre with transmissivity
η  1 necessarily scales linearly in η = exp
(
− LL0
)
[9–12],
where L is the total distance, and L0 is the attenuation
length. Thus, for large enough distances, the losses are a
limiting factor on the rate of entanglement generation.
Quantum repeaters aim to counteract the effects of
loss [13–16]. Quantum repeater schemes are built on the
concept of breaking the total length between two parties -
Alice and Bob - up into several shorter (elementary) links.
At the two end points of these elementary links there is a
repeater node, which is a collection of quantum informa-
tion processing devices. Depending on the scheme, the
nodes have different requirements ranging from storage
of quantum states to full-fledged quantum computation.
By generating and storing entanglement over the elemen-
tary links and performing Bell state measurements on the
locally held states, the distance over which entanglement
is present can be increased, until the two parties at the
end are entangled [13–16].
However, the imperfect operations during this process
lower the quality of the entanglement, potentially ruining
the benefits of utilising quantum repeater nodes. The ef-
fects of noise can be counteracted by using entanglement
distillation, which can (in general probabilistically) turn
multiple entangled pairs of lower fidelity into a smaller
amount of pairs with higher fidelity [17–19].
An entanglement generation scheme between two spa-
tially separated parties Alice and Bob consists of the
generation of entanglement over elementary links, en-
tanglement swaps and distillation. Our goal is to find
schemes that minimise the generation time of the entan-
glement between Alice and Bob for a given fidelity to
the maximally entangled state in a suitable experimental
model. However, finding optimal schemes is non-trivial
for two reasons. First, the amount of schemes that can
be performed grows super-exponentially in the number
of elementary links/nodes, making a full systematic op-
timisation infeasible (see [20] and Appendix A). Second,
entanglement generation, Bell state measurements, and
distillation are all processes that are in general probabilis-
tic. Finding the corresponding probability distributions
is believed to be computationally intensive [21–24].
For the reasons mentioned above, it seems necessary
to either approximate or simplify the problem. Notably,
in [20], an algorithm based on dynamical programming
was proposed capable of efficiently optimising repeater
schemes over the full parameter space. Under the heuris-
tic approximation that all processes finish at the average
time and there is no decoherence over time in the quan-
tum memories, the algorithm constructs the scheme for a
large chain combining the optimal solutions over smaller
links.
We take a different route. Instead of approximating
the behavior of the schemes by the mean, we simplify
the problem by considering a relevant subset of schemes.
In particular, we consider schemes that succeed at all
levels near-deterministically. Such schemes have the
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2benefit of having a small variance of the fidelity and
generation time. We note that the requirement of being
near-deterministic does not imply that our algorithm
cannot handle non-deterministic processes. High success
probabilities can be enforced even when certain processes
are not deterministic - in that case, the probability of a
single success can be increased by repeating the process
a number of times, ensuring that the whole process can
be made near-deterministic, see Section II for further
details. Furthermore, this allows us to calculate the
success probability of a scheme exactly, even when more
complicated protocols such as distillation and proba-
bilistic swapping are performed. Finally, this approach
also allows us to calculate the average noise experi-
enced during storage, in contrast to [20], see Appendix C.
In this paper, we detail an algorithm (publicly avail-
able as a Python script at [25]) that performs a heuristic
optimisation over the set of near-deterministic schemes
when there are n elementary links in O (n2 log(n)) time,
and O (n log(n)) time if all the nodes have the same
parameters and are equidistant. Concretely, the input
to our algorithm is given by the experimental param-
eters of the nodes and connecting fibres, the distances
between adjacent nodes, the possible protocols for ele-
mentary pair generation, swapping and distillation, and
a set of algorithm-specific parameters, see Section IID 3.
The algorithm returns a collection of optimised schemes
for generating entanglement between Alice and Bob.
We exploit the fact that our algorithm is not specific to
any particular experimental setup, which allows for the
optimisation over repeater schemes for several types of
platforms.
The experimental platforms that we consider can be
split up into three types:
• Information processing platforms - Information
processing (IP) implementations have the ability
to store quantum states and perform operations on
them, such that it is possible to perform distilla-
tion. However, the number of quantum states that
can be processed at the same time is presently lim-
ited to a small number. Examples of information
processing implementations include systems such
as trapped ions [26–28], nitrogen-vacancy centres in
diamond [29, 30], neutral atoms [31–33], and quan-
tum dots [34, 35].
• Multiplexed platforms - Multiplexed (MP) imple-
mentations lack the ability to properly perform op-
erations on the stored states, prohibiting distil-
lation. However, a large number (104 − 107) of
states can potentially be generated, transmitted
and stored simultaneously with such implementa-
tions, effectively increasing the success probability
for the elementary pair generation. Examples of
such implementations include the different types of
atomic ensembles [36–38].
• A combination of information processing and mul-
tiplexed platforms - Multiplexed platforms can over-
come the effects of losses over the elementary links
more easily than information processing platforms,
but suffer from the lack of control and long co-
herence times available to information processing
platforms. This motivates a combination of the
two. That is, the elementary pair generation is
performed with a multiplexed implementation, af-
ter which the quantum state is transferred into an
information processing system. Such a combined
setup benefits from the high success probability of
the generation of the elementary pairs, together
with the ability to perform entanglement distilla-
tion and longer coherence times.
We find that the optimisation returns schemes that
outperform a simplified optimisation over more struc-
tured schemes, similar to those in [13–16]. This high-
lights the complexity of repeater protocols for realistic
repeater chains and the non-trivial nature of the optimi-
sation problem. With such optimised schemes in hand we
use our algorithm to study a range of questions, such as
which setups hold promise for near-term quantum net-
works, how many nodes should be implemented, and
which experimental parameters are the most important
to improve upon.
In Section II we detail the basics of our algorithm,
which takes as input an arbitrary repeater chain configu-
ration, and returns a collection of heuristically optimised
schemes which generate entanglement between two spec-
ified nodes, i.e. the schemes have an optimal trade-off
between the fidelity and generation time (over the set
of considered schemes). This section also contains the
heuristics we use to reduce the search space/complexity
of the algorithm in Section IID (with further details in
Appendices A and B regarding the complexity/runtime)
and closes with the pseudocode of our algorithm in Sec-
tion IID 3. Section III contains an overview of how we
model the three experimental platforms considered in
this paper, namely information processing (Section IIIA)
implementations, multiplexed (Section III B) implemen-
tations, and a combination of the two (Section III C). We
then use the algorithm to heuristically optimise over re-
peater schemes for each of the implementations for sev-
eral different scenarios in Section IV. We close with a
discussion of the results and the algorithm in Section V.
II. ALGORITHM DESCRIPTION
In this section we first explain the general structure
of quantum repeater schemes (Section IIA). We then fo-
cus on the construction of so-called near-deterministic
schemes (Section II B). Afterwards, we first detail a non-
scalable brute-force algorithm for optimising over such
near-deterministic schemes (Section IIC), after which
we provide a feasible algorithm by implementing certain
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FIG. 1: Elementary pair generation (EPG) between
adjacent nodes QRi and QRi+1. The schemes take a
number of rounds r = r∗, even if entanglement is
generated at an earlier round. See main text for further
details.
heuristics into the brute-force algorithm (Section IID).
Appendices A and B contain a more explicit discussion
regarding the complexity/runtime with and without the
heuristics implemented.
A. Structure of quantum repeater schemes
The goal of a quantum repeater scheme is to dis-
tribute an entangled state between two remote parties
Alice and Bob. Quantum repeater schemes are built up
from smaller schemes. Schemes are constructed by per-
forming ]connection and distillation protocols on pairs of
smaller schemes.
Connection protocols extend the range over which en-
tanglement exists. This can be done by elementary pair
generation and entanglement swapping. Elementary pair
generation (EPG) creates entanglement over elementary
links, see Fig. 1. Entanglement swapping transforms two
entangled states over two shorter links to an entangled
state over a larger link using a Bell state measurement,
see Fig. 2.
Distillation protocols allow to (possibly probabilisti-
cally) convert two entangled states to a single, more
entangled state using only local operations and classi-
cal communication [18, 39]. There exist more compli-
cated protocols, where an arbitrary number of entangled
states are converted to a smaller number of entangled
states [40, 41]. Here, we only consider distillation proto-
cols taking two states to a single one [42]. See Fig. 3 for
an illustration of a distillation protocol.
B. Near-deterministic schemes
Entanglement generation schemes should preferably
minimise the average generation time for a given fidelity
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FIG. 2: Entanglement swapping between two entangled
pairs between links (QRi, QRj) and (QRj , QRk). By
performing a Bell state measurement on the two local
states at QRj , the two entangled states turn into one
entangled state between (QRi, QRk). The schemes take
a number of rounds r = r∗ even if the scheme succeeds
at an earlier round, see main text for further details.
Note that the distances over which the entanglement
has been generated for the links (QRi, QRj) and (QRj ,
QRk) need not be the same.
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FIG. 3: Example of a generic entanglement distillation
protocol, transforming (possibly probabilistically) two
entangled states to a single, more entangled state
between nodes QRi and QRj , using only local
operations and classical communication. The schemes
take a number of rounds r = r∗ even if distillation
succeeds at an earlier round, see main text for further
details. Note that QRi and QRj do not have to be
directly connected by a fibre.
F . However, the generation and distribution of entangle-
ment is a stochastic process, greatly complicating the op-
timisation over such schemes. Here, we simplify the prob-
lem by demanding that every step of the entanglement
generation scheme is near-deterministic. This require-
ment can be enforced even when some of the processes
are not deterministic, such as elementary pair generation
or Bell swaps. The probability of having at least a single
success can be increased by repeating the whole scheme
up until that point for multiple attempts [43]. Near-
deterministic schemes deliver a state with high probabil-
ity at a specific time T , and it is this generation time T
4that we use as our metric in this work [44].
Let us exemplify this idea through a process for ele-
mentary pair generation (EPG). This process might have
a very small probability p to succeed in a single attempt,
which takes a time Tattempt to perform. The probability
of having at least a single success after r attempts, is
psingle success = 1− (1− p)r . (1)
Thus, the probability of having at least one success
can be increased to no less than pmin by trying for
r =
⌈
log(1−pmin)
log(1−p)
⌉
attempts. We now consider protocols
where the state is stored until a total time r ·Tattempt has
passed, even if a success occurs before r attempts have
passed. This ensures that a state can be delivered near-
deterministically (i.e. with probability at least pmin) at a
pre-specified time T = r · Tattempt. However, it comes at
the cost of increased decoherence, since the state might
have to be stored for a longer time (see [23] for a related
concept).
Consider now the success probability of distillation
protocols and (optical) Bell state measurements. Both
protocols require the two states to be present, which
holds with probability equal to the product of the prob-
abilities of the two individual schemes having succeeded.
Furthermore, distilling and swapping typically have a
non-zero failure probability, potentially decreasing the
success probability even further. However, we can use the
same strategy used previously to increase the total suc-
cess probability. That is, by repeating the whole scheme
up to that point, it is possible to increase the success
probability to at least the threshold pmin. Let us consider
this concept for the example of a swap operation between
two elementary pairs. The total success probability can
now be increased by repeating the whole process of gen-
erating both elementary pairs and performing the swap
operation.
This concept can be extended to more complex re-
peater schemes, ensuring that each step in the repeater
scheme succeeds with high probability. A repeater
scheme can thus be constructed by combining protocols
from the ground up, where the average state, generation
time T , and success probability p of each scheme are only
a function of the number of attempted rounds r, the pro-
tocol used, the parameters of the repeater chain, and the
used schemes. We show an example of how such schemes
can be constructed in Fig. 4.
We note here that such near-deterministic schemes re-
quire us to keep states stored for some time, even if the
underlying process has already succeeded, similar to the
approaches in [23, 45]. This evidently comes at the cost
of increased storage times, and thus a greater amount
of average decoherence. Near-deterministic schemes also
have benefits, however. Firstly, with near-deterministic
schemes it is possible to make the variance of the resul-
tant probability distributions arbitrary small by increas-
ing pmin. Thus, near-deterministic protocols are able to
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FIG. 4: Schematic description of how near-deterministic
schemes are constructed from the protocols shown in
Figs. 1, 2 and 3. Here entanglement is generated
between the nodes A and B, using an intermediate node
labelled by QR. The overall structure is that of a binary
tree (modulo the leaves indicating elementary pair
generation, indicated by EPG), since swapping and
distillation is always performed between exactly two
schemes. Each sub-tree is required to succeed with
probability at least pmin, which can be enforced by
repeating the whole sub-tree for a number of attempts
r. Here, the specific number of attempts is indicated by
rb, b ∈ {1, 2, 3, 4, 5}.
deliver entanglement at a pre-specified time with high
probability, which may be important for quantum infor-
mation protocols consisting of multiple steps [45], such
as entanglement routing [46, 47]. Secondly, it is possible
to calculate exactly the generation times and fidelities of
near-deterministic schemes with relative ease, allowing
for the optimisation over such schemes.
Let us compare near-deterministic schemes with the
more general class of schemes considered in [20]. Both
frameworks take as building blocks a similar set of prob-
abilistic protocols. In [20], the protocols are freely com-
bined which makes challenging to estimate the average
time they take to generate entanglement. This problem
is sidestepped in [20] by heuristically assuming that all
protocols take average time. In contrast, in our frame-
work, we combine protocols in blocks that have high suc-
cess probability and take a fixed amount of time. This
reduces the class of schemes but allows us to estimate
exactly the generation time and the fidelity of the state
generated.
5C. Brute-force algorithm
We now introduce a brute-force algorithm to opti-
mise entanglement distribution over the set of near-
deterministic schemes between two distant nodes Alice
and Bob. The algorithm takes as input the experimen-
tal parameters of the nodes and connecting fibres, the
distances between adjacent nodes, a set of protocols for
elementary pair generation, swapping and distillation, a
minimum success probability and a limit on the maxi-
mum number of attempts and the maximum number of
distillation rounds. The output consists of a data struc-
ture containing the schemes that minimise generation
time parametrised by success probability and fidelity.
The brute-force algorithm generates and stores every
possible scheme that can be created from the input con-
ditions. Then for each achieved fidelity, it walks over the
stored schemes to find the scheme minimising the genera-
tion time achieving at least that fidelity. In the following
we sketch only the first part, as this is enough to argue
that such an approach is non-scalable.
First, the algorithm takes the set E of protocols for ele-
mentary pair generation, together with the different num-
ber of attempts considered (of which there are at most
rdiscr), and explores all possible combinations of elemen-
tary pair generation protocols and number of attempts
for each elementary link. Each of these combinations is
stored if the success probability is larger than a specified
pmin.
Next, the algorithm takes the set of distillation proto-
cols D and a maximum number of distillation rounds m.
For each elementary link, the algorithm loops over the
number of distillation rounds: 1, . . . ,m. For each num-
ber of rounds, the algorithm explores all combinations
of pairs of schemes, number of attempts and distillation
protocols and stores the resulting scheme if the success
probability is larger than pmin.
The algorithm then proceeds iteratively over links of
length i ∈ {2, 3, . . . ,n}, where n is the total number of el-
ementary links between the target nodes. Each iteration
is divided into a swapping and a distillation step.
In the swapping step the algorithm considers all adja-
cent links of lengths i1, i2 such that i1 + i2 = i. For each
valid pair of adjacent links and for each pair of schemes
stored over the adjacent links, the algorithm explores all
combinations of number of attempts and protocols in the
set of swapping protocols S. It stores a resulting scheme
if the success probability is larger than pmin.
In the distillation step, the algorithm proceeds analo-
gously to the description above for distillation over ele-
mentary links.
While the approach just described might work for
a very small chain, the number of schemes grows too
quickly. In particular, the number of schemes to consider
in the brute-force approach is lower bounded by
O
((
(rdiscr)2 · |E| · |S|
)n)
(2)
when distillation protocols are not considered and by
O
(
(rdiscr · |E| · |S| · |D|)2
m·n)
(3)
when distillation is considered. Here n is the number
of elementary links, |E| is the number of ways elemen-
tary pairs can be generated (due to for example varying
a parameter over some set of values), |S| the number of
swapping protocols, |D| the number of distillation proto-
cols, rdiscr the different number of attempts considered,
and m the number of distillation rounds (see Appendix
A).
D. A heuristic algorithm
Now we introduce an efficient heuristic optimisation al-
gorithm. The heuristic algorithm takes as starting point
the brute-force algorithm presented before and incorpo-
rates a number of modifications that reduce the search
space, thus overcoming the fast-growing complexity of
the brute-force algorithm. We divide the modifications
into heuristics for the pruning of schemes and heuristics
for good schemes and detail them in the following. In the
following we first discuss the modifications to the brute-
force algorithm before presenting the pseudocode of the
algorithm and analysing its complexity.
1. Heuristics for the pruning of schemes
The brute-force algorithm explores a grid of param-
eters at each step and stores all schemes with success
probability above pmin independently of their quality. In-
stead, we can identify schemes that either are unlikely to
combine into good schemes at subsequent steps or are
very similar to existing schemes and not store them.
A first strategy is to only store schemes that deliver a
state with fidelity above the threshold Fthreshold ≥ 12 .
A second strategy is to coarse-grain the fidelity
and success probabilities. For this, the algorithm
rounds the fidelity F and success probability p of
each scheme to F˜ and p˜, the closest values in the
sets [Fthreshold, Fthreshold + εF , Fthreshold + 2εF , . . . , 1]
and [pmin, pmin + εp, pmin + 2εp, . . . , pmax] (see Ap-
pendix B).
If no scheme with the same F˜ and p˜ exists, the scheme
is stored. Otherwise, we compare the two generation
times of the two schemes. If the old scheme has a lower
generation time, the new scheme is not stored. Other-
wise, the new scheme replaces the old one. We note here
that the actual values of F and p are stored, and not the
values F˜ and p˜.
The third strategy consists in pruning sub-optimal pro-
tocols after having considered all protocols over a given
link. A scheme is sub-optimal if there exists another
scheme over that link with the same p˜ which has a lower
generation time but equal or higher fidelity. We detail
6the implementation of the above pruning heuristics in
Algorithm 2.
2. Heuristics for good schemes
Pruning reduces the amount of sub-optimal schemes
that are kept stored. This prevents those schemes from
being combined with other schemes, reducing the algo-
rithm runtime. However, it would be preferable if those
schemes would not even be considered in the first place.
For this reason, we use heuristics on what schemes to
consider. The heuristics that we use are banded distilla-
tion, banded swapping, and the bisection heuristic, which
we will detail in what follows.
Many distillation protocols acting on two states yield
states of fidelity larger than the input states only when
the input states have fidelities that are relatively close to
each other [48]. This motivates restricting distillation to
states that have fidelities F1 and F2 separated at most
by some threshold εdistill,
|F1 − F2| ≤ εdistill . (4)
This heuristic, first considered in [49] is called banded
distillation.
Inspired by banded distillation we introduce a sim-
ilar heuristic for entanglement swapping that we dub
banded swapping. A naive extension of banded distil-
lation to swapping would be to require that the abso-
lute difference of the fidelities of the two swapped states
be small. However, by investigating the heuristically
optimised schemes, our numerical exploration (see Ap-
pendix B) suggests that the number of nodes over which
the entanglement is generated also plays a role. In par-
ticular, we find that it is sufficient to restrict swapping
to states that satisfy,
|i1 − i2| ≤ 2 log(i1 + i2 − 1), (5)
and ∣∣∣∣ log(F1)i1 − log(F2)i2
∣∣∣∣ ≤ εswap (6)
where εswap controls the granularity of the heuristic,
F1, F2 are the fidelities of the two states, and i1, i2 is
the number of links over which the entanglement was
generated, e.g. the number of elementary links between
QRi-QRj and QRj-QRk in Fig. 2, respectively. We note
that the first condition was already present in [20].
The third heuristic - which we call the bisection heuris-
tic - is inspired by the BDCZ scheme [13]. Similarly to the
BDCZ scheme, it applies to symmetric repeater chains.
That is, repeaters chains where all nodes have the same
parameters and are connected by identical elementary
links. However, unlike the BDCZ scheme which is only
applicable if the number of elementary links is equal to
a power of two, the bisection heuristic is applicable inde-
pendent of the number of elementary links.
The heuristic works as follows. Factorisation allows us
to write the total number of elementary links as n = 2j ·h,
where j is the number of times n is divisible by 2, and
h is the odd part of n. First, an optimisation is per-
formed over a link of length h. From then on, similar to
the BDCZ scheme, swapping only occurs between entan-
glement that has been generated over a total number of
elementary links equal to a multiple of h. This heuristic
has the possibility of dramatically reducing the algorithm
runtime for certain values of n.
3. Pseudocode of the heuristic algorithm
We now present the pseudocode of the heuristic al-
gorithm. The general algorithm is described in Algo-
rithm 3, while the subroutines for storing the schemes
and for the pruning heuristic are given in Algorithm 1
and Algorithm 2.
The algorithm takes as input an additional number of
parameters on top of the parameters already discussed
for the brute-force algorithm. These parameters regard
the heuristics and were described in the previous section.
These parameters are εF , εp (the discretisation used for
the pruning of schemes for the fidelity and success prob-
ability, respectively), Fthreshold and pmax (the minimum
values required to consider a scheme for the fidelity and
success probability, respectively). A software implemen-
tation requires also a number of experimental parameters
for characterising the hardware and estimating the out-
put of each scheme, however we leave the explicit descrip-
tion of the hardware parameters out of the pseudocode.
For details of the actual implementation, please refer to
the repository [25].
4. Complexity and runtime of the heuristic algorithm
As we show in Appendix A, the heuristics allow us
to go from a number of considered schemes that grows
super-exponentially in the number of links, to a number
of schemes that is upper bounded by
O
(
2 · rdiscr
(
(1− Fthreshold) (1− pmin)
εF εp
)2
n2 log (n)
)
,
(7)
implying that the number of considered schemes is now
only on the order of n2 log(n), as opposed to super-
exponential in n. Here rdiscr is the maximum number
of values allowed for the number of attempts r, Fthreshold
the minimum fidelity we allow a scheme to have, pmin
the minimum accepted success probability, εF , εp, are
the discretisation used for the coarse-graining and n the
number of elementary links. Furthermore, in the case of
7a symmetric repeater chain (i.e. every node has the same
parameters and the nodes are equidistant), the optimisa-
tion can be further simplified. As we show in Appendix
A, the number of schemes to consider in the symmetric
case is upper bounded by
O
(
rdiscr
(
(1− Fthreshold) (1− pmin)
εF εp
)2
n log (n)
)
.
(8)
In practice, we find that our algorithm runtime ranges
from approximately 100 seconds to approximately 100
minutes, when considering 1 and 35 intermediate nodes
for a symmetric repeater chain, respectively. We inves-
tigate the effects of the heuristics on the algorithm run-
time in more detail in Appendix B, where we perform an
experimental analysis of the algorithm runtime and its
‘accuracy’ when varying εF , εp, εswap, and εdistill. We
use these results to settle on the values for εF , εp, εswap,
and εdistill. We only investigate the bisection heuristic
when going to a larger number of nodes in Section IVC.
Algorithm 1: StoreScheme, subroutine for
storage of the schemes.
Input: scheme, store, pmin, Fthreshold, link, εF , εp
Output: store with scheme possibly added
F ← fidelity stored in scheme ;
p← probability stored in scheme ;
nεp ← argminn∈N s.t. p < pmin + n · εp;
nεF ← argminn∈N s.t. F < Fthreshold + n · εF ;
if F ≥ Fthreshold then
if store[link][nεp ][nεF ] already exists then
T ′ ← generation time of store[link][nεp ][nεF ];
if T<T’ then
store[link][nεp ][nεF ]← scheme
end
else
store[link][nεp ][nεF ]← scheme
end
end
return store
III. PLATFORM MODELS
The algorithm discussed is independent of the under-
lying physical implementation, and can thus be applied
to several experimental platforms. We use our algorithm
to study three different types of platforms encapsulating
a large range of technologies. The three platforms share
the capability to store quantum information but differ in
their quantum information processing capabilities. We
call these platforms: information processing platforms,
multiplexed platforms, and combined platforms. Infor-
mation processing platforms have the ability to perform
operations on the stored qubits, but are currently lim-
ited to a small number of qubits. Multiplexed platforms,
on the other hand, lack the ability to perform opera-
tions on stored states, but can generate and store a po-
tentially very large number of different states simulta-
neously. Obviously, these platforms differ greatly, but
both approaches have complementary qualities for long-
distance entanglement generation. This motivates us to
also compare a combination of the two. That is, a setup
where the elementary pairs are generated with a multi-
plexed platform, but swapping and distillation are per-
formed by an information processing platform.
In the rest of the section, we discuss the basics of each
of the implementations and the modelling of the under-
lying processes.
A. Quantum repeaters based on information
processing platforms
We call information processing (IP) platforms those
that have the capability to perform gates on the stored
states, thus enabling entanglement distillation. The
number of quantum states that can be stored and pro-
Algorithm 2: Prune, prunes the sub-optimal
schemes stored for a given link.
Input: store, pmin, link, εp
Output: store with sub-optimal schemes over link
pruned
for n ≥ 0 s.t. pmin + n · εp ≤ 1 do
orderedSchemes ← store[link][n], ordered by fidelity
from high to low;
N ← size of orderedSchemes;
maxTime ← generation time of orderedSchemes[0];
for i← 1, . . . ,N do
if maxTime ≤ generation time of
orderedSchemes[i] then
Remove orderedSchemes[i] from store[link][n]
else
maxTime ← generation time of
orderedSchemes[i]
end
end
end
return store
cessed is presently limited. Experimental information
processing platforms that have demonstrated excellent
control over storage qubits include NV centres in dia-
mond [19, 30, 45, 50–53], neutral atoms [31, 32], color
centers in diamond [54, 55], quantum dots [56–58], and
trapped ions [26–28].
In this work we consider two protocols for the genera-
tion of elementary pairs for information processing plat-
forms. These protocols are the single-click- [59–61] and
double-click protocol [62]. We give an example based on
nitrogen-vacancy centers in diamond in Fig. 5. We stress
that this is just one example of an information processing
platform, and that our algorithm can be applied to other
platforms.
8FIG. 5: An example of an elementary link implemented
with an information processing platform. The two
nodes are connected by a fibre with a beamsplitter in
the middle and two detectors. For the case considered
in this figure, the two nodes are nitrogen-vacancy
centres in diamond. For both protocols, the two nodes
both send one-half of an entangled state to the middle,
which after interference and successful detection leads
to a shared state between the two nodes. Figure taken
with permission from [61].
The setup for both the single-click and the double-click
protocols consists of two nodes with at least one mem-
ory qubit. The two nodes are connected via an optical
channel to an intermediate beamsplitter station with a
detector at each of the output ports (see Fig. 5).
Let us now detail first the single-click protocol. The
qubits at the nodes are prepared in a superposition of
the ground state (|↓〉) and the first excited state (|↑〉):
sin(θ) |↓〉+ cos(θ) |↑〉. Upon receiving an appropriate ex-
citation signal, the memory emits a photon (|1〉) if it
is in the excited state, and no photon (|0〉) otherwise.
Since the memory qubit is in a superposition, this re-
sults in a memory-photon entangled state sin(θ) |↓〉 |0〉+
cos(θ) |↑〉 |1〉. The two photons are then directed to and
interfered on the intermediate beamsplitter. One experi-
mental complication here is that the phase picked up by
the photons as they travel through the fibre is unknown
unless the fibres are stabilised. However, if this is the
case, upon the detection of a single photon (single-click)
at the beamsplitter station, the creation of an entangled
pair can be heralded to the two nodes.
The double-click protocol on the other hand does not
rely on phase-stabilisation. For the double-click protocol,
each node prepares a qubit in a uniform superposition of
the ground and first excited state [62]. By applying spe-
cific pulses to the qubits, a photon will be coherently
emitted in the early or late time-bin, depending on the
state of the qubit at the node. The photons are then
interfered at the beamsplitter station. The entanglement
between the two qubits is heralded to the two nodes upon
the detection of two consecutive clicks at the beamsplit-
ter station. While the double-click protocol does not re-
quire phase-stabilisation, it has a lower success rate in
comparison to the single-click protocol.
The parameter θ is tuneable, which allows for a trade-
off between the success probability and the fidelity of the
heralded state for the single-click protocol [19, 61, 63].
For the double-click protocol there is no such trade-off
however.
For the single-click protocol we use the error model
from [61]. For the double-click protocol we use the error
model from [62].
Entanglement distillation across two separated matter
qubits has been achieved with an NV-centre setup [19],
where a specific entanglement distillation protocol [63]
was implemented. This distillation protocol is optimal
when the involved states are correlated in a particular
manner [64]. In general however, the states that we con-
sider are not of this form. For this reason, we will con-
sider here only the DEJMPS protocol [39], which was
originally designed to work well for maximally entangled
states with depolarising noise. In this protocol, we first
apply a local rotation on each of the qubits, then two
local CNOT operations, and measure the targets of the
CNOT operations in the computational basis. We deem
the distillation to be a success when the measurement
outcomes are equal.
We now sketch the underlying abstract error models
and the various experimental parameters.
State preparation for the generation of elementary
pairs takes some time tprep, performing the gates for dis-
tillation takes time tdistill, and performing a Bell state
measurement takes time tswap. State preparation is also
imperfect, which we model as dephasing with parameter
Fprep. States stored in the memories for a time t are
subject to decoherence. We model this decoherence as
joint depolarising and dephasing noise, see Appendix C
for details on the decoherence model.
The fibre has a refractive index of nri and an attenu-
ation length L0. The attenuation length is defined such
that η = e−L/L0 , where η is the transmissivity and L
the length of the fibre. There are three other sources
of photon loss that we model [61, 65] - the probability
of successfully emitting a photon pem, the probability
of emitting a photon with the correct frequency and it
not being filtered out (conditioned on having emitted the
photon) ppps and the probability of the detector success-
fully clicking when a photon is incident pdet.
Applying gates induces noise on the states. Perform-
ing a Bell state measurement induces depolarising and
dephasing with parameters λBSM, depol and λBSM, deph,
respectively. Performing the CNOT operations for dis-
tillation also leads to depolarising and dephasing with
parameters λCNOT, depol and λCNOT, deph, respectively.
Furthermore, we model measurement errors by apply-
ing depolarising noise with parameter λmeas. depol. before
measuring a state. Finally, the uncertainty in the phase
stabilisation ∆φ induces dephasing in the state prepara-
tion for the single-click protocol (see [61]).
B. Quantum repeaters based on multiplexed
platforms
Multiplexed (MP) platforms are a promising candidate
for quantum repeater implementations [36–38, 66]. While
multiplexed platforms lack the ability to perform gates
9on the states stored in the memories, they have the po-
tential to process a large number of states simultaneously,
which can dramatically increase the probability at which
elementary pairs can be generated. Here we discuss the
basics of a model for the quantum repeater scheme pro-
posed in [38] (see Appendix D). This repeater scheme
uses photon-number and spectrally resolving detectors,
frequency-multiplexed multimode memories, and para-
metric down conversion (PDC) sources.
An elementary link consists of two PDC sources, each
located at one of the two nodes. The PDC sources emit
entangled states for a large set of frequencies. One half
of each entangled state is sent towards a jointly collo-
cated quantum memory, which can store a large number
of modes simultaneously. The other half is sent to an
intermediate station between the two nodes, where it in-
terferes on a spectrally-resolving beamsplitter with the
corresponding state sent from an adjacent node. If at
least one successful click pattern is detected at the output
of the beamsplitter, the information of the correspond-
ing mode is sent to the nodes. The information is used to
filter out the other modes, after which frequency conver-
sion is performed to a predetermined frequency at each
of the nodes. The frequency conversion to a predeter-
mined frequency ensures that at each node the successful
modes from the two adjacent links can interfere at a local
beamsplitter station. Photon-number resolving detectors
are collocated at the output of the local beamsplitter to
identify and discard multiphoton events. A schematic
description can be found in Fig. 6.
Let us now investigate the parameters underlying
the scheme we have just described. Consider a PDC
source emitting entangled states with time-bin encod-
ing. An ideal source would emit states of the form
1√
2 (|10, 01〉+ |01, 10〉), where the notation |nm,mn〉 in-
dicates n/m photons in the ‘early/late’ bin in one half
of the state and m/n photons in the ‘early/late’ bin in
the other half. However, realistic PDC sources include
additional terms. The resulting state can be approxi-
mated [38] by a state of the form
|ψNs〉 =
√
p0 |00, 00〉+
√
p1
2 (|10, 01〉+ |01, 10〉)
+
√
p2
3 (|20, 02〉 − |11, 11〉+ |02, 20〉) , (9)
with
p0 =
1
(Ns + 1)2
,
p1 =
2Ns
(Ns + 1)3
,
p2 = 1− p0 − p1 . (10)
Here Ns is the mean photon number present in the state
and is a tuneable parameter. Increasing the mean pho-
ton number Ns increases the probability of detecting two
FIG. 6: Schematic description of a multiplexed repeater
implementation. Top: The total distance L is split into
N elementary links, each with a spectrally-resolving
BSM (indicated by νRBSM) in the middle, and with
two nodes (each indicated by REP) at the end point of
the elementary links. Middle: Zoom in of a node. Each
node contains two PDC sources of multiplexed bipartite
entanglement, two quantum memories (indicated by
QM) and a number-resolving Bell state measurement
station (indicated by NRBSM). Bottom: Detailed view
of QM and NRBSM. Each quantum memory not only
stores (in the unit indicated by τ), but can also perform
a frequency-shift (in a unit indicated by ∆ν) and a
frequency filter (indicated by the unit ν0), while each
NRBSM contains a beamsplitter and two single-photon
detectors, which performs a Bell state measurement on
the frequency-shifted photons. Illustration taken with
permission from [38].
clicks at the middle station (as can be seen from the de-
crease in the parameter p0), while at the same time low-
ering the fidelity of the state conditioned on detecting
two clicks.
Note that (10) is a truncated version of the state de-
rived in [67], i.e. all the higher order terms are included
in p2. As described in [38], the multiphoton components
limit the ability to generate entanglement without the
use of photon-number resolving detectors.
The number of modes Nmodes increases the success
probability of elementary pair generation. If the success
probability of the creation of a single elementary pair is
given by pel, the success probability of generating at least
one elementary pair is given by 1− (1−pel)Nmodes . Thus,
Nmodes should be on the order of 1pel , since limpel→0 1 −
10
(1 − pel)
α
pel = 1 − e−α. Finally, while a purely deter-
ministic Bell state measurement is impossible using only
linear optics [68, 69], there are theoretical workarounds
to increase the success probability [70–76]. We consider
the approach introduced in [72], where the success prob-
ability of the Bell state measurement can be increased to
1− 12N+1 by using 2N+1 − 2 ancillary photons.
We assume the states can be retrieved from the memo-
ries on-demand. On-demand retrieval is necessary for our
algorithm to work, since the storage times are not fixed.
This is due to the uncertainty in which attempt entan-
glement will be generated. On-demand retrieval can be
achieved with rare-earth ion ensembles by, for example,
switching coherence from electronic levels to spin levels,
as done in [77, 78]. Besides allowing for on-demand re-
call, this also has the added benefit of increased memory
life-time [79].
We consider the same type of noise for operations as
we did for information processing platforms. This means
that measurements have an associated amount of depo-
larising and dephasing. Finally, ‘decoherence’ over time
for the memory manifests as an exponential decay in the
output efficiency of the memory, not in a reduction of the
fidelity of the state [79, 80]. Thus, the longer a state is
stored, the smaller the probability it can be retrieved for
measuring or further processing.
C. Combining the two setups
An information processing implementation has the
benefit of long coherence times and control over the mem-
ory qubits, which allows for distillation. On the other
hand, multiplexed platforms do not support distillation,
but have the benefit of emitting and storing a large num-
ber of modes, increasing the success probability of the
elementary pair generation significantly. Optimistically,
one could imagine a futuristic setup which combines the
strengths of the two setups. That is, elementary pair
generation is performed by a multiplexed platform, af-
ter which the successfully generated pairs are frequency-
converted into a frequency that can be stored in an in-
formation processing platform. The state is then stored
in a memory, which can be done using, for example, a
reflection-based heralded transfer [81, 82]. For simplic-
ity, we assume that the transfer and frequency conversion
do not introduce any further noise or losses.
IV. RESULTS
In this section, we study information processing
platforms, multiplexed platforms and the combination
thereof with the algorithm that we introduced in Section
III. In order to compare different simulation results, we
have chosen four sets of parameters for both platforms.
With these sets, we first investigate the performance of
information processing platforms for short (≈ 15-50 km),
intermediate (50-200 km) and large (i.e. ≈ 200-800 km)
distances. We then perform a similar investigation for
multiplexed platforms, after which we investigate the
combination of the two. In order to get an understanding
of the necessary parameters to generate remote entangle-
ment with each platform or combination, the four sets of
parameters for each platform are strictly ordered, with
set 4 having the best parameters. We begin each three
of the investigations with a specification of the input to
our algorithm, which consists of the used elementary pair
generation, swapping and distillation protocols, exper-
imental parameters and the parameters specific to the
algorithm discussed previously.
In order to investigate longer repeater chains, we con-
sider only symmetric repeater chains (see Section IID)
in this section unless specified otherwise.
A. Scheme optimisation results for IP platforms
In the following we discuss the heuristic optimisation
results for information processing platforms. Let us first
briefly discuss the protocols that we include in the opti-
misation.
We consider two protocols for elementary pair gen-
eration: the single- and double-click protocol, see Sec-
tion IIIA. The single-click protocol has an additional pa-
rameter θ, which modulates the weight of the zero and
one photon component [61]. We optimise over all single-
click protocols with θ taking values between 12 and pi,
equally spaced in 300 steps.
Both for swapping and distillation we consider a single
protocol. For swapping we perform a deterministic Bell
state measurement on matter qubits while for distillation
we implement the DEJMPS protocol. For swapping and
distillation, we optimise over all pairs of schemes that
satisfy the banded swapping and distillation heuristics,
see Section IID.
For all of the schemes, r ranges from rmin to rmax in (at
most) rdiscr = 200 steps, where rmin and rmax are chosen
such that the success probabilities are at least pmin and
pmax, respectively.
We set εswap = εdistill = 0.05, εF = 0.01 and εp = 0.02.
These parameters were settled on by investigating the
trade-off between the accuracy of the algorithm and its
runtime, see Section B of the Appendix for a detailed
analysis. We only consider m = 2 distillation rounds.
Finally, we set pmin = 0.9.
We now specify four sets of parameters for information
processing platforms. We fix the parameters in Table I
as a baseline common to all sets. We then choose sets of
parameters for the efficiency coherence times, efficiencies
and gate fidelities, which can be found in Table II.
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FIG. 7: Results of the achieved fidelity and generation
time for a total distance of 50 kilometre using parameter
set 1 (see Table II) for information processing nodes,
where we consider having 0 (green), 1 (purple), or 2
(yellow) of such intermediate nodes. The solid line
corresponds to a heuristic optimisation where we have
excluded the double-click protocol, and the dotted line
corresponds to a heuristic optimisation with both the
single- and double-click protocol. The double-click
protocol does not provide a benefit for direct
transmission, since the double-click protocol suffers
more strongly from losses than the single-click protocol.
1. Entanglement generation for short distances with IP
platforms
Small-scale experiments relevant for entanglement dis-
tribution with information processing platforms have al-
ready been performed [19, 45, 50, 51, 53, 84, 85], demon-
strating the potential of such platforms for quantum net-
works. It is therefore of interest to understand what is
within reach for information processing platforms, and
what are the relevant parameters to improve. Thus, in
this section we investigate how well we can perform en-
tanglement generation with a small number of nodes and
near-term parameters over short distances with informa-
tion processing platforms. In particular, we are inter-
ested in when the introduction of a node becomes useful.
To this end, we first consider entanglement generation
over a distance of 50 kilometres with parameter set 1.
We show the results from our heuristic optimisation in
Fig. 7, where we consider the scenarios with no node, a
single node, and two intermediate nodes. Furthermore,
we plot the results where we include only the single-click
protocol, and both the single- and double-click protocol.
First off, the double-click protocol provides only a ben-
efit for higher fidelities and for the scenarios with one
and two intermediate nodes. This can be attributed to
the fact that the double-click protocol is inherently less
noisy if there are no losses, but is more sensitive to losses
than the single-click protocol. However, this does not
necessarily imply that all the elementary pairs have been
generated with the double-click protocol. As we will see
in later results, we will find schemes where elementary
pairs are generated using both the single and double-
click protocol, indicating the importance of considering
such complex schemes in our optimisation.
Secondly, we observe that there is a cross-over point for
F ≈ 0.7 below which adding a node allows for a shorter
generation time. Thus, implementing a quantum node
over a modest distance of less than 50 kilometres, can in
fact increase the generation time by a moderate amount
for low fidelities (. 0.7). However, increasing the total
distance does not shift this cross-over point, since the
maximum achieved fidelity with a single node also drops
down if the parameters do not change.
Next, we explore the impact of a single parameter
in the performance of implementations expected in the
longer term. To this end, in Fig. 8 we investigate how
the minimum generation time for several fixed target fi-
delities (F = 0.7, 0.8, 0.9) scales, when varying the gate
fidelities and coherence times and using parameter set 2.
More specifically, we vary the gate fidelities from 0.98 to
1 and the coherence times Tdeph and Tdepol from 1 to 100
seconds. We perform a similar investigation in Fig. 10,
where instead of varying the coherence times, we vary the
success probabilities of the detector successfully clicking
(pdet), successfully emitting a photon from a node (pem),
and the probability of emitting a photon of the correct
frequency (ppps) simultaneously from 0.8 to 1.
From Fig. 8 we observe that increasing the gate fideli-
ties has a bigger impact on the ability to generate en-
tanglement than increasing the coherence times. In the
bottom plot of Fig. 8 we choose two points, indicated by
a blue ring and a yellow diamond. The schemes corre-
sponding to those two points are visualised in Fig. 9.
We make two observations about the algorithm from
Fig. 9. First, the two schemes in Fig. 9 require swaps
and distillation on states that have been created in dif-
ferent ways. This shows that already for only a single
node entanglement distribution benefits from combining
schemes in asymmetric fashion, even if the repeater chain
itself is symmetric. Secondly, the algorithm is sensitive
to parameter changes. We see that a small change in the
parameters allows the diamond scheme to achieve a gen-
eration rate approximately four times as large as the ring
scheme. This demonstrates further that the large space
of explored schemes can provide a benefit.
The trade-off between the success probability and the
gate fidelities in Fig. 10 appears more complex. Not sur-
prisingly, we observe that increasing the success proba-
bilities has the greatest effect on the generation time and
the ability to generate entangled states. In contrast to
the previous scenario where only varying the gate fideli-
ties leads to jumps in the generation time, we do not
observe a similar phenomenon when varying the success
probabilities. This is due to the fact that changing the
success probabilities changes the generation time primar-
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ily by reducing the required number of attempts. Thus,
if the minimal number of attempts rmin is well approxi-
mated by a continuous function rˆmin(p) in p, we expect
to see no jumps in the generation time as we vary p.
More formally, we say that rmin approximates rˆmin well
if rmin(p)−rˆmin(p)rmin(p) ≈ 0. Since rmin(p) =
⌈
log(1−pmin)
log(1−p)
⌉
, an
obvious choice for rˆmin is log(1−pmin)log(1−p) . Note that we then
have that |rmin(p)− rˆmin(p)| ≤ 1 , and that for p small
enough,
⌈
log(1−pmin)
log(1−p)
⌉
 1. Since the total success prob-
ability of establishing an elementary pair is small, we
have indeed that rmin(p)−rˆmin(p)rmin(p) ≈ 0, explaining the lack
of sudden jumps. Furthermore, we find from Fig. 10 (c)
that, for almost all values of success probabilities and
gate fidelities, it is impossible to generate a state with a
fidelity of 0.9.
One of the near-term applications of a quantum re-
peater chain is the generation of secret-key. This moti-
vates investigating the rate at which secret-key can be
generated per unit time for several parameter ranges.
Concretely, in Fig. 11 (a) and (b) we investigate the
same experimental settings and parameters as in Fig. 8
and Fig. 10. Each point corresponds to the maximum
achieved secret-key per unit time generated using a six-
state protocol with advantage distillation [86] for each of
the schemes in the output of our algorithm.
As in Fig. 8, we find in Fig. 11(a) that for both increas-
ing the generation rate or secret-key rate, increasing the
coherence times is most beneficial only up to a certain
point, after which the gate fidelities become more impor-
tant. As in Fig. 10, we observe in Fig. 11(b) that almost
always the success probabilities are more critical than the
gate fidelities for increasing the secret-key rate.
2. Intermediate-distance entanglement generation using IP
platforms
We expect the addition of nodes to become more ben-
eficial as the distance over which entanglement is gener-
ated increases, conditioned on the fact that the experi-
mental parameters are sufficiently high. In this section,
we aim to quantify how good the experimental param-
eters need to be for this to be true. This motivates
us to perform the heuristic optimisation for the entan-
glement generation for greater distances, and with im-
proved parameter sets. More concretely, we investigate
the achieved generation times and fidelities for interme-
diate distances (i.e. 50 to 200 kilometre) for the differ-
ent experimental parameters proposed in Table II. We
start with Fig. 12(a), where we re-examine the scenario
of Fig. 7 of a total distance of 50 kilometre. We now
perform the heuristic optimisation with parameter sets
2 and 3, where we consider implementing either no or
a single intermediate node. It is clear from Fig. 12(a)
that introducing a node over a distance of 50 kilometre
only improves the generation time by a modest amount
for low fidelities, even with increased parameters. If we
increase the total distance to 100 kilometre, where we
now also include parameter set 4, we find in Fig. 12(b)
that a single node proves advantageous for almost all
fidelities over all three considered parameter sets. In
Fig. 12(c) and (d) we consider greater distances of 150
and 200 kilometre, where we also include the heuristic
optimisation with two intermediate nodes. We observe
that while having no node is clearly inferior to having
at least one, introducing two nodes also outperforms a
single node for most fidelities and sets of parameters for
these distances. This suggests that the values of param-
eter set 3 (see Table II) are a relevant objective to reach
for fast near-deterministic entanglement generation with
information processing platforms.
We investigate the schemes for the above scenario of
200 kilometres in Fig. 13, where we depict the schemes
that achieve the lowest (non-trivial) fidelity and the high-
est fidelity. Interestingly, the scheme that achieves the
highest fidelity requires that the different elementary
pairs are generated both with the double- and single-
click protocol. This exemplifies the need for including
such asymmetric schemes in our optimisation, which ap-
pears to become more important for higher fidelities.
The numerical investigation until this point has been
dedicated to symmetric repeater chains. However, realis-
tic quantum networks will be inhomogeneous and nodes
will not be equally separated. In Fig. 26 in Appendix G
we show the optimisation results when considering an
asymmetric repeater chain over 200 kilometres with three
intermediate nodes equally separated. The parameters
used are: parameter set 4 for the three intermediate
nodes, and parameter set 2 for the nodes correspond-
ing to Alice and Bob (see Table II). Such a situation can
arise if the end users have access to different technology
than the network operator. In this setting, we compare
the results of a full optimisation with an optimisation
over BDCZ schemes, a class of schemes similar to the
ones proposed in [13, 14]. In particular, we include un-
der the BDCZ class schemes that only combine identical
pairs of schemes for connection and distillation. This
class is different than the one in [20] as it allows opti-
misation over the elementary pair generation protocols
but, on the other hand, it does not include distillation
schemes based on pumping [20]. We find that the full
optimisation gives an increased generation rate of up to
a factor of 10 over BDCZ schemes.
3. Long-distance entanglement generation using IP
platforms
Generating near-deterministic entanglement over
larger distances requires excellent experimental con-
trol. It is not clear how the number of nodes and the
experimental parameters affect our ability to generate
entanglement. To this end, we consider here the genera-
tion of high fidelity entanglement over distances of 200,
13
400, 600 and 800 kilometre. To gain an understanding
of the relevant parameters, we study the effects of
increasing gate fidelities and the memory coherence
separately in Fig. 29 in Appendix G. We observe in
Fig. 29 that increasing the coherence times yields a
greater benefit than increasing the gate fidelities for
these distances and parameters. In particular, increas-
ing the coherence times allows for the generation of
entanglement over larger distances, while increasing the
gate fidelities effectively extends the ranges of fidelity
over which entanglement is generated with the same
generation time. We note here that the parameters
pem, ppps and pdet (corresponding to the probability of
emitting a photon from the memory, emitting in the
correct mode/frequency, and the probability of detecting
a photon successfully, respectively) remain fixed, which
inhibits the potential benefits of including more nodes.
We have found that information processing platforms,
with sufficiently high parameters are a good candidate
for near-term entanglement generation. In particular the
success probabilities are an important factor for the gen-
eration of entanglement. However, even with multiple
nodes, the maximum fidelity that can be reached is lim-
ited when attempting entanglement generation at large
distances.
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FIG. 8: Maximum generation rates for several different
values of the coherence times (1-10s) and gate fidelities
(0.98 to 1) and for several different target fidelities, for
a distance of 50 kilometre and a single information
processing node. All the other parameters are fixed to
those of set 2 (Table II) or the base parameters (Table
I). The target fidelities are (a) F = 0.7, (b) F = 0.8, (c)
F = 0.9, respectively. We also plot the gradient,
indicating the direction and magnitude of steepest
ascent. The blue ring and yellow diamond indicate the
schemes we investigate in Fig. 9.
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Algorithm 3: Heuristic optimisation over near-deterministic schemes for a repeater chain of n elementary links.
Input: n : number of elementary links n in repeater chain
εF , εp : coarse-graining parameters for the fidelity and probability
εdistill, εswap : parameters for the heuristics for distillation and swapping
m : maximum number of distillation rounds
pmin, pmax : minimum and maximum scheme success probabilities
rdiscr : number of different attempt values
Fthreshold : minimum fidelity for schemes to be stored
E ,S,D: sets of protocols for elementary pair generation, swapping and distillation
Li, i ∈ [1,n]: set of links of length i
Output: store: a data structure containing entanglement generation schemes with the minimum generation time
parametrised by the link, coarse grained success probability and coarse grained fidelity.
Initialise store
for i← 1 to n do
for link in Li do
if i = 1 then
// Loop over elementary pair generation protocols
for EPGProtocol in E do
for r such that (1) or (F1) (IP/MP platforms, resp.) is between pmin and pmax in rdiscr steps do
scheme ← EPGProtocol(r, link,n)
store ← StoreScheme(scheme, store, pmin,Fthreshold, link, εF , εp)
end
end
else
// Loop over all schemes satisfying the swapping heuristic and over all swapping protocols
for every link1 and link2 such that entanglement can be created over link by swapping between those links do
for every pair (s1, s2) of stored schemes in store[link1] and store[link2] satisfying (5) and (6) do
for swapProtocol in S do
for r such that (1) or (F1) (IP/MP platforms, resp.) is between pmin and pmax in rdiscr steps do
scheme ← swapProtocol(s1, s2, r, link,n)
store ← StoreScheme(scheme, store, pmin, Fthreshold, link, εF , εp)
end
end
end
end
end
for j ← 1 to m do
// Loop over all schemes satisfying the distillation heuristic and over all distillation
protocols
for every pair (s1, s2) of stored schemes in store[link] and satisfying (4) do
for distillationProtocol in D do
for r such that (1) or (F1) (IP/MP platforms, resp.) is between pmin and pmax in rdiscr steps do
scheme ← distillationProtocol(s1, s2, r, link,n)
store ← StoreScheme(scheme, store, pmin, Fthreshold, link, εF , εp)
end
end
end
end
store ← Prune(store, pmin, Fthreshold, link, εp)
end
end
return store
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tprep (entanglement preparation time) 6 µs [50]
Fprep (dephasing for state preparation) 0.99 [50]
DcS (dark count rate) 10 Hz [50]
L0 (attenuation length) 22 km [83]
nri (refractive index of the fibre) 1.44 [83]
∆φ (optical phase uncertainty) 14.3° [45]
Fgates, deph (dephasing for all gates) 1
TABLE I: Base parameters used for information
processing platforms.
Set 1 Set 2 Set 3 Set 4
Tdeph (dephasing with time) 3 s 10 s 50 s 100 s
Tdepol (depolarising with time) 3 s 10 s 50 s 100 s
pem (probability of emission) 0.8 0.9 0.95 0.99
pps (probability of post-selection) 0.8 0.9 0.95 0.99
Fgates (depolarisation of all gates) 0.98 0.99 0.995 0.999
TABLE II: Four different sets of example parameters
considered for information processing platforms.
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FIG. 9: Visualisation of the two schemes indicated in
the bottom of Fig. 8 by the blue ring (left) and the
yellow diamond (right). The numbers in the purple
nodes indicate the number of nodes over which
entanglement has been established, or elementary pair
generation (EPG) has been performed. The ‘DC’
indicates the double-click protocol, and the ‘θ = θ∗’
indicates a single-click protocol with the θ parameter
set to θ∗. The ‘r’ here indicates the number of rounds
the corresponding subtree is attempted. Note the
necessity of combining disparate schemes - in both cases
the EPG protocols used are not the same, and the
yellow diamond scheme requires a swap on a distilled
and undistilled pair.
0.8
0.85
0.91
0.96
(a)
0.8
0.85
0.91
0.96S
uc
ce
ss
pr
ob
ab
ili
ti
es
(b)
0.98 0.985 0.991 0.996
Gate fidelities
0.8
0.85
0.91
0.96
(c)
1.43× 102
2.39× 102
3.35× 102
4.30× 102
5.26× 102
Generation rate
0.00× 100
5.98× 101
1.20× 102
1.79× 102
2.39× 102
Generation rate
0.00× 100
5.74× 100
1.15× 101
1.72× 101
2.30× 101
Generation rate (Hz)
(Hz)
(Hz)
FIG. 10: Maximum achieved generation rates for several
different values of the success probabilities (i.e. we vary
pdet = pem = pps simultaneously from 0.8 to 1) and gate
fidelities (0.98 to 1), and for several different target
fidelities, for a distance of 50 kilometre and a single
intermediate node for information processing platforms.
All the other parameters are fixed to those of set 2
(Table II) and the base parameters (Table I). The target
fidelities are (a) F = 0.7, (b) F = 0.8, (c) F = 0.9,
respectively. We also plot the gradient, indicating the
direction and magnitude of steepest ascent.
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FIG. 11: Secret-key generation using the six-state
protocol, for several different values of (a) the coherence
times (1-10 s) and gate fidelities (0.98 to 1), and (b) the
success probabilities (i.e. we vary pdet = pem = pps
simultaneously from 0.8 to 1) and gate fidelities (0.98 to
1) for a distance of 50 kilometre and a single
intermediate node for information processing platforms.
All the other parameters are fixed to those of set 2
(Table II) and the base parameters (Table I). We also
plot the gradient, indicating the direction and
magnitude of steepest ascent.
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FIG. 12: Results of the achieved fidelity and generation
time for total distances of 50 (a), 100 (b), 150 (c) and
200 (c) kilometre using parameter sets 2 (solid), 3
(dashed-dotted) and 4 (dashed) (see Table II) for
information processing nodes, where we consider having
0 (green), 1 (purple), or 2 (yellow) of such intermediate
nodes.
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FIG. 13: Visual representation of the schemes with the
lowest non-trivial fidelity (a) and highest fidelity (b), for
a distance of 200 kilometres with information processing
platforms using parameter set 4 (see Table II) and two
intermediate nodes. The numbers in the vertices
indicate the number of nodes over which entanglement
has been established. The ‘θ = θ∗’ indicates a
single-click protocol with the θ parameter set to θ∗.
The ‘r’ indicates the number of rounds the
corresponding subtree is attempted. We find that the
second scheme performs distillation between two
elementary pairs generated with a single- and
double-click protocol, demonstrating the benefit of
including such distillation protocols in our optimisation.
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B. Optimisation results for MP platforms
Having investigated the performance of information
processing platforms with regards to entanglement gen-
eration, we now explore entanglement generation with
multiplexed platforms. Not only are we interested in
how well entanglement can be generated with a repeater
chain built using a multiplexed implementation, but also
in how the performance differs from information process-
ing platforms. As explained in Section I, we expect that
multiplexed platforms perform better than information
processing platforms for larger distances, provided the
experimental parameters are high enough. Our aim for
this section is thus to investigate for which parameters
and network configurations this becomes true.
First, let us discuss the set of protocols, the algorithm
parameters and the hardware parameters we will con-
sider.
We consider one protocol for elementary pair genera-
tion, one for swapping and no protocol for distillation.
The elementary pair generation protocol (see Sec-
tion III B) has one free parameter, the mean photon num-
ber Ns. Similar to information processing platforms, we
also optimise over values of the mean-photon number by
considering a range of values ofNs. In this case, the range
is from 2 ·10−4 to 12
(√
5 + 2
√
Fthreshold(Fthreshold+3)
Fthreshold
− 3
)
,
in steps of 10−4. The lowest value of 2 · 10−4 was empir-
ically found from the simulations to be a good conserva-
tive lower bound, while the upper bound corresponds to
achieving a fidelity of the elementary pair with fidelity
equal to Fthreshold when η → 0 [87], see Eq. E1.
The swapping protocol is a photonic Bell state mea-
surement with fixed efficiency depending on the number
of ancillary photons, see Table IV. Similar to the optimi-
sation with information processing platforms, to reduce
the parameter space, we implement the banded swapping
heuristic, see IID.
We use the same algorithm parameters as with the in-
formation processing platform optimisation. For all of
the schemes r ranges from rmin to rmax in (at most)
rdiscr = 200 steps, where rmin and rmax are chosen such
that the success probabilities are equal to pmin and pmax,
respectively. We set εswap = εdistill = 0.05, εF = 0.01,
εp = 0.02 and pmin = 0.9. We consider only symmetric
repeater chains, i.e. all the node have the same parame-
ters and are equidistant.
Regarding the hardware parameters, the base param-
eters are given in Table III, while the four sets of param-
eters are given in Table IV.
tprep (entanglement preparation time) 6 µs
DcS (dark count rate) 10 per second
L0 (attenuation length) 22 km
nri (refractive index of the fibre) 1.44 [83]
TABLE III: Base parameters used for the multiplexed
platforms considered in this paper.
Set 1 Set 2 Set 3 Set 4
Tcoh (efficiency coherence times) 10−2 s 10−1 s 100 s 101 s
Nmodes (number of modes) 104 105 106 107
p (success probabilities) 0.9 0.95 0.99 0.999
pBSM (BSM efficiency) 12
3
4
7
8
15
16
TABLE IV: The different sets of parameters considered
for multiplexed platforms in this paper.
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FIG. 14: Maximum generation rates for several different
values of the success probabilities (i.e. we vary
pdet = pem = pps simultaneously) and efficiency
coherence times, and for several different target
fidelities, for a distance of 15 kilometre and a single
node for multiplexed platforms. All the other
parameters are fixed to those of set 2 (Table IV) or the
base parameters (Table III). The target fidelities are (a)
F = 0.7, (b) F = 0.8, (c) F = 0.9, respectively. We also
plot the gradient, indicating the direction and
magnitude of steepest ascent.
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FIG. 15: Results of the achieved fidelity and generation
time for total distances of 50 (a), 100 (b), 150 (c) and
200 (c) kilometre using parameter sets 2 (solid), 3
(dashed-dotted) and 4 (dashed) (see Table IV) for
multiplexed platforms, where we consider having 0
(green), 1 (purple), or 2 (yellow) of such intermediate
nodes.
1. Entanglement generation for short distances with MP
platforms
We expect that multiplexed platforms provide mostly a
benefit over information processing platforms for larger
distances. However, it is still of interest to investigate
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FIG. 16: Secret-key generation using the six-state
protocol, for several different values of the efficiency
coherence times (10−2-100 s) and number of modes
(104-107), for a distance of 200 kilometre and a single
node for multiplexed platforms. All the other
parameters are fixed to those of set 2 (Table IV) and
the base parameters (Table III). We also plot the
gradient, indicating the direction and magnitude of
steepest ascent.
the performance of multiplexed platforms for shorter dis-
tances. This is to gain an understanding of what can be
done experimentally in the very near-term. Thus, as in
Section IVA1, we first explore entanglement generation
with multiplexed platforms for short distances. We per-
formed the heuristic optimisation with parameter set 1
for distances of 15, 25 and 50 kilometre, with 0, 1 or
2 intermediate nodes. We found that, except for a dis-
tance of 15 kilometres with no nodes, no entanglement
could be generated. Even in the scenario of 15 kilome-
tres with no nodes, the maximum fidelity that could be
generated was approximately 0.56. It is thus clear that,
at least with the used parameters, information process-
ing platforms are better than multiplexed platforms for
entanglement generation over short distances. We now
investigate what are the relevant parameters to increase
for the multiplexed platforms for entanglement genera-
tion over short distances. To this end, we perform a
parameter exploration for a distance of 15 kilometres. In
particular, we vary the success probabilities and the effi-
ciency coherence times from the values of parameter set
1 to those of set 2 in Table IV, see Fig. 14.
We observe that with modest increases in the efficiency
coherence times and success probabilities, entanglement
generation becomes significantly more efficient. In par-
ticular, parameter set 1 (i.e. top left corner of the pa-
rameter plots) is only good enough for the generation
of entanglement of very low fidelity (∼ 0.56), while al-
ready a secret-key rate of ∼ 500 bits per second can be
achieved for parameter set 2, see Table IV. We conclude
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from the plots that, for current and near-term parameters
and short distances, increasing the success probabilities is
more important than increasing the efficiency coherence
times.
2. Intermediate-distance entanglement generation using
MP platforms
In the previous section we have found that at short
distances multiplexed platforms do not fare as well as
information processing platforms. This motivates us to
investigate for which parameters and distances this does
become the case. We thus investigate here entanglement
distribution over distances of 50, 100, 150 and 200 kilo-
metre, where we consider the improved parameters found
in sets 2, 3, and 4 in Tables III and IV in Fig. 15.
We find that, for most target fidelities in Fig. 15(a),
(b) and (c), that the generation time is relatively in-
dependent of the desired fidelity. We now explain this
behaviour. The fidelity is most strongly controlled by
the parameter Ns - lowering Ns allows us to increase
the fidelity, but lowers the success probability p of the
elementary pair generation. However, the total success
probability of generating at least one elementary pair
1 − (1 − p)Nmodes does not decrease significantly, due to
the large number of modes Nmodes. In Appendix E we in-
vestigate how the minimum number of modes changes, as
a function of the desired fidelity of the elementary pairs.
We find that the required number of modes scales at least
as
exp
(
L
L0
)
(1−F )2 , where L is the distance between nodes and
L0 the attenuation length.
Since multiplexed platforms are expected to have
an advantage over information processing platforms for
longer distances, we investigate the secret-key rate per
unit time for a total distance of 200 kilometre (instead of
50 kilometres for information processing platforms, see
Fig. 8 and 11), where we vary the number of modes and
the efficiency coherence time. In Fig. 16 we find that for
most parameters the secret-key rate per unit time is zero.
As in the previous parameter explorations performed, we
observe that increasing the efficiency coherence times is
only (strongly) beneficial up to a certain point (which de-
pends on the number of modes in this case), after which
increasing the efficiency coherence times further does not
help. Interestingly, increasing the number of modes has
the greatest effect on the secret-key per unit time. In-
creasing the number of modes allows us to push the mean
photon number to smaller numbers, effectively increasing
the fidelity that can be generated within the same time-
window.
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FIG. 17: Results of the heuristic optimisation for total
distances of 200, 400 and 600 kilometres, for
multiplexed platforms and ten intermediate nodes. We
use parameter set 2 for multiplexed platforms (see
Table III) as a baseline, where we set the success
probability of the Bell state measurements to 34 ,
7
8 ,
15
16 in
the first, second, and third column, respectively. We set
the efficiency coherence time Tcoh to 1 and 10 in the
first and second row, respectively.
3. Long-distance entanglement generation with MP
platforms
We observe by comparing Figs. 12 and 15 that mul-
tiplexed platforms start to outperform information pro-
cessing platforms for distances of around ∼200 km. Here
we are interested in whether multiplexed platforms still
perform well for even greater distances, which is the rel-
evant scenario for large-scale quantum networks.
Let us first focus on the effect of the efficiency coher-
ence times and Bell state measurement efficiency on long
distance entanglement generation. In Fig. 17 we inves-
tigate a repeater chain with 10 nodes with the parame-
ters from set 2, the success probabilities of the Bell state
measurements given by 34 ,
7
8 or
15
16 (corresponding to a
number of ancillary photons 2, 6 and 14, respectively),
and the efficiency coherence time Tcoh set to 1 or 10. We
find that, even with the most optimistic parameters it
is not possible to generate entanglement for distances of
800 kilometre with ten nodes.
This leads to our results shown Fig. 18, where we plot
the heuristic optimisation results using parameter set 4,
for distances of 200, 400, 600 and 800 kilometre, and
the number of nodes running from one to four. We find
indeed that, even for a distance of 800 kilometres, entan-
glement can still be generated at a high fidelity (∼ 0.95).
This, combined with the fact that entanglement gener-
ation for the same distance is not possible in Fig. 17,
suggests that it is essential to also increase the number
of modes and the success probabilities to generate entan-
glement over large distances.
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FIG. 18: Results of the achieved fidelity and generation
time for total distances of 200 (a), 400 (b), 600 (c) and
800 (c) kilometre using parameter set 4 (see Table IV)
for multiplexed platforms, where we consider having 1
(purple), 2 (yellow), 3 (blue) or 4 (orange) of such
intermediate nodes.
We give more detail of two schemes found from the
optimisation of Fig. 18. In particular, in Fig. 19 we give
the schemes that achieve the lowest non-trivial fidelity
and highest fidelity, respectively. As expected, the second
scheme uses smaller values of the mean-photon number
Ns for the elementary pair generation. This increases
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FIG. 19: Visual representation of the schemes with the
lowest non-trivial fidelity (a) and highest fidelity (b)
respectively, for a distance of 800 kilometres with
multiplexed platforms using parameter set 4 (see Table
IV) and four intermediate nodes. The ‘Ns= N∗s ’
indicates the elementary pair generation (EPG)
protocol with mean photon number N∗s used for
multiplexed platforms discussed in the main text. The
‘r’ here indicates the number of rounds the
corresponding subtree is attempted. Note that the
second scheme requires a swap between a link of length
five and two at the end.
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the fidelity of the elementary pairs, at the cost of a lower
success probability. Indeed, the number of attempts for
the elementary pair generation range from 1 to 5 and
from 8 to as high as 128, for the schemes in (a) and (b),
respectively.
Here, we also note that there is a non-trivial interplay
between the exponential decrease in output efficiency and
performing more rounds (i.e. attempting more times to
generate the elementary pairs) to increase the success
probability. As we show in Appendix F, the requirement
that each step succeeds with probability at least pmin
can lead to a scenario where under a slight change of the
network/parameters, entanglement suddenly cannot be
generated anymore.
Interestingly, we observe that the second scheme in 19
requires a swap between links of lengths as five and two at
the end. This shows that, as with information processing
platforms, exploring more complex asymmetric schemes
provides a benefit over more simplistic schemes.
C. Long-distance entanglement generation using a
combination of IP and MP platforms
Here we investigate combining the strengths of infor-
mation processing platforms with those of multiplexed
platforms. For this, we generate the elementary pairs
with multiplexed platforms, after which all the operations
are performed with information processing platforms.
We optimise then over the same protocols as was done
for information processing and multiplexed platforms, see
Sections IVA and IVB. We expect that, with sufficiently
good parameters, the combination of the two outperforms
the individual platforms, and that we can distribute en-
tanglement over significantly larger distances.
Using the parameter set 4 of both platforms, we plot
the results for 15, 25 and 35 nodes in Fig. 20, for a total
distance of 4000 kilometre. Furthermore, we also plot
a comparison here when the optimisation includes the
bisection heuristic, see Section IID.
From Fig. 20 we observe that, by combining both the
strengths from multiplexing and information processing
platforms, it is possible to generate entanglement with
a high fidelity near-deterministically over large distances
by using a large number of nodes. We find that the op-
timisation results with the bisection heuristic are similar
to the results without, while being significantly faster to
perform. We find for the cases of 15, 25, and 35 inter-
mediate nodes that the algorithm runtime drops from
an order of magnitude of ∼100 minutes to .10 min-
utes. We thus find that the bisection heuristic allows
for a faster heuristic optimisation, without the resultant
schemes becoming significantly worse than without the
bisection heuristic.
We conclude our results with a plot comparing entan-
glement generation with the three implementations con-
sidered in this paper for a distance of 800 kilometres and
five or ten intermediate nodes. We find in Fig. 21 that, for
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FIG. 20: Optimisation results for a total distance of
4000 kilometres, using a combination of multiplexed
and information processing platforms. We use
parameter sets 4 from both the multiplexed and
information processing part of the platform, see Tables
II and IV. The solid lines are the optimisation without
the bisection heuristic discussed in IID, while the
dotted lines are with the bisection heuristic.
large distances, the combination of information process-
ing and multiplexed platforms outperforms the individual
platforms. In fact, it can generate target fidelities below
∼ 0.9 an order of magnitude faster than the multiplexed
platform. We see that, as expected, information process-
ing platforms perform significantly worse, where the max-
imum fidelity is limited to around ∼ 0.6. This is due to
the effects of losses during elementary pair generation be-
coming too strong. This can of course be counteracted by
using more nodes, but this results in too much decoher-
ence. This suggests that, for large distances, multiplexed
platforms outperform information processing platforms
for near-deterministic entanglement generation.
We depict the two schemes corresponding to the two
crosses found in Fig. 21 in Figs. 27 and 28 in Appendix G,
respectively. The first of these (blue cross) corresponds to
the lowest non-trivial fidelity achieved, while the second
one (red cross) corresponds to a state with fidelity of
F = 0.9605, generated in time T = 17.7 milliseconds.
A higher fidelity was not chosen, due to those schemes
becoming too big to fit on a page, demonstrating the
non-trivial nature of the optimisation performed here.
V. CONCLUSIONS
The future quantum internet has the potential to
change our information society by enabling the imple-
mentation of quantum communication tasks. For many
of these tasks the key resource is the availability of high
fidelity entanglement at the necessary rates. However,
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FIG. 21: Results of the heuristic optimisation for a
total distance of 800 kilometres, where we compare the
three implementations considered in this paper, using
five (solid) or ten (dashed) intermediate nodes. We use
parameter sets 4 from information processing (IP)
platforms, multiplexed (MP) platforms and the
combination of the two (IP+MP). The two crosses in
the plot indicate the schemes depicted in Figs. 27
and 28, respectively.
given the complex relation between experimental param-
eters, entanglement distribution protocols and quantum
network design, it is unclear what are the necessary pa-
rameters to distribute entanglement except for the most
basic scenarios. Here, we develop an algorithm to par-
tially answer this question. In particular, our algorithm
optimises the near-deterministic distribution of entangle-
ment over chains of quantum repeaters which are ab-
stractly characterised by a small set of relevant parame-
ters.
Even in this abstract setting, the number of possible
protocols for a given quantum repeater chain is too large
to attempt brute-force optimisation. To make optimi-
sation feasible, we introduce a number of heuristics that
render optimisation feasible by dramatically reducing the
runtime of the algorithm. Moreover, the heuristics can
also be interpreted as approximate rules for protocol de-
sign as numerical results show that optimal protocols fol-
low the heuristics. We could expect these heuristics to
apply to more dynamic schemes, where the information
of the current present entanglement in the network is
used to make decisions on the fly by the network.
Any realistic quantum repeater network will be asym-
metric in the distances between the nodes and the experi-
mental parameters. We have applied our algorithm to an
asymmetric repeater chain, and have found that our op-
timisation results strongly outperform the results from
a simplified optimisation over symmetric/hierarchical
schemes, such as those presented in [13, 14].
We have used the algorithm not only for optimising
entanglement distribution, but also for parameter explo-
ration. In particular, we have optimised entanglement
distribution for several parameter regimes investigating
the most relevant parameters for both information pro-
cessing and multiplexed platforms. For both, we find
that success probabilities (e.g. the emission probabilities,
detector efficiencies, etc.) have a strong impact on per-
formance.
In contrast with previous work, our focus on near-
deterministic schemes allowed us to make exact state-
ments about the generation time and fidelities of the dis-
tributed states. The ability to deliver states with high
probability at specific times could be of benefit for rout-
ing entanglement in a network.
In conclusion, here we have developed an algorithm
that allows to efficiently optimise and explore the pa-
rameter space for near-deterministic entanglement dis-
tribution over repeater chains. We have investigated a
number of representative platforms but the algorithm is
not particular to these choices. We make the source code
publicly available [25] to facilitate the investigation of
other implementations, parameters and/or error models.
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Appendix A: Complexity of the algorithm
Here we discuss the complexity of the algorithm. For this, first we bound from below the number of schemes that
a brute-force approach without heuristics would need to explore. We then incorporate the heuristics and derive an
upper bound on the number of schemes of the algorithm as described in Section IID. We finalise by deriving an upper
bound on the number of schemes in the particular case of ‘symmetric’ repeater chains. That is, chains where each
node has the same parameters and adjacent nodes are connected by identical links.
1. A lower bound on the complexity of the brute-force algorithm
Here we derive two lower bounds on the number of schemes considered by a brute-force algorithm. The two lower
bounds are given by O
(
(rdiscr · |E| · |S| · |D|)2
m·n)
and O
((
(rdiscr)2 · |E| · |S|
)n)
. These bounds correspond to the
case with and without distillation protocols considered, respectively. Here, n denotes the number of elementary links
in the repeater chain (i.e. one less than the number of nodes), m denotes the maximum number of distillation rounds,
rdiscr the maximum different values of the number of attempts, and |E|, |S| and |D| denote the number of elementary
pair generation, swapping and distillation protocols, respectively.
To make the analysis tractable, while still obtaining a strict lower bound on the number of schemes, we analyse a
simpler algorithm that explores a reduced set of swapping schemes. At level i, instead of exploring all combinations
of adjacent links with a combined length i, this algorithm only considers swapping between the leftmost link of length
i− 1 and one of length 1, i.e. the entanglement is propagated by one elementary link at each level. Furthermore, we
will assume the worst case scenario, where all generated schemes have success probability greater than pmin, meaning
that all of them will be stored.
At the elementary pair level, the algorithm considers rdiscr different values of attempts per elementary pair generation
protocol. In other words, for each of the |E| elementary pair generation protocols that can be performed, there are
rdiscr different choices of r, leading to a total of |E| · rdiscr schemes. Performing distillation for one round for each of
the distillation protocols in D results then in a total of rdiscr · |D| · (|E| · rdiscr)2 + |E| · rdiscr ≥ r3discr · |D| · |E|2 schemes
for each of the n elementary links. In general, if there are ζ different schemes over a link, the algorithm will explore
(to highest order) rdiscr · |D| · ζ2 schemes for one distillation round, such that m repeated rounds of distillation creates
at least (rdiscr · |D|)2
m−1 · ζ2m schemes. In other words, we have the following map,
ζ → (rdiscr · |D|)2
m−1 · ζ2m . (A1)
In particular, at the elementary link level, the algorithm considers at least ζinit ≡ (rdiscr · |D|)2
m−1 · (|E| · rdiscr)2
m
schemes after m distillation rounds.
Let us now continue to swapping. As mentioned above, for each link of length i, the simplified algorithm combines
the ζ schemes of the link of length i− 1 with the ζinit schemes stored for an elementary link. We obtain the following
map on the number of schemes,
ζ → rdiscr · |S| · ζinit · ζ . (A2)
Thus, starting from a number ζ of schemes, the composition of swapping with a scheme on an elementary link
(equation (A2)) and then distilling (equation (A1)) gives us the following map for the lower bound on the number of
schemes
ζ → (rdiscr · |D|)2
m−1 · (rdiscr · |S| · ζinit · ζ)2
m
= Ω · ζ2m , (A3)
where we define Ω ≡ (rdiscr · |D|)2
m−1 · (rdiscr · |S| · ζinit)2
m
, which is independent from ζ. Repeating the above map
in equation (A3) n− 1 times on ζinit (the lower bound of schemes stored over an elementary link) yields the following
lower bound,
Ω1+2
m+22·m+...+2m·(n−2) · ζ2m(n−1) = Ω 2
m(n−1)−1
2m−1 · ζ2m(n−1) . (A4)
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Expanding (A4) gives
Ω
2m(n−1)−1
2m−1 · ζ2m(n−1) =
(
(rdiscr · |D|)2
m−1 ·
(
rdiscr · |S| ·
(
(rdiscr · |D|)2
m−1 · (|E| · rdiscr)2m
))2m) 2m(n−1)−12m−1
·
(
(rdiscr · |D|)2
m−1 · (rdiscr · |E|)2
m
)2m(n−1)
= (rdiscr)(2
m(n−2))·(4m+1−1) · |E|(2m·n+1)·(2m+1) · |S|2m(n−1) · |D|(2m(n−2))·(22m+1−2m−1)
= O
(
(rdiscr · |E| · |S| · |D|)2
m·n)
. (A5)
We note that this bound becomes trivial when no distillation is performed, i.e. m = 0. This is due to the fact that
lower order terms were ignored in the number of schemes after distilling. We treat the m = 0 case separately here.
For the case of no distillation, we perform rdiscr · |S| different swap protocols for n − 1 times. Since we start with a
total number of rdiscr · |E| schemes on the elementary links, the total number of schemes is then given by
(rdiscr · |S|)n−1 · (rdiscr · |E|)n = (rdiscr)2n−1 (|E| · |S|)n−1
= O
((
(rdiscr)2 · |E| · |S|
)n)
. (A6)
We see that with distillation (i.e. m ≥ 1) the number of schemes to consider grows super-exponentially in the
number of elementary links n, while without distillation m = 0 the number of schemes grows exponentially. It is clear
that a brute-force optimisation becomes infeasible for any reasonable number of protocols (i.e. |E|, |S|, |D|), number
of distillation rounds m and elementary links n.
2. An upper bound on the complexity of the heuristic algorithm
In this section we consider the complexity with the heuristics implemented. The upper bounds we find scales as
O (n2 log(n)) for an arbitrary repeater chain, where n is the number of elementary links in the repeater chain. As
discussed in the main text, the optimisation can be simplified for the scenario of a repeater chain where every node has
exactly the same parameters and the distance between each of the repeaters is equal. For such a symmetric repeater
chain, we find a scaling of O (n log(n)).
Let us first briefly discuss the effects the heuristics have on the complexity, before upper bounding the number
of schemes. First off, we note here that in the worst-case scenario, all the schemes are incomparable, leading to
no pruning. Secondly, the coarse-graining of the fidelity and probability imposes an upper limit on the considered
schemes. The coarse-graining fixes the maximum stored schemes to be d (1−Fthreshold)εF ed
(1−pmin)
εp
e per link. For instance,
the number of schemes for elementary pair generation does not change with the heuristic, namely it remains n |E|·rdiscr
in total. However, at most d (1−Fthreshold)εF ed
(1−pmin)
εp
e of these are stored per elementary link.
Let us now consider swapping. The algorithm restricts the creation of a link of length i to swapping two links of
length i2 ± log(i− 1), leading to at most 2blog(i− 1)c + 1 different options, see equation 5. The banded swapping
heuristic further reduces swapping to schemes that verify equation 6 from the main text,∣∣∣∣ log(F1)i1 − log(F2)i2
∣∣∣∣ ≤ εswap .
This equation becomes in the asymptotic limit
F1
F2
≤ exp
(
i · εswap
2
)
,
since i1 ∼ i2 ∼ i2 , and where we have assumed without loss of generality that F1 ≥ F2. Now note that Fthreshold ≥ 12 ,
which implies that 12 ≤ F1F2 ≤ 2. We thus have that, in the asymptotic limit, the banded swapping heuristic becomes
void if εswap is fixed. This means that asymptotically the algorithm considers the full rdiscr · (1−Fthreshold)
2(1−pmin)2
(εF εp)2
schemes for swapping.
The last heuristic is banded distillation. For a fixed distillation protocol, it reduces the number of schemes
for performing distillation to at most 2 · d εdistillεF ed
1−pmin
εp
e. Since there are d (1−Fthreshold)εF ed
(1−pmin)
εp
e stored
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schemes, we find the following upper bound on the considered schemes for distillation for a single link,
2 · rdiscr · |D| · m · εdistill(1−Fthreshold)(1−pmin)
2
(εF εp)2
. We have removed here and in what follows the ceiling functions,
since we are interested in the asymptotic complexity and increasing readability.
Combining the previous arguments, we find the following upper bound:
n |E| · rdiscr + rdiscr
n∑
i=2
(n− i+ 1)
·
(
(2 · blog (i− 1)c+ 1) · |S| · (1− Fthreshold)
2 (1− pmin)2
(εF εp)2
+ 2 ·m · |D| · εdistill (1− Fthreshold) (1− pmin)
2
(εF εp)2
)
= rdiscr
(
n |E|+ (1− Fthreshold) (1− pmin)
2
(εF εp)2
n∑
i=2
(n− i+ 1) · |S| · ((2 · blog (i)c+ 1) (1− Fthreshold) + 2 ·m · |D| · εdistill)
)
∼ rdiscr
(
n |E|+ (1− Fthreshold) (1− pmin)
2
(εF εp)2
(
2 (1− Fthreshold) · |S| · n2 log (n) + 2 ·m · |D| · εdistill · n
2
2
))
= rdiscr
(
n |E|+ n2 (1− Fthreshold) (1− pmin)
2
(εF εp)2
(2 (1− Fthreshold) · |S| · log (n) +m · |D| · εdistill)
)
(A7)
We observe that the algorithm is O (n2 log (n)), where the pre-factor is given by 2 · |S| · rdiscr ( (1−Fthreshold)(1−pmin)εF εp )2.
In the case of a symmetric repeater chain (i.e. every node has exactly the same parameters and the distance between
each of the repeaters is equal) we can simplify the optimisation by exploiting the symmetry. That is, the optimisation
done over a link of length i only needs to be done once, as opposed to n−i+1 times in the general setting. Furthermore,
there are only blog (i− 1)c+ 1 unique ways to perform swapping. The number of schemes is then upper bounded by
|E| · rdiscr
+ rdiscr
n∑
i=2
(
b(log (i− 1)c+ 1) · |S| · (1− Fthreshold)
2 (1− pmin)2
(εF εp)2
+ 2 ·m · |D| · εdistill (1− Fthreshold) (1− pmin)
2
(εF εp)2
)
∼ rdiscr · |E|+ rdiscr · (1− Fthreshold) (1− pmin)
2
(εF εp)2
((1− Fthreshold) · |S| · n log (n) + n ·m · |D| · εdistill) (A8)
We observe that for the symmetric scenario, the algorithm is O (n log (n)), where the pre-factor is given by rdiscr ·
|S| ·
(
(1−Fthreshold)(1−pmin)
εF εp
)2
. As mentioned before, the algorithm developed supports both the general and symmetric
case.
Appendix B: Analysis of the heuristics
The algorithm detailed in this paper uses four different parameters to reduce the search space of the optimisation,
namely εF , εp, εswap, and εdistill, see IID. The parameters εF and εp are responsible for the coarse-graining in the
algorithm, while the parameters εswap and εdistill govern the restrictions on the states used for swapping an distillation,
respectively. In this section we investigate the heuristics and how they affect the algorithm runtime and accuracy of
the optimisation, which we use to settle on values for εF , εp, εswap, and εdistill. The objective here is to find a good
trade-off between the algorithm runtime and the accuracy of the algorithm. We first investigate the coarse-graining -
i.e. we vary εF and εp. Afterwards, we investigate the effects of εswap and εdistill on the optimisation results. Finally,
we compare the banded swapping heuristic with the naive heuristic, i.e. where we require the two states to be close
in fidelity.
We first vary εF and εp simultaneously when optimising over schemes for a distance of 6 kilometres and a single
repeater with the IP parameter set 2, of which the results can be seen in Fig. 22 and 23. As expected, there is a
trade-off between the accuracy of the algorithm and its running time as εF and εp are varied. While a good trade-off
between the accuracy and the runtime depends on each specific case, we use these results to settle in this paper for
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εF = 1e−1, εp = 2e−1
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εF = 5e−3, εp = 1e−2
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FIG. 22: Optimised schemes for a distance of 15
kilometres using a single node with the IP parameter
set 2 (see Table II) for several different pairs of εF and
εp. Note that as εF and εp approach zero, the curves
converge.
εF = 1e−1,
εp = 2e−1
εF = 5e−2,
εp = 1e−1
εF = 1e−2,
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FIG. 23: The runtime of the algorithm for the
optimisations performed in Fig. 22. Notice the
logarithmic scale, indicating the strong growth rate as
εF and εp become smaller.
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εswap = εdistill = 0.0125
εswap = εdistill = 0.025
εswap = εdistill = 0.05
εswap = εdistill = 0.1
εswap = εdistill = 0.2
(a) Optimisation results with banded swapping heuristic.
The difference between εswap = εdistill = 0.1 and 0.2 is
minimal, differing only slightly for very low fidelities.
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εswap = εdistill = 0.0125
εswap = εdistill = 0.025
εswap = εdistill = 0.05
εswap = εdistill = 0.1
εswap = εdistill = 0.2
(b) Optimisation results with naive swapping heuristic. Note
that the curves converge in a significantly poorer fashion
than in Fig. 24a.
FIG. 24: Optimised schemes for a distance of 300 kilometres using four intermediate nodes with the IP parameter
set 4 (see Table II) for several different pairs of εswap and εdistill. Note that the curves converge in a significantly
poorer fashion than in Fig. 24a.
εF = 0.01 and εp = 0.02. We settle for these parameters since the important characteristics of the generation time
as a function of the fidelity appear to be similar when a more fine-grained optimisation is implemented, without the
runtime becoming infeasible.
In Figs. 24a and 24b we perform an optimisation for several different values of εswap and εdistill, using parameter
set 4 with four intermediate nodes for a distance of 300 kilometre. In Fig. 24a we use the banded swapping heuristic
(see equation 6), while in Fig. 24b we only swap between states that are εswap-close in fidelity. We observe that the
optimisation results in Fig. 24b are significantly worse than those in Fig. 24a, while Fig. 25 indicates that the runtimes
are comparable for both heuristics. We use these results to settle on εswap = εdistill = 0.05. Furthermore, we find that
the heuristic plays primarily a role for smaller fidelities. This implies that only for small fidelities there is a benefit in
swapping between states with disparate fidelities.
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FIG. 25: Algorithm runtimes for several different values of εswap and εdistill. The right, solid bars are for the
optimisation with the heuristic for swapping found in Eq. 6, while the left, hatched bars are for the optimisation
where we only swap between states that are εswap-close in fidelity. We observe that both heuristics lead to
approximately the same runtime behaviour, while the results with the banded swapping heuristic are closer to
optimal.
Appendix C: Average noise due to storage
Here we discuss the average noise induced when repeating a protocol with success probability p until success or
until a maximum number of r attempts. Denote the quantum channel corresponding to storing for a single round
by Λ. The average noise channel E [Λ] corresponds to having the channel Λ ◦ Λ . . . ◦ Λ︸ ︷︷ ︸
r−j
with probability p(1−p)
j−1
1−(1−p)r for
1 ≤ j ≤ r. Note that we can calculate the average channel instead of the average density matrix at the output, due
to the linearity of quantum channels.
We consider two types of noise in this paper, depolarising and dephasing. These types of noise occur naturally in
quantum information processing systems, and have the following exponential behaviour,
Nd(ρ) = e−
t
λd ρ+
(
1− e− tλd
) I
2 , (depolarising)
NZ(ρ) = 1 + e
− tλZ
2 ρ+
1− e− tλZ
2
I
2 , (dephasing)
Thus, if we want to calculate the average amount of noise for depolarising and dephasing, it suffices to calculate the
average of e−c·(k−j) with probability distribution p(1−p)
j−1
1−(1−p)r , j = {1, . . . , r}, where c ≡ TattemptTdepol/deph quantifies the noise
experienced in a single attempt for depolarising and dephasing, respectively. We find thus that the average channels
correspond to having the exponential terms in the above channels set to
E
[
e−c·(r−j)
]
=
r∑
j=1
p (1− p)j−1
1− (1− p)r · e
−c·(r−j)
= pe
c ((1− p)r − e−cr)
(1− (1− p)r) (ec (1− p)− 1) . (C1)
Finally, the decay in the success probability for retrieving a state from a memory for multiplexed platforms is given
by E
[
e−c·(r−j)
]
, where c = TattemptTcoh .
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Appendix D: Modelling of elementary pair generation for multiplexed platforms
Here we detail the calculations performed to derive the analytical form of the resultant state during elementary
pair generation for multiplexed platforms, and the success probability (see equation D1). We first discuss the effects
of the losses on the state emitted by the PDC sources. Secondly, the Bell state measurement and the resulting post-
measurement state are discussed. We will close with a brief discussion on the post-selection of having zero photons.
We model all losses in the setup as a pure-loss channel. Since we restrict ourselves to at most two-photon excitations
in each mode, we truncate the Kraus operators from [88] to the {|0〉 , |1〉 , |2〉} subspace and find the explicit matrix
form of the truncated Kraus operators. They are
A0 =
1 0 00 √1− γ 0
0 0 1− γ
 , A1 =
0 √γ 00 0 √2 (1− γ) γ
0 0 0
 , A2 =
0 0 γ0 0 0
0 0 0
 ,
where γ = 1 − η is the loss parameter. Note that, even after truncation, these Kraus operators still form a channel
since
∑2
i=0A
†
iAi = I. We now let four such channels act on the state
|ψNs〉 =
√
p0 |00, 00〉+
√
p1
2 (|10, 01〉+ |01, 10〉) +
√
p2
3 (|20, 02〉 − |11, 11〉+ |02, 20〉) ,
where the early and late photonic modes in the direction towards the memory each evolve under a truncated pure-loss
channel with parameter γ1, and similarly for the two modes going towards the beamsplitter station with parameter γ2.
This results in a state ρ(Ns, γ1, γ2)a0a1b0b1 between the memory and the photon just before the beamsplitter. The same
situation holds for the other PDC source, such that the total state just before the beamsplitter is ρ(Ns, γ1, γ2)a0a1b0b1⊗
ρ(Ns, γ1, γ2)c0c1d0d1 , where we have assumed the prepared states have equal mean photon number and experience
equal losses. Instead of applying the unitary corresponding to the beamsplitter and then applying the POVMs for
the detectors, we can apply the inverse of the beamsplitter unitary on the POVMs corresponding to success. Since
we assume photon number resolving detectors, we find our POVM elements corresponding to success to be
Ia0a1 ⊗
∣∣Ψ+〉〈Ψ+∣∣
b0c0
⊗ ∣∣Ψ+〉〈Ψ+∣∣
b1c1
⊗ Id0d1 ,
Ia0a1 ⊗
∣∣Ψ−〉〈Ψ−∣∣
b0c0
⊗ ∣∣Ψ+〉〈Ψ+∣∣
b1c1
⊗ Id0d1 ,
Ia0a1 ⊗
∣∣Ψ+〉〈Ψ+∣∣
b0c0
⊗ ∣∣Ψ−〉〈Ψ−∣∣
b1c1
⊗ Id0d1 ,
Ia0a1 ⊗
∣∣Ψ−〉〈Ψ−∣∣
b0c0
⊗ ∣∣Ψ−〉〈Ψ−∣∣
b1c1
⊗ Id0d1 .
We find that the post-measurement states for each of these POVM element is equivalent up to local unitaries, such
that we only have to consider the first one. While one could call the whole process described so far elementary pair
generation, the state will have a fidelity equal to half or less for any Ns > 0. The reason for this is that there
has not been any post-selection on detecting a valid click pattern on the detectors when performing, say, Bell state
measurements. For this reason, we apply the following POVM to post-select on having non-zero photons at each side
of the memory,
Ia0a1b0b1 −
(|00〉〈00|a0a1 ⊗ I+ I⊗ |00〉〈00|d0d1 − |0000〉〈0000|a0a1d0d1) .
The resultant state is too cumbersome to report here, but can be found in the accompanying Mathematica and Python
scripts. We find the success probability to be given by
psucc = 4 · pbsm · pnon-zero photons
= 4 · η2 3p
2
1 − 4 (4η − 3) p1p2 + 4p2
(
1 +
(
3− 8η + 4η2))
24
· p2app
(p1 + 4 (η − 1) p2 (papp − 2)) (3p1 + 4 (η − 1) p2 (papp − 2))
4p2 + (p1 + (2− 4η) p2) (3p1 + (6− 4η) p2) . (D1)
Appendix E: The interplay between the number of modes and the fidelity for multiplexed platforms
Here we investigate the interplay between the number of modes, the fidelity, and the losses in the fibre for MP
platforms. We assume here that the only source of noise is from the PDC source, and there are no or negligible losses
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locally. We take the state derived in the previous section (but which is too cumbersome to report here), and set
papp = 1. The fidelity of the resultant state is then calculated to be
F = 3
4(η − 1)2Ns4 + 24(η − 1)2Ns3 + 4 (9η2 − 20η + 11)Ns2 − 24(η − 1)Ns + 3
.
Solving for Ns, we find that
Ns =
1
2
√−9ηF + 5F + 2√F (F + 3)
F − ηF − 3
 .
Let us now input the above relation into equation D1 where we set p1 and p2 according to equations 10. We find a
success probability of
p =
32η2
(√
−9Fη+5F+2
√
F (F+3)
F−Fη − 3
)2
F
(√
−9Fη+5F+2
√
F (F+3)
F−Fη − 1
)6 . (E1)
Since we need on the order of 1p modes, we find that we need on the order of
1
p
=
F
(√
−9Fη+5F+2
√
F (F+3)
F−Fη − 1
)6
32η2
(√
−9Fη+5F+2
√
F (F+3)
F−Fη − 3
)2 = F
(√
2
√
F (F+3)
F + 5− 1
)6
32η2
(√
2
√
F (F+3)
F + 5− 3
)2 +O (η−1)
modes to achieve a fidelity of F for η ≈ 0. The η2 = exp
(
− LL0
)
term in the denominator is given by the total losses
of the fibre. The contribution due to the fidelity is then given by
F
(√
2
√
F (F+3)
F + 5− 1
)6
32
(√
2
√
F (F+3)
F + 5− 3
)2 = 32(1− F )2 +O
(
(1− F )−1
)
.
We thus find that the number of minimum required modes scales as e
L
L0
(1−F )2 , where L is the internode distance.
Appendix F: The effect of efficiency decoherence for multiplexed platforms
In this section we explore the effects the exponential decrease of the output efficiency has on the ability of performing
schemes with probability greater than pmin. While for information processing platforms it is always possible to achieve
any success probability by performing as many attempts r as required, this is not the case for MP platforms due
to the decrease in output efficiency over time. Here we derive conditions on the efficiency coherence times of the
memories for a given pmin, generation time T and success probability p of the underlying schemes, such that pmin can
be achieved.
Since there are two memories used for state storage, the success probability of emitting both states again is modelled
as given by
psingle success = (1− (1− p)r) · E
[
e−(c1+c2)·(r−j)
]
=
pe(c1+c2)
(
(1− p)r − e−(c1+c2)r)
e(c1+c2) (1− p)− 1 . (F1)
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We are interested in when the above quantity cannot be larger than pmin. To this end, we take the derivative of
equation F1 with respect to r and set it to zero to find the maximum value of success probability. Setting c = c1 + c2,
we find
ecp (ce−cr + (1− p)r log(1− p))
ec(1− p)− 1 = 0 ,
→ r =
c− log
(
− ec log(1−p)c
)
c+ log(1− p) . (F2)
However, since r needs to be an integer equal to or greater than one, we choose the ceiling or floor of equation F2,
whichever maximises the resultant psucc. Furthermore, since we cannot perform distillation, our main concern is the
drop in success probability after performing a Bell state measurement. This motivates us to set p = 1− 12N+1 [68, 69, 71–
73]. Setting equation F1 equal to pmin = 0.9, we numerically find that N = 0 gives c ≈ 0.023, N = 1 gives c ≈ 0.053,
N = 2 gives c ≈ 0.101 and N = 3 gives c =∞. Obviously, the assumption here is that the initial success probability
is given by 1 − 12N+1 , which is not true due to other losses in the system. However, it is clear that increasing N
can increase the total time significantly during which entanglement can be generated in a near-deterministic fashion.
In particular, we find that the sum of the reciprocals of the efficiency coherence times of the memories should be
at least 1c times the generation time of a scheme for multiplexed platforms to successfully generate entanglement
near-deterministically. This results in factors of approximately 43, 19 and 10 times the generation time for Bell state
measurement success probabilities of 12 ,
3
4 and
7
8 , respectively.
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Appendix G: Additional optimisation results
This section contains the additional figures mentioned in the main text.
First, we compare the optimisation results of the full optimisation with an optimisation over BDCZ schemes only in
Fig. 26. BDCZ schemes are those schemes that for each connection and distillation step only combines two schemes
that have used the same sequence of protocols, as in [13, 14]. We consider an asymmetric repeater chain with three
intermediate nodes over a distance of 200 kilometre. We model the behavior of the intermediate nodes with parameter
set 4 and Alice and Bob with parameter set 2 (see Table II). The full optimisation yields schemes that can achieve
faster generation rates (by approximately a factor of 10) than achievable with the BDCZ schemes.
Second, we consider two visualisations (Fig. 27 and 28) of the schemes found for a distance of 800 kilometres with
a combination of information processing and multiplexed platforms using parameter sets 4 (see Tables II and IV) and
ten intermediate nodes. Finally, Fig. 29 contains the results found while performing a parameter exploration for total
distances of 200, 400, 600 and 800 kilometres, using ten intermediate nodes for information processing platforms.
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FIG. 26: Comparison between the optimisation results of the full optimisation with the optimisation over BDCZ
schemes. We consider a repeater chain over 200 kilometres with three intermediate nodes. The parameters used are
parameter set 4 for the intermediate nodes and parameter set 2 for Alice and Bob. BDCZ schemes are those
schemes that only perform swapping and distillation between two schemes that have used the same sequences of
protocols. Contrary to the comparison with BDCZ schemes in [20] we allow for an optimisation over the different
ways of generating elementary pairs, i.e. we vary the number of attempts r and the θ parameter. We observe that
the schemes found with the full optimisation outperform BDCZ schemes, achieving a faster generation time by a
factor of ∼10, and extending the maximal achievable fidelity by a small margin.
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FIG. 27: Visual representation of the scheme with the lowest non-trivial achieved fidelity for a distance of 800
kilometres with a combination of information processing and multiplexed platforms using parameter sets 4 (see
Tables II and IV) and ten intermediate nodes. Elementary pair generation is indicated by EPG, and the mean
photon number used is indicated by the Ns.
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FIG. 28: Visual representation of the scheme that achieves a fidelity of F = 0.9605 in time T = 17.7 milliseconds
(indicated by the cross in Fig. 21), for a distance of 800 kilometres with a combination of information processing and
multiplexed platforms using parameter sets 4 (see Tables II and IV) and ten intermediate nodes. Elementary pair
generation is indicated by EPG, and the mean photon number used is indicated by the Ns. The structure of the
scheme is non-hierarchical, which can most clearly be seen in the final swap operation, which happens between two
links of lengths four and nine.
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FIG. 29: Optimisation results for total distances of 200, 400, 600 and 800 kilometres, using ten intermediate nodes.
We use IP parameter set 2 as a baseline, where we set the gate fidelities to be 0.99, 0.995 and 0.999 in the first,
second and third column respectively. We set the coherence times Tdeph, Tdepol to 10, 50 and 100 seconds in the
first, second and third row, respectively.
