As an effective computing technique, Kalman filter (KF) currently plays an important role in state of charge (SOC) estimation in battery management systems (BMS). However, the traditional KF with mean square error (MSE) loss faces some difficulties in handling the presence of non-Gaussian noise in the system. To ensure higher estimation accuracy under this condition, a robust SOC approach using correntropy unscented KF (CUKF) filter is proposed in this paper. The new approach was developed by replacing the MSE in traditional UKF with correntropy loss. As a robust estimation method, CUKF enables the estimate process to be achieved with stable and lower estimation error performance. To further improve the performance of CUKF, an adaptive update strategy of the process and measurement error covariance matrices was introduced into CUKF to design an adaptive CUKF (ACUKF). Experiment results showed that the proposed ACUKF-based SOC estimation method could achieve accurate estimate compared to CUKF, UKF, and adaptive UKF on real measurement data in the presence of non-Gaussian system noises.
Introduction
Reliable and accurate state of charge (SOC) estimate of lithium-ion battery plays a crucial role in battery management systems (BMS) [1] [2] [3] [4] [5] [6] . At present, SOC estimate methods based on Kalman filter (KF) are gaining great interest due to their excellent convergence performance and initial value insensitivity. As a data processing algorithm with autoregressive optimal characteristic, KF can make the best estimate of the minimum variance in the system state. For SOC estimate, the traditional linear KF-aware algorithms can not only overcome the error accumulation effect of the coulomb counting method, but it also does not depend on an accurate initial SOC value [3, 4] . However, the accuracy of this method relies on the establishment of a battery equivalent circuit mode (ECM), and some physical properties of the battery model are nonlinear [5, 6] . For this reason, the extended KF (EKF) algorithm is proposed in this paper using first-order Taylor series expansion to improve the performance of conventional KF algorithms, which implements recursive filtering by linearizing nonlinear functions. Unfortunately, EKF may produce large estimation errors or may even diverge when the system nonlinearity is strong. To circumvent first-order approximation errors of EKF, the UKF algorithm was developed by applying nonlinear system equations to the standard KF by means of unscented transformation (UT) naturally [7] [8] [9] [10] [11] .
Compared with EKF, UKF can achieve higher accuracy for solving nonlinear estimation problems in a wider application range. Therefore, more and more UKF and SOC estimate methods based on 
In this model, the parameter vectors (R0, Rs, Rd, Cs, and Cd) should be experimentally identified efficiently to increase the SOC accuracy in real-time application. The following parameter identification process is shown on actual data taken from the website of the "Battery Management Systems, Volume II: Equivalent-Circuit" course [36] .
SOC-OCV Relationship
As the terminal voltage of battery at charge equilibrium condition, the OCV is directly dependent on SOC value. To obtain the nonlinear functional relationship between OCV and SOC, the OCV test was conducted using the lithium-ion battery as a case study. In this study, the hysteresis effect was neglected. The discharge characteristic experiment with 1C rate was conducted for the battery, and the test temperature was kept at 25 °C. The 8th degree polynomial equation was employed to fit the relationship accurately using the experimental data because it had shown better performance than the 7th degree one in References [15, 37, 38] . With 18 pairs of OCV and SOC data, the OCV-SOC relationship was determined by the polynomial fitting method as follows: In this model, R 0 denotes the battery's Ohmic resistance, which represents the instantaneous voltage drop during the battery charge/discharge process. Two R-C networks are used to model the relaxation effects of battery charge/discharge process. The R s and C s branch imitates the short-term transient response of battery, whereas the long-term transient response is modeled by R d and C d . The U oc represents the battery's open circuit voltage (OCV), which is usually a nonlinear function of SOC. U t denotes the battery terminal voltage, and I is the load current with a positive value at discharge and a negative value at charge. U s and U d are the short-and long-time transient voltage responses for charging/discharging, respectively. Using the Kirchhoff's circuit laws, the electrical behavior of the 2-R-C model can be expressed as follows:
In this model, the parameter vectors (R 0 , R s , R d , C s , and C d ) should be experimentally identified efficiently to increase the SOC accuracy in real-time application. The following parameter identification process is shown on actual data taken from the website of the "Battery Management Systems, Volume II: Equivalent-Circuit" course [36] .
As the terminal voltage of battery at charge equilibrium condition, the OCV is directly dependent on SOC value. To obtain the nonlinear functional relationship between OCV and SOC, the OCV test was conducted using the lithium-ion battery as a case study. In this study, the hysteresis effect was neglected. The discharge characteristic experiment with 1C rate was conducted for the battery, and the test temperature was kept at 25 • C. The 8th degree polynomial equation was employed to fit the relationship accurately using the experimental data because it had shown better performance Figure 2a shows the SOC-OCV graph obtained from the experiment and the fitting data. The validation of the above polynomial equation in terms of absolute difference is shown in Figure 2b . Figure 2a shows the SOC-OCV graph obtained from the experiment and the fitting data. The validation of the above polynomial equation in terms of absolute difference is shown in Figure 2b . 
Identification of Model Parameters
In this subsection, we identify the parameters (R0, Rs, Rd, Cs, and Cd) using the off-line method. Under the same temperature conditions, a hybrid pulse current profile was loaded to get the battery model parameters. Data obtained from the test on LiFePO4 battery in Reference [34] was used in this work. The key specifications of a LiFePO4 battery selected for the experiment were as follows: The nominal capacity of the battery was 5 Ah, nominal voltage was 3.5 V, and maximum continuous discharge current was 8.5 A. The batteries were placed in the temperature chamber, and the temperature of the cell was measured. The current, voltage, and SOC were sampled at 1 Hz and are plotted in Figure 3a -c. The experiments in Section 4 were conducted using these data to verify the performance of the novel SOC estimate method proposed in this work. 
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In this subsection, we identify the parameters (R0, Rs, Rd, Cs, and Cd) using the off-line method. Under the same temperature conditions, a hybrid pulse current profile was loaded to get the battery model parameters. Data obtained from the test on LiFePO4 battery in Reference [34] was used in this work. The key specifications of a LiFePO4 battery selected for the experiment were as follows: The nominal capacity of the battery was 5 Ah, nominal voltage was 3.5 V, and maximum continuous discharge current was 8.5 A. The batteries were placed in the temperature chamber, and the temperature of the cell was measured. The current, voltage, and SOC were sampled at 1 Hz and are plotted in Figure 3a -c. The experiments in Section 4 were conducted using these data to verify the performance of the novel SOC estimate method proposed in this work. The resistive and capacitive parameters of the battery ECM can be identified by data obtained from the unidirectional pulse charging test and the unidirectional pulse discharging test described at the beginning of this section. Ohmic resistance is the main cause of lithium battery current load voltage changes, and its identification calculation can be obtained according to the terminal variation. According to the Ohm's law of equation [39] we get the following:
from this, we can deduce R o . Figure 4 is the terminal voltage response curve of unidirectional pulse discharge sequence. In the terminal voltage response curve, the instantaneous variation of the voltage at the beginning and end of the pulse discharge current is mainly caused by the Ohmic resistance R 0 because of the very short pulse discharge time, while SOC changes little before and after pulse discharge. Once the discharge current is stopped, the terminal voltage will drop immediately. It must be noted that the voltage U s and U d of the capacitors C s and C d will not suddenly change at the moment of starting the discharge. Then, Ohmic resistance R o can be found from numerous of the terminal voltage at the moment of starting the discharge. Thus, we can calculate the Ohmic resistance R o [40] :
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The exponential fitting approach is employed to identify the model parameters Rs, Rd, Cs, and Cd.
should be computed first. Using the identified time constant, the details identification of the s R , d R , s C , and d C can then be introduced. During pulse discharge end static period, R-C network is zero input response; then, the terminal voltage can be represented as follows:
where
is the initial value of the voltage at the two ends of the s s R C network, and
the initial value of the voltage at the two ends of the d d R C network. According to Equation (7), we can perform the second-order exponential fitting of the terminal voltage response by the following expression: (2) Polarization resistance-capacitance parameters The exponential fitting approach is employed to identify the model parameters R s , R d , C s , and
should be computed first. Using the identified time constant, the details identification of the R s , R d , C s , and C d can then be introduced. During pulse discharge end static period, R-C network is zero input response; then, the terminal voltage can be represented as follows:
where U s (0) is the initial value of the voltage at the two ends of the R s C s network, and U d (0) is the initial value of the voltage at the two ends of the R d C d network. According to Equation (7),
6 of 20
we can perform the second-order exponential fitting of the terminal voltage response by the following expression:
Here, c s , c d , τ s , τ d are unknown coefficients, and we can obtain the value of them by least-square fitting method. Then, the parameters R s , C s , R d , C d can be identified further by the following methodology.
Using Kirchhoff's circuit laws, the circuit dynamics of the RC network combining R s and C s can be expressed as follows:
where Q s = C s × U s , then, the above equation can be written as follows:
Solving the differential equation yields, we get the following:
Rs Cs )I(t) (11) In like manner, we have the following:
Further, we have the following:
Then, from Equations (11) and (13), the resistances R s and R d are determined by the following equations:
Now, the values of C s and C d can be computed from
. Then, the parameter identification is completed and the results are given in Table 1 . Figure 5b is the difference between them. From this result, we can observe that the model output voltage is identical with the actual voltage, and it implies availability of the parameters obtained by the process above for the selected battery. However, we can also observe that the absolute difference increases over 0.2 V during charge/discharge stage. There are two probable reasons for this phenomenon: (1) The dynamic characteristic of charge/discharge leads to fluctuation. (2) There is noise in the dynamic charge-discharge process. This seems to be a critical flaw of the calculated parameters, and we will focus on this issue in future research. with the actual voltage, and it implies availability of the parameters obtained by the process above for the selected battery. However, we can also observe that the absolute difference increases over 0.2 V during charge/discharge stage. There are two probable reasons for this phenomenon: (1) The dynamic characteristic of charge/discharge leads to fluctuation. (2) There is noise in the dynamic charge-discharge process. This seems to be a critical flaw of the calculated parameters, and we will focus on this issue in future research.
(a) (b) 
Adaptive Correntropy UKF for SOC
In this section, we introduce a novel SOC estimation approach using correntropy UKF with adaptive update of process and measurement error covariance matrices.
Correntropy Loss
As a nonlinear similarity measure, correntropy has been proposed in information theoretical learning (ITL) framework where the conventional concepts of second-order statistics (covariance, L2 distances, correlation functions) are substituted by scalars and functions with information theoretic underpinnings-entropy, mutual information, and correntropy, respectively [41] . For two random variables
, its definition is as follows:
where [] E denotes the expectation operator, x,y  are available, hence the sample estimator of correntropy is used as follows:
The Gaussian kernel is usually used in correntropy and given by the following equation: 
Adaptive Correntropy UKF for SOC
Correntropy Loss
As a nonlinear similarity measure, correntropy has been proposed in information theoretical learning (ITL) framework where the conventional concepts of second-order statistics (covariance, L 2 distances, correlation functions) are substituted by scalars and functions with information theoretic underpinnings-entropy, mutual information, and correntropy, respectively [41] . For two random
T , its definition is as follows:
where E[] denotes the expectation operator, κ σ (·, ·) is a kernel function with kernel width σ, and F XY (x, y) represents the joint distribution function. In general, the data distribution is not obtained and only a finite number of samples {x i ,
are available, hence the sample estimator of correntropy is used as follows:
The Gaussian kernel is usually used in correntropy and given by the following equation:
Energies
where e = x − y denotes the error of two random variables. As a local similarity criterion, correntropy is very useful for non-Gaussian cases, especially for measurement noise with large outlier. It is always bounded for any distribution and robust with respect to impulsive noises (or outliers) [42, 43] . correntropy loss is aimed at maximizing correntropy between a variable and its estimator, which has been successfully applied in designing robust adaptive filters [21] [22] [23] [24] [25] [26] [27] [28] .
UKF with Correntropy Loss
The KF is a computing tool that can provide an efficient recursive means for estimating the states of a process by minimizing the MSE, which is used as an optimal criterion under Gaussian assumption. Unfortunately, this condition may still not hold true in real world. Therefore, several novel KFs via a substitute criterion have been developed to improve the robustness of the conventional KF. correntropy loss, as a simple and efficient criterion, has been employed to design different kinds of KFs, such as correntropy KF [23, 24] , correntropy EKF [25] , and CUKF [26] [27] [28] . In this work, we focused on the development of a novel SOC estimate method based on the proposed adaptive CUKF. CUKF and the adaptive update scheme of the process and measurement noises covariance matrices for CUKF are introduced in this section.
The following state-space equation model was used to introduce CUKF from Reference [26] . State equation:
Measurement equation:
where f denotes the state-space model, g is the measurement model, x i denotes state variable, u i represents input variable, y i is output variable. w i and v i are process noise and measurement noise, respectively. In general, CUKF also follows the structure of standard UKF using modified one-step estimation error covariance and measurement error covariance. The whole algorithm is given as follows:
Step1: A suitable kernel bandwidth σ and the initial state variable x 0 are first selected, then the initial state meanx 0|0 = E[x 0 ], P 0|0 is the covariance of the state estimate error defined by
Step 2: Compute sigma points χ s i−1|i−1 usingx i−1|i−1 and P i−1|i−1 by the following equation:
where (n + λ)P i−1|i−1 s is the s th column of (n + λ)P i−1|i−1 , λ = α 2 (n + k) − n is a scaling parameter used to reduce the prediction error, α determines the spread of the sigma points around and is usually set to a small positive value, 0 ≤ α ≤ 1. The value of k is set to guarantee semipositive properties of the matrices (n + λ)P i−1|i−1 and is set at 2 when the state variable is a single argument, while k = 3 − n when the state variable is multivariable.x i−1|i−1 is the state estimation at time index i-1, and P i−1|i−1 represents the related estimation error covariance matrix.
Step 3: Obtain the weight of the sigma point:
Energies 2018, 11, 3123 9 of 20
where w m is the weight of the sigma point mean, w c denotes the weight of the covariance, the free parameter β ≥ 0, which can integrate into the prior information of random variable, and it is optimal when β = 2 for Gaussian distribution.
Step 4: Obtain the meanx i−1|i−1 and covariance of the one-step predicted state P i|i−1 by the following equations:
Step 5: Computing of sigma point χ s i|i−1 usingx i|i−1 and P i|i−1 by the following equation:
Step 6: Obtain the meanŷ i|i−1 and the cross-covariance matrix P xy,i of the predicted measurement by the following equations:ŷ 
Step 7: Get the pseudo measurement matrix H i by the following equation:
Step 8: Calculate the modified P i|i−1 and R i as follows: where e l,i is the l th elements of e i , C x,i and C y,i are from the following fixed-point equation with matrix form as follows:
. In addition, we have the following:
Step 9: Obtain K i and calculatex i|i and P i|i through the following equations:
Remark 1: According to Equations (36) and (37), we know that the difference between UKF and CUKF mainly lies in P i|i−1 and R i . Due to the Gaussian kernel introduced by correntropy loss, CUKF will automatically adjust those two matrices in response to non-Gaussian signals. The detailed derive process for the state equation can be seen in Reference [26] .
Adaptive Correntropy UKF
The process noise covariance Q and measurement noise R are assumed to be known in CUKF. However, they are real time in general and may not be obtained prior in practice. Therefore, they should be updated with changes in time on the basis of some obtained prior knowledge. In recent years, different methods have been used to implement the adaptive estimation [44] [45] [46] . In this work, we use the covariance matching technique to estimate the covariance values to improve the robustness of CUKF. The realization process is detailed in the following:
where ε i is the residual error of the measurement output, and y s i+1|i − y i denotes the residual error of the measurement output estimated by each sigma point. We can now give analysis of the method above.
According to Equation (21), we have the following: Then, Equations (44) and (46) are the estimate of the v i . F i denotes the residual error covariance of the measurement, the mean of the sum of the residual error covariance can be estimate of the measurement noise covariance. According to Equation (11), we have the following
Further, from Equation (39), we obtain the following:
Thus,
When Equations (43) and (44) are introduced into CUKF, we can obtain the adaptive CUKF algorithm, which can overcome the drawback of CUKF and improve the estimate accurate by adjusting the covariance of the process and measurement noises.
ACUKF for SOC Estimation
In order to estimate SOC using the ACUKF, we substitute the state vector x in Equation (11) by the factor in ECM, which represents the total effect of system inputs u on the current system operation, such as SOC, and the measurable system output y is replaced by terminal voltage in Equation (12) . w is the unmeasured "process noise" that affects the system state, and v is the measurement noise that does not affect the system state but can be reflected in the system output. f (x,u) and g(x,u) are functions specified by the particular used cell model. Then, discretizing Equations (1)-(3), we obtain the following:
where ∆t is the sampling interval, SOC(k) represents the SOC value at discretizing time k, and its discretizing form is as follows:
where Q c is the total battery capacity. The state variable of the systems usually comprises Equations (51), (52) and (54), while the terminal voltage in Equation (6) represents the model output measurement; the current I(t) is the input. To this end, the state and measurement equations with matrix form in discrete time can be expressed as follows: 
Experiment Results and Discussion
We performed experiments to verify the effectiveness and feasibility of the proposed ACUKF for SOC estimation of lithium ion with respect to the database available in the research of the ECM data repository [36] , and the true SOC was obtained by subtracting the net charge flow from the charge in a fully charged cell.
In general, the measurement data is usually not consistent with the original data due to the measurement error and observation error. Furthermore, these errors can also be seen from measurement noises. Therefore, in this work, we focused on the SOC estimation problem when the measurement data is affected by the noises with Gaussian and non-Gaussian cases. In order to make a quantitative comparison study of different SOC estimation methods, the mean square error (MSE), maximum absolute error (MAE), and root MSE (RMSE) were calculated according to the formula in Equations (57)- (59):
The performance of the proposed ACUKF for SOC estimation was compared with three other techniques-UKF, CUKF, and AUKF-under Gaussian and non-Gaussian environments.
Under Gaussian Noise
We first performed an experiment under Gaussian noise environments to evaluate the validation of the proposed method. Here, all the values of tuning parameters of each algorithm were selected by following the principle of obtaining optimal performance for them. The same free parameters of all algorithms were set at α = 1, k = 0, β = 2. The initial state was set at 70%, and the kernel width σ was selected as 2 for CUKF and ACUKF. We added the Gaussian noise with zero mean and variance 0.0001 as the state noise for state equation and selected another Gaussian noise with zero mean and variance 0.001 for measurement noise. The SOC estimate results are shown in Figure 6 . From this result, one can observe that all the estimate methods performed well in this case, and the SOC estimate results of all methods were similar to each other. However, from the estimate errors in Figure 7 , we see that differences still existed between them. In particular, the UKF and AUKF methods had larger initial error compared with CUKF and ACUKF. The MSE, RMSE, and MAE results of all methods are given in Table 2 . larger initial error compared with CUKF and ACUKF. The MSE, RMSE, and MAE results of all methods are given in Table 2 . 
Under Non-Gaussian Noise
We know that non-Gaussian noises are common in real environments, so it is worthwhile to investigate the performance of the proposed method under the contamination of non-Gaussian larger initial error compared with CUKF and ACUKF. The MSE, RMSE, and MAE results of all methods are given in Table 2 . 
We know that non-Gaussian noises are common in real environments, so it is worthwhile to investigate the performance of the proposed method under the contamination of non-Gaussian 
We know that non-Gaussian noises are common in real environments, so it is worthwhile to investigate the performance of the proposed method under the contamination of non-Gaussian noises. Two different cases for the system and measurement disturbances were considered to evaluate the SOC estimation performance of the proposed approach. 
The shot noises applied to the first measurement are demonstrated in Figure 8 ; the shot noise used for w k was similar but is not shown here.
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 
The mixture noise, as the measurement noise generated by the model above, is shown in Figure  12 . Case 2: In this case, we set w k and v k by the following Gaussian mixture model as follows
The mixture noise, as the measurement noise generated by the model above, is shown in Figure 12 . In this case, we used the SOC estimate results and error curves of all mentioned approaches to illustrate their robustness. Here, parameter settings were the same as in Case 1. The parameters were set the same as in Figure 13a ,b. One can observe that the proposed CUKF-and ACUKF-based SOC estimate methods outperformed other approaches in this case. This result implies that the estimation methods based on correntropy loss are truly valid for non-Gaussian noise cases and even for the environment with many impulsive points. The MSE, RMSE, and MAE results are given in Table 4 . From this result, we can come to the same conclusion. Therefore, we know that the proposed methods, i.e., CUKF and ACUKF, are appropriate selections for SOC estimate under non-Gaussian conditions. In addition, ACUKF is more effective than other model-based estimation methods. In this case, we used the SOC estimate results and error curves of all mentioned approaches to illustrate their robustness. Here, parameter settings were the same as in Case 1. The parameters were set the same as in Figure 13a ,b. One can observe that the proposed CUKF-and ACUKF-based SOC estimate methods outperformed other approaches in this case. This result implies that the estimation methods based on correntropy loss are truly valid for non-Gaussian noise cases and even for the environment with many impulsive points. The MSE, RMSE, and MAE results are given in Table 4 . From this result, we can come to the same conclusion. Therefore, we know that the proposed methods, i.e., CUKF and ACUKF, are appropriate selections for SOC estimate under non-Gaussian conditions. In addition, ACUKF is more effective than other model-based estimation methods. In this case, we used the SOC estimate results and error curves of all mentioned approaches to illustrate their robustness. Here, parameter settings were the same as in Case 1. The parameters were set the same as in Figure 13a ,b. One can observe that the proposed CUKF-and ACUKF-based SOC estimate methods outperformed other approaches in this case. This result implies that the estimation methods based on correntropy loss are truly valid for non-Gaussian noise cases and even for the environment with many impulsive points. The MSE, RMSE, and MAE results are given in Table 4 . From this result, we can come to the same conclusion. Therefore, we know that the proposed methods, i.e., CUKF and ACUKF, are appropriate selections for SOC estimate under non-Gaussian conditions. In addition, ACUKF is more effective than other model-based estimation methods. 
Conclusions
For SOC estimate of lithium-ion battery considering the non-Gaussian noises in the system, a novel adaptive correntropy UKF method with adaptive process and measurement noises covariance was proposed in this work. Considering the statistics of system process and measurement noises with non-Gaussian characteristic in real BMS, CUKF was first employed to estimate SOC. In addition, to improve the accuracy and reliability of CUKF, we further introduced an adaptive update scheme for the process and measurement noise covariance matrices for CUKF with change in time to design adaptive CUKF for SOC estimate. Experiment results carried out on real data from the battery test system demonstrated the effectiveness and robustness of the proposed SOC method. 103-441217024) . The authors would like to thank G.L. Plett for the supplementary archives available to complement the dataset and text on BMS. Furthermore, we would like to thank the Guest Editor, assistant editor, and the reviewers for their valuable comments and suggestions, which helped us improve the quality of the manuscript.
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