We study the Net Present Value (NPV) of a project with multiple stages that are executed in sequence. A cash flow (positive or negative) may be incurred at the start of each stage, and a payoff is obtained at the end of the project. The duration of a stage is a random variable with a general distribution function. For such projects, we obtain exact, closedform expressions for the moments of the NPV, and develop a highly accurate closed-form approximation of the NPV distribution itself. In addition, we show two limit theorems that also apply in a more general context (i.e., that also apply for projects where stages are not necessarily executed in sequence). Our work has direct applications in the fields of project selection, project portfolio management, and project valuation. In addition, our work is closely related to the work of CPM/PERT, however, whereas CPM/PERT deals with project completion time, we focus on project NPV.
1 Introduction the eNPV (see e.g., Vanhoucke et al. (2001) , Szmerekovsky (2005) and Creemers et al. (2010) ). In general, it is considered to be impossible to efficiently determine the NPV distribution of a project (Wiesemann and Kuhn 2015) . In fact, for the completion time of a project, Hagstrom (1988) has shown that it is #P -complete to determine even a single point of the Cumulative Distribution Function (CDF). Even though the general problem may be impossible to solve, we can still tackle part of it by focussing on a sequence of stages. This is exactly what CPM/PERT does in the context of project completion time, and what we do for the NPV of a project.
The remainder of this article is structured as follows. § 2 develops exact, closed-form expressions for the moments and the distribution of the NPV of a cash flow that is obtained after a single stage. Multiple stages are considered in § 3. In § 3, we also show that the NPV of a single cash flow converges to a lognormal distribution if the cash flow is not incurred during the early stages of the project. § 4 introduces the lognormal approximation of the NPV distribution. In § 5, we develop exact, closed-form expressions for the moments of the NPV distribution of a multi-stage project with intermediate cash flows. In addition, we also show that the NPV of a project converges to a normal distribution, and assess the accuracy of the lognormal and normal approximations of the NPV distribution. § 6 discusses a number of model extensions, and § 7 concludes and provides directions for future research.
NPV of a cash flow obtained after a single stage
In this section, we investigate the basic case where a cash flow c is incurred after a single stage.
Under continuous compounding, the NPV of a cash flow c is given by:
where r is the discount rate, and t is the time at which cash flow c is incurred. If t is a realization of T , and if T is a random variable with probability function f (t), the eNPV of the project is given by:
Lemma 1. Consider a cash flow c that is incurred at time T , where T is a random variable with probability function f (t). Given a discount rate r, the eNPV of c is given by:
where M T (u) is the Moment Generating Function (MGF) of T .
For notational convenience, let φ(r) ≡ M T (−r) such that:
φ(r) can be interpreted as the eNPV of a cash flow c = 1 that is obtained at time T if discount rate r applies. For most distributions, the MGF (and hence φ(r)) is readily available. There are some distributions, however, for which the MGF does not have a closed-form expression (e.g., the Weibull distribution), or for which the MGF is undefined (e.g., the lognormal distribution).
For those distributions, φ(r) has to be approximated. In addition, note that φ(r) is not always defined for all values of r. For instance, if T is exponentially distributed, its MGF is given by M T (u) = λ(λ − u) −1 . Hence, if r = −λ, the MGF about −r is undefined, and µ cannot be determined. In practice, however, this is rarely an issue.
We use an example to illustrate Lemma 1. Consider a cash flow c = 1, 000 that is incurred at time T , where T follows a gamma distribution with shape parameter k = 5 and scale parameter τ = 1. The MGF of the gamma distribution is M T (u) = (1 − τ u) −k . As a result, φ(r) = (1 + τ r) −k , and the eNPV of cash flow c is µ = cφ(r) = 620.92 for discount rate r = 0.1.
Theorem 1. Consider a cash flow c that is incurred at time T , where T is a random variable with probability function f (t). Given a discount rate r, the mean, variance, skewness, and kurtosis of the NPV of c are given by:
If we revisit the previous example, the moments of the NPV distribution of cash flow c are: µ = 620.92, σ 2 = 16, 334, γ = −0.2347, and θ = 2.7064 for discount rate r = 0.1.
Theorem 2. Consider a cash flow c that is incurred at time T , where T is a random variable with probability function f (t). Given a discount rate r, the CDF and Probability Density Function (PDF) of the NPV of cash flow c are given by:
where F (t) is the CDF of T . Note that: (1) if r > 0, then v has range 0 ≤ v < c, (2) if r = 0, then v = c, and (3) if r < 0, then v has range c < v ≤ ∞.
We illustrate Theorem 2 by means of an example. In the example, a cash flow c is incurred at time T , where T follows an exponential distribution with rate parameter λ. For a given discount rate r, the CDF and PDF of the NPV of cash flow c are:
Similar, elegant results can easily be obtained for other probability functions.
NPV of a cash flow obtained after multiple stages
In this section, we consider the NPV of a cash flow that is incurred after multiple stages. For ease of understanding, we often use payoff p in the explanation of our results (as payoff p is obtained at the end of the project; after all stages have been completed). Note, however, that the results in this section hold for any cash flow that is incurred during the lifetime of the project.
Lemma 2. Consider a project with multiple stages w : w ∈ N = {1, 2, . . . , n} that are executed in sequence. Each stage w : w ∈ N has duration distribution f w (t) and corresponding factor φ w (r)
that is obtained using (4). If the duration distributions of the individual stages are independent, the duration of the project itself has factor:
We can combine Theorem 1 with Lemma 2 to determine the moments of the NPV of a cash flow that is incurred after multiple stages. For instance, consider the NPV of a payoff p that is obtained upon completion of a project with three stages. The stages have factors φ 1 (r), φ 2 (r), and φ 3 (r) respectively. The mean and variance of the NPV of payoff p are given by:
The skewness, kurtosis, and higher-order moments can be obtained in the same way.
Lemma 3. Consider a project with multiple stages w : w ∈ N = {1, 2, . . . , n} that are executed in sequence. Each stage w : w ∈ N has a duration distribution f w (t) with mean d w and variance s 2 w .
If the duration distributions of the individual stages are independent, the mean and variance of the project duration are given by:
If n is sufficiently large, the duration of the project will converge to a normal distribution with mean
Lemma 3 is an important and well-known result in the CPM/PERT literature (see e.g., Malcolm et al. (1959) , Van Slyke (1963) , and Moder and Phillips (1970) ), and allows to make predictions on the completion time of a project. We will use Lemma 3 to show that the NPV of a payoff p converges to a lognormal distribution if n is sufficiently large.
Theorem 3. Consider a project with multiple stages w : w ∈ N = {1, 2, . . . , n} that are executed in sequence. If the duration distributions of the individual stages are independent, and if n is sufficiently large, the NPV of payoff p converges to a lognormal distribution with location parameter α = ln(p) − rd N and scale parameter β = rs N .
Note that Theorem 3 also applies in a more general context where stages are not necessarily executed in sequence. In fact, as long as a stage w is preceded by a sufficient number of other stages, the NPV of cash flow c w converges to a lognormal distribution.
In order to illustrate Theorem 3, consider a project with n stages that are executed in sequence, and that have i.i.d. exponential durations with rate parameter λ (i.e., the project duration follows an Erlang distribution with parameters n and λ). A payoff p is obtained upon completion of the project. After applying Theorem 2, we obtain the PDF of the NPV of payoff p:
The approximate lognormal distribution has location parameter α = ln(p) − rnλ −1 and scale parameter β = r √ nλ −1 , and is denoted by L N . Given a payoff p = 1, 000, and a rate parameter λ = 1, Figure 1 shows the exact and the approximate PDF of the distribution of the NPV of payoff p for various values of n. The discount rate r is set equal to 0.5n −1 . Table 1 reports the mean, variance, skewness, kurtosis, and Kolmogorov-Smirnov test statistic (i.e., the maximum absolute difference in cumulative probability; the maximum absolute difference between G(v) and the CDF of L N ). We observe that, if n is small, Lemma 3 (and hence Theorem 3) does not hold, and the approximation performs poorly. If, on the other hand, n is large, the approximation is fairly accurate, and the NPV of a payoff p may be approximated by a lognormal distribution. 
A lognormal approximation of the NPV distribution
Theorem 3 only holds for cash flows that are incurred after a sufficient number of stages. Hence, the NPV of a cash flow does not always follow a lognormal distribution. Often, it is impossible to characterize the exact NPV distribution of a cash flow, however, we can use Theorem 1 to obtain its moments. A moment-matching procedure can then be used to define a distribution that approximates the true NPV distribution.
Moment-matching procedures can be evaluated along three lines: (1) the number of moments matched, (2) the computational efficiency, and (3) the generality of the solution. Ideally, a momentmatching procedure uses closed-form expressions to match as many moments as possible under general conditions. Most of the literature on moment matching has focussed on the use of phase-type (PH) distributions (see e.g., Osogami (2005) and Boute et al. (2007) ). Using PH distributions, up to three moments can be matched using closed-form expressions (see e.g., Osogami and Harchol-Balter (2006)). In this article, we do not adopt PH distributions, however, use a lognormal approximation of the NPV distribution of a cash flow c. Not only does the lognormal distribution allow us to develop closed-form expressions to match up to three moments of any real-valued distribution with non-zero skew, it is also a logical choice as the NPV distribution of a cash flow c converges to a lognormal distribution if it is incurred after a sufficient number of stages (see also Theorem 3).
In what follows, we define two moment-matching procedures. In a first procedure, we match the first two moments of the NPV distribution. A second procedure matches the first three moments.
We use L 2 and L 3 to denote both approximations respectively.
Lemma 4. We can approximate the NPV distribution by matching its first two moments using a lognormal distribution with scale and location parameter:
where µ and η = σ 2 µ −2 are the mean and Squared Coefficient of Variation (SCV) of the NPV distribution respectively.
In order to match three moments, we use a three-parameter (or bounded) lognormal distribution (see e.g., Aitchison and Brown (1957) ) with location, shape, and threshold parameter α, β, and κ respectively. The threshold parameter can be used to bound the support of the distribution, and can either serve as a lower or as an upper bound (for matching distributions with positive/negative skew respectively). The mean, variance, skewness, kurtosis, PDF, and CDF of the three-parameter lognormal distribution are given by:
where δ = −1 if the distribution has negative skew, and δ = 1 otherwise.
Lemma 5. We can approximate the NPV distribution by matching its first three moments using a 
where µ, σ 2 , and γ are the mean, variance, and skewness of the NPV distribution.
In order to illustrate the accuracy of the lognormal approximations, we revisit the last example of § 3. Figure 2 shows the exact and the approximate PDF of the NPV distribution for various values of n. Table 1 reports the mean, variance, skewness, kurtosis, and Kolmogorov-Smirnov test statistic. We observe that the L 3 approximation is almost always very accurate, whereas the L 2 approximation has more or less the same accuracy as the L N approximation. This latter observation is no surprise. If n is small, neither Lemma 3 nor Theorem 3 hold, and the approximations fail to achieve a good accuracy. In addition, the L 2 and L N approximations only take into account the first two moments. As a result, they are always dominated by the L 3 approximation. 
where e is a vector of ones, and Σ c , Γ c , and Θ c are the central covariance, coskewness, and cokurtosis matrices respectively. Σ c , Γ c , and Θ c capture the covariance, coskewness, and cokurtosis of the NPV of the cash flows in c. Table 3 provides a summary of the closed-form expressions that allow to calculate the entries of these cross-moment matrices.
In order to illustrate Theorem 4, we use an example project with 3 stages. In the example, cash outflows are incurred at the start of the project, and at the start of the third stage. Cash inflows, on the other hand, are received at the start of the second stage, and upon completion of the project. Each stage w has a duration that follows a gamma distribution with shape and scale parameters k w and τ w respectively. We assume a discount rate r = 0.05. The data of the example project are summarized in Table 4 . Figure 3 shows the L 2 and L 3 approximations, as well as the simulated PDF of the project NPV (note that we have to resort to simulation as it is no longer an easy task to determine the exact NPV distribution). It is clear that, in this example, the L 2 approximation performs very poorly. The L 3 approximation, however, is once more very accurate. Table 5 reports on the moments of the NPV distribution, the probability to have a negative project NPV, and the Kolmogorov-Smirnov test statistic. The exact moments have been obtained using Theorem 4. We observe that the simulation (with 1 billion replications) almost perfectly matches the exact moments, which supports the claim that the simulated PDF is close to the true PDF of the project NPV. As was also shown by Figure 3 , the L 3 approximation yields excellent accuracy.
If, however, cross moments are ignored (i.e., if we assume that the NPVs of the cash flows are independent), the accuracy is abysmal. This is also reflected in the probability to have a negative project NPV. Only the L 3 approximation is able to provide an accurate estimate.
Theorem 5. Consider a project with multiple stages w : w ∈ N = {1, 2, . . . , n} that are executed
Central cokurtosis matrix Θ c Θ c (w,w,w,w)= θ w σ 4 w = c 4 w a 4 −4a 3 a 1 + 6a 2 a 2 −3a 4 Θ c (w,w,w,x) = c −1 We use an example to illustrate Theorem 5. The example project has n stages with gammadistributed durations with shape and scale parameter k i and τ i respectively. Cash outflows are incurred at the start of uneven stages. Cash inflows, on the other hand, are obtained at the start of even stages, and upon completion of the project. The discount rate r equals 0.1n −1 . Table 6 summarizes the data of the example project. Figure 4 shows the simulated and the approximate PDF of the distribution of the project NPV. Next to the lognormal L 3 approximation, we now also include a normal approximation that has mean µ c and variance σ 2 c , and that is denoted by N . We observe that, as n increases, the project NPV converges to a normal distribution, and the accuracy of the N approximation improves. Even so, the L 3 approximation still performs better due to the extra moment matched. These findings are confirmed by Table 7 that reports on the moments of the NPV distribution, and on the Kolmogorov-Smirnov test statistic. For reference, we have also included the CPU time required to run the simulation (with 1 billion replications) and to calculate the moments using the closed-form expressions provided in Table 3 . Both the simulation as well as the exact approach were implemented in Visual Studio C++. Although the simulation model yields good accuracy (also for a lower number of replications), it can hardly compete with an exact, closed-form approach that requires less than a second of CPU time when 100 stages are considered. In addition, most of the computation time is spent on calculating the cokurtosis matrix. Our approach, however, only requires that the first three moments are specified (i.e., there is no need to determine the kurtosis). If only three moments are calculated, the required CPU time drops to 0.046 seconds (for n = 100). Even if, for very large n, the computation of the coskewness matrix becomes too time consuming, it suffices to calculate only the first two moments as the N Table 7 : Accuracy of the N and L 3 approximations for the NPV of a project with intermediate cash flows and n stages approximation becomes more accurate as n increases (i.e., for large n, it is no longer necessary to calculate the coskewness matrix).
Model extensions
In this section, we discuss two model extensions. A first extension allows stages (and hence projects) to fail. Stage/project failure is common in the literature on R&D projects (see e.g., Creemers et al. (2015) ), and can easily be incorporated in our approach. We need only to redefine factor φ w (r): where j w is the probability of success of stage w, and φ * w (r) is the factor given by (4) (i.e., the factor that does not take into account stage/project failure).
A second model extension allows for different discount rates to be applied during different stages of the project. This extension requires a redefinition of factor φ w,x (r):
where r y is the discount rate that applies for stage y, and r = {w, w + 1, . . . , x} is the vector of discount rates that apply to stages y : w ≤ y ≤ x.
Conclusions
In this article, we considered projects with multiple stages w : w ∈ N = {1, 2, . . . , n} that are executed in sequence. Each stage w : w ∈ N has a random duration T equipped with probability function f (t). A cash flow c w (positive or negative) may be incurred upon the start of stage w, and a payoff p is obtained at the completion of the project. We use continuous compounding and a discount rate r to determine the NPV of a project.
Our main contributions can be summarized as follows: (1) we obtain exact, closed-form expressions for the moments of the NPV of a project, (2) we develop a highly accurate closed-form approximation of the distribution of the project NPV, (3) we show that the NPV of a single cash flow converges to a lognormal distribution if the cash flow is not incurred during the early stages of the project, and (4) we show that the NPV of a project converges to a normal distribution if a sufficient number of cash flows are incurred during the lifetime of the project. Contributions (3) and (4) are valid in a more general setting (i.e., in a setting where stages are not necessarily executed in sequence).
Our work can directly be applied in the fields of project selection, project portfolio management, and project valuation. In these fields, a project is often seen as a sequence of stages with intermediate cash flows (including a payoff that is obtained upon the successful completion of the project). Project selection/investment decisions can be made based on the eNPV and the risk of a project. The risk of a project/an investment is often modeled using the variance of the NPV.
Other measures of risk include the skewness and/or kurtosis of the NPV, and the probability to have a negative NPV. Until now, Monte Carlo simulation was the only tool available to obtain estimates for these measures. Our work, however, renders the use of Monte Carlo simulation obsolete, and allows to obtain a highly accurate approximation of the NPV distribution, and an exact characterization of its moments.
In the (more operational) field of project scheduling, our work is related to CPM/PERT in the sense that we also focus on a single sequence of stages, and also use normal (lognormal)
approximations. As a result, the limitations of our work are similar to those of CPM/PERT.
Future research should focus on generalizing the problem setting by allowing stages to be executed in parallel rather than only in sequence. Methods that have been used to generalize CPM/PERT may also be applied here (e.g., network transformations/reductions and bounding procedures). In addition, we have assumed that the sequence of stages is known in advance (i.e., no scheduling decisions are made). In reality, however, the sequence of stages is not always predetermined.
Therefore, the optimal sequence of stages is another direction for future research. Note that this research topic is related to the literature that deals with the optimal sequence of tests (where tests are the stages of the project, and the probability of technical success of a stage w is given by factor φ w (r)).
Appendix. Proofs
Proof of Lemma 1. The proof follows from the definition of the MGF:
Proof of Theorem 1. Let V denote the random variable that represents the NPV of a cash flow c that is incurred at time T . The MGF of V is:
where m i is the ith raw moment of the NPV distribution:
Using these raw moments, we can obtain the mean, variance, skewness, kurtosis, and even higherorder moments of the NPV of cash flow c.
Proof of Theorem 2. If we solve (1) for t, we obtain:
where t v is the time at which cash flow c needs to be incurred in order to obtain NPV v for a given discount rate r. As a result, F (t v ) not only represents the probability to have a time t ≤ t v , but it also represents the probability to have an NPV ≥ v.
Proof of Lemma 2. Factor φ 1,n (r) can be obtained as follows:
In general, let φ w,x (r) denote the factor for stages w to x, where x ≥ w:
Proof of Lemma 3. The proof follows from the Central Limit Theorem (CLT).
Proof of Theorem 3. The proof is a direct application of Theorem 2 and Lemma 3. If n is sufficiently large, the duration of the project is normally distributed, and if F (t) is a normal distribution function, G(v) can be expressed as follows:
When substituting ln(p) − rd N by α and rs N by β, we get:
which is the CDF of the lognormal distribution with location parameter α = ln(p) − rd N and scale parameter β = rs N .
Proof of Lemma 4. Consider a lognormal distribution with location and scale parameter α and β respectively. The mean and SCV of that distribution are given by:
The unique solution for β can easily be obtained by solving (45):
Note that, as long as σ 2 L2 > 0, then η 2 L2 > 0, and therefore β > 0. Given β, the unique solution for α can easily be obtained by solving (44):
We conclude that α and β are the unique solution to (44) (45) , and that they are well defined for all
Proof of Lemma 5. First, we obtain the unique solution for β from (23). We have:
If we let q = e β 2 and l = 4 + γ 2 L3 , we obtain the following cubic equation:
The discriminant of q 3 + 3q 2 − l is ∆ = −27(l − 4)l, and is always negative if γ L3 = 0. For cubic equations, if ∆ < 0, the equation has one unique real root and two non-real complex conjugate roots. The unique real root of q 3 + q 2 − l is:
After substituting q = e β 2 and l = 4 + S 2 L3 , we obtain the unique, real solution for β:
Given β, the unique solution for α can easily be obtained by solving (22):
Given α and β, the unique solution for κ can easily be obtained by solving (21):
for all µ L3 , σ 2 L3 > 0, and for γ L3 = 0.
Proof of Theorem 4. The covariance between the NPV of cash flow c x and the NPV of an earlier cash flow c w is given by:
Which can be rewritten as a sum of 4 parts:
After application of Lemma 2, we get:
From Theorem 1, we have that µ w = c w φ 1,w−1 (r) and µ x = c x φ 1,x−1 (r), and therefore:
−c w c x φ 1,w−1 (r)φ 1,w−1 (r)φ w,x−1 (r) −c w c x φ 1,w−1 (r)φ 1,w−1 (r)φ w,x−1 (r) +c w c x φ 1,w−1 (r)φ 1,w−1 (r)φ w,x−1 (r).
Which, finally, can be simplified to:
The same approach can be used to determine the coskewness, the cokurtosis, and even the higherorder cross moments of the NPV of the cash flows that are incurred during the lifetime of the project.
Proof of Theorem 5. Let (V ) = {V 1 , V 2 , . . . , V n , V n+1 } denote the non-stationary sequence of dependent random variables V w : 1 ≤ w ≤ n + 1. For such a sequence, Bradley and Tone (2015) have shown that a CLT holds if:
• the sequence is strongly mixing,
• the sequence has a maximum correlation that is strictly smaller than 1 for some V w and V w+1 in (V ),
• the Lindeberg condition holds.
Several mixing conditions have been defined in the literature (for an overview, see Bradley (2005) ).
In this proof, we will show that sequence (V ) is ρ-mixing (which automatically implies that (V ) is strongly mixing). A sequence is said to be ρ-mixing if the maximum correlation between two random variables V w , V x ∈ (V ) tends to zero for some w and x that are "far apart". We use (59) to obtain the expression for the correlation between two random variables V w and V x :
Corr(w, x) = φ w,x−1 (r) φ 1,w−1 (2r) − φ 2 1,w−1 (r) φ 1,w−1 (2r) − φ 2 1,w−1 (r) φ 1,x−1 (2r) − φ 2 1,x−1 (r) , = φ w,x−1 (r) φ 1,w−1 (2r) − φ 2 1,w−1 (r) φ 1,x−1 (2r) − φ 2 1,x−1 (r)
.
It is easy to verify that Corr(w, x) → 0 if φ w,x−1 (r) → 0, or if φ 1,w−1 (2r) = φ 2 1,w−1 (r). If c w > 0, and if at least one stage z : 1 ≤ z < w has s 2 z > 0, then σ w > 0, and it follows from (6) that φ 1,w−1 (2r) > φ 2 1,w−1 (r). Therefore, we say that Corr(w, x) → 0 if and only if φ w,x−1 (r) → 0.
From Lemma 2 we know that φ w,x−1 (r) =
x−1 y=w φ y (r). In addition, if r > 0, and if s 2 y > 0, then φ y (r) < 1, and φ w,x−1 (r) → 0 if s 2 y > 0 for sufficient y : w ≤ y < x, and for x − w → ∞. In other words, if r > 0, and if s 2 y > 0 for sufficient y ∈ N, then sequence (V ) is ρ-mixing as n → ∞.
In order to show that sequence (V ) satisfies the second condition, we observe the correlation between random variables V w and V w+1 :
Corr(w, w + 1) = φ w (r) φ 1,w−1 (2r) − φ 2 1,w−1 (r) φ 1,w (2r) − φ 2 1,w (r) , = φ 1,w−1 (2r)φ 2 w (r) − φ 2 1,w (r) φ 1,w−1 (2r)φ w (2r) − φ 2 1,w (r)
A perfect correlation is achieved if φ 1,w−1 (2r) → 0, or if φ w (2r) = φ 2 w (r). If s 2 w > 0, then φ w (2r) > φ 2 w (r), and as a result, Corr(w, w+1) → 1 if and only if φ 1,w−1 (2r) → 0. If w → ∞, φ 1,w−1 (2r) → 0, however, because φ 1,w−1 (2r) > φ 2 1,w−1 (r), φ 2 1,w−1 (r) goes to zero even faster. In addition, φ w (2r) > φ 2 w (r), and therefore, the maximum correlation between random variables V w and V w+1 is always strictly smaller than 1.
To complete the proof, we still need to show that the Lindeberg condition holds. Instead of verifying the Lindeberg condition itself, we show that sequence (V ) satisfies the more strict Lyapunov condition. The Lyapunov condition requires that all random variables V w ∈ (V ) have finite mean, variance, and at least one finite higher-order moment (see e.g., Greene 2003). In our case, the ith moment of V x is finite if φ 1,x−1 (ir) is finite; if the MGF about −ir is defined for all duration distributions f w (t) : 1 ≤ w < x (see also Lemma 1). In general, the MGF is defined for most duration distributions, and for most values of r. Therefore, we conclude that, in general, the 
FACULTY OF ECONOMICS AND BUSINESS

