A multivariate one-way classification model with random effects  by Schott, James R & Saw, John G
JOURNAL OF MULTIVARIATE ANALYSIS 15, 1-12 (1984) 
A Multivariate One-Way Classification Model 
with Random Effects 
JAMES R. SCHOTT 
University of Central Florida, Orlando, Florida 32816 
AND 
JOHN G. SAW 
University of Florida, Gainesville, Florida 32601 
Communicated by P. R. Krishnaiah 
In this paper a multivariate generalization of the one-way random effects model 
is investigated, maximum likelihood estimators are obtained, and the likelihood 
ratio test is derived for an hypothesis on the rank of the covariance matrix of the 
random effect vectors. Properties of the likelihood ratio test are investigated. A 
sequential procedure for determining the rank of the covariance matrix of the 
random effect vectors is presented. 
1. INTRODUCTION 
A well-known model in univariate statistical analysis is the one-way 
random effects model. In this paper we investigate a multivariate 
generalization of this model, that is, the multivariate one-way random effects 
model given by 
(1.1) 
Here ,~(m x 1) is an overall mean, a,(m x 1) is an effect due to the fact that 
xij is in group i, and z,(m x 1) represents a vector of random errors. We 
assume that zij: i = 1, 2 ,..., g; j = 1, 2 ,..., n are independently distributed as 
N,(O, ,X). In addition, it is assumed that a, : i = 1,2,..., g are independent and 
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2 SCHOTTANDSAW 
that each is distributed as N,(O, !P), where Y is a symmetric nonnegative 
definite matrix of rank p < m. Noting that there exists a nonunique matrix 
L(m x p) such that Y = LL’, we can equivalently write (1.1) as 
Xij=/l+Lff+zfj, (1.2) 
where fi(p x 1): i = 1, 2 ,..,, g are independently distributed as N,(O, I). We 
would like to develop a procedure for determining p, the number of 
components comprising the vectors fi: i = 1,2,..., g or, in other words, the 
number of sources of variation due to the random effect. For this purpose we 
consider testing the hypothesis Hi : rank(LL’) < s - 1 against the hypothesis 
Hi : rank(LL’) = s. For some other tests concerning LL’ see Rao [ 1 I]. 
2. MAXIMUM LIKELIHOOD ESTIMATORS 
The likelihood function is 
K,(Z, e) K,(Z, h) 
Lo4 Ly c)= 1(2n/gn)(Z + nLL’)y pz + nLL’1”‘2’h py)e 
x IHI (1/2)(h-m-l) ~~~W)(e--m--l) 
Xexp [$(2--p)’ ~-$Z+~ZLL’))-~(J?-~) 
where 
-ttr(Z-‘E)-+tr(Z+nLL’)-‘H , 
I 
K;~(z, VI = 2(I12)muz(l/4)m(m-~) 
fi T(f(v - j  + I)), 
j=l 
x= i 2 xij/gn - N,,,k (l/gn)P + nLL’)), i=l j=1 
E = i 5 (xii - f,)(xij - xi)’ - W,(.Z, e, 0), 
i=* j=1 
H = n =f (fi - Z)(Zi - 2)’ N W,(Z + nLL’, h, 0), 
i=l 
with e = g(n - 1) and h = g - 1. We see that the likelihood function depends 
on L through M = nLL’. This is a consequence of the nonuniqueness in the 
definition of L and so we will focus on the unique M rather than L since 
rank (M) = rank (L). 
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It is easily seen that (2, E, H) is minimally sufficient for 01, M, 2). 
Following Barnard [3], since (E, H) is marginally sufftcient for (E, M) we 
choose to work from 
, H, (1/2)(h-m-1)IEJ(I/2)(e-m-l) 
Xexp[--f&E-‘E-itr(Z+M)-‘HI. 
The logarithm of this likelihood function, omitting a function of the obser- 
vations, is 
-f tr E-‘E - +e In [Z] - f tr (2 + M)-‘H - fh In (C + MI. 
We seek the solution (2, i’@ which maximizes the equation above or, 
equivalently, the solution which minimizes 
subject to Z E P, and ME Uf=-, Pi, where Pj is the set of all symmetric 
nonnegative definite matrices of rank j. Put E, = (l/e)E and H, = (l/h)H. 
Note that there exists a nonsingular matrix K(m x m) such that KE, K’ = Z 
and KH, K’ = D, where D = diag(d,, d, ,..., d,) and d, > d,> . . . > d, > 0 
are the latent roots of H*E;‘. With z= KzK’ and M= KMK’, the 
problem then is to minimize 
#@,c’+A?;D,e,h)=e(trC”-‘+lnI~l)+h(tr(~+fi)-’D 
+ln],??+dl)-(e+h)ln]KI* (2.3) 
We first show that the constrained minimum of (2.3) occurs when ,?? and 
c” + ii? are both diagonal. In order to do this we will need several 
preliminary results. 
LEMMA 1. Let g(P) = tr PXP’D, where P(m X m) is such that PP’ = Z 
and both X(m x m) and D(m x m) are symmetric and positive definite. 
Further, it is assumed that D is diagonal with distinct, descending, positive 
diagonal elements; that is, D = diag(d,, d2,..., d,) with d, > d, > ..a > 
d, > 0. Then the stationary values of g(P) occur at points for which PXP’ is 
diagonal. Further, the absolute maximum of g(P) is 
.~?y, g(P) = 5 dichi(X) 
i=l 
and the absolute minimum of g(P) is 
min g(P) = 2 d,+l-ichi(X), 
P:PP’=I 
i=l 
where ch, (X) > ch2(X) > . . . > ch,(X) are the latent roots of X. 
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The above lemma is known in the literature (see von Neumann [ 141 and 
Richter [ 121). 
LEMMA 2. Let X(m x m) and Y(m x m) be symmetric matrices with Y 
nonnegative definite. Then 
ch,(X + y) 2 ch,(X), i = 1, 2 ,..., m, 
with strict inequality if Y is positive dejlnite. 
A proof can be found in Bellman [4, p. 1171. 
Now let #(A, B; D, e, h) = e(tr A -r + In I.4 ]) + h(tr B- ‘D + In ] B I), where 
A, B, and D are m x m matrices. Further, suppose D is diagonal with 
distinct, descending, positive diagonal elements, and let C, = {(A, B): A E P,, 
B E P,; B -A E ujs=,Pj). 
LEMMA 3. The function @(A, B; D, e, h) has an absolute minimum over 
the set C,. 
ProoJ: Since B is positive definite so is B -’ so that the diagonal elements 
of B-’ are positive. Then we find that, with (B-l), the (i, j)th element of 
B-l, 
Hence, 
trB-‘D= 2 (B-l)iidi>d,,, 2 (B-l)ii=d,trB-’ 
i=l i=l 
= d, 2 ch,(B-‘) = d, 5 (ch,(B))-‘. 
i=l i=l 
$(A, B; D, e, h) > e f’ [(chi(A))-’ + In(chi(A))] 
i=l 
+ h 5 [d,(chi(B))-’ + ln(ch,JB))]. 
i=l 
(2.4) 
From Lemma 2 we know that ch,(B -A) < chi(B) since A is positive 
definite. Then C, can be written 
C, = {(A, B): chi(A) > 0: i = 1, 2 ,..., m; chi(B) > 0: i = 1, 2 ,..., m; 
0 & ch,(B -A) < ch,(B): i = 1, 2,..., s; 
ch,(B-A)=O:i=s+ l,..., m;A=A’,B=B’}. 
The closure, Es, of C, is {(A, B): ch,(A) > 0: i = 1,2,..., m; ch,(B) > 0: 
i = 1, 2,..., m; 0 < ch,(B -A) Q ch,(B): i = 1, 2,..., s; ch,(B-A)=O: 
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i = s + l,..., m; A = A’, B = B’}. Since #(A, B; D, e, h) is bounded below it 
has an absolute minimum over the closed set cs. Note that from Lemma 2 if 
ch,(B -A) = ch,(B) for some i, then it must be true that ch,(A) = 0 since A 
must then be positive semidefinite. Thus for every (A, B) E Cs - C, we must 
have either ch,(A) = 0 or ch,(B) = 0 or both. It then follows from (2.4) that 
q%% B; Q e, h) = co whenever (A, B) E Cs - C,. Hence, #(A, B; D, e, h) has 
an absolute minimum over C,. 
LEMMA 4. Suppose a function f(x), defined over x E S, achieves an 
absolute minimum at x = a. Let the sets Si c S: i = I,2 be such that for any 
x E S - Si, there exists an xi E Si such that f(xi) < f(x). Then it follows 
that aES,nS,. 
Proof: The proof is by contradiction. 
In Lemma 3 it was shown that the function #(A, B; D, e, h) has an 
absolute minimum over the set C,. We will now show that this absolute 
minimum will occur only when both A and B are diagonal. 
LEMMA 5. The absolute minimum of #(A, B; D, e, h) subject to 
(A, B) E C, occurs when both A and B are diagonal. 
Proof Define the sets S, and S, as follows: 
S, = {(A, B) E C,: A is diagonal}, 
S, = {(A, B) E C, : B is diagonal}. 
We need to show that if $(A, B; D, e, h) achieves its absolute minimum at 
(A,,B,), then (A,,B*)ES,nS,. NOW with z=D-‘J2AD-‘/2 and 
B- = D - ‘l=BD - If2 3 
$(A,B;D,e,h)=e(trAP1+lnlAI)+h(trB-’D+lnIBI) 
= e(trJ-‘D-’ + In 1x1) + h(tr B-’ + In /El) + (e + h) In IDI 
=#(&z;D-‘,h,e)+(e+h)lnIDI. 
Note that since De1j2 is positive definite, (A, B) E C, if and only if 
(D-“‘AD- ‘I*, D-1’2BD-1/2) = (2, B) E C,. Thus, minimizing #(A, B; D, 
e, h) subject to (A, B) E C, is equivalent to minimizing @,A’; D-‘, h, e) 
subject to (x, 2) E C,. Moreover, if (A,, g,) minimizes #(g, 6; D-‘, h, e) 
then (D”‘J* D 1/2, D’/2& D1/2) minimizes $(A, B; D, e, h). Now arbitrarily 
fix (A’, 8) E C, and consider $(PgP’, PAP’; D-l, h, e) for all orthogonal P. 
Clearly this is minimized with respect to P when tr Pz-‘P/D-’ is 
minimized. It follows from Lemma 1 that all the stationary points, and thus 
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the absolute minimum, occur when PA’P’ is diagonal. Hence, for any 
(A,@ E C, - S,, there exists an (2,) 8,) E S, such that 
b(B,,K,;D-‘,h,e)<O(B”,,;D-‘,h,e). 
But since J= D-‘12AD-‘12, we know that 2 is diagonal if and only if A is 
diagonal so we find that for any (A, B) E C, - S, there exists an 
(A,,B,) E S, such that 
$(A 1, B, ; D, e, h) < #(A, B; D, e, h). 
In a similar manner arbitrarily fix (A, B) E C, and consider 
$(PAP’, PBP’; D, e, h) for all orthogonal P. Clearly this is minimized with 
respect to P when tr PB - ‘P’D is minimized so from Lemma 1 it follows that 
all the stationary points, and therefore the absolute minimum, of 
#(PAP’, PBP’; D, e, h) occur when PBP’ is diagonal. This implies that for 
any (A, B) E C, - S, there exists an (A=, B,) E S, such that 
Q(A2, B,; Q e, h) c @(A, B; Q e, h). 
The result now follows from Lemma 4. Furthermore, from Lemma 1 we see 
that if (A,, B,) minimizes $(A, B; D, e, h), then the diagonal elements of 
D-“2A,D-“2 are increasing and the diagonal elements of B, are 
decreasing. 
Now recall that to obtain the maximum likelihood estimators for Z and A4 
we need to minimize (2.3) subject to J? E P, and A? E lJJZO Pi. However, 
from Lemma 5 it is known that the minimal solution to (2.3) is such that ,? 
and 2 + d are diagonal. 
With X = diag(x, , x2 ,..., x,J and Y = diag( y, , y2 ,..., y,) we have reduced 
the original complicated problem to that of minimizing 
4(X, Y; D, e, h) = e 5 (I/x, + In xi) + h ? (di/y, t In yi) 
i=l ,T ,  
(2.5) 
subject to (X, Y) E C, or, equivalently, subject to yi 2 xi > 0 for all i and 
xi = yi for at least m - s of the i’s. Suppose that d, > ... > d, > 1 > 
d,+l > ..a > d, > 0. Then it is easy to show that the minimal solution to 
(2.5) is (X,, Y,), where X, = diag(x,, , xs2 ,..., x,,>, Y, = diag(y,, , ys2 ,..., Y,,), 
and 
xsi = JJsi = (e + d,h)/(e t h), i = t t l,..., m, 
xsi = 1, Ysi = di, i = 1, 2,..., t 
with t = min(r, s). 
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Thus, #,f+@; D, e, h) is minimized subject to (g,g+&) E C, at 
@,A?) = (X,, Y, - X,). The maximum likelihood estimates of Z and M are 
(2, it@ = (K-‘XsK’-r, K-r(Y, -X,) K’-l), where K is the unique 
nonsingular matrix such that KE* K’ = I and KH, K’ = D. 
3. LIKELIHOOD RATIO TEST 
Suppose that we know that (2, C + 44) E Q = C,, and we wish to test the 
null hypothesis that (C, Z + M) E o = C, _, c C,. The alternative hypothesis 
is then that (2, C + M) E R - w  = C, - C,_ , . Thus, we are testing the 
hypothesis HS, : rank(M) < s - 1 against the hypothesis Hi : rank(M) = s. We 
will derive the likelihood ratio test. 
Clearly the maximum likelihood estimators, 2, and A,, of 2 and 
M, respectively, when the parameters are restricted to lie within Q, are 
given by (,$n, A,) = (K- ‘X, K’ - ‘, K - ’ (Y, - X,) K’ - ‘), and the maximum 
likelihood estimators, z’, and fiU, of 2 and M, respectively, when the 
parameters are restricted to lie within w, are given by (f’,, A?,) = 
(K-‘X,-,X’-‘, K-‘(Y,-, -X,-,) K’-‘). Then the likelihood ratio, ;i = 
max, f(E, H)/max, f(E, H), reduces to 
Since r > s if and only if d, > 1, we can also write A as 
&dj’/2’h ( ,;+Jh )“‘2)‘e+h), r>ss, 
= 1, r < s. 
The likelihood ratio test rejects HS, for sufficiently small values of A. Since 
A is a decreasing function of d,, the likelihood ratio test equivalently rejects 
Hi for sufftciently large values of d,. Recall that d, is the sth largest latent 
root of H, Eg ‘. Thus, if we let 4, = d,h/e, then the likelihood ratio test 
rejects Hi for sufficiently large values of #,, where 4, is the sth largest latent 
root of HE-‘. 
4. PROPERTIES OF THE STH LARGEST ROOT TEST 
The test procedure developed in the previous section depends on the latent 
roots, 41 , 92 ,..., 9,) of the random matrix HE- ‘. The distribution of these 
roots (see James [61), and hence the power function of our test procedure, 
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depends upon the latent roots of the corresponding population matrix 
(Z + M)Z-’ as parameters. Let 6, > 6, > ..a > 6, > 1 be the latent roots of 
(Z + M)Z-‘, and note that M has rank at most s - 1 if and only if 6, = 1; 
that is, testing the hypothesis HS,: rank(M) < s - 1 against Hi : rank(M) = s 
is equivalent to testing the hypothesis Hi : 6, = 1 against Hi : 6, > 1. A 
desirable property of any test statistic used for this test is that it 
stochastically increases in 6, so that the power function increases 
monotonically in 6,. 
We will need the following result due to Anderson and Das Gupta [2]. 
LEMMA 6. Suppose V- W&C,, v, 0) and U- W,,,(Z2, u, 0), indepen- 
dently. Let 1, > A, > ... > I, be the latent roots of UV- I, and let w be a set 
in the space of I,, AZ,..., 1, such that when a point (A,, A, ,..., A,,,) is in w, so 
is every point (&@,A:,..., A.,*) for which 1: < li: i = 1, 2 ,..., m. Then the 
probability of the set w depends on Z, and Z, only through the latent roots of 
Z’,E;’ and is a monotonically decreasing function of each of the latent roots 
of ‘?Y,‘q? 
Clearly the set o = {((i , @2 ,..., d,,,): 4, < c} satisfies the conditions of 
Lemma 6 so it follows that the pobability of the set o is monotonically 
decreasing in each of the latent roots, 6,) 6, ,..., 6,) of (Z + M)Z-‘; that is, 
the power function of the sth largest root test is a monotonically increasing 
function of di: i = 1, 2,..., m. In addition, it can be shown by elementary 
methods that the power function converges to unity as 6, + 00. 
If 4, is to be used as a test statistic in testing HS, versus Hi, we will need 
to compute the significance level, a, where 
a = sup P(d, > c 1 H;). 
% 
We have seen that the null hypothesis can be written Hi : 6, = 1, or more 
precisely, Hi : 6, > 6, > . . . > 6,- I > 1, 6, = . . . = 6, = 1. We will write 
h&4 3 h,..‘, 6,) to indicate that $, is the sth largest root of m roots and 
depends on the population roots 6,) 6, ,..., 6,. Then we may write a as 
a= SUP ~(~s:,(~, , 4 ,***, 6,- 1, L-9 1) > cl. 
s,>sz> . . . >a,-,>l 
Now since $, is stochastically increasing in 6,: i = 1, 2,..., m, we see that 
a = P(),,,(m, 00 ,..., 00, l,..., 1) > c), 
where #s:m(~, 00 ,..., co, l,..., 1) denotes a random variable which has the 
limiting distribution of $s:m(61,62 ,... ,6,-1, I,..., 1) as ai+ CoO: 
i = 1, 2,..., s - 1. So the problem at hand is to determine the distribution of 
9&a& f=,..., ao, L..., 1). 
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Recall that E - IV,&, e, 0), H - IV,@ + M, h, 0), independently, and let 
K, be the nonsingular matrix for which K, CK& = Z and K,(E + M) K; = 
A = diag(d, ,6, ,..., 6 m ). Thus, with i?=A-“*K,EK& A-“* - W,(A-‘, e, 0) 
and Z? = A-‘12K, HK; A-II2 - W,(Z, h , 0), clearly ch,(HE- ‘) = ch,(Z%- ‘). 
If we let E, - Wm(A;‘, e, 0), where A, = diag(k&, k6, ,..., k6,- 1, l,..., l), 
then we need to find the limiting distribution of ch,(Z%;‘) as k+ 00. Since 
we can write Ep Y,Yi, where Yk = (y’l”‘, y$k),..., yLk’) and 
(k)-N (0,A;‘): i= 1,2 ,..., e, independently, we can restate the problem as 
tYhiat of mdetermining the limiting distribution of &,(A( Yk YL)- I). Using 
elementary results in probability theory, we observe that Yk 5 Y = (Yi , Ys)‘, 
where the elements of Yl((s - 1) x e) are equal to zero with probability one 
and Y, = (y2,, y,, ,..., y2e) with yzi - N,,-,+ ,(O, I): i = 1, 2 ,..., e, indepen- 
dently. 
Consider the following result, the proof of which can be found in 
Ostrowski [8, p. 3341. 
LEMMA 7. Let A(n x n) and B(n x n) be two matrices, and suppose the 
latent roots of A and B are li and 2; : i = 1, 2,..., n, respectively. Put 
and 
6=& $ $ la,-bijl. 
I--1 J-1 
Then to every root A,! of B there belongs a certain root li of A such that we 
have 
11; - Ai1 < (n + 2) N6”“. 
Further, for a suitable ordering of pi and A,! we have 
lAi -if 1 < 2(n + 1)2N61’n, i = 1, 2 ,..., n. 
COROLLARY 1. Zf A is an n x n matrix, then for each i, chi(A) is a 
continuous function of the elements of A. 
LEMMA 8. Let A be an n x n matrix and B, an n x p matrix. Then the 
roots of the equation I A - ABB’ I = 0 are continuous functions of the elements 
ofAandBatallAandBsuchthatIBB’(#O. 
Proof. Let li: i = 1,2,..., n be the roots of IA - IBB’ I= 0. Then if 
I BB’ ) # 0 it follows that these roots are also the latent roots of A(BB’)- ‘. So 
from Corollary 1 for each i, Izi is a continuous function of the elements of 
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A (BP-‘. Clearly, when ]BB’] # 0 the elements of A(BB’)-’ are 
continuous functions of the elements of A and B. Hence, for each i, li is a 
continuous function of the elements of A and B at all A and B such that 
JBB’IfO. 
We need one final result involving the limiting distribution of a function of 
random vectors (see Serfling [ 13, p. 241). 
LEMMA 9. Let x,, x2 ,..., and x be random n-vectors dejked on a 
probability space and let g be a vector-valued Bore1 function defined on R”. 
Suppose that g is continuous with P,-probability 1. Then if xk -f+ x, 
‘d4 2 g(x)* 
Now recall that we seek the limiting distribution of ch,(fi(Y,YL)-I). In 
order to use Lemma 9 it is necessary to show that ch,(&YY’)- ‘) is 
continuous with probability one. Now with 
where Hii is (s-l)X(s-1), A,, is (s-l)X(m-s+l), A,, is 
(m-s+ 1)x@- l), and fizz is (m -s + 1) x (m - s + I), the latent roots 
of B(YY/)-’ are the solutions to 
Since fi is nonsingular with probability one, we may put 
so (4.1) can be written 
=’ 
or 
Z -W,,Y,Yi 
(0) Z-@G,,Y,Y; = '* 
(4.1) 
Thus, it must be true that 
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or 
I GT~’ - #Y, Y; 1 = 0. (4.2) 
Then we see that with probability one ch,(@(YY’)-I),..., ch,-,(l?(YY’)-‘) 
are undefined, and c~,(Z?(YY’)-~) is now the largest solution to (4.2); that 
is, since YY’ is of rank m - s + 1 with probability one, there are only 
m - s + 1 solutions to IH - #YY’I = 0. It can be shown (see e.g., Graybill 
[5, p. 1651) that G,, = (Z?,, -Z?,,~;llZ?l,))l since Z?,, -t?21~;,1Z?lz is 
nonsingular with probability one so that (4.2) can be written 
Clearly Y, Y; is also nonsingutar with probability one, and hence, by 
Lemma 8 ch,(H(YY’)-‘) is continuous with probability one. Note also that 
as is well known (see, e.g., Anderson [l, p. 851) r?,, -Z?,,Z?;,‘~,, - 
W mps+ ,(I, h - s + l,O). Therefore, from Lemma 9, since (E?, Yk) +d (ZZ, Y). 
it follows that 
4s:m(m, al ,..., 03, l,..., l)-~,:,~,+,(l, I.... , l), 
where (6,,,_,+,(1, L..., I) denotes the distribution of the largest root of 
I W, - $W,I = 0, where W, - Wm-s+l(Z, h - s + 1, 0) and W, - 
W m--s + i(Z, e, 0), independently. 
So in testing H”,: rank(M) < s - 1 against Hi : rank(M) = S, we choose as 
our critical value ~(a, m, s), where P(ch,( W, W; ‘) > ~(a, m, s)) = a. By so 
doing we will guarantee that 
sup Ws:,(~, 3 &,..., 6,) > c(a, m, s) I Hi) = a. 
% 
Tables of values for c(a, m, s) are given by Krishnaiah [7]. Also, tables of 
the distribution of the largest root, 13,) of ] W, - 19( W, + W,)l = 0 are 
available (see, e.g., Pillai [9-IO]). These may be used to calulate c(a, m, s) 
since 0, = 4, /( 1 + $r), where 4, is the largest root of I W, - q$ W, I = 0. 
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