Abstract. We propose a clustering algorithm that effectively utilizes feature order preferences, which have the form that feature s is more important than feature t. Our clustering formulation aims to incorporate feature order preferences into prototype-based clustering. The derived algorithm automatically learns distortion measures parameterized by feature weights which will respect the feature order preferences as much as possible. Our method allows the use of a broad range of distortion measures such as Bregman divergences. Moreover, even when generalized entropy is used in the regularization term, the subproblem of learning the feature weights is still a convex programming problem. Empirical results on some datasets demonstrate the effectiveness and potential of our method.
Introduction
Data clustering (a.k.a. cluster analysis) is a fundamental technique of unsupervised learning that has been extensively studied for several decades [13, 14] , and yet is still an active area in data mining and machine learning research. Given a set of objects, usually in the form of data points in R d , clustering aims to partition them into several disjoint groups (called clusters) in a meaningful and natural way. The clustering objective is often formulated to maximize intra-cluster cohesion and inter-cluster separability. Many clustering techniques have emerged over the years and have been widely applied to many different tasks, such as image segmentation [24] , unsupervised document clustering [9, 28] , organizing online news articles, grouping genes and proteins with similar functionality, music clustering, customer and market segmentation, and so on.
In supervised learning, labeled data can be used to guide the learning procedure to obtain the most accurate model. However, in an unsupervised learning setting, no expert-provided labels exist for the clustering algorithm. Therefore, it is very difficult to define precisely which clustering of the data is the best one [10] . To make things worse, there may be multiple meaningful and natural clusterings in the same dataset. Thus, some clustering formulations aim to uncover disparate or alternative clusterings in a single dataset that provide multiple different views of the data [15] . However, the problem of selecting the best clustering still remains unsolved.
Since no explicit label information exists in the standard clustering setting, heavy assumptions about similarity or distance have to be made to measure the goodness of a clustering. In practice, false assumptions that're been made may lead to meaningless clusterings. However, when some extra domain knowledge is available, this problem will be alleviated. Then it becomes much easier to find a reasonable clustering for the task at hand. The problem of how to effectively incorporate domain knowledge into a clustering system has been an active topic in machine learning and data mining research in recent years. For example, the problem of clustering with instance-level knowledge in the form of pairwise constraints, namely, must-link and cannot-link constraints, has received a significant amount of attention in recent years. A lot of techniques [5, 17, 18, 27] has been proposed about clustering with must-link and cannot-link constraints, which is also known as semi-supervised clustering.
Previous work on clustering with domain knowledge generally utilizes instance-level knowledge such as pairwise constraints. Instead, we consider feature-level domain knowledge. In particular, we consider a new form of domain knowledge called feature order preferences. Feature order preferences have the form that feature s is more important than feature t. Obviously, feature order preferences are much easier to obtain than precise relative weights of the features. This work is inspired by the research on how to utilize instance-level order preferences in ranking and regression problems [8, 31] .
In this paper, we propose a novel clustering algorithm which is able to take into account feature order preferences effectively. Our proposed clustering formulation aims to incorporate distance learning into prototype-based clustering, where the distortion measure is parameterized by the feature weights which will respect the feature order preferences as much as possible. Our clustering objective function allows the use of any Bregman divergence [3] , which is a large family of distortion measures including squared Euclidean distance and Kullback-Leibler divergence. For the regularization term, we use a recently proposed definition of generalized entropy [19] , which is very general that can lead to many instantiations of our clustering formulation. An important component in our algorithm is the subproblem of feature weight learning. Even when generalized entropy is used in the regularization term, this problem is still a convex programming problem, so efficient and effective algorithms exist [7] . We discuss ways to extend our clustering algorithm to accommodate other classes of distortion measures such as directional similarity functions (cosine similarity and Pearson's correlation) [5, 16] . Besides, we also explain how to extend our clustering framework to deal with discrete data with nominal attributes, with some discussion about the relations to other previously proposed categorical clustering formulations. In our experimental section, the clustering results on several real-world datasets demonstrate the effectiveness and potential of our proposed clustering algorithm with feature order preferences.
The rest of the paper is organized as follows. In Section 2, we formulate the clustering objective function in detail. The proposed clustering algorithm is derived in Section 3. In Section 4, several extensions are explained and discussed. Then, we evaluate the proposed clustering method using several datasets in Section 5. We conclude the paper and discuss some future works in Section 6.
Model formulation
Let F ⊆ R d denote the input space from which n data points,
Given k and {x i } n i=1 ⊆ F, the goal of clustering is to find a disjoint partitioning {π c } k c=1 of the data where π c is the c-th cluster. n c = |π c | is the number of points in the c-th cluster.
We introduce some notational conventions first. Boldface lowercase letters, such as x and y, denote column vectors. The superscript is used to denote the transpose of a vector. 1 d ∈ R d denotes the d-dimensional column vector whose entries are all 1's and I d ∈ R d×d denotes the identity matrix. We use log(·) to denote natural logarithm. R + and R ++ denote the set of nonnegative and positive real numbers respectively. In our clustering formulation, we assume that some domain knowledge in the form of feature order preferences will be given. A feature order preference is defined as a tuple (s, t, δ), which is interpreted as w s − w t δ. Thus, δ > 0 means that feature s is more important than feature t. "Features s and t are of approximately equal importance" can be interpreted as |w s − w t | , hence can be encoded by a combination of (s, t, − ) and (t, s, − ) where is a small positive real number. In practice, optimal feature weights are often very difficult to obtain, but feature order preferences sometimes can be easy to acquire even when a domain expert has just some vague idea about the relative importance of the features. We assume that a set of m feature order preferences, denoted by
where |P| = m, will be given.
A key component in a typical clustering formulation is the dissimilarity (or similarity) between two points measured by a distortion function. Traditionally, without any domain knowledge, each dimension of the data points are often assumed to contribute equally to the distortion measure. Now that a set of feature order preferences is given by domain experts, we want to learn a distortion measure parameterized by the feature weight vector w ∈ ∆ d . Furthermore, we want to incorporate the process of distortion measure learning into prototype-based clustering to produce more accurate clusterings.
Our clustering objective function consists of three terms which will be explained in detail as follows.
-First, we want to minimize the intra-cluster distortion of the clusters {π c } k c=1 . Assume that there's a cluster representative µ c ∈ F for each cluster π c . The distortion of cluster π c is measured by
is the distortion measure between two data points parameterized by the feature weight vector w ∈ ∆ d . The quality of the entire clustering {π c } k c=1 is measured by the total distortion of all the k clusters, namely,
-Second, we want the weight vector w to respect the feature order preferences in P as much as possible. Note that we treat the preferences as soft constraints rather than hard ones. A penalty term will be added to the objective function so that more violations of the preferences will lead to larger penalties. Besides, we don't penalize those constraints that're not violated. Thus, if all the weights are consistent with all the preferences, then the penalty term will be zero. Therefore, we use a shifted hinge function [31] in the penalty term: for p = (s, t, δ) ∈ P, the penalty term for p is 
-Third, aside from the feature order preferences, we don't want to make further unwarranted assumptions about the values of the weights. Therefore, another regularization term, − H(w), is added to the objective function to ensure that the weights are as uniform as possible. If the regularization term is missing and no feature order preferences are provided, the feature with the least intra-cluster distortion will get all the weight (feature weight = 1), which is undesirable and should be avoided. H(·) is the generalized entropy which will be defined and discussed in Section 4.2. A key property of H(·) is that the more uniform the weights w j (1 j d) are, the larger the value of H(w) becomes. For the algorithm derived in the next section, we'll use H(w) = 1 − w w which will be referred to as 2 -entropy. Extensions will be discussed in Section 4.2.
By combining the three terms discussed above, we have the overall clustering goal, which is to minimize the following clustering objective function:
where λ 1 , λ 2 0 are pre-specified parameters. The ratio between λ 1 and λ 2 encodes how confident we're about the feature order preferences. If λ 1 is very small and λ 2 is very large, the clustering model will degenerate to uniform weighting and all the feature order preferences will be ignored.
After simple transformations as done in Eq. (2) using m auxiliary variables ξ = [ξ p ] ∈ R m where p ∈ P, our overall clustering objective can be written as
Parameterized distortion measures
Various distortion measures can be chosen for the clustering objective. Different distortion measures imply different assumptions about the underlying distribution of the data under consideration. Many useful distortion measures, such as squared Euclidean distance and KL divergence, belong to a broad class of distortion functions known as Bregman divergences [3] which is defined as follows.
Definition 1. Suppose φ : S → R is a strictly convex function where S ⊆ R d is a convex set and φ(·) is differentiable on ri(S), namely, the relative interior of S. Then Bregman divergence d φ : S ×ri(S) → R +
can be defined as follows.
where ∇φ is the gradient of φ.
Other Bregman divergences include Itakura-Saito distance, KLdivergence, logistic loss, hinge loss and Mahalanobis distance.
An key property of Bregman divergence is formally stated as follows [3] .
has a unique solution:
where
, which is used to scale the within-cluster distortion in each dimension to [0, 1], is defined as follows.
According to Lemma 1,
x i is the global mean of the data points.
Algorithm derivation
In this section, we derive an efficient algorithm to optimize the clustering problem in Eq. (4). Combined with H(w) = 1 − w w and Eq. (7), the clustering objective (4) is equivalent to the following one.
This is the clustering objective we want to optimize in this section. Extensions will be discussed in the next section. Note that the regularization term − H(w) is very important to our formulation. For example, in the extreme case that no preferences are available (m = 0), if λ 2 = 0, then the feature with the smallest intra-cluster distortion will receive weight 1 and others get zero weight, which is obviously undesirable in practice. In Eq. (9), there're 3 sets of unknown variables, namely, {w, ξ}, {π c } k c=1 and {µ c } k c=1 . When two of them are fixed, the subproblem of computing the optimal values for the variables in the remaining set is easy to solve. Hence, problem (9) so that the objective value gradually decreases. This approach can be thought of as a "block coordinate descent" method [6] .
The computation of {π
Given an existing set of cluster representatives {µ c } k c=1 and {w, ξ}, computing the optimal clustering {π c } k c=1 in problem (9) is equivalent to solving the following minimization problem
. Therefore, each data point x i should be assigned to a cluster π c so that D w (x i , µ c ) is minimized (ties are resolved arbitrarily). After the cluster assignment, we obtain
The computation of {µ
Given an existing clustering {π c } k c=1 and {w, ξ}, computing the optimal cluster representatives {µ c } k c=1 in problem (9) is equivalent to solving the following minimization problem
where (12) x i ∈πc x ij is the minimizer of g(µ cj ). Therefore, the optimal value of problem (12) is achieved when µ c = 1 nc
The computation of {w, ξ} for given {π
Given an existing clustering {π c } k c=1 and cluster representatives {µ c } k c=1 , computing the optimal {w, ξ} in problem (9) is equivalent to solving the following minimization problem
is the i-th feature order preference. Problem (13) is a (convex) quadratic programming problem [7] with d + m variables, d + 2m linear inequality constraints and 1 linear equality constraint.
The Lagrange dual problem [7] associated with problem (13) can be derived and simplified as follows.
Problem (14) is a bound-constrained quadratic optimization problem, which can be solved efficiently using the gradient projection method [22] . In each iteration of the gradient projection method, a step size has to be computed along a piecewise- When the optimal solution of the dual problem (14) is obtained, the optimal solution of the primal problem (13) can be calculated as follows.
This can be verified using the KKT condition [7] . In [20] , the criterion for selecting the optimal feature weighting in clustering makes the feature weights difficult to determine. In fact, they calculate the weights through an exhaustive search over a coarse grid on ∆ d . In practice, their method can only determine the approximately optimal values of a few weights. Instead, our problem formulation makes the subproblem of determining feature weights much easier to solve. Furthermore, the incorporation of domain knowledge such as feature order preferences becomes natural. Even with the generalized entropy discussed in Section 4.2, this subproblem for computing w is still a convex programming problem in which any locally optimal solution is also globally optimal. There're very effective algorithms that can solve convex programs reliably and efficiently [7] . 
The main algorithm
The outline of our algorithm for Clustering with Feature order Preferences (CFP) is presented in Fig. 1 . The "convergence" criterion is met when the change in the clustering objective value between two successive iterations is less than some pre-specified threshold. In our experiments, our algorithm typically converges within less than 50 iterations.
As discussed in the previous subsections, the iterative updating procedure of CFP decreases the objective value in problem (9) after each iteration. Besides, the objective value is bounded below by zero. Therefore, the algorithm CFP converges to a locally optimal solution in a finite number of steps.
Computational complexity
In this section, we analyze the computational complexity of the proposed algorithm. It can be easily seen that the time complexity of E-step and M-step1 are O(nkd) and O(nd) respectively. For M-step2 which is the feature weight learning algorithm, the time complexity is O L 2 (m + d) 2 where L 2 is the number of iterations in the gradient projection method. If L 1 is the number of iterations of the overall algorithm. The overall complexity
Extensions and discussion

Extension to other distortion measures
Our clustering framework can be extended to other types of distortion (or similarity) measures including directional similarity functions such as cosine similarity and Pearson's correlation [16, 5] . We use cosine similarity as an example to explain the extension. We define parameterized cosine distortion as follows. (16) Note that if other distortion measures are used, the subproblem of computing the feature weights given {π c } k c=1 and {µ c } k c=1 may not be a convex programming problem any more, so locally optimal solution to the subproblem of feature weight learning may not be globally optimal.
Extension to generalized entropy
To formally give the definition of generalized entropy, we first briefly introduce the definition of concave function as follows [23] .
Generalized entropy measures the degree of uncertainty or impurity within a probability distribution. Here we only consider the discrete probability distribution represented by the probability simplex ∆ d . Each vector w ∈ ∆ d corresponds to a probability distribution on a set of d elements, with w j interpreted as the probability of the j-th element. A recently proposed definition of generalized entropy is formulated as follows [19] .
Definition 3. We define generalized entropy as a mapping
that satisfies the following two criteria (symmetry and concavity):
1. For any w 1 ∈ ∆ d , and any w 2 ∈ ∆ d whose elements are a permutation of the elements of w 1 , H(w 1 ) = H(w 2 ).
H(·)isaconcavefunction.
A key intuition in this definition is that the more uniform the elements of w ∈ ∆ d are, the larger the value of generalized entropy becomes. The motivation and detailed derivation for this definition is explained in [19] . Here we give some specific examples of generalized entropy as follows:
, which is the celebrated Shannon entropy.
Suppose t > 0. H(w)
3. H(w) = 1 − w w, which will be referred to as 2 -entropy. This entropy is in essence a special case of the previous definition when β = 2.
H(w)
|, which will be referred to as 1 -entropy.
H(w) = 1 − max 1 i d
w i , which will be referred to as ∞ -entropy.
Many other entropies which are special cases of this definition have been proposed in the literature [19] . Since this definition of entropy is very general, our framework can lead to many instantiations. In our proposed algorithm in Section 3, we use 2 -entropy and so the optimization problem in M-step2 of Fig. 1 is a quadratic programming problem. When 1 -entropy is used, the optimization problem in M-step2 can be formulated as a linear programming problem. With distortion measure (7), whichever entropy is used, the optimization problem in M-step2 will always be a convex programming problem, since H(·) is a concave function and all the constraints in the clustering problem (9) are linear.
Extension to multiple, heterogeneous feature spaces
Our framework can be directly extended to multiple, heterogeneous feature spaces [20] . Each object is represented by a tuple of d component feature vectors, specifically, x = (x (1) , · · · , x (d) ) where x (j) comes from the j-th feature space, which is associated with a weight w j . Here, the order preference (s, t, δ) with δ > 0 means that "feature space s is more important than feature space t". The distortion measure in Eq. (7) becomes
The corresponding clustering algorithm can be easily derived.
Extensions to discrete data
In the clustering model proposed above, we assume that the data points are sampled from R d , that is, the attributes of the data points are numeric. Here, we'll explain how the model can be modified to deal with discrete data with nominal attributes, namely, categorical data where the category labels are unordered.
Instead of minimizing distortion w.r.t. the cluster representative, we want the data in each cluster and dimension (for each cluster-feature pair) to be as pure as possible. By using an entropy criterion for each cluster-feature pair, we have the overall clustering goal, which is to minimize the following clustering objective function:
where y cj is the distribution of category labels for each cluster c and feature j. Specifically,
where h j is the number of category labels in dimension j, and g cjl (1 l h j ) is the number of the l-th category label in the data w.r.t. the cluster-feature pair cj (see the example in the next paragraph). v j is a value used to normalize the entropy value in dimension j. Note that different entropies can be used for the first and second H(·) in Eq. (18) . For example, in a 1-dimensional data set {a, b, b, b, a} with 5 data points, there're two category labels, namely a and b. Thus, each y cj is 2-dimensional. If the data set is clustered into 2 clusters {a, b, b} {b, b, b}, we have y 1,1 = (1, 0) and y 2,1 = (0, 1) . Clearly, the latter clustering has a lower value of entropy, thus a better clustering.
A similar iterative algorithm can be derived for optimizing the clustering objective (18) as in Section 3. If different generalized entropies are adopted for the term H(y cj ) in Eq. (18), we can obtain different categorical data clustering criteria. Here we briefly explain some of the variants and their relations with previous works on categorical clustering in the literature.
If the ∞ -entropy defined in Section 4.2 is used for the term H(y cj ) in Eq. (18), λ 1 = λ 2 = 0, v = 1 d and the value of w is fixed and uniform, then objective function (18) is what the k-Modes [12] algorithm aims to optimize. Besides, it is also the criterion function implicitly optimized by the Iterative Voting Consensus (IVC) algorithm in [21] .
If the 2 -entropy defined in Section 4.2 is used for the term H(y cj ) in Eq. (18), λ 1 = λ 2 = 0, v = 1 d and the value of w is fixed and uniform, then objective function (18) is essentially the definition of category utility [11] .
If the Shannon entropy is used for the term H(y cj ) in Eq. (18), λ 1 = λ 2 = 0, v = 1 d and the value of w is fixed and uniform, then objective function (18) is the clustering criterion that's been used in [1, 4] .
Experiments
In this section, we present an empirical evaluation of our clustering method with different number of feature order preferences, parameter values and distortion measures on a number of datasets. First, we briefly introduce the basic information of the datasets. We use six datasets from the UCI machine learning repository [2] . Table 1 summarizes the basic properties of the datasets. These datasets provide a good representation of different data distributional characteristics. Note that in all the experiments, the "true" number of clusters k is provided to the clustering algorithms.
Experimental setting
In practice, feature order preferences would be provided by domain experts. However, for convenience, we generate simulated feature order preferences by using the ground truth class information in our experiments. We first calculate the within-class distortion for each dimension 1 j d, which is defined as
where µ c is the centroid of class c. Then, for each dimension 1 j d, we calculate the inverse within-
. After that, we estimate the optimal feature weights by w j =
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The weight vector w is generally not the optimal weighting for clustering the data at hand. Instead, it is just a rough estimate of the optimal feature weighting. We randomly sample without replacement m pairs (s, t) of features with the constraint that w s is among the is (s, t, w s − w t ) .
In our experiments, we use H(w) = 1 − w w. Besides, by default, we set the parameters λ 1 = d m and λ 2 = d unless otherwise stated. The reason for this is that we want the three terms in Eq. (9) to contribute equally to the objective value. Since the first term is scaled to [0,1] due to v, we want the other terms to be around 1. As the average weight of each feature is We want w to be as uniform as possible, so λ 2 is set to d.
We compare the performance of our algorithm with Bregman hard clustering [3] which is referred to as BClus. For the cluster initialization, we randomly select k points as the cluster representatives and uniform weighting as the initial weighting w. We set φ(x) = x 2 for BClus and CFP by default. For each run of the considered algorithms (BClus, CFP with different number of feature order preferences), the same 5 sets of initial seeds are used and the clustering result with the best value of objective function is selected for each algorithm. Unless otherwise stated, each performance result is the average of 100 runs of the considered algorithms. The algorithms are implemented in C++.
Evaluation criteria
Given class labels, we adopt two external validity measures, Normalized Mutual Information (NMI) [26] and Clustering Accuracy (Acc) [29] , as our criteria.
Given a clustering C and the "true" partitioning B (class labels). The number of clusters in C and classes in B are both k. Suppose n i is the number of objects in the i-th cluster, n j is the number of objects in the j-th class and n ij is the number of objects which are in both the i-th cluster and j-th class. NMI between C and B is calculated as follows [26] :
Clustering Accuracy (Acc) builds a one-to-one correspondence between the clusters and the classes. Suppose the permutation function Map(·) : {i} k i=1 → {j} k j=1 maps each cluster index to a class index, i.e., Map(i) is the class index that corresponds to the i-th cluster. Acc between C and B is calculated as follows:
Larger values of NMI and Acc indicate better clustering performance.
Clustering performance
In this section, we compare the performance of the algorithms. We test our proposed clustering algorithm with various numbers of feature order preferences. Table 2 Clustering results on the iris dataset. "C.M." denotes confusion matrices. CFP(m) is our proposed algorithm with m feature order preferences. This is the clustering result of only a single run of the algorithms. Here φ(x) = x 2 . It can be observed that feature order preferences do improve clustering result
Algo.
BClus CFP (1) CFP (2) CFP (3) CFP ( First, we consider a small dataset iris. Table 2 shows the confusion matrices, NMI and Acc values obtained by BClus and CFP on the iris dataset. The arrows at the left side of NMI and Acc values indicate whether the value increases ( ) or remains unchanged (→), compared with the algorithm in the previous column. Note that this is the clustering result of only a single run of the algorithms. It can be observed from Table 2 that feature order preferences do improve clustering result for the iris dataset. Besides, CFP produces better clustering results as the number of feature order preferences increases. With only a couple of feature order preferences, our algorithm almost recovers the original classes in the iris dataset.
The clustering results on all the datasets are shown in Table 3 . As for CFP, results with m = Table 3 , CFP generally produces better clustering results than BClus, and more feature order preferences often lead to better performance. For each dataset, the best result is often achieved by CFP(d). The results demonstrate that CFP effectively improves clustering quality when some feature order preferences are available.
Then we compare the clustering results of the algorithms on datasets optdigits and wdbc with many different values of m. The results in terms of NMI are shown in Fig. 2 . It can be observed that our algorithm CFP consistently outperforms BClus, even with a small number of feature order preferences. With an increasing m, CFP generally produces increasing NMI values. Therefore, larger gains in clustering performance can be obtained with more feature order preferences.
Different λ 1 and λ 2
We also examine the performance of the considered algorithms when different values of the parameters λ 1 and λ 2 are used. For example, the clustering results for λ 1 = results shown in the two tables, we can see that our algorithm is not very sensitive to the parameters λ 1 and λ 2 . As long as they are in a reasonable range, good results can be achieved.
Without expert-provided δ in preferences
In a typical real-world clustering task, an expert only has some vague idea about which features are more important. Therefore, specifying the value of δ i accurately in a feature order preference (s i , t i , δ i ) seems impractical. A more realistic setting is that there're no values of δ i in the expert-provided feature order preferences. Then the set of feature order preferences becomes
. In this case, we assume that all the feature order preferences are equally important. By introducing an extra parameter δ, the set of feature order preferences can be transformed into 
. Then our proposed clustering algorithm can be applied to the data. Here, only one extra parameter δ has to be pre-specified.
We conduct some experiments on the datasets with feature order preferences without any expertprovided δ i values. We set the parameter δ to δ = Table 6 . We can see from this Table 6 that even without expertprovided values of δ i , our algorithm can still benefit from feature order preferences for most datasets. An interesting finding is that on the pgblocks dataset, the performance gains achieved by CFP without δ i values are larger than those achieved by CFP with δ i values. A possible explanation for this is that the feature weights generated automatically are not optimal. It can also be observed that different clustering performance measures can lead to different results. For example, on the pendigits dataset, CFP improves over BClus in terms of Acc but has worse NMI values.
Clustering results when φ(x) = x log(x) − x
In this section, we investigate the clustering performance of the considered algorithms when φ(x) = x log(x) − x. In this case, generalized I-divergence [3] is actually used in BClus and CFP. Specifically,
First, we consider the dataset iris. Table 7 shows the confusion matrices, clustering performance in terms of NMI and Acc obtained by BClus and CFP on the iris dataset. The notations are the same as Table 2 . Again, this is the clustering result of only a single run of the algorithms. As Table 7 shows, feature order preferences will improve the clustering performance for the iris dataset. Additionally, CFP produces better clustering results with more feature order preferences provided.
The clustering results with m = Table 8 . Note that φ(x) = x log(x) − x can only applied to non-negative data points, thus dataset vowel is omitted from the comparison since 
Conclusions and future work
In this paper, we propose a clustering model that takes into account feature order preferences effectively. Our clustering objective integrates feature weight learning into prototype-based clustering. We discuss how to extend our model to deal with different distortion measures and discrete data. Experimental results show that our proposed algorithm effectively improves clustering quality.
Many directions can be pursued for potential future work, some of which are listed as follows.
-First, it would be interesting to investigate automatic parameter selection method for λ 1 and λ 2 instead of using pre-specified values. It is reasonable that if more more feature order preferences are present or the feature order preferences are very reliable, then λ 2 can be set to have a relatively lower value. -Second, listwise feature order preferences can be used instead of pairwise ones. If directly transformed into pairwise constraints, there'll be a quadratic number of pairwise constraints which will hurt the computational efficiency. Therefore, more efficient solutions have to be derived. -Third, it might be fruitful to incorporate feature order preferences into the process of cluster initialization. Prototype-based clustering algorithms such as kmeans are very sensitive to initial cluster centroids. Therefore, utilizing feature order preferences can hopefully mitigate the problem of poor initialization. -Furthermore, it's also interesting to investigate casting our model into a probabilistic framework, and combine clustering with instance-level constraints and feature order preferences in this unifying framework.
