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ABSTRACT
Linear frequency modulation (LFM) followed by pulse Compression processing has been
used extensively in radar, seismic exploration, non-destructive testing and sonar to
improve signal-to-noise ratio (SNR). Typically SNR improvement is determined by the
transducer bandwidth times the time duration of LFM, also known as time-bandwidth
(TB) product. Clinical medical ultrasound is entirely a B-scan imaging modality. A
method was developed to incorporate pulse compression within the B-scan protocol. Its
effect on the system point spread function (PSF) was examined. In B-scan the axial
resolution is limited by the bandwidth of the transducer. Within the context of pulse
compression protocol it is possible to apply at the transducer input an amplitude boost
function that is the inverse of the transducer frequency response. Thus the output from
the transducer is an equalized chirp pulse, with a wider effective bandwidth. Subsequent
pulse compression processing preserves this bandwidth and consequently improves the
resolution. The improvement that ensues from this step was examined experimentally on
wire targets and tissue mimicking phantoms. In B-scan, generally transmit and receive
functions are performed by the same transducer. Thus the time duration of LFM gets
limited to 10-20 microseconds, consequently limiting the TB product. With separate
transmit/receive transducers in cross-beam geometry, we can override this limitation.
Now the image has to be created with a C-scan process. The last part of this dissertation
examines various processing schemes for this modality. Possibility of using time-
frequency distributions such as Short-Time Fourier transform and Wigner-Villet
transform has been explored. The PSF was experimentally measured and evaluated for
different schemes.
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axis of the transducer
a(f) : Frequency dependent attenuation in soft tissue
MHz: Mege Hertz = 1 06Hertz
z or z: Propagation distance from the transducer face
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Chapter 1
INTRODUCTION AND MOTIVATION
As defined in the Webster Collegiate dictionary, ultrasound is defined as
vibrations of the same physical nature as sound but frequencies above the range of
human hearing. Ultrasound imaging is fundamentally a non-reconstructive or indirect
form of imaging where the image formation is obtained by localizing an ultrasonic wave
to a small volume in a three dimensional (3D) space. An ultrasound imaging system
conveys information about echo generating objects. An ultrasound image depicts the
multi-dimensional spatial distribution of some object dependent value.
Pulse compression (a.k.a. pulse coding) is a signal processing procedure that
converts a long duration low amplitude signal to a short duration high amplitude output
as depicted in figure 1 .
t
tiMili
Pulse
Compressor
Figure 1 : A simplified pulse compression system
Pulse compression techniques have been used extensively in radar, seismic exploration,
non-destructive testing and sonar. With the advent of customized Application Specific
Integrated Circuits (ASIC) and low-cost memory components, pulse compression has
made inroads in to the field of medical ultrasound, even satisfying the real-time
processing requirement. A major limitation of present ultrasound techniques is imposed
by the frequency-dependent attenuation in soft tissue. Even to a lay person, the image
quality perceived upon observing a scanned ultrasound image is rated at average to poor.
An enhancement to the signal-to-noise ratio (SNR) is theoretically obtainable using pulse
compression technique and it is equal to the product of signal duration and signal
bandwidth. This implies that the peak amplitude of the compressed short pulse output (in
Figure 1) is greater than the peak amplitude of the input FrequencyModulated (FM) pulse
by a factor equal to the square root of the time-bandwidth product.
According to diffraction theory, the resolution of an ultrasonic imaging system
increases with the frequency of the ultrasound. However, as per Food and Drug
Administration (FDA) specifications, frequency is restricted to a maximum of 5 MHz for
abdominal and fetal studies. If safety and nonlinearity were not an issue, the image
quality could be increased by increasing the peak intensity of the probing short pulse
indefinitely. Moreover, the tissue as a medium responds nonlinearly when subjected to
high-intensity pressure waves, resulting in distortion and higher harmonics as it
propagates in the medium. Bio-effects due to cavitation and heat production due to non-
linear phenomena prevent the increase of the peak amplitude of the probing pulse. The
need to replace high intensity short pulse, with pulse compressed processing is obvious.
I. LITERATURE REVIEW
The pulse compression technique was invented during the early 1950-1960's and was
widely used in radar to overcome peak power limitations [9-20], but it was not until the
late 70's that it was introduced to the field ofmedical imaging [22]. With the advent of
faster digital signal processing power and complex transducer configurations, pulse
compression is once again favored by many investigators [25, 29, 32]. In addition, one
has to consider the inherent capabilities of the ultrasound imaging system and cannot
directly apply radar principles to pulse compression. Rao [58] has shown in medical
ultrasound through system modeling and simulations that frequency-dependent
attenuation in soft tissue will limit the attainment of a large time-bandwidth (TB) product.
One of the byproducts of using pulse compression is the artifact generated by
sidelobes for which various techniques have been devised. The point spread function
(lateral and axial resolution) for a conventional ultrasound imaging system is generally
well understood [27, 30, 33]. Numerous investigators have used linear frequency
modulation using chirp signal excitation as one form of pulse coding. Rao[41] and
0'Donnell[29] have discussed the improvement in signal-to-noise ratio using coded
excitation. Pollakowski[20] has used a combination of pulse compression and inverse
filtering as amethod to improve the axial resolution of an acoustical imaging system.
Traditional Fourier transform techniques have been used to characterize stationary
signals either in time (spatial) domain and frequency domain. This theory has been
extended to characterize non-stationary signals using the information provided by joint
time-frequency distributions. Hlawatsch et. al[69], Flandrin[67], Cohen[71] and
Qian[70] amongst others have created comprehensive tutorials and have compared
various time-frequency distributions and transformations. The application of joint time-
frequency transformation in medical ultrasound has been few and far between [64, 65].
II. OVERVIEW OF SOLUTION
The main contributions of this thesis are:
To develop a prototype ultrasound imaging system to investigate the applications
of pulse compression. A system architecture that will allow for optimal change to
the workflow mechanism including pre- and post-processing steps to capture
useful signature data.
A new adaptive method will be designed to implement an "inverse boost filter"
that will compensate for the effect of transducer frequency response and improve
resolution in medical ultrasound.
A method using joint time-frequency transformation specifically information
provided by the time (spatial) and frequency domain will be used to emphasize the
overall system detection characteristics.
During the course of executing this Ph.D. project, the following papers were
published related to pulse compression and ultrasound imaging:
S. Venkataraman and N.A.H.K. Rao, "Combining pulse compression and adaptive
signal design to inverse filter the transducer system response and improve resolution
in medical ultrasound", J. Medical & Biological Engineering & Computing, vol. 34,
pp. 318-320, 1996.
N.A.H.K. Rao, S.Venkataraman and R. Raman, "Medical ultrasound imaging with
frequency modulated pulse: A new technical approach", presented at America
Institute ofMedicine Annual Conference, March 1996.
N.A.H.K. Rao, S. Mehra, J. Bridges and S. Venkataraman, "Experimental point
spread function of FM pulse imaging scheme, Ultrasonic Imaging, vol. 17, pp. 114-
141, 1995.
N.A.H.K. Rao, P. Chandraroy, S. Venkataraman and Dong-li Yang, "Pulse coding in
medical ultrasound: some possible applications", Acoustical Imaging, vol. 21, pp.
281-290, Plenum Press.
N.A.H.K. Rao, S. Venkataraman and Y. Zhang, "On the role of system point spread
function in scattering structure characterization with ultrasound", J. Acoustical Soc.
America, 1995.
III. ORGANIZATION OF DISSERTATION
The research and development in pulse compression is divided into modules of
theory ofpulse compression processing, combining pulse compression and adaptive drive
signal design to inverse filter the transducer system response and improve resolution in
medical ultrasound and signature detection using time-frequency analysis.
The dissertation is organized as follows:
Chapter 2 gives a brief introduction to theory behind ultrasound reflection
imaging and various scanning formats.
Chapter 3 describes the mathematical theory behind pulse compression
processing and introduces the properties of linear frequency-modulated (FM)
signals.
Chapter 4 describes the concepts behind derivation of a synthetic drive signal
that could be used to inverse filter the transducer characteristics.
Chapter 5 describes the experimental results of using the inverse boosted drive
signal processing both in attenuating and non-attenuating media.
Chapter 6 describes the mathematical theory and concepts behind time-frequency
(TF) analysis.
Chapter 7 describes the experimental analysis and results using TF analysis to
capture the signature of output waveforms.
Chapter 8 summarizes briefly the findings of the dissertation and future
opportunities.
Chapter 2
BACKGROUND
I. ULTRASOUND REFLECTION IMAGING
A complete ultrasonic medical imaging system in reflection model is shown in
Fig. 1. The object is generally three-dimensional (3D) and the object property refers to 3D
spatial distribution of acoustic speed and density (in combination representing the
acoustic impedance) and absorption coefficient and relaxation processes. The input probe
is a short duration (a few microseconds) interrogating pulse generated by an ultrasonic
transducer and the echo signal is generally received by the same transducer. The echo
signal or the backscattered time series is produced by the interaction of the pulse with the
object being imaged as depicted by the system box labeled "object-pulse interaction".
The received signal is used to create a one-dimensional (ID) image along the line of sight
of the transducer. Collection and display of several adjacent lines creates a raster two-
dimensional (2D) image. A complete understanding of an ultrasonic imaging system
includes cascaded chain of subsystems starting from the object property to be imaged to
the human observer as the final interface.
Input
Pulse IV
PRPF
F
V
/
OBJECT
Impedance
Attenuation
Speed
/
/
/
/
i
Object-Pulse
Interaction
/
/
Detector D
(transducer)
P,R
M=DPRPF+N
Noise, N
B-SCAN
SYSTEM
TGC
Compression
Demodulation
Post-processing
Display
Human
Observer
Figure 2: Block diagram of an ultrasound imaging system
Let us attempt to describe the above workflow with some simple physics. Let us assume
that we are interested in the backscattered field from a small region of interest (ROI). Let
"P" be the actual pulse arriving at ROI from the propagator. This gets modified due to
some complex reflection process and is depicted as "R". The ROI now acts as a source of
backscatter sound (RPF) which propagates back through the medium towards the
transducer. The pulse arriving at the transducer is represented by PRPF and the detected
signal is DPRPF + N where "D" stands for the transducer linear system response and "N"
stands for additive noise. M = DPRPF + N is the received signal which is the fundamental
equation that describes the system box labeled "object-pulse interaction". In actuality,
this equation is very complex and involves integration over several variables, and will be
described in next section. As a system, it is neither linear nor shift invariant. But in
practice, the overall system is assumed to be piecewise linear and shift-invariant.
II. ANALYTICAL SYSTEMMODEL
Medical ultrasound imaging systems attempt to visually represent the
characteristics of the tissue microstructure by analyzing a particular mechanical property
of the tissue. There are several factors that contribute to the shape of the reflected radio-
frequency (RF) waveform. A source excites a transducer with a short duration pulse. This
short pulse then propagates into the body where it is reflected by mechanical
inhomogenities in the body. Reflected pulses propagate back to the transducer with a
round trip delay,
/ = 2z/
echo / f* /r\ -i \7 c (2.1)
where z, is the depth of the transducer and c is the speed ofpropagation of sound through
the medium. The cross-section of the ultrasound beam from the transducer determines
the lateral extent of the reflected signal. One line of the image is obtained by recording
the reflected signal as a function of time.
Macovski[30] derives a basic reflection imaging system with the following
assumptions. First, the diameter of the transducer is assumed to be very large compared
to the wavelength of the propagation wave. Second, the wave propagates with a velocity
10
c which is uniform throughout the medium of propagation and is attenuated with an
attenuation coefficient a which is also uniform. Third, the target is modeled as an array
of isotropic scatterers having a reflectivity, R(x,y,z) which is assumed to be independent
of the angle of approach of the ultrasound beam. It is also assumed that the medium is
weakly reflecting in that the second order reflections are negligible.
ft
Pit) Transducer
Impulse
Response
A
Pit)
e{t) =K jjfRix,y,z)s(x,y)glt-2
c
dxdydz
Figure 3: System model of a reflection imaging system
The simplest form used to describe a two-dimensional (2D) ultrasound imaging
system is,
e{f) = K
9-7
J IT R(x, y, z)s{x, y)p(t )dxdydz
(2.2)
where,
K is a normalizing constant
R(x, v,z)is the reflectivity of the body where reflection from the tissue is
modeled as an array of isotropic point scatterers
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a is defined as the amplitude attenuation coefficient which is frequency
dependent with a slope of 0.5 dB cm"1MHz"1 in tissue
s(x, y) is the lateral distribution of the propagating wave
p{t - 2z/c) is the received pulse delayed by the round trip time and modified
by various linear processes.
The received pulse p(t) is the convolution of the transmitted pulse with the impulse
responses of the transducer and other linear filters in the system. The absolute value
represents the envelope detection which is phase insensitive. The factor y is the loss in
amplitude due to diffraction from each scatterer. For transducers operating in piston
mode, we can assume that the effect due to diffraction is negligible resulting in s(x, y)
being constant over the face of the transducer and zero otherwise.
The resultant signal can be further simplified into a convolution form to be
evaluated at x = 0, v = 0 as follows,
ee(t) = KR(x,y,j)***s(-x,-y)p(t) (2.3)
where *** represents a 3D convolution.
The brightness-scan (B-scan) represents by far the most widely used modality in
ultrasonic imaging and will be explained in the following section. It provides a direct
representation of the cross-sectional anatomy that can be readily evaluated. An estimate
of the reflectivity in the Y0 plane is given by,
12
R{x,y0,z) =Kfj R(x,y,z)*** s(x, y)p{ )
c
(2.4)
III. SCANNING AND DISPLAY FORMAT
There are four commonly used methods to display ultrasound echo data which
they vary based upon complexity and amount ofprocessed data.
3.1 A-scan Mode
This is the simplest mode in which a one-dimensional (ID) display of the transducer
voltage versus time signal is generated by the echoes. It is readily observed by
connecting the received output to an oscilloscope triggered at the instant of initial
excitation. If the ultrasound propagation speed c in the object is constant, time tech0
represents the range distance z. A large amount of information is contained in the radio-
frequency (RF) signal. The disadvantage ofA-scan mode is that it provides information
about the object only along the line of sight and within the beamwidth of the transducer.
It is tedious and time consuming to move the transducer laterally, hence this modality
cannot be used for real-time imaging applications. Furthermore, a large amount of spatial
information has to be interpreted by the observer rapidly. A-scan mode is mainly used in
eye examinations where precise measurement of the axial length of the eye is required.
13
A-line signal
Figure 4: A-scan mode
3.2 B-scan Mode
This is the most commonly used mode and is used to display a grayscale/raster
image of the target. Even though there are various forms of scanning arrangements such
as linear scan, sector scan or compound scan, B-scan is essentially display of adjacent A-
scan signals that are generated when the transducer is moving laterally. Only the
envelope or the amplitude of the RF signal is used in the display. The movement of the
transducer can be mechanical or the more recent ID phased array transducer can be used.
This modality is particularly suited for the development of fast scanning techniques that
can produce real-time images. In one particular scanning technique called sector scan, the
direction of the beam is varied by tilting the face of the transducer. A 2D image is
generated in the X-Z plane determined by the range direction and scanning direction.
14
The brightness in the image provides a crude picture of the scatterers/reflectors located
along a thin slice in the X-Z plane of the object. The point-spread-function (PSF) which
is an image quality metric will be defined later. This PSF is not the same at various
locations in the image.
phased array
transducer ^
Figure 5: B-scan mode
3.3 C-scan Mode
C-scan refers to constant depth scanning mode that utilizes pulse-echo signals.
Here, an electronically gated portion of the A-scan signal is used in a brightness-
modulated display. The transducer has to be scanned laterally in the X-Y plane for this
modality. The brightness image provides a picture of the scatterers/reflectors located in a
thin slice in the X-Y plane of the object at a distance z0. The advantage is that the
transducer beam can be focused to a particular depth and optimal resolution can be
15
maintained at all portions of the image. A major disadvantage is that 2D scanning
requires considerable time to acquire the data. Real time imaging is difficult even with
2D phased arrays at the present time, but future designs of 2D phased array scanners
could make it feasible. For this reason, this modality has found applications in non
destructive testing (NDT) and is rarely used in medical imaging.
A-line time gated
at t0=2z0/c
->- imag
e
o
I o
o
e
Figure 6: C-scan mode
3.4 M-scan Mode
M-scan mode is used to monitor changes in the A-scan as a function of time. The
transducer is held at a fixed location and the A-scans for echoes arriving from the line of
sight are recorded at regular intervals of time. The modulated brightness is displayed as a
function of depth (vertical axis) and time (horizontal axis). It is used to detect pattern of
time movement of a reflector/scatterer mainly along the line of sight. M-scan mode is
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primarily intended for imaging large solid tissue displacements. Because it is based on
amplitude demodulation of the ultrasonic echo, M-scan mode only offers course
resolution (~ 1Omm) limited first by the wavelength of the ultrasound and subsequently
by the digitization rate of the received echo or the display pixelation. A typical example
of an application of this modality is the examination of the pattern of movement of the
heart valve leaflets.
Excite the transducer
at regular time interval
t and record the A-line
echo
time
1
t
r-
_, \
sVVv
~~~~"'
c
Figure 7: M-scan mode
IV. SPECKLE
Speckle as an artifact is inherent in various types of coherent imaging including
holography, radar astronomy, synthetic aperture radar (SAR), astronomical imaging, etc.
Speckle was originally defined in the field of optics and detailed analysis can be found in
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[28, 33, 55, 56, 58, 59, 75]. When a surface is illuminated by coherent light such as laser,
the light reflected by the surface includes contributions from various independent
scatterers. At a given observation point, components of the received signal from these
different areas interfere resulting in an intensity granularity pattern or mottled structure
called speckle. Constructive interference leads to bright spots while destructive
interference leads to dark spots. The interference process due to the sub-resolution
scatterers results in a mottled appearance in coherent imaging.
In ultrasound imaging, relatively narrow bandwidth pulses are used resulting in
coherent summation of the backscattered echoes upon reception. The major difference in
pulse-echo imaging is that scattering arrives from inhomogenities within a tissue volume
rather than from a surface. The granularity in intensity is caused due to the fact that these
inhomogeneities make most tissue rough on the scale of an acoustic wavelength similar to
that in optics. J.C. Bamber[76] proposed that the simultaneous arrival or integration of
signals can be as a result of multiple scattering, high side lobe levels or due to
inhomogeneous propagation medium which distorts the phase of the received waveform
across the receiving aperture. In ultrasound imaging, a three-dimensional (3D) space
called the resolution cell is defined wherein the pressure amplitude of sound has non-zero
values. If there exists only a single scatterer within this resolution cell, resolving it is not
an issue. If on the other hand, there are multiple scatterers within a single resolution cell,
the wavelets scattered will interfere resulting in the blurring speckle artifact. This effect
18
is illustrated in the Figure 1-6. Since ultrasound speckle arises as a result of fluctuations
in ensemble scattering geometry, small changes in position within a patient results in
marked shifts in the speckle patterns. On most recent scanning equipment, an average of
the most recently captured sequences of ultrasound scans results in speckle reduction.
This technique of averaging is called compounding. In frequency compounding, images
collected at different frequencies are averaged whereas, in spatial compounding, images
at different spatial locations are averaged. The speckle pattern in an image does not have
a direct mapping to echo producing targets within a patient. On the contrary, radiologists
leam to interpret images from their vast experience using scanners, since individual
scanners produce different speckle patterns for different tissues. Future ultrasound
scanners might provide simultaneous display of conventional and speckle-reduced images
to aid the radiologist as well as computer-based quantitative texture analysis.
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Figure 8: Obstetric image ofmy spouse displaying the embryonic sac with the
familiar speckle artifact at tissue boundaries
Burckhardt[28] described the phenomenon of speckle formation as a 2D random walk
problem due to the random phase distribution of scatterers within the resolution cells.
Analogous to laser speckle theory, the first order amplitude statistics of acoustic speckle
and the signal-to-noise ratio (SNR) are related as the ratio of the mean to standard
deviation of the speckle amplitude. Abbott and Thurstone[77] provided additional
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analysis that affect speckle formation to be complex intervening media, multiple
reflections and
"other" factors.
V. IMAGE QUALITY CRITERIA
5.1 Lateral and Axial Resolution
The resolution in an ultrasound image is proportional to the wavelength and is
inversely proportional to the frequency. Therefore in order to achieve good resolution, the
operational frequency should be as high as possible. Unfortunately, attenuation of
ultrasound increases with frequency. The length of the transmitted pulse rp determines
the range resolution in an A-scan system. r is inversely proportional to the transducer
bandwidthBW and the range resolution is given by,
Ar = -^-= (2.8)
2 2(BW)
An imaging system is often characterized by the ability to depict a point scatterer
using the resolution cell. Scanning a point target in water results in the generation of a
smeared image. The image of the point target is called the point spread function (PSF) of
the imaging system and defines the spatial resolution limit of the system. The resolution
along the direction of the beam is called the axial resolution and is determined by the
transmitted pulse length and the receiver bandwidth. The resolution transverse to the
beam is called its lateral resolution and is determined by the beam width. The lateral
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resolution, contrast resolution and spatial uniformity are mainly a function of the
transducer size, shape, center frequency and diffraction due to beam propagation. If two
point targets are very close to one another, they will be difficult to differentiate since the
backscattered RF signals will interfere upon reception.
Figure 9: Differentiation of targets on-axis
hi Figure 1 0, there are four point targets that are being scanned by the transducer. The
resolution on-axis which is along the direction of the beam results in detecting the first
two targets but not the third and forth targets.
Figure 10: Differentiation of targets off-axis
In Figure 11, there are three point targets located lateral to the transducer face. Since the
lateral resolution is determined by the beamwidth, targets 1 and 2 do not get
differentiated.
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Figure 11: Beam geometry, pulse length and resolution cell volume
In Figure 12, the axial and lateral resolutions are directly visible in the image. The
elevational resolution is orthogonal to the image plane. The resolution cell is defined by a
border that has a given level relative to the maximum envelope response from a specific
depth. The maximum response varies, and the resolution cell changes shape, as a function
of depth. An illustration of this 3-D measure is given in Figure 11. The length of the pulse
emitted from the transducer determines the axial resolution. The lateral resolution is
determined by the pulse width.
Resolution is of great importance to the image quality of ultrasound images,
because it defines the ability of the imaging system to resolve details. The spatial
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variation of the speckle is approximately determined by the wavelength and becomes
finer grained with increasing frequency.
The image quality of an ultrasound imaging system can be described by its spatial
and contrast resolution. It depends greatly on the sidelobes generated around the main
lobe of an input pulse, since backscattered signals from various directions will combine
resulting in interference patterns. Inherent inhomogenities in tissue characteristics will
result in spatial variations causing geometric distortion and wavefront aberrations.
Contrast Resolution
Contrast resolution is defined as the minimum difference in amplitudes of two
signals in order to get detected, for e.g., an edge. It is used to characterize the spatial
extent of the sidelobes in the PSF or the lateral and axial profiles on a logarithmic scale
plot. If the sidelobes in the transducer beam profile are large, an off centered scatterer
will be imaged at an incorrect lateral location. The lateral distance where the first
sidelobes reach 50dB maybe used to characterize contrast resolution.
Temporal Resolution
Temporal resolution is limited by the imaging system's frame rate. 2D B-scan
images are generated by arranging ID A-scan lines in rectangular or sector format. The
maximum frame rate (or the temporal resolution) depends on the depth ofpenetration and
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the speed of ultrasound. In order to visualize rapidly moving parts of the human body,
temporal frame rates of 15-30/secs. are possible using real-time scanners.
Spatial Uniformity
The shape and size of the PSF varies with depth. As depth is increased, the size
of the PSF is enlarged since the lateral resolution gets worse with depth. Lateral
resolution can be improved by providing fixed focusing at the focal zone, but deteriorates
at increased distance due to beam divergence. Optimal resolution is not possible at all
depths and the system depicts a spatially variant PSF due to spatial nonuniformity. Beam
forming and beam steering techniques could be used to focus the beam dynamically at
various depths.
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Chapter 3
A PULSE COMPRESSION PRIMER
Pulse compression techniques have been used widely in radar, sonar, geophysical
exploration and nondestructive (NDE) testing mainly to overcome peak intensity
limitations. This technique has been adopted in medical ultrasound imaging field in order
to solve similar problems. The concept derived for radar are frequently applied to the
ultrasonic case ignoring major differences such as the assumption of the ideal broadband
transmission in the radar case. This assumption is not valid for the ultrasonic case.
There are several reasons that justify careful consideration of this technique in
medical ultrasound. Peak intensity limitations in conventional short pulse imaging may
arise from two different reasons. Firstly, tissue as a medium responds nonlinearly when
excited to very high intensity pressure waves. The input pulse is distorted and becomes
rich in higher harmonics as it propagates through the medium. The degree of pulse
distortion depends on the source intensity, the distance that the wave has propagated, the
frequency and the nonlinear parameter of the medium. In most clinical applications, the
tissue through which the sound passes attenuates high frequency selectively and inhibits
pulse distortion and shock formation even at high source intensities. An important case is
the clinically common case in which a fetus is examined through a nonabsorbing acoustic
window formed by the full bladder and/or amniotic fluid. Here, in contrast with the case
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in which the entire path is solid tissue, higher harmonics are generated in the fluid may be
absorbed in the fetal tissue. Temporal peak pressures in some modern ultrasound
instruments approach such levels where finite amplitude waveform distortions have been
observed in aqueous media. This is undesirable from the view point of safety and image
quality. Secondly, under most favorable conditions, the probability for possible bioeffects
caused by acoustic cavitation is significantly greater above certain threshold peak
pressure levels. These thresholds range from 0.4Mpa to 1.0 Mpa for frequencies ranging
from 1 to 7 MHz. These two potential risk factors are mentioned here only to indicate
their relationship to peak pulse pressures. Their implication to in-vivo human exposure is
a very complex issue and is a subject of active investigation and critical discussion. Let
us start by reviewing linear frequency modulated (FM) signals and its properties.
I. HISTORICAL BACKGROUND
During World War II, intensive research and development was performed in the
field of radar to improve the range resolution of targets. The problem was twofold. The
prevailing technology at that time did not allow for operation of transmitter components
at such high peak power requirements without sparking of the magnetrons. Several
researchers resolved this problem but their results were available only after the war due to
security reasons. The pioneering article on early history of pulse compression radar has
been captured in [20]. In principle, a radio object-locating system includes a transmitter
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providing short duration high carrier frequency exploratory pulses of radiant energy.
Pulse compression allows radar to utilize a long pulse to achieve large radiated energy,
but simultaneously to obtain the range resolution of a short pulse. This is accomplished
by frequency or phase modulation to widen the signal bandwidth. Processing the
received signal by a matched filter compresses the long pulse to a duration l/B , where B
is the modulated-pulse spectral bandwidth.
Several patents were published that addressed the dilemma above [43 - 52]. The
initial concept of linear frequency modulated (FM) pulse compression as described by
R.H. Dicke in a patent filed in 1945 is shown in Figure 12. Dicke coined the term time-
compressing filter from which was born the terms "pulse
compressor"
and "pulse
compression ratio". Depicted in the figure (a) is a transmitted pulse of duration T in
which the carrier frequency is linearly swept. A pulse-compression filter with the time
delay versus frequency characteristic given in (b) is used to delay one end of the received
pulse relative to the other, thus producing at the filter output (d) a narrower pulse of
greater peak amplitude.
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Figure 12: Pulse compression novel idea (redrawn from Dicke's patent)
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II. LINEAR FREQUENCY MODULATED (FM) SIGNALS
Carson and Fry [102] defined the linear frequency modulated (FM) signal in 1937 in
the field of electric circuit theory. They defined an FM wave as,
x(t) = exp(yj 2jf0t + X\m(t)dt ) (3.1)
v o J
where A is a real parameter termed as the "modulation index" and m{t) represents a low-
frequency signal to be transmitted with \m(t)\ < 1 . The instantaneous angular frequency
was defined as,
Q(t) = 27f0+Am(t) (3.2)
where m(t) has the dimension of frequency and the instantaneous cyclic frequency as,
Mt) = f0+^rn(t) (3.3)
2k
Van der Pol [103] in 1946 extended this definition of instantaneous frequency to,
/(0 = f^<0 (3.4)
2n dt
A complex analytic signal z(t) can be defined as,
z(t) = x(t) + jy(t) (3.5)
which can be expressed as,
z(t) = x(t) + jy(t) = A(t)e"{l) (3.6)
The envelope of z(t) is given by,
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A(t) = \x(t) + jy(t)\ (3.7)
and the phase <p{t) is given by,
0(0 = tan"1^ (3.8)
x(t)
If a real signal s(t) has a spectrumS(f) , then the complex signal z{t) has a spectrum
composed ofpositive frequencies of S(f) only. It is given by the inverse transform of
S(f) , where the integration goes over only the positive frequencies,
z(t) = 2-L)s(f)el2nftdt (3.9)
'2k
Note a factor of 2 is inserted so that the real part of the analytic signal will bes(t) Lets
define z{t) in terms of the real signal 5(0 Now,
S(f) = -r=
\s(t)e-J24' dt (3.10)
42n i
Substituting in eq. 3.9, we get,
z(t) =2 \\s{ty-jl*'ell4idt'df (3.11)
L7Z 0
= -]\s(t')ej2(,'')dt'df (3.12)
Using the inequality,
\eJ2*df = n5(x) + i- (3.13)J v
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Substituting we get,
z(o=- ko
K J
7lS(t-t') +
t-f
dt'
(3.14)
Solving we get,
J f*(0A[s] = z(t) = s(t) +
-\~^dt'
K U-t
(3.15)
Gabor proposed a method to generate a unique complex signal from its real counterpart.
This second term is the Hilbert transform defined as,
i r*(0 ^ (3.16)
where the Cauchy principle value of the integral is used.
Frequency modulated pulses x(t) can be described as the product of a rectangular function
(envelope) and a modulated sinusoidal signal.
x(t) = RECT
f2t-T^
T j
sin 2n{ft + \kt2)
with
k = fi-fx
(3.17)
(3.18)
The instantaneous frequency fit) increases linearly with time, beginning at a lower cut
off frequency /, . The upper cut-off frequency f2 is reached after the time t = T .
dt{]
2 ) T
(3.19)
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f(t)U=f
f(t)U=f2
(3.20)
(3.21)
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Figure 13: Linear chirp and its instantaneous frequency
III. SPECTRUM OF LINEAR FM SIGNAL
Let us consider a signal x(t) which represents a weighted sum of harmonic vibrations.
Given such a signal, a signal analyst would attempt to calculate its exact spectral
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decomposition via its Fourier transform (FT). This can be done by using the Fourier
transform of the signal defined as:
X(f)= \xit)e-j2*"dt (3.23)
-co
The values of X{f) characterize entirely the signal x(t) so that it can be reconstructed
using the inverse Fourier transform given by,
CO
*(0= \Xif)ej2*'df (3.24)
-co
The calculation of the spectrum of a linear frequency modulated pulse is described below.
To a real signal, there exists a complex analytic signal x{t) ,
x(t) = RECl\==!-Ye
l 2 > (3.25)
that fulfills the condition,
xr(t) = <R{jc(0}andX{f) = 0, / < 0 with X(f) =
3"1 (x(r)}
Fourier transform of x(t) results in the spectrum X(f) :
X(f) = %-l{x(t)}= \xit)-e-2nfldt (3.26)
f 2t~T J2x((fx-f)l+\kt2) ,
\RECTi )-e 2 dt
j2a((f,-f)t+\kr) V> j^v-
\e 2 dt= jc-e - dv
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Using the principle of quadratic extension,
,2,2 ( r s\t , ! 7^2 , /a- + 2abt + bzt2 =if- f)t + -kt2^b = J- (3.27)
2ab = if-f)^a=^flrl)
2k
(3'28)
T (/,-/)
,
, ,, 1, ,
w ^ r
~?r^+('i^'"+,w"
*(/)= je 2* 2 -e '-" " t/r (3.29)
0
r y"(2^p+V2toJe - V2* rf/ (3.30)
= e *
Let us substitute^ =
'
~ + J2kt in the above equation. This results in, ^ = yf2k and
k dt
1 /" - fdt = dy. The limits of the integral become yx = y \l=0= i- and
V2A:
"
\k,
Ik
2
^>X{f) ==-e k \e7- dy (3.31)
2V ,.
The spectrum can be formulated using Fresnel-Integrals,
C(z) = \cosi^y2)dy , 5(z) = jsm(^y2)dy (3.32)
0 0
-[Z(v2)-Z(v.)l/>0 (3-33)
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Figure 14: Linear chirp and its frequency spectrum
If the linear frequency modulated signal is directly fed into a compression filter, the gain
in the SNR can be calculated to be,
SNR = jAf-T0 (3.34)
IV. MATCHED FILTER FOR LINEAR FM SIGNAL
Klauder et al. [39] has shown the criterion for a matched filter to be,
Hif) = F\f) (3.35)
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where H{f) is the transfer function of the filter, F(f) is the spectrum of the input
signal and, * denotes complex conjugate. A filter is defined as
"matched"
to the input
signal when its transfer function is equal to the complex conjugate of the signal
spectrum. Under these circumstances, the peak signal to rms noise ratio at the output
of the filter is maximum.
For the case of a linear FM pulse-compression waveform, the initial signal is,
f2t-T\ rM'^i2)
sxit) = RECT (3.36)
The matched filter for this signal Ym if) may be readily obtained from the analysis of
the spectrum of sx it) ,
YAf) = e\f) (3.37)
1 i +-M/.-/)2r~.
e
k [Z\v2)-r{vx)\ (3.38)
2V2T
where vl and v2 are given in equation Eq, 3.33. The matched filter response is
obtained by the relation: Ym (t) = e i~t) . Therefore,
= RECT
f2t-T^ '---] Ukt
e K
l > (3.39)
v T j
The output response when the rectangular chirp is passed through its own matched
filter is computed as,
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emi(t)= \RECT
'z-t^
When 0 < t < T .
v T j
RECT
f \
\i )
/2/r ''+lf>2-ff>-')
dz (3.40)
mit) = ej2^!-k'2'^ \ejl!Adz (3.41)
This resolves to,
sm (t) = smKiktT -kt2)'
nkt
(3.42)
The envelope of sm it) is an even function of time. For \t\ < T , the envelope of the
matched filter response is given by.
T-
sin/r(A\t\-kt2)
7lA\t\
(3.43)
V. PULSE COMPRESSION THEORY
Linear frequency modulation is one form of pulse compression technique amongst
many others. The coded signal may be represented either in the time domain p(t) or by its
Fourier transform P(f)- In the time domain, the expanded pulse p(t) can be generated by
sweeping the instantaneous frequency linearly within a certain bandwidth. This is
equivalent to introducing a phase term in the spectrum that is quadratic in frequency. The
received echo signal s(t) is fed to a matched filter, whose frequency response P*(f) is the
complex conjugate of the coded pulse spectrum. The output of the matched filter section
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is the compressed pulse, which is given by the inverse Fourier transform of the product of
the echo signal spectrum S(f) and the matched filter reponse P*(f). This is equivalent to
performing a crosscorrelation of s(t) with the transmitted signal p(t):
CO
rit) = sit)*pit)= \pit + t')sit')dt' = 3"1 [Sif) P * (/)] (3 .44)
-co
where represents crosscorrelation and
3"'
stands for the inverse Fourier
transform. Note that if Sif) = Pif) , the pulse compression processing subtracts the
quadratic phase exactly giving a bandlimited short pulse. In medical applications, there
are several factors that could change the amplitude and phase spectrum of the reflected
signal and hence introduce artifacts such as range sidelobes in the compressed pulse.
These factors were also discussed in one of the first examples of pulse compression
technique applied to medical ultrasound and are considered in detail [51].
The generation of a backscattered signal from a scatterer at a fixed distance in
response to an input pulse is assumed to be a linear shift invariant process, pit) is the
input fin pulse and nit) represents the medium and system impulse response. The
backscattered signal sit) can be expressed as a convolution of pit) with nit) :
s(t) = p(t)*n(t) (3.45)
After pulse compression,
rit) = sit) pit) = [pit) * n{tj\* pit) (3.46)
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If a scatterer is located in a nonattenuating medium along the transducer's central
axis, and in the far field, then (0 =A-it-tj), where A is the reflection coefficient and
t, is the two-way travel time. Here the compressed pulse is simply the autocorrelation of
the input fin pulse pit) and closely approximates a normal short pulse used in
conventional imaging under similar bandwidth conditions.
N
i(t) = [AlS{t-tl)+A2S{t-t2)+....] =YJAiS(t'ti)
i=\
(3.47)
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Hence using the commutative property,
A^ N
r{t) = YJAt [p(t) * Sit - tj )] pit) =^ At [Sit -tt)* pit)] pit) (3.48)
i=\ i=\
N
= ^AiS(t-ti)*\p(t)*p(tj\ (3.49)
z=l
VI. TIME BANDWIDTH PRODUCT
The peak amplitude of the compressed pulse is larger than the peak amplitude of the
input FM pulse by a factor of Va . This gain factorK , is the effective time bandwidth
product, is an indicator of the achievable signal-to-noise (SNR) ratio improvement. Any
waveform with a gain factor greater than unity is referred to as a "pulse
compression"
waveform. Figure 16 depicts the amplitude spectra of two waveforms with varied time-
bandwidth products.
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The "pulse compression
ratio"is derived as follows. Consider an input signal x(0 to be
input to a "pulse
compression"filter with a time duration T defined as,
x(t) = RECT
f7A-Tj
> T j
]2k\ l\i+-kt
RECT
f2t-T^
T
e
>2^|/,/+(/2-/i)<
The filter transfer function is given by,
Hif) = e
'2 (/,-./,)
(3.50)
(3.51)
42
The output signal yit) is the convolution of the input x(0 with impulse response of the
filter hit) ,
v(0 = xit) * hit) (3.52)
But the impulse response hit) is the inverse Fourier transform of the filter transfer
function Hif).
hit) = 3~l{Hif)}
KO^pEIIie^^'e^ (3.53)
Thus, the output signal yit) is given by,
.-. yit) = x(0 * Kt) = j"x(r)- h(t - z)dz (3.54)
= JRECT
V T j
f2z-T\ j2\f^ih-h)S\ \ \f2-f) - .4fi-A),: lj j2 jve< "
ej24A'-T))dz
l^TI-^t^^'l m /o^ t\\jr'-' \rect 2t-T ."()dz
V J- J
2T DIRECT
f2r-T^
TV ^ J
(3.55)
Using the Fourier transform pair,
l^jo
3 RECT
\Tj
= 2SINC(2KfT) =2^fi (3.56)
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3<
f T^
RECT
T
2
=
T-SINC(7fT)-ej2T
(3.57)
Thus, the output filtered signal can be re-written as,
r(/)_ l'/j2^AH'^HW)siN(2KfT)
v T 2tz[
(3.58)
The gain as a result of pulse compression is defined as,
Gain, K :
Peak amplitude of the compressed pulse v(0
Peak amplitude of the input FM pulse x(0
:.K = J'{f2-f)T=jB^T
In addition, the pulse duration d of the compressed pulse is given to be,
2k
d =
1x{fi-fx)
=
B~
(3.59)
(3.60)
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Chapter 4
THEORY BEHIND PULSE COMPRESSION PSF AND INVERSE
FILTERING
I. POINT SPREAD FUNCTION
Gaskill[32] and Macovski[2] clearly describe the concept of a 2D Point Spread
Function (PSF). The point spread function of a B-scan imaging system is defined as the
2D output function produced as a result of scanning a point object (a 2D delta function).
Consider launching an FM pulse into a medium with a conventional circular disk
transducer. Figure 1 7 shows a simple scanning geometry, where the center of a circular
disk transducer moves along the X-axis for scanning, while the face of the transducer
remains on the X-Y plane at z=0. We consider a point scatterer at point P with
coordinates (x0,0,z0). The propagation medium is assumed to be homogenous but
possesses properties similar to that of typical soft tissue. In particular, we assume a speed
of sound c = 1540 m/s and the attenuation in the medium represented by e~a"fz" , with
a0 being the slope of the attenuation coefficient in the range 0.3 to 0.5 dB/cm/MHz. Note
that this attenuation transfer function modifies only the amplitude spectrum of the pulse
and does not affect the phase (apart from a linear phase shift due to time delay). In other
words, we are assuming negligible dispersion in soft tissue.
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XFigure 17: B-scan image formation of point object P by scanning in the X
direction with a transducerwhose aperture function is s(x,y)
The input signal is an FM pulse represented by pm it) . The backscattered FM pulse,
received by the transducer at x = X + x0 along the X-axis, can be represented as,
8P
pix,z0,t) = p^*[glit)*grit)]*[hliX,z0,t)*hriX,z0,t)]*fit)*haiz0,t,a0)
dt
(4.1)
The approach followed here is based on the impulse response method and has
been suggested by several authors for short pulses. g,(0 and grit) correspond to the
time domain impulse response of the transducer in the transmit and receive modes. In
most cases, they are equal. h,iX,z0,t) and hriX,z0,t) are the transmit and receive
"transducer aperture impulse
response"
or "spatial impulse response"functions in a
nonattenuating medium. Analytic solutions for these functions have been derived for
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various transducer geometries encountered in medical ultrasound, fit) is the impulse
response of the scatterer itself and p is the density of the medium. haiz0,t,a0) is the
impulse response due to the two-way propagation in the attenuating medium. Assuming
an attenuation coefficient that is linear with frequency and negligible dispersion, the
attenuation impulse response has been calculated in closed form as:
^O^O,
hjz0,t,a0) = iconst)--r = (4.2)
fozo/Y _ (t-2zjf
I /n) I /c J
_
The final B-scan point spread function at depth K , after pulse compression processing
and envelope detection can be expressed as:
PSFix,z0,t) = \pix,z0,t)p,iO\ (4-3)
II. POSSIBLE ISSUES WITH PULSE COMPRESSION
Pulse compression processing is performed on the received signal p(x,z0,t). From
the point of view of optimal detection of the signal in additive noise [39], cross-
correlation should be performed on the signal in eq. (4.1) with p(x,z0,t) itself. However,
this amounts to adaptive processing and is a very difficult and time consuming process
because a set of cross-correlation functions must be used for different X and z0.
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Furthermore, in medical ultrasound imaging, several randomly distributed scatterers with
different x0 and z0 are present at the same time. It is impossible to optimize all of them
simultaneously. An easier approach is to use p,{t), the FM signal used to drive the
transducer, as the autocorrelating signal for all the RF lines of data, as implied by eq.
(4.3). This will result in different degree of mismatch for different x and z0 and could
possibly degrade the PSF [91]. One of the major disadvantages using cross-correlation
processing is the generation of large range sidelobe structures [39]. The sidelobes in turn
will result in reduction in contrast resolution and must be kept 40-50 dB below the
correlation peak value [42]. Pulse shaping techniques have been developed to reduce
range sidelobes and used in other fields [8, 39]. Although our FM pulse design procedure
takes this into account, the mismatch due to the imaging process and its effect on the
sidelobe structure has to be evaluated using equation (4.1). The analysis is facilitated by
taking the Fourier transform of Eq. (4.1), so that the factors that modify the spectrum of
the input signal Pin (f) could be studied.
P{x, z0,f) = jp2Kf Pm {f) G, {f) -Gr{f)-H, {X, z0 , /) Hr {X, z0,f)- F, (f) Ha (z0,,/)
(4.4)
i. The terms G, and G, depend on the overall frequency response of the transducer.
Some degree of amplitude weighting of the input FM pulse may result due to this,
unless we operate well within the bandwidth of the transducer. The outcome can be
significant in the range sidelobes after pulse compression for a small cost in effective
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axial resolution and time-bandwidth product [39]. In our experiments, we do not
depend on the transducer frequency response for amplitude weighting. Instead, we
use an amplitude weighted FM pulse to drive the transducer. This pulse design
procedure allows us to perform imaging with a pulse bandwidth that is much smaller
than the transducer frequency response bandwidth [49, 92] without excessive penalty
on the sidelobe levels.
ii. In a medium such as soft tissue, where the attenuation is frequency dependent,
significant changes can occur in the reflected FM pulse. This is because the
propagation transfer function Ho(z0,a0,f) is not a constant over the frequency range
of interest. Therefore, the spectrum of the FM reflected pulse from a reflector at some
depth z0 will be different from the spectrum of the input interrogating pulse with
which it is to be cross-correlated. This has two major implications. First a reduction
in correlation can lead to a reduction in effective time-bandwidth product. This
concern was examined by Rao[51] through simulation studies. It was shown that in
medical ultrasound, unlike radar, the time-bandwidth product is depth dependent and
small bandwidth operation can limit attainment of very large time-bandwidth
products. Nevertheless, a time-bandwidth product of the order of 1 0 to 40 is possible
under normal operating conditions. For example, in the current study, a 20 ps FM
pulse with an effective bandwidth of 1 MHz is capable of SNR improvement by a
factor of 20. Second, it is possible that the cross-correlation mismatch may contribute
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to degradation of range sidelobes. We will use the same theoretical framework [51]
to examine changes in sidelobe structure due to the ha(z0,t,a0) term.
iii. The PSF (lateral and axial resolution) of a conventional B-scan imaging scheme is
generally well understood. It is not obvious whether a PSF that is similar over a wide
dynamic range (0 to 60 dB) can be achieved with the proposed FM pulse imaging
scheme. This is due to the fact that the transducer diffraction pattern is frequency
dependent. In Equation (4.1), the transfer function due to diffraction, H, Hr acts as
a low-pass filter. Alternatively, the convolution terms htH) * hr(t) in Eq. (4.1) reduce
to a delta function only in the far field (z0 d / I and the on-axis condition iX= 0).
Furthermore, for the off-axis case (X * 0) , Hl and Hr have a nonzero phase
spectrum. Thus, both the amplitude and phase spectra of the reflected FM pulse are
modified for an off-axis case. It is tempting to argue that this diffraction factor is the
same for short and FM pulse imaging schemes and hence should affect the output in a
similar fashion. However, the phase spectra of the two interrogating pulses are in
general different even if their amplitude spectra are equal, and this may contribute to
some subtle differences.
iv. The dispersive nature of the soft tissue can introduce frequency dependent phase
distortions in the reflected signal (over and above a linear frequency phase shift due to
time delay). This could result in incomplete pulse compression and possible artifacts
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[8]. In medical ultrasound, according to our model, such phase distortions may result
from the nature of the phase spectrum of the tissue propagation transfer function
Ha(zo>ao>f)- In Rao's simulation work [51] and in this work, zero phase
assumption for the propagation transfer function Ha(z0,a0,f) has been used [94]. A
more realistic model is the minimum phase model, where the phase transfer function
is calculated from the amplitude transfer function via the Hilbert transform [93]. It
can be argued that the dispersion in the soft tissue is small and, according to the
minimum phase model, contributes an additional term to the phase transfer function
that is also approximately linear over a small frequency range [93]. A linear phase
distortion can only introduce a time shift in the FM pulse and probably no significant
degradation of range sidelobes. This issue could be examined by performing
simulations using the so-called minimum phase model for propagation in tissue [93].
Although dispersion in soft tissue is believed to be very small and its effect on pulse
compression processing may be negligible, this topic needs further theoretical and
experimental evaluation.
III. DESIGN OF THE DRIVE SIGNAL
As described by Fowle [32], a rectangular envelope signal is convenient to create and
when limited, is distorted less than amplitude modulated signals. Design of long
duration, rectangular FM signal resulting in an arbitrary autocorrelation function has been
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addressed by Key et al. [95]. In addition, if the rectangular drive signal is designed to
sweep a bandwidth much larger than that of the transducer frequency response, then the
transducer frequency response could be effectively recovered and compensated. Let us
assume that we have a narrowband signal s(t) centered at frequency f0 with an envelope
ue (t) and a phase modulation (p{t) . We have,
5(0 = ue {t)o,os\27zf0t + <p(t)] (4.5)
Following the method of stationary phase, Fowle[32] and Key[95] have derived,
(()^ikj-'**!] (4.6)
This follows that, the envelope of the signal ue(t) is given by,
ue(t)=^-^M (4.7)
and the phase (pit) is given by,
<p{t)=2nAt + 0(X)- (4.8)
Fowle[32, 73] has proved that,
/(0=7~l(0 (4-9)
which states that for FM signals of large time-bandwidth product, the group time delay
and the instantaneous frequency are approximately inverse functions.
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IV. INVERSE FILTERING
Inverse filter (a.k.a. deconvolution filter) has been used in the field of signal and
image processing to restore the input signal from transmission errors. Figure 18 depicts a
system with a post-filter.
x(t) System impulse
response h(t)
y(t) Inverse filter
response hit)
z(t)
Figure 18: Inverse filter designed to compensate for the system response
The output is related to the input via the convolution property, i.e.,
y{t) = x{t)*h{t)
Taking the Fourier transform on both sides gives,
Y{f) =X{f)-H(f)
X{f) = y(/)=
i
H(f) H(f)
Y(f)
Thus, the inverse filter should be designed to be,
1
H,(f) =
H(f)
(4.10)
(4.11)
(4.12)
(4.13)
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In the presence of additive noise, a Wiener filter would be more advantageous since it is
the combination of a deconvolution filter that has been optimized in a minimum mean-
squared sense.
x(t)
System impulse
response h(t)
y(t)
Inverse filter
response w(t)
z(t)
1 \
?
n(t)
Figure 19: Wiener filter
Here, the output yit) is given by,
yit) = x(0 * hit) + nit)
z(t) = w(t)*y(t)
(4.14)
(4.15)
Solving in a minimum mean squared sense yields,
Wif) = HD-PS
HDHD-PS+PN HD
P
P /
P + N/
(4.16)
where, Ps is the power spectral density of the signal, PN is the power spectral density of
the noise and HD is the transfer function of the system. When the second term in the
p
denominator y , approaches zero, we can approximate,HDHD
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Wif) =^- = H~Di (4.17)
This means when there is no noise or it has little effect on the overall system, the
P /
Wiener filter is the same as an inverse filter. When y . 1 , the noise power is/ HDHD
much larger than the signal power, the Wiener filter becomes a matched filter given by,
Wif) =^ = HL Whl if) (4. 1 8)PN const
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Chapter 5
EXPERIMENTAL EVALUATION OF ADAPTIVE DRIVE SIGNAL
This chapter will describe the experimental procedure used to design and generate
the input FM drive signal as well as the adaptive drive signal. The resolution of an
ultrasound medical imaging system is limited in the lateral direction by the geometry of
the sound beam and in the axial direction by the duration of the received echo signals.
Researchers frequently perform inverse post filtering of the reflected RF signal to
improve image quality. An adaptive technique that derives the pre-enhancement signal in
a feedback loop has been developed. This method derives an input signal from the
transducer frequency response to inverse modulate the chirp amplitude. The transducer
output then becomes an equalized chirp with a wider effective bandwidth. Subsequent
pulse compression processing consequently improves the resolution. It has been
incorporated into a prototype digital B-Scan imaging system, and the resolution
improvement is demonstrated with experiments on clinically relevant phantoms.
Although the technique performs inverse filtering, it is operationally different from de-
convolution or Wiener optimal inverse filtering, which is normally applied as a post
processing step on the reflected signal. The performance of the latter is generally limited
by noise.
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I. EXPERIMENTAL SETUP
A prototype ultrasound imaging system was setup to measure and analyze the effect of
pulse compression and adaptive drive signal on the transducer frequency response. It
consisted of an arbitrary/synthetic waveform generator on
Analogic
model 2020. A
series of linear chirp input drive signals were created using
Matlab
and downloaded to
the arbitrary waveform generator over the IEEE 488/GPIB bus. The output from the
waveform generator was fed into a Ritek RF power amplifier which was used to drive the
input to a Panametrics immersion type focused ultrasound transducer via a transmit-
receive (Tx-Rx) switch. The output of the transmit-receive switch was connected to a
pre-amplifier to amplify the reflected RF data. This amplified data was then digitized
using a Data Translation DT 6500 series 8-bit digitizer at a sampling frequency of 20
MHz. The external trigger source from the arbitrary waveform generator was used to
sync both the digitizer and a CRT oscilloscope. Both channels of the oscilloscope were
used to capture and analyze the input FM chirp waveform and the output reflected RF
backscattered data prior to serial digitization. A Velmex inc. two motor stepper motor
model 86mm-2 was attached to the transducer to provide translation in the X-Y direction.
The instructions to control the movement of the stepper motor were downloaded via a
serial port attached to a Pentium PC. The arbitrary waveform generator was piggy
backed to the 8-bit digitizer via an IEEE 488/GPIB bus and connected to the Pentium PC
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using the same bus architecture. The data from the 8-bit digitizer were downloaded to
Matlab for further analysis. Scripts were written in Matlab to generate the input FM chirp
waveforms, process RF data to generate the inverse-boosted drive signal used to input to
an adaptive second pass as will be described in later sections. Figure 19 depicts the
prototype experimental setup used to input, capture and analyze ultrasound data. Figure
20 depicts the block diagram representing the connections and data flow amongst the
various devices.
Figure 20: Experimental Prototype Ultrasound Scanning System
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Figure 21: Block diagram of the Prototype Ultrasound Imaging System
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Experiments were performed using a focused transducer with a center frequency of 2.25
MHz and a 6 dB bandwidth of 1 .2 MHz. A water filled and a tissue-mimicking phantoms
were scanned with a wire target at 5cm.
An adaptive technique was designed to create the pre-enhancement inverse-
boosted drive signal in a two-step process. During the first step, an input FM linear chirp
pit) was generated at time intervals of \0ns using the following equation.
pit) = sin 2k< /o- t +
v2^oy
(5.1)
The instantaneous frequency of the uniform amplitude chirp is swept linearly with time,
from ( f0 - Af/2 ) to ( f0 + Af/2 ) over a time period T0 = 20 p s. In our experiments, we
set fQ = 2.4MHz and Af = 1.8 MHz to drive the transducer beyond its 20 dB bandwidth.
Pulse shaping technique was used in order to reduce the effect of range sidelobes. A 10th-
order Butterworth weighting function bit) was applied at the beginning and end of the
chirp signal to minimize transient response.
bit) =
l + ((t-l0p)/9pT
(5.2)
The resultant input drive signal is given by,
p \t) = bit) -pit)
Fig. 22 depicts pit) , bit) and p\t) .
(5.3)
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Figure 22: Input FM chirp drive signal, 10-th order Butterworth weighting function
and the resultant pulse shaped chirp drive signal
Initially the stepper motor was initialized such that the transducer was located at the point
where there was maximum reflection from the wire target. This would be referred to as
the "Center line". The input p\t) was loaded on to the polynomial waveform generator,
amplified by the power amplifier and transmitted by the transducer. The reflected RF
data was collected, pre-amplified, digitized and stored to a file. In Figure 23. the "Center
RF data - Pass
1" depicts the reflected RF waveform collected by the transducer during
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the first pass. The RF data was then envelope detected using the Hilbert transform. The
envelope of the RF data was inverted and then multiplied with the input FM chirp p\t) .
This is called the inverse-boost drive signal which is used as the input to the second pass
as depicted in Figure 22. During the first pass, a flat chirp with weighting at its
extremities resulted to measure the frequency response of the transducer. This was then
inverted and used in the corrected signal created by the inverse-boosted chirp signal. The
final output from the second pass is the RF data which appears to be almost flat at all the
frequencies under investigation. The RF data from the first pass was cross-correlated
with the input drive signal resulting in the creation of a short pulse. Similarly, the RF
data from the second pass was cross-correlated with the derived inverse-boosted signal.
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Input chirp - Pass 1
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Center RF Data - Pass 2
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Time (in microseconds)
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Figure 23: Adaptive drive process in a non-attenuating medium - Input chirp from
the first pass, Center RF data from the first pass, Inverse boosted chirp from the
second pass, Center RF data from the second pass
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The transducer was moved with a stepper motor at 0.15mm interval for 100 lateral
positions and the reflected chirp signal was recorded at each location. In Fig. 24 (a - f)
the vertical direction represents transducer lateral position and horizontal represents time
in ps . Fig. 24(a) is the reflected chirp signal for all lateral positions shown as a gray scale
image. The horizontal line through the center represents the reflected chirp when the
transducer is right on top of the wire target. The amplitude reduction at low and high
frequencies due to the finite bandwidth of the transducer is visible. This signal referred to
as r(0 was used adaptively to derive an inverse boost function for the second pass. The
signal was first cross-correlated with the constant amplitude input chirp to estimate any
residual time shift needed to align it with the input chirp. Envelope detected signal Ait)
was obtained from r(0 using the Hilbert transform. The data was downloaded from the
digitizer to the PC via the IEEE-488/GPIB interface. The inverse boost envelope
function A~\t) was calculated in software and multiplied by the constant amplitude
chirp to produce the new drive signal (inverse amplitude boostedchirp) for the second
pass. This function was then uploaded into the waveform generator via IEEE-488
interface. The reflected signal from the second pass is shown in Fig. 24(c). The
amplitude boost at the low and high frequencies and amplitude equalization is visible in
the 2D image. The pulse compression step is accomplished by cross-correlating every
horizontal line of reflected signal with the constant amplitude chirp signal. Finally
envelope detection is performed using Hilbert transform on each line and the final 2D
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PSF is shown in Fig. 24(b), for the first pass and in Fig. 24(d) after second pass.
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Figure 24: B-scan image of adaptive inverse boost of a wire target scanned in a non-
attenuating medium (water)
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Figure 25: Adaptive drive process in an attenuating medium - Input chirp from
the first pass, Center RF data from the first pass, Inverse boosted chirp from the
second pass, Center RF data from the second pass
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Input chirp - Pass 1
Time (in microseconds)
Figure 1: B-scan image using adaptive inverse boost technique of a wire target
scanned in an attenuating medium
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Similar experiments were performed on a tissue mimicking phantom with attenuation
coefficient a0 = 0.5 dB/cm/MHz. The final PSF is shown in Fig. 25(e) and (f) for first
and second pass respectively for the attenuating case.
The 6dB width of the 2D PSF was measured in the axial (horizontal) and lateral
(vertical) directions defining the axial and lateral resolution for all the four cases. The
axial resolution improved from 1.06ps to 0.82ps (compare Fig. 24(b) and 24(d)) in the
non-attenuating case and from 1.016 p.s to 0.80 lps in the attenuating case. This is a direct
consequence of increasing the bandwidth beyond the 6dB bandwidth of the transducer by
the inverse boost step. It is important to note that the conventional impulse excitation of
the transducer will only produce resolution similar to first pass results. There is a small
price to pay in terms of increased sidelobe levels in Fig. 24(d). The lateral resolution was
3.3mm for first and second pass in the non-attenuating medium and 2.25mm in the
attenuating medium. For the attenuating case, the same inverse boost function that was
adaptively derived for the water phantom was used. Therefore we have inverse filtered
only the transducer's frequency response, not that of the attenuating medium.
Improvement in lateral resolution here is encouraging but the reason is not obvious.
In summary, we have presented here a prototype experimental ultrasonic imaging
system with chirp excitation and a feedback loop to perform adaptive inverse filtering.
The outcome is an improvement in the effective bandwidth and hence the resolution and
SNR, that is otherwise not possible with conventional impulse driven system. The
68
technique could potentially be used to inverse filter the frequency dependent attenuation
of soft tissue also in addition to the transducer response.
A phantom with embedded cyst-like targets were then scanned using the adaptive
inverse boost technique. A noticeable reduction in the speckle size is observed upon
comparing the standard short pulse versus the inverse boost FM chirp technique.
(a) (b) (c)
Figure 27: Specular negative contrast phantom displaying cyst-like targets scanned
using (a) Short Pulse drive signal (b) FM Chirp from the first pass (c) Inverse
boosted chirp from the second pass
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(b)
Figure 28: Speckle positive contrast phantom displaying cyst-like targets scanned
using (a) Short Pulse drive signal (b) FM Chirp from the first pass (c) Inverse
boosted chirp from the second pass
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II. CONCLUSIONS
In summary, we have derived a prototype experimental ultrasonic imaging system
with FM pulse excitation and a feedback loop to perform adaptive inverse filtering. The
outcome is an improvement in the effective bandwidth and hence the resolution that is
otherwise not possible with a conventional impulse-driven system. We have also
demonstrated an improvement in the speckle texture pattern. Smaller speckle spot size
will help improve the low contrast lesion detectability. The technique could also be used
to inverse filter the frequency-dependent attenuation of soft tissue in addition to the
transducer response.
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Chapter 6
TIME FREQUENCY ANALYSIS CONCEPTS
In this chapter, we develop the basic ideas of time and frequency analysis and
clarify the motivation of a joint time-frequency description. "Stationary" signals are
those whose statistical properties are independent relative to an absolute time. Extending
this, we define non-stationary signals are those whose spectral content and other
properties vary with time. Traditional Fourier analysis characterizes stationary signals in
either the time domain or frequency domain; joint time-frequency information is
simultaneously not available. For non-stationary signals, joint time-frequency analysis
becomes a very powerful tool during analysis and synthesis.
I. FOURIER ANALYSIS
In 1 822, Jean Baptiste Fourier published his Theorie analytique de la chaleaur to prove
that any functions of a variable, whether continuous or discontinuous, can be regarded as
an infinite superposition of complex exponentials. To this day, Fourier analysis is one of
the major advancements in signal processing, physics and mathematics. It is mainly
utilized to decompose a signal into individual frequency or spectral components and
measure the relative intensity of each component.
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Leon Cohen [72] clearly lists the four main reasons to perform spectral analysis.
Firstly, spectral analysis provides some information about the characteristics of the
source. Secondly, in the study of signals propagating through frequency dependent
medium, the signal is decomposed into different frequency bins. Analysis is performed
on each frequency component followed by reconstruction of the resulting waveform.
Third, decomposing a signal into a series of sinusoids allows for simpler description of
the signal. Lastly, it is a powerful mathematical tool for the solution of ordinary and
partial differential equations.
A typical Fourier transform pair can be mathematically described as,
Xif)= \xit)*e~,24ldt (6.1)
-co
xit)=)xif).ej2'df (6.2)
It is clear that a Fourier transform identifies all the spectral components that exist in a
signal. However, it does not provide any information regarding the time localization of
these components.
II. HEISENBERG-GABOR UNCERTAINLY PRINCIPLE
Skolnik [8] has stated that (based on the uncertainity principle) a narrowband signal
yields a wide spectrum and a wideband signal yields a narrow spectrum, and both the
time signal and frequency spectrum cannot be made arbitrarily small simultaneously.
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This type of constraint is imposed on the Fourier transform in that one cannot find a
signal that can be concentrated on an arbitrarily small time-frequency region. Flandrin
[68] has established the inequality based on a signal x(t) with finite energy,
Ex =
j]x(/)|~
dt < +00 (6.3)
It is assumed that the signal and its Fourier transform possess a vanishing center of
gravity,
j7|x(o|2^ = o= \f\xiffdf (6.4)
The corresponding moments are defined as,
At2
= \t2\xitfdt; A/2= \f\Xiffdf (6.5)
Let us define an auxiliary quantity,
1= [tx'it) it)dt
J rltdt
(6.6)
Using Parseval's identity and Cauchy-Schwarz inequality,
(Re[/])2 <
\t2 \xitfdt- j
dx
,
. )r2.,)./Idt = AK2E;At1Af (6.7)
dx(0' ct
a- \txit)^-it)dt = (6.8)
2
(6.9)
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Thus the Heisenberg-Gabor uncertainty principle can be expressed by the inequality,
At-Af>^- (6.10)
Ak
The Gaussian functions are the only kind of signals that minimize the time-bandwidth
product in the Heisenberg's sense. These are the only functions whose time and
frequency resolution could be improved simultaneously.
III. SHORT TIME FOURIER TRANSFORM
Short-time Fourier transform (STFT) is one of the most widely used technique to study
non-stationary signals. In simplest terms, the STFT divides the signal into truncated time
segments; Fourier transforms each time segment to calculate the frequencies in that
segment and finally depicts the global time-frequency structure as shown in Fig. 29. The
original signal x(t) is multiplied by a pre-windowing function W(t), centered at t, to create
the modified signal.
x,iz) = xiz)Wiz-t) (6.11)
STFT was proposed by Gabor in 1942 and has since been extensively used in the fields of
speech and signal processing. STFT find vast applications in time-varying filtering of
non-stationary signals since their spectral content vary with time. Additionally, STFT is
linear and invertible and could be used during the analysis/synthesis phase. The square of
the STFT is called the STFT spectrogram to distinguish it from time-varying spectrum
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based upon other techniques, such as Gabor expansion and the adaptive representations.
The STFT spectrogram could be used to get a rough idea of a signal's energy distribution
in the joint time-frequency domain.
0 s
o
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Time
Figure 29: STFT depicted as a series of pre-windowed Fourier Transforms
The short-time spectrum of a signal x(t) is defined as,
STFTy\t,f) = \[xif)y\r-t)yj24t'df
=
e~j2a' \Xir)T'ir-f)ej2mrdf
(6.12)
/'
The energy density spectrum or spectrogram is,
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Psit,f) = \STFTxit,ff (6.13)
The STFT is a linear form of time-frequency representation and is complex-valued. It is
significantly influenced by the choice of the analysis window. The time-resolution of the
window gets better when the analysis window becomes shorter resulting in degradation of
the frequency-resolution. Conversely, analysis by a filter bank with selective filters has a
better frequency-resolution with degradation in time-resolution, since the impulse
responses of the filter have a longer duration.
Properties of STFT
1 . STFT preserves the frequency shifts and time shifts up to a modulation factor:
y(t) =
x(t)e2*<
^Fvit,f;h) = Fxit,f-f0;h)
(6.14)
y(t) = x(t-t0)^Fy(t,f;h) =
Fx(t-t0,f;h)-e2'*"
2. STFT is reversible.
3. STFT distribution is positive.
Fig. 30 depicts the STFT of a linear chirp signal. As expected, time varies linearly as a
function of frequency.
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Figure 30: STFT of a linear chirp
IV. WIGNER-VILLET DISTRIBUTION
For a signal x(0 , the Wigner-Ville (WV) distribution is given by,
CO
WVxit,f)= \xit+T-)x*it-T-)e-p-^dz (6.14)
The WV distribution is bilinear since the signal appears twice in its calculations. In
addition, the signal is supposed to be analytic. WVD has served as a useful tool in the
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fields of quantum mechanics, optics, acoustics, bioengineering and image processing.
Several researchers have used WVD to analyze time-varying systems and its applications
to ultrasound imaging [65, 67, 90].
Properties ofWV Distribution:
1 . Time-shift invariant
If the WV distribution of a signal is WVxit,f) , then the WVD of the time shifted version
yit) = xit -t0) is the time-shifted WV distribution of x(0
yit) = xit-tQ)^WVyit,f) = WVxit-t0,f) (6.15)
2. Marginal properties
The WV distribution preserves the time and frequency marginal properties of any signal.
\jWxit,f)df=\xitf (6.16)
\wVxitJ)=\Siff (6.17)
3. Real Valued
WVx(t.f)<=Rvt,f (6.18)
Fig. 3 1 depicts the WV transformation of a linear chirp signal. Note the width of the
energy distribution is much smaller than that obtained using STFT. This is confirmed by
79
analytically computing the WV of the chirp equation. This proves that the WV
distribution for a chirp localizes to its instantaneous frequency.
x(0 =
e[ l 2 JJ
=>WVx(t,f) = S(f-{fQ+kt)) (6.19)
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Figure 31: Wigner-Villet transform of a linear chirp signal
Table 1 provides a list of constraints that are verified by both STFT and WV distribution.
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CONSTRAINT STFT WV
Energy X X
Marginal in time X
Marginal in frequency X
Reality X X
Positivity X
Causality
Invertibility X
Dilations X
Convolution X
Modulation X
Time support (in the wide sense) X
Frequency support (in the wide
sense)
X
Unitarity X
Instantaneous frequency X
Group delay X
Table 1: A List ofConstraints
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V. STFT VERSUS WIGNER-VILLET
The spectrogram of STFT as described in Eq.6.13 is defined by,
Ps(tJ) = \xiz)h\s-t)e-j24sds (6.20)
Eq. (6.20) combines a linear operation (Fourier transform) with a quadratic operation
(modulus squared). In the case of WV distribution, WVxit,f) as defined by Eq. (6.14)
uses a quadratic operation applied to the signal followed by a linear (Fourier)
transformation. The other major difference is that the WV transform does not require the
introduction of an analysis window function, which is external to the signal. The second
difference is that the spectrogram is derived from a STFT with an external
window/analysis function. The WV distribution is regarded as the same type of analysis
with a window which is persistently matched with the signal. Thirdly, in a WV
distribution, two points of the plane interfere, so that they create a contribution at a third
point, which is the midpoint of a straight line connecting the two.
82
Chapter 7
EXPERIMENTAL EVALUATION OF CROSS BEAM IMAGING
In B-scan imaging, transmit and receive functions are generally performed by the
same transducer. Thus, the time duration of linear frequency modulated (LFM) signals is
limited to 10-20 p s, consequently limiting the time-bandwidth product. With separate
transmit and receive transducers in cross-beam geometry, we can overcome this
limitation. Now, the image has to be created with a C-scan process as described in
Chapter 2. This chapter of the dissertation examines various processing schemes for this
modality. The possibility of using time-frequency distributions such as Short-Time
Fourier transform (STFT) and Wigner-Villet (WV) transform have been explored. The
PSF was experimentally measured and evaluated for different schemes.
I. A COMPUTATIONAL CONSIDERATION
The four techniques used to compare and contrast each other are depicted in Fig. 32 have
been analytically described in previous chapters. To generate a 2D image, a C-scan has to
be performed by moving two transducers in unison but not change the center of the
overlap region. The backscattered signal received by the transducer will be a linear sum
of echoes from all scatterers within a cell volume that will be determined by the
overlapping beam profiles.
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Figure 32: Comparison of four scanning techniques
In Short pulse processing as depicted in Fig. 33, a short pulse drive signal is impinged on
the object of study. Each RF A-line is amplitude detected using a Hilbert transform and
envelope detected. The maximum value from each envelope detected A-line is captured
and stored in an index within a 100x100 array. The maximum of this array provides a
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time location which will be used as the time-gate value t0 . At this fixed time-gate t0 , as
well as averaged over ten time locations (5Ar) around this time gate, the envelope
detected values of the 100x100 array are processed resulting in a B-scan PSF image.
Thus, the energy at t = t0 is assigned to each pixel in the C-scan image.
A4ine
Amplitude detect
via
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Calculate maximum
at each envelope
detected data point
"
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Intermediary 2D
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B- Pick value at each
time-gated location
o scan PSF
image
<
100
Figure 33: Short Pulse processing steps
FM Chirp processing is similar to short pulse processing except that there is an additional
intermediate step as depicted in Fig. 34. This is due to the fact that the advantage of FM
chirp processing is in the cross-correlation with the input
drive signal. As described in
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previous chapters, this results in a SNR improvement equal to the time-bandwidth
product of the system.
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100
Figure 34: FM cross-correlation processing
As depicted in Fig. 35, each RF A-line is transformed to time-frequency domain. In this
transformed domain, a slant window is multiplied to the energy density as shown in Fig,
36. All values within this slant window are retained and others are discarded. Thus the
slant window acts as a region-of-interest (ROI) mask. Energy density values within the
slant window are summed up for each A-line and is posted as a pixel in the C-scan image.
If there are two scatterers in the medium, each scatterer will appear at a unique time gate
within this mask unless they are separated by a distance less than the resolution cell
volume.
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Figure 35: STFT processing
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Figure 36: Slant window used as a ROI mask in TF processing
87
II. EQUIPMENT AND PROCESSING
Two separate Panametrics transducers, one to transmit the input drive signal and the other
to receive the RF data were used. Both the transducers operated at a center frequency of
5MHz but their diameters were 0.375in and 0.25in respectively (Please refer to Appendix
A for details and specifications of the transducers). The transducers were clamped on to a
metal bridge connected to the stepper motor as shown in Fig. 37 and Fig. 38. The
transducers were located such that the intersection point from the center of each
transducer face would correspond to the focal points of each transducer based on their
specifications. Hence, the total travel time to the object in study would be the sum of the
travel time of the transmit drive transducer signal and the travel time to receive the RF
signal at the receive transducer.
Amplified input
to Transmit
transducer
To stepper
Amplified output
from Receive
transducer
Figure 37: Cross-beam scanning geometry
To calibrate the system, the stepper motor micrometer combination was adjusted to
receive the maximum signal from the wire target. The two transducers were securely
tightened on the bridge such that the focal point intersection was at a distance d\ = 10 cm
and d2 =5 cm.
Figure 38: Transducer setup depicting cross-beam geometry
The transducers were immersed in a water tank that contained the wire target. The water
tank was completely padded on all sides with thick sponges in order to prevent any
reflection from the specular surface of the tank. A XY stepper motor was used to move
the two transducers in unison laterally across the wire target and a manual micrometer to
move the setup vertically. A 100x100 grid was scanned with a lateral spacing of 0.15mm
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between each pixel on the grid. RF A-line echo data of interest as shown in Fig. 39 was
digitized with a National Instruments NI 51 12 8-bit digitizer. This resulted in a region-
of-interest scan plane of 1.5cm by 1.5cm. Since the digitizer is installed on the PC via
PCI-bus, RF data for each scan line could be captured into RAM and stored to a file for
future processing.
o
o
100 A-line
Figure 39: 100x100 A-line grid
The experimental setup is depicted in Fig. 40. Short pulse or Chirp pulse drive signals
were synthetically generated using Matlab and loaded into National Instruments NI 541 1
12-bit 40MSamples/sec arbitrary waveform generator. The input drive signal was then
pre-amplifred and fed to the transmit transducer. An overall National Instruments Virtual
Instrument (VI) user-interface (UI) and processing components were connected to control
the stepper motor in conjunction with the waveform generator and digitizer (Please refer
to Appendix B for UI details). To keep the processing time to a bare minimum, the VI is
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abstracted to capture the raw RF data so that it could be processed differently based on
the imaging technique. All subsequent processing was done on the PC using Matlab.
There were two types of scans'conducted using SP and FM as input drive signal. Data
was calculated in a 100x100 grid:
Vertical scan
Horizontal scan
Let's visualize a vertical scan using Fig. 37. In this figure, the wire target is pointed
'into'
the page and the two transducers are positioned as shown. Assume that the
transducer assembly is moved in a left-right direction which represents the
"X"
axis using
a stepper motor. The overall assembly is manually moved from top-to-bottom which
represents the
"Y"
axis using a micrometer.
In the case of a horizontal scan, the wire target is still pointed
'into'
the page.
Assume that the transducer assembly is moved into-out of the page (using a stepper
motor)in a horizontal plane which represents the "X" axis. The overall assembly is
manually moved from top-to-bottom which represents the
"Y"
axis using a micrometer.
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Figure 40: Cross-beam geometry experimental setup
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III. EXPERIMENTS, IMAGES AND CONTOURS
Results obtained from twelve imaging experiments along with relevant imaging
parameters are shown in Figs. 43-62 which are grouped at the end of this chapter for
convenience. Figures containing grayscale image which depicts the 2D-PSF are followed
by a 3D plot and a contour plot. The 3D mesh plot depicts the volume and shape of the
PSF. The contour plot depicts the full-width-at-half-maximum (FWHM is the amplitude
at -6dB or when the amplitude drops to one-half of the maximum amplitude) of the major
and minor axis of the PSF.
Experiments in the absence of noise
A first set of experiments were conducted to investigate the four scanning techniques -
Short pulse, FM with cross-correlation, STFT and WV. The experiments were scanned
based on the two scanning types - vertical scan and horizontal scan. The 100x100 A-line
data captured using FM technique was used as input to the STFT and WV study.
Experimental data collection using Short Pulse and FM using cross-correlation were
straightforward. There were various parameters that were setup while conducting the
STFT and WV:
1 . In STFT, the analysis window was chosen to be a Hamming window with a width
of 256 (note there were 4096 data points for each A-line scan)
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2. In STFT, the ROI mask as depicted in Fig. 36 was fixed in the time-frequency
domain at the following coordinates:
a. Lower mask: [46 1387] , [2032 263] , [2090 321] and
[104 1471]
b. Uppermask: [96 218], [314 99], [2394 1287] and [2175
1460]
3. In WV, the ROI mask was fixed at different coordinates on the time-frequency
domain:
a. Lower mask: [465 1318] , [496 1337] , [1600 38] and
[1459 24]
b. Upper mask: [664 515] , [700 497] , [1490 1430] and
[1459 1448]
The following plots represent the noise-free cases:
Figs. 44-45 represent SP processing using vertical scan data
Figs. 48-49 represent FM processing using vertical scan data
Figs. 52-53 represent SP processing using horizontal scan data
Figs. 56-57 represent FM processing using horizontal scan data
Figs. 60- represent STFT processing using vertical scan data
Fig. 62 represents WV processing using vertical scan data
Fig. 63 represents STFT processing using horizontal scan data
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Fig. 64 represents STFT processing of a fixed time-gate sum up energy at all
frequencies using vertical scan data
Within figs. 44-45, 48-49, 52-53 and 56-57, the sub-sequence of figures is as follows:
First figure is noise-free case at a particular time-gated location
Second figure is noise-free case where an average of +/- five locations around the
time-gate are calculated to post a single entry
Experiments in the presence of additive white noise
The experiments using the four scanning techniques were repeated with additive white
noise added to each original A-line data. Figs. 41 and 42 depict the sample realizations of
RF data from SP and FM technique in the presence of additive white noise. Note, a
unique realization of the additive noise is created for each instance. The standard
deviation of the additive white noise was calculated based on the center line maximum A-
line scan. The same amount of noise was added to each A-line scan except that it was a
unique realization. The input SNR for the center A-line scan was calculated as follows:
Amplitude of the signal
SNRjnni,t = ( ' l )H pu
anoise
The output SNR for the 100x100 image was calculated by first locating the peak value in
the 2D PSF image. A 5x5 average of the pixels around the peak value was calculated. In
addition, a 20x20 average standard deviation of the pixel values between coordinates [80,
80] and [100,100] was calculated.
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, rn 5x5 average around the peak value
SNRoutvut = ~ (7-2)
anoise across 20x20 pixel values
The following plots represent the simulated additive noise cases:
Figs. 46-47 represent SP processing using vertical scan data
Figs. 50-51 represent FM processing using vertical scan data
Figs. 54-55 represent SP processing using horizontal scan data
Figs. 58-59 represent FM processing using horizontal scan data
Figs. 61 represent STFT processing using vertical scan data
Within figs. 46-47, 50-51, 54-55 and 58-59, the sub-sequence of figures is as follows:
First figure is in the presence of additive white noise at a particular time-gated
location
Second figure is in the presence of additive white noise where an average of +/-
five locations around the time-gate are calculated to post a single entry
IV. DISCUSSION OF RESULTS
From Table 2, it can be noted that along a noise-free vertical scan, FM Chirp cross-
correlation processing provided the highest resolution. This was followed by STFT/WV
processing with Short pulse being the worst. Along a noise-free horizontal scan, Short
pulse provided the highest resolution followed by FM and STFT. In the presence of
additive white noise, a vertical scan provided comparative results for SP and FM.
96
Scanning
technique
For vertical
scan along the
X direction
(mm)
For vertical
scan along the
Y direction
(mm)
For horizontal
scan along the
X direction
(mm)
For horizontal
scan along the
Y direction
(mm)
Noise Free Case
SP 7.35 0.9 10.5+ 0.75
FM 5.85 1.05 12+ 1.05
STFT 6.9 7.95 15+ 5.25
WV 6.9 4.5 - -
Noisy Case
SP 5.25 1.05 Impossible to
discern
Impossible to
discern
FM 5.7 1.05 12+ 1.05
STFT - -
Table 2: Comparison of FWHM for each technique
In addition, it is important to note that the resolution was the best when measured along
the Y direction. An important caveat, the experimental setup of the transducer assembly
along with calibration process is very critical to measure consistent results. For example,
if the two transducers are not located in the same plane but are offset or the focal point of
the transducers maps to the intersection point.
In the presence of additive white noise, a horizontal scan using SP resulted in the signal
completely buried in noise. The amount of noise did not affect FM Chirp
cross-
correlation processing as the signal got enhanced after cross-correlation and envelope
detection. Table 3 lists the SNR calculated using Eq. (7.1) and Eq. (7.2). The gain in
SNR for the FM cross-correlation cases were very close to the predicted value of 22dB.
The predicted value can be calculated with the following information: input drive signal
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duration (90 ps) and the bandwidth of the transducer system 2MHz. SNR for a
compressed pulse is calculated as follows:
SNRidB) = 20 log! o U (^duration of the drive signal ) (Transducer bandwidth)] (7.3)
Scanning Technique Input A-line SNR
(dB)
Output SNR (dB)
SP horizontal scan 7.2344 12.4235
FM horizontal scan 14.3919 35.2218
SP vertical scan 1.4133 7.5521
FM vertical scan 6.3416 26.6132
Table 3: SNR comparison amongst the scanning techniques
The analysis of the improvement in resolution could be explained using Fig. 41.
The resolution along the tight Y-direction depends on the pulse width of the compressed
pulse. It is also a function of the selection of the time gate. The resolution along the
broad X-direction of the PSF is controlled by the beam pattern created by the overlapping
beams. It was in the order of a few mm's due to the use of unfocused transducers. Some
general observations:
The PSF of STFT and WV was slightly worse compared to SP and FM cross-
correlation techniques
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The PSF ofWV does not have an analysis window, yet the PSF is not any better
than STFT
The PSF along the horizontal direction could be tightened using focused
transducers
The time to compute STFT and WV is very large compared to SP and FM cross-
correlation techniques
Controlled by the
overlapping beam
pattern
Several mm due to use
of unfocused transducer
in the far field region
Depends on the pulse
width of the compressed
pulse
Function of the time
Figure 41: Analysis of PSF
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V. CHAPTER SUMMARY
This chapter provided a brief experimental investigation of SP, FM and time-frequency
transformation techniques developed in the previous chapters. Specifically, STFT and
WV were extremely time consuming data processing methods as compared to SP or FM.
The B-scan PSF images were compared only qualitatively. FWHM provided a important
metric in quantitatively comparing the resolutions between the various techniques. The
experimental results prove that FM cross-correlation processing appears to have the
highest resolution followed by SP and STFT/WV. In addition, FM cross-correlation
processing performed much better than SP or STFT in the presence of simulated additive
white noise with an improvement of 22dB.
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Figure 42: Short Pulse signal displaying additive white noise for a single A-line
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Figure 43: FM Chirp Pulse signal displaying additive white noise for a single A-line
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Figure 44: Short Pulse at a single time gate - noise-free - vertical scan (lpixel =
0.15mm)
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Figure 45: Short Pulse averaged between +/- 5 points around the time gate - noise-
free - vertical scan (lpixel = 0.15mm)
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Figure 46: Short Pulse at a single time gate - noisy - vertical scan (lpixel = 0.15mm)
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Figure 47: Short Pulse averaged between +/- 5 points around the time gate - noisy
vertical scan (lpixel = 0.15mm)
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Figure 48: FM Chirp Pulse at a single time gate - noise-free - vertical scan (lpixel
0.15mm)
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Figure 49: FM Chirp Pulse averaged between +/- 5 points around the time gate -
noise-free - vertical scan (lpixel = 0.15mm)
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Figure 50: FM Chirp Pulse at a single time gate - noisy - vertical scan (lpixel
0.15mm)
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Figure 51: FM Chirp Pulse averaged between +/- 5 points around the time gate
noisy - vertical scan (lpixel
= 0.15mm)
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Figure 52: Short Pulse at a single time gate - noise-free
- horizontal scan (lpixel
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Figure 53: Short Pulse averaged between +/- 5 points around the time gate - noise-
free - horizontal scan (lpixel = 0.15mm)
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Figure 54: Short Pulse at a single time gate - noisy - horizontal scan (lpixel =
0.15mm)
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Figure 55: Short Pulse averaged between +/- 5 points around the time gate - noisy
horizontal scan (lpixel = 0.15mm)
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Figure 56: FM Chirp Pulse at a single time gate - noise-free - horizontal scan (lpixel
= 0.15mm)
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Figure 57: FM Chirp Pulse averaged between +/- 5 points around the time gate -
noise-free - horizontal scan (lpixel = 0.15mm)
116
(b)
1 -v
0.8^
0.6
ji i1 1
0.4
0.2 -
h i lit
lipO J9H 1 in
100
O O so 100
Figure 58: FM Chirp Pulse at a single time gate - noisy - horizontal scan (lpixel
0.15mm)
117
20 40 60 80 100
Figure 59: FM Chirp Pulse averaged between +/- 5 points around the time gate
noisy - horizontal scan (lpixel
= 0.15mm)
118
50 60
X
100
90
so
70
so
> so
40
30
oo
20
10
70 80 90 100
o o 20 40 60 so 100
Figure 60: STFT calculated for a fixed slant window - noise-free - vertical scan
(lpixel = 0.15mm)
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Figure 61: STFT calculated for a fixed slant window - noisy - vertical scan (lpixel
0.15mm)
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Figure 62: Wigner-Villet calculated for a fixed slant window
- noise-free - vertical
scan (lpixel = 0.15mm)
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Figure 63: STFT calculated for a fixed slant window - noise-free - horizontal scan
(lpixel = 0.15mm)
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Figure 64: STFT calculated for a fixed time-gate summing up energy at all
frequencies - noise-free - vertical scan (lpixel = 0.15mm)
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Chapter 8
CONCLUSIONS, CONTRIBUTIONS AND RECOMMENDATIONS
This research has investigated the theory behind pulse compression processing
and its applications using inverse boosted input drive signal and cross-beam protocol via
C-scan imaging. We have designed a prototype system for cross-beam geometry and
pulse compression has been incorporated. As expected short pulse and FM cross-
correlation processing provided similar results on the PSF but STFT was slightly worse.
SNR improvement via various techniques was quantitatively measured. Since FM cross-
correlation and STFT are linear processes, the concept could be extended to tissue
mimicking phantom study. We have provided a few cases of indirect experimental
validation of the theory. STFT and Wigner-Villet transforms were explained in detail in
the presence or absence of additive white noise. Despite all of these tasks, there is much
more work to be done.
I. CONTRIBUTIONS OF THIS THESIS
A. Adaptive Inverse Boost Drive Signal
Chapter 4 presented a detailed theoretical treatment of theory behind PSF generated with
pulse compression and inverse filtering. Analysis of the possible issues with pulse
compression processing has also been discussed. We have derived the input drive signal
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which is a rectangular linear chirp weighted by a Butterworth weighting. Experimental
RF A-line data were captured for various phantom targets to help understand and analyze
the use of the inverse boost technique. There are two steps during this process - the first
pass in which a rectangular drive signal whose signal is weighted is impinged on the test
target. The RF data from the first pass is used to generate the inverse boost drive signal.
Since the transducer response is Gaussian shaped, the effect of the transducer frequency
response is corrected by Inverse Boost technique. Samples from positive and negative
phantoms were used to compare and constrast the various techniques.
B. Novel Cross-Beam Imaging to improve SNR
Generally in B-scan imaging, the transmit and receive functions are performed by the
same transducer. The time duration of linear frequency modulated (LFM) signals gets
limited to 10-20 ps, consequently limiting the time-bandwidth product. With separate
transmit and receive transducers in cross-beam geometry, we have conquered this
limitation. Now, the image has to be created with a C-scan process as described in
Chapter 2. Chapter 6 of the dissertation compared and contrasted various processing
schemes for this modality. Possibility of using time-frequency distributions such as
Short-Time Fourier transform (STFT) and Wigner-Villet (WV) transform were compared
to Short Pulse and FM Pulse cross-correlation techniques. The PSF was experimentally
measured and evaluated for different schemes. It is a misnomer to look at the output and
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call it the PSF. Tiny localized PSF's can be generated only by creating a phantom with
very small plastic beads to replicate delta functions. Note that we were not measuring
PSF but rather 2D projections of the wire target. The data which could be then back
projected to a 3D space which describes accurately the PSF of the target.
C. System Architecture
We have built a prototype imaging system from the ground up which has demonstrated
the applications of pulse compression in an ultrasound imaging system. The system is
capable of providing any arbitrary input waveform in order to measure and analyze the
system point spread function. Our architecture using National Instruments Virtual
Instrumentation is a contribution in that it can be used as a framework upon which to
build future research activities around pulse compression processing. It allows the
researcher to make optimal change to the workflow mechanism to pre- and post-process
raw input RF-data to generate B-scan as well as C-scan images.
II. RECOMMENDATIONS FOR FUTURE RESEARCH
This section points out four general aspects of the theory that demand future research.
Increased duration of the interrogating signal
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In this research, we had investigated cross-beam geometry using interrogating
pulse signals with time duration of 90 ps . Currently there is no limitation on increasing
the duration of this signal further to improved SNR in pulse compression. Investigations
could be performed to study the experimental limit on the time duration of the
interrogating pulse.
Use of Focused transducers
Using cross-beam geometry, we were able to improve resolution only in the Y-
direction which depended on the pulse width of the compressed pulse and the selection
of the time gate criteria. The resolution along the X-direction was of the order of a few
mm's which was controlled by the overlapping beam patterns of the two unfocused
transducers. Investigation is required to prove that focused transducers would be able to
increase the resolution along the X-direction.
Filtering in the Time-Frequency domain
The effect of noise filtering could be studied using STFT and its inverse as
described in Fig. 65.
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Figure 65: STFT filtering
For each A-line data, the short time fourier transform (STFT) would be calculated. Two
scatterers will be distinguishable if they are located at a distance farther than the
resolution cell volume. The mask in the time-frequency domain could be selected such
that it would selectively filter only the scatterer in question and ignore the others. The
energy in the time-frequency domain would now contain information only on the selected
scatterer. Inverse STFT of the energy data would provide the time domain signal. These
would then get cross-correlated and envelope detected to create the 2D PSF image.
In vivo Tissue Scanning
Most of the experimentation and analysis in this research has been conducted on
attenuating and non-attenuating phantoms including wire targets which resemble actual
tissue characteristics. It is certainly possible that inverse boost and cross-beam
methodologies will perform better when imaging certain tissue types and worse when
imaging others. It would be worthwhile to investigate in vivo scanning of various tissue
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types to study where these techniques could be better suitable. In addition, it would be
useful to validate whether LFM drive signals are currently used in commercial ultrasound
scanners to understand the real-time processing issues. Clearly this is a long term project
and requires reverse engineering the electronics to capture input/output drive/RF signals
to/from the system.
Variation in parameters of the STFT
There are various parameters that control the size of the PSF using STFT
technique. Investigation of the following parameters are required to understand their
effect on the overall PSF:
Variation in parameters of the slant window
Variation in parameters of the analysis window
Investigation of the use of a vertical time gate which represents the instantaneous
frequency
Investigation to understand the tradeoffs between resolution and improvement in
SNR
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III. POSSIBLE APPLICATIONS OF THIS RESEARCH
Improvement in SNR using both Amplitude Inverse Boost and Cross-beam C-scan
scanning in conjunction
This research has shown that improvement in SNR due to the increased
bandwidth of the transducer resulted in a 50-70% increase in the effective transducer
bandwidth. Further improvement in SNR was made possible by increasing the time
duration of the interrogating pulse while operating the transducers in transmit-receive
mode using cross-beam geometry. SNR in pulse compression is defined as the product of
the time duration of the signal and the bandwidth of the transducer. By utilizing the two
methods in conjunction, the overall bandwidth of the system could be further increased.
Scanning using high frequency transducers
This research has investigated the applications of pulse compression using
transducers whose center frequency was 5MHz. In traditional commercial ultrasound
imaging, transducers with a frequency range less than 10MHz are currently in use.
Further improvement in SNR by utilizing transducers in the range 10-20MHz and the
artifacts produced needs to be investigated.
Localized scanning in Breast Imaging
An innovative approach using cross-beam scanning could be used to increase the
SNR and push the limits of resolution in breast imaging. The proposed methodology
130
could be incorporated as an adjunct to a stereotactic mammography unit. A small area of
size 10mm by 10mm of the suspected lesion in the compressed breast could be further
interrogated with two separate transmit/receive high frequency (15-20 MHz) transducers.
Since the amount of required scanning area is small, the time taken to scan and process a
C-scan image will be minimal.
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10.APPENDICES
This research utilized MATLAB V6.5.1 as the algorithm developing tool. A
collection of program scripts developed for the calculation of envelope, PSF, generating
inverse boosted signal, time-frequency domain processing, etc. are listed in the
appendices that follow. When running the attached program scripts related to time-
frequency analysis, the time-frequency toolbox created by F. Auger, P. Flandrin, O.
Lemoine and P. Goncalves should be installed and was indispensable. User should
include the "tftb" files and subfolders to the search path when working with the
MATLAB environment. The program scripts developed for each module of this research
are shown in the following appendices.
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APPENDIX A: TRANSDUCER CHARACTERISTICS
The ultrasonic transducers used during the imaging experiments were Accuscan
paintbrush transducers. An important advantage of this design is that it minimizes
objectionable sensitivity peaks due to diffraction effects at the ends of each transducer
element. The factory default characteristics are described below:
Transducer Description
a. For the Amplitude Boost Experimentation
P/N: ACCUSCAN-S Frequency: 2.25MHz
S/N: A306S-SU Element size: 0.375 inches
Designation: Immersion type
b. For the Cross-beam geometry Experimentation
In this case, two transducers were used, one for the transmit and the other for the receive
mode. Both the transducers operated at 5MHZ.
(i) Transmit mode
P/N: ACCUSCAN-S Frequency: 5MHz
S/N: A326S-SU Element size: 0.375 inches
Designation: Immersion type
(ii) Receive mode
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P/N: ACCUSCAN-S Frequency: 5MHz
S/N: A3 1 0-SU Element size: 0.25 inches
Designation: Immersion type
143
APPENDIX B: LABVIEW PROGRAM
National Instruments LabView is a graphical development environment used to create
flexible and scalable test, measurement and control applications rapidly. During the
second half of our research, the synthetic waveform generator and digitizer were replaced
by two PCI bus based cards that were installed on the PC. Instrumentation components
were created using Labview IVI in order to control input/output (I/O), stepper motor,
waveform generator and digitizer. The following Virtual Instrument (VI) panel was
created to display, capture and store ID RF data to the monitor/file systems. The same
user interface (UI) was also used to control the position, direction and revolution step size
of the XY stepper motors.
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APPENDIX C: CHARACTERISTICS OF MATERIALS IN SOUND
Material Speed, c
ms"1
Acoustic
impedance, z
kg
m"2s"1
Attenuation
dB cm"1MHz"1
Water 1497 1.49 0.001
Air 330 10 dB cm"1@ 1 MHz
Bone 2900 5.37 4.06
Liver, Pig 1570 1.67 0.11
Lung 40 dB
cm"1
@ 1 MHz
Muscle 1585 1.65-1.75 dB
cm"1
@
1MHz
Fat, Pig 1479 1.39 0.30
Blood 1580 1.67 0.11
Aluminum 6419 17.33 0.006
Glass,
Pyrex
5640 12.63 0.001
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