Abstract: Small signal stability of power system is well analysed in the past few decades, but much attention has not been paid yet for the systems with wind turbines. This paper presents a detailed mathematical model to perform the small signal analysis of a direct-drive permanent magnet synchronous generator (PMSG). Based on the eigenvalue trajectories with varying controller parameters, the limits of proportional integral controller gains are decided within which the system remains stable. Further, the differential evolution algorithm is applied to an objective function based on eigenvalue shifting to find out the optimal values of the controller gains within the decided limits. The time domain simulation results with the optimised controller gains are obtained using MATLAB software. The results demonstrate the stability of the system after initiating a small disturbance in terms of wind speed variation.
Introduction
The growing demand for energy and its associated environmental problems necessitate the development and integration of renewable energy sources in the distribution system. Among all possible distribution generations, the wind power generation has increased exponentially because it is pollution free, sustainable and cost-effective.
The integration of the wind turbine (WT) to power grid through the nonlinear power electronic devices affects the system dynamics and overall stability of the network adversely (Anaya-Lara et al., 2009; Wu et al., 2011; Boufounas et al., 2015) . However, it is indispensable to focus on the stability of power control to provide reliable and good quality power under diverse operating conditions. Based on speed variation, a WT may be either of fixed speed or variable speed type. Depending on the type of machine and converter used the WECS may be a permanent magnet synchronous generator (PMSG)-based full-scale converter or doubly fed induction generator (DFIG)-based partial-scale converter system (Ma et al., 2015) . At present, the variable speed wind generators are used widely in wind energy conversion systems (WECSs) as compared to fixed speed wind generators for their enhanced efficiency and better controllability. Among them, one of the most popular wind generator topologies used worldwide is the PMSG.
Unlike induction type generators PMSG does not require any magnetising current due to its permanent magnet rotor structure and this enables it to operate at higher power factor (Haque et al., 2010) . The direct drive designs of WT generators offer less maintenance, reduced losses, increased efficiency, higher power factor and better control as gears are absent (Polinder et al., 2006; Chan and Lai, 2007; Hansen and Michalke, 2009) . Generally, in the stand-alone mode of operation, the PMSG requires a diode bridge rectifier with a boost converter which further through a DC link is connected to a load-side inverter (Haque et al., 2010; Bhende et al., 2011) . However, in grid connected mode, a PMSG-based WT is integrated with the grid through back-to-back voltage sourced converters.
A grid-connected, full scale converter based, PMSG-based WT is described in this article. The use of full scale converter for interfacing the WT with the grid decouples the WT from the grid (Slootweg et al., 2003; Carrasco et al., 2006) . The WTs of variable speed type have proved themselves better than their fixed speed counterparts due to their ability to track the maximum power point and operate in a wide range of speeds with reduced mechanical stress. The wind is not controllable and keeps fluctuating hence a variable mechanical power is obtained from the WTs and the generator speed is liable to oscillations. These oscillations may also cause fluctuations in the power output of the generator. As a result, instability will occur under varying operating conditions like wind speed variations if no external damping techniques are adopted. In order to suppress the power system oscillations and avoid instability for smooth power control, external damping through controller is necessary.
The conventional PI controllers are applied in many applications due to their simpler control structure, easier design and affordable cost. However, the conventional PI controller due to its fixed parameter setting has some limitations such as sluggish damping response, large overshoot and undershoots, and sustained oscillations leading to higher settling time and lack of robustness to varying operating conditions. Looking at its broad application, it is indispensable to obtain the optimal values of controller's gains in order to overcome the aforesaid demerits to obtain superior performance. Robust control techniques, gain scheduled schemes and eigenvalue assignment strategies have been used in several applications including distributed generator (DG) control (Valenciaga et al., 2000; Bianchi et al., 2008; Li et al., 2010; Wang et al., 2010; Kim et al., 2012; Morawiec, 2013; Aissaoui et al., 2013; Ghoudelbourk et al., 2016) . In many traditional power system problems, the eigenvalue analysis is very often used to investigate the small signal stability of the system and also the eigenvalue sensitivity analysis for selecting the parameters of the system. Looking to the exponentially increasing use of wind power generation, it is necessary to focus on small signal stability of a wind power generating system to enhance overall system performance. The small signal modelling and analysis of the PMSG-based WT system has been rarely researched. So, in this paper an attempt is made on the aforementioned problem to design an optimal controller by finding the PI controller gains through differential evolution (DE) algorithm according to the traces of eigenvalues. A comprehensive eigenvalue analysis is presented to confirm the small-signal stability of the WT system.
The major contributions and novelty of this research work are as follows:
• DE algorithm is used to find the optimal gains, according to the eigenvalue trajectories.
• The objective function is expressed in terms of eigenvalues of the system.
• Investigation of the impact of variation of controller gains on the trace of eigenvalues.
• Analysis of dynamic stability of the system is done under varying wind speed, through time-domain specifications like overshoots, undershoots, settling time and damped frequency of oscillations.
The remaining part of this article is structured as follows: Section 2 presents the detailed modelling of the WT, PMSG, drive train, machine side converter (MSC), grid side converter (GSC) and DC link. Section 3 presents a detailed description of the small signal model of the WECS. A brief overview of the DE algorithm and the objective function for optimising the PI controller parameters are presented in Section 4. The simulation results and comparisons are established and analysed in Section 5. Section 6 provides the concluding comments on this work.
WECS model
In this section, the model details of each component of WECS are presented. The three-phase AC system is assumed symmetrical in nature. The PMSG rotor and the WT rotor are connected together by means of a drive train. The stator of the PMSG is connected to the back to back voltage source converters (VSCs). Both the MSC and the GSC are based on pulse width modulation technique. The GSC is connected to a filter inductance L, and then through a transformer and a transmission line it is connected to the infinite bus. The entire WECS is represented by the following single-line diagram as shown in Figure 1 . 
WT model
The WT is aimed to extract some portion of the energy possessed by wind. The power captured by a WT (P w ) from the available wind power is given by the following expression 2 3 0.5
where ρ represents the density of air in Kg/m 3 , R represents the length of the turbine blades in m and V w signifies the wind speed in m/sec. In the present study, only the operation under the wind speed confined to normal operation are taken into consideration. In this condition, the pitch angle is assumed as zero degree. The power coefficient (C p ) of the turbine can be computed as given by 12.5 116 0.22
where β denotes the pitch angle of the turbine blades in degrees. 
where λ refers to the tip speed ratio which is computed as follows:
The ω w denotes the rotational speed of the turbine in rad/sec. So the corresponding torque developed is expressed as:
PMSG model
A direct drive PMSG is a synchronous generator with permanent magnet rotor and can be mathematically modelled in a synchronous d-q frame by the following equations 
Drive train model
In this work, it is assumed that a drive train is a lumped mass system to which the PMSG rotor and the turbine rotor are connected directly. Hence, ω = ω w . So the torque balance equation is expressed as
where ν is the drive train's inertia time constant.
MSC model
The MSC converts the PMSG stator AC power to DC. This DC power is further fed to the GSC via the DC link capacitor. Neglecting the converter losses, the relation between the real power of PMSG (P gen ), the real power of grid (P g ) and the power of DC-link (P dc ) can be expressed as:
The real power P gen , the reactive power Q gen of the PMSG in terms of the d-q components of corresponding voltage and current can be expressed as:
The DC-link power P dc is represented in DC-link voltage V dc and current i dc as in equation (15).
( 1 5 ) where v dc and i dc represent the voltage across DC link capacitor and the current through the DC-link capacitor respectively. Here, the PMSG real power is controlled by the MSC. So its controller sets the reference direct axis component of the PMSG stator current to zero, i.e., * 0.
The PMSG torque is controlled by the quadrature axis component of the PMSG stator current. The MSC control is accomplished by using a conventional PI controller as shown in Figure 2 .
The other equations of the MSC and its controller are the following: ( )
GSC model
The GSC mainly focuses on maintaining the grid-bus voltage V g at a constant predefined level. The equations governing the dynamics of the GSC in a synchronous D-Q frame are given by Dg i = and assumed as reference for achieving unity power factor operation of the GSC (Huang et al., 2012) . So the reactive power at the grid is maintained zero always, i.e., Q g = 0. Figure 3 illustrates PI control-based GSC control strategy. The GSC and its controller equations are the following: 
and from the control structure it follows that ( )
DC link model
As the system undertaken for the study is an AC decoupled system, both machine side and grid-side can operate at different frequency levels. To frame the mathematical model of the above system for simulation, two separate reference frames are assumed. The D-Q reference frame is taken for grid-side while a d-q reference frame is considered for the machine side. The DC link power dynamics depends on the power difference between the PMSG and grid. Mathematically, it can be represented as follows:
Similarly, the grid reactive power can be expressed as 
Small signal model of the PMSG
Small signal stability is concerned with the system response to small disturbances and is mandatory for the synchronised operation of power systems. In other words, it refers to the ability of the power system to maintain its synchronism after being subjected to a small disturbance. It reveals the relationship between state variables and the electromechanical dynamics of the system. For small signal stability analysis, it is essential to frame a linearised state space model, i.e., the small signal model of the system. The dynamic model of the entire system is represented in the following form:
The linearised dynamic model of the complete system can be computed by linearising equation (35) 
The elements of the system matrix A and input matrix B are given in the appendix.
Small signal stability analysis
From the perspective of small signal stability, it is known that the PMSG-based WECS operates in varying wind speeds. As a result, the eigenvalues of the system are subjected to changed operating points and they themselves change their position along with the wind speed. In other words, the controller parameters affect the system states and hence the eigenvalues of the system. The need is to find the optimal controller parameters which will improve the damping and ensure stability of the overall system. The optimal controller gains are obtained using DE algorithm. First, the eigenvalues of the system are found under normal operating condition, and then the oscillatory eigenvalues and their corresponding properties are reflected in Table 1 . Corresponding to the above variations in the controller parameters the traces of eigenvalues are obtained in Table 2 . From Figure 4 and Figure 5 , it is evident that the eigenvalues λ 5 and λ 6 are influenced by the variation of k p1 and k i1 . With increase in k p1 the eigenvalues λ 5 and λ 6 slowly from complex conjugate positions move away from the origin into left half of complex plane and reach the real axis. With increase in k i1 the eigenvalues λ 5 and λ 6 move along the real axes towards each other and then λ 5 and λ 6 move away from real axis and acquire complex conjugate positions. An increase in k p3 causes the eigenvalues λ 9 and λ 10 to move from complex conjugate positions into onto the real axis as seen in Figure 6 . An increase in k i3 causes the eigenvalues λ 9 and λ 10 move from real axis to the complex conjugate positions in the complex plane as observed in Figure 7 . So k p3 and k i3 affect the trajectories of λ 9 and λ10 . Increase in k p4 causes the eigenvalues λ 7 and λ 8 to move from complex conjugate positions and reach the real axis with λ 7 approaching origin while λ 8 moving more left from origin. An increase in k i4 causes the eigenvalues λ 7 and λ 8 to bend way from real axis into the complex conjugate positions in the complex plane such that λ 7 moves upwards and λ 8 moves downwards. From Figure 8 and Figure 9 , it is evident that variations in k p4 and k i4 affect the trajectories of λ 7 and λ 8 . The eigenvalue analysis confirms the system's small signal stability condition and it helps in selecting the range of controller gains for obtaining the optimal values.
DE-based optimal control of PMSG-based WECS

Fundamentals of DE
Storn and Price proposed the DE algorithm in the year 1997. It is a stochastic and parallel search technique based on population, which utilises a population of P s number of D dimensional parameter vectors, each signifying an individual solution. Formerly, DE was applied to solve the Chebyshev polynomial fitting problem (Storn and Price, 1995) , but later on it was applied for other problems. The DE's basic strategy has three operators as: mutation, crossover and selection, out of which, the first two operators mutation and crossover are used to produce new population vectors known as trial vectors (Qin et al., 2009 ). The last operator determines the fittest vector to survive into the next generation. Moreover, it has the capability to handle different type of variables and nonlinear constraints (Wong and Dong, 2005; Storn and Price, 1996) . The step-wise procedure of DE's basic algorithm can be presented as follows.
1st step -initialisation
The i th individual solution k i X in a particular generation k within P s number of solutions can be represented as:
where i = 1, 2, 3, …, P S , and P S denotes the population size and k denotes the generation to which the population belongs. The initial population must cover the entire solution space bounded by the pre-specified minimum and maximum values of variables (i.e., parameters) as min
The initial value of the j th parameter of the i th individual can be computed as , , , ..........,
The mutation strategy that is used in this study is expressed as follows: 
, if ( ) and 
4th step -selection
Here, a greedy selection strategy is adopted for this minimisation problem as:
The function f computes the fitness value or the objective function cost value of the corresponding selection vector.
5th step -stopping criteria
The search process is allowed to continue generation after generation following the above steps till the number of iterations equals the specified maximum iteration number.
Objective function and optimisation constraints
In this work, two PI controllers are used for the MSC to control the PMSG stator current's d-q axis components i ds and i qs respectively. Similarly, another two PI controllers are used for GSC to control the grid current's D-Q axis components i Dg and i Qg . For executing the DE algorithm, to find the optimal gains the number of generations and the size of initial population (P s ) are assumed as 100 and 20, respectively. The three major parameters such as scaling factors (F 1 , F 2 ) and crossover rate (CR) regulating the DE algorithm are assigned as F 1 = 0.5, F 2 = 0.3 and CR =0.8 respectively. The gain parameters of the PI controllers have their maximum and minimum limits of variation in the searching space as mentioned in equations (45) to (48). These limits are taken from the allowable range by observing the eigenvalue trajectories as illustrated in Figures 4 to 9 . The controller gains within these limits restrict the system's eigenvalue locations only to the left half of the s-plane which in turn confirms the stability of the system.
The following objective function is considered in this work:
where σ i represents the real part of the i th eigenvalue of the system. The optimum values of the PI controller gains obtained from the DE algorithm are given in Table 3 . 5 Simulation results
Case1 -response to increased wind speed
To test the system responses to increased wind speed, a sudden rise of wind speed from 10.45 m/sec to 12.45 m/sec is applied at time t = 2 sec. The responses of torque, stator voltage, stator active power, stator reactive power and the stator current's d-q components obtained with conventional PI and optimised PI controller are compared. Figure 10 (a) Figure 10 (f) show that the optimised PI controller helps to achieve faster settling with much less overshoot. The voltage, active power and torque increase and settle down to their new steady state values within 2.5 secs after the application of the small change in wind speed. The stator current component i ds is maintained zero, while i qs increases to 1.1 pu, but reactive power drops to -0.66 pu.
Case 2 -response to step-down in wind speed
Similar to above case, the system responses are observed for decreased wind speed, so a sudden drop in wind speed from The response of turbine speed in rad/sec, WT power in p.u. and real power of PMSG in p.u. are shown in Figure 12 which reflects that the WT adapts to the varying wind speed and accordingly its speed, power output and also the generator power are varied. A similar type of varying wind speed profile has earlier been reported (Rodrigues et al., 2013) . In this paper, the small signal stability analysis of a PMSG-based WECS is presented. A detailed mathematical modelling of each part of the system is done. The coefficients of the system matrix (A) and input matrix (B) are also provided in the article. The eigenvalue analysis has been carried out to observe the effects of variation of the controller parameters and to verify the system stability. The DE algorithm is applied to find the optimum controller gains to enhance the system stability by formulating the objective function according to eigenvalue trajectory. The present study attempts to analyse the performance of the WT with both sudden change in the wind speed and continuously varying wind speed. The simulation results show that the overall damping is improved and the oscillations in the system are reduced significantly with the optimised controller, which reflects better response and stability of the PMSG-based WT system. However, the complexity of analysis on small signal stability increases in case of multi-machine and wide area power system networks. Also, the small signal stabiliy study can further be improved by incorporation of smart grid technologies. The present work is under progress on these future aspects.
