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GoogleSince the genome project in 1990s, a number of studies associated with genes have been conducted and
researchers have conﬁrmed that genes are involved in disease. For this reason, the identiﬁcation of the
relationships between diseases and genes is important in biology. We propose a method called LGscore,
which identiﬁes disease-related genes using Google data and literature data. To implement this method,
ﬁrst, we construct a disease-related gene network using text-mining results. We then extract gene–gene
interactions based on co-occurrences in abstract data obtained from PubMed, and calculate the weights
of edges in the gene network by means of Z-scoring. The weights contain two values: the frequency and
the Google search results. The frequency value is extracted from literature data, and the Google search
result is obtained using Google. We assign a score to each gene through a network analysis. We assume
that genes with a large number of links and numerous Google search results and frequency values are
more likely to be involved in disease. For validation, we investigated the top 20 inferred genes for ﬁve
different diseases using answer sets. The answer sets comprised six databases that contain information
on disease–gene relationships. We identiﬁed a signiﬁcant number of disease-related genes as well as can-
didate genes for Alzheimer’s disease, diabetes, colon cancer, lung cancer, and prostate cancer. Our
method was up to 40% more accurate than existing methods.
 2015 Elsevier Inc. All rights reserved.1. Introduction Network analysis also plays an important role in biologicalSince the human genome was sequenced, a large number of
gene-based studies have been performed, and vast amounts of
gene data have been generated. These data are stored in databases
such as the Online Mendelian Inheritance in Man (OMIM) database
[19]. Extracting hidden information from these databases offers
new research opportunities and challenges. One of the best known
tools with which to extract knowledge is text-mining.
In the biomedical area, text-mining has been used to identify
biological entities such as protein and gene names in the literature.
Furthermore, text-mining can reveal novel relationships among
biological entities. Text-mining can provide opportunities to
reduce the time and effort needed to extract relationships between
biological entities from a large amount of publications. Interest in
text-mining is increasing due to the increasing number of elec-
tronic publications stored in databases such as PubMed [26].
Furthermore, Swanson’s ABC model [1,2] makes text-mining a fea-
sible approach.research. Gene networks, which describe gene–gene interactions,
and protein networks, which describe protein–protein interac-
tions, allow the visual relationships among biological entities in
complex biological systems to be presented in a simple, clear man-
ner. Network analysis also provides an opportunity to analyze
which relationships are meaningful among various candidates. A
network analysis provides several analysis measures as well, such
as degree centrality, closeness centrality, and betweenness central-
ity to identify novel relationships among the large numbers of rela-
tionships in the network.
Several techniques have been developed to extract hidden infor-
mation using text-mining and network analysis. Li et al. [16] tried to
integrate both literature andmicroarray gene-expression data. They
constructed a gene network using the co-occurrence-based text-
miningmethod and then reﬁned the networkusingmicroarray data.
Their results showed that the network by Li et al. is more reliable
than the co-occurrence-based network. Gonzalez et al. [10] pre-
sented a method which uses literature data and interactions. They
extracted an initial set of genes and proteins from the literature
and then integrated the set with interactions from the curated dat-
abases of BIND and DIP. They then constructed a network based on
these data, ranking the genes and gene products using a combina-
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relationship with the initial set of genes, and the other score mea-
sures the importance of each gene in maintaining the connectivity
of the network. Their method showed high accuracy levels for ath-
erosclerosis. Chen et al. [4] presented a method that constructs a
gene-regulatory network using micro-array data and literature-
basedknowledge. Theyﬁrst extracted gene–gene relationships from
the literature and then assigned random weights to the relation-
ships. Through this process, they generated 2000 chromosomes.
Subsequently, they used a genetic algorithm to optimize the
strength of the interactions using amicroarray and an artiﬁcial neu-
ral network ﬁtness function. Their results demonstrated the advan-
tage of combining gene interactions extracted from the literature
with microarray analysis in generating contribution-weighted
gene-regulatory networks. Ozgur et al. [20] determined the relation-
ships betweenprostate cancer and genes using text-mining andnet-
work analysis. They constructed a disease-related gene network
using the biomedical literature and seed genes, and extracted dis-
ease-related genes based on an analysis of the gene network using
different scoring methods. A seed gene is a gene known to be
involved in a disease. Although this approachbyOzgur et al. inferred
prostate cancer-related genes successfully, it cannot be used to
determine the relationships between genes and diseases for which
there are no seed genes. Furthermore, the experimental results are
inﬂuenced by the choice of the seed gene. The PRINCE algorithm
[24,25] is another method that was developed to infer relationships
among genes anddiseases using network analysis based ondisease–
disease similarity and protein–protein interaction data. The PRINCE
algorithm can be applied to all diseases; however, it is less accurate
than the method by Ozgur et al.
In this paper, we propose a novel approach to infer disease-
related genes based on Google data and literature data. We
constructed a disease-related gene network by means of
co-occurrence-based text-mining for speciﬁc disease-related
studies in the literature. We then extracted the Google search
result value for the every gene pair which has an edge in the gene
network from Google. The Google search result value is then used
to re-enforce the gene network. The disease-related gene network
has two weights between gene pairs which are linked. One of the
weights is a frequency value which is obtained from the literature
data, and the other weight is Google search result value which is
obtained from Google data. After constructing a disease-related
gene network, we calculated the LGscore using the two weights
in the network. Using the LGscore, we extracted disease-related
genes from the disease-related gene network. Our method has
three steps. First, we obtain genes and gene–gene relationships
from the literature on a certain disease. We then construct a dis-
ease-speciﬁc gene network based on text-mining results. In the
next step, we supplement the gene–gene relationships in the gene
network using Google data. In the last step, we calculate the
LGscores of the genes using the frequency and Google search result
values to identify disease-related genes based on the LGscore.
The rest of the paper is divided into four sections. In Section 2,
we describe previous studies related to our current work. We
described the proposed method in Section 3, and present our
results and a discussion based on them in Sections 4 and 5, respec-
tively. We conclude the paper by discussing the implications of our
ﬁndings in Section 6.
2. Related works
2.1. ABC model
The ABC model refers to a method with which to determine a
relationship between ‘‘A’’ and ‘‘C’’ using the A–B relationship and
the B–C relationship. The ABC model can reveal novel relationshipsusing two entities which are already known to be related. For
instance, if a disease is related to a gene and the gene is linked
to a drug, then a candidate relationship between a disease and a
drug is inferred by the ABC model. In this way, the ABC model
can infer indirect relationships using direct relationships which
are known. The ABC model also provides an opportunity to identify
new knowledge without special skills. For this reason, the ABC
model is commonly used in bioinformatics. Swanson showed that
with the ABCmodel, it is possible to use literature data to infer new
relationships. Swanson inferred a relationship between Raynaud’s
disease and ﬁsh oil using the ABC model. A number of text-mining
methods using the ABC model were subsequently introduced.
Srinivasanet al. [28] inferred relationships betweencurcumaand
diseaseusingtheABCmodel.TheyfoundpapersontopicAinPubMed,
and extracted theA–B relationships between topicsA andB from the
literature using MeSH terms. Likewise, they constructed B–C rela-
tionships from the biological literature. In their experiment, A
denoted curcuma disease; B accounted for the genes, genomes,
enzymes,aminoacids,peptides,andproteins;andCconsistedofbody
parts, organ components, diseases, syndromes, and the neoplastic
process. They conﬁrmed that curcuminplays a beneﬁcial role in sev-
eral diseases, such as retinal diseases, Crohn’s disease, and disorders
related to the spinal cord. The evidence is based on the relationships
betweencurcuminandseveralgenes. Leeetal. [17] inferredrelation-
shipsbetweenAlzheimer’sdisease anddrugsusinganadvancedver-
sion of the ABCmodel. They incorporated context-term vectors into
the previous ABC model to infer meaningful relationships. They
extracted various relationships from the literature by means of
text-mining and created a context-term vector based on biological
entities which occur in conjunction with relationships in the litera-
ture.Theycalculatedscoresforrelationshipsusingcontext-termvec-
tors and inferred more accurate relationships between Alzheimer’s
disease and drugs than the ABCmodel.
In their experiments, we conﬁrmed that the ABC model is a use-
ful method with which to infer more meaningful relationships. For
this reason, we propose a method to identify meaningful disease–
gene relationships using the ABC model enhanced by Google data.
2.2. Networks in biology
A network can be used to present complex relationships
between biological entities. In particular, a network is widely used
to indicate gene–gene interactions such as activation and inhibi-
tion relationships. A gene-regulatory network (GRN) is a typical
gene network. This type of network provides a variety of scoring
measures for calculating node scores, such as degree centrality,
closeness centrality, and betweenness centrality. Using these mea-
sures, we can determine more meaningful disease-related genes in
a gene network for a speciﬁc disease.
Fig. 1 shows the gene network for prostate cancer constructed
by the PRINCIPLE [25] tool. The PRINCIPLE tool describes gene net-
works based on the PRINCE algorithm. It uses node colors to repre-
sent degrees of gene–disease similarity. In Fig. 1, nodes indicate
genes, while edges indicate gene–gene interactions. In their gene
network, we conﬁrmed that a network can be used to present use-
ful knowledge between biological entities. Considering the net-
work characteristics, we constructed a disease-related gene
network. We used various node shapes to indicate various gene
conditions, such as conﬁrmed genes and candidate genes. In our
research, degree centrality was used with Google data as a network
analysis measure to calculate scores of nodes in a gene network.
2.3. Google data
Google data can be used to determine trends in diseases. Cook
et al. [5] predicted inﬂuenza activity using Google Flu Trends
Fig. 1. Gene network for prostate cancer as described by the PRINCIPLE tool.
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activity. Cook et al. conﬁrmed that the inﬂuenza activity they
inferred was closely related to ofﬁcial inﬂuenza surveillance data.
Furthermore, they detected the 2009 inﬂuenza virus ﬂow by ana-
lyzing changes in Google search terms such as ‘‘inﬂuenza compli-
cations’’ and ‘‘terms for inﬂuenza.’’ In their experimental results,
we conﬁrmed that Google data can be used to infer biological infor-
mation. For this reason, we used Google data to supplement gene–
gene interactions in the gene network constructed by text-mining.2.4. Text-mining
Current databases contain a vast number of biological publica-
tions. Making full use of these databases is difﬁcult. One tool that
has been used to extract hidden information from publication data
is text-mining. Xie et al. [29] collected microRNA-related data
using text-mining based on 75 rules. They extracted 878 relation-
ships between 236 instances of microRNA data and 79 instances of
cancer data in publications. Text-mining was thus shown to be a
useful tool for extracting data from publications and identifying
relationships among biological entities. In their research, we con-
ﬁrmed that text-mining is a useful traditional method that can also
be used to extract relationships among biological entities.In this study, we used co-occurrence-based text-mining to con-
struct a gene network for diseases. After constructing the gene net-
work, we used the ABC model to infer various disease-related
genes. In our approach, the A–B relationship indicates the dis-
ease–gene interaction, and the B–C relationship indicates the
gene–gene interactions. The disease–gene interactions are
extracted from the text-mining results, and the gene–gene interac-
tions are obtained from Google data. These two values are used as
weights for the edges to analyze the network.3. Methods
In this section, we propose a means of identifying disease-
related genes using Google search data and literature data. Our
method is illustrated in Fig. 2.
First, we mined the abstracts of publications in PubMed related
to prostate cancer, colon cancer, lung cancer, diabetes, and Alzhei-
mer’s disease. PubMed provides biological literature data in an
abstract format. In the PubMed database, abstract data is generated
by search results for an input keyword. To obtain disease-speciﬁc
abstract data, we used disease names as search keywords in Pub-
Med. We obtained abstract data for each disease from PubMed
using ﬁve disease names as search keywords. Alzheimer’s disease
Fig. 2. Outline of the proposed method. In the gene network, all nodes indicate genes inferred by our method. The square nodes indicate disease-related genes from among
the inferred genes, and circle nodes indicate genes which are not conﬁrmed as disease-related genes from among the inferred genes.
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ular, a large amount of abstract data is available for prostate cancer
and lung cancer, while less data is available for colon cancer. After
preprocessing the abstract data, we connected genes that appeared
in the same sentence to construct disease-related gene networks.
Next, we rebuilt the gene networks using Google search results.
Afterward, we analyzed the gene networks and then extracted dis-
ease-related genes. Our method processes were applied for each
disease.3.1. Preprocessing and gene network construction
We removed unnecessary data, such as the author, institute,
date, and journal name from the abstract data. We categorized sen-
tences according to parts-of-speech tagging using POS tagger
[22,23]. Fig. 3 shows how a sentence is analyzed using a POS tag-
ger. Rectangles in the ﬁgure indicate nouns.
As shown in Fig. 3, identiﬁed parts of speech are separated using
the ‘_’ character. In our experiment, we selected nouns. Noun sym-
bols consisted of NN, NNP, NNPS, and NNS. We compared extracted
words with human gene symbol lists to identify gene names in the
sentences. The human gene symbol list was obtained from the
HUGO Gene Nomenclature Committee (HGNC) [12], [13]. Nodes
and edges of the gene network were constructed based onFig. 3. Application of POS-tagger to sentences. The rectangles indco-occurrences. We linked genes that appeared in the same sen-
tence, and assigned weights to each edge between two genes using
the frequency. The frequency of an edge between two genes indi-
cates the number of sentences that refer to both genes.3.2. Google search results
We obtained Google search result values by entering two genes
at a time in the Google search box. Google search results indicate
the number of documents that have the search term – in our case
the names of the two genes. We used the Google search results to
enhance the weights of edges in the gene network. We did not use
gene symbol names but the full names of the genes in the search
box to obtain accurate results. An example of a Google search
result is presented in Fig. 4.
In Fig. 4, the two genes searched for were estrogen receptor 1
and the epidermal growth factor receptor. The circle in the ﬁgure
indicates the Google search result value.3.3. Scoring
We calculated a score for each gene using LGscore. LGscore con-
sisted of two values which include the frequency and the Google
search result. The frequency was obtained from literature data,icate nouns selected by POS-tagger in an example sentence.
Fig. 4. Google search results.
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numerous times with other genes in the literature related to a spe-
ciﬁc disease, then the gene is considered to be a disease-related
gene for that disease. The Google search result value obtained from
Google was used to represent the degree of similarity in the rela-
tionships between candidate disease genes. If a gene has a high
Google search result value in relation to other candidate disease
genes, the gene is considered to be closely related to the candidate
disease genes. In this case, we extract the gene as a disease-related
gene. In this process, we assumed that all of genes in the gene net-
work are candidate disease-related genes because they appeared in
the disease-related literature. We used the Google search results to
represent the weight of the gene–gene interactions to extract var-
ious disease-related genes which cannot be found by methods
which use only the frequency. For instance, certain genes are cited
in fewer papers, even when they are meaningfully linked to a dis-
ease, as they were recently conﬁrmed to be disease-related genes.
In this case, the frequency-based method cannot extract these
genes, as the measure considers only the number of papers which
contains the gene. Hence, our approach uses one more measure,
i.e., the Google search result, to consider relationships with other
candidate disease genes. Consequently, our approach considered
indirect relationships between candidate disease genes as well as
direct relationship with disease.
Fig. 5 shows a ﬂow chart of the process used to calculate the
LGscore. In the literature, we extracted gene pairs using text-min-
ing based on co-occurrences. The frequency value between the
genes pairs is calculated by the number of sentences which contain
two genes in the literature, and the Google search result value is
obtained from the Google search. The two values are normalized
using the z-score measure. After scaling, the frequency and Google
search result are used to calculate the LGscore.
LGscore was calculated as follows:
LGscoreðAÞ ¼ ZscoreðFreðAÞÞ þ ZscoreðGSRðAÞÞ
Here, Fre(A) denotes the score calculated based on the frequency
values, while GSR(A) denotes the score calculated from the Google
search result. Zscore(x) denotes the Z-scoring value of the number
x. LGscore(A) is the summation of two values to consider direct
and indirect relationships. The two values are the z-scored results
of the frequency value and Google search result. The Google
search result values were much larger than the frequencies
before Z-scoring. We used the Z-score as a scaling factor to make
the frequency and Google search result values comparable. The
frequency indicates the number of sentences in the biological
literature that contained both genes. The formulae we used to
calculate Fre(A) and GSR(A) are shown below.
FreðAÞ ¼
XNðAÞ
n¼1
FrequencyðA;Aþn Þ
GSRðAÞ ¼
XNðAÞ
n¼1
Google Search ResultðA;Aþn ÞIn these equations, Aþn denotes the n-th neighbor node linked by
node A, and N(A) is the number of neighbor nodes linked by node
A. The Frequency(A, B) is the number of appearances of node A
and node B in the same sentence, and Google Search Result(A, B)
is the Google search result value between node A and node B. Fre(A)
is the score of node A calculated based on the frequency value, and
GSR(A) is the score of node A calculated based on the Google search
result value.
As shown in Fig. 6, LGscore is classiﬁed into four cases: ‘‘high
Fre(A) + high GSR(A),’’ ‘‘high Fre(A) + low GSR(A),’’ ‘‘low Fre(A) +
high GSR(A),’’ and ‘‘low Fre(A) + low GSR(A).’’ Case 1 indicates that
gene A is closely related to the disease and closely related to the
candidate disease genes. In this case, gene A has the highest
LGscore, and gene A is extracted as a disease-related gene. In case
2, the score of gene A is affected by the direct relationship with the
disease as opposed to indirect relationships with the candidate dis-
ease genes. If gene A has a high frequency value, gene A is
extracted by case 2. In contrast to this, case 3 indicates that the
score of gene A is affected by indirect relationships with the candi-
date disease genes more than it is by direct relationship with the
disease. In case 3, LGscore can extract disease-related genes which
are cited in fewer papers. Case 4 means that gene A is not signiﬁ-
cantly linked to the disease and candidate disease genes. When
using the LGscore method, GSR is used to offset the weakness of
a frequency value when used only with the number of cited papers.
Using these two weights, the LGscore can extract disease-related
genes which are cited in fewer papers as well as disease-related
genes which have high frequency values.
The score of each node is proportional to the number of neigh-
boring nodes and the weight of the edges with the neighboring
nodes. This equation is similar to the degree centrality measure
in terms of how it uses the edges of a node to calculate the score
of the node. However, our scoring function uses the frequency
and Google search result for the weight of the edges to consider
useful knowledge with neighboring nodes.4. Results
In this section, we describe our experimental results and pres-
ent comparisons of our method with comparable methods. We
applied our approach to ﬁve diseases: Alzheimer’s disease, diabe-
tes, prostate cancer, colon cancer, and lung cancer. After extracting
the 20 genes with the highest LGscores for each disease, we com-
pared the genes with the answer set to verify the feasibility of
our method.
4.1. Data and properties of the gene networks
We downloaded abstracts from publications related to the ﬁve
diseases from PubMed. We obtained 41,257 human gene symbols
from HGNC. Table 1 summarizes the data used in our experiment.
Table 1 shows the number of abstracts, nodes, and edges in the
gene network for each disease.
Fig. 5. Scoring process for LGscore. The frequency indicates the number of papers which include two genes, and the Google search result indicates the value obtained by a
Google search using the two genes as keywords.
Fig. 6. Four cases in LGscore. Here, Fre(A) denotes the degree of similarity with a
certain disease, and GSR(A) is the similarity with candidate disease genes.
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our results. The CTD [6,7], NCI [18], Sanger [27], KEGG [15], PGDB
[21], and DDPC [8] databases contain information about gene–
disease relationships. Additionally, we described the number of
answer sets used in our experiments. CTD data was used to vali-
date our results for Alzheimer’s disease and diabetes. The results
for the cancers were validated using KEGG and Sanger data. The
NCI, PGDB, and DDPC databases were also used as answer sets
for colon cancer and prostate cancer. We extracted disease-related
genes for each disease from the databases listed in Table 2 and
compared these genes to the top 20 genes inferred using our
method and three comparable methods.
4.2. Comparison with existing methods
Terms used to describe our experimental results are deﬁned in
Table 3. ‘‘Genes by LGscore method only’’ denotes disease-related
genes contained in the top 20 genes as inferred by LGscore but
not contained in the top 20 genes inferred by other methods (see
Table 4).Table 1
Data and properties of gene networks.
Alzheimer’s disease Diab
Number of abstracts 70,649 430
Number of nodes in the gene network 1051 3
Number of edges in the gene network 4017 13A Venn diagram to help understand what ‘‘genes by LGscore
method only’’ refers to is presented in Fig. 7. The values in the Venn
diagram are genes conﬁrmed by the answer set to be among the
top 20 inferred genes. The dark area in the Venn diagram corre-
sponds to ‘‘genes inferred by the LGscore method only.’’
Fig. 8 shows a comparison of the results with random values for
three cancers. The random values are calculated by the formulae
below.Random value ¼ The number of answer set
The number of genes in the gene network
As shown in Fig. 8, our results show that LGscore has a higher
percentage of conﬁrmed genes than a random value. Furthermore,
the results indicate that our method successfully ranked disease
genes using LGscore.
A comparison of a results obtained using LGscore and the fre-
quency-based model is presented in Table 4 and Fig. 9. The fre-
quency-based model is a method which uses only the frequency
as an edge weight in the gene network. All of the processes of
the frequency-based model are identical to the LGscore except
for the scoring function. The frequency-based model constructs a
disease-related gene network based on co-occurrences in the liter-
ature. This approach links genes that appear in the same sentence
and assigns weights to each edge between two genes using the fre-
quency. The frequency indicates the number of sentences that
mentioned both genes. The model infers disease-related genes
using the frequency value with regard to other neighboring nodes.
The scoring process is identical to the equation for Fre(A). For this
reason, the nodes and edges in the frequency-based gene networketes Colon cancer Lung cancer Prostate cancer
,553 28,538 43,850 65,196
008 1431 2209 2058
,800 4192 7616 8771
Table 2
Answer dataset.
Alzheimer’s disease Diabetes Colon cancer Lung cancer Prostate cancer
Data CTD CTD NCI, Sanger, KEGG Sanger, KEGG PGDB, DDPC, KEGG, Sanger
Number of answer sets >500 >500 33 16 177
Table 3
Deﬁnitions of terms.
Term Deﬁnition
Conﬁrmed genes Genes inferred by each method known to be related to a disease
Genes by the LGscore method only Conﬁrmed genes in the top 20 genes as inferred by the LGscore but not contained in the top 20 genes inferred by
other methods
Percentage of conﬁrmed genes (Number of conﬁrmed genes/20) ⁄ 100
Percentage of genes inferred using the LGscore
method only
(Number of genes determined using the LGscore method only/number of conﬁrmed genes) ⁄ 100
Table 4
Comparison of LGscore and the frequency-based model.
Alzheimer’s disease Diabetes Colon cancer Lung cancer Prostate cancer
Frequency LGscore Frequency LGscore Frequency LGscore Frequency LGscore Frequency LGscore
Number of conﬁrmed genes 20 20 19 19 9 9 4 5 14 16
Number of genes identiﬁed by the LGscore
method only
– 8 – 9 – 2 – 1 – 4
Percentage of conﬁrmed genes 100.00 100.00 95.00 95.00 45.00 45.00 20.00 25.00 70.00 80.00
Percentage of genes identiﬁed by the LG score
method only
– 40.00 – 47.37 – 22.22 – 20.00 – 25.00
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are identical. However, the disease-related genes extracted by each
method differ because the weights of edges are different in the
scoring function. The x-axis indicates the disease and the y-axis
indicates the number of inferred genes known to be related to
the disease. For prostate cancer, we found that of the top 20 genes
inferred based on their LG score, 16 were related to a disease,
whereas the frequency-based model only found 14 conﬁrmed
genes. LGscore and the frequency-based model found the same
number of disease-related genes for Alzheimer’s disease, diabetes,
and colon cancer. For lung cancer and prostate cancer, LGscore
found more disease-related genes than the frequency-based
model. Thus, LGscore was able to identify the same or a higher per-
centage of conﬁrmed genes than the frequency-based model for
the ﬁve diseases. Furthermore, LGscore was able to identify genes
not identiﬁed by the frequency-based model.
For Alzheimer’s disease and diabetes, both the LGscore method
and the frequency-based model returned a high percentage of con-
ﬁrmed genes. For colon cancer and lung cancer, the percentage of
conﬁrmed genes was low for both approaches because the size of
the answer sets was relatively small. For diabetes, 19 of the top
20 inferred genes were conﬁrmed to be related to disease, and nine
of these 19 genes were inferred by LGscore only. For all diseases,
the LGscore method inferred a set of genes that the frequency-
based model could not identify.
A comparison of LGscore and the PRINCE algorithm is provided
in Fig. 10.
The PRINCE algorithm identiﬁes disease-related genes using
disease–disease similarity data and protein–protein interaction
data. The PRINCE algorithm initially selects the target disease,
and the disease shows phenotypic similarity to other diseases
based on the disease–disease similarity data. These similar dis-
eases have known causal genes which are used as prior informa-
tion. The PRINCE algorithm constructs a protein network usingknown causal genes and other proteins which are connected to
the known causal genes in a protein–protein interaction network.
The network is computed using an iterative network propagation
method. After the amounts of the ﬂow are determined, the proteins
have a score which is used as a standard to extract candidate genes
for the target disease. To compare with the PRINCE algorithm, we
used the PRINCIPLE tool, which provides a user interface for the
PRINCE algorithm. The tool has three parameters to execute: a, k
and t. Here, a is a weighting parameter, k denotes the number of
top-ranked genes to return, and the t is the number of iterations
performed by the algorithm. We changed only the k parameter to
obtain the top 20 genes and used the default values of the other
parameters (a = 0.9, t = 10). As shown in Fig. 10, LGscore and the
PRINCE algorithm found the same number of disease-related genes
for diabetes. For the other diseases, the LGscore method found
more disease-related genes than the PRINCE algorithm. Our
approach was therefore able to identify the same or even a higher
percentage of conﬁrmed genes (up to 40%) than the PRINCE algo-
rithm for ﬁve diseases. Furthermore, the proposed LGscore method
was able to infer a set of genes that the PRINCE algorithm was not
able to identify. As mentioned previously, the low percentages of
conﬁrmed genes for colon cancer and lung cancer are due to the
small size of the answer sets. The results of the comparison
between the LGscore and the PRINCE algorithm are presented in
Table 5.
LGscore showed better performance for four of the ﬁve diseases.
For prostate cancer, the percentage of conﬁrmed genes inferred
using our approach was twice as high as the percentage inferred
using the PRINCE algorithm. For all diseases, the proposed LGscore
method inferred a set of genes that the PRINCE algorithm was not
able to identify. These ﬁndings indicate that LGscore can be used to
ﬁnd disease-related genes not found using conventional methods.
Finally, we compared our approach to that of Ozgur et al. to
identify disease-related genes. In their experiment, they started
sFig. 7. Genes inferred using the LGscore method only.
Fig. 9. The number of genes conﬁrmed by LGscore and the frequency-based model.
The x-axis indicates diseases, and the y-axis indicates the number of conﬁrmed
genes among the top 20 genes inferred by each method. LGscore indicates the
proposed method, and Frequency indicates the frequency-based model.
Fig. 10. The number of conﬁrmed genes based on LGscore or the PRINCE algorithm.
The x-axis indicates diseases, and the y-axis indicates the number of conﬁrmed
genes among the top 20 genes inferred by each method. The LGscore indicates the
proposed method, and the PRINCE indicates the PRINCE algorithm.
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interest. Tables 6 and 7 were extracted from the paper of Ozgur
et al., and we incorporated our results. Terms are deﬁned in Table 6,
and we provide a comparison of our results to those of Ozgur et al.
in Table 7.
Ozgur et al. used ﬁve scoring methods to analyze gene net-
works, namely Degree, Eigenvector, Betweenness, Closeness, and
Baseline. They validated their results using prostate cancer data
from literature data as well as the PGDB and KEGG pathways.
Degree and Eigenvector identiﬁed 19 conﬁrmed genes among the
top 20 genes. LGscore identiﬁed 18 conﬁrmed genes among the
top 20 genes. Although these results could be interpreted to indi-
cate that Degree and Eigenvector perform better than LGscore,
the conﬁrmed genes in Ozgur et al. include the seed genes. When
these were excluded, Degree extracted 14 conﬁrmed genes.
Fig. 11 shows both cases.
As shown in Fig. 11, LGscore found more disease-related genes
than the method in Ozgur et al. after excluding seed genes.
Percentage of confirmed genes using LGscore
¼ number of confirmed genes in top ðn kÞ
n k  100
Percentage of confirmed genes using Ozgur’s method with k seed
¼ number of confirmed genes in top ðnÞ  k
n k  100
Table 8 shows the percentage of conﬁrmed genes among the
genes inferred using each method. We validated the results using
PGDB only as an answer set because, in the paper by Ozgur et al.,Fig. 8. Comparison of results with a random value for the top n genes inferred by LGscore: the x-axis indicates the number of genes inferred by LGscore, and ‘random’
indicates the probability that a gene which is selected randomly will be related to the disease. Y-axis indicates the percentage of conﬁrmed genes for the three cancers.
Table 5
Comparison of LGscore with the PRINCE algorithm.
Alzheimer’s disease Diabetes Colon cancer Lung cancer Prostate cancer
PRINCE LGscore PRINCE LGscore PRINCE LGscore PRINCE LGscore PRINCE LGscore
Number of conﬁrmed genes 17 20 19 19 7 9 2 5 8 16
Number of genes inferred by the LGscore method only – 16 – 19 – 5 – 4 – 12
Percentage of conﬁrmed genes 85.00 100.00 95.00 95.00 35.00 45.00 10.00 25.00 40.00 80.00
Percentage of genes inferred by the LG score method only – 80.00 – 100.00 – 55.56 – 80.00 – 75.00
Table 6
Deﬁnitions of terms.
Term Deﬁnition
Seed gene A prostate cancer gene retrieved from the OMIM Morbid Map
Inferred gene A non-seed gene
Percentage of inferred genes (Number of inferred genes/20) ⁄ 100
Conﬁrmed inferred gene An inferred gene found to be related to prostate cancer based on the PGDB and KEGG pathways for prostate cancer and published
articles
Percentage of conﬁrmed inferred
genes
(Number of conﬁrmed inferred genes/Number of inferred genes) ⁄ 100
Percentage of conﬁrmed genes ((Number of conﬁrmed inferred genes + Number of seed genes)/20) ⁄ 100
Table 7
Comparison of LGscore with the method of Ozgur et al.
LGscore Ozgur et al. scoring metrics
Degree Eigenvector Betweenness Closeness Baseline
Number of seed genes 0 5 6 7 2 3
Number of inferred genes 20 15 14 13 18 17
Percentage of inferred genes 100 75 70 65 90 85
Number of conﬁrmed inferred genes 18 14 13 8 13 10
Percentage of conﬁrmed inferred genes 90.00 93.33 92.86 61.54 72.22 58.85
Percentage of conﬁrmed genes 90 95 95 75 75 65
Fig. 11. Comparison of LGscore with the method of Ozgur et al.: (a) the x-axis indicates methods which include ﬁve measures in the method in Ozgur et al. and LGscore. The
y-axis indicates the number of conﬁrmed genes among the genes inferred by each method for prostate cancer. (b) The x-axis indicates methods which include ﬁve measures
in the method in Ozgur et al. and LGscore. The y-axis indicates the number of conﬁrmed genes among the genes inferred by each method for prostate cancer; (a) indicates the
results from Ozgur et al. with the seed genes included, while (b) indicates the results with the seed genes excluded.
278 J. Kim et al. / Journal of Biomedical Informatics 54 (2015) 270–282they used only PGDB as an answer set for validation of the top 226
prostate cancer-related genes. PGDB indicates whether a gene is
related to prostate cancer or not. LGscore showed better perfor-
mance than the approach in Ozgur et al. when the number of top
genes in the set ranged from 75 to 226, and poorer performance
when the number of top genes ranged from 10 to 50. However,
these results changed when seed genes were considered, as shown
in Table 9. We recalculated the percentages of conﬁrmed genesagain using the equation shown above to consider seed genes.
The variable k indicates the number of seed genes among the
inferred top 20 genes. The number of seed genes differed for each
disease. For example, variable k for Degree was 5, as Degree used
ﬁve seed genes among the top 20 inferred genes.
Fig. 12 shows results of the comparison of LGscore and the
method in Ozgur et al. for prostate cancer. Eigenvector has largest
value for the percentage of conﬁrmed genes among the methods
Table 8
Comparison of ‘‘percentage of conﬁrmed genes’’ for the top 226 prostate cancer-
related genes inferred using LGscore and the method in Ozgur et al.
Top
n
LGscore Ozgur et al. scoring metrics
Degree Eigenvector Betweenness Closeness Baseline
10 60.00 80.00 80.00 90.00 70.00 50.00
20 70.00 75.00 80.00 70.00 55.00 45.00
30 56.67 60.00 63.33 63.33 56.67 43.33
40 50.00 55.00 57.50 52.50 47.50 32.50
50 48.00 46.00 50.00 48.00 42.00 28.00
75 41.33 33.33 36.00 34.67 33.33 34.67
100 38.00 26.00 28.00 26.00 27.00 27.00
125 30.40 23.20 25.60 23.20 23.20 22.40
150 27.33 20.67 22.00 20.00 20.00 18.67
175 24.57 18.29 20.57 18.29 18.29 17.14
200 23.50 17.50 19.00 18.50 17.00 15.00
226 21.68 17.70 17.70 17.70 17.70 13.27
Fig. 12. Comparison of LGscore with the method in Ozgur et al. for prostate cancer.
The x-axis indicates the number of inferred genes for prostate cancer. The y-axis
indicates percentage of conﬁrmed genes for LGscore and Eigenvector. Eigenvector
shows best performance among the methods used in Ozgur et al.
Table 10
Comparison of Precision and Recall for the top 226 prostate cancer-related genes
inferred using LGscore and the method in Ozgur et al. with seed genes excluded.
Top n LGscore Eigenvector
Precision Recall Precision Recall
20-k 64.29 7.38 71.43 8.20
30-k 62.50 12.30 54.17 10.66
40-k 52.94 14.75 50.00 13.93
50-k 50.00 18.03 43.18 15.57
75-k 43.48 24.59 30.43 17.21
100-k 39.36 30.33 23.40 18.03
125-k 31.93 31.15 21.85 21.31
150-k 28.47 33.61 18.75 22.13
175-k 24.85 34.43 17.75 24.59
200-k 23.71 37.70 16.49 26.23
226-k 21.82 39.34 15.45 27.87
J. Kim et al. / Journal of Biomedical Informatics 54 (2015) 270–282 279used in Ozgur et al. As shown in Fig. 12, LGscore showed a higher
percentage of conﬁrmed genes than the method used in Ozgur
et al. except for the top (20-k) genes.
Table 10 shows the comparison of the results for precision and
recall. As shown in Table 10, LGscore showed higher precision and
recall values in the entire interval, except for the top (20-k) cases.
In summary, LGscore recovered a higher percentage of conﬁrmed
genes than three other conventional approaches. The proposed
LGscore method found more conﬁrmed genes for lung cancer and
prostate cancer than the frequency-based model. LGscore also
returned a higher percentage of conﬁrmed genes than the PRINCE
algorithm and the method in Ozgur et al. when seed genes were
excluded. Importantly, it is possible to use LGscore to identify dis-
ease-related geneswithout using seed genes. Together, these results
indicate that LGscore is amoreusefulmethod thanexistingmethods
to identify relationships between diseases and genes.
5. Discussion
5.1. Analysis for the top 20 genes inferred by LGscore
In this section, we describe a sub-network of genes related to
prostate cancer for which we scored the weights of edges using
our LGscore method.
Fig. 13 shows part of a gene for prostate cancer. We included
the top 20 genes identiﬁed by LGscore and other genes with a fre-
quency weight greater than 5. The size of nodes is proportional to
the LGscore of the node. TNF and IGFBP3 in the right part of Fig. 13
only have a few edges. It is difﬁcult to identify these genes using
methods that use frequency-based scores only. Incorporation of
the Google search score helps to identify genes with fewer edges,
such as these genes.Table 9
Comparison of ‘‘percentage of conﬁrmed genes’’ for the top 226 prostate cancer-related ge
Top n LGscore Degree LGscore Eigenvector LGscore
k = 5 k = 6 k = 7
20-k 66.67 66.67 64.29 71.43 61.54
30-k 60.00 52.00 62.50 54.17 65.22
40-k 54.29 48.57 52.94 50.00 54.55
50-k 48.89 40.00 50.00 43.18 48.84
75-k 42.86 28.57 43.48 30.41 42.65
100-k 38.95 22.11 39.36 23.40 39.78
125-k 31.67 20.00 31.93 21.85 32.20
150-k 28.28 17.93 28.47 18.75 27.97
175-k 24.71 15.88 24.85 17.75 25.00
200-k 24.10 15.38 23.71 16.49 23.32
226-k 21.72 15.84 21.82 15.45 21.92
k: number of seed genes in the top 20 genes inferred using the scoring methods in OzgTable 11 describes the top 20 genes identiﬁed by LGscore. Eigh-
teen out of these 20 genes were found to be involved in prostate
cancer based on other lines of evidence. Fourteen genes were val-
idated with PGDB, and two genes were validated with Sanger.
Tumor necrosis factor (TNF) and CYP1A1 are both reportedly
related to prostate cancer. Berhane et al. [3] demonstrated a signif-nes inferred using LGscore and the method in Ozgur et al. with seed genes excluded.
Betweenness LGscore Closeness LGscore Baseline
k = 2 k = 3
53.85 66.67 50.00 64.71 35.29
52.17 57.14 53.57 59.26 37.04
42.42 52.63 44.74 51.35 27.03
39.53 47.92 39.58 46.81 23.40
27.94 42.47 31.51 43.06 31.94
20.43 37.76 25.51 38.14 24.74
18.64 30.89 21.95 31.15 20.49
16.08 27.70 18.92 27.89 17.01
14.88 24.86 17.34 25.00 15.70
15.54 23.74 16.16 23.86 13.71
15.07 21.88 16.96 21.52 12.11
ur et al.
Fig. 13. Part of the gene network associated with prostate cancer. The nodes which include gene symbols indicate the top 20 genes extracted by LGscore, while the square
nodes indicate conﬁrmed genes validated by the PGDB answer set. The hexagon nodes denote conﬁrmed genes validated based on the literature, while the diamond nodes
indicate candidate genes which may be related to prostate cancer.
Table 11
Top 20 genes involved in prostate cancer as inferred by LGscore.
Rank Gene Evidence
1 AR PGDB
2 EGFR PGDB
3 PTEN PGDB
4 PC None
5 ESR1 PGDB
6 EGF Sanger
7 GSTP1 PGDB
8 ERG Sanger
9 T None
10 TMPRSS2 PGDB
11 BRCA1 PGDB
12 TNF Literature
13 TP53 PGDB
14 IGFBP3 PGDB
15 APC PGDB
16 CYP1A1 Literature
17 BRCA2 PGDB
18 GSTT1 PGDB
19 CYP3A4 PGDB
20 GSTM1 PGDB
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carried the TNF a-308 allele. Ding [9] conﬁrmed a signiﬁcant asso-
ciation between the CYP1A1 MsqI polymorphism and the risk of
prostate cancer among Asians. Brachyury (T) and pyruvate carbox-
ylase (PC) are candidate genes that may be associated with pros-tate cancer. Huang [11] demonstrated that an in vivo treatment
of tumor xenografts with chemotherapy resulted in the selective
growth of resistant tumors characterized by high levels of Brachy-
ury expression. Ihnatko [14] reported that the levels of pyruvate
carboxylase were altered in tumor-bearing mice with anorexia.
To summarize, we showed that 18 genes among the inferred top
20 genes were meaningfully linked to prostate cancer, while the
remaining two genes are reportedly involved in other cancers.
These results indicate that the LGscore method can extract dis-
ease–gene relationships successfully.5.2. Google data and literature data
In this section, we describe the Google data and literature data
used to test that which components of the two LGscores play a
more important role in identifying disease-related genes. LGscore
uses the frequency value obtained from the literature and the Goo-
gle search result value which is obtained from Google. We use the
frequency value to denote similarity to the disease and Google
search result value to indicate similarity to other candidate disease
genes to consider special cases. A special case arises when disease-
related genes cannot be extracted y using frequency weights
because they are cited in fewer studies.
Fig. 14 indicates the number of conﬁrmed genes among the top
20 inferred genes according to each weight for the ﬁve diseases.
LGscore indicates the proposed method, and Google indicates the
Fig. 14. Comparison of the three weights. The x-axis indicates diseases, and the y-axis indicates the number of conﬁrmed genes among inferred 20 genes for each weight.
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weight of the edges. Likewise, frequency denotes the method
which uses only the frequency value as the weight of the edges.
As shown in Fig. 14, LGscore showed better performance than
other methods for three diseases. In contrast, Google showed
poorer performance than the other methods for three diseases.
The Google search results, however, are useful information with
which to supplement the frequency weight in LGscore. For this rea-
son, LGscore has a higher value for the number of genes conﬁrmed
by an answer set as compared to the frequency. Furthermore, the
top 20 inferred genes by LGscore included several genes which dif-
fer from the genes inferred by the frequency. These results show
that Google search results contain useful knowledge for identifying
relationships between genes, playing an important role in identify-
ing disease-related genes as indirect information.6. Conclusion
LGscore is a method that identiﬁes disease-related genes using
the literature and Google search results to increase the accuracy of
extracted relationships. We applied our method to ﬁve diseases
(Alzheimer’s disease, diabetes, colon cancer, lung cancer, and pros-
tate cancer) and demonstrated that LGscore extracted a higher per-
centage of genes known to be related to diseases than three other,
comparable methods. LGscore is therefore an effective method
with which to identify disease-related genes. In this paper, we used
only nouns among the parts of speech. For further work, we will
use other word classes such as verbs, adjectives, and adverbs to
improve LGscore. Furthermore, we will use other biological infor-
mation including protein, drugs, and miRNA data.Acknowledgments
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