ABSTRACT It has long been known that one of the key factors in determining the accuracy of isolated word recognition systems is the size and/or complexity of the vocabulary. Although most practical isolated word recognizers use small vocabularies (on the order of 10 to 50 words), there are many applications which require medium to large size vocabularies (e.g. airlines reservation and information, data retrieval etc). It is the purpose of this paper to discuss the problems associated with speaker-trained recognition of a large vocabulary (1109 words) of words. It is shown that the practicability of using large vocabularies for isolated word vocabularies is doubtful, both because of the problems in training the system, and because of the difficulty for the user to learn and remember the vocabulary words for any significant size vocabulary. The importance of studying large word vocabularies for recognition lies in the flexibility it provides for understanding the effects of vocabulary size and complexity on recognition accuracy for both small and medium size vocabularies. By constructing subsets of the total vocabulary for recognition, we show that a judicious choice of words can lead to significantly better recognition accuracy than by poor choice of the words in the subset. We show that for each doubling of the size of the vocabulary, the recognition accuracy tends to decrease by a fixed amount, which is different for each talker.
I. Introduction
In the field of automatic speech recognition, the only type of system to date which has proven useful and practical is the isolated word recognizer. Isolated word recognizers have been in use commercially for a number of years [1] , and have been extensively studied in several major research laboratories throughout the world 121. For the most part, applications of isolated word recognizers have limited themselves to vocabulary sizes ranging from small (10 to 30 words) to moderate (30 to 200 words).
Although the practicability of large vocabularies for isolated word recognition is doubtful, the experimental use of large vocabularies provides the opportunity to examine significant issues in automatic word recognition that cannot be examined with small vocabularies. This is because if the vocabulary is sufficiently general, in some sense, it is possible to choose several smaller partitions from the vocabulary, of a given size or complexity, and thereby better understand the effects of vocabulary size, or complexity, on word recognition accuracies.
At the present time it is not even known how currently available isolated word recognizers would perform on large vocabularies - We define a word similarity index as D(v,v) which measures the distance (in whatever units are desirable) between pairs of vocabulary words v and v. The distance can be an acoustic one (e.g. the average distance of the time aligned words) or a phonetic one (e.g. the average number of phonemes (syllables, demisyllables) that are different in the words). We next define a word overlap index, q, for the 1th vocabulary word as
where C is the cardinality of the set of indices j such that the pairwise word distance score fails below a threshold T. Basically q is a count of the number of words in the vocabulary similar to word vi.
We can now define an average probability of error as P(E0)==P(v1)P(EIv1) (3) where F(v1) is the a priori probability word v is spoken, F(E1v1) is the probability of error given word v is spoken. Since we assume all words are equiprobable, we have P(vj)=* (4) We now make the simplistic assumption that the probability of error given word v is spoken can be written as
i.e. we assume a random choice is made among the q, similar versions of word v. Clearly the resulting error rate based on this assumption is an overbound on the true probability of error. The quantity , which we call the average vocabulary complexity, is a measure of the average number of candidates in the vocabulary similar to any word. Since q satisfies the constraint lq1 Q If we consider all possible subsets of a 10 word vocabulary, and plot the values of P(EQ) versus for each such subset, the resulting plot would be as shown in Figure 1 . This figure shows that for a given probability of error a wide range of vocabulary complexities can often be found. It also shows that as the probability of error goes to the residual value, the choice of vocabularies becomes sparse -i.e. only well designed vocabularies will achieve the lowest error rates. 
HI. Word Recognition on an 1109 Word Vocabulary
In order to evaluate the performance of an isolated word recognizer on large vocabularies, the LPC based recognizer developed at Bell Laboratories was tested on a vocabulary of 1109 words from the Basic English vocabulary of Ogden [4] . The recognizer was tested in a speaker trained mode with 6 talkers (3 male, 3 female) each training the recognizer using the robust training procedure of Using the entire data base the first experiment consisted of measuring the error rate, E11, as a function of talker (i), replication (j), and candidate position (n). This experiment provides the absolute performance measure of the word recognizer on the largest vocabulary tested to date.
The next series of experiments basically considered subsets of the 1109 word vocabulary for both training and testing. The Q word subset of the vocabulary was chosen in several ways to study the influence of means of vocabulary choice on the error rate. The ways in which vocabulary entries were chosen for the Q word at random, again from the complete set of 1109 words. For this method of word selection, the same vocabulary word could appear in several replications of the vocabulary. In order to compare the results of this experiment with those of the one above, the same values of Q and MT were used. 
Recognition Test Results
The results of the first experiment, using all 1109 words in the vocabulary, are shown graphically in Figure 2 . Figure 2a shows plots of E1105(i,n) versus n, where
where E11(i,n) is the error rate averaged over replications, and Figure 2b shows the grand average plot E 11(n) versus n, where
Two points are worth noting about the results. Within the 4
replications of a single talker, the error rate scores for a given value of n do not vary a great deal (relative to the absolute error rates). However, across talkers a large amount of variation in error scores is seen for all values of n (see Fig. 2a ). The grand average (over talkers and replications) error rate curve shows an average error rate of 20.8% for the top candidate, and the error rate fails to 9.3% for the top 5 candidates.
The results of the tests using subsets of the 1109 word vocabulary are given in Table I 3. For the larger vocabulary partitions (Q=400,800) the effects of choosing vocabulary words based on training statistics on the error rate were small.
The error rates for monosyllabic words alone (condition 6)
were always significantly larger than for any other subset (or even the whole vocabulary) of the vocabulary; similarly the error rate scores for polysyllabic words alone (condition 7) were significantly smaller than for any other subset of the vocabulary. Figure 3 shows a summary plot of the average error rate, for each talker, as a function of the logarithm of the vocabulary size, and a least squares regression fit to the data points. The data points represent averages of condition 1 and condition 2 data of Table I . It can be seen that remarkably good fits to the data are obtained, for all talkers, by the least squares regression line.
EV. Discussion
The results presented in the previous section demonstrate clearly the effects of vocabulary complexity on error rate for isolated word recognizers. They also show the high degree of variability, among talkers, in the error rates for almost any size vocabulary.
Perhaps the most startling observation from the data of Figure 3 is the fact that, for each talker, a doubling in the vocabulary size leads to a constant (talker dependent) increase in error rate. This effect has been noted previously by Smith and Erman [6] in their work on word hypothesizing for large vocabulary recognizers. The explanation for this effect is that the error rate is essentially proportional to the density of words in the pattern space (e.g. the factor (1-l/q) in Eq. (6) If the words in the vocabulary are not chosen at random (e.g.
conditions 3-7 in Section III) then the above analysis is not correct.
For example by choosing words with poor training statistics the average word density is higher than expected leading to higher word error rates. Similarly by choosing words with good training statistics, the average word density is lower than expected.
The average error rates for monosyllables versus polysyllables vividly drives home the point as to the strong effects of vocabulary complexity. The monosyllable vocabulary of 605 words has a much higher complexity than the total 1109 word vocabulary; hence it has a much higher error rate for all talkers. Similarly the 504 word polysyllable vocabulary has a much lower complexity than the 1109 word vocabulary; hence it has a much smaller error rate.
V. Summary
In this paper we have presented results of a series of speaker trained, isolated word recognition tests on an 1109 word vocabulary, and various subsets of the vocabulary. We have shown that although a great deal of variability in error scores was noted across talkers, a fairly good consistency in error scores across replications by the same talker was attained. On the total vocabulary an average (over talkers) error rate of 20.8% on the top candidate and 9.3% on the top 5 candidates was obtained. These scores represent the anticipated average performance of the recognizer across different talkers. The best talker achieved a 6.0% error rate on the first candidate, whereas the worst talker achieved a 43.3% error rate on the first candidate.
By considering various subsets of the 1109 word vocabulary we were able to show that the method of selection of the words within the vocabulary had a strong effect on the word error rate achieved. However when we used randomly chosen vocabulary subsets all talkers had error rates that increased by a constant percentage for each doubling in the vocabulary size. A simple explanation for this effect was given.
