The relations observed between supermassive black holes and their host galaxies suggest a fundamental link in the processes that cause these two objects to evolve. A more comprehensive understanding of these relations could be gained by increasing the number of supermassive black hole mass (M • ) measurements. This can be achieved, in part, by continuing to model the stellar dynamics at the centers of galactic bulges using data of the highest possible spatial resolution. Consequently, we present here an atlas of galaxies in the Space Telescope Imaging Spectrograph (STIS) data archive that may have spectra suitable for new M • estimates. Archived STIS G750M data for all non-barred galactic bulges are co-aligned and combined, where appropriate, and the radial signal-to-noise ratios calculated. The line-of-sight velocity distributions from the CaII triplet are then determined using a maximum penalized likelihood method. We find 19 out of 42 galaxies may provide useful new M • estimates since they are found to have data that is comparable in quality with data that has been used in the past to estimate M • . However, we find no relation between the signal-to-noise ratio in the previously analyzed spectra and the uncertainties of the black hole masses derived from the spectra. We also find that there is a very limited number of appropriately observed stellar templates in the archive from which to estimate the effects of template mismatching.
INTRODUCTION
The study of supermassive black holes (SBHs) has been one of the most successful areas of Hubble Space Telescope (HST) research. The importance of SBHs was highlighted with the discovery that their masses (M • ) are seen to correlate with many properties of the galaxy bulges that host them, e.g., luminosity (Kormendy & Richstone 1995) , stellar velocity dispersion, σ * (Ferrarese & Merritt 2000; Gebhardt et al. 2000) , concentration index (Graham et al. 2001) , and potentially the dark matter halo mass (Ferrarese 2002; Baes et al. 2003) . As these SBH-galaxy scaling relations intimately link the most basic characteristic of a SBH with the defining properties of the surrounding galaxy, they sparked significant efforts toward understanding the nature of black hole and galaxy formation and evolution (e.g., Ciotti & van Albada 2001; Adams et al. 2003; Heckman et al. 2004; Wyithe & Loeb 2005; Cattaneo et al. 2005; Robertson et al. 2006; Treu et al. 2007; Ciotti 2008) .
While the fundamental importance of the SBH scaling relations is clear, their form remains dependent on establishing an unbiased and statistically significant number of high quality direct measurements of M • . However, there are several fundamental difficulties with obtaining such a sample of M • . For example, the relations are currently established over only a few orders of magnitude (7 logM • 9), there are potential selection effects and *Based on observations made with the NASA/ESA Hubble Space Telescope, obtained at the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS5-26555.
biases (Lauer et al. 2007; Batcheldor 2010) , and there is an increasing population of galaxies that do not seem to follow the same relations defined by nearby earlytype galaxies (Graham & Li 2009; Greene et al. 2010; Mathur et al. 2011; Graham et al. 2011 ). In addition, it is not clear whether the local scaling relations are consistent with each other (Tundo et al. 2007 ), nor whether they may have experienced cosmic evolution (Treu et al. 2007 ). In addition, at present the only way to estimate M • outside of the local Universe, and therefore determine if scaling relations have evolved, is to use the reverberation mapping technique (e.g. Peterson 1993) or derivatives thereof (Wandel et al. 1999 ). However, since about 2004, the geometrical factor in the reverberationmapping virial relation has been calibrated using the M • −σ * relation (Onken et al. 2004) , increasing still more the importance of establishing this relation.
There are predominantly two methods for directly estimating M • ; gas kinematics and stellar dynamics. While not all galaxies contain nuclear gas disks (Tran et al. 2001) , the Keplerian kinematics of gas is relatively easy to model (e.g., Ferrarese et al. 1996; Marconi et al. 2001 ) provided the gas is dominated by the gravitational potential of the SBH and not subject to significant inflow, outflow or turbulence. In contrast, stellar dynamics (e.g., van der Marel et al. 1998; Cretton et al. 1999; Verolme et al. 2002; Gebhardt et al. 2003; Valluri et al. 2004; van den Bosch & de Zeeuw 2010) , do not suffer from non-gravitational influences and can theoretically be applied to all galaxies. However, unless the rootmean-square (rms) stellar velocities show a clear rise near the center, which is only true for a handful of Note. -Suitable LOSVD late-type template standard stars available in the HST archive that include contemporaneous flat fields necessary for defringing. 'Slit' is the width of the STIS long-slit used in arc-seconds. 'Binning' is the on-chip binning used in the dispersion direction. 'PID' is the HST program during which these observations were taken.
galaxies, stellar dynamical models require significantly more data in order to constrain M • and (compared with emission-line data) more observing time must be invested to accurately determine the line-of-sight velocity distributions (LOSVDs), particularly in the low-surfacebrightness cores of bright galaxies.
A fundamental step in obtaining more high-accuracy direct estimates of M • is to compile a list of galaxies that have the greatest potential for success. The Hughes et al. (2003) Space Telescope Imaging Spectrograph (STIS) atlas of nearby spiral galaxies has enabled the identification of nuclear disks ideal for further M • estimates using gas kinematics, however there does not exist a similar atlas for stellar dynamics. Consequently, we present such an atlas here. For each of the galaxies in the chosen sample we provide the signal-to-noise (S/N) profile across the STIS slit. In addition, we present the inferred moments of the LOSVDs derived from the highest S/N spectra in each galaxy. Finally, we identify those galaxies in the HST archive that may produce further estimates of M • from stellar dynamics. In § 2 we describe the sample. The details of the data reduction are in § 3. The results are compiled in § 6 and discussed in § 7. § 8 concludes.
SAMPLE SELECTION
In order to determine the relative suitability of the available data for SBH modeling we use two approaches. First, we calculate the S/N profiles of each galaxy across the STIS slit. Second, we match appropriate stellar templates to the CaII absorption features and determine how well the central LOSVDs can be recovered. Therefore, standard stars that have been collected using identical set ups to the galaxies observed must also be recovered from the HST archive. Late-type G, K and M stars are ideal to best match the stellar populations at the centers of galactic bulges. Currently, there are eight stellar templates in the archive that have been observed with the same set up as the galaxy sample. However, as detailed in § 3, only 3 of these have the appropriate contemporaneous calibration flat fields necessary to satisfactorily remove near-infrared fringing. The details of these standard stars are presented in Table 1 .
We have selected all NASA Extra-galactic Database (NED) 1 identified non-barred galactic bulges in the HST archive that have G750M STIS long-slit spectra (52 ′′ × 0.
′′ 1 or 52 ′′ ×0. ′′ 2) centered at 8561Å. The high spatial resolution and sensitivity of HST make it the natural choice 1 http://nedwww.ipac.caltech.edu/ from which to compile a sample of galactic bulges suitable for stellar dynamical modeling of the central SBH. Indeed, most M • estimates to date are a result of HST observations, many of which are included in this sample for comparison purposes. We exclude barred-spirals as dynamical models that can accommodate triaxial potentials are still under development. To avoid any possible selection bias (Batcheldor 2010), we do not discard any galaxy based on spatially resolving the predicted SBH sphere of influence. The G750M grating, centered at 8561Å, ensures the CaII stellar absorption triplet (8500Å, 8544Å & 8665Å vacuum) can be observed at the highest possible spectral resolution. This enables a better determination of the LOSVDs needed for dynamical models. The archive does contain 3 additional galaxies that have been observed at the wavelengths of the Mgb triplet (G430M), however the CaII triplet is favored due to a reduced impact from standard star template mismatching. This selection results in 42 galaxies, the details of which are compiled in Table 2 .
DATA REDUCTION
After being passed through the latest CALSTIS pipeline for on-the-fly-recalibration using the best reference files, all data were retrieved from the HST archive. At wavelengths longer than ∼7000Å, STIS experiences significant fringing from multiple reflections between the two surfaces of its CCD. More extensive details of the issue can be found in several Instrument Science Reports, i.e., ISR 97-16 (Walsh et al. 1997 ), ISR 98-19 (Goudfrooij et al. 1998 , ISR 98-29 (Goudfrooij & Christensen 1998) . For the G750M grating centered at 8561Å the amplitude of the fringes can be between 10-15% for observations with a S/N > 50; the relative effects of fringing are much more difficult to detect in low S/N data. Thus, fringing will have an impact on the standard star observations, and potentially the galaxy data. In addition, due to the non-repeatability in the position of some of the STIS mechanisms, the fringe patterns are not stationary with time, i.e., a standard fringe flat field cannot be used. Therefore, in every case, the appropriate contemporaneous fringe flats were also retrieved from the HST archive; these are not normally included in the calibration files distributed with archived data. Care must be taken to ensure the most appropriate fringe flat field is used. For example, there are differences in the removal of the fringe pattern when observing point and diffuse sources, and when using different slit widths. This will be more thoroughly detailed in the following Note. -Non-barred galactic bulges with CaII stellar dynamics observed by STIS (G750M, 8561Å). Galaxies marked with * also have 0. ′′ 2 slit widths available. "Class": NED classifications. Method codes: s = stellar dynamics; g = gas dynamics. The values of σ * are those listed as central velocity dispersions by Hyperleda (http://leda.univ-lyon1.fr/; Paturel et al. 2003) . "Slit" is the width of the STIS slit used. "Binning" is the on chip binning used in the dispersion direction. "Exp.Time" is the total exposure time. 
sections.
3.1. Standard Stars All three standards were observed using the 0.
′′ 1 and 0.
′′ 2 slit widths. The data from the two slit widths are treated separately so that an appropriate template can be generated to match the slit widths used on the galaxies. Contemporaneous fringe flats were recovered that are optimized for these slits widths and for point sources,
i.e., fringes observed through the 0. ′′ 2 × 0. ′′ 06 slit for the 52 ′′ × 0. ′′ 1 observations, and 0. ′′ 3 × 0. ′′ 09 for the 52 ′′ × 0. ′′ 2 observations (the use of these short-slit fringe flats better mimic the point spread function than the long-slit flats, Goudfrooij et al. 1998) . In addition, the data for HD141680 was not binned on-chip, whereas the HR6770 and HR7576 data was binned by 2 pixels in the dispersion direction. The galaxy sample contains both un-binned and 2 pixel binned data, so the binned and un-binned template stars are also treated separately. After the pipeline reduced data had been defringed, large amplitude variations were still noted in the central row of the spectra. This is attributed to a small residual misalignment between the dispersion direction of the spectra and the pixel rows. This was confirmed by performing a column-by-column trace of the spectrum peak. The peak positions correlate with the amplitude variation in the central row. This residual mis-alignment can be removed by re-centering the spectra column-bycolumn to a common position, or by collapsing the data across the slit width (7 and 9 pixels for the 0.
′′ 1 and 0. ′′ 2 slits, respectively). There is no significant difference between the resulting spectra produced either way, so the intra-slit collapse was used for the sake of simplicity. The improvement to the template spectra as a result of defringing is demonstrated in Figure 1 for HD141680. The standard deviation of the residual spectra between the defringed and final spectra is 5%.
HD141680 was only observed at a single spatial slit position. However, in order to map the line profiles across the slit, spatial steps across the positions of HR6770 and HR7576 have been performed, thus producing five spectra at different locations for each of these standards. In each visit to these standards, the 0.
′′ 1 slit data was gathered first. Therefore, in both cases the brightest spectra come from the slit with zero spatial offset (POSTARG1 = 0.00). However, the brightest spectra are found in the POSTARG1 = 0.04 position for the 0.
′′ 2 slits. In both cases it was found that the guide star acquisition had failed, and that the pointing of HST had drifted slightly over the ∼ 16 minute period between the peak-up and beginning of the 0.
′′ 2 slit observations. Only data from the brightest spectra are used to generate the stellar template.
For the galaxy data that is un-binned, to preserve the maximum spectral resolution there is only one choice of template star to estimate the LOSVDs (HD141680). However, for the galaxy data binned by 2 pixels there is HR6770 and HR7576. Plus, the HD141680 data can be additionally binned by 2 dispersion pixels to create a third useful standard. To reduce the possibility of template mis-matching, a composite template is produced by normalizing each individual standard spectra and averaging them together. Thus, we are left with 4 templates. Templates A and B are the un-binned HD141680 data using the 0.
′′ 1 and 0. ′′ 2 data, respectively. Templates C and D are the 2 pixel binned data generated from a composite of all three standards using the 0.
′′ 1 and 0. ′′ 2 data, respectively. Two templates (B and D) are presented in Figure 1 for the 0.
′′ 2 slit. Gaussian fits to the prominent CaII triplet shows the centers of the lines to be within 10 km s −1 of the vacuum values expected, indicative to the level of precision in the data reduction techniques and the heliocentric velocity corrections." 3.2. Galaxies For extended sources, the appropriate contemporaneous fringe flat should be taken through the same slit configuration. Thus, there is a minor difference in the defringing process for galaxies. However, only a marginal improvement in flat fielding is found for G750M data with S/N < 50 (Walsh et al. 1997) , and the peak S/N found in this sample is 26.7 (NGC 3031). The defringing process requires the fringe patterns in the data and fringe flat field to be both spatially aligned and matched in amplitude. Therefore, an RMS minimization is performed to shift and scale the fringe flats to the data. For the galaxy spectra, the defringing process produced multiple local minima in the RMS values calculated for a wide range of non-physical spatial shifts and amplitudes. Consequently, we find that defringing low S/N G750M data with contemporaneous flat fields produces no improvement in these data.
In many cases, the galaxy spectra have been gathered using steps (spacecraft pointing offsets) across and along the slit direction. As with the standards, we do not present the spatially offset spectra (but do note when such data is available) and simply show the spectra with the highest S/N. However, spectra that have been stepped along the slit direction can be co-aligned and combined. In these cases the position of the spectrum on the detector was traced by a column-by-column 1-D fit to the position of the continuum. The relative offsets between each spectra were then calculated and used to shift each spectrum back to a common position. The coaligned spectra were then median combined to remove any residual post CR-split cosmic rays and hot pixels.
SIGNAL-TO-NOISE RATIO
The signal-to-noise ratio in a spectrum is one obvious, and frequently used, method for assigning a measure of quality to data. Therefore, in determining the suitability of galaxies for future dynamical modeling aimed at constraining M • , calculating the S/N in the STIS spectra is a natural first step. However, this seemingly trivial exercise is not necessarily as straightforward as one may think; one cannot simply take the square-root of the detector data number as this would neglect, for example, background counts and read noise. None of the standard post-pipeline data reduction tasks specifically deal with data quality or error propagation. One could consider calculating the ratio of the mean flux and standard deviation along the spectra. However, such calculations would be contaminated by absorption and emission lines at varying wavelengths and widths.
However, to include both the science and reference file errors, the pipeline does propagate through the per pixel Note.
-Signal-to-noise ratios for the standard stars. SNR-MAX is the pipeline header parameter for the reduced templates. It is the maximum S/N calculated in a single pixel. S/N peak is the maximum per-pixel S/N calculated from our S/N arrays. <S/N> is the mean and standard deviation of the S/N along the peak spectra from our S/N array. statistical errors estimated from the bias subtracted observed data number (counts), the gain and the read noise. These data are assigned to an error array that is included in the second extension of the pipeline provided data files. So, it is possible to assign a per pixel S/N based on the ratio of the science array to the error array. Indeed, this is how the pipeline assigns the header parameters that show the maximum, minimum and mean S/N (<S/N>) in a processed data array. Unfortunately, this does not provide the S/N in an individual spectra. Therefore, the error arrays have been extracted, squared, aligned using the same offsets calculated for the science arrays, median combined and then square rooted. The S/N arrays are then created simply by dividing the co-aligned and combined science array by the equivalent error array. This provides an array from which we can extract the S/N in any pixel, or along any spectrum. Table 3 presents the S/N for the standard stars. The maximum per pixel values from the S/N arrays are consistent with the maximum per pixel S/N calculated by the pipeline. The small differences will be due to the defringing process that is not accounted for in the pipeline calculated S/N. However, these S/N values are based on single pixels so, while they do demonstrate that our S/N array is consistent with the pipeline S/N calculations, they do not provide any information on the S/N present in the spectra. Consequently, the mean and standard deviation of the S/N from the brightest template spectra are also presented in Table 3 . These values are lower than the peak per pixel S/N by 15%, which can be attributed to including the lower S/N across the absorption lines. In addition, the <S/N> ratios calculated here are consistent with those expected from the STIS exposure time calculator 2 (ETC). The spatial <S/N> profiles for each standard star are presented in Figure 2 .
In column 2, Table 4 lists the <S/N> along the peak galaxy spectra. An interesting check is to compare our calculated S/N values to those predicted by the STIS ETC. Figure 3 presents such a comparison. To be consistent with the S/N arrays, the ETC S/N values were estimated using the peak galaxy flux in a single pixel at 8500Å, and the median of the S/N values that resulted from the individual (pre-combined) exposure times. Figure 3 shows good agreement between the two methods. Some scatter is expected because the ETC S/N calculations have used updated sensitivity values as the detector has aged. As LOSVDs over a spatially extended region are necessary to constrain M • models the S/N spatial profiles are also presented for all galaxies in the Appendix.
LOSVDS
S/N alone cannot be used to quantify the quality of an estimated LOSVD. There have been many methods used to recover LOSVDs from galaxies using template spectra (e.g., Simkin 1974; Sargent et al. 1977; Franx et al. 1989; Bender 1990; Rix & White 1992; Kuijken & Merrifield 1993; van der Marel & Franx 1993; Batcheldor et al. 2005) . The current trend in inferring the moments of LOSVDs has been to use a maximum penalized likelihood (MPL) method (e.g., Pinkney et al. 2003; Cappellari & Emsellem 2004) . As it is known to perform well in the case of low S/N spectra, we use a well established MPL method here (Merritt 1997) .
In brief, the MPL approach uses a velocity grid to estimate the true LOSVD based on an optimal fit between a convolved stellar template and the galaxy spectrum. No implicit assumptions are made about the form of the LOSVD, and a penalty is applied to the fit based on the level of smoothness in the estimated LOSVD (where α is Note. -Galaxies marked * are those with M• presented in the peer reviewed literature. Galaxies without data are those potentially contaminated by LINER [Fe II] λ8616 emission. The letters associated with the template stars used to make the fits are matched to the observing setups for the galaxies (Table 2) . A = 0. ′′ 1 slit, x1 binning; B = .
′′ 1, x2; C = 0. ′′ 2, x1; D = 0. ′′ 2, x2. The ranges given for the estimated LOSVD parameters are the 95% bootstrap confidence bands. the smoothing factor). As α is increased, the estimated LOSVD tends toward a gaussian, therefore it is desirable to introduce as little smoothing as possible to limit the amount of bias in the estimated LOSVD. While the MPL approach estimates the LOSVD non-parametrically, the LOSVD is parameterized using the Gauss-Hermite series. The h 3 and h 4 coefficients of the Gauss-Hermite series (which are similar to skewness and kurtosis, respectively) can then be used to correct the estimated velocity dispersion, σ c = σ 0 (1 + √ 6h 4 ), and radial velocity, v c = v 0 + √ 3σ 0 h 3 (van der Marel & Franx 1993; Gerhard 1993).
Our MPL procedure for the STIS spectra was as follows. First, we match the observational setups for the template spectra and the galaxy spectra, i.e., the binning and slit width of the data to the four different templates. The optimum (lowest) value of the smoothing parameters was then determined by progressively increasing α in 0.1 increments until there was only a single stationary point in the estimated LOSVD at the radial velocity, i.e., α was slowly increased until the fluctuations from grid point to grid point disappeared; the estimated LOSVD was smooth, single, and not overly biased. The number of velocity grid points used was then adjusted to ensure the value was large enough to have no influence on the inferred moments of the LOSVD. The confidence in the LOSVD moments was then determined by a bootstrap. If the resulting confidence intervals did not fall either side of the optimal values, α was increased and the bootstrap repeated. Table 4 presents the values of α used and the outputs from the MPL routine. It includes the integrated square error (ISE) between the estimated LOSVD and the observed spectra (Merritt 1997) . The Appendix presents the estimated LOSVDs with respect to the observed spectra, along with the spatial position of the STIS slit overlaid on the acquisition image. The Appendix also contains radial S/N profiles for each galaxy to demonstrate the spatial extent of the data.
RESULTS
In four cases (NGC 3608, NGC 4382, NGC 4552 and NGC 4564), the values of h 3 and h 4 have been driven to zero by large smoothing parameters (α ≥ 11.4). This is to be expected in such cases where the required smoothing parameter forces the LOSVD toward a gaussian. However, there is no relation between α and S/N. For example, NGC 1374, NGC 3607, NGC 3706 and NGC 4486A all have S/N<4 but α ≤ 9.6).
In six cases (those with only the S/N presented in Table 4) no estimates of the LOSVD were possible. Each of these galaxies are known to host low-ionization nuclear emission-line regions (LINERs), and we see a clear signature of [Fe II] λ8616 in NGC 3031 (the highest S/N case) and NGC 3998. However, Fe II] λ8616 emission is not detected in NGC 4278, NGC 4621 and NGC 7213. The STIS spectrum for NGC 4486 seems to be featureless, despite having a S/N much greater than members of the sample with well defined LOSVD. However, NGC 4486 is the dominant elliptical in the Virgo cluster with the most massive reported SBH in our sample. Compared to a less massive giant elliptical in the Virgo cluster, NGC 4649 where σ c = 551 35 −82 km s −1 , an intrinsic value of σ c > 550km s −1 is expected for NGC 4486. As demonstrated in the Appendix data for NGC 4649, when σ c becomes this large the signature of the absorption lines becomes very small -almost negligible. These absorption line signatures would be even less if σ c in NGC 4486 is intrinsically larger than 550km s −1 . However, it is the low number of constraining data points left in the template spectrum, once it has been broadened to >575km s −1 , that prevents an estimate of the LOSVD to be made.
Of the remaining sample, 15 have peer reviewed M • estimates made using the spectra presented in the Appendix. The reference for NGC 4742 (Tremaine et al. 2002) leads to an unpublished paper (Kramer et al. in prep) , and the NGC 7332 reference (Häring & Rix 2004 ) quotes a private communication. As a consequence, both of these galaxies are considered part of the 'yet to be modeled' sample. As noted by Graham (2008) , the M • estimates quoted for NGC 4552 and NGC 4621 (Hu 2008) have been extracted from the figures of an IAU Symposium article (Cappellari et al. 2008) . Therefore, both of these galaxies are also considered to be part of the 'yet to be modeled' sample. NGC 205 and NGC 598 only have upper limits to M • and are also excluded. These 15 galaxies allow us to examine whether there are any fundamental relationships between the uncertainty of the inferred moments of the LOSVDs and the M • estimates (Figure 4 ). The uncertainty in the M • estimates presented in Table 2 , where δM • (the published range of acceptable values) is compared to the S/N, α, the ISE, and the uncertainty in the inferred moments of the LOSVD, where δσ = (σ max − σ min ) for example. Figure 4 demonstrates the uncertainty in M • is independent of the quality of the LOSVDs, and that the S/N≤ 10 in all but one case (NGC 221).
To determine the suitability of the 19 remaining STIS spectra for estimates of SBH masses, we can compare the distributions of uncertainty in the inferred moments of the LOSVDs for these galaxies with the 15 galaxies from before ( Figure 5 ). Immediately apparent are two galaxies with high S/N and low uncertainties (NGC 5102 and NGC 4742). As noted for Figure 4 , NGC 221 also lies in the same high S/N-low uncertainty region of Figure 5 . However, aside from these three cases, there are no statistically significant differences between those data already used to estimate M • and those that have not.
DISCUSSIONS
From these data, NGC 5102 and NGC 4742 have the highest potential for new high quality estimates of M • using stellar dynamics. Both show high S/N and low uncertainties in their LOSVDS. In addition, they have spatially extended data with good S/N (that may provide excellent constraints on the bulge gravitational potential), and very prominent CaII absorption. This is not the case for the majority of the remaining spectra however.
To the unaided eye, many galaxies in the sample do not exhibit obvious absorption-line features, including some galaxies for which estimates of M • have already been published. The S/N levels are also all very low. This demonstrates the advantages of MPL; even with data such as these relative uncertainties of ∼ 10% in v c and ∼ 20% in σ c can be recovered. The quality of these spectra will, however, deteriorate as spatial positions either side of the S/N peaks are sampled to constrain the gravitational potential. Regardless, M • estimates with relative uncertainties of ∼ 70 ± 30% mostly from Gebhardt et al. (2003) and Gültekin et al. (2009) , have been extracted from these data, and there is nothing to indicate that the remaining 19 galaxies would not yield many useful estimates of M • . It is not unexpected that these galaxies have yet to have M • estimates attempted; in most cases these data have not be collected with the express purposes of determining M • .
We find no correlation between S/N and the inferred moments of the LOSVD. Therefore, there is no simple way to determine the relative uncertainty of any LOSVD, and as a consequence M • , based solely on an estimated S/N from an exposure time calculator. Principle component analysis may reveal a deeper relationship between S/N and the relative uncertainties in the estimated LOSVD, but our aim here is to simply determine the best candidates in the archive for further M • modeling. However, there are only a very limited number of suitable stellar templates with which to extract the LOSVDs. Consequently, it is possible that some of the scatter seen in the uncertainties may be due to various levels of template mismatching between the galaxy spectra and standard stars. Increasing the variety of standard stars observed with STIS using a multitude of common instrument configurations would be beneficial in this case. In addition, some improvements may result from using the extensive stellar libraries of Cenarro et al. (2001) as kinematic templates, and by using linear combinations of the stellar template spectra currently available that may better match the galaxy spectra.
Non-gravitational kinematics, nuclear star clusters, multiple nuclei, dust, spatially offset SBHs, triaxial potentials, dark matter halos and mathematical degeneracy of solutions (Valluri et al. 2004 ) may all play non-trivial roles in the complexity of estimating δM • , so the lack of correlation between δM • and the estimated LOSVD parameters in Figure 4 is not surprising. Indeed, many of these factors determine the complexity of the observed absorption features and consequently the precision with which the LOSVD can be estimated. As a result, the lack of correlation seen between S/N and the estimated LOSVD parameters in Figure 5 is also not surprising. For example, NGC 205 has a peak S/N of 4.5, a small smoothing parameter (3.4), but easily detected CaII absorption. The absolute uncertainty in the radial velocity is 6.8 km s −1 (3% relative). Conversely, NGC 221 has a peak S/N of 25.22, α=5.4, with less easily detected CaII absorption. Here the absolute uncertainty in radial velocity is 25 km s −1 (8% relative). Both these objects are well known dwarf galaxies, but the differences in the relative uncertainty in the LOSVDs are not unexpected when it is considered that NGC 205 contains a well defined compact nuclear star cluster. However, as expected and as demonstrated by Figure 6 , there is a strong correlation between absolute value of σ and the smoothing parameter.
As the number of different M • estimates using different approaches increases, the consistency between M • techniques can be examined in those galaxies where more than one method has been applied. Table 5 presents 19 galaxies with 2 M • estimates each; 9 from gas kine- Table 5 Galaxies with Multiple Peer Reviewed M• Estimates Note. -Estimates of M• from more than one peer reviewed source. The estimated M• method codes are: g = gas kinematics, m = megamasers, s = stellar dynamics. ∆ log M• is the difference between the two quoted M• estimates, and the codes reference whether the uncertainties in the two estimates are c = consistent or i = inconsistent. Our consistency criteria is that either dM •1 /∆ log M• > 1.0 or dM •2 /∆ log M• > 1.0. Note that there has yet to be a standard M• uncertainty adopted by the community, and that some authors choose 1σ, some choose 3σ, and some do not state how their uncertainties were estimated. a indicates a factor of 2 uncertainty has been assumed for M• because no estimate of the uncertainty could be found in the literature. b indicates galaxies also in the Table 2 matics (GK), 9 from megamasers (MM), 20 from stellar dynamics (SD). NGC 221, NGC 4486 and NGC 5128 have more than 2 M • estimates; see Bender et al. (2005) , Gebhardt et al. (2011) and Neumayer (2010) for more details. NGC 598 only has published upper limits and is excluded from further discussion. Nine galaxies have consistent M • estimates; 4 are MM to MM, 3 are SD to SD, and 2 are GK to SD comparisons. Nine galaxies have inconsistent M • estimates; 1 MM to GK, 3 SD to SD, 1 GK to GK, and 4 GK to SD. Excluding the MMs, only 38% of M • estimates are consistent; there is a dispersion of 0.3 dex about the one-to-one relation. However, as demonstrated by the differences between galaxies with two separate SD and GK estimates, there still appears to be ample motivation for refining current modeling techniques (e.g., using the CO band-head and adaptive optics to get HST-like spatial resolution, Gebhardt et al. 2011) , or perhaps pursuing some new ones like spectroastrometry of nuclear gas disks (Gnerucci et al. 2012 ) and the kinematics of molecular gas (Davis et al. 2013) .
For the six galaxies in this sample that have AGN contamination it may be possible to mask out, or model, the [FeII] 8616λ emission. This was achieved by Walsh et al. (2012) , for example, with NGC 3998. While the data that dominated the M • estimate in this case was from Keck adaptive optics measurements of the CO bandheads, the authors were able to successfully recover the LOSVDs of this galaxy from the STIS spectra presented here.
CONCLUSIONS
We have identified galaxies in the STIS archive with spectra of sufficient quality that they could be used for stellar-dynamical estimates of M • . These data were retrieved, co-aligned, combined, and their radial S/N calculated. The LOSVDs were also fitted and the resulting data are presented in this atlas. In addition to the 15 galaxies that have already been modeled in this way, there are another 19 for which the data quality is comparable. Two galaxies are particularly noteworthy: NGC 5102 and NGC 4742 both have spectra of relatively high S/N and correspondingly well-determined LOSVDs. NGC 5055 is also an interesting prospect, since it has already been modeled using gas kinematics, and a stellar dynamical model might help explain why gas-and stellar dynamical mass estimates are so often discrepant.
The uncertainties in the inferred moments of the LOSVDs derived from the central STIS spectra show no correlations with S/N, i.e., there appears to be no way to determine the accuracy with which an estimate of M • can be made simply from S/N. This highlights the difficulty in estimating precise values of M • because, in addition to the need for intricate data sets, the complicated methods being used give M • uncertainties that are independent of the measurement errors. However, there may be excessive scatter in the estimated LOSVDs due to template mismatching from the limited number of stellar templates observed using the appropriate instrument configurations. Further STIS observations of a range of stellar templates using slit widths of 0.
′′ 2, un-binned and x2 binned data, and the appropriate contemporaneous fringe flats, may provide a significant improvement to the accuracy of the estimated LOSVDs.
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