Abstract. For zero-dimensional complete intersections with homogeneous ideal generators of equal degrees over an algebraically closed field of characteristic zero, we give a combinatorial proof of the smoothness of the corresponding catalecticant schemes along an open subset of a particular irreducible component.
Introduction
Catalecticant varieties and schemes were introduced by A. Iarrobino and V. Kanev in their seminal monograph [IK] in relation to the classical problem of representing a homogeneous form as a sum of powers of linear forms as well as related questions. Of special interest are the irreducible components and smoothness properties of such schemes; they have been extensively studied (see [IK, Chapter 4] and references therein for details). In the present paper, we focus on these topics for particular catalecticant schemes, which we call V and Gor(T ), associated to complete intersections with homogeneous ideal generators of equal degrees. Specifically, fix n ≥ 2 and let k[x 1 , . . . , x n ] j denote the vector space of homogeneous forms of degree j in x 1 , . . . , x n over an algebraically closed field k of characteristic zero. The schemes V and Gor(T ) then arise from considering zero-dimensional complete intersection k-algebras of the form M (f ) := k[x 1 , . . . , x n ]/(f 1 , . . . , f n ), where f = (f 1 , . . . , f n ) is an n-tuple of elements of k[x 1 , . . . , x n ] d with fixed d ≥ 2 (see Section 3 for details).
Next, let U Res ⊂ k[y 1 , . . . , y n ] n(d−1) be the subset of each of V and Gor(T ) defined as the locus of forms F such that the subspace F ⊥ ∩ k[x 1 , . . . , x n ] d is ndimensional and has a basis with nonvanishing resultant, where
. . , ∂ ∂y n F (y 1 , . . . , y n ) = 0 is the annihilator of F . In [IK, Theorem 4.17] it was shown that Gor(T ) has an irreducible component containing U Res as a dense subset and the dimension of this component was found. Furthermore, the smoothness of Gor(T ) at every point of U Res follows from [K, Theorem 1.4 ] (cf. [IK, ). On the other hand, analogous facts regarding V appear to be only known in the cases (i) n = 3, d ≥ 3, (ii) n = 4, d = 2, 3, (iii) n = 5, d = 2 (see [IK, Theorem 4.19 and Corollary 4.18] ), and one of the aims of the present paper is to bring results on V in line with those on Gor(T ).
In this article, we refine and extend Theorems 4.17 and 4.19 of [IK] . First of all, in Theorem 3.5 obtained in Section 3 we show that the set U Res is open (not just dense) in an irreducible component of each of V, Gor(T ) for all n, d and explicitly describe the closed complement to U Res . As the proof of Theorem 4.17 in [IK] is quite brief, we also provide an alternative derivation-with full details-of the dimension formula for U Res . One of the key elements of the proof of Theorem 3.5 is representing U Res as the image of a certain morphism, called A, which is introduced and discussed in Section 2. This morphism assigns to every n-tuple of forms f ∈ k[x 1 , . . . , x n ] ⊕n d with nonzero resultant the so-called associated form lying in k[y 1 , . . . , y n ] n(d−1) and can be interpreted as mapping f to a particular homogeneous Macaulay inverse system of the standard graded Artinian Gorenstein algebra M (f ). As explained in [AI] , the morphism A is also of interest in relation to a conjecture (not discussed here) linking complex singularity theory with classical invariant theory. We note that settling the conjecture requires studying V and Gor(T ), which explains our interest in these schemes.
The main content of the paper is an argument that establishes the smoothness of both V and Gor(T ) simultaneously at every point of U Res for all n, d (see Theorem 4.1 in Section 4). It extends the proof of Theorem 4.19 in [IK] , which only works in special cases (i)-(iii) mentioned earlier. Our argument is direct and does not depend on results and techniques of [K] . In particular, it requires neither Laudal's description of hulls nor results on the tangent and obstruction space for the scheme GradAlg(H) (cf. [K, p. 610] ). Apart from the formulas for the dimensions of the tangent spaces to V and Gor(T ) obtained in [IK, Theorems 3.2, 3.9] , it relies just on the Koszul resolution of the algebra M (f ). The novelty of the proof of Theorem 4.1 is that it proceeds by dimension count and is almost entirely combinatorial. In particular, we obtain a number of combinatorial identities that are independently interesting. We also note that, although the field k is assumed to have zero characteristic, our arguments are easy to generalize to the case char(k) > n(d − 1), with n(d − 1) being the socle degree of M (f ).
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Associated forms and Macaulay inverse systems
In this section we introduce the so-called associated forms and the corresponding morphism, which will be useful for our study of the catalecticant schemes in the next section. What follows is an abridged version of the exposition given in [AI, Section 2] .
Let k be an algebraically closed field, and we assume for simplicity that its characteristic is zero. Fix n ≥ 2 and for any nonnegative integer j define k[x 1 , . . . , x n ] j to be the vector space of homogeneous forms of degree j in x 1 , . . . , x n over k. Clearly, one has k[x 1 , . . . ,
Recall that the resultant Res on the space k[x 1 , . . . , x n ] ⊕n d is a form with the property that Res(f ) = 0 if and only if f 1 , . . . , f n have no common zeroes away from the origin (see, e.g., [GKZ, Chapter 13] ).
For
and recall a well-known lemma (see, e.g., [AI, Lemma 2.4] and [SS, p. 187] 
Lemma 2.1. The following statements are equivalent:
(1) the resultant Res(f ) is nonzero; (2) the algebra M (f ) has finite vector space dimension; (3) the morphism f : A n (k) → A n (k) is finite; (4) the n-tuple f is a homogeneous system of parameters of k[x 1 , . . . , x n ], i.e., the Krull dimension of M (f ) is 0. If the above conditions are satisfied, then M (f ) is a local standard graded complete intersection algebra whose socle is generated in degree n(d − 1) by the image jac(f ) ∈ M (f ) of the Jacobian jac(f ) := det Jac(f ), where Jac(f ) is the Jacobian matrix ∂f i /∂x j i,j . Remark 2.2. As we pointed out in Lemma 2.1, the algebra M (f ) has a natural standard grading:
It is well-known (see, e.g., [S, Corollary 3.3] ) that the corresponding Hilbert function
that consists of all n-tuples of forms with nonzero resultant. We now define the as-
where x i ∈ M (f ) is the image of x i . It is not hard to see that the induced map
is a morphism of affine varieties. In article [AI] we studied A in relation to a conjecture linking complex singularity theory with classical invariant theory.
The morphism A is quite natural; in particular, it possesses an important equivariance property, which we will now state. First, notice that for any j the group GL n × GL n acts on the vector space k[x 1 , . . . ,
for g ∈ GL n , y := (y 1 , . . . , y n ) and f ∈ k[y 1 , . . . , y n ] ℓ . We then have (see [AI, Lemma 2.7] ):
Res and g 1 , g 2 ∈ GL n the following holds:
A(f ). We will now interpret A in different terms. Recall that the algebra k[y 1 , . . . , y n ] is a k[x 1 , . . . , x n ]-module via differentiation:
where h ∈ k[x 1 , . . . , x n ] and F ∈ k[y 1 , . . . , y n ]. For a positive integer j, differentiation induces a perfect pairing
it is often referred to as the polar pairing. For F ∈ k[y 1 , . . . , y n ] j , we now introduce a homogeneous ideal, called the annihilator of F , as follows:
which is clearly independent of scaling and thus is well-defined for F in the projective space P(k[y 1 , . . . , y n ] j ). It is well-known that the quotient k[x 1 , . . . , x n ]/F ⊥ is a standard graded local Artinian Gorenstein algebra of socle degree j and the following holds (cf. [IK, Lemma 2 .12]):
of socle degree j, where the ideal I is homogeneous .
Remark 2.5. Given a homogenous ideal
is a local Artinian Gorenstein algebra of socle degree j, Proposition 2.4 implies that there is a form F ∈ k[y 1 , . . . , y n ] j , unique up to scaling, such that I = F ⊥ . In fact, the uniqueness part of this statement can be strengthened:
and all forms with this property are mutually proportional. Indeed,
, and the claim follows from the fact that
We have (see [AI, Proposition 2 .11]):
By Proposition 2.6, the morphism A can be thought of as a map assigning to every element f ∈ (k[x 1 , . . . , x n ] ⊕n d ) Res a particular Macaulay inverse system for the algebra M (f ).
We now let U Res ⊂ k[y 1 , . . . , y n ] n(d−1) be the locus of forms F such that the subspace
is n-dimensional and has a basis with nonvanishing resultant. It is easy to see that U Res is locally closed in k[y 1 , . . . , y n ] n(d−1) , hence is a variety (see, e.g., Proposition 3.4 below for details). By Proposition 2.6, the image of A is contained in U Res . Moreover, if F ∈ U Res , then for the ideal
By Remark 2.5, the form F is the inverse system for k[x 1 , . . . , x n ]/I, and therefore
Thus, we have proved:
The constructions of the morphism A can be projectivized. Indeed, denote by
descends to a section, also denoted by Res, of a power of the very ample generator of the Picard group of Gr(n, 
where · denotes linear span. Then, by equivariance property (2.2), the morphism A composed with the projection k[y 1 , . . . ,
By Proposition 2.6, the morphism A can be thought of as a map assigning to every subspace W ∈ Gr(n, k[x 1 , . . . , x n ] d ) Res the Macaulay inverse system for the algebra M (f ), where f = (f 1 , . . . , f n ) is any basis of W .
By Proposition 2.7 we have im( A) = P(U Res ), where P(U Res ) is the image of U Res in the projective space P(k[y 1 , . . . , y n ] n(d−1) ). With a little extra effort one obtains (see [AI, Proposition 2 .13]):
This result will be utilized in our considerations of the relevant catalecticant varieties in the next section.
The catalecticant schemes and varieties
Consider the quasiaffine variety
and the affine subvariety
as defined in [IK, p. 5] . Specifically, set
, respectively, with the monomials numbered in accordance with some orders, which we will fix from now on. For a form
we obtain an L × K-matrix D(F ) called the catalecticant matrix. Then the varieties U and V are described as
Note that U is a dense open subset of V (see [IK, Lemma 3.5] ).
is the affine subvariety given by the condition of the vanishing of all (K − n + 1)-minors of D(F ). Observe that for n = 2 we have
Notice that in all other cases L ≥ K, and therefore V is a proper affine subvariety of k[y 1 , . . . , y n ] n(d−1) unless n = 2 or n = 3, d = 2.
We will also consider the corresponding affine scheme V defined as follows. Let [IK, p. 8] 
, and we introduce another main player of this article, the scheme Gor(T ), as follows. Clearly, we have Gor(T ) red = Gor(T ). Following [IK] , we call V, Gor(T ) the catalecticant schemes and V , Gor(T ) the catalecticant varieties.
Remark 3.3. Note that [IK] introduces more general catalecticant varieties and schemes, but in this paper we only focus on V , Gor(T ), V, Gor(T ).
We have the obvious inclusions
where U Res ⊂ k[y 1 , . . . , y n ] n(d−1) was defined in Section 2. To better understand the relationship between U Res , Gor(T ), U and V , we will now introduce a certain closed subset of U .
Cover U by open subsets U α , each of which is given by the condition of the nonvanishing of a particular (K − n)-minor of the catalecticant matrix D (F ) . In what follows, on each U α we will define a regular function R α . Let, for instance, U α 0 be the subset of U described by the nonvanishing of the principal (K −n)-minor of D(F ). For F ∈ U α 0 we will now find a canonical basis of the solution set S(F ) of the homogeneous system D(F )γ = 0, where γ is a column-vector in k K . Since rank D(F ) = K − n, one has dim k S(F ) = n. Split D(F ) into blocks as follows:
We also split the column-vector
, where γ is in k K−n and γ ′′ is in k n . Then S(F ) is given by the
form a basis of S(F ) for every F ∈ U α 0 , where e j is the jth standard basis vector in k n . Clearly, the components γ . . , r n,α 0 ). Clearly, R α 0 is a regular function on U α 0 , and we define Z α 0 to be its zero locus. Arguing as above for every U α , we introduce a regular function R α on U α and its zero locus Z α . Notice that if for some α, α ′ the intersection U α,α ′ := U α ∩ U α ′ is nonempty, then Z α ∩ U α,α ′ = Z α ′ ∩ U α,α ′ . Thus, the loci Z α glue together into a closed subset Z of U . If U ′ is an irreducible component of U , then the intersection Z ∩ U ′ is either a hypersurface in U ′ , or all of U ′ , or empty. Notice also that Z is GL n -invariant, which follows from the general formula
We will now establish:
Proof. It is clear that U Res = U \Z, thus inclusions (3.1) imply U Res = Gor(T )\Z = U \Z. Further, to see that U \Z = V \Z, we need to prove that V \U ⊂ Z. As shown in the proof of [IK, Lemma 3.5] , in every neighborhood of every form F ∈ V \ U there exists F ∈ U such that all elements of F ⊥ ∩ k[x 1 , . . . , x n ] d have a common zero away from the origin. Thus, F ∈ Z as required. ✷
Next, recall that by Proposition 2.8 the morphism
As U Res is irreducible, we obtain the following result:
THEOREM 3.5. There exist irreducible components Gor(T )
Remark 3.6. A fact similar to Theorem 3.5 was obtained in [IK] . Specifically, Theorem 4.17 of [IK] shows that Gor(T ) has an irreducible component containing U Res as a dense subset and the dimension of this component is equal to N . The proof given in [IK] does not explicitly utilize the morphism A and is somewhat brief overall. Also, Theorem 4.19 of [IK] (cf. Corollary 4.18 therein) yields that U Res is dense in an irreducible component of V in the following cases:
In comparison with these results, Theorem 3.5 stated above is more precise because:
• it treats both Gor(T ) and V simultaneously for all n, d;
• it shows that U Res is in fact open (not just dense) in an irreducible component of each of Gor(T ) and V and explicitly describes the closed complement to U Res in terms of the subset Z; • its proof gives a complete argument for the formula for dim k U Res .
In the next section we will see that the set U Res lies in the smooth part of V
• , i.e., that all singularities of V
• are contained in Z. In fact, we will arrive at a stronger conclusion by investigating the smoothness of the schemes V and Gor(T ) at the points of U Res .
Smoothness of V and Gor(T ) along U Res
In this section we prove: THEOREM 4.1. Each of the catalecticant schemes V and Gor(T ) is smooth at every point lying in U Res .
Remark 4.2. Let X be one of the schemes V, Gor(T ). The smoothness of X at a point x ∈ X is understood as the fact that the ring O X,x is a regular local ring. This is equivalent to the identity dim T x (X) = dim O X,x , where the Zariski tangent space T x (X) to X at x is regarded as a vector space over the residue field at x (see, e.g., [GW, p. 158 
]).
Remark 4.3. The smoothness of Gor(T ) along U Res follows from [K, Theorem 1.4] as the algebra M (f ) is a complete intersection for every f ∈ (k[x 1 , . . . ,
At the same time, the smoothness of V along U Res appears to be only known in cases (i)-(iii) specified in Remark 3.6 (see [IK, Theorem 4.19] ). The proof of Theorem 4.1 given below works simultaneously for both V and Gor(T ) with arbitrary n, d. It does not depend on results of [K] and is much more elementary. Indeed, our argument does not rely either on Laudal's description of hulls or on results concerning the tangent and obstruction space for the scheme GradAlg(H) (cf. [K, p. 610] ). Apart from the formulas for the dimensions of the tangent spaces to V and Gor(T ) found in [IK, Theorems 3.2, 3.9] , it only utilizes the Koszul resolution of the algebra M (f ). Our approach is combinatorial, and, as part of the proof, we obtain a number of combinatorial identities that are of independent interest.
Proof of Theorem 4.1. The theorem is obvious in the cases n = 2 and n = 3, d = 2, thus everywhere below we assume that n ≥ 3 and that d ≥ 3 if n = 3. We will compute the dimensions of the tangent spaces T F (V) to V and T F (Gor(T )) to Gor(T ) at every closed point F ∈ U Res . In view of Theorem 3.5, we only need to show that dim k T F (V) = dim k T F (Gor(T )) = N for all closed points F ∈ U Res , where N is the number introduced in (3.2).
Fix a closed point F ∈ U Res , let I := F ⊥ and set I j := I ∩ k[x 1 , . . . , x n ] j for all j ≥ 0. By [IK, Theorem 3 .2] we then see
In formula (4.1) and everywhere below, for two linear subspaces
spanned by all products gh, with g ∈ U, h ∈ V.
Together with [IK, Theorem 3.9] , formula (4.2) yields the equality dim k T F (V) = dim k T F (Gor(T )) (cf. [IK, p. 115] ). Hence, to prove the theorem for both V and Gor(T ), we only need to establish the identity
In order to obtain (4.3), one has to compute dim
We fix a basis f = (f 1 , . . . , f n ) in I d and start with the following simple observation:
Proof. Suppose that there is a zero linear combination
This means that the morphism f = (f 1 , . . . , f n ) : A n (k) → A n (k) sends all of A n (k) into the hypersurface given by the equation 1≤i1≤···≤i ℓ ≤n α i1,...,i ℓ x i1 · · · x i ℓ = 0, which by Lemma 2.1 contradicts the condition Res(f ) = 0. ✷ By Lemma 4.4, we have
where R is the vector space of linear relations among
, with i ≤ j and {e ℓ } being any basis in k[x 1 , . . . , x n ] n(d−1)−2d . Every relation in R has the form (4.5)
In the following proposition we determine dim k R.
Proposition 4.5. One has
where [x] denotes the largest integer that is less than or equal to x.
Proof. Let SSMat ℓ (V) denote the vector space of skew-symmetric ℓ × ℓ-matrices with entries in a vector space V. Clearly, SSMat
. We need the following lemma:
Lemma 4.6. Consider the linear map
Proof. The graded minimal free resolution of I is known to coincide with the Koszul
, and we identify F 1 with with SSMat n (k[x 1 , . . . , x n ](−2d)). Upon this identification, the exactness condition im(d 1 ) = ker(d 0 ) is precisely the assertion of the lemma. ✷
We will now continue the proof of the proposition. Write any relation in R as n i=1 n j=i α ij f j f i = 0 (see (4.5)). By Lemma 4.6 with ρ = n(d 
The first two sets of equations in (4.7) imply
which together with the third set of equations shows that R is parametrized by the space (SSMat
If q = 1, the space R is trivial, which agrees with (4.6). Suppose that q ≥ 2. Then the kernel of the parametrization of R consists of all n-tuples of matrices (
By the skew-symmetricity of D i and Lemma 4.6, identity (4.8) holds if and only if
, where for any matrix M we denote by R i (M ) its ith row. In fact, condition (4.9) completely characterizes the vector space of all n-tuples (
⊕n that can occur in the right-hand side of the identities
). We denote this vector space by W 1 . Thus, we have (4.10)
and we will now find dim k W 1 . For any 1 ≤ s ≤ q − 1 introduce the vector space W s of
. This is exactly the vector space of s+n−1 n−1 -tuples of matrices that can occur in the right-hand side of the identities
for all indices 1 ≤ t ≤ j 1 ≤ · · · ≤ j s−1 ≤ n and some skew-symmetric matrices
Notice that K q−1 = 0 by Lemma 4.6.
Also, for any 1 ≤ s ≤ q−1 consider the vector space of
The dimension δ s of this space is not hard to find:
and we have (4.12)
Formula (4.12) yields
Further, if q ≥ 4 one can compute dim k K r for every r = 2, . . . , q − 2 by utilizing vector spaces similar to W 1 , . . . , W q−1 as follows. For any pair of integers s ≥ 1, r ≥ 2, with s + r ≤ q − 1, we introduce the vector space W s;r of 
Further, let K s;r be the subspace of W s;r defined by the condition f D i1···is;ι1...ιr = 0 for all 1 ≤ i 1 ≤ · · · ≤ i s ≤ n, 1 ≤ ι 1 ≤ · · · ≤ ι r ≤ n. Notice that by Lemma 4.6 one has K s,r = 0 if s + r = q − 1.
For every 2 ≤ r ≤ q − 2 we have (4.14) dim k W q−r−1;r = δ q−r−1 n + r − 1 n − 1 dim k k[x 1 , . . . , In order to determine dim k K s;r , with s ≥ 1, r ≥ 2, s + r ≤ q − 2, one introduces further vector spaces analogous to W s , W s;r by adding more indices to skew-symmetric matrices with elements in an appropriate space. Continuing this process, we arrive at the following formula: For q = 2, 3 formula (4.17) is easily seen to agree with (4.6) as required. For q ≥ 4, the following identity will be established in the appendix below: Formulas (4.17) and (4.18) clearly imply (4.6). The proof of the proposition is complete. ✷
We will now finalize the proof of the theorem. By formulas (4.4), (4.6), the left-hand side of (4.3) is equal to 
