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Abstract
LetW be a finitely generated Coxeter group. We describe a method which is useful in computing
the cohomology of W with local coefficients. It is based on the determination of an explicit
combinatorial resolution of Z over Z[W ] (developed in a previous paper) which grows polynomially
with the dimension. Let S be a Coxeter set of generators for W : in dimension k, the rank of the
resolution equals the number of flags Γ1 ⊃ Γ2 ⊃ · · · , Γi ⊂ S, having cardinality k, while the
coboundary is explicitly given in terms of minimal coset representatives ofW .
Here we use such a method in order to produce some cohomologies in the cases of dihedral groups
and symmetric groups.  2002 Elsevier Science B.V. All rights reserved.
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Keywords: Coxeter group; Cohomology; Combinatorial resolution; Dihedral group; Symmetric
group
0. Introduction
In this paper we consider the cohomology of Coxeter groups. In the case of symmetric
groups, the cohomology is classically understood, at least for trivial coefficients and more
or less for the sign representation (see [12], [1, Chapter VI]). Not so much is known for
other groups.
In a previous paper [4] we proposed a method, based on the study of particular
arrangements of subspaces, to simultaneously treat the (additive part of the) cohomology
for all Coxeter groupsW . We found a free resolution of Z over Z[W ] which is explicitly
given, and grows polynomially with the dimension. Let S be a Coxeter set of generators
for W : in dimension k, the rank of the resolution equals the number of flags Γ1 ⊃ Γ2 ⊃
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· · · ,Γi ⊂ S, having cardinality k. The coboundary is explicitly given in terms of particular
elements of the groupW , called [3,11] minimal coset representatives (see Section 1).
The subspaces which we consider are “complexifications” in Rnd of the Coxeter
arrangement in Rn naturally associated toW . The groupW acts freely on the complement
and in the limit (as d →∞), the quotient is a K(W ,1) space. In [4] we present this space
as an explicit CW-complex, in the style of [13,14]: it is possible to perform computations
over this complex, as done in [5,14].
We stress that our method can calculate cohomology with any local coefficients.
The aim of this paper is to illustrate our method, performing some computations which
use the above resolution, and give some cohomology not completely known. The author is
well-aware that many of the computations given in this paper can be done directly using
spectral sequences or by methods of transfer and restriction. The point here is to illustrate
the techniques, but not a difficult calculation. These techniques apply to more difficult
problems (see also [4,6–9]).
So, we start considering, as said before, the easiest case of the dihedral group of type
I2(p) (see [1] for the case I2(2s) for trivial coefficients, where the ring structure is given in
this case). We easily obtain the additive structure of the cohomology of the dihedral group
I2(p) with coefficients in all 1-dimensional representations. The proof uses the explicit
description of a suitable algebraic complex computing cohomology, which is recalled
in Section 1. (See also the classical article [15], where a resolution is obtained from an
extension of a cyclic group by a cyclic group.)
We also give the cohomology of the symmetric group S5 with coefficients in almost
all Specht modules. The details for this case will appear elsewhere. (The analogous
cohomology for S4 was given in [4].)
1. Review of main constructions
Definition 1.1. Let H be a hyperplane in Rn. The d-complexification of H is the
codimension d subspace H(d) :=H ⊗Rd in Rnd ∼=Rn ⊗Rd .
If X = (x1, . . . , xd), xi ∈Rn, are coordinates for Rnd and H := {x ∈Rn: a · x = 0} then
H(d) = {X: a · xi = 0, i = 1, . . . , d}.
Let W be a Coxeter group acting essentially on Rn and let A be the associated
reflection arrangement. Denote by A(d) the d-complexification of A, which is a subspace
arrangement in Rnd . Set
Y (d) :=Rnd \
⋃
H∈A
H(d).
The groupW acts freely on Y (d), for each d. One has natural inclusions Y (d) ⊂ Y (d+1).
Lemma 1.1. The space Y (∞) := limd→∞ Y (d) is contractible, so the orbit space
YW := Y∞/W
is a K(W ,1) space.
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Our construction is based on a good topological description of the orbit space (which
actually can be introduced for d-complexification of any family of hyperplanes, not
necessarily related to Coxeter groups).
Let S be a set of Coxeter generators forW , corresponding to the reflections with respect
to the walls of a fixed chamber. LetWΓ ,Γ ⊂ S, be the set of minimal coset representatives
for the parabolic subgroup generated by Γ (see [3,11]). More generally, letWΓ
Γ ′ , Γ ⊂ Γ ′,
be the set of minimal coset representatives ofWΓ inWΓ ′ . We indicate by
S(d) := {Γ = (Γ1 ⊃ · · · ⊃ Γd): Γi ⊂ S}
the set of d-flags in S. Then one has, in analogy with [13,14]:
Theorem 1.2 [4].
(i) There exists an nd-dimensional cellularized convex polyhedron Q(d) ⊂ Rnd , over
which Rnd radially contracts, and whose cells correspond to the pairs (γ,Γ ),
where Γ = (Γ1 ⊃ · · · ⊃ Γd) ∈ S(d), γ ∈WΓd .
(ii) The complement Y (d+1) contracts onto a subcomplex X(d) of Q(d+1): the cells of
X(d) correspond to pairs (γ,Γ ), Γ = (Γ1, . . . ,Γd+1), such that Γd+1 = ∅.
(iii) The orbit space Y (d+1)/W contracts over X(d)W :=X(d)/W . X(d)W is obtained from
the nd-polyhedronQ(d) by identifications on the boundary cells: two cells (γ,Γ ),
(γ ′,Γ ) (with same Γ ) are identified under the homeomorphism of Rnd induced by
the element γ ′γ−1.
(iv) The cells of X(d)W bijectively correspond to S(d). The dimension of a cell
corresponding to Γ ∈ S(d) is the cardinality of Γ, defined as |Γ | :=∑di=1 |Γi |,
so the number of k-cells is given, for d  k, by
νk =
(
n+ k − 1
k
)
.
It follows that YW contracts onto XW :=X(∞)W := limd→∞X(d)W , whose cells correspond
to the set
S(∞) := {(Γ1,Γ2, . . .): Γi ⊃ Γi+1,Γi = ∅ for i 0}.
For example, if W = A1 (i.e., W = Z2) one obtains the minimal CW-decomposition of
RP∞, with exactly one cell in each dimension: in this case S = {s1} so the flags are of the
shape ({s1}, . . . , {s1},∅ . . .).
We conjecture that XW has the smallest number of cells among all CW-complexes of
type K(W ,1) with 2-skeleton associated to the standard presentation ofW .
By giving suitable orientations to the cells one can compute their incidence numbers.
One shows [4] that an ordering of S induces natural orientations on the cells: so we assume
S ordered, S = {s1, . . . , sn}, sometimes confusing S and {1, . . . , n}. Set S(∞)k := {Γ ∈
S(∞): |Γ ′| := k}. We identify a k-cell with its corresponding flag Γ ∈ S(∞)k . Let Ck be
the free Z[W ] module with base S(∞)k . If R is any Z[W ]-module, let
Ck :=HomW (Ck,R)∼=RS
(∞)
k .
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Theorem 1.3 [4]. One has, for all k  0:
Hk(W ;R)=Hk(C∗, δ∗),
where δk :Ck →Ck+1 is given on Γ := (Γ1,Γ2, . . .) by:
δk(f )(Γ )=
∑
i1
|Γi |>|Γi+1|
∑
τ∈Γi
∑
β∈WΓi \{τ }Γi
β−1Γi+1β⊂Γi\{τ }
(−1)α(Γ,i,τ,β) β · f (Γ ′), (1)
where
Γ ′ = (Γ1, . . . ,Γi−1,Γi) \ {τ }, β−1Γi+1β,β−1Γi+2β, . . . , (2)
and
α(Γ, i, τ,β) := i!(β)+
i−1∑
j=1
|Γj | +µ(Γi, τ )+
∑
ji+1
σ(β,Γj ). (3)
Here ! is the length function with respect to the set S of generators, σ(β,Γj ) is the
number of inversions (in the given ordering of S) in the map Γj → β−1Γjβ and µ(Γi, τ )
is the number of reflections in Γi which are less than or equal to τ in our ordering.
2. Cohomology of dihedral group
Here we set W = I2(p), and S = {s1, s2} is the standard set of generating reflections.
It is well known that the 1-dimensional representations of W are defined over Z and are
given by:
(i) the trivial one Z{1+,2+} (s1, s2 → 1);
(ii) the sign representation Z{1−,2−} (s1, s2 →−1);
and in case p even we have two more representations given by
(iii) Z{1+,2−} : s1 →+1, s2 →−1;
(iv) Z{1−,2+} : s1 →−1, s2 →+1.
Theorem 2.1. One has:
(i) Hk(I2(2s),Z{1+,2+})=


Z, if k = 0,
(Z/2)(k−1)/2, if 2  k,
(Z/2)(k+2)/2, if k ≡ 2 (mod 4),
(Z/2)k/2 ×Z/2s, if k ≡ 0 (mod 4), k > 0,
(ii) Hk(I2(2s),Z{1−,2−})=
{
(Z/2)[(k+1)/2], if k ≡ 2 (mod 4),
(Z/2)(k−2)/2 ×Z/2s, if k ≡ 2 (mod 4),
(iii) Hk(I2(2s),Z{1+,2−})=Hk(I2(2s), Z{1−,2+})= (Z/2)[(k+1)/2].
The cohomology of I2(2s + 1) is known to be periodic, and one has:
(iv) Hk(I2(2s + 1),Z{1+,2+})=


Z, if k = 0,
0, if 2  k,
Z/2, if k ≡ 2 (mod 4),
(Z/2)×Z/(2s + 1), if k ≡ 0 (mod 4), k > 0,
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(v) Hk(I2(2s + 1),Z{1−,2−})=


Z/2, if 2  k,
Z/(2s + 1), if k ≡ 2 (mod 4),
0, if k ≡ 0 (mod 4).
Proof. Let us make identifications S = {s1, s2} = {1,2}. The flags of length k are written
as
Γ = ({1,2}, . . . , {1,2}, {i}, . . . , {i})= {1,2}l{i}m, i ∈ {1,2},
where 2l +m= k.
Set Γ il,m = {1,2}l{i}m (i = 1,2). If m= 0 let us write also Γl := Γ il,0.
The proof is based on the following lemma.
We indicate by [Γ : Γ ′] the incidence coefficient between two flags in the symbolic
coboundary δksym, coming from (1): it is an element of the group algebra Z[W ], obtained
when the moduleR is Z[W ] (as module over itself). Moreover, set prodk(s, s′) := · · · ss′ss′
(k factors). If i ∈ {1,2}, we denote the other index by i ′ = 3− i .
Lemma 2.2.
[
Γl : Γ il−1,1
]= (−1)i p−1∑
k=0
(−1)l·kprodk(si, si′), (4)
[
Γ il,m : Γ il,m−1
]= (−1)m−1(1+ (−1)l+msi). (5)
If 2 | p:[
Γ il,m : Γ il−1,m+1
]= (−1)i(1+ (−1)lprodp−1(si, si′)). (6)
If 2  p:{[
Γ il,m : Γ il−1,m+1
]= (−1)i,[
Γ i
′
l,m : Γ il−1,m+1
]= (−1)iprodp−1(si , si′) (7)
(m> 0 in (5)–(7)). The remaining incidence elements vanish.
Proof. The proof is an easy consequence of formula (1). For example, let us proof (4) and
(6) when i = 1, leaving the remaining cases to the reader.
For (4) with i = 1, we pass from Γ 1l−1,1 to Γl by adding one 2 to the last component, so
µ({1,2},2)= 1 in (3). Then remark that:
W
{1}
{1,2} =
{
prodk(s1, s2): k = 0, . . . , p− 1
}
. (8)
In (3) one has i = l, !(prodk(s1, s2)) = k, and since both sums in (3) are even we can
deduce formula (4).
For (6), we pass from Γ 1l−1,m+1 to Γ 1l,m by adding one 2 to the lth component, so here
also µ({1,2},2)= 1. Next note that:{
β ∈W {1}{1,2}: β−1{s1}β ⊂ {s1}
}= {β ∈W {1}{1,2}: β−1s1β = s1}.
For even p one has the relation: prod2p(s1, s2)= prod2p(s2, s1)= 1, so they remain from
(8) the elements 1,prodp−1(s1, s2).
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Taking into account that i = l in formula (3), one gets (6). ✷
Now we continue the proof of Theorem 2.1. We use Lemma 2.2 to reduce the matrix of
δk :Zk+1 → Zk+2.
Case 2 | p. Let us consider the case of the trivial representation Z{1+,2+}. From
Lemma 2.2 it follows immediately that all entries of the coboundary δk equal 0 or ±2,
except for [Γ2l : Γ i2l−1,1], i = 1,2, which appears in δ4l−1 and holds (−1)ip. These are
the unique non-zero elements of their row in δ4l−1, and each of them is the unique non-zero
element of its column. So p is an elementary divisor of δ4l−1.
We claim that the remaining elementary divisors of δk (so, all elementary divisors if
k = 4l − 1) equal 2, with multiplicity νk, where νk is the number of columns in the
symbolic coboundary δksym which contain an element of the shape ±(1+ si).
By Lemma 2.2, entries equal to ±2 appear in the column of Γ il,m iff 2  l or 2  l +m.
The latter corresponds to entries of the shape ±(1 + sj ). By Lemma 2.2, such elements
appear on different rows and, except for m= 0, there are only zeroes below each of them
(we are using natural ordering of flags). For m= 0 (and 2  l) there appear both 1+ s1 and
−(1+ s2) in the column of Γl, all other elements of this column being 0. Therefore the νk
columns containing these elements are linearly independent.
If one entry ±2, lying in a column corresponding to Γ il,m, comes from an element of
type (6), and 2  l,2  l + m, then in the same column we have another 2 coming from
[Γ il,m+1 : Γ il,m] = 1 + si in δksym; this is the unique non-zero entry in the row of Γ il,m+1
(just look at the sign in (6)). Therefore we can kill all elements of this form by elementary
row operations.
In similar case but with 2  l,2 | l +m, then on the same row of δksym there is an element
[Γ il+1,m−1 : Γ il+1,m−2] = −(1 + si) (m > 3 otherwise we come back to the first case
considered). Therefore with elementary row and column operation we diagonalize δk with
νk elements equal to 2.
Of course, the kth cohomology group of W is immediately deduced from the non-zero
elementary divisors of δk−1. So it remains to compute the number νk. From previous
discussion one has:
νk = 2#
{
(l,m): l,m 0, 2l +m= k, 2  l +m}− ε,
where ε = 1 if k ≡ 2 (mod 4), and ε = 0, otherwise. It is an elementary exercise to
compute this number, thereby verifying how Hk is related to νk−1.
The case of the representation Z{1−,2−} is completely analogous. An elementary divisor
p occurs in δ4l+1 and now we have to consider elements of the form ±(1 − si) in δksym.
The number of these elements is
µk := 2#
{
(l,m): l,m 0, 2l +m= k, 2 | l +m}− ε′,
where ε′ = 1 if k ≡ 0 (mod 4), ε′ = 0 otherwise, and this is the number of elementary
divisors equal to 2. There are no other elementary divisors.
Also the cases of Z{1+,2−} and Z{1−,2+} are similar. For example, for Z{1+,2−}, it is
easy to verify that the coboundary δk(I2(p)) equals δk(I2(p′)) if p ≡ p′ (mod 4) (recall
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that 2 | p). Here we have to consider elements of the shape ±(1 + s1) and ±(1 − s2) in
δksym. Their number is the number of elementary divisors equal to 2, which are the only
elementary divisors of δk. So their number equals
λk := #
{
(l,m): 2l +m= k, 2 | l +m}+ #{(l,m): 2l +m= k, 2  l +m}
= #{(l,m): 2l +m= k}.
It is also easy in this case to verify the formulas of Theorem 2.1.
Case 2  p. From general theorems, I2(p) for odd p is periodic, and it is possible to see
that the period is 4. So it would be sufficient to compute the first groups. However, for sake
of completeness, we indicate a proof based only on Theorem 1.2.
Let us consider the trivial module Z{1+,2+}. The coboundary matrices δk in case 2  p
decompose into blocks in a way similar to the case 2 | p. Using again Lemma 2.2 one finds
that these blocks are still related to the entries in δksym of the form ±(1+ si) and are of the
following shapes (we are considering the natural ordering on the flags):

−1 1 0 0
−1 1 0 0
(−1)k2 0 −1 1
0 (−1)k2 −1 1

 (9)
which correspond to incidences [Γ iα,β : Γ jα′,β ′ ], where i, j ∈ {1,2} and (α,β) ∈ {(l +
1,m− 1), (l,m+ 1)}, (α′, β ′) ∈ {(l,m), (l − 1,m+ 2)}; and[
2 −1 1
2 −1 1
]
(10)
corresponding to incidences [Γ il,1 : Γl], i = 1,2,2  l. So they appear when k ≡ 2 (mod 4).
Blocks of type (9), (10) are the unique ones appearing for even k. For odd k there appear
blocks of type (9) plus one more block formed from the first two columns of (9)

−1 1
−1 1
(−1)k2 0
0 (−1)k2

 (11)
which is related to incidences [Γ i1,k−1 : Γ j0,k] and [Γ i0,k+1 : Γ j0,k].
For k ≡ 1 (mod 4) the upper left corner block is obtained from (9) by deleting the first
row, while for k ≡ 3 (mod 4) the upper left corner block is given by
[−p p ] . (12)
Blocks of type (9) (even with the first row removed) and of type (10) give only
elementary divisors equal to 1; blocks of type (11) give one 1 and one 2, while those
of type (12) give of course one p. So it is easy to reduce δk and obtain Theorem 2.1 for
this case.
The case of the representation Z{1−,2−} is analogous. ✷
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3. Cohomology of symmetric groups
Let us consider now the symmetric group Sn. Classically, one has Sn-modules, the
so-called Specht modules, which give (over Q) all irreducible representations of the
symmetric group. There is a Specht module Sµ for each partition µ of n. It is possible to
define such modules in different ways; here we briefly recall the combinatorial definition
as given in [10].
If µ= µ1, . . . ,µk is a partition of n, one has a diagram
[µ] = {(i, j): i, j ∈ Z, i  1, 1 j  µi}.
A µ-tableau is obtained by filling each node in [µ] by one of the integers 1, . . . , n (no
repetitions allowed). Say that two µ-tableaux are equivalent if the corresponding rows
contain the same numbers (possibly permuted), and call an equivalence class of µ-tableaux
a µ-tabloid. If F is an arbitrary field, let Mµ be the vector space over F generated by µ-
tabloids. There is an obvious action of Sn on tabloids, so Mµ is an FSn-module. Next one
defines certain elements of Mµ, called polytabloids.
Given a µ-tableau t , let Ct ⊂ Sn be the column stabilizer of t, i.e., the subgroup which
keeps columns setwise fixed, and set kt ∈ FSn as the element
kt :=
∑
π∈Ct
sgn(π)π.
The polytabloid et is defined by acting through kt on the tabloid associated to the tableau
t (notice that et depends on t, not just on the associated tabloid). One defines the Specht
module Sµ as the submodule of Mµ which is generated by all polytabloids. It is clear that
Sµ is a cyclic module, generated by any one polytabloid.
A basis of Sµ is given by all polytabloids et such that t is a standard tableau, i.e.,
numbers increase along the rows and down the columns of t . Recall also that there is a
formula for the dimension of Sµ (the hook formula; see [10, Chapter 20]).
Now we consider the case n = 5. We indicate the Specht module Sµ, according to the
partition µ of 5, by [µn11 ,µn22 , . . .] (counting multiplicities). By using methods similar to
Section 2, it is possible to compute cohomology for almost all cases (for case [22,1] we
have partial computations). Details will appear elsewhere.
Theorem 3.1. One has:
(i) Hk(S5, [5])=


Z, if k = 0,
(Z/2)[k/3], if 2  k,
(Z/2)[k/3]+1, if k ≡ 2 (mod 4),
(Z/2)[k/3] ×Z/3×Z/4, if k ≡ 4 (mod 8),
(Z/2)[k/3] ×Z/3×Z/4× Z/5, if k ≡ 0 (mod 8),
(ii) Hk(S5, [15])=


(Z/2)[k/3]+1, if 2  k,
(Z/2)[k/3], if 2 | k, k ≡ 4 (mod 8),
(Z/2)[k/3] × Z/5, if k ≡ 4 (mod 8),
M. Salvetti / Topology and its Applications 118 (2002) 199–208 207
(iii) Hk(S5, [4,1])= {Z/5, if k ≡ 1 (mod 8),0, otherwise,
(iv) Hk(S5, [2,13])=


Z/3, if k ≡ 2 (mod 4),
Z/5, if k ≡ 3 (mod 8),
0, otherwise,
(v) Hk(S5, [3,12])= { (Z/2)[(k+1)/2]+1 ×Z/5, if k ≡ 2 (mod 8),
(Z/2)[(k+1)/2], otherwise,
(vi) Hk(S5, [3,2])= { (Z/2)[(k+2)/3].
Of course, the simplest cases of these cohomologies are classically known: the 3- and
5-torsion are easy to work out by classical methods, since the 3- and 5-Sylow subgroups
are cyclic. So, it is known that (for the trivial representation) the 3-torsion is always a Z/3Z
in degrees 4k, k  1. Similar result applies to the 5-torsion, where a Z/5Z occurs in each
degree 8k, k  1. Also the case of the 2-torsion is classical.
For n > 5, we also have some explicit computations of cohomology; at the moment,
they do not cover all possible cases. (See also [2] for cohomologies of symmetric groups
in certain Specht modules.)
Notice that the homology of symmetric groups is also known with some other choices
of coefficients, at least additively. For example, the homology of the wreath product Sn Π
is given as a functor of the homology of Π .
As said before, our method works (in principle) with any choices of coefficients, so it is
hopefully possible to use it in order to compute more general cohomology.
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