Extremos Condicionados. Una Propuesta Metodológica para su resolución by Gigena, Salvador et al.
b(4, e; O)+ b(4, e; 1) + b(4, e; 2) = (1- e)4 + 4e(1- e)3 + 6e2(1- e)2 
e) el valor de e que hace igualmente fiable los dos calefactores debe satisfacer la ecuación 
o sea, 
O= e2 (e- 1)(e- 1/3), 
de donde e = ~' pues o < e < l. 
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Extremos Condicionados 
Una Propuesta Metodológica para su Resolución 
S. Gigena - M. Binia - D. Abud 
l. Introducción. 
En este articulo nos proponemos exponer un camino alternativo general para la 
búsqueda de máximos, mínimos y puntos de ensilladura para funciones sujetas a 
restricciones. Esta propuesta puede realizarse con total generalidad matemática porque, 
como se verá, las demostraciones son válidas para cualquier número de variables 
independientes y para cualquier número de funciones de restricción. 
Con frecuencia ocurre que a un problema de máximo o mínimo se agregan 
condiciones de manera que las variables no resultan todas independientes. Son los 
problemas de extremos condicionados, también llamados ligados, restringidos o 
vinculados. Estos problemas son muy comunes en Ingeniería y en otras ramas de ciencia 
aplicada donde los vínculos tienen una especial importancia por el grado de 
incertidumbre que le agrega al problema. 
Sabemos que para el caso de una función de dos variables, decimos que la 
función 
z = f(x,y) 
diferenciable tiene un máximo o mínimo relativo con la condición (diferenciable) 
G(x,y) =O 
en el punto (a,b) si en algún entorno V de (a,b) la función, restringida al conjunto 
de puntos donde también se cumple la mencionada condición, toma valores que no son 
mayores, o no son menores (respectivamente), que el valor de la función en el punto. 
Si la función a extremar es de tres variables 
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u= f(x,y,z) 
puede admitir: o una ecuación de condición 
G(x,y,z) =O, (dos variables "libres"). 
o dos ecuaciones de condición: 
G1(x,y,z) =O, G2(x,y,z) =O, (una variable "libre"). 
Ejemplos de estas situaciones son los siguientes problemas geométricos: 
l. Determinar la mínima distancia del origen de coordenadas hasta una curva (plana) de 
ecuación dada por G(x,y) =O: la función a extremar es f(x,y) = ~x2 + / , y la 
ecuación de ligadura 
G(x,y) =O. 
2. Determinar la mínima distancia del origen de coordenadas a una curva en el espacio. 
La función a extremar es f(x, y, z) = ~x2 + / + z2 , las ecuaciones de ligadura: 
(la curva está dada por la intersección de dos superficies: 
En el caso general la función a extremar está dada por una expresión de la forma: 
con m condiciones: 
(donde i = 1,2, .... ,m) 
(Caso general la función a extremar: , 1: n-m~ R, y= f(x) · y las cuaciones de 
condición serán expresadas por: G: , .m~ m, G(x) =O) 
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En Jos casos en que no es posible despejar a partir de la condición algunas de las 
variables en términos de las otras se utiliza el procedimiento conocido como Método de 
los Multiplicadores de Lagrange. A seguir, vamos a recordar el teorema en el cual se 
basa dicho método, e incluir una demostración del mismo, con el principal objetivo de 
exponer, simultáneamente, una de las nomenclaturas a ser usada en el resto de este 
artículo. (Ver también [1] [2], [3], [4], [5], [6], [7]) 
Teorema. Sea X 0 un punto extremo de una función diferenciable 1: n-m ~ R 
restringida a un conjunto S= { (x¡ , X2, ... , Xn+m) E Rn-m 1 G (X¡ , X2 , . .. , Xn+m) = 
= O}C Rn·m, donde la función G = (G¡, ... , Gm): Rn-m ~ m es diferenciable, y la 
matriz Jacobiana G'(X0 ) tiene m columnas linealmente independientes. Entonces, 
existen valores escalares A 1 , A2 , ... ,A m E .IR, tales que X0 es punto crítico de la función 
definida por F = 1 + A¡ G¡ + ... +Am Gm: Rn+m ~R. 
Demostración. Sea X0 = (ap .... ,an,an+P"···,an+m) y supongamos, por comodidad y sin 
pérdida de generalidad, que las m columnas linealmente independientes de G'(X0 ) 
son las m últimas (si así no fuera reordenamos las variables): o:; , o:; , ... , _!!!__. 
acn+l acn+2 acn+m 
asegura que existe una función diferenciable h = (h¡, ... , hm): Rn ~ Rm definida sobre un 
entorno abierto N C Rn, de U0 , tal que h( U0 ) = Vo y H(u) = (u,h(u)) E S, Vu E N. 
Tenemos entonces que: S n(N X Rm) =Grafo de h =Imagen de H. En otras palabras, 
la función H: N~ R"-m realiza una parametrización de (la variedad diferenciable) S 
en un entorno de X 0 y, por lo tanto, las columnas del Jacobiano de H en U0 : 
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1 o o 
o 
o o o 
o o 1 
H'(U0 ) = o/1¡ o/1¡ !JI~ 
!Jxl !Jx2 !Jxn 
ohm ohm ohm 
!Jxl !Jx2 !Jxn U o 
resultan vectores generadores del espacio tangente a S en X 0 , al cual llamaremos 
Txo (S) . Como estos vectores son claramente linealmente independientes, la dimensión 
de Tx
0 
(S) es n . Ahora bien, como f restringida a S tiene un punto extremo en X 0 , 
y H parametriza a S en un entorno de X 0 , resulta que f oH tiene un extremo 
relativo en U0 , luego 
Por otra parte, puesto que G oH es constantemente cero en S, resulta que también 
tenemos 
Entonces las filas de las matrices 
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!JGl !JG¡ !JG¡ 
f'(X,) ~( t3 f, t3 f , ... ,_!1_ J !Jxl !Jx2 OXn+m y G'(X0 ) = OX1 OX2 !Jxn+m X o oGm !JGm !JGm 
!Jx !Jx2 OXn+m 1 X o 
son vectores pertenecientes a ( Tx
0 
(S) t, espacio ortogonal al espacio tangente Y,'< o (S) . 
Como la dimensión de ( T_'<o (S) t es ( n +m)- n = m , y tenemos m + 1 vectores, estos 
deben ser linealmente dependientes y, por lo tanto, existen escalares p0 ,j3w··,f3m, no 
todos nulos, tales que 
!Jf !Jf !Jf 
!Jxl !Jx2 OXn+m 
!JG¡ !JGl !JG¡ 
ox, !Jx2 OXn+m 
(Po PI p2 Pm) =(0 o ... o 0). 
!JGm !JGm !JGm 
OX¡ !Jx2 OXn+m 
Puesto que G'(X0 ) tiene rango m, entonces debe ser Po :~;O. Luego, 
multiplicando la anterior expresión por el inverso Po -l, y llamando A; = P; , 1 ~ i ~ m , 
f3o 
obtenemos (f + A,G1 + ~G2 + · · · + A.mGm )' ( X 0 ) = (O, 0, ... , O). Esto nos permite afir-
mar, por lo tanto, que f + A,G1 + ~G2 + · · · + A.mGm tiene un punto critico en X 0 , lo que 
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concluye la demostración del teorema. 
En conclusión, basándonos en el teorema que acabamos de demostrar, podemos 
detectar los posibles extremos condicionados calculando los puntos críticos de la función 
F (xl' ... ,Xn+m) = f (xl' ... ,Xn...m) + A,G¡ (XI' ... ,xn ... m) + ... + íl.mGm (.x¡, ... ,Xn+m). 
A los escalares A¡, 1 s i s m, se los llama Multiplicadores de Lagrange, y al 
procedimiento se lo conoce como Método de los Multiplicadores de Lagrange. 
2. Examen de las derivadas segundas. Nuestra propuesta. 
Usando la misma notación, vamos a presentar un método para determinar si los 
puntos críticos encontrados mediante el teorema anterior son, efectivamente, máximos, 
mínimos o puntos de ensilladura condicionados, y para ello procedemos a analizar la 
función 1 o H: N ~ R en el punto U0 , y estudiar qué tipo de punto crítico tiene en 
el conjunto abierto N e R n, siguiendo los pasos requeridos en el estudio de extremos 
libres mediante el Hessiano de la función 1 o H . 
Pero, aquí surge un problema: muchas veces es muy dificultoso, y a veces 
imposible, obtener la función H = (Id, h) en forma explícita. En estos casos, se debe 
recurrir a derivar en forma implícita la función h a partir de la expresión 
GoH = Go(Id,h)= O. 
En el resto de esta exposición supondremos que, tanto la función escalar f 
como la función vectorial G , son diferenciables de clase C(2). 
La matriz Hessiana de f o H , 
puede ser calculada de la siguiente forma: denotamos u = ( u1 , u2 , ••• , un) a las n 
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primeras coordenadas del argumento de G y v = (v 1 , v 2 , ••• , vm) a las m últimas. 
Entonces la función h está definida por: 
Denotamos con G' V a la matriz cuya fila i-ésima está formada por las derivadas 
parciales de G¡ respecto a las variables V¡' v2, ... , V m , esto es 
éJG¡ éJGl éJGl éJGl éJG¡ éJGl 
Ov¡ 8v2 Ovm Oxn+l Oxn+2 Oxn+m 
G'= = V 
éJGm éJGm éJGm éJGm éJGm éJGm 
Ov¡ 8v2 éJvm Oxn+l Oxn+2 OXn+m 
A fm de facilitar la expresión de las ecuaciones a ser presentadas, vamos a denotar, 
también con subíndices las derivadas sucesivas de las funciones escalares y vectoriales, 
' 
así, por ejemplo: 
éJf rl f aG := G., a2G := GIJ .. , aGaxa.-n := Ga-n,i, ~G;-n := Ga-n,lj··. 
-:=/;, -a  :=fij, a 1 a a !X !X Bx; !X; !Xj !X; !X; !Xj 1 ; j 
Además, para mayor claridad en la exposición, usaremos los siguientes rangos de 
índices: con letras latinas minúsculas denotaremos índices variando entre 1 y n , t.e., 
1 s i,j,k,l ... s 11; mientras que las minúsculas griegas serán reservadas para denotar 
una variación entre n+l y n+m, i.e., n+lsa,fJ,y,íl., ... sn+m . Con esta 
convención resulta, por ejemplo, la expresión de la matriz 
[ G;] ~ ( :;~: ) ~ (a~:;· ) ~( G •-•.P ) , y, puesto que ésta es no singular, denotaremos 
. . , [G' ]-1 (caP) su mversa con la expres10n v = . 
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Ahora, retomando a nuestra exposición, puesto que se cumple la condición 
K(u) := G (u , h (u)) = O, V u E N e R n, resulta que todas las derivadas de esta 
función se anulan. En particular para las primeras derivadas, con respecto a u; , 
obtenemos: 
o 
o 
que, en términos de la notación anterior, puede ser representada por: 
entonces 
oh [ ]-1 oG 
-(u)=- G~(u,h(u)) ·-(u,h(u)) 
OU; OU; 
(1), 
esto es, nuevamente en la notación indicia!, 
hr-n,i =-l:: GarGa-nJ · 
a 
Similarmente, si derivamos nuevamente la expresión de la primera derivada 
o K 
- , ahora respecto a u j : 
OU; 
que podemos también representar por 
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obtenemos 
éilz (u)=-[G~r. ol~ +[G~r ·(aa)' ·[G~r. oG +[G~r'. oiG~]_[a:r. oG-
OU¡OU¡ ou,ouj au¡ V OU¡ OU¡ OU¡ 
-(G;r {[[G;r' · ~ J [( G:jJ(G;r' · :~} (2) 
y, en la notación indicia}, resulta 
hr-n .ij =-¿ Ga'Ga-n .ij + ¿ carca-n ,i¡¡GPI1Gp-n,j + I Ga'Ga-n ,pjGpfJGp-n ,i -
a a,¡¡,p a,p,p 
- I carca-n ,pvGP''Gp-n ,jG¡¡pG¡¡-n,i . 
a,p,v.p,¡¡ 
Sea ahora J = f o H . Para obtener el Hessiano de esta función calculamos 
a; 
primero -(u): 
&¡ 
oJ of , oh 
-(u)=-(u,h(u))+ fv(u,h(u))-(u), 
ou. ou. oul. 1 1 
esto es, en notación indicia!: 
ji=/;+ L faha-n,i = /;- LfaGfJaGp-n,i · 
a a,p 
A seguir, derivando esta expresión respecto a u j, obtenemos: 
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a~J(u) (u)= o 2f(u,h(u)) (u,h(u)) 
OU¡OU j OU¡OU j 
= ~o2! -(of)' ·(G~r. ~G +{~¡; +[-(a~r. ~Glr ·(J.:)~}·{-(a~r oG}+ ou ou. ou. ou,. ou,. ou,. OU¡ 1 ) 1 \-' 
_ .... 
0 2? +(~G). ·(G~r. oG + o(G~J.[a~r. ~G _ 
OU¡OU j OU¡ V OU¡ ou j OU¡ 
~{[(G;r' ~~ J[(G;t }(G:r' ;~} ' 
que también puede expresarse por 
jij =/y- L J;aGfJaGfJ-n,j- Lfa}GfJaGfJ-n,i + L fa,fJGpaGp-n.PvfJGv-n,j + 
a.fJ a,fJ a,fJ ,p,v 
En consecuencia, la naturaleza del punto crítico puede ser determinada 
evaluando la expresión anterior en el punto U0 , y usando los métodos conocidos para 
extremos libres: 
1}2J(u) (Uo) = t32f(u,h(u)) (Uo,h(Uo)). 
OU¡OU j OU¡OU j 
Vemos entonces que esta derivada, lugar (i, JJ del Hessiano de J = f oH 
siempre puede ser calculada en términos de los datos con que se cuenta, que son: 
Derivadas de las funciones f y G , hasta de segundo orden, valuadas 
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Veamos a continuación dos casos ilustrativos del método propuesto: 
O Cuando n = 1 y m = 2 
La función a extremar: 
Las ecuaciones de condición pueden ser representadas por: 
podemos expresar por: 
(aG a e 
axl ax2 
G1(x"x2 ,x3) =O 
G2(xpx2,x3) =O' 
8G1 8G1 
axl ax2 aG)~ 
ax3 8G2 aG2 
axl ax2 
8G1 
ax3 
8G2 
ax3 
Si las dos últimas columnas son linealmente independientes es posible definir las dos 
variables (x2 ,x3) en función de X1 : 
y calcular sus derivadas. En efecto, derivando las ecuaciones de condición, y usando la 
notación indicia! para la función G: 
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OU¡OU j OU¡OU j 
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0 2? +(~G). ·(G~r. oG + o(G~J.[a~r. ~G _ 
OU¡OU j OU¡ V OU¡ ou j OU¡ 
~{[(G;r' ~~ J[(G;t }(G:r' ;~} ' 
que también puede expresarse por 
jij =/y- L J;aGfJaGfJ-n,j- Lfa}GfJaGfJ-n,i + L fa,fJGpaGp-n.PvfJGv-n,j + 
a.fJ a,fJ a,fJ ,p,v 
En consecuencia, la naturaleza del punto crítico puede ser determinada 
evaluando la expresión anterior en el punto U0 , y usando los métodos conocidos para 
extremos libres: 
1}2J(u) (Uo) = t32f(u,h(u)) (Uo,h(Uo)). 
OU¡OU j OU¡OU j 
Vemos entonces que esta derivada, lugar (i, JJ del Hessiano de J = f oH 
siempre puede ser calculada en términos de los datos con que se cuenta, que son: 
Derivadas de las funciones f y G , hasta de segundo orden, valuadas 
40 
Veamos a continuación dos casos ilustrativos del método propuesto: 
O Cuando n = 1 y m = 2 
La función a extremar: 
Las ecuaciones de condición pueden ser representadas por: 
podemos expresar por: 
(aG a e 
axl ax2 
G1(x"x2 ,x3) =O 
G2(xpx2,x3) =O' 
8G1 8G1 
axl ax2 aG)~ 
ax3 8G2 aG2 
axl ax2 
8G1 
ax3 
8G2 
ax3 
Si las dos últimas columnas son linealmente independientes es posible definir las dos 
variables (x2 ,x3) en función de X1 : 
y calcular sus derivadas. En efecto, derivando las ecuaciones de condición, y usando la 
notación indicia! para la función G: 
41 
[G''}[G,, G,,,] d.x2 ~[:] dx¡ (3), 
G2.1 G2.2 G2,3 
dx3 
d.x1 
y despejando resulta 
[ d~ dx2 
=f'·' G, r [ G,,, J=- ~ ( _G, -:·) ][:'·}[ ~ ~] dx¡ dx¡ dl~ dx3 
G 2.2 dx¡ d~ G2,3 G 2.1 G2 .2 1.2 2,1 /). 
donde para mayor comodidad y claridad en la notación hemos definido los menores 
determinantes del Jacobiano de G de acuerdo al siguiente esquema: 
11 = G1.2G2,3- G1,3G2,2, B = G1,1G2,3 - G1 ,3G2.P C = G1.2 G2,1- G1 .1 G2,2 · 
Ahora si, como en el caso general, denotamos H = (Id, h) tenemos que 
Entonces H parametriza a S y podemos escribir 
cuya primera derivada resulta, entonces, 
Veamos la anterior expresión en términos de la nomenclatura matricial: 
42 
8G1 8G1 8G2 _aG1 
G~(u,h(u)) = ax2 ax3 , y de aquí: [ c :r1 = ~ ax3 ax3 
aG2 a e _ 8G2 8G1 
, donde hemos 
__ 2
ax2 ax3 ax2 ax2 
') ac ac ac ac 
expresado, igualmente, 11 := det ( Gv = - 1 --2 --1 - 2 • 
ax2 ax3 ax3 ax2 
Se obtiene, entonces, la siguiente expresión para la derivada primera: 
En búsqueda del "Hessiano" derivamos otra vez en la expresión ( 3) : 
de la cual obtenemos: 
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y de esta última resulta la expresión 
- ~[ ( G1.3G1.22 - G,.JG1,22 ) 81 + ( G1.3G1.33- G1.3G2.33) e1 + 2 ( G1.3G1.23 - G1.3G1.23 ) 8e ]· 
!:. ( G,,1G2 ,22- G1.1G1 ,22 ) 81 + ( G, ,1G1.33- G1,1Gl .J3 ) e1 + 2 ( G, ,1G1,23 - G1,1Gl,23) 8e 
Ahora podemos calcular el "Hessiano", primeramente escribimos: 
y, sustituyendo los valores de las dos primeras derivadas de h calculadas anteriormen-
te: 
44 
Jll = ¡;, -~(8¡;2 + e¡;3)+ ~2 ( 82 In+ e1fn + 28efn)-
{±( G2,3 GI ,II - G, ,JG2.11) + : 2 [ 8( GuG2,12 - G2,3GI,I2) +e( G, ,JG2.13- G2.3GI,I3)] + } -/, + 
- + ~3 [ 8 2 ( G2,3G1,22 - G1,3G2.n) + e 2 ( G1,3G,.33- G,,3G2,33 ) + 28e( G2.P1.2J - G,.JG2 23)] 
{±( G,.2G2,11 - G2.2Gw) + : 2 [ 8( G2.2G1,11 - G,,2G2.12) +e( G2,2G,,13 - GuGw)] + } -h ' + ~3 [ 82 ( G,.2G2,n - G2.1G,,2J + e2 ( G, ,2G2.33- Gl.2GI.33) + 28e( GuG2.23 - G2.2GL:3) J 
El mismo resultado puede ser obtenido, en la notación matricial, efectuando los 
cálculos indicados y representando las matrices de acuerdo al siguiente esquema: 
a2¡ a2¡ B2G 1 B2G __ 1 
(!;)~ = ( ax2 )2 & 28x3 aa~= ax.ax2 & 18x3 a2¡ a2¡ auj 
ax2~ ( ax3 )2 
Cuando n = 2 y m = 1 
La función a extremar: 
(a:)~= 
B2G 2 B2G __ 2
ax.ax2 ax~~ 
B2G 82G 
( ax2 )2 ax2ax3 
82G 82G 
ax2ax3 ( ax3)2 
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B2G __ 1 
( ax. )2 
---= 
B2G 
__2 _
( axl )2 
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B2G __ 1 
( ax. )2 
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B2G 
__2 _
( axl )2 
La ecuación de condición: 
En este caso vamos a suprimir el uso de subíndices para las componentes de G , puesto 
que hay sólo una, y escribimos G1 := G . Similarmente, escribiremos h¡ := h . 
Por otra parte, el Jacobiano de G es 
y, si suponemos que oG = G3 ~O, es posible definir a X3 como función de x1 y x2 , ax3 
i.e., x3 = h (X¡, x2 ), y calcular sus derivadas parciales. 
Así, derivando en la ecuación de condición obtenemos: 
y, en consecuencia, podemos expresar las derivadas parciales de la función h por las 
ecuaciones: 
a e a e 
A continuación, consideramos la función 
46 
siendo 
J (x1, x2 ) := (f oH)( x1,x2 ) = f( H (x1,x2 )) 
= f(Id(x"x2 ) h(x"x2 )) 
= f ( ( x, , x2 ) , h ( x1, x2 ) ) 
h: ne~ R, 
H: R1~ R3. 
Derivando con respecto a cada variable libre: 
OG 
aJ _ o(foH) _a¡ a¡ oh_ a¡ a¡ ax, 
- --+-------
ax, ax, ax, ax3 ax, a.x, ax3 ac ' 
ax3 
ac 
aJ _ o(foH) _a¡ a¡ oh_ a¡ a¡&; 
-- --+-------
ax2 O.X2 O.X2 O.X3 ax2 ax2 ax3 ac 
ax3 
Podríamos también, en su caso, calcular las expresiones anteriores en términos 
de la nomenclatura usada alternativamente: 
, ( ) ac [ . ]-' 1 Gv u,h(u) = ~- , G,, = oG . 
U,\.3 
47 
La ecuación de condición: 
En este caso vamos a suprimir el uso de subíndices para las componentes de G , puesto 
que hay sólo una, y escribimos G1 := G . Similarmente, escribiremos h¡ := h . 
Por otra parte, el Jacobiano de G es 
y, si suponemos que oG = G3 ~O, es posible definir a X3 como función de x1 y x2 , ax3 
i.e., x3 = h (X¡, x2 ), y calcular sus derivadas parciales. 
Así, derivando en la ecuación de condición obtenemos: 
y, en consecuencia, podemos expresar las derivadas parciales de la función h por las 
ecuaciones: 
a e a e 
A continuación, consideramos la función 
46 
siendo 
J (x1, x2 ) := (f oH)( x1,x2 ) = f( H (x1,x2 )) 
= f(Id(x"x2 ) h(x"x2 )) 
= f ( ( x, , x2 ) , h ( x1, x2 ) ) 
h: ne~ R, 
H: R1~ R3. 
Derivando con respecto a cada variable libre: 
OG 
aJ _ o(foH) _a¡ a¡ oh_ a¡ a¡ ax, 
- --+-------
ax, ax, ax, ax3 ax, a.x, ax3 ac ' 
ax3 
ac 
aJ _ o(foH) _a¡ a¡ oh_ a¡ a¡&; 
-- --+-------
ax2 O.X2 O.X2 O.X3 ax2 ax2 ax3 ac 
ax3 
Podríamos también, en su caso, calcular las expresiones anteriores en términos 
de la nomenclatura usada alternativamente: 
, ( ) ac [ . ]-' 1 Gv u,h(u) = ~- , G,, = oG . 
U,\.3 
47 
Entonces, expresando las primeras derivadas en términos de la notación con 
índices resultan: 
Finalmente derivamos otra vez: 
a
2
J = a
2(foH) = a2f + a2J m3 +( a2f + a2f 2 m3 Jm3 +a¡ a2x\ , ( axl ) 2 ( axi r ( axl ) 2 axl ax3 axi ax3 axi ( ~) axl axl ax3 ( axl ) 
a2 J a2 (J oH) a2j a2j m3 ( a2j a2j m3 J m3 aj a2x3 ( ax2 )2 = ( ax2 )2 = ( ax2 )2 + ax2ax3 ax2 + ax3ax2 + ( m3 )2 ax2 ax2 + ax3 ( m2 )2 ' 
a
2
J = a
2 (foH) = &¡ + a2f m3 +( a2f + &/2 m3 Jm3 +a¡ a2x3 , m1 ax2 m1 m2 m1 m2 m1 m3 m2 m3 m2 ( ax3 ) m2 m1 m3 axl ax2 
y, también, para representar estas derivadas segundas en términos de la nomenclatura 
alternativa, escribimos: 
( o ¡J. a2J - = ' i=l,2; OU¡ V axlk¡ 
Entonces en términos de la nomenclatura indicia!, obtenemos la siguientes 
' 
ecuaciones para las componentes de la matriz Hessiana: 
48 
3. Comparación con otros métodos. 
Recordemos, a seguir, los clásicos métodos ya desarrollados en [1]; [2]; [4] Y.~]: 
Por ejemplo, Spring, D. [6] considera, de acuerdo a nuestra nomenclatura, la func10n 
Lagrangiana L : Rn-lm--+ lR definida por: 
m 
L( A,, ... , Am,xl , ... ,xm,Xm+l , ... , xm+n) = f (x¡ , ... , xm+n) + LAaGa ( Xp ... ,xm+n). 
a=l 
En consecuencia, su Hessiano es una matriz (n+2m) X (n+2m) que podemos 
representar por la ecuación: 
o o 
o o 
HL(fo) = 
acl Cfo) 
axm+n 
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donde Yo= (A.,X0 ), y tenemos m condiciones o funciones de restricción; n variables 
libres. (para una mayor información ver [6]. También se puede ver un caso particular en 
Marsden y Tromba, [4], donde m= 1). El análisis de Spring, en cuanto a determinar si 
los puntos críticos son máximos, mínimos o puntos de ensilladura, está basado en el 
estudio de una sucesión finita de menores principales superiores izquierdos de la matriz 
anterior. (Ver [6], Sección 2, Teorema 1). A continuación exponemos una síntesis de su 
trabajo. 
Sea (y¡) 1 ~j~r una sucesión no trivial de números reales (esto es, con no todos 
sus términos iguales a cero). Sea Yk el último término diferente de cero en esta suce-
sión. 
Definiciones: 
3.1. La sucesión (y¡) se dice que es positiva semi-definida si yj >O, j = 1, ... ,k. 
3.2. La sucesión (y) se dice que es negativa semi-definida si ( -1/ yj >O, j = 1, ... ,k. 
3.3. La sucesión no trivial (y) se dice que es de tipo ensilladura si ninguna de las 
condiciones (3 .1) o (3 .2) se satisface. Esto es, se verifica: ya sea que algún 
yj =O, j <k, o la sucesión de signos no es la indicada en (3.1) o (3.2). 
3.4. La sucesión (y) se dice que es positiva (negativa) definida si es positiva 
(negativa) semi-definida y k= r (esto es, el último término Yr ::¡;O). 
Notación. 
(a) Un menor principal de orden j- ésimo de una matriz cuadrada M, de orden 
n x n, es el determinante de una submatriz principal jx j de M (esto es, una 
submatriz obtenida suprimiendo (n- j) filas y las correspondientes (n- j) 
columnas de M . 
(b) Sea M una matriz cuadrada n x n. Para cada permutación 7r de { 1, ... , n} 
Sea 
denotemos con M(n) la matriz obtenida a partir de M permutando las filas y 
columnas de acuerdo a 7r. 
50 
1 1 = ( -lt x [menor principal superior izquierdo de orden k de la matriz Hessiana HL(Y0 )], 
donde 1 ~k~ 2m+ n. En particular r 2m+n = ( -1t det HL(.fo). 
Sea 7r una permutación de { 1, ... ,2m+ n} : y sea 
1 .t(n) = ( -1)"' x [menor principal superior izquierdo de orden k de la matriz HL(fo)(n)], 
1 ~k ~2m+ n. Sólo las sucesiones cr 2m+p )¡~psn = cr 2m+P ... , r 2m•n) } 
(r (n)) serán usadas en el análisis. 2m..-p l~p~n 
Teorema l. (Examen de las segundas derivadas). Supongamos que Yo =(A., X 0 ) es un 
punto crítico de la función Lagrangiana L . Supongamos que f , G 1: Rm-n ~ 
1 ~ i ~m, sean funciones diferenciables de clase C(3) en un entorno de X 0 , y que el 
Jacobiano de la función G = (G¡, ... ,Gm): Rm-n ~ Rm tiene rango maximal (=m) en 
X 0 . En particular, reordenando las variables (x1 ••• , xn, xn+1 ... , xn+m), si fuera 
necesario, supongamos que el determinante Jacobiano 
(Obsérvese que aquí, a diferencia de lo que nosotros postulamos en la demostración del 
teorema de la Sección 1 se supone que las m columnas linealmente independientes de 
G'(X0 ) son las m primeras). 
(a) Supongamos que f 2m+n ::~;O (esto es, que det HL(.fo) ::~;O). 
(i) Si la sucesión (f 2m+p)I~p~n es positiva-definida entonces, sujeta a las 
restricciones, f tiene un mínimo local estricto en X 0 . 
(ii) Si la sucesión (f2m+p)I~p~ es negativa-definida entonces, sujeta a las 
restricciones, f tiene un máximo local estricto en X 0 . 
(b) Supongamos que la sucesión cr2m+p)l~pSn es no trivial y de tipo ensilladura (en 
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Teorema l. (Examen de las segundas derivadas). Supongamos que Yo =(A., X 0 ) es un 
punto crítico de la función Lagrangiana L . Supongamos que f , G 1: Rm-n ~ 
1 ~ i ~m, sean funciones diferenciables de clase C(3) en un entorno de X 0 , y que el 
Jacobiano de la función G = (G¡, ... ,Gm): Rm-n ~ Rm tiene rango maximal (=m) en 
X 0 . En particular, reordenando las variables (x1 ••• , xn, xn+1 ... , xn+m), si fuera 
necesario, supongamos que el determinante Jacobiano 
(Obsérvese que aquí, a diferencia de lo que nosotros postulamos en la demostración del 
teorema de la Sección 1 se supone que las m columnas linealmente independientes de 
G'(X0 ) son las m primeras). 
(a) Supongamos que f 2m+n ::~;O (esto es, que det HL(.fo) ::~;O). 
(i) Si la sucesión (f 2m+p)I~p~n es positiva-definida entonces, sujeta a las 
restricciones, f tiene un mínimo local estricto en X 0 . 
(ii) Si la sucesión (f2m+p)I~p~ es negativa-definida entonces, sujeta a las 
restricciones, f tiene un máximo local estricto en X 0 . 
(b) Supongamos que la sucesión cr2m+p)l~pSn es no trivial y de tipo ensilladura (en 
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particular no suponemos que detHL(fo):t:-0, sólo que (f2m+p)lspsn :t:-0 para algún 
p ). 
Entonces, sujeta a las restricciones, f no tiene máximo local ni mínimo local en 
Xo. 
Este caso se conoce como la alternativa de ensilladura. 
(b)' (Alternativa de ensilladura amplia). Supongamos que existe una permutación ;r de 
las últimas n filas y columnas de la matriz HL(fo) (esto corresponde a una 
permutación de )as últimas n variables JRn-m : (X¡, ···• Xm-n)~ (X¡ •... , Xm ,X • .,(m-1),····• 
X . .,(m.,.n) ) ) tal que la sucesión cr 2m+ p (;r ))lspsn asociada a la matriz HL(fo )(;r) sea no 
trivial y de tipo ensilladura. Entonces, sujeta a las restricciones, f no tiene máximo 
local ni mínimo local en X 0 . 
Por su parte, Fleming considera: 
F = L = a2L 
IJ IJ ax'ax1 
que son los elementos de la submatriz (m+ n) x (m+ n) de derivadas segundas de L 
que podemos ver en el ángulo inferior derecho del Hessiano "mayor" usado por Spring. 
El análisis de Fleming se basa en el siguiente resultado, (Ver en [2], Sección 4-8, 
Ejercicio 11 ), aquí también expuesto según nuestra nomenclatura: 
Sean f y G de clase c<2>, y sea 
n+m 
Q(Y,t) = L ~(Y)t't1 
l,j=l 
a) si fls tiene un máximo relativo en X 0 , entonces Q( Y,,, t) ~O V t E T.r" (S), 
espacio tangente a S en X 0 . 
b) si Q(~,t) >O, Vt E T.r" (S), t :1:- O , entonces fls tiene un máximo relativo 
estricto en el punto X 0 
Finalmente, concluimos que nuestro método para analizar puntos críticos maneja 
una matriz más reducida y, en cierto sentido, más fácil de operar. En efecto, y según lo 
expuesto anteriormente, tendremos para la matriz Hessiana a ser considerada, tres 
alternati as dimensionales: 
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1) Según nuestro método: n x n. 
2) Método de Spring y otros (caso particular Marsden-Tromba m=l):(n+2m) x n+2m). 
3) Método de Flerning: (n+m) x (n+m). 
Además, y por otro lado, en nuestro método no intervienen los multiplicadores de 
Lagrange, mientras que en los otros dos son parte esencial del cálculo. 
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