Abstract: Let {X i (t), t ≥ 0}, 1 ≤ i ≤ n be independent copies of a random process {X(t), t ≥ 0}. For a given positive constant u, define the set of rth conjunctions C r (u) := {t ∈ [0, 1] : X r:n (t) > u} with X r:n the rth largest order statistics of X i , 1 ≤ i ≤ n. In numerical applications such as brain mapping and digital communication systems, of interest is the approximation of p r (u) = P {C r (u) = φ}. Instead of stationary processes dealt with in
Introduction
Let {X(t), t ≥ 0} be a self-similar R-valued random process with index κ > 0 and P -continuous sample paths, i.e., the finite-dimensional distributions (f.d.d.) of X(λt) coincide with those of λ κ X(t) for all λ > 0. Given X 1 , . . . , X n , n ∈ N independent copies of X we define the rth order statistics process X r:n , 1 ≤ r ≤ n as follows.
X n:n (t) ≤ · · · ≤ X 1:n (t), t > 0. (1) Order statistics play an important role in many statistical applications. If X i (t) models the value of a certain object (say signal or image) i measured at time t ∈ [0, 1], and u a fixed threshold, then the rth conjunction occurs in the time set C r (u) := {t ∈ [0, 1] : X r:n (t) > u}. In applications, of interest is to obtain the probability that C r (u) is not empty, which is given by p r (u) := P sup t∈ [0, 1] X r:n (t) > u . (2) Clearly, p r (u) is the probability that at least r objects overshoot the threshold u before time point 1. Most numerical applications, related to the analysis of functional magnetic resonance imaging (fMRI) data and the surface roughness during all machinery processes, are concerned with the calculation of p r (u); see, e.g., [1, 29] .
For certain smooth Gaussian random fields approximations of p r (u) are discussed for instance in [8, 17, 29] ; results for non-Gaussian random fields can be found for instance in [10] . The recent contributions [18, 19] 
derive asymptotic
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1 expansions of p r (u) considering a stationary (Gaussian) process X. It is well-known that the stationary random field cannot be used to model phenomena and data sets that exhibit certain non-stationary characteristics such as long-range dependence (LRD). Such situations arise naturally in the limit theorems of random walks and other stochastic processes modeling various phenomena such as telecommunications, internet traffic, image processing and mathematical finance. Typically, these processes are related to self-similar processes. We refer to the monographs [7, 11, 12, 20, 28] for complete expositions on theoretical and practical aspects of self-similar processes.
Since the exact calculation of p r (u) is not possible in general, in this contribution we derive the approximations of p r (u), u → ∞ for a self-similar generic process X with index κ.
For the formulation of our main result, we need to introduce Albin's conditions imposed on X; see, e.g., [5, 19] .
Hereafter, let F = 1 − F denote the survival function of a given distribution F .
Condition A: (Gumbel MDA and weak convergence) Suppose that X(1) has a continuous distribution function (df) G with infinite right endpoint, and it belongs to the Gumbel max-domain attraction (MDA) with some positive
Further, we assume that there is a non-increasing, positive function q = q(u) = D 0 u −α0 (1 + o(1)), u → ∞ with some positive D 0 , α 0 , and an R-valued random process {ξ(t), t ≥ 0} with 0 the continuity of the df of ξ(t), t ≥ 0 such that for all m ∈ N, In order to state the tightness condition C below we need the following notation. Let a = 1/(2 sup u∈[0,∞) q(u)) be positive, and L(u) the mean sojourn time of the process X over the threshold u which is defined as
where I{·} is the indicator function. Further we define a sequence {t u a (k)} for given u ∈ R, a ∈ (0, a]: setting t u a (0) = 1 and
Condition C: For the functions w and q given as in condition A, we have for each σ > 0
Condition C is often verified via Propositions 3-5 in [5] . For instance, in view of Proposition 3(ii) in [5] sufficient for condition C to hold is the next condition.
Condition C * : Suppose that there exist some positive constants λ 0 , ρ, b, D and d > 1 such that
holds for all u large and all 0 < t
The contribution of this paper is to establish the approximation of p r (u) under the common Albin's conditions A, B and C (or C * ) given above, which are satisfied by many well-known self-similar processes such as skewed α-stable processes, Kesten-Spitzer processes and Rosenblatt processes in [5] . We will illustrate our findings by the following self-similar processes in Section 3: i) a bi-fractional Brownian motion, ii) a sub-fractional Brownian motion, and iii) a generalized self-similar skew-Gaussian process, see Theorem 3.1. We refer to [15, 16, 21, 22, 26, 27] for related studies on these generalized self-similar Gaussian processes and fields. However, verifying these conditions requires in general significant efforts.
Given the relation between extremes and the sojourn time, in this paper we derive also some results for the mean sojourn time of the rth order statistics process X r:n , see below Propositions 2.1, 2.2. Again, those results will be shown by imposing only conditions on the generic process X. For more studies on sojourn time, we refer to [13, 14] and the recent contribution [23] for stationary Gaussian random fields.
The rest of this paper is organized as follows: The main results are displayed in Section 2 followed then by some illustrating examples. All the proofs are relegated to Section 4 followed by some concluding remarks.
Main Results
In this section we will derive our main results for the order statistics process X r:n generated by X which was specified in the previous section (see (1) ). In order to establish the approximations of p r (u), we need two auxiliary results below on the asymptotic properties of the mean sojourn time of rth order statistics process X r:n over an
Throughout in the sequel G r (·) stands for the df of X r:n (1).
Proposition 2.1. If the df G of X (1) is continuous and further G ∈ M DA(Λ, w), then
Moreover, G r ∈ M DA(Λ, w r ) with w r = w r (u) = rw(u) and
More generally, we can obtain below the bounds of the asymptotic distribution of L r (u) if conditions A and B are satisfied by the generic process X. Let {ξ r:r (t), t ≥ 0} be the minimum process of r independent copies of ξ, and
Proposition 2.2. If condition A holds for the process X, then for each x ≥ 0 lim inf
If additionally condition B holds, then for each x ≥ 0 lim sup 
We will see that the asymptotic inequality above can be reversed under certain tightness conditions C or C * in 
Theorem 2.5. If condition A is satisfied by the generic process X. If additionally condition C and 0 < β 3 ≤ β 4 < ∞ hold, or instead conditions B and C * hold, then
)/x is positive and finite.
Remark 2.6. a) The approximation of p r,T (u) = P sup t∈[0,T ] X r:n (t) > u for any T > 0 is readily obtained by using the self-similarity of X r:n . b) One may consider the case that the marginal df G belongs to the Fréchet and Weibull max-domain attraction, respectively; see, e.g., [3, 5] .
c) The suitable choice of q function is crucial for the asymptotic results; see Theorem 3.1 below. On the other hand, one may consider some general function q(·) with minor modifications; see [5] .
Examples
In this section, we first give two classes of self-similar Gaussian processes, namely bi-fractional Brownian motions and sub-fractional Brownian motions, and then investigate a generalized self-similar skew-Gaussian process to illustrate our main results in Section 2.
i.e., a centered self-similar Gaussian process with covariance function given by
In particular, the bi-fBm B h,1 is the fBm with Hurst index h.
with κ = hk is a centered stationary Gaussian process with covariance function
Example 2: (Sub-fractional Brownian motions (sub-fBm)) Let {S h (t), t ≥ 0} with h ∈ (0, 1) be a sub-fBm, i.e., a centered self-similar Gaussian process with covariance given by
with κ = h is a centered stationary Gaussian process with covariance function satisfying
Note that the correlation functions of the above centered stationary Gaussian processes have regular varying tails at zero. Using the well-known results for stationary Gaussian processes (see, e.g., [6, 24] ) and the Lamperti's Propositions in [5] , we readily see that Theorem 2.5 holds for the two classed of self-similar Gaussian processes above which will further be extended to be of skew version; see Theorem 3.1 below.
Example 3: (Generalized self-similar skew-Gaussian processes) Let {X(t), t ≥ 0} be a centered self-similar Gaussian process with index κ > 0 and covariance function satisfying
for some constants α ∈ (0, 2] and D > 0. Denote by |χ(t)| :
independent copies of X. We then define the generalized skew-Gaussian process ζ with δ ∈ [0, 1] by
We note in passing that condition (9) is satisfied by the bi-fBm and the sub-fBm. In particular, (9) holds with D = 1/2, κ = α/2 if X(t) = Z(t) is a standard fBm with Hurst index α/2 ∈ (0, 1], i.e., a centered Gaussian process with covariance function satisfying
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attentions from both theoretical and applicable fields; see, e.g., [2, 9, 19] .
To formulate our asymptotic results on the process ζ, we need further some notation and condition (11) below.
Let E be a unit mean exponential random variable (rv) which is independent of the standard fBm Z with Hurst index α/2 ∈ (0, 1]. We write further E i , i ≤ r and Z i , i ≤ r for independent copies of E and Z, respectively. As for the χ-process (i.e., ζ with δ = 1) in [5] , we assume that, there exists some h > 0 such that
Theorem 3.1. Let {ζ(t), t ≥ 0} be the generalized self-similar skew-Gaussian process given in (10)
−2/α and 
Proofs
In this section, we will first give, by verifying that conditions A and B imposed on X are satisfied by the order statistics X r:n in turn, the proofs of Propositions 2.1, 2.2. Then our main results (Theorems 2.4-2.5) follow mainly by the verifications of the tightness conditions C and C * . We conclude this section with the proof of Theorem 3.1 concerning the generalized self-similar skew-Gaussian processes.
In what follows, we write d = for equality in distribution while d → for the convergence in distribution (or the convergence of finite-dimensional distribution if both sides of it are random processes). In the sequel, we set c n,l = n! l!(n − l)! , l = 0, . . . , n and u x = u + x w , x ≥ 0.
Proof of Proposition 2.1: It follows by Lemma 1 in [19] that
which together with the fact that G ∈ M DA(Λ, w) implies that G r ∈ M DA(Λ, w r ) with w r (u) = rw(u). Noting further that {X r:n (t), t ≥ 0} is a self-similar process with index κ, the claim follows by Proposition 1 in [5] .
Proof of Proposition 2.2: It follows from Lemma 2 in [5] that P {ξ(t) > x} is continuous at x = 0 for each t ∈ (0, ∞). Thus, in view of Theorem 1 in [5] , the lower bound follows if we verify that (3) holds for the order statistics process X r:n . The main idea of the following proof is from that of Lemma 2 in [19] .
We first consider the proof for r = n. By condition A and Lemma 1 in [19] P {X n:
establishing the claim for r = n. The remaining cases that r < n follow if we show that (13) with lim u→∞ Υ r (u) = 0 holds uniformly for all t i ∈ (0, ∞) and m ∈ N.
In the following, we only present the proof for the case that r = n − 1 and m = 1 since the other cases follow by similar arguments. It follows from Lemma 1 in [19] that
holds uniformly for all t 1 ∈ (0, ∞) and large u we have
Similarly, I 2u = I 1u (1 + o(1)), u → ∞.
Next, we deal with I 3u and I 4u . Note that (12) implies that for k = 0, 1, 2
Using further the fact that P {X n (1 − qt 1 ) ≤ u, X n (1) ≤ u} = 1 + o(1) holds for t 1 ∈ (0, ∞) and large u
we conclude that I 4u = o(I 3u ), u → ∞ and further that (13) follows for r = n − 1 and m = 1. Thus, we complete the proof of the lower bound.
Next, we consider the upper bound. By Theorem 1 in [5] , we only need to show that condition B is satisfied by the rth order process X r:n , which can be shown by verifying the following inequality: for sufficiently large u and
holds locally uniformly with t ∈ (0, ∞). Clearly, for r = n P {X n:n (1 − qt) > u|X n:n (1) > u} = P {X(1 − qt) > u|X(1) > u} n and for r < n, similar arguments as for (13) yield that
with some function Υ r (u) which tends to 0 as u → ∞. It thus follows that (14) holds uniformly for t ∈ (0, ∞) and some positive constant D. Therefore, we complete the proof.
Proof of Theorem 2.4: In view of Theorem 4 in [5] , it suffices to show the tightness condition C holds also for the order statistics X r:n . To this end, we will show that, for given σ > 0 and small a ∈ (0, a]
with {t u a (k)} given by (4), and some positive constant D whose value doesn't depend on a and might change below from line to line.
Letting q σ = q(u σ ), we have lim sup
establishing the proof of (15) for r = n.
Next, we present only the proof for r = n − 1 since the other cases follow by similar arguments.
Note that v(a, σ) is non-negative and finite for small a > 0 and σ > 0. We have
where the third inequality follows by (16) and condition C. It follows thus that (15) holds for r = n − 1. We complete the proof.
Proof of Theorem 2.5: We first present the proof under conditions A, C and 0 < β 3 ≤ β 4 < ∞. To this end, we will show conditions A, B and C are satisfied by the rth order statistics process X r:n in turn.
By Proposition 2.1, G r ∈ M DA(Λ, w r ). Further, it follows from the proved (12) and (13) that conditin A is satisfied by the rth process X r:n and the limit process ξ r:r . In view of Proposition 2 in [5] , β 3 > 0 imply that condition B holds for the order process X r:n . Finally, the proved (15) shows that condition C holds also for the order process X r:n . 
X r:n (t) > u with Θ r (·) given by (7) .
Noting that conditions A, B are satisfied by X r:n , we have by Theorem 2 in [5] that the limit −Θ ′ r (0) is positive and finite. Hence the claim follows.
Next, we consider instead condition C * holds also for the order statistics process X r:n , i.e., with the involved constants given as in condition C * P {X r: (17) for all u large and all 0 < t
It follows by the self-similarity of X that P {X(1 − qt) > u λ+v } ≤ G(u) holds uniformly for 1 − qt ∈ (0, 1). We
establishing the proof of (17) for r = n.
Next, we only deal with the case r = n − 1 since the other cases follow by similar arguments.
..,n−1,j=n
holds for all 0 < t ρ ≤ λ ≤ λ 0 , v ≥ 0 and D * a positive constant. Thus (17) holds for r = n − 1. Consequently, the desired result follows from Corollary 1 in [5] .
Proof of Theorem 3.1: Without loss of generality, we assume that D = 1. In the following, we denote the Lamperti's associated stationary process ζ(t) = e −κt ζ(e t ), t > 0. We will show below that conditions A, B and C are satisfied by the generic process ζ in turn, and thus Propositions 2.1, 2.2 and Theorem 2.5 follow.
a) We start below with the verification of condition A. It follows from Lemma 5 in [19] that the marginal distribution G of ζ(1) satisfies that G ∈ M DA(Λ, w) with auxiliary function w(u) = max(1, u). Letting q = q(u) = (max(1, u)) −2/α , α ∈ (0, 1], we have β 3 = β 4 = 1 if α = 1, 0 otherwise. Further, it follows from Lemma 6 in [19] that the f.d.d. of w(u)( ζ(−qt) − u) ( ζ(0) > u), t > 0 converges to those of √ 2Z(t) − t α + E. Thus, in view of Proposition 9 (ii) in [5] , condition A holds with ξ(t)
Next, it follows from Lemma 7 in [19] that there exists some positive constant K p and p > m such that
which together with Proposition 7 in [5] implies that condition B holds.
Finally, by Lemma 8 in [19] , there exist some positve constants D * , p, λ 0 and d > 1 such that Next, we verify that conditions B and C are satisfied by the process ζ. Noting that β 3 = 1 > 0, condition B follows from Proposition 2 in [5] . Using (9) we have E X(0) X(t) ≥ 1 − 2 |t| , t → 0 with X(t) = e −κt X(e t ). It follows further from the arguments of Lemma 8 in [19] that (18) holds. Therefore, in view of Proposition 2 in [4] and Proposition 8 in [5] condition C hold.
Consequently, the desired result follows with an elementary calculation to give that Θ r (x) = e −κrx , x > 0.
Conclusions
In this paper, we study approximations of the supremum of order statistics of self-similar processes. The methodology developed in the seminal paper [5] is powerful for the establishment of our main results. As mentioned therein, results on extremes for a self-similar process do not on their own imply results for Lamperti's associated stationary process or vice versa. Albin's theory on extremes of self-similar processes is based on several conditions (referred to as Albin's conditions) which precisely determine the asymptotic behaviour of supremum of self-similar processes.
As shown by the illustrating example of the generalized self-similar skew-Gaussian process, checking the conditions therein requires generally a lot of technical details. Results for the supremum of self-similar or more general
Gaussian processes can be also derived by utilizing the double-sum method (see, e.g., [25] ). The importance of Albin's theory lies on the fact that no Gaussianity assumption is needed rendering very general results for general self-similar processes. These theoretical results would be very useful in many applied-oriented fields.
