ABSTRACT. We characterize the virtually nilpotent finitely generated groups (or, equivalently by Gromov's theorem, groups of polynomial growth) for which the Domino Problem is decidable: These are the virtually free groups, i.e. finite groups, and those having Z as a subgroup of finite index.
INTRODUCTION
The domino problem in its original form consists of deciding whether the plane can be tiled with square plates of equal sizes and coloured edges, coming from some previously fixed finite set of plates, so that any shared edges have the same colour. The problem was introduced by Wang [22] in 1961. Wang's student Berger showed undecidability for the domino problem on the (Euclidian) plane in 1964 [3, 4] , using a reduction to the halting problem. In 1971, Robinson [19] simplified Berger's proof. In 2007, Kari [12] , and independently, in 2013, Margenstern [15] , showed that the domino problem on the hyperbolic plane is undecidable, confirming a conjecture of Robinson [20] .
The domino problem on the plane can be nicely expressed representing the plane by Z 2 , and the tiles by symbols from some finite set. The colour restriction is translated by forbidding certain patterns: for instance symbol a may not lie directly below symbol b. Forbidding larger patterns (involving more than two points) does not change the complexity of the problem. But there is another, more powerful generalization one immediately thinks of: substituting Z 2 with the Cayley graph of some finitely generated group. (For a formal definition of the domino problem on groups see Section 4.) This leads to the question of determining on which groups the domino problem is decidable. Apart from Z 2 , and the hyperbolic plane, the domino problem is known to be undecidable on Baumslag-Solitar groups [2] . On the other hand, it is also known that on finitely generated virtually free groups, the domino problem is decidable. Indeed, the work of Muller and Schupp [17, 18] from the 1980's, complemented with results of Kuske and Lohrey [13] from 2005, gives that a finitely generated group is virtually free if and only if its Cayley graph has a decidable monadic second order theory (MSO theory for short). As a consequence of this, and the fact that the domino problem can expressed in MSO theory (see for instance [11] ), one concludes that finitely generated virtually free groups have a decidable domino problem.
Our main result is that for finitely generated virtually nilpotent groups the converse is also true. That is, among the finitely generated virtually nilpotent groups only the virtually free groups have a decidable domino problem.
Our strategy is as follows: We show that a finitely generated virtually nilpotent group G with decidable domino problem has a Cayley graph of finite tree-width. Then by a result of [13] , which implies that groups of bounded tree-width have a decidable MSO-theory, and the results mentioned above, we know that G is virtually free. Alternatively, a recent paper [5] of Diekert and Weiß establishes that a finitely generated group is virtually free if and only if it has a Cayley graph of finite tree-width.
Let us resume the whole picture in the following theorem, based on our contribution and the results from [11, 13, 17, 18, 24] . Theorem 1.1. For a virtually nilpotent and finitely generated group G, the following are equivalent:
(1) The Domino Problem on G is decidable.
(2) Every Cayley graph of G has finite tree-width. (3) G is virtually free. (4) G is either finite or has a subgroup of finite index isomorphic to Z.
The proof of our contribution, the implication (1) ⇒ (2), relies on a structure similar to Halin's half-grid subdivision in graphs with thick ends, which we find in the Cayley graph of any finitely generated torsion-free nilpotent group with a thick end (see Section 2). Since a result of Woess [24] gives that not having finite tree-width guarantees the existence of a thick end in any Cayley graph of a finitely generated group (see Section 3 for a more detailed account of this result), we can then use the 'half-grid' structure for a reduction of the undecidability of the domino problem on virtually nilpotent and finitely generated group of infinite tree-width to the undecidability of the Z 2 case (see Section 4). Let us close the introduction with the conjecture of the first author that 3 ⇔ 1 in Theorem 1.1 holds for every finitely generated group. Conjecture 1.2. A finitely generated group G has a decidable domino problem if and only if G is virtually free.
A STRUCTURAL PROPERTY OF GROUPS WITH THICK ENDS
The main result of this section is Lemma 2.4. In this lemma, we show that finitely generated torsion-free nilpotent groups with thick ends contain a structure roughly resembling the N×Z grid. This is an extension of a classical purely graph-theoretic result of Halin [10] (see also [7] ) which states that any infinite graph with a thick end contains a subdivision of the N × Z grid (a subdivision of a graph H is obtained from H by replacing each edge with a path that has at least one edge; all these paths have to be disjoint).
Before we start, we have to go through some definitions and preliminary results. A ray in a graph is a one-way infinite path. An end is an equivalence class of rays, under the following equivalence relation: Two rays are equivalent if they are connected by infinitely many disjoint finite paths (for more on ends in graphs, see [7] ). For example, the usual Cayley graph of Z has two ends, the usual Cayley graph of Z 2 has one end, and any Cayley graph of a free group has infinitely many ends.
A thick end in a graph is an end that contains an infinite set of disjoint rays. A group is said to have a thick end if one of its Cayley graphs has. Of the three example above, only Z 2 has a thick end. It is well known that Cayley graphs of finitely generated groups are unique up to quasiisomorphism. So, in view of the following lemma, we see that in fact any of the Cayley graphs of a group with a thick end has a thick end.
Lemma 2.1 (Woess [23] , Lemma 21.4). Let G and G be two quasi-isometric locally finite graphs. Then the quasi-isometry extends to the ends of G and G , mapping thick ends to thick ends.
We note that Woess calls quasi-isometries 'rough isometries', but it is the same notion. Definition 2.2. Let H be a subgroup of G. Then gH = {gh|h ∈ H} is a left coset of H in G, where g is any element of G. Call H a subgroup of finite index of G if the number of left cosets of H in G is finite.
Lemma 2.3. Let H and G be finitely generated groups such that H is a subgroup of finite index of G. Then G has a thick end if and only if H has a thick end.
Proof. Corollary IV.B.24 of [9]/Proposition 11.41 of [16] states that if G is a finitely generated group and H a subgroup of finite index of G, then these groups are quasi-isometric. By Lemma 2.1, we are done.
Define:
The following lemma is the heart of this section.
. . , g n be a finitely generated torsion-free nilpotent group with a thick end. There exists a ∈ Z 1 (G) and a ray w ∈ {g 1 , . . . , g n } N such that no subword of w belongs to a , i.e. for any i < j ∈ N, k ∈ Z, we have w i . . . w j = G a k .
Proof. Since G is nilpotent and finitely generated, the subgroup Z 1 (G) is finitely generated (see Lemma 1.2.2 of [6] ). So, by the fundamental theorem of finitely generated abelian groups (see for instance [8] ) the center
Since G is supposed to be torsion-free, there is no such Z ki in the decomposition. Moreover, because G is nilpotent, we know that Z 1 (G) = {1 G }, and thus Z 1 (G) is isomorphic to some Z n with n ≥ 1. If n > 1, let a and b be elements of Z 1 (G) that are, respectively, sent to (1, 0, 0, . . . , 0) and (0, 1, 0 . . . , 0) in Z n by this isomorphism. Let w i = b for all i; the conclusion follows easily.
So from now on suppose n = 1. Let a be the element of Z 1 (G) that is sent to 1 ∈ Z by the isomorphism between Z 1 (G) and Z; that is, Z 1 (G) = a . The discrete topology on {g 1 , . . . , g n } makes this space compact since it is finite, moreover, by the Tychonoff theorem, {g 1 , . . . , g n } N is also compact when embedded with the product topology.
Claim 2.4.1. For any m ∈ N, the set R m of rays without subword equal (in G) to any of a −m , a −m+1 , . . . , a m is a non-empty compact subset of {g 1 , . . . , g n } N .
It is clear that the R m 's from Claim 2.4.1 are such that R m+1 ⊆ R m and since they are all non empty, ∩ m∈N R m is also non empty by compactness. Any element of ∩ m∈N R m is a ray w matching the conclusions. This is enough to prove the lemma; it only remains to show Claim 2.4.1, which we will do in the remainder of the proof.
By definition, R m clearly is a closed subset of the compact space {g 1 , . . . , g n } N , and is therefore compact too. Thus we only need to show that R m = ∅, for m ∈ N. Suppose otherwise. Then each of the rays w ∈ {g 1 , . . . , g n } N contains a subword equal to one of a −m , a −m+1 , . . . , a m . So, by compactness, there exists K ∈ N such that all the (now finite) paths w ∈ {g 1 , . . . , g n } K contain a subword equal to one of a −m , a −m+1 , . . . , a m . Let {w i } i∈N be an infinite set of disjoint rays going to a thick end, with starting vertices v i . By disjointness, for all i, j, k, k ∈ N with i = j we have that
e i,k with z i,k being a word on the generators of G and e i,k ∈ Z, such that
• the length of z i,k as a word is less than K, and
Indeed, for a given i, we define z i,k and e i,k by induction on k. For k = 0, note that since any path of length K contains a j , for some j with −m ≤ j ≤ m, and since a j commutes with all the elements of G
is of length at least K and can be written as z i,k+1 a j , for −m ≤ j ≤ m, where z i,k+1 is of length less than K. We then define e i,k+1 = e i,k + j.
Let us now argue that e i,k → k→∞ ±∞. Indeed, otherwise for an infinity of k's, the elements z i,k a e i,k are at a bounded distance of 1 G . Hence, the pigeonhole principle allows us to find k = k such that
But this contradicts (2.1).
We assume, without loss of generality, that for an infinity of i's, e i,k → k→∞ +∞. Since for every i and k, |e i,k+1 − e i,k | ≤ m, by considering only the e i,k 's that tend to +∞ with k, for I ∈ N, there exists N I ∈ N such that for every i ≤ I, there exists k i such that e i,ki ∈ {N I − m, N I − m + 1, . . . , N I + m}.
If I is chosen sufficiently large, by the pigeonhole principle, we can find i = i such that z i,ki = z i ,k i and e i,ki = e i ,k i because both z i,ki 's and e i,ki 's belong to a finite set whose size does not depend on I. This means that v i w This completes the proof of Claim 2.4.1 and thus the proof of the lemma.
THICK ENDS IN FINITELY GENERATED GROUPS OF INFINITE TREE-WIDTH
In this short section we show how existing results imply that Cayley graphs of finitely generated groups that do not have finite tree-width must have thick ends. Actually, this implication is true for all locally finite vertex-transitive graphs.
We need some definitions. The boundary of a subgraph H of a graph H is ∂H := N H (V (H )), the set of neighbours of H in H. Now, the diameter of an end ω of a graph H is the smallest integer k such that there exists a sequence (H i ) i∈N of subgraphs of H with |∂H i | ≤ k such that ω lies in the closure of i∈N H i , i.e. every ray of ω has a subray in each of the subgraphs H i . If there is no such k, then we say ω has infinite diameter.
If an end ω of a graph H has infinite diameter, then H clearly has a sequence of subgraphs H i with |∂H i | < |∂H j | for all i < j. With a Mengerian argument, it is easy to construct sets of disjoint paths between the sets ∂H i , and pasting these paths together we obtain an infinite set of disjoint rays of ω. Thus ω is thick.
Results of Woess (Proposition 2 of [24]) imply that for any locally-finite, vertex-transitive graph H we have the following equivalence:
H has finite tree-width if and only if every end of H has finite diameter.
A new proof of the same result for the Cayley graph H of a finitely generated group G, along with the equivalence to G being virtually free, has recently been given by Antolín Pichel [1] .
Summing up, we have the following.
Lemma 3.1. Every finitely generated group that does not have finite tree-width has a thick end.
DECIDABILITY OF THE DOMINO PROBLEM
In this section we reduce the undecidability of the domino problem in groups with the 'half-grid' structure found in Section 2 to the undecidability of the domino problem on Z 2 . As by the results of Section 3, the 'half-grid' structure exists in each finitely generated group of infinite tree-width, this will enable us to prove our main theorem.
We start by formally defining the domino problem. We need to introduce some notation first. For a finite set Σ, called the alphabet, and a finitely generated group G, the set Σ G is called the fullshift. An element of the fullshift is called a configuration. For a finite set D ⊆ G, an element of Σ D is called a pattern over D. For a configuration x ∈ Σ G and a pattern P ∈ Σ D , we say that P appears in x if there exists i ∈ G such that for every j ∈ D, x ij = P j . A subset X of Σ G is called a G-SFT if it is precisely the set of configurations of Σ G that do not contain any pattern from a given finite set of patterns F. In addition, we say that an SFT is one-step if F contains only elements of some Σ D with D = {1 G , g i } where g i is a generator of G; one-step SFTs correspond better to the intuition one has of a tiling of G and to the dominoes of Wang [22] on Z 2 . It is well known that any SFT is conjugate to a one-step SFT, and the conjugacy can be computed from its forbidden patterns and its alphabet. For more information on SFT and symbolic dynamics in general, one may refer to [14] .
The domino problem on G consists of deciding if there exists a configuration not containing any pattern of F when given F; equivalently, deciding whether the G-SFT defined by F is non-empty [21, 22] .
As a warm-up, we start with an easy lemma.
Lemma 4.1. Let H and G be finitely generated groups such that H is a subgroup of G. If the domino problem on H is undecidable then so it is on G.
Proof. Let X H be an H-SFT. The same X H -forbidden patterns can be forbidden to obtain X G , a G-SFT. It is clear that if X G is non-empty then so is X H : For x ∈ X G , x |H is an element of X H . For the converse, i.e. in order to see that if X H = ∅ then also X G = ∅, proceed as follows. Consider the left cosets {gH|g ∈ G} of H in G. As these cosets form a partition of G, we can write {gH|g ∈ G} = {g i H|i ∈ I} such that g i H = g j H if i = j.
There exist functions f : G → {g i |i ∈ I} and h : G → H such that g = f (g)h(g). For a configuration c ∈ X H , we define c ∈ Σ G by setting c g := c h(g) . Since all the forbidden patterns of X G are defined on H, we conclude that c does not contain any X G -forbidden pattern (because c does not contain any X H -forbidden pattern). Thus c ∈ X G . We conclude that X H is non-empty if and only if X G is. Hence, if there exists an algorithm deciding the domino problem on G, such an algorithm can be used to decide it on H, completing the proof.
The next lemma contains the reduction of the decidability of the domino problem on a group G which contains the structure from Section 2, to the decidability of the domino problem on Z 2 .
Lemma 4.2. Let G = g 1 , . . . , g n be a finitely generated group such that g 1 has infinite order, g 1 ∈ Z 1 (G) and there exists a ray w ∈ {g 1 , . . . , g n } N such that no subword of w belongs to g 1 , i.e., for any i < j ∈ N, w i . . . w j ∈ g 1 . Then the domino problem on G is undecidable.
Proof. We reduce to the Z 2 case where the problem is already known to be undecidable [3, 19] . For this, we prove that there exists an algorithm such that when given a Z 2 -SFT X computes a G-SFT X G such that X is non empty if and only if X G is non empty.
Let A(X) denote the alphabet of X. We take the alphabet of X G to be A(X) × {2, . . . , n}. Without loss of generality, we can assume that X is a one-step SFT. The rules defining X G are as follows, for any c ∈ (A(X) × {2, . . . , n})
G and any point x ∈ G:
) and c xg In words: The g 1 lines in X G represent the horizontal lines of X. (III) c x = (a, i) and c xgi = (b, j) with i = j is allowed if and only if a is allowed below b in X.
In words: The second component in the alphabet of X G dictates the vertical direction and following those paths represent the vertical direction of X. Every other case is allowed. It is clear that one can compute the forbidden patterns defining X G when given those of X. It remains to prove that X G is non empty if and only if X is.
If X G is non empty then so is X: Let c be a configuration of X G . First, we define c only on A(X)
Z×N . This will be done by induction as follows.
for some x 0 . Then, for j ≥ 1 and i ∈ Z, let c (i,j) be such that (c (i,j) , y j ) = c gx j−1 g i 1 , where we define g xj := g xj−1 g yj inductively.
In order to see that c does not contain any X-forbidden pattern, observe no forbidden horizontal pattern may occur by rules (I) and (II), and by the definition of c . For the vertical patterns, consider two points a = c (i,j) and b = c (i,j+1) . Then by construction,
and
Thus by rule (III), also no forbidden vertical pattern occurs. A standard compactness argument shows that we can extend c to all of A(X) Z×Z . Thus X is non empty. If X is non empty then so is X G : Let c be a configuration of X. We define recursively a configuration c of X G . At each step s, the set of coordinates L s ⊆ G for which c is already defined will satisfy the following conditions: (a) on L s , configuration c does not contain any forbidden patterns, (b) if x ∈ L s , then xg 1 ∈ L s for all ∈ Z, and there are k, n ∈ Z and j ∈ {2, . . . , n} such that c x = (c (k,n) , j) and c xg 1
We start by defining c for all points w 1 . . . w j of the ray w from the assumption of the lemma, and all lines w 1 . . . w j g 1 . In other words, we take
for ∈ Z and j ∈ N, where i = i(j) is such that g i = w j+1 . In this way c is well defined. Indeed, if w 1 . . . w j g 1 = w 1 . . . w j g 1 for some , , j, j , then j = j since g 1 has infinite order. Therefore, we may assume that j > j, and hence w j . . . w j = g − 1 ∈ g 1 contradicting our hypothesis on w.
It is easy to check that conditions (b) and (c) are satified. For (a), first note that rules (I) and (II) clearly hold. For rule (III), suppose there is an x = w 1 . . . w j g 1 with c x = (a, i) and c xgi = (b, j) for some a, b, i, j with i = j. Then by construction, we have that g i = w j+1 . Further a = c ( ,j) , and b = c ( ,j+1) . Thus a and b are as necessary for rule (III). Now assume we are in step s, and wish to define L s . Let x ∈ G \ L s−1 be such that xg m ∈ L s−1 for some 1 < m ≤ n. (We may assume such an x exists, as otherwise we have defined c for all of G.)
Because of the second part of (b), there are k, n, j such that for all ∈ Z we have
for all ∈ Z. Note that in this way c is well defined, as the xg 1 are all distinct, and furthermore, none of them is in L s−1 , by (b), and since x / ∈ L s−1 . It is clear that (b) holds in step s. Further, (c) in step s holds by the choice of x and the definition of c . So we only need to check (a), and again, rules (I) and (II) are easy.
For rule (III), suppose there is an x with c x = (a, i) and c xgi = (b, j) for some a, b, i, j with i = j. By (a) for earlier steps, we may assume that one of
By definition of c , this means that i = m. Thus by construction, a, b are as desired for rule (III).
After infinitely many steps the union of all sets L s is G, and thus, using (a), we see that c defines a configuration of X G . Hence X G is non empty, as desired.
We are now ready to prove our main theorem.
Proof of Theorem 1.1.
(2) ⇔ (3) is from [17] and [13] . (3) ⇔ (4) is easy.
(2) ⇒ (1): A group of finite tree-width has a decidable MSO theory by [13] and the domino problem can be expressed in MSO by for instance [11] .
(1) ⇒ (2): We actually prove ¬(2) ⇒ ¬(1). Let H be a nilpotent and torsion-free subgroup of finite index of G: Note that H can be chosen torsion-free since any nilpotent group has a torsion free subgroup of finite index. By Schreier's lemma, H is finitely generated since it is a subgroup of finite index of a finitely generated group.
Since we assume that G does not have finite tree-width, we know by Lemma 3.1 that G has a thick end. So, by Lemma 2.3 also H has a thick end. Hence, we can apply Lemma 2.4 to H and, by Lemma 4.2, the domino problem is undecidable on H. By Lemma 4.1, the domino problem is undecidable on G as well.
CONCLUSIONS
We characterized which groups of polynomial growth have a decidable domino problem. In truth, our results hold for a wider class of groups: Lemma 2.4 actually only needs a group with a non-trivial, finitely generated and torsion-free center. Lemmas 3.1 and 4.1 only need the group to be finitely generated. So, as a matter of fact, we proved: A finitelygenerated group with a non-trivial, finitely generated and torsion-free center has a decidable domino problem if and only if it is virtually free. However, written in this way, the result sounds a bit less appealing than Theorem 1.1.
We conjecture this equivalence holds for every finitely generated group but we note that there are known cases that do not fall under the scope of our results: Most BaumslagSolitar groups have a trivial center but none of them is virtually free and all of them have an undecidable domino problem [2] . Lemma 2.4 is really focused on exhibiting the Z 2 -like structure of certain groupwhich allows us to carry out a reduction to the domino problem on Z 2 ; on the other hand, Aubrun and Kari [2] give a new proof of the undecidability of the domino problem adapted to the structure of the groups they are studying. This latter approach is probably needed for Baumslag-Solitar groups since it seems difficult to find a Z 2 -like stucture withing these groups, however, it may be possible to extend their results using methods like ours in order to exhibit a wide class of groups with undecidable domino problem.
