Abstract-We propose two modeling approaches of additive-increase/multiplicative-decrease (AIMD) congestion control mechanisms. The first separates the increase and decrease parts whereas the second describes the rate evolution of the congestion window as a continuous process governed by a differential equation. We relate these approaches and show that the second (fluid-flow) model results from deterministic time averaging of the first (discontinuous) model. A generalized class of nonlinear protocols, which includes Floyd's HighSpeed TCP, is then proposed and analyzed. Our findings are validated by simulation.
I. INTRODUCTION
The transmission control protocol (TCP), during congestion avoidance phase, regulates its congestion window by an additive-increase/multiplicative-decrease (AIMD) mechanism [1] . Increase and decrease TCP parameters are represented, respectively, by constants a and b. Usually, a = 1; b = 1=2 [2] , [3] . Mathematical modeling of TCP and, especially, fluid-flow modeling has received considerable attention in last few years; see, e.g., [4] .
Many argue that TCP performance is poor for fast long-distance networks and have proposed different high speed protocols (HSTCP, STCP, XCP, etc.). For instance, HighSpeed TCP (HSTCP) [5] and Scalable TCP (STCP) [6] consider increase/decrease parameters a(w) and b(w) which depend on window size w. A large class of generalized AIMD models, which includes TCP, HSTCP, and STCP as particular cases, is proposed in this note. We consider two modeling approaches: 1) A discontinuous modeling approach, which separates the increase and decrease parts; it uses smooth increase of the rate with sharp smoothed decrease at loss instants; see, e.g., [7] , [8] for different approaches on discontinuous models. 2) A fluid-flow continuous model describing the window evolution as a continuous process governed by a differential equation [4] , [9] .
Studying a single TCP flow, we represent increase and decrease TCP behaviors by two continuous differential equations and combine them through a discontinuous binary feedback signal u into a single discontinuous model. We assume that the impact of the rest of the network can be modeled as periodic packet losses. We show that a continuous (fluid-flow) model can then be obtained by deterministic time averaging. We give conditions for the existence of a unique solution process to which the congestion window size converges.
This note is organized as follows. In Section II, we briefly review time averaging of differential equations with periodic right-hand side. Section III proposes a discontinuous model to represent the behavior of a single TCP flow. This model is extended to generalized congestion control mechanisms, that include TCP, HSTCP, and STCP. Section IV uses periodic in time packet losses to derive generalized fluid-flow models. The proposed (discontinuous and averaged) models are implemented in MATLAB and compared to ns-2 traces [10] . We conclude with some final remarks. A preliminary version of this work was presented in [11] .
II. CLASSICAL TIME AVERAGING
Deterministic time-averaging has been utilized frequently to obtain simpler models which retain the important properties of a system. For instance, this approach is standard for pulse-modulated systems [12] . The following results and definitions are taken from [13] , [14] . Let x = x 3 be an equilibrium point for the nonlinear system _ x = f (x), i.e., f (x 3 ) 0, where f : D 0! R n is continuously differentiable and D is a neighborhood of x 3 . Let the Jacobian matrix of f (x) at x = x 3 be A = (@f=@x)(x) j x=x . Then, 1) x 3 is asymptotically stable if the real part <(zi) < 0 for all eigenvalues zi of matrix A, and 2) x 3 is unstable if <(z i ) > 0 for one or more z i of A, see [13, Th. 4.7] . An equilibrium point is called hyperbolic if <(z i ) 6 = 0. Asymptotic stability means the solution x(t) converges to x 3 as time t tends to 1. A periodic solution (or orbit) corresponds to a solution x(t) of _ x = f (x), such that x(t + T ) = x(t) for a constant 0 < T < 1. 
where f 0 (y) = T 01 T 0 f (t; y)dt. The slow motion of the periodic solution x(t) of (1) corresponds to the solution y(t) of (2). When f (t; x) = f (x), i.e., independent of t, we have moreover y = x = T 01 T 0 x(t)dt, see [13] . This theorem provides a relation between slow and fast behaviors of (1). Roughly speaking, if the eigenvalues of the Jacobian matrix of f 0 (y) around the equilibrium point of the averaged (2) all have negative real parts, the corresponding periodic solution (t; ) of (1) 
III. DISCONTINUOUS GENERALIZED TCP MODELS

A. Discontinuous TCP Model
Consider a single TCP source. A round-trip time RTT is the interval between the time instant a packet is sent and the moment its acknowledgment (ACK) is received. The basic congestion avoidance algorithm [2] , which defines the behavior of congestion window cwnd, can be described as follows: If there is no congestion, cwnd is increased by an amount a every time a full window is acknowledged (i.e., at every RTT). This phase is known as additive increase
Dividing (3) by RTT, we obtain the rate of change of the congestion window size, as follows:
Replacing cwnd by the continuous variable w yields the differential equation for the cwnd increase dynamics [4] , [7] dw dt
After a congestion is detected, i.e., by duplicate ACKs or marked packets, cwnd is reduced by a factor (1 0 b); 0 < 1 0 b < 1. We have multiplicative decrease
We assume that the time T between reduction of the window are much larger than RTT. This is indeed the case if packet losses are separated by a time much larger than RTT. When using a NewReno or SACK implementation [16] of TCP, this assumption still holds even in the case of several losses within the same RTT; we call these loss events. This assumption is then equivalent to having the time between loss events much larger than RTT. This is the basis of the following (smooth) modeling approach of TCP decreasing behavior in the presence of packet losses. Instead of considering downward jumps at loss instants, we prefer to smooth the jumps over the RTT interval. This reflects the fact that, in practice, the throughput does not decrease immediately. This is also in line with modeling of the decrease part in other congestion control protocols as in [17] . 2 Thus, we propose to replace 
Later, for the study of HSTCP, we use the approximation 0 ln(10b) 2b=(2 0 b); 0 b 0:5.
Let u denote a congestion indication signal, taking values in the set f0; 1g. This variable represents the binary feedback of [1] , where 2 Nonetheless, our approach relies on the basic reasonable assumption
RTT T (where T is the interval of time between two consecutive reduction of the window), providing a reliable approximation to instantaneous jumps. u = 0 represents the noncongestion (increase load) phase, and u = 1 indicates the decrease part due to packet losses. By using u, (4) and (7) lead to a differential equation with discontinuous right-hand side, see [18] , which we call discontinuous TCP model In order to demonstrate existence, uniqueness of solutions, or even averaging results of discontinuous model (8) , it is enough to point out that signal u corresponds to a piecewise continuous function; see, e.g., [15, App. C]. Let t k 2 ; k = 1; 2; . . ., be the time instants at which a packet loss events occur, such that 0 t 1 < t 1 + RTT t 2 < t 2 + RTT t 3 . . .. Signal u can be written as a train of pulses u(t) = 1; if t k t < t k + RTT 0; otherwise:
B. A Class of Generalized Models
A discontinuous generalized TCP (GTCP) model results then
where w is the congestion window size, and u is given as before by (9);
g(w) and h(w) are appropriate smooth functions defining, respectively, increase and decrease behaviors. In the case of TCP, it is clear we obtain g(w) = a and h(w) = 0 ln(1 0 b).
C. HighSpeed TCP
HSTCP is described as follows [5] . If window size cwnd is smaller than a given value W , i.e., cwnd W , the increase/decrease parameter 
where cwnd has been replaced by w, parameters a(w); b(w) are defined by (11) , and h(w) and g(w) = a(w) are given by
and g(w) = w 2 (w)h(w):
D. Scalable TCP
In STCP, congestion window increases nonlinearly in much the same way as slow start [2] does. Let C be the link capacity (in packets/s). For the increasing part, the initial value of the congestion window is given by (1 0b)C 2RTT packets. In the decrease behavior, after T 0RTT
seconds, we have C2RTT packets. In order to model the increase part, where g(w) = ln(1 0 b)w. Note that this model depends explicitly on T . This is related to the fact that this protocol possesses a "fixed recovering time," one of the announced features of STCP. See [6] for details. We will see this generates a kind of unfairness when periodic losses are considered, see paragraph IV.D.
IV. FLUID-FLOW (AVERAGED) MODELS
Throughout this section, we assume the following. 1)
Constant T (between successive window reductions).
2)
Fixed round trip time RTT much smaller that T , i.e., RTT T , such that the quotient RTT=T is constant. Remark 1: In practice T is often random (e.g., when TCP operates over wireless channels). We prefer to approximate it by a constant, e.g., the expected inter-loss time. If random independent interloss times are replaced by their expectation, then the steady state throughput decreases; see [19, eq. (9)]. Therefore, the model we study can be used as a lower bound for TCP throughput. This is a standard approximation; see, e.g., [20] . Our model gives a relation between the throughput and T which is valid even when T is unknown. Yet there are many cases where the distribution of T does not depend on the protocol of the analyzed connection. This is the case in TCP over wireless channels and in wide area networks where huge number of other connections may share a common bottleneck link. In that case, T may be estimated independently and used to obtain the throughput.
Assumption 1 leads to the following control function u = u(t): u(t) = 1; if t k t < t k + RTT 0; if t k + RTT t < t k+1 = t k + T (15) where t k ; k = 1; 2; . . ., represents a time instant at which a packet loss occurs. A period T has a length T = t k+1 0 t k . Function u(t) is then T -periodic, i.e., u(t + T ) = u(t) for all t.
Time-average congestion window
w is defined by w = T 01 T 0 w()d. We use w to denote the average of w over a period T ; averaged control is given by = T 01 T 0 u()d. Note corresponds to a sort of packet-loss time rate. Expression (15) yields a constant , independent of time scaling, given by = RTT=T .
A. Averaged TCP Model
The averaging method of (1) can also be applied to system given by (8) and (15) . Changing the time variable t to t = s, we have w)]: (18) In Fig. 1 , we compare a ns-2 trace, the averaging of this simulation over periods of T , and the behaviors of (8) and (18) (20) i.e., the ubiquitous TCP response function [3] .
B. Main Result
Previous discussion yields our averaged (fluid-flow) GTCP model We obtain then the following.
Lemma 1:
The T -periodic discontinuous GTCP model, (10) and (15), possesses a unique hyperbolic periodic orbit on W (1; 1) if, for all w = w(t) > 1; t 0; w 3 2 W, functions g and h satisfy. 
The following proposition is not at all obvious for nonlinear extensions of AIMD algorithms. 5 Corollary 1: The T -periodic HSTCP model, defined by (12) 
D. Scalable TCP
The averaged model of (14) 
For large values of w, (23) and (22) share unequally the available bandwidth. For further modeling of this unfairness, see [23] . As indicated before k2 + 1 = 5:476 86 > 2 (for TCP, value is 2). We see therefore that HSTCP with the previous parameters is more unfair than standard TCP with respect to throughput as function of the RTT.
V. CONCLUSION
We have defined discontinuous and fluid-flow (averaged) models for a class of GTCPs protocols. Assuming constant RTT and time T between successive window reductions, we showed that fluid-flow models result in fact from the classical, deterministic principle of averaging of the discontinuous models. We have demonstrated uniqueness and stability of time periodic (packet-loss) behaviors for GTCPs and, particularly, for TCP and HighSpeed TCP. Several lines of research will be pursued including averaged modeling of other types of protocols and algorithms, and conditions of uniqueness and stability.
