For every natural number m there exists a ring R with a completely prime ideal P so that there are exactly m non-isomorphic indecomposable injective right R-modules with P as associated prime ideal.
Introduction
E. Matlis in [Ma 59] (Proposition 3.1) established a one-to-one correspondence between the prime ideals P of a commutative noetherian ring R and the isomorphism classes of indecomposable, injective R-modules which assigns the injective hull E(R/P ) to the prime ideal P . This result has been extended and generalized in various ways, see for example [Kr 72] , [Fa 94] , [Po 96] and [PW 96] . The paper [Za 85] deals indirectly with this question by considering isomorphism classes of ideals in commutative valuation rings. Every injective indecomposable module over a commutative valuation ring V is isomorphic to E(R/P ) for some prime ideal P of V if and only if P = P 2 for all prime ideals P = (0) of V .
On the other hand, G. Törner showed in [Tö 76 ] that for invariant valuation rings R with maximum condition on prime ideals either exactly one, two or infinitely many non-isomorphic indecomposable modules exist which are associated with the same prime ideal P of R.
We consider in this paper (not necessarily commutative) valuation rings R, i.e. subrings R of a skew field F so that x ∈ F \ R implies x −1 ∈ R, their prime ideals P, and indecomposable injective right R-modules E with associated prime ideal P (E); see the definition before Lemma 2.3. We are particularly interested in the set E R (P ) = E(P ) of all non-isomorphic injective indecomposable right R-modules associated with the same completely prime ideal P . If the prime segment P · ⊃ P is invariant, see Section 3, then |E(P )| = 1, 2 or ∞, Theorem 3.8.
simple, which means that R, J = J(R) and (0) are the only ideals of R (see Theorem 4.1). It would be desirable to obtain complete results for all four types of prime ideals P in a valuation ring as discussed in Section 3.
Some information about injective indecomposable modules associated with a prime ideal P that is the union of prime ideals P i ⊂ P are also obtained; see Lemma 3.9 and 3.10. We call such a prime a limit prime, even though they are sometimes called not branched ([Gi 72]) . We show that |E(P )| can be equal to two or can be infinite in this case; of course |E(P )| > 1, but we don't know whether these are all the possible values for |E(P )| if P is a limit prime.
Injective indecomposable modules, related right ideals and associated prime ideals
Throughout this paper, R will be a valuation ring, that is, R is a subring of a skew field F so that a ∈ F \ R implies a −1 ∈ R. A valuation ring R has a unique maximal ideal J(R) = R \ U (R) with U (R) the group of units of R. Since the lattice of right ideals of R is a chain, it follows that any right ideal I of R is irreducible and that a right R-module E is an injective indecomposable right R-module if and only if E ∼ = E(R/I) where E(R/I) is the injective hull of R/I for a right ideal I = R.
If E is an injective indecomposable right R-module that contains an element m so that mr = 0 implies r = 0 for r ∈ R, then E ∼ = E(R). This module is torsion free: If 0 = w ∈ E(R) and wr = 0 for 0 = r ∈ R, then 0 = wa ∈ wR ∩ R and at = r for some a, t ∈ R; the contradiction wat = 0 follows.
We can therefore restrict ourselves to injective indecomposable right R-modules of the form E(R/I) with I a right ideal of R not equal to R or (0). These modules are torsion modules.
If I = R is a nonzero right ideal of R, then a −1 I := {r ∈ R|ar ∈ I} for a ∈ R. It follows from [Dl 69 ] that E(R/I 1 ) ∼ = E(R/I 2 ) for right ideals I 1 , I 2 if and only if s −1
2 I 2 for elements s j ∈ R \ I j . We write I 1 ∼ I 2 or I 1 ∼ R I 2 in this case and say that I 1 and I 2 are related. It follows from the next result that this condition takes on a particularly easy form if R is a valuation ring.
Lemma 2.1 The following conditions are equivalent for right ideals I 1 and I 2 of R that are different from (0) and R:
(c) rI 2 = I 1 for some r ∈ R.
Proof: To show that (a) implies (b) assume tI 2 ⊂ I 1 and b ∈ I 1 \ tI 2 . Then bR ⊂ tR, since t / ∈ I 1 , b = tb 1 for b 1 ∈ R, b 1 ∈ t −1 I 1 = I 2 and b = tb 1 ∈ tI 2 , a contradiction that shows I 1 = tI 2 . It remains to show that (c) implies (a). The element r is not zero and is not in I 1 since otherwise r = rt 1 for t 1 ∈ I 2 ⊆ J(R) implies r(1 − t 1 ) = 0 and r = 0. We have I 2 ⊆ r −1 I 1 . If b ∈ r −1 I 1 , then rb ∈ I 1 = rI 2 and b ∈ I 2 and I 2 = r −1 I 1 , r ∈ R \ I 1 follows. Let E be an indecomposable injective right R-module. We define P (E) = {p ∈ R | ∃ 0 = m ∈ E with mp = 0}. It follows from the next lemma that P = P (E) is a completely prime ideal of R, the associated prime of E. Isomorphic injective indecomposable right R-modules E 1 and E 2 have identical associated prime ideals P (E 1 ) = P (E 2 ). It is the topic of this paper to obtain some information on the set E(P ) of all non-isomorphic indecomposable injective right R-modules E with P (E) = P . Since it also follows from the next lemma that P (E(R/P )) = P for a completely prime ideal P = (0) of R we obtain |E(P )| ≥ 1.
For a right ideal I of R which is not equal to (0) or R we define the sets P r (I) = {p ∈ R | ∃ t ∈ I with tp ∈ I} and S(I) = {s ∈ R | Is = I}; again we say that P r (I) is the associated prime ideal of I. (ii) P r (I) = I ∼I I is the union of right ideals I of R that are related to I.
Proof: That P r (I) = R \ S(I) follows if we rewrite the definitions of these sets with the help of Lemma 2.1. We have P r (I) = {p ∈ R|Ip −1 ⊃ I} and S(I) = {s ∈ R|Is −1 = I}. Since Ir −1 ⊇ I for any r ∈ R, it follows immediately that P r (I) = R \ S(I). For p ∈ P r (I) and r ∈ R we have I ⊃ Ip and I ⊃ Irp and I ⊃ Ipr follows. This shows that P r (I) is an ideal and since its complement in R is multiplicatively closed, it follows that P r (I) is completely prime.
In order to prove (ii) we rewrite P r (I) again: We obtain from the definition that P r (I) = t∈R\I t −1 I. This implies that P r (I) = I ∼I I . To see this we observe first that I ∼ I implies either I = aI for 0 = a ∈ R, which is contained in the ideal P r (I) that contains I, or I = t −1 I for some t ∈ R \ I; hence I ∼I I ⊆ P r (I) = t∈R\I t −1 I ⊆ I ∼I I and the equality P r (I) = I ∼I I follows.
To prove P r (I) = P (E) in (iii) let p ∈ P r (I) and 0 = t + I = m ∈ R/I exists with mp = 0, hence p ∈ P (E). Conversely, if q ∈ P (E), then mq = 0 for some 0 = m ∈ E(R/I). Hence, q ∈ I = {r ∈ R | mr = 0} and E(mR) ∼ = E(R/I ) ∼ = E(R/I). Therefore, I ∼ I and q ∈ I ⊆ P r (I).
Corollary 2.4 It follows that |E(P )| is equal to the number of equivalence classes
with respect to the related condition in the set of nonzero right ideals I = R of R with P r (I) = P , a completely prime ideal in R.
Prime segments and limit primes
As we assume throughout the paper, let R be a valuation ring, I = 0, R a right ideal of R and P = P r (I) the associated completely prime ideal.
We recall first some results about prime segments of R. Either P = i∈Λ P i , P i ⊂ P completely prime ideals in R and we say that P is a limit prime, or there exists a completely prime ideal P with P ⊃ P but no further completely prime ideal of R properly between P and P . We then say that P · ⊃ P is a prime segment of R. Prime segments correspond to jumps as defined for totally ordered groups, see [Fu66] .
The next result can be found in [BT 98 ], see also [BT 76 ].
Lemma 3.1 Assume that P · ⊃ P is a prime segment in the valuation ring R. Then exactly one of the following alternatives occurs:
(b) The prime segment P · ⊃ P is simple, i.e. there are no ideals of R properly between P and P .
(c) The prime segment P · ⊃ P is exceptional, i.e. there exists a prime ideal Q of R with P ⊃ Q ⊃ P . There are no ideals properly between P and Q and Q n = P .
It follows that P = P 2 in the cases (b) and (c). Of course, if P = i∈Λ P i , P i ⊂ P , is a limit prime, then P i ⊂ P 2 for all i ∈ Λ and P = P 2 in this case as well.
The next result shows that for the computation of |E(P )| we can always assume that P = J(R) is the maximal ideal of R.
Let P be a completely prime ideal of the valuation ring R. Then S = R \ P is a multiplicatively closed subset of R and for r ∈ R, s ∈ S there exists t ∈ R with either r = st or s = rt and r, t are in S in the second case. It follows that the localization
Lemma 3.2 Assume that I 1 and I 2 = (0), R are right ideals of R with P r (I 1 ) = P r (I 2 ) = P . Then (b) For every completely prime ideal P ⊂ P of R there exist right ideals
Corollary 3.3 Let P = (0) be a completely prime ideal of R. Then |E R (P )| = |E R P (P )| = |E R (P )| for every completely prime ideal P ⊂ P of R with R = R P / P and P = P R P / P . Proof: We saw in the previous lemma that classes of related right ideals of R with associated prime ideal P correspond to classes of right ideals of R P with associated prime ideal P R P = P . Since conversely, every right ideal I = (0), R P in R P is also a right ideal of R, the first equation follows. The second equation is an immedidate consequence of part (b) of Lemma 3.2.
In the case where P has a lower neighbour P in the chain of completely prime ideals of R, it is sufficient to determine |E R P /P R P (P )| where R = R P /P R P is now a rank one valuation ring with J(R) = P the only nonzero completely prime ideal.
It follows from Lemma 3.1 that a rank one valuation ring R falls into one of the following three categories:
(a) R is invariant, i.e. aR = Ra for all a ∈ R; (b) R is nearly simple, i.e. R, J(R) and (0) are the only ideals of R.
(c) R is exceptional, i.e. there exists a prime ideal Q in R which is not completely prime (see also [Du 93]).
We can now assume that R is a valuation ring with P = J(R) . The principal right ideals I = aR = (0), R are all related and aRs = aR is possible only for s ∈ U (R), hence P r (I) = J.
If we assume that |E R (P )| = 1, then P = aR for some a ∈ R, since P r (P ) = P , and P = P 2 = a 2 R follows, see below. This proves one half of the next result.
Lemma 3.4 Let P be a nonzero completely prime ideal in the valuation ring R. Then |E(P )| = 1 if and only if P = P 2 .
Proof: It remains to prove that |E(P )| = 1 if P = P 2 . We can assume that P = J(R), and that P n = (0). The last assumption is justified since P n = P is a completely prime ideal ([BT 98]) and P = P 2 implies that P · ⊃ P is a prime segment. It follows that P = aR for a ∈ P \ P 2 and that P n = a n R since P is a two-sided ideal. Hence, for every nonzero right ideal I = R, there exists an integer n with a n R ⊇ I ⊃ a n+1 R and I = a n R follows.
If P = J(R) = aR for a ∈ R then Ra = aR. Otherwise, Ra ⊂ aR and there exist elements r ∈ R, j ∈ P with ar ∈ aR \ Ra and a = jar. However, j = ar for r ∈ R leads to a = ar ar = a 2 r r for r ∈ R and a = 0, a contradiction. It follows that R is invariant if R is a rank one valuation ring with P = P 2 and P = J(R).
Corollary 3.5 The following conditions are equivalent for a nonzero completely prime ideal P of a valuation ring R:
(c) P has a lower neighbour P in the lattice of completely prime ideals of R, the segment P · ⊃ P is invariant and R P /(P R P ) is a right and left principal ideal ring.
Corollary 3.6 Let R be a valuation ring. There exists a one-to-one correspondence between specR and the set of isomorphism classes of injective indecomposable Rmodules if and only if P 2 = P for all completely prime ideals P = (0) of R.
Remark 3.7 A valuation ring R as in Corollary 3.6 has no limit primes and only invariant prime segments . However, R itself is not necessarily invariant if the rank of R is greater than 1.
We saw that a completely prime ideal P of R with P 2 = P has a lower neighbour P = P n and that the segment P · ⊃ P is invariant. The value group of the rank one valuation ring R P /(P R P ) is isomorphic to (Z, +) and we say that the segment P · ⊃ P is discrete.
If P · ⊃ P is invariant, then the value group G(P, P ) of R P /(P R P ) is isomorphic to a subgroup of (R, +) (see [BT98] and below).
We next prove the following result:
Theorem 3.8 Let R be a valuation ring and P · ⊃ P an invariant prime segment of R. Then:
(a) E(P ) = 1 if and only if P 2 = P , if and only if G(P, P ) ∼ = (Z, +). (b) E(P ) = 2 if and only if G(P, P ) ∼ = (R, +). (c) E(P ) = ∞ if and only if (Z, +) ∼ = G(P, P ) ∼ = (R, +).
Proof: It follows from Corollary 3.3 that we can assume that R is an invariant rank one valuation ring with P = J(R) ⊃ P = (0). Part (a) of the theorem follows from Corollary 3.5.
The group G(P, P ) is equal to ({αR
where F is the skew field of quotients of R and (αR) · (βR) = αβR defines the operation. This is a group, since R is invariant, it is totally ordered if we define αR ≥ βR if and only if αR ⊆ βR and it is archimedean since R has rank one. It follows by Hölder's Theorem ([Fu66] ) that G(P, P ) is isomorphic to a subgroup of (R, +) as ordered groups.
If G(P, P ) ∼ = Z, no smallest positive element exists in this group, P is not finitely generated as a right ideal and hence P 2 = P .
We can then consider the group Γ = ({αP | α ∈ F * }, ·) with αP · βP = αβP, α, β ∈ F * and αP ≥ βP if and only if αP ⊆ βP .
The group Γ is order-isomorphic to G(P, P ) and an order monomorphism w exists from Γ into (R, +). If I = F is any not finitely generated R-module in F , then I = α∈I αP and we can define w 1 (I) = inf{w(αP ) | α ∈ I} ∈ R.
It follows (with arguments similar to the arguments in [Tö 76]) that w 1 is an extension of w and defines an order isomorphism between the group of not finitely generated right R-submodules = F of F and (R, +). That Γ 1 = ({I ⊂ F | I not finitely generated right R−module }, ·),
operation is a group, follows from the fact that w 1 is a bijective mapping from Γ 1 to R with w 1 (I 1 I 2 ) = w 1 (I 1 )+w 1 (I 2 ) for I 1 , I 2 ∈ Γ 1 . The element I ρ ∈ Γ 1 that corresponds to ρ ∈ R is given by I ρ = ρ≤w(αP ) αP .
The group w(Γ) is dense in R = w 1 (Γ 1 ). If I 1 ⊇ I 2 are right ideals in Γ 1 , i.e.
not finitely generated, then I 1 ∼ I 2 if and only if aI 1 = I 2 for a ∈ R if and only if aP I 1 = I 2 . Therefore w 1 (aP I 1 ) = w(aP ) + w 1 (I 1 ) = w 1 (I 2 ). We can reformulate this in the following form: Two right ideals I 1 , I 2 ∈ Γ 1 are related if and only if
The statement (b) of the theorem follows immediately. |E(P )| = 2 if and only if P = P 2 and Γ ∼ = R. The two related classes which determine two non-isomorphic indecomposable R-modules are {aR | 0 = a ∈ J} and {aP | 0 = 0}. Every right ideal of R is of the form aR or aP for a ∈ R.
To prove (c) it must be shown that there exist infinitely many related classes of infinitely generated right ideals in R if Γ ∼ = R and P = P 2 . We assume on the contrary that w(Γ) is dense in R and that there are only finitely many, say, n related classes of infinitely generated right ideals in R. Let I be any right ideal with 0 < w 1 (I) < 1/(2n!) in R. In contrast to the result in the last theorem we will construct for every m ≥ 2 nearly simple rings R with |E(J(R))| = m.
Dubrovin [Du 93
] has constructed a rank one valuation ring R with an exceptional prime segment J(R) ⊃ (0). The principal right ideals of this ring are given in the form t ρ R with 0 ≤ ρ ∈ R and t ρ 1 R ⊇ t ρ 2 R if and only if ρ 1 ≤ ρ 2 . It follows that there are exactly two related classes of right ideals I = R, (0): The principal right ideals {aR|0 = a ∈ J(R)} and the infinitely generated ones {aP | 0 = a ∈ R} with P = J(R). We have no further information about E(J(R)) for R an exceptional rank one valuation ring.
Finally, we consider limit primes P = i∈Λ P i , P ⊃ P i , i ∈ Λ in a valuation ring R. Let R be a valuation ring, J = J(R) the maximal ideal of R and P = P i a limit prime. We consider for any a ∈ J the intersection P (a) := a∈P P of all completely prime ideals P of R containing a. Then P (a) is a completely prime ideal. The union P (a) := a / ∈Q Q of all completely prime ideals Q of R not containing a is also a completely prime ideal P (a) and P (a) · ⊃ P (a) is a prime segment. Hence, we can assume that in the representation P = i∈Λ P i of a limit prime every P i has a lower neighbour P i by replacing P i by P (a i ) for a i ∈ P \ P i . We can also assume that Λ is a well-ordered index set with P i ⊂ P j for i < j. In fact, we will only consider limit primes P where Λ = N; i.e. P = i∈N P i , P ⊃ P i · ⊃ P i . We will then say that P is given in standard form. The next result provides us with a family of right ideals I in a valuation ring R with limit prime P , so that P r (I) = P .
Lemma 3.9 Assume that P = i∈N P i is a limit prime of a valuation ring R given in standard form. For each i ≥ 1 choose a nonzero a i ∈ P i \ P i . Then I = I n with I n = a 0 a 1 . . . a n R is a right ideal of R with I = cP for all c in R and P r (I) = P provided I = (0).
Proof: To show that P ⊆ P r (I), it is enough to prove that a n a 2 n+1 ∈ P r (I) for n ≥ 1, since a n a 2 n+1 ∈ P n \ P n−1 . The element t n = a 0 a 1 . . . a n−1 is not contained in I since a n ∈ J(R). We have a n+1 = a n+2 . . . a n+k r k for some r k ∈ R and k ≥ 2 since a n+2 . . . a n+k ∈ P n+1 . Therefore, t n (a n a 2 n+1 ) = (a 0 a 1 . . . a n−1 a n a n+1 )a n+2 . . . a n+k r k for all k ≥ 2. This shows that t n (a n a 2 n+1 ) ∈ I and a n a 2 n+1 ∈ P r (I), and P ⊆ P r (I) follows.
To prove that P r (I) ⊆ P , we assume that tp ∈ I for t ∈ R \ I, 0 = p ∈ R. Then there exists an integer n and r ∈ R with a 0 a 1 . . . a n = tr and tp = a 0 a 1 . . . a n+1 v = tra n+1 v for some v ∈ R. Hence, p = ra n+1 v ∈ P n+1 ⊆ P and P r (I) = P .
It remains to prove that I = cP for c ∈ R. Otherwise, we have I = cP and c ∈ I. Hence, there exists an integer n and r in R with a 0 a 1 . . . a n = cr. Since a n+1 ∈ P , it follows that a 0 . . . a n+1 = cra n+1 ∈ cP = I, a contradiction that proves I = cP .
We will prove one more result about the right ideals associated with a limit prime P = i∈N P i in standard form. By Corollary 3.3 we can assume that P = J(R) is the maximal ideal in the valuation ring R. The ideal P is not finitely generated as right ideal, since P = P 2 . The principal right ideals {aR | 0 = a ∈ J} form one related class associated with P . A proper nonzero right ideal I of R is not finitely generated if and only if I = IP , since then for every a ∈ I exists b ∈ I with aR ⊂ bR ⊂ I. Let I be a not finitely generated ideal with P r (I) = P . Then I = IP = I( n∈N P n ) = n∈N IP n and we will show that P r (IP n ) = P n . Since P n s = P n for all s ∈ P \ P n we have P r (IP n ) ⊆ P n . Since P r (I) = P ⊃ P n , there exists by Lemma 2.3(ii) a right ideal I in R related to I and P ⊇ I ⊃ P n . Hence IP n and I P n are related and I P n ⊃ P n , the lower neighbour of P n . It follows that P r (IP n ) ⊃ P n and P r (IP n ) = P n .
We now assume that I 1 and I 2 are not finitely generated right ideals of R associated with P and that |E(P n )| ≤ 2 for all n ≥ n 0 . This happens for invariant prime segments P n · ⊃ P n if and only if the corresponding groups are isomorphic either to Z Z or IR (see Theorem 3.8). Then I 1 P n and I 2 P n are both associated with P n . If P 2 n = P n , these two right ideals are related, since there exists only one related class of right ideals associated with P n . If P 2 n = P n , then (I i P n )P n = I i P n for i = 1, 2 and then again I 1 P n and I 2 P n are related, since |E(P n )| = 2 and neither I 1 P n nor I 2 P n are of the form aR Pn for a ∈ P n and n ≥ n 0 . It follows that there exists for n ≥ n 0 an element a n ∈ R with a n I 1 P n = I 2 P n , or I 1 P n = b n I 2 P n for some b n ∈ R. Since sP n = P n for s / ∈ P, it follows that P m P n = P n for m > n and a m I 1 P m = I 2 P m implies a m I 1 P n = I 2 P n . We can therefore assume that there exist elements a n in R with a n I 1 P n = I 2 P n for all n ≥ n 0 and a m I 1 P n = a n I 1 P n for m ≥ n. It is not possible to conclude from this that I 1 and I 2 are related, but we obtain the following result if we add an extra condition.
Lemma 3.10 Let P = i∈N P i be a limit prime given in standard form. Assume that |E(P n )| ∈ {1, 2} for n ≥ n 0 . Further assume that for right ideals I 1 ⊇ I 2 = (0) of R associated with P there exists a ∈ R with aI 1 P n = I 2 P n whenever there exists elements a n ∈ R with a n I 1 P n = I 2 P n and a m I 1 P n = a n I 1 P n for m ≥ n ≥ n 0 . Then |E(P )| = 2.
Proof: Since P = P 2 we have |E(P )| ≥ 2. The arguments before the lemma and the assumptions show that any two right ideals I 1 , I 2 with I i P = I i for i = 1, 2, and associated with P are related.
We conclude this section with examples that show that |E(P )| = 2 and |E(P )| = ∞ is possible for a limit prime P .
If (G, ≥) is any ordered group, then D = Q((G)) the Malcev-Neumann ring of generalized power series is a skew field. It consists of elements α of the form α = ga g with g ∈ G, a g ∈ Q and the support supp(α) = {g | a g = 0} well-ordered.
The subring V = { ga g ∈ D | e ≤ g} of D is an invariant valuation ring and G is the associated group. The field Q of rational numbers can be replaced by any skew field in this construction.
We will write Pos(G) for the set {g ∈ G | e ≤ g} and a right ideal I 0 of Pos(G) is a non-empty subset I 0 of Pos(G) with I 0 Pos(G) ⊆ I 0 . The principal right ideals I = (0) of V have the form I = gV for some g ∈ Pos(G) and (I ∩ Pos(G))V = I for any right ideal I of V . Let P = (0) be a prime ideal of V . Then P = (P ∩ Pos(G))V and P is generated as a right V -ideal by P 0 = P ∩ Pos(G). If {lind(g) | g ∈ P } has no maximum, then P = J(V ) is the maximal ideal of V . Otherwise, {lind(g) | g ∈ P } has a maximum, say n, and P = P n is in this case the prime ideal of V generated by {g ∈ Pos(G) | lind(g) ≤ n}. If we write e n for the element e n = (z i ) with z n = 1 and z i = 0 otherwise, then P n = g
= e n − ke n+1 , k ∈ N , i.e. P n is also generated by the elements g To prove this, we assume that g = (z i ) ∈ P n with lind(g) = n and z n minimal. If z n > 1, then (g − e n ) + (e n ) ∈ P with e n , g − e n ∈ P , a contradiction, since P is a prime ideal. We observe that addition in G corresponds to multiplication in D and we will use below also multiplicative notation for the operation in G. Similarly, if there exists a minimum h ∈ Z with e n + he n+1 ∈ P n , then [e n + (h − 1)e n+1 ] + [e n+1 ] ∈ P n leads to a contradiction.
