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Abstract
This review is concerned with the motion of a point scalar charge, a point electric charge, and a
point mass in a specified background spacetime. In each of the three cases the particle produces a field
that behaves as outgoing radiation in the wave zone, and therefore removes energy from the particle.
In the near zone the field acts on the particle and gives rise to a self-force that prevents the particle
from moving on a geodesic of the background spacetime. The self-force contains both conservative and
dissipative terms, and the latter are responsible for the radiation reaction. The work done by the self-force
matches the energy radiated away by the particle.
The field’s action on the particle is difficult to calculate because of its singular nature: the field
diverges at the position of the particle. But it is possible to isolate the field’s singular part and show
that it exerts no force on the particle — its only effect is to contribute to the particle’s inertia. What
remains after subtraction is a smooth field that is fully responsible for the self-force. Because this field
satisfies a homogeneous wave equation, it can be thought of as a free (radiative) field that interacts with
the particle; it is this interaction that gives rise to the self-force.
The mathematical tools required to derive the equations of motion of a point scalar charge, a point
electric charge, and a point mass in a specified background spacetime are developed here from scratch.
The review begins with a discussion of the basic theory of bitensors (part I). It then applies the theory
to the construction of convenient coordinate systems to chart a neighbourhood of the particle’s word line
(part II). It continues with a thorough discussion of Green’s functions in curved spacetime (part III).
The review concludes with a detailed derivation of each of the three equations of motion (part IV).
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1 Introduction and summary
1.1 Invitation
The motion of a point electric charge in flat spacetime was the subject of active investigation since the early
work of Lorentz, Abrahams, and Poincare´, until Dirac [1] produced a proper relativistic derivation of the
equations of motion in 1938. (The field’s early history is well related in Ref. [2]). In 1960 DeWitt and
Brehme [3] generalized Dirac’s result to curved spacetimes, and their calculation was corrected by Hobbs [4]
several years later. In 1997 the motion of a point mass in a curved background spacetime was investigated
by Mino, Sasaki, and Tanaka [5], who derived an expression for the particle’s acceleration (which is not zero
unless the particle is a test mass); the same equations of motion were later obtained by Quinn and Wald [6]
using an axiomatic approach. The case of a point scalar charge was finally considered by Quinn in 2000 [7],
and this led to the realization that the mass of a scalar particle is not necessarily a constant of the motion.
This article reviews the achievements described in the preceding paragraph; it is concerned with the
motion of a point scalar charge q, a point electric charge e, and a point mass m in a specified background
spacetime with metric gαβ. These particles carry with them fields that behave as outgoing radiation in the
wave zone. The radiation removes energy and angular momentum from the particle, which then undergoes a
radiation reaction — its world line cannot be simply a geodesic of the background spacetime. The particle’s
motion is affected by the near-zone field which acts directly on the particle and produces a self-force. In curved
spacetime the self-force contains a radiation-reaction component that is directly associated with dissipative
effects, but it contains also a conservative component that is not associated with energy or angular-momentum
transport. The self-force is proportional to q2 in the case of a scalar charge, proportional to e2 in the case
of an electric charge, and proportional to m2 in the case of a point mass.
In this review I derive the equations that govern the motion of a point particle in a curved background
spacetime. The presentation is entirely self-contained, and all relevant materials are developed ab initio.
The reader, however, is assumed to have a solid grasp of differential geometry and a deep understanding of
general relativity. The reader is also assumed to have unlimited stamina, for the road to the equations of
motion is a long one. One must first assimilate the basic theory of bitensors (part I), then apply the theory
to construct convenient coordinate systems to chart a neighbourhood of the particle’s world line (part II).
One must next formulate a theory of Green’s functions in curved spacetimes (part III), and finally calculate
the scalar, electromagnetic, and gravitational fields near the world line and figure out how they should act
on the particle (part IV). The review is very long, but the payoff, I hope, will be commensurate.
In this introductory section I set the stage and present an impressionistic survey of what the review
contains. This should help the reader get oriented and acquainted with some of the ideas and some of the
notation. Enjoy!
1.2 Radiation reaction in flat spacetime
Let us first consider the relatively simple and well-understood case of a point electric charge e moving in
flat spacetime [2,8–10]. The charge produces an electromagnetic vector potential Aα that satisfies the wave
equation
Aα = −4πjα (1.2.1)
together with the Lorenz gauge condition ∂αA
α = 0. (On page 294 Jackson [8] explains why the term
“Lorenz gauge” is preferable to “Lorentz gauge”.) The vector jα is the charge’s current density, which is
formally written in terms of a four-dimensional Dirac functional supported on the charge’s world line: the
density is zero everywhere, except at the particle’s position where it is infinite. For concreteness we will
imagine that the particle moves around a centre (perhaps another charge, which is taken to be fixed) and
that it emits outgoing radiation. We expect that the charge will undergo a radiation reaction and that it
will spiral down toward the centre. This effect must be accounted for by the equations of motion, and these
must therefore include the action of the charge’s own field, which is the only available agent that could be
responsible for the radiation reaction. We seek to determine this self-force acting on the particle.
An immediate difficulty presents itself: the vector potential, and also the electromagnetic field tensor,
diverge on the particle’s world line, because the field of a point charge is necessarily infinite at the charge’s
position. This behaviour makes it most difficult to decide how the field is supposed to act on the particle.
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Difficult but not impossible. To find a way around this problem I note first that the situation considered
here, in which the radiation is propagating outward and the charge is spiraling inward, breaks the time-reversal
invariance of Maxwell’s theory. A specific time direction was adopted when, among all possible solutions to
the wave equation, we chose Aαret, the retarded solution, as the physically-relevant solution. Choosing instead
the advanced solution Aαadv would produce a time-reversed picture in which the radiation is propagating
inward and the charge is spiraling outward. Alternatively, choosing the linear superposition
AαS =
1
2
(
Aαret +A
α
adv
)
(1.2.2)
would restore time-reversal invariance: outgoing and incoming radiation would be present in equal amounts,
there would be no net loss nor gain of energy by the system, and the charge would not undergo any radiation
reaction. In Eq. (1.2.2) the subscript ‘S’ stands for ‘symmetric’, as the vector potential depends symmetrically
upon future and past.
My second key observation is that while the potential of Eq. (1.2.2) does not exert a force on the charged
particle, it is just as singular as the retarded potential in the vicinity of the world line. This follows from
the fact that Aαret, A
α
adv, and A
α
S all satisfy Eq. (1.2.1), whose source term is infinite on the world line. So
while the wave-zone behaviours of these solutions are very different (with the retarded solution describing
outgoing waves, the advanced solution describing incoming waves, and the symmetric solution describing
standing waves), the three vector potentials share the same singular behaviour near the world line — all three
electromagnetic fields are dominated by the particle’s Coulomb field and the different asymptotic conditions
make no difference close to the particle. This observation gives us an alternative interpretation for the
subscript ‘S’: it stands for ‘singular’ as well as ‘symmetric’.
Because AαS is just as singular as A
α
ret, removing it from the retarded solution gives rise to a potential that
is well behaved in a neighbourhood of the world line. And because AαS is known not to affect the motion of
the charged particle, this new potential must be entirely responsible for the radiation reaction. We therefore
introduce the new potential
AαR = A
α
ret −AαS =
1
2
(
Aαret −Aαadv
)
(1.2.3)
and postulate that it, and it alone, exerts a force on the particle. The subscript ‘R’ stands for ‘regular’,
because AαR is nonsingular on the world line. This property can be directly inferred from the fact that the
regular potential satisfies the homogeneous version of Eq. (1.2.1), AαR = 0; there is no singular source to
produce a singular behaviour on the world line. Since AαR satisfies the homogeneous wave equation, it can
be thought of as a free radiation field, and the subscript ‘R’ could also stand for ‘radiative’.
The self-action of the charge’s own field is now clarified: a singular potential AαS can be removed from
the retarded potential and shown not to affect the motion of the particle. (Establishing this last statement
requires a careful analysis that is presented in the bulk of the paper; what really happens is that the singular
field contributes to the particle’s inertia and renormalizes its mass.) What remains is a well-behaved potential
AαR that must be solely responsible for the radiation reaction. From the radiative potential we form an
electromagnetic field tensor FRαβ = ∂αA
R
β − ∂βARα and we take the particle’s equations of motion to be
maµ = f
ext
µ + eF
R
µνu
ν , (1.2.4)
where uµ = dzµ/dτ is the charge’s four-velocity [zµ(τ) gives the description of the world line and τ is proper
time], aµ = duµ/dτ its acceleration, m its (renormalized) mass, and fµext an external force also acting on the
particle. Calculation of the radiative field yields the more concrete expression
maµ = fµext +
2e2
3m
(
δµν + u
µuν
)dfνext
dτ
, (1.2.5)
in which the second-term is the self-force that is responsible for the radiation reaction. We observe that the
self-force is proportional to e2, it is orthogonal to the four-velocity, and it depends on the rate of change of
the external force. This is the result that was first derived by Dirac [1]. (Dirac’s original expression actually
involved the rate of change of the acceleration vector on the right-hand side. The resulting equation gives
rise to the well-known problem of runaway solutions. To avoid such unphysical behaviour I have submitted
Dirac’s equation to a reduction-of-order procedure whereby daν/dτ is replaced with m−1dfνext/dτ . This
procedure is explained and justified, for example, in Refs. [10, 11].)
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1.3 Green’s functions in flat spacetime
To see how Eq. (1.2.5) can eventually be generalized to curved spacetimes, I introduce a new layer of
mathematical formalism and show that the decomposition of the retarded potential into symmetric-singular
and regular-radiative pieces can be performed at the level of the Green’s functions associated with Eq. (1.2.1).
The retarded solution to the wave equation can be expressed as
Aαret(x) =
∫
G α+β′(x, x
′)jβ
′
(x′) dV ′, (1.3.1)
in terms of the retarded Green’s function G α+β′(x, x
′) = δαβ′δ(t− t′− |x−x′|)/|x−x′|. Here x = (t,x) is an
arbitrary field point, x′ = (t′,x′) is a source point, and dV ′ ≡ d4x′; tensors at x are identified with unprimed
indices, while primed indices refer to tensors at x′. Similarly, the advanced solution can be expressed as
Aαadv(x) =
∫
G α−β′(x, x
′)jβ
′
(x′) dV ′, (1.3.2)
in terms of the advanced Green’s function G α
−β′(x, x
′) = δαβ′δ(t− t′+ |x−x′|)/|x−x′|. The retarded Green’s
function is zero whenever x lies outside of the future light cone of x′, and G α+β′(x, x
′) is infinite at these
points. On the other hand, the advanced Green’s function is zero whenever x lies outside of the past light
cone of x′, and G α
−β′(x, x
′) is infinite at these points. The retarded and advanced Green’s functions satisfy
the reciprocity relation
G−β′α(x
′, x) = G+αβ′(x, x
′); (1.3.3)
this states that the retarded Green’s function becomes the advanced Green’s function (and vice versa) when
x and x′ are interchanged.
From the retarded and advanced Green’s functions we can define a singular Green’s function by
G αS β′(x, x
′) =
1
2
[
G α+β′(x, x
′) +G α−β′(x, x
′)
]
(1.3.4)
and a radiative Green’s function by
G αR β′(x, x
′) = G α+β′(x, x
′)−G αS β′(x, x′) =
1
2
[
G α+β′(x, x
′)−G α−β′(x, x′)
]
. (1.3.5)
By virtue of Eq. (1.3.3) the singular Green’s function is symmetric in its indices and arguments: GSβ′α(x
′, x) =
GSαβ′(x, x
′). The radiative Green’s function, on the other hand, is antisymmetric. The potential
AαS (x) =
∫
G αS β′(x, x
′)jβ
′
(x′) dV ′ (1.3.6)
satisfies the wave equation of Eq. (1.2.1) and is singular on the world line, while
AαR(x) =
∫
G αR β′(x, x
′)jβ
′
(x′) dV ′ (1.3.7)
satisfies the homogeneous equation Aα = 0 and is well behaved on the world line.
Equation (1.3.1) implies that the retarded potential at x is generated by a single event in spacetime: the
intersection of the world line and x’s past light cone (see Fig. 1). I shall call this the retarded point associated
with x and denote it z(u); u is the retarded time, the value of the proper-time parameter at the retarded
point. Similarly we find that the advanced potential of Eq. (1.3.2) is generated by the intersection of the
world line and the future light cone of the field point x. I shall call this the advanced point associated with
x and denote it z(v); v is the advanced time, the value of the proper-time parameter at the advanced point.
1.4 Green’s functions in curved spacetime
In a curved spacetime with metric gαβ the wave equation for the vector potential becomes
Aα −RαβAβ = −4πjα, (1.4.1)
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γ
x
z(u)
retarded
γ
x
z(v)
advanced
Figure 1: In flat spacetime, the retarded potential at x depends on the particle’s state of motion at the
retarded point z(u) on the world line; the advanced potential depends on the state of motion at the advanced
point z(v).
where  = gαβ∇α∇β is the covariant wave operator and Rαβ is the spacetime’s Ricci tensor; the Lorenz
gauge conditions becomes ∇αAα = 0, and ∇α denotes covariant differentiation. Retarded and advanced
Green’s functions can be defined for this equation, and solutions to Eq. (1.4.1) take the same form as in
Eqs. (1.3.1) and (1.3.2), except that dV ′ now stands for
√−g(x′) d4x′.
The causal structure of the Green’s functions is richer in curved spacetime: While in flat spacetime the
retarded Green’s function has support only on the future light cone of x′, in curved spacetime its support
extends inside the light cone as well; G α+β′(x, x
′) is therefore nonzero when x ∈ I+(x′), which denotes the
chronological future of x′. This property reflects the fact that in curved spacetime, electromagnetic waves
propagate not just at the speed of light, but at all speeds smaller than or equal to the speed of light; the delay
is caused by an interaction between the radiation and the spacetime curvature. A direct implication of this
property is that the retarded potential at x is now generated by the point charge during its entire history
prior to the retarded time u associated with x: the potential depends on the particle’s state of motion for
all times τ ≤ u (see Fig. 2).
Similar statements can be made about the advanced Green’s function and the advanced solution to the
wave equation. While in flat spacetime the advanced Green’s function has support only on the past light
cone of x′, in curved spacetime its support extends inside the light cone, and G α
−β′(x, x
′) is nonzero when
x ∈ I−(x′), which denotes the chronological past of x′. This implies that the advanced potential at x is
generated by the point charge during its entire future history following the advanced time v associated with
x: the potential depends on the particle’s state of motion for all times τ ≥ v.
The physically relevant solution to Eq. (1.4.1) is obviously the retarded potential Aαret(x), and as in flat
γ
x
z(u)
retarded
z(v)
x
γ
advanced
Figure 2: In curved spacetime, the retarded potential at x depends on the particle’s history before the
retarded time u; the advanced potential depends on the particle’s history after the advanced time v.
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spacetime, this diverges on the world line. The cause of this singular behaviour is still the pointlike nature
of the source, and the presence of spacetime curvature does not change the fact that the potential diverges
at the position of the particle. Once more this behaviour makes it difficult to figure out how the retarded
field is supposed to act on the particle and determine its motion. As in flat spacetime we shall attempt to
decompose the retarded solution into a singular part that exerts no force, and a smooth radiative part that
produces the entire self-force.
To decompose the retarded Green’s function into singular and radiative parts is not a straightforward
task in curved spacetime. The flat-spacetime definition for the singular Green’s function, Eq. (1.3.4), cannot
be adopted without modification: While the combination half-retarded plus half-advanced Green’s functions
does have the property of being symmetric, and while the resulting vector potential would be a solution to
Eq. (1.4.1), this candidate for the singular Green’s function would produce a self-force with an unacceptable
dependence on the particle’s future history. For suppose that we made this choice. Then the radiative
Green’s function would be given by the combination half-retarded minus half-advanced Green’s functions,
just as in flat spacetime. The resulting radiative potential would satisfy the homogeneous wave equation,
and it would be smooth on the world line, but it would also depend on the particle’s entire history, both
past (through the retarded Green’s function) and future (through the advanced Green’s function). More
precisely stated, we would find that the radiative potential at x depends on the particle’s state of motion
at all times τ outside the interval u < τ < v; in the limit where x approaches the world line, this interval
shrinks to nothing, and we would find that the radiative potential is generated by the complete history of
the particle. A self-force constructed from this potential would be highly noncausal, and we are compelled
to reject these definitions for the singular and radiative Green’s functions.
The proper definitions were identified by Detweiler and Whiting [12], who proposed the following gener-
alization to Eq. (1.3.4):
G αS β′(x, x
′) =
1
2
[
G α+β′(x, x
′) +G α−β′(x, x
′)−Hαβ′(x, x′)
]
. (1.4.2)
The two-point function Hαβ′(x, x
′) is introduced specifically to cure the pathology described in the preceding
paragraph. It is symmetric in its indices and arguments, so that GSαβ′(x, x
′) will be also (since the retarded
and advanced Green’s functions are still linked by a reciprocity relation); and it is a solution to the homo-
geneous wave equation, Hαβ′(x, x
′) − Rαγ(x)Hγβ′(x, x′) = 0, so that the singular, retarded, and advanced
Green’s functions will all satisfy the same wave equation. Furthermore, and this is its key property, the
two-point function is defined to agree with the advanced Green’s function when x is in the chronological past
of x′: Hαβ′(x, x
′) = G α
−β′(x, x
′) when x ∈ I−(x′). This ensures that G αS β′(x, x′) vanishes when x is in the
chronological past of x′. In fact, reciprocity implies that Hαβ′(x, x
′) will also agree with the retarded Green’s
function when x is in the chronological future of x′, and it follows that the symmetric Green’s function
vanishes also when x is in the chronological future of x′.
The potential AαS (x) constructed from the singular Green’s function can now be seen to depend on the
particle’s state of motion at times τ restricted to the interval u ≤ τ ≤ v (see Fig. 3). Because this potential
satisfies Eq. (1.4.1), it is just as singular as the retarded potential in the vicinity of the world line. And
because the singular Green’s function is symmetric in its arguments, the singular potential can be shown to
exert no force on the charged particle. (This requires a lengthy analysis that will be presented in the bulk
of the paper.)
The Detweiler-Whiting [12] definition for the radiative Green’s function is then
G αR β′(x, x
′) = G α+β′(x, x
′)−G αS β′(x, x′) =
1
2
[
G α+β′(x, x
′)−G α−β′(x, x′) +Hαβ′(x, x′)
]
. (1.4.3)
The potential AαR(x) constructed from this depends on the particle’s state of motion at all times τ prior
to the advanced time v: τ ≤ v. Because this potential satisfies the homogeneous wave equation, it is well
behaved on the world line and its action on the point charge is well defined. And because the singular
potential AαS (x) can be shown to exert no force on the particle, we conclude that A
α
R(x) alone is responsible
for the self-force.
From the radiative potential we form an electromagnetic field tensor FRαβ = ∇αARβ − ∇βARα and the
curved-spacetime generalization to Eq. (1.2.4) is
maµ = f
ext
µ + eF
R
µνu
ν , (1.4.4)
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γ
x
z(u)
singular
x
γ
z(v)
radiative
Figure 3: In curved spacetime, the singular potential at x depends on the particle’s history during the
interval u ≤ τ ≤ v; for the radiative potential the relevant interval is −∞ < τ ≤ v.
where uµ = dzµ/dτ is again the charge’s four-velocity, but aµ = Duµ/dτ is now its covariant acceleration.
1.5 World line and retarded coordinates
To flesh out the ideas contained in the preceding subsection I add yet another layer of mathematical formalism
and construct a convenient coordinate system to chart a neighbourhood of the particle’s world line. In the
next subsection I will display explicit expressions for the retarded, singular, and radiative fields of a point
electric charge.
Let γ be the world line of a point particle in a curved spacetime. It is described by parametric relations
zµ(τ) in which τ is proper time. Its tangent vector is uµ = dzµ/dτ and its acceleration is aµ = Duµ/dτ ; we
shall also encounter a˙µ ≡ Daµ/dτ .
On γ we erect an orthonormal basis that consists of the four-velocity uµ and three spatial vectors eµa
labelled by a frame index a = (1, 2, 3). These vectors satisfy the relations gµνu
µuν = −1, gµνuµeνa = 0, and
gµνe
µ
ae
ν
b = δab. We take the spatial vectors to be Fermi-Walker transported on the world line: De
µ
a/dτ =
aau
µ, where
aa(τ) = aµe
µ
a (1.5.1)
are frame components of the acceleration vector; it is easy to show that Fermi-Walker transport preserves
the orthonormality of the basis vectors. We shall use the tetrad to decompose various tensors evaluated on
the world line. An example was already given in Eq. (1.5.1) but we shall also encounter frame components
of the Riemann tensor,
Ra0b0(τ) = Rµλνρe
µ
au
λeνbu
ρ, Ra0bc(τ) = Rµλνρe
µ
au
λeνb e
ρ
c , Rabcd(τ) = Rµλνρe
µ
ae
λ
b e
ν
ce
ρ
d, (1.5.2)
as well as frame components of the Ricci tensor,
R00(τ) = Rµνu
µuν , Ra0(τ) = Rµνe
µ
au
ν , Rab(τ) = Rµνe
µ
ae
ν
b . (1.5.3)
We shall use δab = diag(1, 1, 1) and its inverse δ
ab = diag(1, 1, 1) to lower and raise frame indices, respectively.
Consider a point x in a neighbourhood of the world line γ. We assume that x is sufficiently close to the
world line that a unique geodesic links x to any neighbouring point z on γ. The two-point function σ(x, z),
known as Synge’s world function [13], is numerically equal to half the squared geodesic distance between
z and x; it is positive if x and z are spacelike related, negative if they are timelike related, and σ(x, z) is
zero if x and z are linked by a null geodesic. We denote its gradient ∂σ/∂zµ by σµ(x, z), and −σµ gives a
meaningful notion of a separation vector (pointing from z to x).
To construct a coordinate system in this neighbourhood we locate the unique point x′ ≡ z(u) on γ which
is linked to x by a future-directed null geodesic (this geodesic is directed from x′ to x); I shall refer to x′ as
the retarded point associated with x, and u will be called the retarded time. To tensors at x′ we assign indices
α′, β′, . . . ; this will distinguish them from tensors at a generic point z(τ) on the world line, to which we
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aΩ
r
x
z(u)
γ
Figure 4: Retarded coordinates of a point x relative to a world line γ. The retarded time u selects a particular
null cone, the unit vector Ωa ≡ xˆa/r selects a particular generator of this null cone, and the retarded distance
r selects a particular point on this generator.
have assigned indices µ, ν, . . . . We have σ(x, x′) = 0 and −σα′(x, x′) is a null vector that can be interpreted
as the separation between x′ and x.
The retarded coordinates of the point x are (u, xˆa), where xˆa = −eaα′σα
′
are the frame components of the
separation vector. They come with a straightforward interpretation (see Fig. 4). The invariant quantity
r ≡
√
δabxˆaxˆb = uα′σ
α′ (1.5.4)
is an affine parameter on the null geodesic that links x to x′; it can be loosely interpreted as the time delay
between x and x′ as measured by an observer moving with the particle. This therefore gives a meaningful
notion of distance between x and the retarded point, and I shall call r the retarded distance between x and
the world line. The unit vector
Ωa = xˆa/r (1.5.5)
is constant on the null geodesic that links x to x′. Because Ωa is a different constant on each null geodesic
that emanates from x′, keeping u fixed and varying Ωa produces a congruence of null geodesics that generate
the future light cone of the point x′ (the congruence is hypersurface orthogonal). Each light cone can thus
be labelled by its retarded time u, each generator on a given light cone can be labelled by its direction vector
Ωa, and each point on a given generator can be labelled by its retarded distance r. We therefore have a good
coordinate system in a neighbourhood of γ.
To tensors at x we assign indices α, β, . . . . These tensors will be decomposed in a tetrad (eα0 , e
α
a ) that is
constructed as follows: Given x we locate its associated retarded point x′ on the world line, as well as the
null geodesic that links these two points; we then take the tetrad (uα
′
, eα
′
a ) at x
′ and parallel transport it to
x along the null geodesic to obtain (eα0 , e
α
a ).
1.6 Retarded, singular, and radiative electromagnetic fields of a point electric charge
The retarded solution to Eq. (1.4.1) is
Aα(x) = e
∫
γ
G α+µ(x, z)u
µ dτ, (1.6.1)
where the integration is over the world line of the point electric charge. Because the retarded solution is the
physically relevant solution to the wave equation, it will not be necessary to put a label ‘ret’ on the vector
potential.
From the vector potential we form the electromagnetic field tensor Fαβ , which we decompose in the
tetrad (eα0 , e
α
a ) introduced at the end of Sec. 1.5. We then express the frame components of the field tensor
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in retarded coordinates, in the form of an expansion in powers of r. This gives
Fa0(u, r,Ω
a) ≡ Fαβ(x)eαa (x)eβ0 (x)
=
e
r2
Ωa − e
r
(
aa − abΩbΩa
)
+
1
3
eRb0c0Ω
bΩcΩa − 1
6
e
(
5Ra0b0Ω
b +Rab0cΩ
bΩc
)
+
1
12
e
(
5R00 +RbcΩ
bΩc +R
)
Ωa +
1
3
eRa0 − 1
6
eRabΩ
b + F taila0 +O(r), (1.6.2)
Fab(u, r,Ω
a) ≡ Fαβ(x)eαa (x)eβb (x)
=
e
r
(
aaΩb − Ωaab
)
+
1
2
e
(
Ra0bc −Rb0ac +Ra0c0Ωb − ΩaRb0c0
)
Ωc
− 1
2
e
(
Ra0Ωb − ΩaRb0
)
+ F tailab +O(r), (1.6.3)
where
F taila0 = F
tail
α′β′(x
′)eα
′
a u
β′ , F tailab = F
tail
α′β′(x
′)eα
′
a e
β′
b (1.6.4)
are the frame components of the “tail part” of the field, which is given by
F tailα′β′(x
′) = 2e
∫ u−
−∞
∇[α′G+β′]µ(x′, z)uµ dτ. (1.6.5)
In these expressions, all tensors (or their frame components) are evaluated at the retarded point x′ ≡ z(u)
associated with x; for example, aa ≡ aa(u) ≡ aα′eα′a . The tail part of the electromagnetic field tensor is
written as an integral over the portion of the world line that corresponds to the interval −∞ < τ ≤ u− ≡
u− 0+; this represents the past history of the particle. The integral is cut short at u− to avoid the singular
behaviour of the retarded Green’s function when z(τ) coincides with x′; the portion of the Green’s function
involved in the tail integral is smooth, and the singularity at coincidence is completely accounted for by the
other terms in Eqs. (1.6.2) and (1.6.3).
The expansion of Fαβ(x) near the world line does indeed reveal many singular terms. We first recognize
terms that diverge when r → 0; for example the Coulomb field Fa0 diverges as r−2 when we approach the
world line. But there are also terms that, though they stay bounded in the limit, possess a directional
ambiguity at r = 0; for example Fab contains a term proportional to Ra0bcΩ
c whose limit depends on the
direction of approach.
This singularity structure is perfectly reproduced by the singular field F Sαβ obtained from the potential
AαS (x) = e
∫
γ
G αSµ(x, z)u
µ dτ, (1.6.6)
where G αS µ(x, z) is the singular Green’s function of Eq. (1.4.2). Near the world line the singular field is given
by
F Sa0(u, r,Ω
a) ≡ F Sαβ(x)eαa (x)eβ0 (x)
=
e
r2
Ωa − e
r
(
aa − abΩbΩa
)− 2
3
ea˙a +
1
3
eRb0c0Ω
bΩcΩa − 1
6
e
(
5Ra0b0Ω
b +Rab0cΩ
bΩc
)
+
1
12
e
(
5R00 +RbcΩ
bΩc +R
)
Ωa − 1
6
eRabΩ
b +O(r), (1.6.7)
F Sab(u, r,Ω
a) ≡ F Sαβ(x)eαa (x)eβb (x)
=
e
r
(
aaΩb − Ωaab
)
+
1
2
e
(
Ra0bc −Rb0ac +Ra0c0Ωb − ΩaRb0c0
)
Ωc
− 1
2
e
(
Ra0Ωb − ΩaRb0
)
+O(r). (1.6.8)
Comparison of these expressions with Eqs. (1.6.2) and (1.6.3) does indeed reveal that all singular terms are
shared by both fields.
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The difference between the retarded and singular fields defines the radiative field FRαβ(x). Its frame
components are
FRa0 =
2
3
ea˙a +
1
3
eRa0 + F
tail
a0 + O(r), (1.6.9)
FRab = F
tail
ab +O(r), (1.6.10)
and at x′ the radiative field becomes
FRα′β′ = 2eu[α′
(
gβ′]γ′ + uβ′]uγ′
)(2
3
a˙γ
′
+
1
3
Rγ
′
δ′u
δ′
)
+ F tailα′β′ , (1.6.11)
where a˙γ
′
= Daγ
′
/dτ is the rate of change of the acceleration vector, and where the tail term was given by
Eq. (1.6.5). We see that FRαβ(x) is a smooth tensor field, even on the world line.
1.7 Motion of an electric charge in curved spacetime
I have argued in Sec. 1.4 that the self-force acting on a point electric charge is produced by the radiative
field, and that the charge’s equations of motion should take the form of maµ = f
ext
µ + eF
R
µνu
ν, where f extµ is
an external force also acting on the particle. Substituting Eq. (1.6.11) gives
maµ = fµext + e
2
(
δµν + u
µuν
)( 2
3m
Dfνext
dτ
+
1
3
Rνλu
λ
)
+ 2e2uν
∫ τ−
−∞
∇[µG ν]+ λ′
(
z(τ), z(τ ′)
)
uλ
′
dτ ′, (1.7.1)
in which all tensors are evaluated at z(τ), the current position of the particle on the world line. The primed
indices in the tail integral refer to a point z(τ ′) which represents a prior position; the integration is cut short
at τ ′ = τ− ≡ τ − 0+ to avoid the singular behaviour of the retarded Green’s function at coincidence. To
get Eq. (1.7.1) I have reduced the order of the differential equation by replacing a˙ν with m−1f˙νext on the
right-hand side; this procedure was explained at the end of Sec. 1.2.
Equation (1.7.1) is the result that was first derived by DeWitt and Brehme [3] and later corrected by
Hobbs [4]. (The original equation did not include the Ricci-tensor term.) In flat spacetime the Ricci tensor
is zero, the tail integral disappears (because the Green’s function vanishes everywhere within the domain
of integration), and Eq. (1.7.1) reduces to Dirac’s result of Eq. (1.2.5). In curved spacetime the self-force
does not vanish even when the electric charge is moving freely, in the absence of an external force: it is
then given by the tail integral, which represents radiation emitted earlier and coming back to the particle
after interacting with the spacetime curvature. This delayed action implies that in general, the self-force is
nonlocal in time: it depends not only on the current state of motion of the particle, but also on its past
history. Lest this behaviour should seem mysterious, it may help to keep in mind that the physical process
that leads to Eq. (1.7.1) is simply an interaction between the charge and a free electromagnetic field FRαβ ; it
is this field that carries the information about the charge’s past.
1.8 Motion of a scalar charge in curved spacetime
The dynamics of a point scalar charge can be formulated in a way that stays fairly close to the electromagnetic
theory. The particle’s charge q produces a scalar field Φ(x) which satisfies a wave equation(
− ξR)Φ = −4πµ (1.8.1)
that is very similar to Eq. (1.4.1). Here, R is the spacetime’s Ricci scalar, and ξ is an arbitrary coupling
constant; the scalar charge density µ(x) is given by a four-dimensional Dirac functional supported on the
particle’s world line γ. The retarded solution to the wave equation is
Φ(x) = q
∫
γ
G+(x, z) dτ, (1.8.2)
where G+(x, z) is the retarded Green’s function associated with Eq. (1.8.1). The field exerts a force on the
particle, whose equations of motion are
maµ = q
(
gµν + uµuν
)∇νΦ, (1.8.3)
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where m is the particle’s mass; this equation is very similar to the Lorentz-force law. But the dynamics
of a scalar charge comes with a twist: If Eqs. (1.8.1) and (1.8.3) are to follow from a variational principle,
the particle’s mass should not be expected to be a constant of the motion. It is found instead to satisfy the
differential equation
dm
dτ
= −quµ∇µΦ, (1.8.4)
and in general m will vary with proper time. This phenomenon is linked to the fact that a scalar field has
zero spin: the particle can radiate monopole waves and the radiated energy can come at the expense of the
rest mass.
The scalar field of Eq. (1.8.2) diverges on the world line and its singular part ΦS(x) must be removed
before Eqs. (1.8.3) and (1.8.4) can be evaluated. This procedure produces the radiative field ΦR(x), and it
is this field (which satisfies the homogeneous wave equation) that gives rise to a self-force. The gradient of
the radiative field takes the form of
∇µΦR = − 1
12
(1 − 6ξ)qRuµ + q
(
gµν + uµuν
)(1
3
a˙ν +
1
6
Rνλu
λ
)
+Φtailµ (1.8.5)
when it is evaluated of the world line. The last term is the tail integral
Φtailµ = q
∫ τ−
−∞
∇µG+
(
z(τ), z(τ ′)
)
dτ ′, (1.8.6)
and this brings the dependence on the particle’s past.
Substitution of Eq. (1.8.5) into Eqs. (1.8.3) and (1.8.4) gives the equations of motion of a point scalar
charge. (At this stage I introduce an external force fµext and reduce the order of the differential equation.)
The acceleration is given by
maµ = fµext + q
2
(
δµν + u
µuν
)[ 1
3m
Dfνext
dτ
+
1
6
Rνλu
λ +
∫ τ−
−∞
∇νG+
(
z(τ), z(τ ′)
)
dτ ′
]
(1.8.7)
and the mass changes according to
dm
dτ
= − 1
12
(1− 6ξ)q2R− q2uµ
∫ τ−
−∞
∇µG+
(
z(τ), z(τ ′)
)
dτ ′. (1.8.8)
These equations were first derived by Quinn [7]. (His analysis was restricted to a minimally-coupled scalar
field, so that ξ = 0 in his expressions. The extension to an arbitrary coupling constant was carried out by
myself for this review.)
In flat spacetime the Ricci-tensor term and the tail integral disappear and Eq. (1.8.7) takes the form
of Eq. (1.2.5) with q2/(3m) replacing the factor of 2e2/(3m). In this simple case Eq. (1.8.8) reduces to
dm/dτ = 0 and the mass is in fact a constant. This property remains true in a conformally-flat spacetime
when the wave equation is conformally invariant (ξ = 1/6): in this case the Green’s function possesses only
a light-cone part and the right-hand side of Eq. (1.8.8) vanishes. In generic situations the mass of a point
scalar charge will vary with proper time.
1.9 Motion of a point mass, or a black hole, in a background spacetime
The case of a point mass moving in a specified background spacetime presents itself with a serious conceptual
challenge, as the fundamental equations of the theory are nonlinear and the very notion of a “point mass”
is somewhat misguided. Nevertheless, to the extent that the perturbation hαβ(x) created by the point mass
can be considered to be “small”, the problem can be formulated in close analogy with what was presented
before.
We take the metric gαβ of the background spacetime to be a solution of the Einstein field equations in
vacuum. (We impose this condition globally.) We describe the gravitational perturbation produced by a
point particle of mass m in terms of trace-reversed potentials γαβ defined by
γαβ = hαβ − 1
2
(
gγδhγδ
)
gαβ , (1.9.1)
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where hαβ is the difference between gαβ , the actual metric of the perturbed spacetime, and gαβ . The
potentials satisfy the wave equation
γαβ + 2R α βγ δ γ
γδ = −16πTαβ (1.9.2)
together with the Lorenz gauge condition γαβ;β = 0. Here and below, covariant differentiation refers to
a connection that is compatible with the background metric,  = gαβ∇α∇β is the wave operator for the
background spacetime, and Tαβ is the stress-energy tensor of the point mass; this is given by a Dirac
distribution supported on the particle’s world line γ. The retarded solution is
γαβ(x) = 4m
∫
γ
G αβ+ µν(x, z)u
µuν dτ, (1.9.3)
where G αβ+ µν(x, z) is the retarded Green’s function associated with Eq. (1.9.2). The perturbation hαβ(x)
can be recovered by inverting Eq. (1.9.1).
Equations of motion for the point mass can be obtained by formally demanding that the motion be
geodesic in the perturbed spacetime with metric gαβ = gαβ + hαβ. After a mapping to the background
spacetime, the equations of motion take the form of
aµ = −1
2
(
gµν + uµuν
)(
2hνλ;ρ − hλρ;ν
)
uλuρ. (1.9.4)
The acceleration is thus proportional to m; in the test-mass limit the world line of the particle is a geodesic
of the background spacetime.
We now remove hSαβ(x) from the retarded perturbation and postulate that it is the radiative field h
S
αβ(x)
that should act on the particle. (Note that γSαβ satisfies the same wave equation as the retarded potentials,
but that γRαβ is a free gravitational field that satisfies the homogeneous wave equation.) On the world line
we have
hRµν;λ = −4m
(
u(µRν)ρλξ +Rµρνξuλ
)
uρuξ + htailµνλ, (1.9.5)
where the tail term is given by
htailµνλ = 4m
∫ τ−
−∞
∇λ
(
G+µνµ′ν′ − 1
2
gµνG
ρ
+ ρµ′ν′
)(
z(τ), z(τ ′)
)
uµ
′
uν
′
dτ ′. (1.9.6)
When Eq. (1.9.5) is substituted into Eq. (1.9.4) we find that the terms that involve the Riemann tensor
cancel out, and we are left with
aµ = −1
2
(
gµν + uµuν
)(
2htailνλρ − htailλρν
)
uλuρ. (1.9.7)
Only the tail integral appears in the final form of the equations of motion. It involves the current position z(τ)
of the particle, at which all tensors with unprimed indices are evaluated, as well as all prior positions z(τ ′),
at which tensors with primed indices are evaluated. As before the integral is cut short at τ ′ = τ− ≡ τ − 0+
to avoid the singular behaviour of the retarded Green’s function at coincidence.
The equations of motion of Eq. (1.9.7) were first derived by Mino, Sasaki, and Tanaka [5], and then
reproduced with a different analysis by Quinn and Wald [6]. They are now known as the MiSaTaQuWa
equations of motion. Detweiler and Whiting [12] have contributed the compelling interpretation that the
motion is actually geodesic in a spacetime with metric gαβ + h
R
αβ . This metric satisfies the Einstein field
equations in vacuum and is perfectly smooth on the world line. This spacetime can thus be viewed as the
background spacetime perturbed by a free gravitational wave produced by the particle at an earlier stage of
its history.
While Eq. (1.9.7) does indeed give the correct equations of motion for a small mass m moving in a
background spacetime with metric gαβ , the derivation outlined here leaves much to be desired — to what
extent should we trust an analysis based on the existence of a point mass? Fortunately, Mino, Sasaki, and
Tanaka [5] gave two different derivations of their result, and the second derivation was concerned not with the
1 Introduction and summary 16
motion of a point mass, but with the motion of a small nonrotating black hole. In this alternative derivation
of the MiSaTaQuWa equations, the metric of the black hole perturbed by the tidal gravitational field of the
external universe is matched to the metric of the background spacetime perturbed by the moving black hole.
Demanding that this metric be a solution to the vacuum field equations determines the motion of the black
hole: it must move according to Eq. (1.9.7). This alternative derivation is entirely free of conceptual and
technical pitfalls, and we conclude that the MiSaTaQuWa equations can be trusted to describe the motion
of any gravitating body in a curved background spacetime (so long as the body’s internal structure can be
ignored).
It is important to understand that unlike Eqs. (1.7.1) and (1.8.7), which are true tensorial equations,
Eq. (1.9.7) reflects a specific choice of coordinate system and its form would not be preserved under a
coordinate transformation. In other words, the MiSaTaQuWa equations are not gauge invariant, and they
depend upon the Lorenz gauge condition γαβ;β = 0. Barack and Ori [14] have shown that under a coordinate
transformation of the form xα → xα+ ξα, where xα are the coordinates of the background spacetime and ξα
is a smooth vector field of order m, the particle’s acceleration changes according to aµ → aµ + a[ξ]µ, where
a[ξ]µ =
(
δµν + u
µuν
)(D2ξν
dτ2
+Rνρωλu
ρξωuλ
)
(1.9.8)
is the “gauge acceleration”; D2ξν/dτ2 = (ξν;µu
µ);ρu
ρ is the second covariant derivative of ξν in the direction
of the world line. This implies that the particle’s acceleration can be altered at will by a gauge transformation;
ξα could even be chosen so as to produce aµ = 0, making the motion geodesic after all. This observation
provides a dramatic illustration of the following point: The MiSaTaQuWa equations of motion are not gauge
invariant and they cannot by themselves produce a meaningful answer to a well-posed physical question;
to obtain such answers it shall always be necessary to combine the equations of motion with the metric
perturbation hαβ so as to form gauge-invariant quantities that will correspond to direct observables. This
point is very important and cannot be over-emphasized.
1.10 Evaluation of the self-force
To concretely evaluate the self-force, whether it be for a scalar charge, an electric charge, or a point mass, is
a difficult undertaking. The difficulty resides mostly with the computation of the retarded Green’s function
for the spacetime under consideration. Because Green’s functions are known for a very limited number of
spacetimes, the self-force has so far been evaluated in a rather limited number of situations.
The first evaluation of the electromagnetic self-force was carried out by DeWitt and DeWitt [15] for a
charge moving freely in a weakly-curved spacetime characterized by a Newtonian potential Φ ≪ 1. (This
condition must be imposed globally, and requires the spacetime to contain a matter distribution.) In this
context the right-hand side of Eq. (1.7.1) reduces to the tail integral, since there is no external force acting
on the charge. They found the spatial components of the self-force to be given by
fem = e
2M
r3
rˆ +
2
3
e2
dg
dt
, (1.10.1)
where M is the total mass contained in the spacetime, r = |x| is the distance from the centre of mass,
rˆ = x/r, and g = −∇Φ is the Newtonian gravitational field. (In these expressions the bold-faced symbols
represent vectors in three-dimensional flat space.) The first term on the right-hand side of Eq. (1.10.1) is a
conservative correction to the Newtonian forcemg. The second term is the standard radiation-reaction force;
although it comes from the tail integral, this is the same result that would be obtained in flat spacetime if
an external force mg were acting on the particle. This agreement is necessary, but remarkable!
A similar expression was obtained by Pfenning and Poisson [16] for the case of a scalar charge. Here
fscalar = 2ξq
2M
r3
rˆ +
1
3
q2
dg
dt
, (1.10.2)
where ξ is the coupling of the scalar field to the spacetime curvature; the conservative term disappears
when the field is minimally coupled. Pfenning and Poisson also computed the gravitational self-force acting
on a massive particle moving in a weakly curved spacetime. The expression they obtained is in complete
agreement (within its domain of validity) with the standard post-Newtonian equations of motion.
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The force required to hold an electric charge in place in a Schwarzschild spacetime was computed, without
approximations, by Smith and Will [17]. As measured by a free-falling observer momentarily at rest at the
position of the charge, the total force is
f =
Mm
r2
(
1− 2M
r
)−1/2
− e2M
r3
(1.10.3)
and it is directed in the radial direction. Here, m is the mass of the charge, M the mass of the black hole,
and r is the charge’s radial coordinate (the expression is valid in Schwarzschild coordinates). The first term
on the right-hand side of Eq. (1.10.3) is the force required to keep a neutral test particle stationary in a
Schwarzschild spacetime; the second term is the negative of the electromagnetic self-force, and its expression
agrees with the weak-field result of Eq. (1.10.1). Wiseman [18] performed a similar calculation for a scalar
charge. He found that in this case the self-force vanishes. This result is not incompatible with Eq. (1.10.2),
even for nonminimal coupling, because the computation of the weak-field self-force requires the presence of
matter, while Wiseman’s scalar charge lives in a purely vacuum spacetime.
The intriguing phenomenon of mass loss by a scalar charge was studied by Burko, Harte, and Poisson [19]
in the simple context of a particle at rest in an expanding universe. For the special cases of a de Sitter
cosmology, or a spatially-flat matter-dominated universe, the retarded Green’s function could be computed,
and the action of the scalar field on the particle determined, without approximations. In de Sitter spacetime
the particle is found to radiate all of its rest mass into monopole scalar waves. In the matter-dominated
cosmology this happens only if the charge of the particle is sufficiently large; for smaller charges the particle
first loses a fraction of its mass, but then regains it eventually.
In recent years a large effort has been devoted to the elaboration of a practical method to compute the
(scalar, electromagnetic, and gravitational) self-force in the Schwarzschild spacetime. This work originated
with Barack and Ori [20] and was pursued by Barack [21, 22] until it was put in its definitive form by
Barack, Mino, Nakano, Ori, and Sasaki [23–26]. The idea is take advantage of the spherical symmetry of
the Schwarzschild solution by decomposing the retarded Green’s function G+(x, x
′) into spherical-harmonic
modes which can be computed individually. (To be concrete I refer here to the scalar case, but the method
works just as well for the electromagnetic and gravitational cases.) From the mode-decomposition of the
Green’s function one obtains a mode-decomposition of the field gradient ∇αΦ, and from this subtracts a
mode-decomposition of the singular field ∇αΦS, for which a local expression is known. This results in the
radiative field ∇αΦR decomposed into modes, and since this field is well behaved on the world line, it can be
directly evaluated at the position of the particle by summing over all modes. (This sum converges because
the radiative field is smooth; the mode sums for the retarded or singular fields, on the other hand, do not
converge.) An extension of this method to the Kerr spacetime has recently been presented [27–29], and
Mino [30] has devised a surprisingly simple prescription to calculate the time-averaged evolution of a generic
orbit around a Kerr black hole.
The mode-sum method was applied to a number of different situations. Burko computed the self-force
acting on an electric charge in circular motion in flat spacetime [31], as well as on a scalar and electric
charge kept stationary in a Schwarzschild spacetime [32], in a spacetime that contains a spherical matter
shell (Burko, Liu, and Soren [33]), and in a Kerr spacetime (Burko and Liu [34]). Burko also computed the
scalar self-force acting on a particle in circular motion around a Schwarzschild black hole [35], a calculation
that was recently revisited by Detweiler, Messaritaki, and Whiting [36]. Barack and Burko considered the
case of a particle falling radially into a Schwarzschild black hole, and evaluated the scalar self-force acting on
such a particle [37]; Lousto [38] and Barack and Lousto [39], on the other hand, calculated the gravitational
self-force.
1.11 Organization of this review
The main body of the review begins in Part I (Secs. 2 to 6) with a description of the general theory of
bitensors, the name designating tensorial functions of two points in spacetime. I introduce Synge’s world
function σ(x, x′) and its derivatives in Sec. 2, the parallel propagator gαα′(x, x
′) in Sec. 4, and the van
Vleck determinant ∆(x, x′) in Sec. 6. An important portion of the theory (covered in Secs. 3 and 5) is
concerned with the expansion of bitensors when x is very close to x′; expansions such as those displayed
in Eqs. (1.6.2) and (1.6.3) are based on these techniques. The presentation in Part I borrows heavily from
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Synge’s book [13] and the article by DeWitt and Brehme [3]. These two sources use different conventions
for the Riemann tensor, and I have adopted Synge’s conventions (which agree with those of Misner, Thorne,
and Wheeler [40]). The reader is therefore warned that formulae derived in Part I may look superficially
different from what can be found in DeWitt and Brehme.
In Part II (Secs. 7 to 10) I introduce a number of coordinate systems that play an important role in later
parts of the review. As a warmup exercise I first construct (in Sec. 7) Riemann normal coordinates in a
neighbourhood of a reference point x′. I then move on (in Sec. 8) to Fermi normal coordinates [41], which
are defined in a neighbourhood of a world line γ. The retarded coordinates, which are also based at a world
line and which were briefly introduced in Sec. 1.5, are covered systematically in Sec. 9. The relationship
between Fermi and retarded coordinates is worked out in Sec. 10, which also locates the advanced point z(v)
associated with a field point x. The presentation in Part II borrows heavily from Synge’s book [13]. In fact,
I am much indebted to Synge for initiating the construction of retarded coordinates in a neighbourhood of a
world line. I have implemented his program quite differently (Synge was interested in a large neighbourhood
of the world line in a weakly curved spacetime, while I am interested in a small neighbourhood in a strongly
curved spacetime), but the idea is originally his.
In Part III (Secs. 11 to 15) I review the theory of Green’s functions for (scalar, vectorial, and tensorial)
wave equations in curved spacetime. I begin in Sec. 11 with a pedagogical introduction to the retarded
and advanced Green’s functions for a massive scalar field in flat spacetime; in this simple context the all-
important Hadamard decomposition [42] of the Green’s function into “light-cone” and “tail” parts can be
displayed explicitly. The invariant Dirac functional is defined in Sec. 12 along with its restrictions on the
past and future null cones of a reference point x′. The retarded, advanced, singular, and radiative Green’s
functions for the scalar wave equation are introduced in Sec. 13. In Secs. 14 and 15 I cover the vectorial and
tensorial wave equations, respectively. The presentation in Part III is based partly on the paper by DeWitt
and Brehme [3], but it is inspired mostly by Friedlander’s book [43]. The reader should be warned that in
one important aspect, my notation differs from the notation of DeWitt and Brehme: While they denote the
tail part of the Green’s function by −v(x, x′), I have taken the liberty of eliminating the silly minus sign and
I call it instead +V (x, x′). The reader should also note that all my Green’s functions are normalized in the
same way, with a factor of −4π multiplying a four-dimensional Dirac functional of the right-hand side of the
wave equation. (The gravitational Green’s function is sometimes normalized with a −16π on the right-hand
side.)
In Part IV (Secs. 16 to 19) I compute the retarded, singular, and radiative fields associated with a point
scalar charge (Sec. 16), a point electric charge (Sec. 17), and a point mass (Sec. 18). I provide two different
derivations for each of the equations of motion. The first type of derivation was outlined previously: I follow
Detweiler and Whiting [12] and postulate that only the radiative field exerts a force on the particle. In the
second type of derivation I take guidance from Quinn and Wald [6] and postulate that the net force exerted
on a point particle is given by an average of the retarded field over a surface of constant proper distance
orthogonal to the world line — this rest-frame average is easily carried out in Fermi normal coordinates. The
averaged field is still infinite on the world line, but the divergence points in the direction of the acceleration
vector and it can thus be removed by mass renormalization. Such calculations show that while the singular
field does not affect the motion of the particle, it nonetheless contributes to its inertia. In Sec. 19 I present an
alternative derivation of the MiSaTaQuWa equations of motion based on the method of matched asymptotic
expansions [44–49]; the derivation applies to a small nonrotating black hole instead of a point mass. The
ideas behind this derivation were contained in the original paper by Mino, Sasaki, and Tanaka [5], but the
implementation given here, which involves the retarded coordinates of Sec. 9 and displays explicitly the
transformation between external and internal coordinates, is original work.
Concluding remarks are presented in Sec. 20. Throughout this review I use geometrized units and adopt
the notations and conventions of Misner, Thorne, and Wheeler [40].
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Part I
General theory of bitensors
2 Synge’s world function
2.1 Definition
In this and the following sections we will construct a number of bitensors, tensorial functions of two points
in spacetime. The first is x′, to which we refer as the “base point”, and to which we assign indices α′, β′, etc.
The second is x, to which we refer as the “field point”, and to which we assign indices α, β, etc. We assume
that x belongs to N (x′), the normal convex neighbourhood of x′; this is the set of points that are linked to
x′ by a unique geodesic. The geodesic β that links x to x′ is described by relations zµ(λ) in which λ is an
affine parameter that ranges from λ0 to λ1; we have z(λ0) ≡ x′ and z(λ1) ≡ x. To an arbitrary point z on
the geodesic we assign indices µ, ν, etc. The vector tµ = dzµ/dλ is tangent to the geodesic, and it obeys the
geodesic equation Dtµ/dλ = 0. The situation is illustrated in Fig. 5.
Synge’s world function is a scalar function of the base point x′ and the field point x. It is defined by
σ(x, x′) =
1
2
(λ1 − λ0)
∫ λ1
λ0
gµν(z)t
µtν dλ, (2.1.1)
and the integral is evaluated on the geodesic β that links x to x′. You may notice that σ is invariant under
a constant rescaling of the affine parameter, λ→ λ¯ = aλ+ b, where a and b are constants.
By virtue of the geodesic equation, the quantity ε ≡ gµνtµtν is constant on the geodesic. The world
function is therefore numerically equal to 12ε(λ1 − λ0)2. If the geodesic is timelike, then λ can be set equal
to the proper time τ , which implies that ε = −1 and σ = − 12 (∆τ)2. If the geodesic is spacelike, then λ can
be set equal to the proper distance s, which implies that ε = 1 and σ = 12 (∆s)
2. If the geodesic is null,
then σ = 0. Quite generally, therefore, the world function is half the squared geodesic distance between the
points x′ and x.
In flat spacetime, the geodesic linking x to x′ is a straight line, and σ = 12ηαβ(x − x′)α(x − x′)β in
Lorentzian coordinates.
2.2 Differentiation of the world function
The world function σ(x, x′) can be differentiated with respect to either argument. We let σα = ∂σ/∂x
α be
its partial derivative with respect to x, and σα′ = ∂σ/∂x
α′ its partial derivative with respect to x′. It is
z
t
β
µ
x
x’
Figure 5: The base point x′, the field point x, and the geodesic β that links them. The geodesic is described
by parametric relations zµ(λ) and tµ = dzµ/dλ is its tangent vector.
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clear that σα behaves as a dual vector with respect to tensorial operations carried out at x, but as a scalar
with respect to operations carried out x′. Similarly, σα′ is a scalar at x but a dual vector at x
′.
We let σαβ ≡ ∇βσα be the covariant derivative of σα with respect to x; this is a rank-2 tensor at x and
a scalar at x′. Because σ is a scalar at x, we have that this tensor is symmetric: σβα = σαβ . Similarly, we
let σαβ′ ≡ ∂β′σα = ∂2σ/∂xβ′∂xα be the partial derivative of σα with respect to x′; this is a dual vector
both at x and x′. We can also define σα′β ≡ ∂βσα′ = ∂2σ/∂xβ∂xα′ to be the partial derivative of σα′ with
respect to x. Because partial derivatives commute, these bitensors are equal: σβ′α = σαβ′ . Finally, we let
σα′β′ ≡ ∇β′σα′ be the covariant derivative of σα′ with respect to x′; this is a symmetric rank-2 tensor at x′
and a scalar at x.
The notation is easily extended to any number of derivatives. For example, we let σαβγδ′ ≡ ∇δ′∇γ∇β∇ασ,
which is a rank-3 tensor at x and a dual vector at x′. This bitensor is symmetric in the pair of indices α
and β, but not in the pairs α and γ, nor β and γ. Because ∇δ′ is here an ordinary partial derivative with
respect to x′, the bitensor is symmetric in any pair of indices involving δ′. The ordering of the primed index
relative to the unprimed indices is therefore irrelevant: the same bitensor can be written as σδ′αβγ or σαδ′βγ
or σαβδ′γ , making sure that the ordering of the unprimed indices is not altered.
More generally, we can show that derivatives of any bitensor Ω···(x, x
′) satisfy the property
Ω···;βα′··· = Ω···;α′β···, (2.2.1)
in which “· · ·” stands for any combination of primed and unprimed indices. We start by establishing the
symmetry of Ω···;αβ′ with respect to the pair α and β
′. This is most easily done by adopting Fermi normal
coordinates (see Sec. 8) adapted to the geodesic β and setting the connection to zero both at x and x′.
In these coordinates, the bitensor Ω···;α is the partial derivative of Ω··· with respect to x
α, and Ω···;αβ′ is
obtained by taking an additional partial derivative with respect to xβ
′
. These two operations commute, and
Ω···;β′α = Ω···;αβ′ follows as a bitensorial identity. Equation (2.2.1) then follows by further differentiation
with respect to either x or x′.
The message of Eq. (2.2.1), when applied to derivatives of the world function, is that while the ordering
of the primed and unprimed indices relative to themselves is important, their ordering with respect to each
other is arbitrary. For example, σα′β′γδ′ǫ = σα′β′δ′γǫ = σγǫα′β′δ′ .
2.3 Evaluation of first derivatives
We can compute σα by examining how σ varies when the field point x moves. We let the new field point
be x + δx, and δσ ≡ σ(x + δx, x′) − σ(x, x′) is the corresponding variation of the world function. We let
β + δβ be the unique geodesic that links x + δx to x′; it is described by relations zµ(λ) + δzµ(λ), in which
the affine parameter is scaled in such a way that it runs from λ0 to λ1 also on the new geodesic. We note
that δz(λ0) = δx
′ ≡ 0 and δz(λ1) = δx.
Working to first order in the variations, Eq. (2.1.1) implies
δσ = ∆λ
∫ λ1
λ0
(
gµν z˙
µ δz˙ν +
1
2
gµν,λz˙
µz˙ν δzλ
)
dλ,
where ∆λ = λ1−λ0, an overdot indicates differentiation with respect to λ, and the metric and its derivatives
are evaluated on β. Integrating the first term by parts gives
δσ = ∆λ
[
gµν z˙
µ δzν
]λ1
λ0
−∆λ
∫ λ1
λ0
(
gµν z¨
ν + Γµνλz˙
ν z˙λ
)
δzµ dλ.
The integral vanishes because zµ(λ) satisfies the geodesic equation. The boundary term at λ0 is zero because
the variation δzµ vanishes there. We are left with δσ = ∆λgαβt
αδxβ , or
σα(x, x
′) = (λ1 − λ0) gαβtβ , (2.3.1)
in which the metric and the tangent vector are both evaluated at x. Apart from a factor ∆λ, we see that
σα(x, x′) is equal to the geodesic’s tangent vector at x. If in Eq. (2.3.1) we replace x by a generic point z(λ)
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on β, and if we correspondingly replace λ1 by λ, we obtain σ
µ(z, x′) = (λ − λ0)tµ; we therefore see that
σµ(z, x′) is a rescaled tangent vector on the geodesic.
A virtually identical calculation reveals how σ varies under a change of base point x′. Here the variation
of the geodesic is such that δz(λ0) = δx
′ and δz(λ1) = δx = 0, and we obtain δσ = −∆λgα′β′tα′δxβ′ . This
shows that
σα′(x, x
′) = −(λ1 − λ0) gα′β′tβ′ , (2.3.2)
in which the metric and the tangent vector are both evaluated at x′. Apart from a factor ∆λ, we see that
σα
′
(x, x′) is minus the geodesic’s tangent vector at x′.
It is interesting to compute the norm of σα. According to Eq. (2.3.1) we have gαβσ
ασβ = (∆λ)2gαβt
αtβ =
(∆λ)2ε. According to Eq. (2.1.1), this is equal to 2σ. We have obtained
gαβσασβ = 2σ, (2.3.3)
and similarly,
gα
′β′σα′σβ′ = 2σ. (2.3.4)
These important relations will be the starting point of many computations to be described below.
We note that in flat spacetime, σα = ηαβ(x − x′)β and σα′ = −ηαβ(x − x′)β in Lorentzian coordinates.
From this it follows that σαβ = σα′β′ = −σαβ′ = −σα′β = ηαβ , and finally, gαβσαβ = 4 = gα′β′σα′β′ .
2.4 Congruence of geodesics emanating from x′
If the base point x′ is kept fixed, σ can be considered to be an ordinary scalar function of x. According to
Eq. (2.3.3), this function is a solution to the nonlinear differential equation 12g
αβσασβ = σ. Suppose that
we are presented with such a scalar field. What can we say about it?
An additional differentiation of the defining equation reveals that the vector σα ≡ σ;α satisfies
σα;βσ
β = σα, (2.4.1)
which is the geodesic equation in a non-affine parameterization. The vector field is therefore tangent to a
congruence of geodesics. The geodesics are timelike where σ < 0, they are spacelike where σ > 0, and they
are null where σ = 0. Here, for concreteness, we shall consider only the timelike subset of the congruence.
The vector
uα =
σα
|2σ|1/2 (2.4.2)
is a normalized tangent vector that satisfies the geodesic equation in affine-parameter form: uα;βu
β = 0. The
parameter λ is then proper time τ . If λ∗ denotes the original parameterization of the geodesics, we have
that dλ∗/dτ = |2σ|−1/2, and we see that the original parameterization is singular at σ = 0.
In the affine parameterization, the expansion of the congruence is calculated to be
θ =
θ∗
|2σ|1/2 , θ
∗ = σα;α − 1, (2.4.3)
where θ∗ = (δV )−1(d/dλ∗)(δV ) is the expansion in the original parameterization (δV is the congruence’s
cross-sectional volume). While θ∗ is well behaved in the limit σ → 0 (we shall see below that θ∗ → 3), we
have that θ →∞. This means that the point x′ at which σ = 0 is a caustic of the congruence: all geodesics
emanate from this point.
These considerations, which all follow from a postulated relation 12g
αβσασβ = σ, are clearly compatible
with our preceding explicit construction of the world function.
3 Coincidence limits
It is useful to determine the limiting behaviour of the bitensors σ··· as x approaches x
′. We introduce the
notation [
Ω···
]
= lim
x→x′
Ω···(x, x
′) = a tensor at x′
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to designate the limit of any bitensor Ω···(x, x
′) as x approaches x′; this is called the coincidence limit of
the bitensor. We assume that the coincidence limit is a unique tensorial function of the base point x′,
independent of the direction in which the limit is taken. In other words, if the limit is computed by letting
λ→ λ0 after evaluating Ω···(z, x′) as a function of λ on a specified geodesic β, it is assumed that the answer
does not depend on the choice of geodesic.
3.1 Computation of coincidence limits
From Eqs. (2.1.1), (2.3.1), and (2.3.2) we already have[
σ
]
= 0,
[
σα
]
=
[
σα′
]
= 0. (3.1.1)
Additional results are obtained by repeated differentiation of the relations (2.3.3) and (2.3.4). For example,
Eq. (2.3.3) implies σγ = g
αβσασβγ = σ
βσβγ , or (gβγ − σβγ)tβ = 0 after using Eq. (2.3.1). From the
assumption stated in the preceding paragraph, σβγ becomes independent of t
β in the limit x → x′, and we
arrive at [σαβ ] = gα′β′ . By very similar calculations we obtain all other coincidence limits for the second
derivatives of the world function. The results are[
σαβ
]
=
[
σα′β′
]
= gα′β′ ,
[
σαβ′
]
=
[
σα′β
]
= −gα′β′ . (3.1.2)
From these relations we infer that [σαα] = 4, so that [θ
∗] = 3, where θ∗ was defined in Eq. (2.4.3).
To generate coincidence limits of bitensors involving primed indices, it is efficient to invoke Synge’s rule,[
σ···α′
]
=
[
σ···
]
;α′
− [σ···α], (3.1.3)
in which “· · ·” designates any combination of primed and unprimed indices; this rule will be established
below. For example, according to Synge’s rule we have [σαβ′ ] = [σα];β′ − [σαβ ], and since the coincidence
limit of σα is zero, this gives us [σαβ′ ] = −[σαβ ] = −gα′β′ , as was stated in Eq. (3.1.2). Similarly, [σα′β′ ] =
[σα′ ];β′− [σα′β ] = −[σβα′ ] = gα′β′ . The results of Eq. (3.1.2) can thus all be generated from the known result
for [σαβ ].
The coincidence limits of Eq. (3.1.2) were derived from the relation σα = σ
δ
ασδ. We now differentiate
this twice more and obtain σαβγ = σ
δ
αβγσδ + σ
δ
αβσδγ + σ
δ
αγσδβ + σ
δ
ασδβγ . At coincidence we have[
σαβγ
]
=
[
σδαβ
]
gδ′γ′ +
[
σδαγ
]
gδ′β′ + δ
δ′
α′
[
σδβγ
]
,
or [σγαβ ] + [σβαγ ] = 0 if we recognize that the operations of raising or lowering indices and taking the limit
x→ x′ commute. Noting the symmetries of σαβ , this gives us [σαγβ ]+[σαβγ ] = 0, or 2[σαβγ ]− [Rδαβγσδ] = 0,
or 2[σαβγ ] = R
δ′
α′β′γ′ [σδ′ ]. Since the last factor is zero, we arrive at[
σαβγ
]
=
[
σαβγ′
]
=
[
σαβ′γ′
]
=
[
σα′β′γ′
]
= 0. (3.1.4)
The last three results were derived from [σαβγ ] = 0 by employing Synge’s rule.
We now differentiate the relation σα = σ
δ
ασδ three times and obtain
σαβγδ = σ
ǫ
αβγδσǫ + σ
ǫ
αβγσǫδ + σ
ǫ
αβδσǫγ + σ
ǫ
αγδσǫβ + σ
ǫ
αβσǫγδ + σ
ǫ
αγσǫβδ + σ
ǫ
αδσǫβγ + σ
ǫ
ασǫβγδ.
At coincidence this reduces to [σαβγδ] + [σαδβγ ] + [σαγβδ] = 0. To simplify the third term we differentiate
Ricci’s identity σαγβ = σαβγ −Rǫαβγσǫ with respect to xδ and then take the coincidence limit. This gives us
[σαγβδ] = [σαβγδ]+Rα′δ′β′γ′ . The same manipulations on the second term give [σαδβγ ] = [σαβδγ ]+Rα′γ′β′δ′ .
Using the identity σαβδγ = σαβγδ−Rǫαγδσǫβ−Rǫβγδσαǫ and the symmetries of the Riemann tensor, it is then
easy to show that [σαβδγ ] = [σαβγδ]. Gathering the results, we obtain 3[σαβγδ] + Rα′γ′β′δ′ + Rα′δ′β′γ′ = 0,
and Synge’s rule allows us to generalize this to any combination of primed and unprimed indices. Our final
results are [
σαβγδ
]
= −1
3
(
Rα′γ′β′δ′ +Rα′δ′β′γ′
)
,
[
σαβγδ′
]
=
1
3
(
Rα′γ′β′δ′ +Rα′δ′β′γ′
)
,
[
σαβγ′δ′
]
= −1
3
(
Rα′γ′β′δ′ +Rα′δ′β′γ′
)
,
[
σαβ′γ′δ′
]
= −1
3
(
Rα′β′γ′δ′ +Rα′γ′β′δ′
)
,
[
σα′β′γ′δ′
]
= −1
3
(
Rα′γ′β′δ′ +Rα′δ′β′γ′
)
. (3.1.5)
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3.2 Derivation of Synge’s rule
We begin with any bitensor ΩAB′(x, x
′) in which A = α · · ·β is a multi-index that represents any number
of unprimed indices, and B′ = γ′ · · · δ′ a multi-index that represents any number of primed indices. (It does
not matter whether the primed and unprimed indices are segregated or mixed.) On the geodesic β that links
x to x′ we introduce an ordinary tensor PM (z) where M is a multi-index that contains the same number of
indices as A. This tensor is arbitrary, but we assume that it is parallel transported on β; this means that it
satisfies PA;αt
α = 0 at x. Similarly, we introduce an ordinary tensor QN (z) in which N contains the same
number of indices as B′. This tensor is arbitrary, but we assume that it is parallel transported on β; at x′
it satisfies QB
′
;α′t
α′ = 0. With Ω, P , and Q we form a biscalar H(x, x′) defined by
H(x, x′) = ΩAB′(x, x
′)PA(x)QB
′
(x′).
Having specified the geodesic that links x to x′, we can consider H to be a function of λ0 and λ1. If λ1 is
not much larger than λ0 (so that x is not far from x
′), we can express H(λ1, λ0) as
H(λ1, λ0) = H(λ0, λ0) + (λ1 − λ0) ∂H
∂λ1
∣∣∣∣
λ1=λ0
+ · · · .
Alternatively,
H(λ1, λ0) = H(λ1, λ1)− (λ1 − λ0) ∂H
∂λ0
∣∣∣∣
λ0=λ1
+ · · · ,
and these two expressions give
d
dλ0
H(λ0, λ0) =
∂H
∂λ0
∣∣∣∣
λ0=λ1
+
∂H
∂λ1
∣∣∣∣
λ1=λ0
,
because the left-hand side is the limit of [H(λ1, λ1)−H(λ0, λ0)]/(λ1−λ0) when λ1 → λ0. The partial deriva-
tive of H with respect to λ0 is equal to ΩAB′;α′t
α′PAQB
′
, and in the limit this becomes [ΩAB′;α′ ]t
α′PA
′
QB
′
.
Similarly, the partial derivative of H with respect to λ1 is ΩAB′;αt
αPAQB
′
, and in the limit λ1 → λ0 this
becomes [ΩAB′;α]t
α′PA
′
QB
′
. Finally, H(λ0, λ0) = [ΩAB′ ]P
A′QB
′
, and its derivative with respect to λ0 is
[ΩAB′ ];α′t
α′PA
′
QB
′
. Gathering the results we find that{[
ΩAB′
]
;α′
− [ΩAB′;α′]− [ΩAB′;α]}tα′PA′QB′ = 0,
and the final statement of Synge’s rule,[
ΩAB′
]
;α′
=
[
ΩAB′;α′
]
+
[
ΩAB′;α
]
, (3.2.1)
follows from the fact that the tensors PM and QN , and the direction of the selected geodesic β, are all
arbitrary. Equation (3.2.1) reduces to Eq. (3.1.3) when σ··· is substituted in place of ΩAB′ .
4 Parallel propagator
4.1 Tetrad on β
On the geodesic β that links x to x′ we introduce an orthonormal basis eµa (z) that is parallel transported on
the geodesic. The frame indices a, b, . . . , run from 0 to 3 and the frame vectors satisfy
gµν e
µ
a
eν
b
= ηab,
Deµa
dλ
= 0, (4.1.1)
where ηab = diag(−1, 1, 1, 1) is the Minkowski metric (which we shall use to raise and lower frame indices).
We have the completeness relations
gµν = ηab eµ
a
eν
b
, (4.1.2)
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and we define a dual tetrad eaµ(z) by
eaµ ≡ ηabgµν eνb ; (4.1.3)
this is also parallel transported on β. In terms of the dual tetrad the completeness relations take the form
gµν = ηab e
a
µe
b
ν, (4.1.4)
and it is easy to show that the tetrad and its dual satisfy eaµe
µ
b
= δa
b
and eaνe
µ
a
= δµν . Equations (4.1.1)–
(4.1.4) hold everywhere on β. In particular, with an appropriate change of notation they hold at x′ and x;
for example, gαβ = ηab e
a
αe
b
β is the metric at x.
(You will have noticed that I use sans-serif symbols for the frame indices. This is to distinguish them
from another set of frame indices that will appear below. The frame indices introduced here run from 0 to
3; those to be introduced later will run from 1 to 3.)
4.2 Definition and properties of the parallel propagator
Any vector field Aµ(z) on β can be decomposed in the basis eµ
a
: Aµ = Aa eµ
a
, and the vector’s frame
components are given by Aa = Aµ eaµ. If A
µ is parallel transported on the geodesic, then the coefficients Aa
are constants. The vector at x can then be expressed as Aα = (Aα
′
eaα′)e
α
a
, or
Aα(x) = gαα′(x, x
′)Aα
′
(x′), gαα′(x, x
′) ≡ eα
a
(x) eaα′(x
′). (4.2.1)
The object gαα′ = e
α
a
eaα′ is the parallel propagator: it takes a vector at x
′ and parallel-transports it to x along
the unique geodesic that links these points.
Similarly, we find that
Aα
′
(x′) = gα
′
α(x
′, x)Aα(x), gα
′
α(x
′, x) ≡ eα′a (x′) eaα(x), (4.2.2)
and we see that gα
′
α = e
α′
a e
a
α performs the inverse operation: it takes a vector at x and parallel-transports it
back to x′. Clearly,
gαα′g
α′
β = δ
α
β , g
α′
αg
α
β′ = δ
α′
β′ , (4.2.3)
and these relations formally express the fact that gα
′
α is the inverse of g
α
α′ .
The relation gαα′ = e
α
a
eaα′ can also be expressed as g
α′
α = e
a
αe
α′
a
, and this reveals that
g α
′
α (x, x
′) = gα
′
α(x
′, x), g αα′ (x
′, x) = gαα′(x, x
′). (4.2.4)
The ordering of the indices, and the ordering of the arguments, are therefore arbitrary.
The action of the parallel propagator on tensors of arbitrary ranks is easy to figure out. For example,
suppose that the dual vector pµ = pa e
a
µ is parallel transported on β. Then the frame components pa = pµ e
µ
a
are constants, and the dual vector at x can be expressed as pα = (pα′e
α′
a
)eα
a
, or
pα(x) = g
α′
α(x
′, x) pα′(x
′). (4.2.5)
It is therefore the inverse propagator gα
′
α that takes a dual vector at x
′ and parallel-transports it to x. As
another example, it is easy to show that a tensor Aαβ at x obtained by parallel transport from x′ must be
given by
Aαβ(x) = gαα′(x, x
′)gββ′(x, x
′)Aα
′β′(x′). (4.2.6)
Here we need two occurrences of the parallel propagator, one for each tensorial index. Because the metric
tensor is covariantly constant, it is automatically parallel transported on β, and a special case of Eq. (4.2.6)
is therefore gαβ = g
α′
αg
β′
β gα′β′ .
Because the basis vectors are parallel transported on β, they satisfy eα
a;βσ
β = 0 at x and eα
′
a;β′σ
β′ = 0 at
x′. This immediately implies that the parallel propagators must satisfy
gαα′;βσ
β = gαα′;β′σ
β′ = 0, gα
′
α;βσ
β = gα
′
α;β′σ
β′ = 0. (4.2.7)
Another useful property of the parallel propagator follows from the fact that if tµ = dzµ/dλ is tangent to
the geodesic connecting x to x′, then tα = gαα′t
α′ . Using Eqs. (2.3.1) and (2.3.2), this observation gives us
the relations
σα = −gα′ασα′ , σα′ = −gαα′σα. (4.2.8)
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4.3 Coincidence limits
Equation (4.2.1) and the completeness relations of Eqs. (4.1.2) or (4.1.4) imply that[
gαβ′
]
= δα
′
β′ . (4.3.1)
Other coincidence limits are obtained by differentiation of Eqs. (4.2.7). For example, the relation gαβ′;γσ
γ = 0
implies gαβ′;γδσ
γ + gαβ′;γσ
γ
δ = 0, and at coincidence we have[
gαβ′;γ
]
=
[
gαβ′;γ′
]
= 0; (4.3.2)
the second result was obtained by applying Synge’s rule on the first result. Further differentiation gives
gαβ′;γδǫσ
γ + gαβ′;γδσ
γ
ǫ + g
α
β′;γǫσ
γ
δ + g
α
β′;γσ
γ
δǫ = 0,
and at coincidence we have [gαβ′;γδ] + [g
α
β′;δγ ] = 0, or 2[g
α
β′;γδ] + R
α′
β′γ′δ′ = 0. The coincidence limit for
gαβ′;γδ′ = g
α
β′;δ′γ can then be obtained from Synge’s rule, and an additional application of the rule gives
[gαβ′;γ′δ′ ]. Our results are [
gαβ′;γδ
]
= −1
2
Rα
′
β′γ′δ′ ,
[
gαβ′;γδ′
]
=
1
2
Rα
′
β′γ′δ′ ,
(4.3.3)[
gαβ′;γ′δ
]
= −1
2
Rα
′
β′γ′δ′ ,
[
gαβ′;γ′δ′
]
=
1
2
Rα
′
β′γ′δ′ .
5 Expansion of bitensors near coincidence
5.1 General method
We would like to express a bitensor Ωα′β′(x, x
′) near coincidence as an expansion in powers of −σα′(x, x′),
the closest analogue in curved spacetime to the flat-spacetime quantity (x− x′)α. For concreteness we shall
consider the case of rank-2 bitensor, and for the moment we will assume that the bitensor’s indices all refer
to the base point x′.
The expansion we seek is of the form
Ωα′β′(x, x
′) = Aα′β′ +Aα′β′γ′ σ
γ′ +
1
2
Aα′β′γ′δ′ σ
γ′σδ
′
+O(ǫ3), (5.1.1)
in which the “expansion coefficients” Aα′β′ , Aα′β′γ′ , and Aα′β′γ′δ′ are all ordinary tensors at x
′; this last
tensor is symmetric in the pair of indices γ′ and δ′, and ǫ measures the size of a typical component of σα
′
.
To find the expansion coefficients we differentiate Eq. (5.1.1) repeatedly and take coincidence limits.
Equation (5.1.1) immediately implies [Ωα′β′ ] = Aα′β′ . After one differentiation we obtain Ωα′β′;γ′ =
Aα′β′;γ′ + Aα′β′ǫ′;γ′σ
ǫ′ + Aα′β′ǫ′σ
ǫ′
γ′ +
1
2 Aα′β′ǫ′ι′;γ′σ
ǫ′σι
′
+ Aα′β′ǫ′ι′σ
ǫ′σι
′
γ′ + O(ǫ
2), and at coincidence this
reduces to [Ωα′β′;γ′ ] = Aα′β′;γ′ + Aα′β′γ′ . Taking the coincidence limit after two differentiations yields
[Ωα′β′;γ′δ′ ] = Aα′β′;γ′δ′ +Aα′β′γ′;δ′ +Aα′β′δ′;γ′ +Aα′β′γ′δ′ . The expansion coefficients are therefore
Aα′β′ =
[
Ωα′β′
]
,
Aα′β′γ′ =
[
Ωα′β′;γ′
] −Aα′β′;γ′,
Aα′β′γ′δ′ =
[
Ωα′β′;γ′δ′
]−Aα′β′;γ′δ′ −Aα′β′γ′;δ′ −Aα′β′δ′;γ′ . (5.1.2)
These results are to be substituted into Eq. (5.1.1), and this gives us Ωα′β′(x, x
′) to second order in ǫ.
Suppose now that the bitensor is Ωα′β, with one index referring to x
′ and the other to x. The previous
procedure can be applied directly if we introduce an auxiliary bitensor Ω˜α′β′ ≡ gββ′Ωα′β whose indices all
refer to the point x′. Then Ω˜α′β′ can be expanded as in Eq. (5.1.1), and the original bitensor is reconstructed
as Ωα′β = g
β′
βΩ˜α′β′ , or
Ωα′β(x, x
′) = gβ
′
β
(
Bα′β′ +Bα′β′γ′ σ
γ′ +
1
2
Bα′β′γ′δ′ σ
γ′σδ
′
)
+O(ǫ3). (5.1.3)
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The expansion coefficients can be obtained from the coincidence limits of Ω˜α′β′ and its derivatives. It is
convenient, however, to express them directly in terms of the original bitensor Ωα′β by substituting the
relation Ω˜α′β′ = g
β
β′Ωα′β and its derivatives. After using the results of Eq. (4.3.1)–(4.3.3) we find
Bα′β′ =
[
Ωα′β
]
,
Bα′β′γ′ =
[
Ωα′β;γ′
]−Bα′β′;γ′ ,
Bα′β′γ′δ′ =
[
Ωα′β;γ′δ′
]
+
1
2
Bα′ǫ′R
ǫ′
β′γ′δ′ −Bα′β′;γ′δ′ −Bα′β′γ′;δ′ −Bα′β′δ′;γ′ . (5.1.4)
The only difference with respect to Eq. (5.1.3) is the presence of a Riemann-tensor term in Bα′β′γ′δ′ .
Suppose finally that the bitensor to be expanded is Ωαβ , whose indices all refer to x. Much as we did
before, we introduce an auxiliary bitensor Ω˜α′β′ = g
α
α′g
β
β′Ωαβ whose indices all refer to x
′, we expand Ω˜α′β′
as in Eq. (5.1.1), and we then reconstruct the original bitensor. This gives us
Ωαβ(x, x
′) = gα
′
αg
β′
β
(
Cα′β′ + Cα′β′γ′ σ
γ′ +
1
2
Cα′β′γ′δ′ σ
γ′σδ
′
)
+O(ǫ3), (5.1.5)
and the expansion coefficients are now
Cα′β′ =
[
Ωαβ
]
,
Cα′β′γ′ =
[
Ωαβ;γ′
]− Cα′β′;γ′ ,
Cα′β′γ′δ′ =
[
Ωαβ;γ′δ′
]
+
1
2
Cα′ǫ′R
ǫ′
β′γ′δ′ +
1
2
Cǫ′β′R
ǫ′
α′γ′δ′ − Cα′β′;γ′δ′ − Cα′β′γ′;δ′ − Cα′β′δ′;γ′ . (5.1.6)
This differs from Eq. (5.1.4) by the presence of an additional Riemann-tensor term in Cα′β′γ′δ′ .
5.2 Special cases
We now apply the general expansion method developed in the preceding subsection to the bitensors σα′β′ ,
σα′β , and σαβ . In the first instance we have Aα′β′ = gα′β′ , Aα′β′γ′ = 0, and Aα′β′γ′δ′ = − 13 (Rα′γ′β′δ′ +
Rα′δ′β′γ′). In the second instance we have Bα′β′ = −gα′β′ , Bα′β′γ′ = 0, and Bα′β′γ′δ′ = − 13 (Rβ′α′γ′δ′ +
Rβ′γ′α′δ′)− 12Rα′β′γ′δ′ = − 13Rα′δ′β′γ′ − 16Rα′β′γ′δ′ . In the third instance we have Cα′β′ = gα′β′ , Cα′β′γ′ = 0,
and Cα′β′γ′δ′ = − 13 (Rα′γ′β′δ′ +Rα′δ′β′γ′). This gives us the expansions
σα′β′ = gα′β′ − 1
3
Rα′γ′β′δ′ σ
γ′σδ
′
+O(ǫ3), (5.2.1)
σα′β = −gβ
′
β
(
gα′β′ +
1
6
Rα′γ′β′δ′ σ
γ′σδ
′
)
+O(ǫ3), (5.2.2)
σαβ = g
α′
αg
β′
β′
(
gα′β′ − 1
3
Rα′γ′β′δ′ σ
γ′σδ
′
)
+O(ǫ3). (5.2.3)
Taking the trace of the last equation returns σαα = 4− 13Rγ′δ′ σγ
′
σδ
′
+O(ǫ3), or
θ∗ = 3− 1
3
Rα′β′ σ
α′σβ
′
+O(ǫ3), (5.2.4)
where θ∗ ≡ σαα − 1 was shown in Sec. 2.4 to describe the expansion of the congruence of geodesics that
emanate from x′. Equation (5.2.4) reveals that timelike geodesics are focused if the Ricci tensor is nonzero
and the strong energy condition holds: when Rα′β′ σ
α′σβ
′
> 0 we see that θ∗ is smaller than 3, the value it
would take in flat spacetime.
The expansion method can easily be extended to bitensors of other tensorial ranks. In particular, it can
be adapted to give expansions of the first derivatives of the parallel propagator. The expansions
gαβ′;γ′ =
1
2
gαα′R
α′
β′γ′δ′ σ
δ′ +O(ǫ2), gαβ′;γ =
1
2
gαα′g
γ′
γR
α′
β′γ′δ′ σ
δ′ +O(ǫ2) (5.2.5)
and thus easy to establish, and they will be needed in part III of this review.
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5.3 Expansion of tensors
The expansion method can also be applied to ordinary tensor fields. For concreteness, suppose that we wish
to express a rank-2 tensor Aαβ at a point x in terms of its values (and that of its covariant derivatives) at a
neighbouring point x′. The tensor can be written as an expansion in powers of −σα′(x, x′) and in this case
we have
Aαβ(x) = g
α′
αg
β′
β
(
Aα′β′ −Aα′β′;γ′ σγ′ + 1
2
Aα′β′;γ′δ′ σ
γ′σδ
′
)
+O(ǫ3). (5.3.1)
If the tensor field is parallel transported on the geodesic β that links x to x′, then Eq. (5.3.1) reduces to
Eq. (4.2.6). The extension of this formula to tensors of other ranks is obvious.
To derive this result we express Aµν(z), the restriction of the tensor field on β, in terms of its tetrad com-
ponents Aab(λ) = Aµνe
µ
a
eν
b
. Recall from Sec. 4.1 that eµ
a
is an orthonormal basis that is parallel transported
on β; recall also that the affine parameter λ ranges from λ0 (its value at x
′) to λ1 (its value at x). We have
Aα′β′(x
′) = Aab(λ0)e
a
α′e
b
β′ , Aαβ(x) = Aab(λ1)e
a
αe
b
β , and Aab(λ1) can be expressed in terms of quantities at
λ = λ0 by straightforward Taylor expansion. Since, for example,
(λ1 − λ0)dAab
dλ
∣∣∣∣
λ0
= (λ1 − λ0)
(
Aµνe
µ
a
eν
b
)
;λ
tλ
∣∣∣
λ0
= (λ1 − λ0)Aµν;λeµa eνb tλ
∣∣∣
λ0
= −Aα′β′;γ′eα′a eβ
′
b
σγ
′
,
where we have used Eq. (2.3.2), we arrive at Eq. (5.3.1) after involving Eq. (4.2.2).
6 van Vleck determinant
6.1 Definition and properties
The van Vleck biscalar ∆(x, x′) is defined by
∆(x, x′) ≡ det[∆α′β′(x, x′)], ∆α′β′(x, x′) ≡ −gα′α(x′, x)σαβ′(x, x′). (6.1.1)
As we shall show below, it can also be expressed as
∆(x, x′) = −det
[−σαβ′(x, x′)]√−g√−g′ , (6.1.2)
where g is the metric determinant at x and g′ the metric determinant at x′.
Equations (3.1.2) and (4.3.1) imply that at coincidence, [∆α
′
β′ ] = δ
α′
β′ and [∆] = 1. Equation (5.2.2), on
the other hand, implies that near coincidence,
∆α
′
β′ = δ
α′
β′ +
1
6
Rα
′
γ′β′δ′ σ
γ′σδ
′
+O(ǫ3), (6.1.3)
so that
∆ = 1 +
1
6
Rα′β′ σ
α′σβ
′
+O(ǫ3). (6.1.4)
This last result follows from the fact that for a “small” matrix a, det(1+ a) = 1 + tr(a) +O(a2).
We shall prove below that the van Vleck determinant satisfies the differential equation
1
∆
(
∆σα
)
;α
= 4, (6.1.5)
which can also be written as (ln∆),ασ
α = 4− σαα, or
d
dλ∗
(ln∆) = 3− θ∗ (6.1.6)
in the notation introduced in Sec. 2.4. Equation (6.1.6) reveals that the behaviour of the van Vleck deter-
minant is governed by the expansion of the congruence of geodesics that emanate from x′. If θ∗ < 3, then
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the congruence expands less rapidly than it would in flat spacetime, and ∆ increases along the geodesics.
If, on the other hand, θ∗ > 3, then the congruence expands more rapidly than it would in flat spacetime,
and ∆ decreases along the geodesics. Thus, ∆ > 1 indicates that the geodesics are undergoing focusing,
while ∆ < 1 indicates that the geodesics are undergoing defocusing. The connection between the van Vleck
determinant and the strong energy condition is well illustrated by Eq. (6.1.4): the sign of ∆ − 1 near x′ is
determined by the sign of Rα′β′ σ
α′σβ
′
.
6.2 Derivations
To show that Eq. (6.1.2) follows from Eq. (6.1.1) we rewrite the completeness relations at x, gαβ = ηabeα
a
eβ
b
,
in the matrix form g−1 = EηET , where E denotes the 4 × 4 matrix whose entries correspond to eαa . (In
this translation we put tensor and frame indices on equal footing.) With e denoting the determinant of
this matrix, we have 1/g = −e2, or e = 1/√−g. Similarly, we rewrite the completeness relations at x′,
gα
′β′ = ηabeα
′
a e
β′
b
, in the matrix form g′−1 = E′ηE′T , where E′ is the matrix corresponding to eα
′
a . With
e′ denoting its determinant, we have 1/g′ = −e′2, or e′ = 1/√−g′. Now, the parallel propagator is defined
by gαα′ = η
abgα′β′e
α
a e
β′
b
, and the matrix form of this equation is gˆ = EηE′Tg′T . The determinant of the
parallel propagator is therefore gˆ = −ee′g′ = √−g′/√−g. So we have
det
[
gαα′
]
=
√−g′√−g , det
[
gα
′
α
]
=
√−g√−g′ , (6.2.1)
and Eq. (6.1.2) follows from the fact that the matrix form of Eq. (6.1.1) is ∆ = −gˆ−1g−1σ, where σ is the
matrix corresponding to σαβ′ .
To establish Eq. (6.1.5) we differentiate the relation σ = 12σ
γσγ twice and obtain σαβ′ = σ
γ
ασγβ′ +
σγσγαβ′ . If we replace the last factor by σαβ′γ and multiply both sides by −gα′α we find
∆α
′
β′ = −gα
′α
(
σγασγβ′ + σ
γσαβ′γ
)
.
In this expression we make the substitution σαβ′ = −gαα′∆α′β′ , which follows directly from Eq. (6.1.1). This
gives us
∆α
′
β′ = g
α′
αg
γ
γ′σ
α
γ∆
γ′
β′ +∆
α′
β′;γσ
γ , (6.2.2)
where we have used Eq. (4.2.7). At this stage we introduce an inverse (∆−1)α
′
β′ to the van Vleck bitensor,
defined by ∆α
′
β′(∆
−1)β
′
γ′ = δ
α′
γ′ . After multiplying both sides of Eq. (6.2.2) by (∆
−1)β
′
γ′ we find
δα
′
β′ = g
α′
αg
β
β′σ
α
β + (∆
−1)γ
′
β′∆
α′
γ′;γσ
γ ,
and taking the trace of this equation yields
4 = σαα + (∆
−1)β
′
α′∆
α′
β′;γσ
γ .
We now recall the identity δ ln detM = Tr(M−1δM), which relates the variation of a determinant to the
variation of the matrix elements. It implies, in particular, that (∆−1)β
′
α′∆
α′
β′;γ = (ln∆),γ , and we finally
obtain
4 = σαα + (ln∆),ασ
α, (6.2.3)
which is equivalent to Eq. (6.1.5) or Eq. (6.1.6).
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Part II
Coordinate systems
7 Riemann normal coordinates
7.1 Definition and coordinate transformation
Given a fixed base point x′ and a tetrad eα
′
a
(x′), we assign to a neighbouring point x the four coordinates
xˆa = −eaα′(x′)σα
′
(x, x′), (7.1.1)
where eaα′ = η
abgα′β′e
β′
b
is the dual tetrad attached to x′. The new coordinates xˆa are called Riemann normal
coordinates (RNC), and they are such that ηabxˆ
axˆb = ηabe
a
α′e
b
β′σ
α′σβ
′
= gα′β′σ
α′σβ
′
, or
ηabxˆ
axˆb = 2σ(x, x′). (7.1.2)
Thus, ηabxˆ
axˆb is the squared geodesic distance between x and the base point x′. It is obvious that x′ is at
the origin of the RNC, where xˆa = 0.
If we move the point x to x + δx, the new coordinates change to xˆa + δxˆa = −eaα′σα
′
(x + δx, x′) =
xˆa − eaα′σα
′
β δx
β , so that
dxˆa = −eaα′σα
′
β dx
β . (7.1.3)
The coordinate transformation is therefore determined by ∂xˆa/∂xβ = −eaα′σα
′
β , and at coincidence we have[
∂xˆa
∂xα
]
= eaα′ ,
[
∂xα
∂xˆa
]
= eα
′
a ; (7.1.4)
the second result follows from the identities eaα′e
α′
b
= δa
b
and eα
′
a
eaβ′ = δ
α′
β′ .
It is interesting to note that the Jacobian of the transformation of Eq. (7.1.3), J ≡ det(∂xˆa/∂xβ), is given
by J =
√−g∆(x, x′), where g is the determinant of the metric in the original coordinates, and ∆(x, x′) is the
Van Vleck determinant of Eq. (6.1.2). This result follows simply by writing the coordinate transformation
in the form ∂xˆa/∂xβ = −ηabeα′
b
σα′β and computing the product of the determinants. It allows us to deduce
that in the RNC, the determinant of the metric is given by
√
−g(RNC) = 1
∆(x, x′)
. (7.1.5)
It is easy to show that the geodesics emanating from x′ are straight lines in the RNC. The proper volume of
a small comoving region is then equal to dV = ∆−1 d4xˆ, and this is smaller than the flat-spacetime value of
d4xˆ if ∆ > 1, that is, if the geodesics are focused by the spacetime curvature.
7.2 Metric near x′
We now would like to invert Eq. (7.1.3) in order to express the line element ds2 = gαβ dx
αdxβ in terms of the
displacements dxˆa. We shall do this approximately, by working in a small neighbourhood of x′. We recall
the expansion of Eq. (5.2.2),
σα
′
β = −gβ
′
β
(
δα
′
β′ +
1
6
Rα
′
γ′β′δ′σ
γ′σδ
′
)
+O(ǫ3),
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and in this we substitute the frame decomposition of the Riemann tensor, Rα
′
γ′β′δ′ = R
a
cbd
eα
′
a
ecγ′e
b
β′e
d
δ′ , and
the tetrad decomposition of the parallel propagator, gβ
′
β = e
β′
b
ebβ, where e
b
β(x) is the dual tetrad at x obtained
by parallel transport of ebβ′(x
′). After some algebra we obtain
σα
′
β = −eα
′
a
eaβ −
1
6
Ra
cbd
eα
′
a
ebβ xˆ
cxˆd +O(ǫ3),
where we have used Eq. (7.1.1). Substituting this into Eq. (7.1.3) yields
dxˆa =
[
δa
b
+
1
6
Ra
cbd
xˆcxˆd +O(x3)
]
ebβ dx
β , (7.2.1)
and this is easily inverted to give
eaα dx
α =
[
δab −
1
6
Racbdxˆ
cxˆd +O(x3)
]
dxˆb. (7.2.2)
This is the desired approximate inversion of Eq. (7.1.3). It is useful to note that Eq. (7.2.2), when specialized
from the arbitrary coordinates xα to xˆa, gives us the components of the dual tetrad at x in the RNC.
We are now in a position to calculate the metric in the new coordinates. We have ds2 = gαβ dx
αdxβ =
(ηabe
a
αe
b
β)dx
αdxβ = ηab(e
a
α dx
α)(ebβ dx
β), and in this we substitute Eq. (7.2.2). The final result is ds2 =
gab dxˆ
adxˆb, with
gab = ηab − 1
3
Racbdxˆ
cxˆd +O(x3). (7.2.3)
The quantities Racbd appearing in Eq. (7.2.3) are the frame components of the Riemann tensor evaluated at
the base point x′,
Racbd = Rα′γ′β′δ′ e
α′
a
eγ
′
c
eβ
′
b
eδ
′
d
, (7.2.4)
and these are independent of xˆa. They are also, by virtue of Eq. (7.1.4), the components of the (base-point)
Riemann tensor in the RNC, because Eq. (7.2.4) can also be expressed as
Racdb = Rα′γ′β′δ′
[
∂xα
∂xˆa
][
∂xγ
∂xˆc
][
∂xβ
∂xˆb
][
∂xδ
∂xˆd
]
,
which is the standard transformation law for tensor components.
It is obvious from Eq. (7.2.3) that gab(x
′) = ηab and Γ
a
bc
(x′) = 0, where Γa
bc
= − 13 (Rabcd+Racbd)xˆd+O(x2)
is the connection compatible with the metric gab. The Riemann normal coordinates therefore provide a
constructive proof of the local flatness theorem.
8 Fermi normal coordinates
8.1 Fermi-Walker transport
Let γ be a timelike curve described by parametric relations zµ(τ) in which τ is proper time. Let uµ = dzµ/dτ
be the curve’s normalized tangent vector, and let aµ = Duµ/dτ be its acceleration vector.
A vector field vµ is said to be Fermi-Walker transported on γ if it is a solution to the differential equation
Dvµ
dτ
=
(
vνa
ν
)
uµ − (vνuν)aµ. (8.1.1)
Notice that this reduces to parallel transport if aµ = 0 and γ is a geodesic.
The operation of Fermi-Walker (FW) transport satisfies two important properties. The first is that uµ
is automatically FW transported along γ; this follows at once from Eq. (8.1.1) and the fact that uµ is
orthogonal to aµ. The second is that if the vectors vµ and wµ are both FW transported along γ, then their
inner product vµw
µ is constant on γ: D(vµw
µ)/dτ = 0; this also follows immediately from Eq. (8.1.1).
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8.2 Tetrad and dual tetrad on γ
Let z¯ be an arbitrary reference point on γ. At this point we erect an orthonormal tetrad (uµ¯, eµ¯a) where,
contrary to former usage, the frame index a runs from 1 to 3. We then propagate each frame vector on γ
by FW transport; this guarantees that the tetrad remains orthonormal everywhere on γ. At a generic point
z(τ) we have
Deµa
dτ
=
(
aνe
ν
a
)
uµ, gµνu
µuν = −1, gµνeµauν = 0, gµνeµaeνb = δab. (8.2.1)
From the tetrad on γ we define a dual tetrad (e0µ, e
a
µ) by the relations
e0µ = −uµ, eaµ = δabgµνeνb ; (8.2.2)
this is also FW transported on γ. The tetrad and its dual give rise to the completeness relations
gµν = −uµuν + δabeµaeνb , gµν = −e0µe0ν + δab eaµebν . (8.2.3)
8.3 Fermi normal coordinates
To construct the Fermi normal coordinates (FNC) of a point x in the normal convex neighbourhood of γ
we locate the unique spacelike geodesic β that passes through x and intersects γ orthogonally. We denote
the intersection point by x¯ ≡ z(t), with t denoting the value of the proper-time parameter at this point. To
tensors at x¯ we assign indices α¯, β¯, and so on. The FNC of x are defined by
xˆ0 = t, xˆa = −eaα¯(x¯)σα¯(x, x¯), σα¯(x, x¯)uα¯(x¯) = 0; (8.3.1)
the last statement determines x¯ from the requirement that −σα¯, the vector tangent to β at x¯, be orthogonal
to uα¯, the vector tangent to γ. From the definition of the FNC and the completeness relations of Eq. (8.2.3)
it follows that
s2 ≡ δabxˆaxˆb = 2σ(x, x¯), (8.3.2)
so that s is the spatial distance between x¯ and x along the geodesic β. This statement gives an immediate
meaning to xˆa, the spatial Fermi normal coordinates; and the time coordinate xˆ0 is simply proper time at
the intersection point x¯. The situation is illustrated in Fig. 6.
Suppose that x is moved to x+δx. This typically induces a change in the spacelike geodesic β, which moves
to β + δβ, and a corresponding change in the intersection point x¯, which moves to x′′ ≡ x¯+ δx¯, with δxα¯ =
ωa
γ
xsz(t)
Figure 6: Fermi normal coordinates of a point x relative to a world line γ. The time coordinate t selects
a particular point on the word line, and the disk represents the set of spacelike geodesics that intersect γ
orthogonally at z(t). The unit vector ωa ≡ xˆa/s selects a particular geodesic among this set, and the spatial
distance s selects a particular point on this geodesic.
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uα¯δt. The FNC of the new point are then xˆ0(x+δx) = t+δt and xˆa(x+δx) = −eaα′′(x′′)σα
′′
(x+δx, x′′), with
x′′ determined by σα′′(x+ δx, x
′′)uα
′′
(x′′) = 0. Expanding these relations to first order in the displacements,
and simplifying using Eqs. (8.2.1), yields
dt = µσα¯βu
α¯ dxβ , dxˆa = −eaα¯
(
σα¯β + µσ
α¯
β¯u
β¯σβγ¯u
γ¯
)
dxβ , (8.3.3)
where µ is determined by µ−1 = −(σα¯β¯uα¯uβ¯ + σα¯aα¯).
8.4 Coordinate displacements near γ
The relations of Eq. (8.3.3) can be expressed as expansions in powers of s, the spatial distance from x¯ to
x. For this we use the expansions of Eqs. (5.2.1) and (5.2.2), in which we substitute σα¯ = −eα¯a xˆa and
gα¯α = u
α¯e¯0α + e
α¯
a e¯
a
α, where (e¯
0
α, e¯
a
α) is a dual tetrad at x obtained by parallel transport of (−uα¯, eaα¯) on the
spacelike geodesic β. After some algebra we obtain
µ−1 = 1 + aaxˆ
a +
1
3
R0c0dxˆ
cxˆd +O(s3),
where aa(t) ≡ aα¯eα¯a are frame components of the acceleration vector, and R0c0d(t) ≡ Rα¯γ¯β¯δ¯uα¯eγ¯cuβ¯eδ¯d are
frame components of the Riemann tensor evaluated on γ. This last result is easily inverted to give
µ = 1− aaxˆa +
(
aaxˆ
a
)2 − 1
3
R0c0dxˆ
cxˆd +O(s3).
Proceeding similarly for the other relations of Eq. (8.3.3), we obtain
dt =
[
1− aaxˆa +
(
aaxˆ
a
)2 − 1
2
R0c0dxˆ
cxˆd +O(s3)
](
e¯0βdx
β
)
+
[
−1
6
R0cbdxˆ
cxˆd +O(s3)
](
e¯bβdx
β
)
(8.4.1)
and
dxˆa =
[
1
2
Rac0dxˆ
cxˆd +O(s3)
](
e¯0βdx
β
)
+
[
δab +
1
6
Racbdxˆ
cxˆd +O(s3)
](
e¯bβdx
β
)
, (8.4.2)
where Rac0d(t) ≡ Rα¯γ¯β¯δ¯eα¯aeγ¯cuβ¯eδ¯d and Racbd(t) ≡ Rα¯γ¯β¯δ¯eα¯aeγ¯c eβ¯b eδ¯d are additional frame components of the
Riemann tensor evaluated on γ. (Note that frame indices are raised with δab.)
As a special case of Eqs. (8.4.1) and (8.4.2) we find that
∂t
∂xα
∣∣∣∣
γ
= −uα¯, ∂xˆ
a
∂xα
∣∣∣∣
γ
= eaα¯, (8.4.3)
because in the limit x → x¯, the dual tetrad (e¯0α, e¯aα) at x coincides with the dual tetrad (−uα¯, eaα¯) at x¯. It
follows that on γ, the transformation matrix between the original coordinates xα and the FNC (t, xˆa) is
formed by the Fermi-Walker transported tetrad:
∂xα
∂t
∣∣∣∣
γ
= uα¯,
∂xα
∂xˆa
∣∣∣∣
γ
= eα¯a . (8.4.4)
This implies that the frame components of the acceleration vector, aa(t), are also the components of the
acceleration vector in the FNC; orthogonality between uα¯ and aα¯ means that a0 = 0. Similarly, R0c0d(t),
R0cbd(t), and Racbd(t) are the components of the Riemann tensor (evaluated on γ) in the Fermi normal
coordinates.
8.5 Metric near γ
Inversion of Eqs. (8.4.1) and (8.4.2) gives
e¯0αdx
α =
[
1 + aaxˆ
a +
1
2
R0c0dxˆ
cxˆd +O(s3)
]
dt+
[
1
6
R0cbdxˆ
cxˆd + O(s3)
]
dxˆb (8.5.1)
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and
e¯aαdx
α =
[
δab −
1
6
Racbdxˆ
cxˆd +O(s3)
]
dxˆb +
[
−1
2
Rac0dxˆ
cxˆd +O(s3)
]
dt. (8.5.2)
These relations, when specialized to the FNC, give the components of the dual tetrad at x. They can also
be used to compute the metric at x, after invoking the completeness relations gαβ = −e¯0αe¯0β + δabe¯aαe¯bβ . This
gives
ds2 = gtt dt
2 + 2gta dtdxˆ
a + gab dxˆ
adxˆb,
with
gtt = −
[
1 + 2aaxˆ
a +
(
aaxˆ
a
)2
+R0c0dxˆ
cxˆd +O(s3)
]
, (8.5.3)
gta = −2
3
R0cadxˆ
cxˆd +O(s3), (8.5.4)
gab = δab − 1
3
Racbdxˆ
cxˆd +O(s3). (8.5.5)
This is the metric near γ in the Fermi normal coordinates. Recall that aa(t) are the components of the
acceleration vector of γ — the timelike curve described by xˆa = 0 — while R0c0d(t), R0cbd(t), and Racbd(t)
are the components of the Riemann tensor evaluated on γ.
Notice that on γ, the metric of Eqs. (8.5.3)–(8.5.5) reduces to gtt = −1 and gab = δab. On the other
hand, the nonvanishing Christoffel symbols (on γ) are Γtta = Γ
a
tt = aa; these are zero (and the FNC enforce
local flatness on the entire curve) when γ is a geodesic.
8.6 Thorne-Hartle coordinates
The form of the metric can be simplified if the Ricci tensor vanishes on the world line:
Rµν(z) = 0. (8.6.1)
In such circumstances, a transformation from the Fermi normal coordinates (t, xˆa) to the Thorne-Hartle
coordinates (t, yˆa) brings the metric to the form
gtt = −
[
1 + 2aayˆ
a +
(
aayˆ
a
)2
+R0c0dyˆ
cyˆd +O(s3)
]
, (8.6.2)
gta = −2
3
R0cadyˆ
cyˆd +O(s3), (8.6.3)
gab = δab
(
1−R0c0dyˆcyˆd
)
+O(s3). (8.6.4)
We see that the transformation leaves gtt and gta unchanged, but that it diagonalizes gab. This metric was
first displayed in Ref. [46] and the coordinate transformation was later produced by Zhang [50].
The key to the simplification comes from Eq. (8.6.1), which dramatically reduces the number of inde-
pendent components of the Riemann tensor. In particular, Eq. (8.6.1) implies that the frame components
Racbd of the Riemann tensor are completely determined by Eab ≡ R0a0b, which in this special case is a
symmetric-tracefree tensor. To prove this we invoke the completeness relations of Eq. (8.2.3) and take frame
components of Eq. (8.6.1). This produces the three independent equations
δcdRacbd = Eab, δcdR0cad = 0, δcdEcd = 0,
the last of which stating that Eab has a vanishing trace. Taking the trace of the first equation gives
δabδcdRacbd = 0, and this implies that Racbd has five independent components. Since this is also the number
of independent components of Eab, we see that the first equation can be inverted — Racbd can be expressed
in terms of Eab. A complete listing of the relevant relations is R1212 = E11 + E22 = −E33, R1213 = E23,
R1223 = −E13, R1313 = E11+E33 = −E22, R1323 = E12, and R2323 = E22+E33 = −E11. These are summarized
by
Racbd = δabEcd + δcdEab − δadEbc − δbcEad, (8.6.5)
and Eab ≡ R0a0b satisfies δabEab = 0.
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We may also note that the relation δcdR0cad = 0, together with the usual symmetries of the Riemann
tensor, imply that R0cad too possesses five independent components. These may thus be related to another
symmetric-tracefree tensor Bab. We take the independent components to be R0112 ≡ −B13, R0113 ≡ B12,
R0123 ≡ −B11, R0212 ≡ −B23, and R0213 ≡ B22, and it is easy to see that all other components can be
expressed in terms of these. For example, R0223 = −R0113 = −B12, R0312 = −R0123 +R0213 = B11 + B22 =
−B33, R0313 = −R0212 = B23, and R0323 = R0112 = −B13. These relations are summarized by
R0abc = −εbcdBda, (8.6.6)
where εabc is the three-dimensional permutation symbol. The inverse relation is Bab = 12εacdR0bcd.
Substitution of Eq. (8.6.5) into Eq. (8.5.5) gives
gab = δab
(
1− 1
3
Ecdxˆcxˆd
)
− 1
3
(
xˆcxˆ
c
)Eab + 1
3
xˆaEbcxˆc + 1
3
xˆbEacxˆc +O(s3),
and we have not yet achieved the simple form of Eq. (8.6.4). The missing step is the transformation from
the FNC xˆa to the Thorne-Hartle coordinates yˆa. This is given by
yˆa = xˆa + ξa, ξa = −1
6
(
xˆcxˆ
c
)Eabxˆb + 1
3
xˆaEbcxˆbxˆc +O(s4). (8.6.7)
It is easy to see that this transformation does not affect gtt nor gta at orders s and s
2. The remaining
components of the metric, however, transform according to gab(THC) = gab(FNC)− ξa;b − ξb;a, where
ξa;b =
1
3
δabEcdxˆcxˆd − 1
6
(
xˆcxˆ
c
)Eab − 1
3
Eacxˆcxˆb + 2
3
xˆaEbcxˆc +O(s3).
It follows that gTHCab = δab(1− Ecdyˆcyˆd) +O(yˆ3), which is just the same statement as in Eq. (8.6.4).
Alternative expressions for the components of the Thorne-Hartle metric are
gtt = −
[
1 + 2aayˆ
a +
(
aayˆ
a
)2
+ Eabyˆayˆb +O(s3)
]
, (8.6.8)
gta = −2
3
εabcBbdyˆcyˆd +O(s3), (8.6.9)
gab = δab
(
1− Ecdyˆcyˆd
)
+O(s3). (8.6.10)
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9.1 Geometrical elements
We introduce the same geometrical elements as in Sec. 8: we have a timelike curve γ described by relations
zµ(τ), its normalized tangent vector uµ = dzµ/dτ , and its acceleration vector aµ = Duµ/dτ . We also have
an orthonormal triad eµa that is transported on the world line according to
Deµa
dτ
= aau
µ + ω ba e
µ
b , (9.1.1)
where aa(τ) = aµe
µ
a are the frame components of the acceleration vector and ωab(τ) = −ωba(τ) is a prescribed
rotation tensor. Here the triad is not Fermi-Walker transported: for added generality we allow the spatial
vectors to rotate as they are transported on the world line. While ωab will be set to zero in most sections
of this paper, the freedom to perform such a rotation can be useful and will be exploited in Sec. 19. It is
easy to check that Eq. (9.1.1) is compatible with the requirement that the tetrad (uµ, eµa) be orthonormal
everywhere on γ. Finally, we have a dual tetrad (e0µ, e
a
µ), with e
0
µ = −uµ and eaµ = δabgµνeνb . The tetrad and
its dual give rise to the completeness relations
gµν = −uµuν + δabeµaeνb , gµν = −e0µe0ν + δab eaµebν , (9.1.2)
which are the same as in Eq. (8.2.3).
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The Fermi normal coordinates of Sec. 8 were constructed on the basis of a spacelike geodesic connecting
a field point x to the world line. The retarded coordinates are based instead on a null geodesic going from
the world line to the field point. We thus let x be within the normal convex neighbourhood of γ, β be the
unique future-directed null geodesic that goes from the world line to x, and x′ ≡ z(u) be the point at which
β intersects the world line, with u denoting the value of the proper-time parameter at this point.
From the tetrad at x′ we obtain another tetrad (eα0 , e
α
a ) at x by parallel transport on β. By raising
the frame index and lowering the vectorial index we also obtain a dual tetrad at x: e0α = −gαβeβ0 and
eaα = δ
abgαβe
β
b . The metric at x can be then be expressed as
gαβ = −e0αe0β + δabeaαebβ, (9.1.3)
and the parallel propagator from x′ to x is given by
gαα′(x, x
′) = −eα0uα′ + eαaeaα′ , gα
′
α(x
′, x) = uα
′
e0α + e
α′
a e
a
α. (9.1.4)
9.2 Definition of the retarded coordinates
The quasi-Cartesian version of the retarded coordinates are defined by
xˆ0 = u, xˆa = −eaα′(x′)σα
′
(x, x′), σ(x, x′) = 0; (9.2.1)
the last statement indicates that x′ and x are linked by a null geodesic. From the fact that σα
′
is a null
vector we obtain
r ≡ (δabxˆaxˆb)1/2 = uα′σα′ , (9.2.2)
and r is a positive quantity by virtue of the fact that β is a future-directed null geodesic — this makes σα
′
past-directed. In flat spacetime, σα
′
= −(x − x′)α, and in a Lorentz frame that is momentarily comoving
with the world line, r = t − t′ > 0; with the speed of light set equal to unity, r is also the spatial distance
between x′ and x as measured in this frame. In curved spacetime, the quantity r = uα′σ
α′ can still be called
the retarded distance between the point x and the world line. Another consequence of Eq. (9.2.1) is that
σα
′
= −r(uα′ +Ωaeα′a ), (9.2.3)
where Ωa ≡ xˆa/r is a spatial vector that satisfies δabΩaΩb = 1.
A straightforward calculation reveals that under a displacement of the point x, the retarded coordinates
change according to
du = −kα dxα, dxˆa = −
(
raa − ωabxˆb + eaα′σα
′
β′u
β′
)
du− eaα′σα
′
β dx
β , (9.2.4)
where kα = σα/r is a future-directed null vector at x that is tangent to the geodesic β. To obtain these
results we must keep in mind that a displacement of x typically induces a simultaneous displacement of
x′ because the new points x + δx and x′ + δx′ must also be linked by a null geodesic. We therefore have
0 = σ(x+ δx, x′ + δx′) = σα δx
α + σα′ δx
α′ , and the first relation of Eq. (9.2.4) follows from the fact that a
displacement along the world line is described by δxα
′
= uα
′
δu.
9.3 The scalar field r(x) and the vector field kα(x)
If we keep x′ linked to x by the relation σ(x, x′) = 0, then the quantity
r(x) = σα′ (x, x
′)uα
′
(x′) (9.3.1)
can be viewed as an ordinary scalar field defined in a neighbourhood of γ. We can compute the gradient of r
by finding how r changes under a displacement of x (which again induces a displacement of x′). The result
is
∂βr = −
(
σα′a
α′ + σα′β′u
α′uβ
′)
kβ + σα′βu
α′ . (9.3.2)
Similarly, we can view
kα(x) =
σα(x, x′)
r(x)
(9.3.3)
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as an ordinary vector field, which is tangent to the congruence of null geodesics that emanate from x′. It is
easy to check that this vector satisfies the identities
σαβk
β = kα, σα′βk
β =
σα′
r
, (9.3.4)
from which we also obtain σα′βu
α′kβ = 1. From this last result and Eq. (9.3.2) we deduce the important
relation
kα∂αr = 1. (9.3.5)
In addition, combining the general statement σα = −gαα′σα
′
— cf. Eq. (4.2.8) — with Eq. (9.2.3) gives
kα = gαα′
(
uα
′
+Ωaeα
′
a
)
; (9.3.6)
the vector at x is therefore obtained by parallel transport of uα
′
+Ωaeα
′
a on β. From this and Eq. (9.1.4) we
get the alternative expression
kα = eα0 +Ω
aeαa , (9.3.7)
which confirms that kα is a future-directed null vector field (recall that Ωa = xˆa/r is a unit vector).
The covariant derivative of kα can be computed by finding how the vector changes under a displacement
of x. (It is in fact easier to first calculate how rkα changes, and then substitute our previous expression for
∂βr.) The result is
rkα;β = σαβ − kασβγ′uγ′ − kβσαγ′uγ′ +
(
σα′a
α′ + σα′β′u
α′uβ
′)
kαkβ . (9.3.8)
From this we infer that kα satisfies the geodesic equation in affine-parameter form, kα;βk
β = 0, and Eq. (9.3.5)
informs us that the affine parameter is in fact r. A displacement along a member of the congruence is
therefore given by dxα = kα dr. Specializing to retarded coordinates, and using Eqs. (9.2.4) and (9.3.4),
we find that this statement becomes du = 0 and dxˆa = (xˆa/r) dr, which integrate to u = constant and
xˆa = rΩa, respectively, with Ωa still denoting a constant unit vector. We have found that the congruence of
null geodesics emanating from x′ is described by
u = constant, xˆa = rΩa(θA) (9.3.9)
in the retarded coordinates. Here, the two angles θA (A = 1, 2) serve to parameterize the unit vector Ωa,
which is independent of r.
Equation (9.3.8) also implies that the expansion of the congruence is given by
θ = kα;α =
σαα − 2
r
. (9.3.10)
Using the expansion for σαα given by Eq. (5.2.4), we find that this becomes rθ = 2− 13Rα′β′σα
′
σβ
′
+O(r3),
or
rθ = 2− 1
3
r2
(
R00 + 2R0aΩ
a +RabΩ
aΩb
)
+O(r3) (9.3.11)
after using Eq. (9.2.3). Here, R00 = Rα′β′u
α′uβ
′
, R0a = Rα′β′u
α′eβ
′
a , and Rab = Rα′β′e
α′
a e
β′
b are the frame
components of the Ricci tensor evaluated at x′. This result confirms that the congruence is singular at r = 0,
because θ diverges as 2/r in this limit; the caustic coincides with the point x′.
Finally, we infer from Eq. (9.3.8) that kα is hypersurface orthogonal. This, together with the property
that kα satisfies the geodesic equation in affine-parameter form, implies that there exists a scalar field u(x)
such that
kα = −∂αu. (9.3.12)
This scalar field was already identified in Eq. (9.2.4): it is numerically equal to the proper-time parameter
of the world line at x′. We conclude that the geodesics to which kα is tangent are the generators of the null
cone u = constant. As Eq. (9.3.9) indicates, a specific generator is selected by choosing a direction Ωa (which
can be parameterized by two angles θA), and r is an affine parameter on each generator. The geometrical
meaning of the retarded coordinates is now completely clear; it is illustrated in Fig. 7.
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aΩ
r
x
z(u)
γ
Figure 7: Retarded coordinates of a point x relative to a world line γ. The retarded time u selects a particular
null cone, the unit vector Ωa ≡ xˆa/r selects a particular generator of this null cone, and the retarded distance
r selects a particular point on this generator. This figure is identical to Fig. 4.
9.4 Frame components of tensor fields on the world line
The metric at x in the retarded coordinates will be expressed in terms of frame components of vectors and
tensors evaluated on the world line γ. For example, if aα
′
is the acceleration vector at x′, then as we have
seen,
aa(u) = aα′ e
α′
a (9.4.1)
are the frame components of the acceleration at proper time u.
Similarly,
Ra0b0(u) = Rα′γ′β′δ′ e
α′
a u
γ′eβ
′
b u
δ′ , Ra0bd(u) = Rα′γ′β′δ′ e
α′
a u
γ′eβ
′
b e
δ′
d , Racbd(u) = Rα′γ′β′δ′ e
α′
a e
γ′
c e
β′
b e
δ′
d
(9.4.2)
are the frame components of the Riemann tensor evaluated on γ. From these we form the useful combinations
Sab(u, θ
A) = Ra0b0 +Ra0bcΩ
c +Rb0acΩ
c +RacbdΩ
cΩd = Sba, (9.4.3)
Sa(u, θ
A) = SabΩ
b = Ra0b0Ω
b −Rab0cΩbΩc, (9.4.4)
S(u, θA) = SaΩ
a = Ra0b0Ω
aΩb, (9.4.5)
in which the quantities Ωa ≡ xˆa/r depend on the angles θA only — they are independent of u and r.
We have previously introduced the frame components of the Ricci tensor in Eq. (9.3.11). The identity
R00 + 2R0aΩ
a +RabΩ
aΩb = δabSab − S (9.4.6)
follows easily from Eqs. (9.4.3)–(9.4.5) and the definition of the Ricci tensor.
In Sec. 8 we saw that the frame components of a given tensor were also the components of this tensor
(evaluated on the world line) in the Fermi normal coordinates. We should not expect this property to be true
also in the case of the retarded coordinates: the frame components of a tensor are not to be identified with the
components of this tensor in the retarded coordinates. The reason is that the retarded coordinates are in fact
singular on the world line. As we shall see, they give rise to a metric that possesses a directional ambiguity
at r = 0. (This can easily be seen in Minkowski spacetime by performing the coordinate transformation
u = t −
√
x2 + y2 + z2.) Components of tensors are therefore not defined on the world line, although they
are perfectly well defined for r 6= 0. Frame components, on the other hand, are well defined both off and
on the world line, and working with them will eliminate any difficulty associated with the singular nature of
the retarded coordinates.
9.5 Coordinate displacements near γ
The changes in the quasi-Cartesian retarded coordinates under a displacement of x are given by Eq. (9.2.4).
In these we substitute the standard expansions for σα′β′ and σα′β , as given by Eqs. (5.2.1) and (5.2.2), as well
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as Eqs. (9.2.3) and (9.3.6). After a straightforward (but fairly lengthy) calculation, we obtain the following
expressions for the coordinate displacements:
du =
(
e0α dx
α
)− Ωa(ebα dxα), (9.5.1)
dxˆa = −
[
raa − rωabΩb +
1
2
r2Sa +O(r3)
](
e0α dx
α
)
+
[
δab +
(
raa − rωacΩc +
1
3
r2Sa
)
Ωb +
1
6
r2Sab +O(r
3)
](
ebα dx
α
)
. (9.5.2)
Notice that the result for du is exact, but that dxˆa is expressed as an expansion in powers of r.
These results can also be expressed in the form of gradients of the retarded coordinates:
∂αu = e
0
α − Ωaeaα, (9.5.3)
∂αxˆ
a = −
[
raa − rωabΩb +
1
2
r2Sa +O(r3)
]
e0α
+
[
δab +
(
raa − rωacΩc +
1
3
r2Sa
)
Ωb +
1
6
r2Sab +O(r
3)
]
ebα. (9.5.4)
Notice that Eq. (9.5.3) follows immediately from Eqs. (9.3.7) and (9.3.12). From Eq. (9.5.4) and the identity
∂αr = Ωa∂αxˆ
a we also infer
∂αr = −
[
raaΩ
a +
1
2
r2S +O(r3)
]
e0α +
[(
1 + rabΩ
b +
1
3
r2S
)
Ωa +
1
6
r2Sa +O(r
3)
]
eaα, (9.5.5)
where we have used the facts that Sa = SabΩ
b and S = SaΩ
a; these last results were derived in Eqs. (9.4.4)
and (9.4.5). It may be checked that Eq. (9.5.5) agrees with Eq. (9.3.2).
9.6 Metric near γ
It is straightforward (but fairly tedious) to invert the relations of Eqs. (9.5.1) and (9.5.2) and solve for e0α dx
α
and eaα dx
α. The results are
e0α dx
α =
[
1 + raaΩ
a +
1
2
r2S +O(r3)
]
du+
[(
1 +
1
6
r2S
)
Ωa − 1
6
r2Sa +O(r
3)
]
dxˆa, (9.6.1)
eaα dx
α =
[
r
(
aa − ωabΩb
)
+
1
2
r2Sa +O(r3)
]
du+
[
δab −
1
6
r2Sab +
1
6
r2SaΩb +O(r
3)
]
dxˆb. (9.6.2)
These relations, when specialized to the retarded coordinates, give us the components of the dual tetrad
(e0α, e
a
α) at x. The metric is then computed by using the completeness relations of Eq. (9.1.3). We find
ds2 = guu du
2 + 2gua dudxˆ
a + gab dxˆ
adxˆb,
with
guu = −
(
1 + raaΩ
a
)2
+ r2
(
aa − ωabΩb
)(
aa − ωacΩc
)− r2S +O(r3), (9.6.3)
gua = −
(
1 + rabΩ
b +
2
3
r2S
)
Ωa + r
(
aa − ωabΩb
)
+
2
3
r2Sa +O(r
3), (9.6.4)
gab = δab −
(
1 +
1
3
r2S
)
ΩaΩb − 1
3
r2Sab +
1
3
r2
(
SaΩb +ΩaSb
)
+O(r3). (9.6.5)
We see (as was pointed out in Sec. 9.4) that the metric possesses a directional ambiguity on the world line:
the metric at r = 0 still depends on the vector Ωa = xˆa/r that specifies the direction to the point x. The
retarded coordinates are therefore singular on the world line, and tensor components cannot be defined on
γ.
By setting Sab = Sa = S = 0 in Eqs. (9.6.3)–(9.6.5) we obtain the metric of flat spacetime in the retarded
coordinates. This we express as
ηuu = −
(
1 + raaΩ
a
)2
+ r2
(
aa − ωabΩb
)(
aa − ωacΩc
)
,
ηua = −
(
1 + rabΩ
b
)
Ωa + r
(
aa − ωabΩb
)
, (9.6.6)
ηab = δab − ΩaΩb.
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In spite of the directional ambiguity, the metric of flat spacetime has a unit determinant everywhere, and it
is easily inverted:
ηuu = 0, ηua = −Ωa, ηab = δab + r(aa − ωacΩc)Ωb + rΩa(ab − ωbcΩc). (9.6.7)
The inverse metric also is ambiguous on the world line.
To invert the curved-spacetime metric of Eqs. (9.6.3)–(9.6.5) we express it as gαβ = ηαβ + hαβ + O(r
3)
and treat hαβ = O(r
2) as a perturbation. The inverse metric is then gαβ = ηαβ − ηαγηβδhγδ +O(r3), or
guu = 0, (9.6.8)
gua = −Ωa, (9.6.9)
gab = δab + r
(
aa − ωacΩc
)
Ωb + rΩa
(
ab − ωbcΩc
)
+
1
3
r2Sab +
1
3
r2
(
SaΩb +ΩaSb
)
+O(r3). (9.6.10)
The results for guu and gua are exact, and they follow from the general relations gαβ(∂αu)(∂βu) = 0 and
gαβ(∂αu)(∂βr) = −1 that are derived from Eqs. (9.3.5) and (9.3.12).
The metric determinant is computed from
√−g = 1 + 12ηαβhαβ +O(r3), which gives
√−g = 1− 1
6
r2
(
δabSab − S
)
+ O(r3) = 1− 1
6
r2
(
R00 + 2R0aΩ
a +RabΩ
aΩb
)
+O(r3), (9.6.11)
where we have substituted the identity of Eq. (9.4.6). Comparison with Eq. (9.3.11) then gives us the
interesting relation
√−g = 12rθ + O(r3), where θ is the expansion of the generators of the null cones
u = constant.
9.7 Transformation to angular coordinates
Because the vector Ωa = xˆa/r satisfies δabΩ
aΩb = 1, it can be parameterized by two angles θA. A canonical
choice for the parameterization is Ωa = (sin θ cosφ, sin θ sinφ, cos θ). It is then convenient to perform a
coordinate transformation from xˆa to (r, θA), using the relations xˆa = rΩa(θA). (Recall from Sec. 9.3
that the angles θA are constant on the generators of the null cones u = constant, and that r is an affine
parameter on these generators. The relations xˆa = rΩa therefore describe the behaviour of the generators.)
The differential form of the coordinate transformation is
dxˆa = Ωa dr + rΩaA dθ
A, (9.7.1)
where the transformation matrix
ΩaA ≡
∂Ωa
∂θA
(9.7.2)
satisfies the identity ΩaΩ
a
A = 0.
We introduce the quantities
ΩAB = δabΩ
a
AΩ
b
B, (9.7.3)
which act as a (nonphysical) metric in the subspace spanned by the angular coordinates. In the canonical
parameterization, ΩAB = diag(1, sin
2 θ). We use the inverse of ΩAB, denoted Ω
AB, to raise upper-case latin
indices. We then define the new object
ΩAa = δabΩ
ABΩbB (9.7.4)
which satisfies the identities
ΩAaΩ
a
B = δ
A
B, Ω
a
AΩ
A
b = δ
a
b − ΩaΩb. (9.7.5)
The second result follows from the fact that both sides are simultaneously symmetric in a and b, orthogonal
to Ωa and Ω
b, and have the same trace.
From the preceding results we establish that the transformation from xˆa to (r, θA) is accomplished by
∂xˆa
∂r
= Ωa,
∂xˆa
∂θA
= rΩaA, (9.7.6)
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while the transformation from (r, θA) to xˆa is accomplished by
∂r
∂xˆa
= Ωa,
∂θA
∂xˆa
=
1
r
ΩAa . (9.7.7)
With these transformation rules it is easy to show that in the angular coordinates, the metric takes the form
of
ds2 = guu du
2 + 2gur dudr + 2guA dudθ
A + gAB dθ
AdθB,
with
guu = −
(
1 + raaΩ
a
)2
+ r2
(
aa − ωabΩb
)(
aa − ωacΩc
)− r2S +O(r3), (9.7.8)
gur = −1, (9.7.9)
guA = r
[
r
(
aa − ωabΩb
)
+
2
3
r2Sa +O(r
3)
]
ΩaA, (9.7.10)
gAB = r
2
[
ΩAB − 1
3
r2SabΩ
a
AΩ
b
B +O(r
3)
]
. (9.7.11)
The results gru = −1, grr = 0, and grA = 0 are exact, and they follow from the fact that in the retarded
coordinates, kα dx
α = −du and kα∂α = ∂r.
The nonvanishing components of the inverse metric are
gur = −1, (9.7.12)
grr = 1 + 2raaΩ
a + r2S +O(r3), (9.7.13)
grA =
1
r
[
r
(
aa − ωabΩb
)
+
2
3
r2Sa +O(r3)
]
ΩAa , (9.7.14)
gAB =
1
r2
[
ΩAB +
1
3
r2SabΩAaΩ
B
b +O(r
3)
]
. (9.7.15)
The results guu = 0, gur = −1, and guA = 0 are exact, and they follow from the same reasoning as before.
Finally, we note that in the angular coordinates, the metric determinant is given by
√−g = r2
√
Ω
[
1− 1
6
r2
(
R00 + 2R0aΩ
a +RabΩ
aΩb
)
+O(r3)
]
, (9.7.16)
where Ω is the determinant of ΩAB; in the canonical parameterization,
√
Ω = sin θ.
9.8 Specialization to aµ = 0 = Rµν
In this subsection we specialize our previous results to a situation where γ is a geodesic on which the Ricci
tensor vanishes. We therefore set aµ = 0 = Rµν everywhere on γ, and for simplicity we also set ωab to zero.
We have seen in Sec. 8.6 that when the Ricci tensor vanishes on γ, all frame components of the Riemann
tensor can be expressed in terms of the symmetric-tracefree tensors Eab(u) and Bab(u). The relations are
Ra0b0 = Eab, Ra0bc = εbcdBda, and Racbd = δabEcd + δcdEab − δadEbc − δbcEad. These can be substituted into
Eqs. (9.4.3)–(9.4.5) to give
Sab(u, θ
A) = 2Eab − ΩaEbcΩc − ΩbEacΩc + δabEbcΩcΩd + εacdΩcBdb + εbcdΩcBda, (9.8.1)
Sa(u, θ
A) = EabΩb + εabcΩbBcdΩd, (9.8.2)
S(u, θA) = EabΩaΩb. (9.8.3)
In these expressions the dependence on retarded time u is contained in Eab and Bab, while the angular
dependence is encoded in the unit vector Ωa.
It is convenient to introduce the irreducible quantities
E∗ = EabΩaΩb, (9.8.4)
E∗a =
(
δ ba − ΩaΩb
)EbcΩc, (9.8.5)
E∗ab = 2Eab − 2ΩaEbcΩc − 2ΩbEacΩc + (δab +ΩaΩb)E∗, (9.8.6)
B∗a = εabcΩbBcdΩd, (9.8.7)
B∗ab = εacdΩcBde
(
δeb − ΩeΩb
)
+ εbcdΩ
cBde
(
δea − ΩeΩa
)
. (9.8.8)
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These are all orthogonal to Ωa: E∗aΩa = B∗aΩa = 0 and E∗abΩb = B∗abΩb = 0. In terms of these Eqs. (9.8.1)–
(9.8.3) become
Sab = E∗ab +ΩaE∗b + E∗aΩb +ΩaΩbE∗ + B∗ab +ΩaB∗b + B∗aΩb, (9.8.9)
Sa = E∗a +ΩaE∗ + B∗a, (9.8.10)
S = E∗. (9.8.11)
When Eqs. (9.8.9)–(9.8.11) are substituted into the metric tensor of Eqs. (9.6.3)–(9.6.5) — in which aa
and ωab are both set equal to zero — we obtain the compact expressions
guu = −1− r2E∗ +O(r3), (9.8.12)
gua = −Ωa + 2
3
r2
(E∗a + B∗a)+O(r3), (9.8.13)
gab = δab − ΩaΩb − 1
3
r2
(E∗ab + B∗ab)+O(r3). (9.8.14)
The metric becomes
guu = −1− r2E∗ +O(r3), (9.8.15)
gur = −1, (9.8.16)
guA =
2
3
r3
(E∗A + B∗A)+O(r4), (9.8.17)
gAB = r
2ΩAB − 1
3
r4
(E∗AB + B∗AB)+O(r5) (9.8.18)
after transforming to angular coordinates using the rules of Eq. (9.7.6). Here we have introduced the
projections
E∗A ≡ E∗aΩaA = EabΩaAΩb, (9.8.19)
E∗AB ≡ E∗abΩaAΩbB = 2EabΩaAΩbB + E∗ΩAB, (9.8.20)
B∗A ≡ B∗aΩaA = εabcΩaAΩbBcdΩd, (9.8.21)
B∗AB ≡ B∗abΩaAΩbB = 2εacdΩcBdbΩa(AΩbB). (9.8.22)
It may be noted that the inverse relations are E∗a = E∗AΩAa , B∗a = B∗AΩAa , E∗ab = E∗ABΩAaΩBb , and B∗ab =
B∗ABΩAaΩBb , where ΩAa was introduced in Eq. (9.7.4).
10 Transformation between Fermi and retarded coordinates;
advanced point
A point x in the normal convex neighbourhood of a world line γ can be assigned a set of Fermi normal
coordinates (as in Sec. 8), or it can be assigned a set of retarded coordinates (Sec. 9). These coordinate
systems can obviously be related to one another, and our first task in this section (which will occupy us
in Secs. 10.1–10.3) will be to derive the transformation rules. We begin by refining our notation so as to
eliminate any danger of ambiguity.
The Fermi normal coordinates of x refer to a point x¯ ≡ z(t) on γ that is related to x by a spacelike
geodesic that intersects γ orthogonally; see Fig. 8. We refer to this point as x’s simultaneous point, and to
tensors at x¯ we assign indices α¯, β¯, etc. We let (t, sωa) be the Fermi normal coordinates of x, with t denoting
the value of γ’s proper-time parameter at x¯, s =
√
2σ(x, x¯) representing the proper distance from x¯ to x
along the spacelike geodesic, and ωa denoting a unit vector (δabω
aωb = 1) that determines the direction of
the geodesic. The Fermi normal coordinates are defined by sωa = −eaα¯σα¯ and σα¯uα¯ = 0. Finally, we denote
by (e¯α0 , e¯
α
a ) the tetrad at x that is obtained by parallel transport of (u
α¯, eα¯a ) on the spacelike geodesic.
The retarded coordinates of x refer to a point x′ ≡ z(u) on γ that is linked to x by a future-directed
null geodesic; see Fig. 8. We refer to this point as x’s retarded point, and to tensors at x′ we assign indices
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γ
x
x’’ = z(v)
x’ = z(u)
x = z(t)_
Figure 8: The retarded, simultaneous, and advanced points on a world line γ. The retarded point x′ ≡ z(u)
is linked to x by a future-directed null geodesic. The simultaneous point x¯ ≡ z(t) is linked to x by a spacelike
geodesic that intersects γ orthogonally. The advanced point x′′ ≡ z(v) is linked to x by a past-directed null
geodesic.
α′, β′, etc. We let (u, rΩa) be the retarded coordinates of x, with u denoting the value of γ’s proper-time
parameter at x′, r = σα′u
α′ representing the affine-parameter distance from x′ to x along the null geodesic,
and Ωa denoting a unit vector (δabΩ
aΩb = 1) that determines the direction of the geodesic. The retarded
coordinates are defined by rΩa = −eaα′σα
′
and σ(x, x′) = 0. Finally, we denote by (eα0 , e
α
a ) the tetrad at x
that is obtained by parallel transport of (uα
′
, eα
′
a ) on the null geodesic.
The reader not interested in following the details of this discussion can be informed that: (i) our re-
sults concerning the transformation from the retarded coordinates (u, r,Ωa) to the Fermi normal coordinates
(t, s, ωa) are contained in Eqs. (10.1.1)–(10.1.3) below; (ii) our results concerning the transformation from
the Fermi normal coordinates (t, s, ωa) to the retarded coordinates (u, r,Ωa) are contained in Eqs. (10.2.1)–
(10.2.3); (iii) the decomposition of each member of (e¯α0 , e¯
α
a ) in the tetrad (e
α
0 , e
α
a ) is given in retarded coor-
dinates by Eqs. (10.3.1) and (10.3.2); and (iv) the decomposition of each member of (eα0 , e
α
a ) in the tetrad
(e¯α0 , e¯
α
a ) is given in Fermi normal coordinates by Eqs. (10.3.3) and (10.3.4).
Our final task will be to define, along with the retarded and simultaneous points, an advanced point x′′ on
the world line γ; see Fig. 8. This is taken on in Sec. 10.4. Throughout this section we shall set ωab = 0, where
ωab is the rotation tensor defined by Eq. (9.1.1) — the tetrad vectors e
µ
a will be assumed to be Fermi-Walker
transported on γ.
10.1 From retarded to Fermi coordinates
Quantities at x¯ ≡ z(t) can be related to quantities at x′ ≡ z(u) by Taylor expansion along the world line
γ. To implement this strategy we must first find an expression for ∆ ≡ t − u. (Although we use the same
notation, this should not be confused with the van Vleck determinant introduced in Sec. 6.)
Consider the function p(τ) of the proper-time parameter τ defined by
p(τ) = σµ
(
x, z(τ)
)
uµ(τ),
in which x is kept fixed and in which z(τ) is an arbitrary point on the world line. We have that p(u) = r
and p(t) = 0, and ∆ can ultimately be obtained by expressing p(t) as p(u+∆) and expanding in powers of
∆. Formally,
p(t) = p(u) + p˙(u)∆ +
1
2
p¨(u)∆2 +
1
6
p(3)(u)∆3 +O(∆4),
where overdots (or a number within brackets) indicate repeated differentiation with respect to τ . We have
p˙(u) = σα′β′u
α′uβ
′
+ σα′a
α′ ,
p¨(u) = σα′β′γ′u
α′uβ
′
uγ
′
+ 3σα′β′u
α′aβ
′
+ σα′ a˙
α′ ,
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p(3)(u) = σα′β′γ′δ′u
α′uβ
′
uγ
′
uδ
′
+ σα′β′γ′
(
5aα
′
uβ
′
uγ
′
+ uα
′
uβ
′
aγ
′)
+ σα′β′
(
3aα
′
aβ
′
+ 4uα
′
a˙β
′)
+ σα′ a¨
α′ ,
where aµ = Duµ/dτ , a˙µ = Daµ/dτ , and a¨µ = Da˙µ/dτ .
We now express all of this in retarded coordinates by invoking the expansion of Eq. (5.2.1) for σα′β′ (as well
as additional expansions for the higher derivatives of the world function, obtained by further differentiation
of this result) and the relation σα
′
= −r(uα′ +Ωaeα′a ) first derived in Eq. (9.2.3). With a degree of accuracy
sufficient for our purposes we obtain
p˙(u) = −
[
1 + raaΩ
a +
1
3
r2S +O(r3)
]
,
p¨(u) = −r(a˙0 + a˙aΩa)+O(r2),
p(3)(u) = a˙0 +O(r),
where S = Ra0b0Ω
aΩb was first introduced in Eq. (9.4.5), and where a˙0 ≡ a˙α′uα′ , a˙a ≡ a˙α′eα′a are the frame
components of the covariant derivative of the acceleration vector. To arrive at these results we made use of
the identity aα′a
α′ + a˙α′u
α′ = 0 that follows from the fact that aµ is orthogonal to uµ. Notice that there is
no distinction between the two possible interpretations a˙a ≡ daa/dτ and a˙a ≡ a˙µeµa for the quantity a˙a(τ);
their equality follows at once from the substitution of Deµa/dτ = aau
µ (which states that the basis vectors
are Fermi-Walker transported on the world line) into the identity daa/dτ = D(aνe
ν
a)/dτ .
Collecting our results we obtain
r =
[
1 + raaΩ
a +
1
3
r2S +O(r3)
]
∆+
1
2
r
[
a˙0 + a˙aΩ
a +O(r)
]
∆2 − 1
6
[
a˙0 +O(r)
]
∆3 +O(∆4),
which can readily be solved for ∆ ≡ t− u expressed as an expansion in powers of r. The final result is
t = u+ r
{
1− raa(u)Ωa + r2
[
aa(u)Ω
a
]2 − 1
3
r2a˙0(u)− 1
2
r2a˙a(u)Ω
a − 1
3
r2Ra0b0(u)Ω
aΩb +O(r3)
}
, (10.1.1)
where we show explicitly that all frame components are evaluated at the retarded point z(u).
To obtain relations between the spatial coordinates we consider the functions
pa(τ) = −σµ
(
x, z(τ)
)
eµa(τ),
in which x is fixed and z(τ) is an arbitrary point on γ. We have that the retarded coordinates are given by
rΩa = pa(u), while the Fermi coordinates are given instead by sωa = pa(t) = pa(u+∆). This last expression
can be expanded in powers of ∆, producing
sωa = pa(u) + p˙a(u)∆ +
1
2
p¨a(u)∆2 +
1
6
pa(3)(u)∆3 +O(∆4)
with
p˙a(u) = −σα′β′eα′a uβ
′ − (σα′uα′)(aβ′eβ′a )
= −raa − 1
3
r2Sa +O(r
3),
p¨a(u) = −σα′β′γ′eα′a uβ
′
uγ
′ − (2σα′β′uα′uβ′ + σα′aα′)(aγ′eγ′a )− σα′β′eα′a aβ′ − (σα′uα′)(a˙β′eβ′a )
=
(
1 + rabΩ
b
)
aa − ra˙a + 1
3
rRa0b0Ω
b +O(r2),
p(3)a (u) = −σα′β′γ′δ′eα
′
a u
β′uγ
′
uδ
′ − (3σα′β′γ′uα′uβ′uγ′ + 6σα′β′uα′aβ′ + σα′ a˙α′ + σα′uα′ a˙β′uβ′)(aδ′eδ′a )
− σα′β′γ′eα′a
(
2aβ
′
uγ
′
+ uβ
′
aγ
′)− (3σα′β′uα′uβ′ + 2σα′aα′)(a˙γ′eγ′a )− σα′β′eα′a a˙β′
− (σα′uα′)(a¨β′eβ′a )
= 2a˙a +O(r).
To arrive at these results we have used the same expansions as before and re-introduced Sa = Ra0b0Ω
b −
Rab0cΩ
bΩc, as it was first defined in Eq. (9.4.4).
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Collecting our results we obtain
sωa = rΩa − r
[
aa +
1
3
rSa +O(r2)
]
∆+
1
2
[(
1 + rabΩ
b
)
aa − ra˙a + 1
3
rRa0b0Ω
b +O(r2)
]
∆2
+
1
3
[
a˙a +O(r)
]
∆3 +O(∆4),
which becomes
sωa = r
{
Ωa − 1
2
r
[
1− rab(u)Ωb
]
aa(u)− 1
6
r2a˙a(u)− 1
6
r2Ra0b0(u)Ω
b +
1
3
r2Rab0c(u)Ω
bΩc +O(r3)
}
(10.1.2)
after substituting Eq. (10.1.1) for ∆ ≡ t−u. From squaring Eq. (10.1.2) and using the identity δabωaωb = 1
we can also deduce
s = r
{
1− 1
2
raa(u)Ω
a +
3
8
r2
[
aa(u)Ω
a
]2 − 1
8
r2a˙0(u)− 1
6
r2a˙a(u)Ω
a − 1
6
r2Ra0b0(u)Ω
aΩb +O(r3)
}
(10.1.3)
for the spatial distance between x and z(t).
10.2 From Fermi to retarded coordinates
The techniques developed in the preceding subsection can easily be adapted to the task of relating the
retarded coordinates of x to its Fermi normal coordinates. Here we use x¯ ≡ z(t) as the reference point and
express all quantities at x′ ≡ z(u) as Taylor expansions about τ = t.
We begin by considering the function
σ(τ) = σ
(
x, z(τ)
)
of the proper-time parameter τ on γ. We have that σ(t) = 12s
2 and σ(u) = 0, and ∆ ≡ t−u is now obtained
by expressing σ(u) as σ(t−∆) and expanding in powers of ∆. Using the fact that σ˙(τ) = p(τ), we have
σ(u) = σ(t) − p(t)∆ + 1
2
p˙(t)∆2 − 1
6
p¨(t)∆3 +
1
24
p(3)(t)∆4 +O(∆5).
Expressions for the derivatives of p(τ) evaluated at τ = t can be constructed from results derived previously
in Sec. 10.1: it suffices to replace all primed indices by barred indices and then substitute the relation
σα¯ = −sωaeα¯a that follows immediately from Eq. (8.3.1). This gives
p˙(t) = −
[
1 + saaω
a +
1
3
s2Ra0b0ω
aωb +O(s3)
]
,
p¨(t) = −sa˙aωa +O(s2),
p(3)(t) = a˙0 +O(s),
and then
s2 =
[
1 + saaω
a +
1
3
s2Ra0b0ω
aωb +O(s3)
]
∆2 − 1
3
s
[
a˙aω
a +O(s)
]
∆3 − 1
12
[
a˙0 +O(s)
]
∆4 +O(∆5)
after recalling that p(t) = 0. Solving for ∆ as an expansion in powers of s returns
u = t− s
{
1− 1
2
saa(t)ω
a+
3
8
s2
[
aa(t)ω
a
]2
+
1
24
s2a˙0(t)+
1
6
s2a˙a(t)ω
a− 1
6
s2Ra0b0(t)ω
aωb+O(s3)
}
, (10.2.1)
in which we emphasize that all frame components are evaluated at the simultaneous point z(t).
An expression for r = p(u) can be obtained by expanding p(t−∆) in powers of ∆. We have
r = −p˙(t)∆ + 1
2
p¨(t)∆2 − 1
6
p(3)(t)∆3 +O(∆4),
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and substitution of our previous results gives
r = s
{
1 +
1
2
saa(t)ω
a − 1
8
s2
[
aa(t)ω
a
]2 − 1
8
s2a˙0(t)− 1
3
s2a˙a(t)ω
a +
1
6
s2Ra0b0(t)ω
aωb +O(s3)
}
(10.2.2)
for the retarded distance between x and z(u).
Finally, the retarded coordinates rΩa = pa(u) can be related to the Fermi coordinates by expanding
pa(t−∆) in powers of ∆, so that
rΩa = pa(t)− p˙a(t)∆ + 1
2
p¨a(t)∆2 − 1
6
pa(3)(t)∆3 +O(∆4).
Results from the preceding subsection can again be imported with mild alterations, and we find
p˙a(t) =
1
3
s2Rab0cω
bωc +O(s3),
p¨a(t) =
(
1 + sabω
b
)
aa +
1
3
sRa0b0ω
b +O(s2),
p(3)a (t) = 2a˙a(t) +O(s).
This, together with Eq. (10.2.1), gives
rΩa = s
{
ωa +
1
2
saa(t)− 1
3
s2a˙a(t)− 1
3
s2Rab0c(t)ω
bωc +
1
6
s2Ra0b0(t)ω
b +O(s3)
}
. (10.2.3)
It may be checked that squaring this equation and using the identity δabΩ
aΩb = 1 returns the same result
as Eq. (10.2.2).
10.3 Transformation of the tetrads at x
Recall that we have constructed two sets of basis vectors at x. The first set is the tetrad (e¯α0 , e¯
α
a ) that is
obtained by parallel transport of (uα¯, eα¯a ) on the spacelike geodesic that links x to the simultaneous point
x¯ ≡ z(t). The second set is the tetrad (eα0 , eαa ) that is obtained by parallel transport of (uα
′
, eα
′
a ) on the null
geodesic that links x to the retarded point x′ ≡ z(u). Since each tetrad forms a complete set of basis vectors,
each member of (e¯α0 , e¯
α
a ) can be decomposed in the tetrad (e
α
0 , e
α
a ), and correspondingly, each member of
(eα0 , e
α
a ) can be decomposed in the tetrad (e¯
α
0 , e¯
α
a ). These decompositions are worked out in this subsection.
For this purpose we shall consider the functions
pα(τ) = gαµ
(
x, z(τ)
)
uµ(τ), pαa (τ) = g
α
µ
(
x, z(τ)
)
eµa(τ),
in which x is a fixed point in a neighbourhood of γ, z(τ) is an arbitrary point on the world line, and gαµ(x, z)
is the parallel propagator on the unique geodesic that links x to z. We have e¯α0 = p
α(t), e¯αa = p
α
a (t),
eα0 = p
α(u), and eαa = p
α
a (u).
We begin with the decomposition of (e¯α0 , e¯
α
a ) in the tetrad (e
α
0 , e
α
a ) associated with the retarded point
z(u). This decomposition will be expressed in the retarded coordinates as an expansion in powers of r. As
in Sec. 8.1 we express quantities at z(t) in terms of quantities at z(u) by expanding in powers of ∆ ≡ t− u.
We have
e¯α0 = p
α(u) + p˙α(u)∆ +
1
2
p¨α(u)∆2 +O(∆3),
with
p˙α(u) = gαα′;β′u
α′uβ
′
+ gαα′a
α′
=
[
aa +
1
2
rRa0b0Ω
b +O(r2)
]
eαa ,
p¨α(u) = gαα′;β′γ′u
α′uβ
′
uγ
′
+ gαα′;β′
(
2aα
′
uβ
′
+ uα
′
aβ
′)
+ gαα′ a˙
α′
=
[
−a˙0 +O(r)
]
eα0 +
[
a˙a +O(r)
]
eαa ,
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where we have used the expansions of Eq. (5.2.5) as well as the decompositions of Eq. (9.1.4). Collecting
these results and substituting Eq. (10.1.1) for ∆ yields
e¯α0 =
[
1− 1
2
r2a˙0(u) +O(r
3)
]
eα0 +
[
r
(
1− abΩb
)
aa(u) +
1
2
r2a˙a(u) +
1
2
r2Ra0b0(u)Ω
b +O(r3)
]
eαa . (10.3.1)
Similarly, we have
e¯αa = p
α
a (u) + p˙
α
a (u)∆ +
1
2
p¨αa (u)∆
2 +O(∆3),
with
p˙αa (u) = g
α
α′;β′e
α′
a u
β′ +
(
gαα′u
α′
)(
aβ′e
β′
a
)
=
[
aa +
1
2
rRa0b0Ω
b +O(r2)
]
eα0 +
[
−1
2
rRba0cΩ
c +O(r2)
]
eαb ,
p¨αa (u) = g
α
α′;β′γ′e
α′
a u
β′uγ
′
+ gαα′;β′
(
2uα
′
uβ
′
aγ′e
γ′
a + e
α′
a a
β′
)
+
(
gαα′a
α′
)(
aβ′e
β′
a
)
+
(
gαα′u
α′
)(
a˙β′e
β′
a
)
=
[
a˙a +O(r)
]
eα0 +
[
aaa
b +O(r)
]
eαb ,
and all this gives
e¯αa =
[
δba +
1
2
r2ab(u)aa(u)− 1
2
r2Rba0c(u)Ω
c +O(r3)
]
eαb
+
[
r
(
1− rabΩb
)
aa(u) +
1
2
r2a˙a(u) +
1
2
r2Ra0b0(u)Ω
b +O(r3)
]
eα0 . (10.3.2)
We now turn to the decomposition of (eα0 , e
α
a ) in the tetrad (e¯
α
0 , e¯
α
a ) associated with the simultaneous
point z(t). This decomposition will be expressed in the Fermi normal coordinates as an expansion in powers
of s. Here, as in Sec. 8.2, we shall express quantities at z(u) in terms of quantities at z(t). We begin with
eα0 = p
α(t)− p˙α(t)∆ + 1
2
p¨α(t)∆2 +O(∆3)
and we evaluate the derivatives of pα(τ) at τ = t. To accomplish this we rely on our previous results
(replacing primed indices with barred indices), on the expansions of Eq. (5.2.5), and on the decomposition
of gαα¯(x, x¯) in the tetrads at x and x¯. This gives
p˙α(t) =
[
aa +
1
2
sRa0b0ω
b +O(s2)
]
e¯αa ,
p¨α(t) =
[
−a˙0 +O(s)
]
e¯α0 +
[
a˙a +O(s)
]
e¯αa ,
and we finally obtain
eα0 =
[
1− 1
2
s2a˙0(t) +O(s
3)
]
e¯α0 +
[
−s
(
1− 1
2
sabω
b
)
aa(t) +
1
2
s2a˙a(t)− 1
2
s2Ra0b0(t)ω
b +O(s3)
]
e¯αa . (10.3.3)
Similarly, we write
eαa = p
α
a (t)− p˙αa (t)∆ +
1
2
p¨αa (t)∆
2 +O(∆3),
in which we substitute
p˙αa (t) =
[
aa +
1
2
sRa0b0ω
b +O(s2)
]
e¯α0 +
[
−1
2
sRba0cω
c +O(s2)
]
e¯αb ,
p¨αa (t) =
[
a˙a +O(s)
]
e¯α0 +
[
aaa
b +O(s)
]
e¯αb ,
as well as Eq. (10.2.1) for ∆ ≡ t− u. Our final result is
eαa =
[
δba +
1
2
s2ab(t)aa(t) +
1
2
s2Rba0c(t)ω
c +O(s3)
]
e¯αb
+
[
−s
(
1− 1
2
sabω
b
)
aa(t) +
1
2
s2a˙a(t)− 1
2
s2Ra0b0(u)ω
b +O(s3)
]
e¯α0 . (10.3.4)
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10.4 Advanced point
It will prove convenient to introduce on the world line, along with the retarded and simultaneous points,
an advanced point associated with the field point x. The advanced point will be denoted x′′ ≡ z(v), with v
denoting the value of the proper-time parameter at x′′; to tensors at this point we assign indices α′′, β′′, etc.
The advanced point is linked to x by a past-directed null geodesic (refer back to Fig. 8), and it can be located
by solving σ(x, x′′) = 0 together with the requirement that σα
′′
(x, x′′) be a future-directed null vector. The
affine-parameter distance between x and x′′ along the null geodesic is given by
radv = −σα′′uα′′ , (10.4.1)
and we shall call this the advanced distance between x and the world line. Notice that radv is a positive
quantity.
We wish first to find an expression for v in terms of the retarded coordinates of x. For this purpose we
define ∆′ ≡ v − u and re-introduce the function σ(τ) ≡ σ(x, z(τ)) first considered in Sec. 10.2. We have
that σ(v) = σ(u) = 0, and ∆′ can ultimately be obtained by expressing σ(v) as σ(u +∆′) and expanding in
powers of ∆′. Recalling that σ˙(τ) = p(τ), we have
σ(v) = σ(u) + p(u)∆′ +
1
2
p˙(u)∆′2 +
1
6
p¨(u)∆′3 +
1
24
p(3)(u)∆′4 +O(∆′5).
Using the expressions for the derivatives of p(τ) that were first obtained in Sec. 10.1, we write this as
r =
1
2
[
1 + raaΩ
a +
1
3
r2S +O(r3)
]
∆′ +
1
6
r
[
a˙0 + a˙aΩ
a +O(r)
]
∆′2 − 1
24
[
a˙0 +O(r)
]
∆′3 +O(∆′4).
Solving for ∆′ as an expansion in powers of r, we obtain
v = u+2r
{
1− raa(u)Ωa+ r2
[
aa(u)Ω
a
]2− 1
3
r2a˙0(u)− 2
3
r2a˙a(u)Ω
a− 1
3
r2Ra0b0(u)Ω
aΩb+O(r3)
}
, (10.4.2)
in which all frame components are evaluated at the retarded point z(u).
Our next task is to derive an expression for the advanced distance radv. For this purpose we observe that
radv = −p(v) = −p(u+∆′), which we can expand in powers of ∆′ ≡ v − u. This gives
radv = −p(u)− p˙(u)∆′ − 1
2
p¨(u)∆′2 − 1
6
p(3)(u)∆′3 +O(∆′4),
which then becomes
radv = −r +
[
1 + raaΩ
a +
1
3
r2S +O(r3)
]
∆′ +
1
2
r
[
a˙0 + a˙aΩ
a +O(r)
]
∆′2 − 1
6
[
a˙0 +O(r)
]
∆′3 +O(∆′4).
After substituting Eq. (10.4.2) for ∆′ and witnessing a number of cancellations, we arrive at the simple
expression
radv = r
[
1 +
2
3
r2a˙a(u)Ω
a +O(r3)
]
. (10.4.3)
From Eqs. (9.5.3), (9.5.4), and (10.4.2) we deduce that the gradient of the advanced time v is given by
∂αv =
[
1− 2raaΩa +O(r2)
]
e0α+
[
Ωa − 2raa +O(r2)
]
eaα, (10.4.4)
where the expansion in powers of r was truncated to a sufficient number of terms. Similarly, Eqs. (9.5.4),
(9.5.5), and (10.4.3) imply that the gradient of the advanced distance is given by
∂αradv =
[(
1 + rabΩ
b +
4
3
r2a˙bΩ
b +
1
3
r2S
)
Ωa +
2
3
r2a˙a +
1
6
r2Sa +O(r
3)
]
eaα
+
[
−raaΩa − 1
2
r2S +O(r3)
]
e0α, (10.4.5)
where Sa and S were first introduced in Eqs. (9.4.4) and (9.4.5), respectively. We emphasize that in
Eqs. (10.4.4) and (10.4.5), all frame components are evaluated at the retarded point z(u).
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Part III
Green’s functions
11 Scalar Green’s functions in flat spacetime
11.1 Green’s equation for a massive scalar field
To prepare the way for our discussion of Green’s functions in curved spacetime, we consider first the slightly
nontrivial case of a massive scalar field Φ(x) in flat spacetime. This field satisfies the wave equation
(− k2)Φ(x) = −4πµ(x), (11.1.1)
where  = ηαβ∂α∂β is the wave operator, µ(x) a prescribed source, and where the mass parameter k has a
dimension of inverse length. We seek a Green’s function G(x, x′) such that a solution to Eq. (11.1.1) can be
expressed as
Φ(x) =
∫
G(x, x′)µ(x′) d4x′, (11.1.2)
where the integration is over all of Minkowski spacetime. The relevant wave equation for the Green’s function
is
(− k2)G(x, x′) = −4πδ4(x − x′), (11.1.3)
where δ4(x−x′) = δ(t−t′)δ(x−x′)δ(y−y′)δ(z−z′) is a four-dimensional Dirac distribution in flat spacetime.
Two types of Green’s functions will be of particular interest: the retarded Green’s function, a solution to
Eq. (11.1.3) with the property that it vanishes if x is in the past of x′, and the advanced Green’s function,
which vanishes when x is in the future of x′.
To solve Eq. (11.1.3) we use Lorentz invariance and the fact that the spacetime is homogeneous to argue
that the retarded and advanced Green’s functions must be given by expressions of the form
Gret(x, x
′) = θ(t− t′)g(σ), Gadv(x, x′) = θ(t′ − t)g(σ), (11.1.4)
where σ = 12ηαβ(x− x′)α(x − x′)β is Synge’s world function in flat spacetime, and where g(σ) is a function
to be determined. For the remainder of this section we set x′ = 0 without loss of generality.
11.2 Integration over the source
The Dirac functional on the right-hand side of Eq. (11.1.3) is a highly singular quantity, and we can avoid
dealing with it by integrating the equation over a small four-volume V that contains x′ ≡ 0. This volume
is bounded by a closed hypersurface ∂V . After using Gauss’ theorem on the first term of Eq. (11.1.3), we
obtain
∮
∂V G
;αdΣα− k2
∫
V GdV = −4π, where dΣα is a surface element on ∂V . Assuming that the integral
of G over V goes to zero in the limit V → 0, we have
lim
V→0
∮
∂V
G;αdΣα = −4π. (11.2.1)
It should be emphasized that the four-volume V must contain the point x′.
To examine Eq. (11.2.1) we introduce coordinates (w,χ, θ, φ) defined by
t = w cosχ, x = w sinχ sin θ cosφ, y = w sinχ sin θ sinφ, z = w sinχ cos θ,
and we let ∂V be a surface of constant w. The metric of flat spacetime is given by
ds2 = − cos 2χdw2 + 2w sin 2χdwdχ+ w2 cos 2χdχ2 + w2 sin2 χdΩ2
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in the new coordinates, where dΩ2 = dθ2 + sin2 θ dφ2. Notice that w is a timelike coordinate when cos 2χ >
0, and that χ is then a spacelike coordinate; the roles are reversed when cos 2χ < 0. Straightforward
computations reveal that in these coordinates, σ = − 12w2 cos 2χ,
√−g = w3 sin2 χ sin θ, gww = − cos 2χ,
gwχ = w−1 sin 2χ, gχχ = w−2 cos 2χ, and the only nonvanishing component of the surface element is dΣw =
w3 sin2 χdχdΩ, where dΩ = sin θ dθdφ. To calculate the gradient of the Green’s function we express it
as G = θ(±t)g(σ) = θ(±w cosχ)g(− 12w2 cos 2χ), with the upper (lower) sign belonging to the retarded
(advanced) Green’s function. Calculation gives G;αdΣα = θ(± cosχ)w4 sin2 χg′(σ) dχdΩ, with a prime
indicating differentiation with respect to σ; it should be noted that derivatives of the step function do not
appear in this expression.
Integration of G;αdΣα with respect to dΩ is immediate, and we find that Eq. (11.2.1) reduces to
lim
w→0
∫ π
0
θ(± cosχ)w4 sin2 χg′(σ) dχ = −1. (11.2.2)
For the retarded Green’s function, the step function restricts the domain of integration to 0 < χ < π/2,
in which σ increases from − 12w2 to 12w2. Changing the variable of integration from χ to σ transforms
Eq. (11.2.2) into
lim
ǫ→0
ǫ
∫ ǫ
−ǫ
w(σ/ǫ) g′(σ) dσ = −1, w(ξ) ≡
√
1 + ξ
1− ξ , (11.2.3)
where ǫ ≡ 12w2. For the advanced Green’s function, the domain of integration is π/2 < χ < π, in which σ
decreases from 12w
2 to − 12w2. Changing the variable of integration from χ to σ also produces Eq. (11.2.3).
11.3 Singular part of g(σ)
We have seen that Eq. (11.2.3) properly encodes the influence of the singular source term on both the
retarded and advanced Green’s function. The function g(σ) that enters into the expressions of Eq. (11.1.4)
must therefore be such that Eq. (11.2.3) is satisfied. It follows immediately that g(σ) must be a singular
function, because for a smooth function the integral of Eq. (11.2.3) would be of order ǫ and the left-hand
side of Eq. (11.2.3) could never be made equal to −1. The singularity, however, must be integrable, and this
leads us to assume that g′(σ) must be made out of Dirac δ-functions and derivatives.
We make the ansatz
g(σ) = V (σ)θ(−σ) +Aδ(σ) +Bδ′(σ) + Cδ′′(σ) + · · · , (11.3.1)
where V (σ) is a smooth function, and A, B, C, . . . are constants. The first term represents a function
supported within the past and future light cones of x′ ≡ 0; we exclude a term proportional to θ(σ) for
reasons of causality. The other terms are supported on the past and future light cones. It is sufficient to take
the coefficients in front of the δ-functions to be constants. To see this we invoke the distributional identities
σδ(σ) = 0 → σδ′(σ) + δ(σ) = 0 → σδ′′(σ) + 2δ′(σ) = 0 → · · · (11.3.2)
from which it follows that σ2δ′(σ) = σ3δ′′(σ) = · · · = 0. A term like f(σ)δ(σ) is then distributionally equal
to f(0)δ(σ), while a term like f(σ)δ′(σ) is distributionally equal to f(0)δ′(σ) − f ′(0)δ(σ), and a term like
f(σ)δ′′(σ) is distributionally equal to f(0)δ′′(σ) − 2f ′(0)δ′(σ) + 2f ′′(0)δ(σ); here f(σ) is an arbitrary test
function. Summing over such terms, we recover an expression of the form of Eq. (11.3.2), and there is no
need to make A, B, C, . . . functions of σ.
Differentiation of Eq. (11.3.1) and substitution into Eq. (11.2.3) yields
ǫ
∫ ǫ
−ǫ
w(σ/ǫ) g′(σ) dσ = ǫ
[∫ ǫ
−ǫ
V ′(σ)w(σ/ǫ) dσ − V (0)w(0)− A
ǫ
w˙(0) +
B
ǫ2
w¨(0)− C
ǫ3
w(3)(0) + · · ·
]
,
where overdots (or a number within brackets) indicate repeated differentiation with respect to ξ ≡ σ/ǫ. The
limit ǫ→ 0 exists if and only if B = C = · · · = 0. In the limit we must then have Aw˙(0) = 1, which implies
A = 1. We conclude that g(σ) must have the form of
g(σ) = δ(σ) + V (σ)θ(−σ), (11.3.3)
with V (σ) a smooth function that cannot be determined from Eq. (11.2.3) alone.
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11.4 Smooth part of g(σ)
To determine V (σ) we must go back to the differential equation of Eq. (11.1.3). Because the singular
structure of the Green’s function is now under control, we can safely set x 6= x′ ≡ 0 in the forthcoming
operations. This means that the equation to solve is in fact ( − k2)g(σ) = 0, the homogeneous version of
Eq. (11.1.3). We have ∇αg = g′σα, ∇α∇βg = g′′σασβ + g′σαβ , g = 2σg′′ + 4g′, so that Green’s equation
reduces to the ordinary differential equation
2σg′′ + 4g′ − k2g = 0. (11.4.1)
If we substitute Eq. (11.3.3) into this we get
−(2V + k2)δ(σ) + (2σV ′′ + 4V ′ − k2V )θ(−σ) = 0,
where we have used the identities of Eq. (11.3.2). The left-hand side will vanish as a distribution if we set
2σV ′′ + 4V ′ − k2V = 0, V (0) = −1
2
k2. (11.4.2)
These equations determine V (σ) uniquely, even in the absence of a second boundary condition at σ = 0,
because the differential equation is singular at σ = 0 and V is known to be smooth.
To solve Eq. (11.4.2) we let V = F (z)/z, with z ≡ k√−2σ. This gives rise to Bessel’s equation for the
new function F :
z2Fzz + zFz + (z
2 − 1)F = 0.
The solution that is well behaved near z = 0 is F = aJ1(z), where a is a constant to be determined. We have
that J1(z) ∼ 12z for small values of z, and it follows that V ∼ a/2. From Eq. (11.4.2) we see that a = −k2.
So we have found that the only acceptable solution to Eq. (11.4.2) is
V (σ) = − k√−2σ J1
(
k
√−2σ). (11.4.3)
To summarize, the retarded and advanced solutions to Eq. (11.1.3) are given by Eq. (11.1.4) with g(σ)
given by Eq. (11.3.3) and V (σ) given by Eq. (11.4.3).
11.5 Advanced distributional methods
The techniques developed previously to find Green’s functions for the scalar wave equation are limited to
flat spacetime, and they would not be very useful for curved spacetimes. To pursue this generalization we
must introduce more powerful distributional methods. We do so in this subsection, and in the next we shall
use them to recover our previous results.
Let θ+(x,Σ) be a generalized step function, defined to be one if x is in the future of the spacelike
hypersurface Σ, and defined to be zero otherwise. Similarly, define θ−(x,Σ) ≡ 1− θ+(x,Σ) to be one if x is
in the past of the spacelike hypersurface Σ, and zero otherwise. Then define the light-cone step functions
θ±(−σ) = θ±(x,Σ)θ(−σ), x′ ∈ Σ, (11.5.1)
so that θ+(−σ) is one if x is an element of I+(x′), the chronological future of x′, and zero otherwise, and
θ−(−σ) is one if x is an element of I−(x′), the chronological past of x′, and zero otherwise; the choice
of hypersurface is immaterial so long as Σ is spacelike and contains the reference point x′. Notice that
θ+(−σ) + θ−(−σ) = θ(−σ). Define also the light-cone Dirac functionals
δ±(σ) = θ±(x,Σ)δ(σ), x
′ ∈ Σ, (11.5.2)
so that δ+(σ), when viewed as a function of x, is supported on the future light cone of x
′, while δ−(σ) is
supported on its past light cone. Notice that δ+(σ) + δ−(σ) = δ(σ). In Eqs. (11.5.1) and (11.5.2), σ is
the world function for flat spacetime; it is negative if x and x′ are timelike related, and positive if they are
spacelike related.
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The distributions θ±(−σ) and δ±(σ) are not defined at x = x′ and they cannot be differentiated there.
This pathology can be avoided if we shift σ by a small positive quantity ǫ. We can therefore use the
distributions θ±(−σ − ǫ) and δ±(σ + ǫ) in some sensitive computations, and then take the limit ǫ → 0+.
Notice that the equation σ + ǫ = 0 describes a two-branch hyperboloid that is located just within the light
cone of the reference point x′. The hyperboloid does not include x′, and θ+(x,Σ) is one everywhere on its
future branch, while θ−(x,Σ) is one everywhere on its past branch. These factors, therefore, become invisible
to differential operators. For example, θ′+(−σ− ǫ) = θ+(x,Σ)θ′(−σ− ǫ) = −θ+(x,Σ)δ(σ + ǫ) = −δ+(σ+ ǫ).
This manipulation shows that after the shift from σ to σ + ǫ, the distributions of Eqs. (11.5.1) and (11.5.2)
can be straightforwardly differentiated with respect to σ.
In the next paragraphs we shall establish the distributional identities
lim
ǫ→0+
ǫδ±(σ + ǫ) = 0, (11.5.3)
lim
ǫ→0+
ǫδ′±(σ + ǫ) = 0, (11.5.4)
lim
ǫ→0+
ǫδ′′±(σ + ǫ) = 2πδ4(x− x′) (11.5.5)
in four-dimensional flat spacetime. These will be used in the next subsection to recover the Green’s functions
for the scalar wave equation, and they will be generalized to curved spacetime in Sec. 12.
The derivation of Eqs. (11.5.3)–(11.5.5) relies on a “master” distributional identity, formulated in three-
dimensional flat space:
lim
ǫ→0+
ǫ
R5
=
2π
3
δ3(x), R ≡
√
r2 + 2ǫ, (11.5.6)
with r ≡ |x| ≡
√
x2 + y2 + z2. This follows from yet another identity, ∇2r−1 = −4πδ3(x), in which we
write the left-hand side as limǫ=0+ ∇2R−1; since R−1 is nonsingular at x = 0 it can be straightforwardly
differentiated, and the result is ∇2R−1 = −6ǫ/R5, from which Eq. (11.5.6) follows.
To prove Eq. (11.5.3) we must show that ǫδ±(σ + ǫ) vanishes as a distribution in the limit ǫ → 0+. For
this we must prove that a functional of the form
A±[f ] = lim
ǫ→0+
∫
ǫδ±(σ + ǫ)f(x) d
4x,
where f(x) = f(t,x) is a smooth test function, vanishes for all such functions f . Our first task will be to
find a more convenient expression for δ±(σ + ǫ). Once more we set x
′ = 0 (without loss of generality) and
we note that 2(σ + ǫ) = −t2 + r2 + 2ǫ = −(t−R)(t+R), where we have used Eq. (11.5.6). It follows that
δ±(σ + ǫ) =
δ(t∓R)
R
, (11.5.7)
and from this we find
A±[f ] = lim
ǫ→0+
∫
ǫ
f(±R,x)
R
d3x = lim
ǫ→0+
∫
ǫ
R5
R4f(±R,x) d3x = 2π
3
∫
δ3(x)r
4f(±r,x) d3x = 0,
which establishes Eq. (11.5.3).
The validity of Eq. (11.5.4) is established by a similar computation. Here we must show that a functional
of the form
B±[f ] = lim
ǫ→0+
∫
ǫδ′±(σ + ǫ)f(x) d
4x
vanishes for all test functions f . We have
B±[f ] = lim
ǫ→0+
ǫ
d
dǫ
∫
δ±(σ + ǫ)f(x) d
4x = lim
ǫ→0+
ǫ
d
dǫ
∫
f(±R,x)
R
d3x = lim
ǫ→0+
ǫ
∫ (
± f˙
R2
− f
R3
)
d3x
= lim
ǫ→0+
∫
ǫ
R5
(±R3f˙ −R2f) d3x = 2π
3
∫
δ3(x)
(±r3f˙ − r2f) d3x = 0,
and the identity of Eq. (11.5.4) is proved. In these manipulations we have let an overdot indicate partial
differentiation with respect to t, and we have used ∂R/∂ǫ = 1/R.
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To establish Eq. (11.5.5) we consider the functional
C±[f ] = lim
ǫ→0+
∫
ǫδ′′±(σ + ǫ)f(x) d
4x
and show that it evaluates to 2πf(0,0). We have
C±[f ] = lim
ǫ→0+
ǫ
d2
dǫ2
∫
δ±(σ + ǫ)f(x) d
4x = lim
ǫ→0+
ǫ
d2
dǫ2
∫
f(±R,x)
R
d3x
= lim
ǫ→0+
ǫ
∫ (
f¨
R3
∓ 3 f˙
R4
+ 3
f
R5
)
d3x = 2π
∫
δ3(x)
(
1
3
r2f¨ ± rf˙ + f
)
d3x
= 2πf(0,0),
as required. This proves that Eq. (11.5.5) holds as a distributional identity in four-dimensional flat spacetime.
11.6 Alternative computation of the Green’s functions
The retarded and advanced Green’s functions for the scalar wave equation are now defined as the limit of
the functions Gǫ±(x, x
′) as ǫ→ 0+. For these we make the ansatz
Gǫ±(x, x
′) = δ±(σ + ǫ) + V (σ)θ±(−σ − ǫ), (11.6.1)
and we shall prove that Gǫ±(x, x
′) satisfies Eq. (11.1.3) in the limit. We recall that the distributions θ± and
δ± were defined in the preceding subsection, and we assume that V (σ) is a smooth function of σ(x, x
′) =
1
2ηαβ(x − x′)α(x − x′)β ; because this function is smooth, it is not necessary to evaluate V at σ + ǫ in
Eq. (11.6.1). We recall also that θ+ and δ+ are nonzero when x is in the future of x
′, while θ− and δ−
are nonzero when x is in the past of x′. We will therefore prove that the retarded and advanced Green’s
functions are of the form
Gret(x, x
′) = lim
ǫ→0+
Gǫ+(x, x
′) = θ+(x,Σ)
[
δ(σ) + V (σ)θ(−σ)] (11.6.2)
and
Gadv(x, x
′) = lim
ǫ→0+
Gǫ−(x, x
′) = θ−(x,Σ)
[
δ(σ) + V (σ)θ(−σ)], (11.6.3)
where Σ is a spacelike hypersurface that contains x′. We will also determine the form of the function V (σ).
The functions that appear in Eq. (11.6.1) can be straightforwardly differentiated. The manipulations are
similar to what was done in Sec. 11.4, and dropping all labels, we obtain ( − k2)G = 2σG′′ + 4G′ − k2G,
with a prime indicating differentiation with respect to σ. From Eq. (11.6.1) we obtain G′ = δ′−V δ+V ′θ and
G′′ = δ′′− V δ′− 2V ′δ+V ′′θ. The identities of Eq. (11.3.2) can be expressed as (σ+ ǫ)δ′(σ+ ǫ) = −δ(σ+ ǫ)
and (σ + ǫ)δ′′(σ + ǫ) = −2δ′(σ + ǫ), and combining this with our previous results gives
(− k2)Gǫ±(x, x′) = (−2V − k2)δ±(σ + ǫ) + (2σV ′′ + 4V ′ − k2V )θ±(−σ − ǫ)
− 2ǫδ′′±(σ + ǫ) + 2V ǫδ′±(σ + ǫ) + 4V ′ǫδ±(σ + ǫ).
According to Eq. (11.5.3)–(11.5.5), the last two terms on the right-hand side disappear in the limit ǫ→ 0+,
and the third term becomes −4πδ4(x − x′). Provided that the first two terms vanish also, we recover
(−k2)G(x, x′) = −4πδ4(x−x′) in the limit, as required. Thus, the limit of Gǫ±(x, x′) as ǫ→ 0+ will indeed
satisfy Green’s equation provided that V (σ) is a solution to
2σV ′′ + 4V ′ − k2V = 0, V (0) = −1
2
k2; (11.6.4)
these are the same statements as in Eq. (11.4.2). The solution to these equations was produced in Eq. (11.4.3):
V (σ) = − k√−2σ J1
(
k
√−2σ), (11.6.5)
and this completely determines the Green’s functions of Eqs. (11.6.2) and (11.6.3).
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12 Distributions in curved spacetime
The distributions introduced in Sec. 11.5 can also be defined in a four-dimensional spacetime with metric
gαβ . Here we produce the relevant generalizations of the results derived in that section.
12.1 Invariant Dirac distribution
We first introduce δ4(x, x
′), an invariant Dirac functional in a four-dimensional curved spacetime. This is
defined by the relations∫
V
f(x)δ4(x, x
′)
√−g d4x = f(x′),
∫
V ′
f(x′)δ4(x, x
′)
√
−g′ d4x′ = f(x), (12.1.1)
where f(x) is a smooth test function, V any four-dimensional region that contains x′, and V ′ any four-
dimensional region that contains x. These relations imply that δ4(x, x
′) is symmetric in its arguments, and
it is easy to see that
δ4(x, x
′) =
δ4(x− x′)√−g =
δ4(x− x′)√−g′ = (gg
′)−1/4δ4(x − x′), (12.1.2)
where δ4(x− x′) = δ(x0 − x′0)δ(x1 − x′1)δ(x2 − x′2)δ(x3− x′3) is the ordinary (coordinate) four-dimensional
Dirac functional. The relations of Eq. (12.1.2) are all equivalent because f(x)δ4(x, x
′) = f(x′)δ4(x, x
′) is a
distributional identity; the last form is manifestly symmetric in x and x′.
The invariant Dirac distribution satisfies the identities
Ω···(x, x
′)δ4(x, x
′) =
[
Ω···
]
δ4(x, x
′),
(12.1.3)(
gαα′(x, x
′)δ4(x, x
′)
)
;α
= −∂α′δ4(x, x′),
(
gα
′
α(x
′, x)δ4(x, x
′)
)
;α′
= −∂αδ4(x, x′),
where Ω···(x, x
′) is any bitensor and gαα′(x, x
′), gα
′
α(x, x
′) are parallel propagators. The first identity follows
immediately from the definition of the δ-function. The second and third identities are established by showing
that integration against a test function f(x) gives the same result from both sides. For example, the first of
the Eqs. (12.1.1) implies ∫
V
f(x)∂α′δ4(x, x
′)
√−g d4x = ∂α′f(x′),
and on the other hand,
−
∫
V
f(x)
(
gαα′δ4(x, x
′)
)
;α
√−g d4x = −
∮
∂V
f(x)gαα′δ4(x, x
′)dΣα +
[
f,αg
α
α′
]
= ∂α′f(x
′),
which establishes the second identity of Eq. (12.1.3). Notice that in these manipulations, the integrations
involve scalar functions of the coordinates x; the fact that these functions are also vectors with respect to x′
does not invalidate the procedure. The third identity of Eq. (12.1.3) is proved in a similar way.
12.2 Light-cone distributions
For the remainder of Sec. 12 we assume that x ∈ N (x′), so that a unique geodesic β links these two points.
We then let σ(x, x′) be the curved spacetime world function, and we define light-cone step functions by
θ±(−σ) = θ±(x,Σ)θ(−σ), x′ ∈ Σ, (12.2.1)
where θ+(x,Σ) is one if x is in the future of the spacelike hypersurface Σ and zero otherwise, and θ−(x,Σ) =
1−θ+(x,Σ). These are immediate generalizations to curved spacetime of the objects defined in flat spacetime
by Eq. (11.5.1). We have that θ+(−σ) is one if x is an element of I+(x′), the chronological future of x′,
and zero otherwise, and θ−(−σ) is one if x is an element of I−(x′), the chronological past of x′, and zero
otherwise. We also have θ+(−σ) + θ−(−σ) = θ(−σ).
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We define the curved-spacetime version of the light-cone Dirac functionals by
δ±(σ) = θ±(x,Σ)δ(σ), x
′ ∈ Σ, (12.2.2)
an immediate generalization of Eq. (11.5.2). We have that δ+(σ), when viewed as a function of x, is
supported on the future light cone of x′, while δ−(σ) is supported on its past light cone. We also have
δ+(σ) + δ−(σ) = δ(σ), and we recall that σ is negative if x and x
′ are timelike related, and positive if they
are spacelike related.
For the same reasons as those mentioned in Sec. 11.5, it is sometimes convenient to shift the argument of
the step and δ-functions from σ to σ+ ǫ, where ǫ is a small positive quantity. With this shift, the light-cone
distributions can be straightforwardly differentiated with respect to σ. For example, δ±(σ+ǫ) = −θ′±(−σ−ǫ),
with a prime indicating differentiation with respect to σ.
We now prove that the identities of Eq. (11.5.3)–(11.5.5) generalize to
lim
ǫ→0+
ǫδ±(σ + ǫ) = 0, (12.2.3)
lim
ǫ→0+
ǫδ′±(σ + ǫ) = 0, (12.2.4)
lim
ǫ→0+
ǫδ′′±(σ + ǫ) = 2πδ4(x, x
′) (12.2.5)
in a four-dimensional curved spacetime; the only differences lie with the definition of the world function and
the fact that it is the invariant Dirac functional that appears in Eq. (12.2.5). To establish these identities in
curved spacetime we use the fact that they hold in flat spacetime — as was shown in Sec. 11.5 — and that
they are scalar relations that must be valid in any coordinate system if they are found to hold in one. Let us
then examine Eqs. (12.2.3)–(12.2.4) in the Riemann normal coordinates of Sec. 7; these are denoted xˆα and
are based at x′. We have that σ(x, x′) = 12ηαβ xˆ
αxˆβ and δ4(x, x
′) = ∆(x, x′)δ4(x − x′) = δ4(x − x′), where
∆(x, x′) is the van Vleck determinant, whose coincidence limit is unity. In Riemann normal coordinates,
therefore, Eqs. (12.2.3)–(12.2.5) take exactly the same form as Eqs. (11.5.3)–(11.5.5). Because the identities
are true in flat spacetime, they must be true also in curved spacetime (in Riemann normal coordinates based
at x′); and because these are scalar relations, they must be valid in any coordinate system.
13 Scalar Green’s functions in curved spacetime
13.1 Green’s equation for a massless scalar field in curved spacetime
We consider a massless scalar field Φ(x) in a curved spacetime with metric gαβ. The field satisfies the wave
equation
(− ξR)Φ(x) = −4πµ(x), (13.1.1)
where  = gαβ∇α∇β is the wave operator, R the Ricci scalar, ξ an arbitrary coupling constant, and µ(x) is a
prescribed source. We seek a Green’s function G(x, x′) such that a solution to Eq. (13.1.1) can be expressed
as
Φ(x) =
∫
G(x, x′)µ(x′)
√
−g′ d4x′, (13.1.2)
where the integration is over the entire spacetime. The wave equation for the Green’s function is
( − ξR)G(x, x′) = −4πδ4(x, x′), (13.1.3)
where δ4(x, x
′) is the invariant Dirac functional introduced in Sec. 12.1. It is easy to verify that the field
defined by Eq. (13.1.2) is truly a solution to Eq. (13.1.1).
We let G+(x, x
′) be the retarded solution to Eq. (13.1.3), and G−(x, x
′) is the advanced solution; when
viewed as functions of x, G+(x, x
′) is nonzero in the causal future of x′, while G−(x, x
′) is nonzero in its
causal past. We assume that the retarded and advanced Green’s functions exist as distributions and can be
defined globally in the entire spacetime.
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13.2 Hadamard construction of the Green’s functions
Assuming throughout this subsection that x is restricted to the normal convex neighbourhood of x′, we make
the ansatz
G±(x, x
′) = U(x, x′)δ±(σ) + V (x, x
′)θ±(−σ), (13.2.1)
where U(x, x′) and V (x, x′) are smooth biscalars; the fact that the spacetime is no longer homogeneous
means that these functions cannot depend on σ alone.
Before we substitute the Green’s functions of Eq. (13.2.1) into the differential equation of Eq. (13.1.3)
we proceed as in Sec. 11.6 and shift σ by the small positive quantity ǫ. We shall therefore consider the
distributions
Gǫ±(x, x
′) = U(x, x′)δ±(σ + ǫ) + V (x, x
′)θ±(−θ − ǫ),
and later recover the Green’s functions by taking the limit ǫ → 0+. Differentiation of these objects is
straightforward, and in the following manipulations we will repeatedly use the relation σασα = 2σ satisfied
by the world function. We will also use the distributional identities σδ±(σ+ ǫ) = −ǫδ±(σ+ ǫ), σδ′±(σ+ ǫ) =
−δ±(σ + ǫ)− ǫδ′±(σ + ǫ), and σδ′′±(σ + ǫ) = −2δ′(σ + ǫ)− ǫδ′′(σ + ǫ). After a routine calculation we obtain
( − ξR)Gǫ± = −2ǫδ′′±(σ + ǫ)U + 2ǫδ′±(σ + ǫ)V + δ′±(σ + ǫ)
{
2U,ασ
α + (σαα − 4)U
}
+ δ±(σ + ǫ)
{
−2V,ασα + (2 − σαα)V + (− ξR)U
}
+ θ±(−σ − ǫ)
{
(− ξR)V
}
,
which becomes
(− ξR)G± = −4πδ4(x, x′)U + δ′±(σ)
{
2U,ασ
α + (σαα − 4)U
}
+ δ±(σ)
{
−2V,ασα + (2− σαα)V + ( − ξR)U
}
+ θ±(−σ)
{
( − ξR)V
}
(13.2.2)
in the limit ǫ→ 0+, after using the identities of Eqs. (12.2.3)–(12.2.5).
According to Eq. (13.1.3), the right-hand side of Eq. (13.2.2) should be equal to −4πδ4(x, x′). This
immediately gives us the coincidence condition [
U
]
= 1 (13.2.3)
for the biscalar U(x, x′). To eliminate the δ′± term we make its coefficient vanish:
2U,ασ
α + (σαα − 4)U = 0. (13.2.4)
As we shall now prove, these two equations determine U(x, x′) uniquely.
Recall from Sec. 2.3 that σα is a vector at x that is tangent to the unique geodesic β that connects x to
x′. This geodesic is affinely parameterized by λ and a displacement along β is described by dxα = (σα/λ)dλ.
The first term of Eq. (13.2.4) therefore represents the rate of change of U(x, x′) along β, and this can be
expressed as 2λdU/dλ. For the second term we recall from Sec. 6.1 the differential equation ∆−1(∆σα);α = 4
satisfied by ∆(x, x′), the van Vleck determinant. This gives us σαα − 4 = ∆−1∆,ασα = ∆−1λd∆/dλ, and
Eq. (13.2.4) becomes
λ
d
dλ
(
2 lnU − ln∆) = 0.
It follows that U2/∆ is constant on β, and it must therefore be equal to its value at the starting point x′:
U2/∆ = [U2/∆] = 1, by virtue of Eq. (13.2.3) and the property [∆] = 1 of the van Vleck determinant. Since
this statement must be true for all geodesics β that emanate from x′, we have found that the unique solution
to Eqs. (13.2.3) and (13.2.4) is
U(x, x′) = ∆1/2(x, x′). (13.2.5)
We must still consider the remaining terms in Eq. (13.2.2). The δ± term can be eliminated by demanding
that its coefficient vanish when σ = 0. This, however, does not constrain its value away from the light cone,
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and we thus obtain information about V |σ=0 only. Denoting this by Vˇ (x, x′) — the restriction of V (x, x′)
on the light cone σ(x, x′) = 0 — we have
Vˇ,ασ
α +
1
2
(
σαα − 2
)
Vˇ =
1
2
(
− ξR)U ∣∣∣
σ=0
, (13.2.6)
where we indicate that the right-hand side also must be restricted to the light cone. The first term of
Eq. (13.2.6) can be expressed as λdVˇ /dλ and this equation can be integrated along any null geodesic that
generates the null cone σ(x, x′) = 0. For these integrations to be well posed, however, we must provide initial
values at x = x′. As we shall now see, these can be inferred from Eq. (13.2.6) and the fact that V (x, x′)
must be smooth at coincidence.
Equations (6.1.4) and (13.2.5) imply that near coincidence, U(x, x′) admits the expansion
U = 1 +
1
12
Rα′β′σ
α′σβ
′
+O(λ3), (13.2.7)
where Rα′β′ is the Ricci tensor at x
′ and λ is the affine-parameter distance to x (which can be either on or
off the light cone). Differentiation of this relation gives
U,α = −1
6
gα
′
αRα′β′σ
β′ +O(λ2), U,α′ =
1
6
Rα′β′σ
β′ +O(λ2), (13.2.8)
and eventually, [
U
]
=
1
6
R(x′). (13.2.9)
Using also [σαα] = 4, we find that the coincidence limit of Eq. (13.2.6) gives[
V
]
=
1
12
(
1− 6ξ
)
R(x′), (13.2.10)
and this provides the initial values required for the integration of Eq. (13.2.6) on the null cone.
Equations (13.2.6) and (13.2.10) give us a means to construct Vˇ (x, x′), the restriction of V (x, x′) on the
null cone σ(x, x′) = 0. These values can then be used as characteristic data for the wave equation
(− ξR)V (x, x′) = 0, (13.2.11)
which is obtained by elimination of the θ± term in Eq. (13.2.2). While this certainly does not constitute
a practical method to compute the biscalar V (x, x′), these considerations show that V (x, x′) exists and is
unique.
To summarize: We have shown that with U(x, x′) given by Eq. (13.2.5) and V (x, x′) determined uniquely
by the wave equation of Eq. (13.2.11) and the characteristic data constructed with Eqs. (13.2.6) and (13.2.10),
the retarded and advanced Green’s functions of Eq. (13.2.1) do indeed satisfy Eq. (13.1.3). It should be
emphasized that the construction provided in this subsection is restricted to N (x′), the normal convex
neighbourhood of the reference point x′.
13.3 Reciprocity
We shall now establish the following reciprocity relation between the (globally defined) retarded and advanced
Green’s functions:
G−(x
′, x) = G+(x, x
′). (13.3.1)
Before we get to the proof we observe that by virtue of Eq. (13.3.1), the biscalar V (x, x′) must be symmetric
in its arguments:
V (x′, x) = V (x, x′). (13.3.2)
To go from Eq. (13.3.1) to Eq. (13.3.2) we need simply note that if x ∈ N (x′) and belongs to I+(x′), then
G+(x, x
′) = V (x, x′) and G−(x
′, x) = V (x′, x).
To prove the reciprocity relation we invoke the identities
G+(x, x
′)( − ξR)G−(x, x′′) = −4πG+(x, x′)δ4(x, x′′)
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and
G−(x, x
′′)( − ξR)G+(x, x′) = −4πG−(x, x′′)δ4(x, x′)
and take their difference. On the left-hand side we have
G+(x, x
′)G−(x, x
′′)−G−(x, x′′)G+(x, x′) = ∇α
(
G+(x, x
′)∇αG−(x, x′′)−G−(x, x′′)∇αG+(x, x′)
)
,
while the right-hand side gives
−4π
(
G+(x, x
′)δ4(x, x
′′)−G−(x, x′′)δ4(x, x′)
)
.
Integrating both sides over a large four-dimensional region V that contains both x′ and x′′, we obtain∮
∂V
(
G+(x, x
′)∇αG−(x, x′′)−G−(x, x′′)∇αG+(x, x′)
)
dΣα = −4π
(
G+(x
′′, x′)−G−(x′, x′′)
)
,
where ∂V is the boundary of V . Assuming that the Green’s functions fall off sufficiently rapidly at infinity
(in the limit ∂V → ∞; this statement imposes some restriction on the spacetime’s asymptotic structure),
we have that the left-hand side of the equation evaluates to zero in the limit. This gives us the statement
G+(x
′′, x′) = G−(x
′, x′′), which is just Eq. (13.3.1) with x′′ replacing x.
13.4 Kirchhoff representation
Suppose that the values for a scalar field Φ(x′) and its normal derivative nα
′∇α′Φ(x′) are known on a
spacelike hypersurface Σ. Suppose also that the scalar field satisfies the homogeneous wave equation
(− ξR)Φ(x) = 0. (13.4.1)
Then the value of the field at a point x in the future of Σ is given by Kirchhoff’s formula,
Φ(x) = − 1
4π
∫
Σ
(
G+(x, x
′)∇α′Φ(x′)− Φ(x′)∇α′G+(x, x′)
)
dΣα′ , (13.4.2)
where dΣα′ is the surface element on Σ. If nα′ is the future-directed unit normal, then dΣα′ = −nα′dV ,
with dV denoting the invariant volume element on Σ; notice that dΣα′ is past directed.
To establish this result we start with the equations
G−(x
′, x)(′ − ξR′)Φ(x′) = 0, Φ(x′)(′ − ξR′)G−(x′, x) = −4πδ4(x′, x)Φ(x′),
in which x and x′ refer to arbitrary points in spacetime. Taking their difference gives
∇α′
(
G−(x
′, x)∇α′Φ(x′)− Φ(x′)∇α′G−(x′, x)
)
= 4πδ4(x
′, x)Φ(x′),
and this we integrate over a four-dimensional region V that is bounded in the past by the hypersurface Σ.
We suppose that V contains x and we obtain∮
∂V
(
G−(x
′, x)∇α′Φ(x′)− Φ(x′)∇α′G−(x′, x)
)
dΣα′ = 4πΦ(x),
where dΣα′ is the outward-directed surface element on the boundary ∂V . Assuming that the Green’s function
falls off sufficiently rapidly into the future, we have that the only contribution to the hypersurface integral is
the one that comes from Σ. Since the surface element on Σ points in the direction opposite to the outward-
directed surface element on ∂V , we must change the sign of the left-hand side to be consistent with the
convention adopted previously. With this change we have
Φ(x) = − 1
4π
∮
∂V
(
G−(x
′, x)∇α′Φ(x′)− Φ(x′)∇α′G−(x′, x)
)
dΣα′ ,
which is the same as Eq. (13.4.2) if we take into account the reciprocity relation of Eq. (13.3.1).
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13.5 Singular and radiative Green’s functions
In part IV of this review we will compute the retarded field of a moving scalar charge, and we will analyze
its singularity structure near the world line; this will be part of our effort to understand the effect of the
field on the particle’s motion. The retarded solution to the scalar wave equation is the physically relevant
solution because it properly incorporates outgoing-wave boundary conditions at infinity — the advanced
solution would come instead with incoming-wave boundary conditions. The retarded field is singular on the
world line because a point particle produces a Coulomb field that diverges at the particle’s position. In view
of this singular behaviour, it is a subtle matter to describe the field’s action on the particle, and to formulate
meaningful equations of motion.
When facing this problem in flat spacetime (recall the discussion of Sec. 1.3) it is convenient to decompose
the retarded Green’s function G+(x, x
′) into a singular Green’s function GS(x, x
′) ≡ 12 [G+(x, x′)+G−(x, x′)]
and a radiative Green’s function GR(x, x
′) ≡ 12 [G+(x, x′)−G−(x, x′)]. The singular Green’s function takes
its name from the fact that it produces a field with the same singularity structure as the retarded solution:
the diverging field near the particle is insensitive to the boundary conditions imposed at infinity. We note
also that GS(x, x
′) satisfies the same wave equation as the retarded Green’s function (with a Dirac functional
as a source), and that by virtue of the reciprocity relations, it is symmetric in its arguments. The radiative
Green’s function, on the other hand, takes its name from the fact that it satisfies the homogeneous wave
equation, without the Dirac functional on the right-hand side; it produces a field that is smooth on the world
line of the moving scalar charge.
Because the singular Green’s function is symmetric in its argument, it does not distinguish between
past and future, and it produces a field that contains equal amounts of outgoing and incoming radiation
— the singular solution describes standing waves at infinity. Removing GS(x, x
′) from the retarded Green’s
function will therefore have the effect of removing the singular behaviour of the field without affecting the
motion of the particle. The motion is not affected because it is intimately tied to the boundary conditions:
If the waves are outgoing, the particle loses energy to the radiation and its motion is affected; if the waves
are incoming, the particle gains energy from the radiation and its motion is affected differently. With equal
amounts of outgoing and incoming radiation, the particle neither loses nor gains energy and its interaction
with the scalar field cannot affect its motion. Thus, subtracting GS(x, x
′) from the retarded Green’s function
eliminates the singular part of the field without affecting the motion of the scalar charge. The subtraction
leaves behind the radiative Green’s function, which produces a field that is smooth on the world line; it is
this field that will govern the motion of the particle. The action of this field is well defined, and it properly
encodes the outgoing-wave boundary conditions: the particle will lose energy to the radiation.
In this subsection we attempt a decomposition of the curved-spacetime retarded Green’s function into
singular and radiative Green’s functions. The flat-spacetime relations will have to be amended, however,
because of the fact that in a curved spacetime, the advanced Green’s function is generally nonzero when x′
is in the chronological future of x. This implies that the value of the advanced field at x depends on events
x′ that will unfold in the future; this dependence would be inherited by the radiative field (which acts on
the particle and determines its motion) if the naive definition GR(x, x
′) ≡ 12 [G+(x, x′) −G−(x, x′)] were to
be adopted.
We shall not adopt this definition. Instead, we shall follow Detweiler and Whiting [12] and introduce a
singular Green’s function with the properties
S1: GS(x, x
′) satisfies the inhomogeneous scalar wave equation,
(− ξR)GS(x, x′) = −4πδ4(x, x′); (13.5.1)
S2: GS(x, x
′) is symmetric in its arguments,
GS(x
′, x) = GS(x, x
′); (13.5.2)
S3: GS(x, x
′) vanishes if x is in the chronological past or future of x′,
GS(x, x
′) = 0 when x ∈ I±(x′). (13.5.3)
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Properties S1 and S2 ensure that the singular Green’s function will properly reproduce the singular behaviour
of the retarded solution without distinguishing between past and future; and as we shall see, property S3
ensures that the support of the radiative Green’s function will not include the chronological future of x.
The radiative Green’s function is then defined by
GR(x, x
′) = G+(x, x
′)−GS(x, x′), (13.5.4)
where G+(x, x
′) is the retarded Green’s function. This comes with the properties
R1: GR(x, x
′) satisfies the homogeneous wave equation,
( − ξR)GR(x, x′) = 0; (13.5.5)
R2: GR(x, x
′) agrees with the retarded Green’s function if x is in the chronological future of x′,
GR(x, x
′) = G+(x, x
′) when x ∈ I+(x′); (13.5.6)
R3: GR(x, x
′) vanishes if x is in the chronological past of x′,
GR(x, x
′) = 0 when x ∈ I−(x′). (13.5.7)
Property R1 follows directly from Eq. (13.5.4) and property S1 of the singular Green’s function. Properties
R2 and R3 follow from S3 and the fact that the retarded Green’s function vanishes if x is in past of x′. The
properties of the radiative Green’s function ensure that the corresponding radiative field will be smooth at
the world line, and will depend only on the past history of the scalar charge.
We must still show that such singular and radiative Green’s functions can be constructed. This relies on
the existence of a two-point function H(x, x′) that would possess the properties
H1: H(x, x′) satisfies the homogeneous wave equation,
( − ξR)H(x, x′) = 0; (13.5.8)
H2: H(x, x′) is symmetric in its arguments,
H(x′, x) = H(x, x′); (13.5.9)
H3: H(x, x′) agrees with the retarded Green’s function if x is in the chronological future of x′,
H(x, x′) = G+(x, x
′) when x ∈ I+(x′); (13.5.10)
H4: H(x, x′) agrees with the advanced Green’s function if x is in the chronological past of x′,
H(x, x′) = G−(x, x
′) when x ∈ I−(x′). (13.5.11)
With a biscalar H(x, x′) satisfying these relations, a singular Green’s function defined by
GS(x, x
′) =
1
2
[
G+(x, x
′) +G−(x, x
′)−H(x, x′)
]
(13.5.12)
will satisfy all the properties listed previously: S1 comes as a consequence of H1 and the fact that both the
advanced and the retarded Green’s functions are solutions to the inhomogeneous wave equation, S2 follows
directly from H2 and the definition of Eq. (13.5.12), and S3 comes as a consequence of H3, H4 and the
properties of the retarded and advanced Green’s functions.
The question is now: does such a function H(x, x′) exist? I will present a plausibility argument for an
affirmative answer. Later in this section we will see that H(x, x′) is guaranteed to exist in the local convex
neighbourhood of x′, where it is equal to V (x, x′). And in Sec. 13.6 we will see that there exist particular
spacetimes for which H(x, x′) can be defined globally.
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To satisfy all of H1–H4 might seem a tall order, but it should be possible. We first note that property
H4 is not independent from the rest: it follows from H2, H3, and the reciprocity relation (13.3.1) satisfied by
the retarded and advanced Green’s functions. Let x ∈ I−(x′), so that x′ ∈ I+(x). Then H(x, x′) = H(x′, x)
by H2, and by H3 this is equal to G+(x
′, x). But by the reciprocity relation this is also equal to G−(x, x
′),
and we have obtained H4. Alternatively, and this shall be our point of view in the next paragraph, we can
think of H3 as following from H2 and H4.
Because H(x, x′) satisfies the homogeneous wave equation (property H1), it can be given the Kirkhoff
representation of Eq. (13.4.2): if Σ is a spacelike hypersurface in the past of both x and x′, then
H(x, x′) = − 1
4π
∫
Σ
(
G+(x, x
′′)∇α′′H(x′′, x′)−H(x′′, x′)∇α′′G+(x, x′′)
)
dΣα′′ ,
where dΣα′′ is a surface element on Σ. The hypersurface can be partitioned into two segments, Σ
−(x′) and
Σ− Σ−(x′), with Σ−(x′) denoting the intersection of Σ with I−(x′). To enforce H4 it suffices to choose for
H(x, x′) initial data on Σ−(x′) that agree with the initial data for the advanced Green’s function; because
both functions satisfy the homogeneous wave equation in I−(x′), the agreement will be preserved in all of
the domain of dependence of Σ−(x′). The data on Σ−Σ−(x′) is still free, and it should be possible to choose
it so as to make H(x, x′) symmetric. Assuming that this can be done, we see that H2 is enforced and we
conclude that the properties H1, H2, H3, and H4 can all be satisfied.
When x is restricted to the normal convex neighbourhood of x′, properties H1–H4 imply that
H(x, x′) = V (x, x′); (13.5.13)
it should be stressed here that while H(x, x′) is assumed to be defined globally in the entire spacetime, the
existence of V (x, x′) is limited to N (x′). With Eqs. (13.2.1) and (13.5.12) we find that the singular Green’s
function is given explicitly by
GS(x, x
′) =
1
2
U(x, x′)δ(σ) − 1
2
V (x, x′)θ(σ) (13.5.14)
in the normal convex neighbourhood. Equation (13.5.14) shows very clearly that the singular Green’s function
does not distinguish between past and future (property S2), and that its support excludes I±(x′), in which
θ(σ) = 0 (property S3). From Eq. (13.5.4) we get an analogous expression for the radiative Green’s function:
GR(x, x
′) =
1
2
U(x, x′)
[
δ+(σ) − δ−(σ)
]
+ V (x, x′)
[
θ+(−σ) + 1
2
θ(σ)
]
. (13.5.15)
This reveals directly that the radiative Green’s function coincides with G+(x, x
′) in I+(x′), in which θ(σ) = 0
and θ+(−σ) = 1 (property R2), and that its support does not include I−(x′), in which θ(σ) = θ+(−σ) = 0
(property R3).
13.6 Example: Cosmological Green’s functions
To illustrate the general theory outlined in the previous subsections we consider here the specific case of a
minimally-coupled (ξ = 0) scalar field in a cosmological spacetime with metric
ds2 = a2(η)(−dη2 + dx2 + dy2 + dz2), (13.6.1)
where a(η) is the scale factor expressed in terms of conformal time. For concreteness we take the universe
to be matter dominated, so that a(η) = Cη2, where C is a constant. This spacetime is one of the very few
for which Green’s functions can be explicitly constructed. The calculation presented here was first carried
out by Burko, Harte, and Poisson [19]; it can be extended to other cosmologies.
To solve Green’s equation G(x, x′) = −4πδ4(x, x′) we first introduce a reduced Green’s function g(x, x′)
defined by
G(x, x′) =
g(x, x′)
a(η)a(η′)
. (13.6.2)
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Substitution yields (
− ∂
2
∂η2
+∇2 + 2
η2
)
g(x, x′) = −4πδ(η − η′)δ3(x− x′), (13.6.3)
where x = (x, y, z) is a vector in three-dimensional flat space, and ∇2 is the Laplacian operator in this space.
We next expand g(x, x′) in terms of plane-wave solutions to Laplace’s equation,
g(x, x′) =
1
(2π)3
∫
g˜(η, η′;k) eik·(x−x
′) d3k, (13.6.4)
and we substitute this back into Eq. (13.6.3). The result, after also Fourier transforming δ3(x − x′), is an
ordinary differential equation for g˜(η, η′;k):(
d2
dη2
+ k2 − 2
η2
)
g˜ = 4πδ(η − η′), (13.6.5)
where k2 = k · k. To generate the retarded Green’s function we set
g˜+(η, η
′;k) = θ(η − η′) gˆ(η, η′; k), (13.6.6)
in which we indicate that gˆ depends only on the modulus of the vector k. To generate the advanced Green’s
function we would set instead g˜−(η, η
′;k) = θ(η′ − η) gˆ(η, η′; k). The following manipulations will refer
specifically to the retarded Green’s function; they are easily adapted to the case of the advanced Green’s
function.
Substitution of Eq. (13.6.6) into Eq. (13.6.5) reveals that gˆ must satisfy the homogeneous equation(
d2
dη2
+ k2 − 2
η2
)
gˆ = 0, (13.6.7)
together with the boundary conditions
gˆ(η = η′; k) = 0,
dgˆ
dη
(η = η′; k) = 4π. (13.6.8)
Inserting Eq. (13.6.6) into Eq. (13.6.4) and integrating over the angular variables associated with the vector
k yields
g+(x, x
′) =
θ(∆η)
2π2R
∫ ∞
0
gˆ(η, η′; k) k sin(kR) dk, (13.6.9)
where ∆η ≡ η − η′ and R ≡ |x− x′|.
Equation (13.6.7) has cos(k∆η)−(kη)−1 sin(k∆η) and sin(k∆η)+(kη)−1 cos(k∆η) as linearly independent
solutions, and gˆ(η, η′; k) must be given by a linear superposition. The coefficients can be functions of η′, and
after imposing Eqs. (13.6.8) we find that the appropriate combination is
gˆ(η, η′; k) =
4π
k
[(
1 +
1
k2ηη′
)
sin(k∆η)− ∆η
kηη′
cos(k∆η)
]
. (13.6.10)
Substituting this into Eq. (13.6.9) and using the identity (2/π)
∫∞
0
sin(ωx) sin(ωx′) dω = δ(x−x′)−δ(x+x′)
yields
g+(x, x
′) =
δ(∆η −R)
R
+
θ(∆η)
ηη′
2
π
∫ ∞
0
1
k
sin(k∆η) cos(kR) dk
after integration by parts. The integral evaluates to θ(∆η −R).
We have arrived at
g+(x, x
′) =
δ(η − η′ − |x− x′|)
|x− x′| +
θ(η − η′ − |x− x′|)
ηη′
(13.6.11)
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for our final expression for the retarded Green’s function. The advanced Green’s function is given instead
by
g−(x, x
′) =
δ(η − η′ + |x− x′|)
|x− x′| +
θ(−η + η′ − |x− x′|)
ηη′
. (13.6.12)
The distributions g±(x, x
′) are solutions to the reduced Green’s equation of Eq. (13.6.3). The actual Green’s
functions are obtained by substituting Eqs. (13.6.11) and (13.6.12) into Eq. (13.6.2). We note that the
support of the retarded Green’s function is given by η − η′ ≥ |x − x′|, while the support of the advanced
Green’s function is given by η − η′ ≤ −|x− x′|.
It may be verified that the symmetric two-point function
h(x, x′) =
1
ηη′
(13.6.13)
satisfies all of the properties H1–H4 listed in Sec. 13.5; it may thus be used to define singular and radiative
Green’s functions. According to Eq. (13.5.12) the singular Green’s function is given by
gS(x, x
′) =
1
2|x− x′|
[
δ(η − η′ − |x− x′|) + δ(η − η′ + |x− x′|)
]
+
1
2ηη′
[
θ(η − η′ − |x− x′|)− θ(η − η′ + |x− x′|)
]
(13.6.14)
and its support is limited to the interval −|x−x′| ≤ η−η′ ≤ |x−x′|. According to Eq. (13.5.4) the radiative
Green’s function is given by
gR(x, x
′) =
1
2|x− x′|
[
δ(η − η′ − |x− x′|)− δ(η − η′ + |x− x′|)
]
+
1
2ηη′
[
θ(η − η′ − |x− x′|) + θ(η − η′ + |x− x′|)
]
; (13.6.15)
its support is given by η − η′ ≥ −|x − x′| and for η − η′ ≥ |x − x′| the radiative Green’s function agrees
with the retarded Green’s function.
As a final observation we note that for this cosmological spacetime, the normal convex neighbourhood of
any point x consists of the whole spacetime manifold (which excludes the cosmological singularity at a = 0).
The Hadamard construction of the Green’s functions is therefore valid globally, a fact that is immediately
revealed by Eqs. (13.6.11) and (13.6.12).
14 Electromagnetic Green’s functions
14.1 Equations of electromagnetism
The electromagnetic field tensor Fαβ = ∇αAβ − ∇βAα is expressed in terms of a vector potential Aα. In
the Lorenz gauge ∇αAα = 0, the vector potential satisfies the wave equation
Aα −RαβAβ = −4πjα, (14.1.1)
where  = gαβ∇α∇β is the wave operator, Rαβ the Ricci tensor, and jα a prescribed current density. The
wave equation enforces the condition ∇αjα = 0, which expresses charge conservation.
The solution to the wave equation is written as
Aα(x) =
∫
Gαβ′(x, x
′)jβ
′
(x′)
√
−g′ d4x′, (14.1.2)
in terms of a Green’s function Gαβ′(x, x
′) that satisfies
Gαβ′(x, x
′)−Rαβ(x)Gββ′(x, x′) = −4πgαβ′(x, x′)δ4(x, x′), (14.1.3)
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where gαβ′(x, x
′) is a parallel propagator and δ4(x, x
′) an invariant Dirac distribution. The parallel propagator
is inserted on the right-hand side of Eq. (14.1.3) to keep the index structure of the equation consistent from
side to side; because gαβ′(x, x
′)δ4(x, x
′) is distributionally equal to [gαβ′ ]δ4(x, x
′) = δα
′
β′δ4(x, x
′), it could have
been replaced by either δα
′
β′ or δ
α
β . It is easy to check that by virtue of Eq. (14.1.3), the vector potential of
Eq. (14.1.2) satisfies the wave equation of Eq. (14.1.1).
We will assume that the retarded Green’s function G α+β′(x, x
′), which is nonzero if x is in the causal
future of x′, and the advanced Green’s function G α
−β′(x, x
′), which is nonzero if x is in the causal past of x′,
exist as distributions and can be defined globally in the entire spacetime.
14.2 Hadamard construction of the Green’s functions
Assuming throughout this subsection that x is in the normal convex neighbourhood of x′, we make the
ansatz
G α±β′(x, x
′) = Uαβ′(x, x
′)δ±(σ) + V
α
β′(x, x
′)θ±(−σ), (14.2.1)
where θ±(−σ), δ±(σ) are the light-cone distributions introduced in Sec. 12.2, and where Uαβ′(x, x′), V αβ′(x, x′)
are smooth bitensors.
To conveniently manipulate the Green’s functions we shift σ by a small positive quantity ǫ. The Green’s
functions are then recovered by the taking the limit of
Gǫ α± β′(x, x
′) ≡ Uαβ′(x, x′)δ±(σ + ǫ) + V αβ′(x, x′)θ±(−σ − ǫ)
as ǫ→ 0+. When we substitute this into the left-hand side of Eq. (14.1.3) and then take the limit, we obtain
G α±β′ −RαβG β±β′ = −4πδ4(x, x′)Uαβ′ + δ′±(σ)
{
2Uαβ′;γσ
γ + (σγγ − 4)Uαβ′
}
+ δ±(σ)
{
−2V αβ′;γσγ + (2 − σγγ)V αβ′ +Uαβ′ −RαβUββ′
}
+ θ±(−σ)
{
V αβ′ −RαβV ββ′
}
after a routine computation similar to the one presented at the beginning of Sec. 13.2. Comparison with
Eq. (14.1.3) returns: (i) the equations [
Uαβ′
]
=
[
gαβ′
]
= δα
′
β′ (14.2.2)
and
2Uαβ′;γσ
γ + (σγγ − 4)Uαβ′ = 0 (14.2.3)
that determine Uαβ′(x, x
′); (ii) the equation
Vˇ αβ′;γσ
γ +
1
2
(σγγ − 2)Vˇ αβ′ =
1
2
(
Uαβ′ −RαβUββ′
)∣∣∣
σ=0
(14.2.4)
that determines Vˇ αβ′(x, x
′), the restriction of V αβ′(x, x
′) on the light cone σ(x, x′) = 0; and (iii) the wave
equation
V αβ′ −RαβV ββ′ = 0 (14.2.5)
that determines V αβ′(x, x
′) inside the light cone.
Equation (14.2.3) can be integrated along the unique geodesic β that links x′ to x. The initial conditions
are provided by Eq. (14.2.2), and if we set Uαβ′(x, x
′) = gαβ′(x, x
′)U(x, x′), we find that these equations
reduce to Eqs. (13.2.4) and (13.2.3), respectively. According to Eq. (13.2.5), then, we have
Uαβ′(x, x
′) = gαβ′(x, x
′)∆1/2(x, x′), (14.2.6)
which reduces to
Uαβ′ = g
α
β′
(
1 +
1
12
Rγ′δ′σ
γ′σδ
′
+O(λ3)
)
(14.2.7)
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near coincidence, with λ denoting the affine-parameter distance between x′ and x. Differentiation of this
relation gives
Uαβ′;γ =
1
2
gγ
′
γ
(
gαα′R
α′
β′γ′δ′ −
1
3
gαβ′Rγ′δ′
)
σδ
′
+O(λ2), (14.2.8)
Uαβ′;γ′ =
1
2
(
gαα′R
α′
β′γ′δ′ +
1
3
gαβ′Rγ′δ′
)
σδ
′
+O(λ2), (14.2.9)
and eventually, [
Uαβ′
]
=
1
6
δα
′
β′R(x
′). (14.2.10)
Similarly, Eq. (14.2.4) can be integrated along each null geodesic that generates the null cone σ(x, x′) = 0.
The initial values are obtained by taking the coincidence limit of this equation, using Eqs. (14.2.2), (14.2.10),
and the additional relation [σγγ ] = 4. We arrive at
[
V αβ′
]
= −1
2
(
Rα
′
β′ −
1
6
δα
′
β′R
′
)
. (14.2.11)
With the characteristic data obtained by integrating Eq. (14.2.4), the wave equation of Eq. (14.2.5) admits
a unique solution.
To summarize, the retarded and advanced electromagnetic Green’s functions are given by Eq. (14.2.1)
with Uαβ′(x, x
′) given by Eq. (14.2.6) and V αβ′(x, x
′) determined by Eq. (14.2.5) and the characteristic data
constructed with Eqs. (14.2.4) and (14.2.11). It should be emphasized that the construction provided in this
subsection is restricted to N (x′), the normal convex neighbourhood of the reference point x′.
14.3 Reciprocity and Kirchhoff representation
Like their scalar counterparts, the (globally defined) electromagnetic Green’s functions satisfy a reciprocity
relation, the statement of which is
G−β′α(x
′, x) = G+αβ′(x, x
′). (14.3.1)
The derivation of Eq. (14.3.1) is virtually identical to what was presented in Sec. 13.3, and we shall not
present the details. It suffices to mention that it is based on the identities
G+αβ′(x, x
′)
(
G α−γ′′(x, x
′′)−RαγG γ−γ′′(x, x′′)
)
= −4πG+αβ′(x, x′)gαγ′′(x, x′′)δ4(x, x′′)
and
G−αγ′′(x, x
′′)
(
G α+β′(x, x
′)−RαγG γ+β′(x, x′)
)
= −4πG−αγ′′(x, x′′)gαβ′(x, x′)δ4(x, x′).
A direct consequence of the reciprocity relation is
Vβ′α(x
′, x) = Vαβ′(x, x
′), (14.3.2)
the statement that the bitensor Vαβ′(x, x
′) is symmetric in its indices and arguments.
The Kirchhoff representation for the electromagnetic vector potential is formulated as follows. Suppose
that Aα(x) satisfies the homogeneous version of Eq. (14.1.1) and that initial values Aα
′
(x′), nβ
′∇β′Aα′(x′)
are specified on a spacelike hypersurface Σ. Then the value of the potential at a point x in the future of Σ
is given by
Aα(x) = − 1
4π
∫
Σ
(
G α+β′(x, x
′)∇γ′Aβ′(x′)−Aβ′(x′)∇γ′G α+β′(x, x′)
)
dΣγ′ , (14.3.3)
where dΣγ′ = −nγ′dV is a surface element on Σ; nγ′ is the future-directed unit normal and dV is the
invariant volume element on the hypersurface. The derivation of Eq. (14.3.3) is virtually identical to what
was presented in Sec. 13.4.
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14.4 Singular and radiative Green’s functions
We shall now construct singular and radiative Green’s functions for the electromagnetic field. The treatment
here parallels closely what was presented in Sec. 13.5, and the reader is referred to that section for a more
complete discussion.
We begin by introducing the bitensor Hαβ′(x, x
′) with properties
H1: Hαβ′(x, x
′) satisfies the homogeneous wave equation,
Hαβ′(x, x
′)−Rαβ(x)Hββ′(x, x′) = 0; (14.4.1)
H2: Hαβ′(x, x
′) is symmetric in its indices and arguments,
Hβ′α(x
′, x) = Hαβ′(x, x
′); (14.4.2)
H3: Hαβ′(x, x
′) agrees with the retarded Green’s function if x is in the chronological future of x′,
Hαβ′(x, x
′) = G α+β′(x, x
′) when x ∈ I+(x′); (14.4.3)
H4: Hαβ′(x, x
′) agrees with the advanced Green’s function if x is in the chronological past of x′,
Hαβ′(x, x
′) = G α−β′(x, x
′) when x ∈ I−(x′). (14.4.4)
It is easy to prove that property H4 follows from H2, H3, and the reciprocity relation (14.3.1) satisfied by the
retarded and advanced Green’s functions. That such a bitensor exists can be argued along the same lines as
those presented in Sec. 13.5.
Equipped with the bitensor Hαβ′(x, x
′) we define the singular Green’s function to be
G αS β′(x, x
′) =
1
2
[
G α+β′(x, x
′) +G α−β′(x, x
′)−Hαβ′(x, x′)
]
. (14.4.5)
This comes with the properties
S1: G αS β′(x, x
′) satisfies the inhomogeneous wave equation,
G αS β′(x, x
′)−Rαβ(x)G βS β′(x, x′) = −4πgαβ′(x, x′)δ4(x, x′); (14.4.6)
S2: G αS β′(x, x
′) is symmetric in its indices and arguments,
GSβ′α(x
′, x) = GSαβ′(x, x
′); (14.4.7)
S3: G αS β′(x, x
′) vanishes if x is in the chronological past or future of x′,
G αS β′(x, x
′) = 0 when x ∈ I±(x′). (14.4.8)
These can be established as consequences of H1–H4 and the properties of the retarded and advanced Green’s
functions.
The radiative Green’s function is then defined by
G αR β′(x, x
′) = G α+β′(x, x
′)−G αS β′(x, x′), (14.4.9)
and it comes with the properties
R1: G αR β′(x, x
′) satisfies the homogeneous wave equation,
G αRβ′(x, x
′)−Rαβ(x)G βR β′(x, x′) = 0; (14.4.10)
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R2: G αR β′(x, x
′) agrees with the retarded Green’s function if x is in the chronological future of x′,
G αR β′(x, x
′) = G α+β′(x, x
′) when x ∈ I+(x′); (14.4.11)
R3: G αR β′(x, x
′) vanishes if x is in the chronological past of x′,
G αR β′(x, x
′) = 0 when x ∈ I−(x′). (14.4.12)
Those follow immediately from S1–S3 and the properties of the retarded Green’s function.
When x is restricted to the normal convex neighbourhood of x′, we have the explicit relations
Hαβ′(x, x
′) = V αβ′(x, x
′), (14.4.13)
G αS β′(x, x
′) =
1
2
Uαβ′(x, x
′)δ(σ) − 1
2
V αβ′(x, x
′)θ(σ), (14.4.14)
G αRβ′(x, x
′) =
1
2
Uαβ′(x, x
′)
[
δ+(σ)− δ−(σ)
]
+ V αβ′(x, x
′)
[
θ+(−σ) + 1
2
θ(σ)
]
. (14.4.15)
From these we see clearly that the singular Green’s function does not distinguish between past and future
(property S2), and that its support excludes I±(x′) (property S3). We see also that the radiative Green’s
function coincides with G α+β′(x, x
′) in I+(x′) (property R2), and that its support does not include I−(x′)
(property R3).
15 Gravitational Green’s functions
15.1 Equations of linearized gravity
We are given a background spacetime for which the metric gαβ satisfies the Einstein field equations in
vacuum. We then perturb the metric from gαβ to
gαβ = gαβ + hαβ . (15.1.1)
The metric perturbation hαβ is assumed to be small, and when working out the Einstein field equations to
be satisfied by the new metric gαβ, we work consistently to first order in hαβ. To simplify the expressions
we use the trace-reversed potentials γαβ defined by
γαβ = hαβ − 1
2
(
gγδhγδ
)
gαβ , (15.1.2)
and we impose the Lorenz gauge condition,
γαβ;β = 0. (15.1.3)
In this equation, and in all others below, indices are raised and lowered with the background metric gαβ .
Similarly, the connection involved in Eq. (15.1.3), and in all other equations below, is the one that is
compatible with the background metric. If Tαβ is the perturbing stress-energy tensor, then by virtue of the
linearized Einstein field equations the perturbation field obeys the wave equation
γαβ + 2R α βγ δ γ
γδ = −16πTαβ, (15.1.4)
in which  = gαβ∇α∇β is the wave operator and Rγαδβ the Riemann tensor. In first-order perturbation
theory, the stress-energy tensor must be conserved in the background spacetime: Tαβ;β = 0.
The solution to the wave equation is written as
γαβ(x) = 4
∫
Gαβγ′δ′(x, x
′)T γ
′δ′(x′)
√
−g′ d4x′, (15.1.5)
in terms of a Green’s function Gαβγ′δ′(x, x
′) that satisfies [51]
Gαβγ′δ′(x, x
′) + 2R α βγ δ (x)G
γδ
γ′δ′(x, x
′) = −4πg(αγ′(x, x′)gβ)δ′(x, x′)δ4(x, x′), (15.1.6)
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where gαγ′(x, x
′) is a parallel propagator and δ4(x, x
′) an invariant Dirac functional. The parallel propagators
are inserted on the right-hand side of Eq. (15.1.6) to keep the index structure of the equation consistent
from side to side; in particular, both sides of the equation are symmetric in α and β, and in γ′ and δ′.
It is easy to check that by virtue of Eq. (15.1.6), the perturbation field of Eq. (15.1.5) satisfies the wave
equation of Eq. (15.1.4). Once γαβ is known, the metric perturbation can be reconstructed from the relation
hαβ = γαβ − 12 (gγδγγδ)gαβ.
We will assume that the retarded Green’s function G αβ+ γ′δ′(x, x
′), which is nonzero if x is in the causal
future of x′, and the advanced Green’s function G αβ
− γ′δ′(x, x
′), which is nonzero if x is in the causal past of
x′, exist as distributions and can be defined globally in the entire background spacetime.
15.2 Hadamard construction of the Green’s functions
Assuming throughout this subsection that x is in the normal convex neighbourhood of x′, we make the
ansatz
G αβ
± γ′δ′(x, x
′) = Uαβγ′δ′(x, x
′)δ±(σ) + V
αβ
γ′δ′(x, x
′)θ±(−σ), (15.2.1)
where θ±(−σ), δ±(σ) are the light-cone distributions introduced in Sec. 12.2, and where Uαβγ′δ′(x, x′),
V αβγ′δ′(x, x
′) are smooth bitensors.
To conveniently manipulate the Green’s functions we shift σ by a small positive quantity ǫ. The Green’s
functions are then recovered by the taking the limit of
Gǫ αβ
± γ′δ′(x, x
′) = Uαβγ′δ′(x, x
′)δ±(σ + ǫ) + V
αβ
γ′δ′(x, x
′)θ±(−σ − ǫ)
as ǫ→ 0+. When we substitute this into the left-hand side of Eq. (15.1.6) and then take the limit, we obtain
G αβ
± γ′δ′ + 2R
α β
γ δ G
γδ
± γ′δ′ = −4πδ4(x, x′)Uαβγ′δ′ + δ′±(σ)
{
2Uαβγ′δ′;γσ
γ + (σγγ − 4)Uαβγ′δ′
}
+ δ±(σ)
{
−2V αβγ′δ′;γσγ + (2 − σγγ)V αβγ′δ′ +Uαβγ′δ′ + 2R α βγ δ Uγδγ′δ′
}
+ θ±(−σ)
{
V αβγ′δ′ + 2R
α β
γ δ V
γδ
γ′δ′
}
after a routine computation similar to the one presented at the beginning of Sec. 13.2. Comparison with
Eq. (15.1.6) returns: (i) the equations
[
Uαβγ′δ′
]
=
[
g
(α
γ′g
β)
δ′
]
= δ
(α′
γ′δ
β′)
δ′ (15.2.2)
and
2Uαβγ′δ′;γσ
γ + (σγγ − 4)Uαβγ′δ′ = 0 (15.2.3)
that determine Uαβγ′δ′(x, x
′); (ii) the equation
Vˇ αβγ′δ′;γσ
γ +
1
2
(σγγ − 2)Vˇ αβγ′δ′ =
1
2
(
Uαβγ′δ′ + 2R
α β
γ δ U
γδ
γ′δ′
)∣∣∣
σ=0
(15.2.4)
that determine Vˇ αβγ′δ′(x, x
′), the restriction of V αβγ′δ′(x, x
′) on the light cone σ(x, x′) = 0; and (iii) the wave
equation
V αβγ′δ′ + 2R
α β
γ δ V
γδ
γ′δ′ = 0 (15.2.5)
that determines V αβγ′δ′(x, x
′) inside the light cone.
Equation (15.2.3) can be integrated along the unique geodesic β that links x′ to x. The initial conditions
are provided by Eq. (15.2.2), and if we set Uαβγ′δ′(x, x
′) = g
(α
γ′g
β)
δ′U(x, x
′), we find that these equations
reduce to Eqs. (13.2.4) and (13.2.3), respectively. According to Eq. (13.2.5), then, we have
Uαβγ′δ′(x, x
′) = g
(α
γ′(x, x
′)g
β)
δ′(x, x
′)∆1/2(x, x′), (15.2.6)
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which reduces to
Uαβγ′δ′ = g
(α
γ′g
β)
δ′
(
1 +O(λ3)
)
(15.2.7)
near coincidence, with λ denoting the affine-parameter distance between x′ and x; there is no term of order
λ2 because by assumption, the background Ricci tensor vanishes at x′ (as it does in the entire spacetime).
Differentiation of this relation gives
Uαβγ′δ′;ǫ =
1
2
g
(α
α′g
β)
β′g
ǫ′
ǫ
(
Rα
′
γ′ǫ′ι′δ
β′
δ′ +R
α′
δ′ǫ′ι′δ
β′
γ′
)
σι
′
+O(λ2), (15.2.8)
Uαβγ′δ′;ǫ′ =
1
2
g
(α
α′g
β)
β′
(
Rα
′
γ′ǫ′ι′δ
β′
δ′ +R
α′
δ′ǫ′ι′δ
β′
γ′
)
σι
′
+O(λ2), (15.2.9)
and eventually, [
Uαβγ′δ′ ] = 0; (15.2.10)
this last result follows from the fact that [Uαβγ′δ′;ǫι] is antisymmetric in the last pair of indices.
Similarly, Eq. (15.2.4) can be integrated along each null geodesic that generates the null cone σ(x, x′) = 0.
The initial values are obtained by taking the coincidence limit of this equation, using Eqs. (15.2.2), (15.2.10),
and the additional relation [σγγ ] = 4. We arrive at
[
V αβγ′δ′
]
=
1
2
(
Rα
′ β′
γ′ δ′ +R
β′ α′
γ′ δ′
)
. (15.2.11)
With the characteristic data obtained by integrating Eq. (15.2.4), the wave equation of Eq. (15.2.5) admits
a unique solution.
To summarize, the retarded and advanced gravitational Green’s functions are given by Eq. (15.2.1) with
Uαβγ′δ′(x, x
′) given by Eq. (15.2.6) and V αβγ′δ′(x, x
′) determined by Eq. (15.2.5) and the characteristic data
constructed with Eqs. (15.2.4) and (15.2.11). It should be emphasized that the construction provided in this
subsection is restricted to N (x′), the normal convex neighbourhood of the reference point x′.
15.3 Reciprocity and Kirchhoff representation
The (globally defined) gravitational Green’s functions satisfy the reciprocity relation
G−γ′δ′αβ(x
′, x) = G+αβγ′δ′(x, x
′). (15.3.1)
The derivation of this result is virtually identical to what was presented in Secs. 13.3 and 14.3. A direct
consequence of the reciprocity relation is the statement
Vγ′δ′αβ(x
′, x) = Vαβγ′δ′(x, x
′). (15.3.2)
The Kirchhoff representation for the trace-reversed gravitational perturbation γαβ is formulated as fol-
lows. Suppose that γαβ(x) satisfies the homogeneous version of Eq. (15.1.4) and that initial values γα
′β′(x′),
nγ
′∇γ′γα′β′(x′) are specified on a spacelike hypersurface Σ. Then the value of the perturbation field at a
point x in the future of Σ is given by
γαβ(x) = − 1
4π
∫
Σ
(
G αβ+ γ′δ′(x, x
′)∇ǫ′γγ′δ′(x′)− γγ′δ′(x′)∇ǫ′G αβ+ γ′δ′(x, x′)
)
dΣǫ′ , (15.3.3)
where dΣǫ′ = −nǫ′dV is a surface element on Σ; nǫ′ is the future-directed unit normal and dV is the
invariant volume element on the hypersurface. The derivation of Eq. (15.3.3) is virtually identical to what
was presented in Secs. 13.4 and 14.3.
15.4 Singular and radiative Green’s functions
We shall now construct singular and radiative Green’s functions for the linearized gravitational field. The
treatment here parallels closely what was presented in Secs. 13.5 and 14.4.
We begin by introducing the bitensor Hαβγ′δ′(x, x
′) with properties
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H1: Hαβγ′δ′(x, x
′) satisfies the homogeneous wave equation,
Hαβγ′δ′(x, x
′) + 2R α βγ δ (x)H
γδ
γ′δ′(x, x
′) = 0; (15.4.1)
H2: Hαβγ′δ′(x, x
′) is symmetric in its indices and arguments,
Hγ′δ′αβ(x
′, x) = Hαβγ′δ′(x, x
′); (15.4.2)
H3: Hαβγ′δ′(x, x
′) agrees with the retarded Green’s function if x is in the chronological future of x′,
Hαβγ′δ′(x, x
′) = G αβ+ γ′δ′(x, x
′) when x ∈ I+(x′); (15.4.3)
H4: Hαβγ′δ′(x, x
′) agrees with the advanced Green’s function if x is in the chronological past of x′,
Hαβγ′δ′(x, x
′) = G αβ
− γ′δ′(x, x
′) when x ∈ I−(x′). (15.4.4)
It is easy to prove that property H4 follows from H2, H3, and the reciprocity relation (15.3.1) satisfied by the
retarded and advanced Green’s functions. That such a bitensor exists can be argued along the same lines as
those presented in Sec. 13.5.
Equipped with Hαβγ′δ′(x, x
′) we define the singular Green’s function to be
G αβS γ′δ′(x, x
′) =
1
2
[
G αβ+ γ′δ′(x, x
′) +G αβ
− γ′δ′(x, x
′)−Hαβγ′δ′(x, x′)
]
. (15.4.5)
This comes with the properties
S1: G αβS γ′δ′(x, x
′) satisfies the inhomogeneous wave equation,
G αβS γ′δ′(x, x
′) + 2R α βγ δ (x)G
γδ
S γ′δ′(x, x
′) = −4πg(αγ′(x, x′)gβ)δ′(x, x′)δ4(x, x′); (15.4.6)
S2: G αβS γ′δ′(x, x
′) is symmetric in its indices and arguments,
GSγ′δ′αβ(x
′, x) = GSαβγ′δ′(x, x
′); (15.4.7)
S3: G αβS γ′δ′(x, x
′) vanishes if x is in the chronological past or future of x′,
G αβS γ′δ′(x, x
′) = 0 when x ∈ I±(x′). (15.4.8)
These can be established as consequences of H1–H4 and the properties of the retarded and advanced Green’s
functions.
The radiative Green’s function is then defined by
G αβR γ′δ′(x, x
′) = G αβ+ γ′δ′(x, x
′)−G αβS γ′δ′(x, x′), (15.4.9)
and it comes with the properties
R1: G αβR γ′δ′(x, x
′) satisfies the homogeneous wave equation,
G αβR γ′δ′(x, x
′) + 2R α βγ δ (x)G
γδ
R γ′δ′(x, x
′) = 0; (15.4.10)
R2: G αβR γ′δ′(x, x
′) agrees with the retarded Green’s function if x is in the chronological future of x′,
G αβR γ′δ′(x, x
′) = G αβ+ γ′δ′(x, x
′) when x ∈ I+(x′); (15.4.11)
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R3: G αβR γ′δ′(x, x
′) vanishes if x is in the chronological past of x′,
G αβR γ′δ′(x, x
′) = 0 when x ∈ I−(x′). (15.4.12)
Those follow immediately from S1–S3 and the properties of the retarded Green’s function.
When x is restricted to the normal convex neighbourhood of x′, we have the explicit relations
Hαβγ′δ′(x, x
′) = V αβγ′δ′(x, x
′), (15.4.13)
G αβS γ′δ′(x, x
′) =
1
2
Uαβγ′δ′(x, x
′)δ(σ)− 1
2
V αβγ′δ′(x, x
′)θ(σ), (15.4.14)
G αβR γ′δ′(x, x
′) =
1
2
Uαβγ′δ′(x, x
′)
[
δ+(σ)− δ−(σ)
]
+ V αβγ′δ′(x, x
′)
[
θ+(−σ) + 1
2
θ(σ)
]
. (15.4.15)
From these we see clearly that the singular Green’s function does not distinguish between past and future
(property S2), and that its support excludes I±(x′) (property S3). We see also that the radiative Green’s
function coincides with G αβ+ γ′δ′(x, x
′) in I+(x′) (property R2), and that its support does not include I−(x′)
(property R3).
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Part IV
Motion of point particles
16 Motion of a scalar charge
16.1 Dynamics of a point scalar charge
A point particle carries a scalar charge q and moves on a world line γ described by relations zµ(λ), in which
λ is an arbitrary parameter. The particle generates a scalar potential Φ(x) and a field Φα(x) ≡ ∇αΦ(x).
The dynamics of the entire system is governed by the action
S = Sfield + Sparticle + Sinteraction, (16.1.1)
where Sfield is an action functional for a free scalar field in a spacetime with metric gαβ, Sparticle is the action
of a free particle moving on a world line γ in this spacetime, and Sinteraction is an interaction term that
couples the field to the particle.
The field action is given by
Sfield = − 1
8π
∫ (
gαβΦαΦβ + ξRΦ
2
)√−g d4x, (16.1.2)
where the integration is over all of spacetime; the field is coupled to the Ricci scalar R by an arbitrary
constant ξ. The particle action is
Sparticle = −m0
∫
γ
dτ, (16.1.3)
where m0 is the bare mass of the particle and dτ =
√−gµν(z)z˙µz˙ν dλ is the differential of proper time
along the world line; we use an overdot on zµ(λ) to indicate differentiation with respect to the parameter λ.
Finally, the interaction term is given by
Sinteraction = q
∫
γ
Φ(z) dτ = q
∫
Φ(x)δ4(x, z)
√−g d4xdτ. (16.1.4)
Notice that both Sparticle and Sinteraction are invariant under a reparameterization λ → λ′(λ) of the world
line.
Demanding that the total action be stationary under a variation δΦ(x) of the field configuration yields
the wave equation (
− ξR)Φ(x) = −4πµ(x) (16.1.5)
for the scalar potential, with a charge density µ(x) defined by
µ(x) = q
∫
γ
δ4(x, z) dτ. (16.1.6)
These equations determine the field Φα(x) once the motion of the scalar charge is specified. On the other
hand, demanding that the total action be stationary under a variation δzµ(λ) of the world line yields the
equations of motion
m(τ)
Duµ
dτ
= q
(
gµν + uµuν
)
Φν(z) (16.1.7)
for the scalar charge. We have here adopted τ as the parameter on the world line, and introduced the four-
velocity uµ(τ) ≡ dzµ/dτ . The dynamical mass that appears in Eq. (16.1.7) is defined by m(τ) = m0−qΦ(z),
which can also be written in differential form as
dm
dτ
= −qΦµ(z)uµ. (16.1.8)
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It should be clear that Eqs. (16.1.7) and (16.1.8) are valid only in a formal sense, because the scalar potential
obtained from Eqs. (16.1.5) and (16.1.6) diverges on the world line. Before we can make sense of these
equations we have to analyze the field’s singularity structure near the world line.
16.2 Retarded potential near the world line
The retarded solution to Eq. (16.1.5) is Φ(x) =
∫
G+(x, x
′)µ(x′)
√
g′ d4x′, where G+(x, x
′) is the retarded
Green’s function introduced in Sec. 13. After substitution of Eq. (16.1.6) we obtain
Φ(x) = q
∫
γ
G+(x, z) dτ, (16.2.1)
in which z(τ) gives the description of the world line γ. Because the retarded Green’s function is defined
globally in the entire spacetime, Eq. (16.2.1) applies to any field point x.
We now specialize Eq. (16.2.1) to a point x near the world line; see Fig. 9. We let N (x) be the normal
convex neighbourhood of this point, and we assume that the world line traverses N (x). Let τ< be the value
of the proper-time parameter at which γ enters N (x) from the past, and let τ> be its value when the world
line leaves N (x). Then Eq. (16.2.1) can be broken down into the three integrals
Φ(x) = q
∫ τ<
−∞
G+(x, z) dτ + q
∫ τ>
τ<
G+(x, z) dτ + q
∫ ∞
τ>
G+(x, z) dτ.
The third integration vanishes because x is then in the past of z(τ), and G+(x, z) = 0. For the second
integration, x is the normal convex neighbourhood of z(τ), and the retarded Green’s function can be expressed
in the Hadamard form produced in Sec. 13.2. This gives∫ τ>
τ<
G+(x, z) dτ =
∫ τ>
τ<
U(x, z)δ+(σ) dτ +
∫ τ>
τ<
V (x, z)θ+(−σ) dτ,
and to evaluate this we refer back to Sec. 9 and let x′ ≡ z(u) be the retarded point associated with x; these
points are related by σ(x, x′) = 0 and r ≡ σα′uα′ is the retarded distance between x and the world line. We
resume the index convention of Sec. 9: to tensors at x we assign indices α, β, etc.; to tensors at x′ we assign
indices α′, β′, etc.; and to tensors at a generic point z(τ) on the world line we assign indices µ, ν, etc.
To perform the first integration we change variables from τ to σ, noticing that σ increases as z(τ) passes
through x′. The change of σ on the world line is given by dσ ≡ σ(x, z + dz) − σ(x, z) = σµuµ dτ , and we
find that the first integral evaluates to U(x, z)/(σµu
µ) with z identified with x′. The second integration is
γ
x
<
τ>
v
u
τ
Figure 9: The region within the dashed boundary represents the normal convex neighbourhood of the point
x. The world line γ enters the neighbourhood at proper time τ< and exits at proper time τ>. Also shown
are the retarded point z(u) and the advanced point z(v).
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cut off at τ = u by the step function, and we obtain our final expression for the retarded potential of a point
scalar charge:
Φ(x) =
q
r
U(x, x′) + q
∫ u
τ<
V (x, z) dτ + q
∫ τ<
−∞
G+(x, z) dτ. (16.2.2)
This expression applies to a point x sufficiently close to the world line that there exists a nonempty inter-
section between N (x) and γ.
16.3 Field of a scalar charge in retarded coordinates
When we differentiate the potential of Eq. (16.2.2) we must keep in mind that a variation in x induces a
variation in x′ because the new points x+ δx and x′+ δx′ must also be linked by a null geodesic — you may
refer back to Sec. 9.2 for a detailed discussion. This means, for example, that the total variation of U(x, x′)
is δU = U(x+ δx, x′+ δx′)−U(x, x′) = U;αδxα+U;α′uα′ δu. The gradient of the scalar potential is therefore
given by
Φα(x) = − q
r2
U(x, x′)∂αr +
q
r
U;α(x, x
′) +
q
r
U;α′(x, x
′)uα
′
∂αu+ qV (x, x
′)∂αu+Φ
tail
α (x), (16.3.1)
where the “tail integral” is defined by
Φtailα (x) = q
∫ u
τ<
∇αV (x, z) dτ + q
∫ τ<
−∞
∇αG+(x, z) dτ
= q
∫ u−
−∞
∇αG+(x, z) dτ. (16.3.2)
In the second form of the definition we integrate ∇αG+(x, z) from τ = −∞ to almost τ = u, but we cut
the integration short at τ = u− ≡ u − 0+ to avoid the singular behaviour of the retarded Green’s function
at σ = 0. This limiting procedure gives rise to the first form of the definition, with the advantage that the
integral need not be broken down into contributions that refer to N (x) and its complement, respectively.
We shall now expand Φα(x) in powers of r, and express the results in terms of the retarded coordinates
(u, r,Ωa) introduced in Sec. 9. It will be convenient to decompose Φα(x) in the tetrad (e
α
0 , e
α
a ) that is
obtained by parallel transport of (uα
′
, eα
′
a ) on the null geodesic that links x to x
′ ≡ z(u); this construction is
detailed in Sec. 9. Note that throughout this section we set ωab = 0, where ωab is the rotation tensor defined
by Eq. (9.1.1): the tetrad vectors eα
′
a are taken to be Fermi-Walker transported on γ. The expansion relies
on Eq. (9.5.3) for ∂αu, Eq. (9.5.5) for ∂αr, and we shall need
U(x, x′) = 1 +
1
12
r2
(
R00 + 2R0aΩ
a +RabΩ
aΩb
)
+O(r3), (16.3.3)
which follows from Eq. (13.2.7) and the relation σα
′
= −r(uα′+Ωaeα′a ) first encountered in Eq. (9.2.3); recall
that
R00(u) = Rα′β′u
α′uβ
′
, R0a(u) = Rα′β′u
α′eβ
′
a , Rab(u) = Rα′β′e
α′
a e
β′
b
are frame components of the Ricci tensor evaluated at x′. We shall also need the expansions
U;α(x, x
′) =
1
6
rgα
′
α
(
Rα′0 +Rα′bΩ
b
)
+O(r2) (16.3.4)
and
U;α′(x, x
′)uα
′
= −1
6
r
(
R00 +R0aΩ
a
)
+O(r2) (16.3.5)
which follow from Eqs. (13.2.8); recall from Eq. (9.1.4) that the parallel propagator can be expressed as
gα
′
α = u
α′e0α + e
α′
a e
a
α. And finally, we shall need
V (x, x′) =
1
12
(
1− 6ξ)R +O(r), (16.3.6)
a relation that was first established in Eq. (13.2.10); here R ≡ R(u) is the Ricci scalar evaluated at x′.
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Collecting all these results gives
Φ0(u, r,Ω
a) ≡ Φα(x)eα0 (x)
=
q
r
aaΩ
a +
1
2
qRa0b0Ω
aΩb +
1
12
(
1− 6ξ)qR+Φtail0 +O(r), (16.3.7)
Φa(u, r,Ω
a) ≡ Φα(x)eαa (x)
= − q
r2
Ωa − q
r
abΩ
bΩa − 1
3
qRb0c0Ω
bΩcΩa − 1
6
q
(
Ra0b0Ω
b −Rab0cΩbΩc
)
+
1
12
q
[
R00 −RbcΩbΩc − (1− 6ξ)R
]
Ωa +
1
6
q
(
Ra0 +RabΩ
b
)
+Φtaila +O(r), (16.3.8)
where aa = aα′e
α′
a are the frame components of the acceleration vector,
Ra0b0(u) = Rα′γ′β′δ′e
α′
a u
γ′eβ
′
b u
δ′ , Rab0c(u) = Rα′γ′β′δ′e
α′
a e
γ′
b u
β′eδ
′
c
are frame components of the Riemann tensor evaluated at x′, and
Φtail0 (u) = Φ
tail
α′ (x
′)uα
′
, Φtaila (u) = Φ
tail
α′ (x
′)eα
′
a (16.3.9)
are the frame components of the tail integral evaluated at x′. Equations (16.3.7) and (16.3.8) show clearly
that Φα(x) is singular on the world line: the field diverges as r
−2 when r → 0, and many of the terms that
stay bounded in the limit depend on Ωa and therefore possess a directional ambiguity at r = 0.
16.4 Field of a scalar charge in Fermi normal coordinates
The gradient of the scalar potential can also be expressed in the Fermi normal coordinates of Sec. 8. To effect
this translation we make x¯ ≡ z(t) the new reference point on the world line. We resume here the notation of
Sec. 10 and assign indices α¯, β¯, . . . to tensors at x¯. The Fermi normal coordinates are denoted (t, s, ωa), and
we let (e¯α0 , e¯
α
a ) be the tetrad at x that is obtained by parallel transport of (u
α¯, eα¯a ) on the spacelike geodesic
that links x to x¯.
Our first task is to decompose Φα(x) in the tetrad (e¯
α
0 , e¯
α
a ), thereby defining Φ¯0 ≡ Φαe¯α0 and Φ¯a ≡ Φαe¯αa .
For this purpose we use Eqs. (10.3.1), (10.3.2), (16.3.7), and (16.3.8) to obtain
Φ¯0 =
[
1 +O(r2)
]
Φ0 +
[
r
(
1− abΩb
)
aa +
1
2
r2a˙a +
1
2
r2Ra0b0Ω
b +O(r3)
]
Φa
= −1
2
qa˙aΩ
a +
1
12
(1− 6ξ)qR+ Φ¯tail0 +O(r)
and
Φ¯a =
[
δba +
1
2
r2abaa − 1
2
r2Rba0cΩ
c +O(r3)
]
Φb +
[
raa +O(r
2)
]
Φ0
= − q
r2
Ωa − q
r
abΩ
bΩa +
1
2
qabΩ
baa − 1
3
qRb0c0Ω
bΩcΩa − 1
6
qRa0b0Ω
b − 1
3
qRab0cΩ
bΩc
+
1
12
q
[
R00 −RbcΩbΩc − (1− 6ξ)R
]
Ωa +
1
6
q
(
Ra0 +RabΩ
b
)
+ Φ¯taila +O(r),
where all frame components are still evaluated at x′, except for Φ¯tail0 and Φ¯
tail
a which are evaluated at x¯.
We must still translate these results into the Fermi normal coordinates (t, s, ωa). For this we involve
Eqs. (10.2.1), (10.2.2), and (10.2.3), from which we deduce, for example,
1
r2
Ωa =
1
s2
ωa +
1
2s
aa − 3
2s
abω
bωa − 3
4
abω
baa +
15
8
(
abω
b
)2
ωa +
3
8
a˙0ωa − 1
3
a˙a
+ a˙bω
bωa +
1
6
Ra0b0ω
b − 1
2
Rb0c0ω
bωcωa − 1
3
Rab0cω
bωc +O(s)
and
1
r
abΩ
bΩa =
1
s
abω
bωa +
1
2
abω
baa − 3
2
(
abω
b
)2
ωa − 1
2
a˙0ωa − a˙bωbωa +O(s),
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in which all frame components (on the right-hand side of these relations) are now evaluated at x¯; to obtain the
second relation we expressed aa(u) as aa(t)−sa˙a(t)+O(s2) since according to Eq. (10.2.1), u = t−s+O(s2).
Collecting these results yields
Φ¯0(t, s, ω
a) ≡ Φα(x)e¯α0 (x)
= −1
2
qa˙aω
a +
1
12
(1− 6ξ)qR+ Φ¯tail0 +O(s), (16.4.1)
Φ¯a(t, s, ω
a) ≡ Φα(x)e¯αa (x)
= − q
s2
ωa − q
2s
(
aa − abωbωa
)
+
3
4
qabω
baa − 3
8
q
(
abω
b
)2
ωa +
1
8
qa˙0ωa +
1
3
qa˙a
− 1
3
qRa0b0ω
b +
1
6
qRb0c0ω
bωcωa +
1
12
q
[
R00 −Rbcωbωc − (1− 6ξ)R
]
ωa
+
1
6
q
(
Ra0 +Rabω
b
)
+ Φ¯taila +O(s). (16.4.2)
In these expressions, aa(t) = aα¯e
α¯
a are the frame components of the acceleration vector evaluated at x¯,
a˙0(t) = a˙α¯u
α¯ and a˙a(t) = a˙α¯e
α¯
a are frame components of its covariant derivative, Ra0b0(t) = Rα¯γ¯β¯δ¯e
α¯
au
γ¯eβ¯b u
δ¯
are frame components of the Riemann tensor evaluated at x¯,
R00(t) = Rα¯β¯u
α¯uβ¯, R0a(t) = Rα¯β¯u
α¯eβ¯a , Rab(t) = Rα¯β¯e
α¯
ae
β¯
b
are frame components of the Ricci tensor, and R(t) is the Ricci scalar evaluated at x¯. Finally, we have that
Φ¯tail0 (t) = Φ
tail
α¯ (x¯)u
α¯, Φ¯taila (t) = Φ
tail
α¯ (x¯)e
α¯
a (16.4.3)
are the frame components of the tail integral — see Eq. (16.3.2) — evaluated at x¯ ≡ z(t).
We shall now compute the averages of Φ¯0 and Φ¯a over S(t, s), a two-surface of constant t and s; these
will represent the mean value of the field at a fixed proper distance away from the world line, as measured in
a reference frame that is momentarily comoving with the particle. The two-surface is charted by angles θA
(A = 1, 2) and it is described, in the Fermi normal coordinates, by the parametric relations xˆa = sωa(θA);
a canonical choice of parameterization is ωa = (sin θ cosφ, sin θ sinφ, cos θ). Introducing the transformation
matrices ωaA ≡ ∂ωa/∂θA, we find from Eq. (8.5.5) that the induced metric on S(t, s) is given by
ds2 = s2
[
ωAB − 1
3
s2RAB +O(s
3)
]
dθAdθB , (16.4.4)
where ωAB ≡ δabωaAωbB is the metric of the unit two-sphere, and where RAB ≡ RacbdωaAωcωbBωd depends on
t and the angles θA. From this we infer that the element of surface area is given by
dA = s2
[
1− 1
6
s2Rcacb(t)ω
aωb +O(s3)
]
dΩ, (16.4.5)
where dΩ =
√
det[ωAB]d
2θ is an element of solid angle — in the canonical parameterization, dΩ = sin θ dθdφ.
Integration of Eq. (16.4.5) produces the total surface area of S(t, s), and A = 4πs2[1− 118s2Rabab +O(s3)].
The averaged fields are defined by
〈
Φ¯0
〉
(t, s) =
1
A
∮
S(t,s)
Φ¯0(t, s, θ
A) dA, 〈Φ¯a〉(t, s) = 1A
∮
S(t,s)
Φ¯a(t, s, θ
A) dA, (16.4.6)
where the quantities to be integrated are scalar functions of the Fermi normal coordinates. The results
1
4π
∮
ωa dΩ = 0,
1
4π
∮
ωaωb dΩ =
1
3
δab,
1
4π
∮
ωaωbωc dΩ = 0, (16.4.7)
are easy to establish, and we obtain
〈
Φ¯0
〉
=
1
12
(1− 6ξ)qR+ Φ¯tail0 +O(s), (16.4.8)〈
Φ¯a
〉
= − q
3s
aa +
1
3
qa˙a +
1
6
qRa0 + Φ¯
tail
a +O(s). (16.4.9)
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The averaged field is still singular on the world line. Regardless, we shall take the formal limit s → 0 of
the expressions displayed in Eqs. (16.4.8) and (16.4.9). In the limit the tetrad (e¯α0 , e¯
α
a ) reduces to (u
α¯, eα¯a ),
and we can reconstruct the field at x¯ by invoking the completeness relations δα¯
β¯
= −uα¯uβ¯ + eα¯aeaβ¯ . We thus
obtain
〈
Φα¯
〉
= lim
s→0
(
− q
3s
)
aα¯ − 1
12
(1− 6ξ)qRuα¯ + q
(
gα¯β¯ + uα¯uβ¯
)(1
3
a˙β¯ +
1
6
Rβ¯γ¯u
γ¯
)
+Φtailα¯ , (16.4.10)
where the tail integral can be copied from Eq. (16.3.2),
Φtailα¯ (x¯) = q
∫ t−
−∞
∇α¯G+(x¯, z) dτ. (16.4.11)
The tensors appearing in Eq. (16.4.10) all refer to x¯ ≡ z(t), which now stands for an arbitrary point on the
world line γ.
16.5 Singular and radiative fields
The singular potential
ΦS(x) = q
∫
γ
GS(x, z) dτ (16.5.1)
is the (unphysical) solution to Eqs. (16.1.5) and (16.1.6) that is obtained by adopting the singular Green’s
function of Eq. (13.5.12) instead of the retarded Green’s function. As we shall see, the resulting singular field
ΦSα(x) reproduces the singular behaviour of the retarded solution; the difference, Φ
R
α (x) = Φα(x)−ΦSα(x), is
smooth on the world line.
To evaluate the integral of Eq. (16.5.1) we assume once more that x is sufficiently close to γ that the
world line traverses N (x); refer back to Fig. 9. As before we let τ< and τ> be the values of the proper-time
parameter at which γ enters and leaves N (x), respectively. Then Eq. (16.5.1) can be broken down into the
three integrals
ΦS(x) = q
∫ τ<
−∞
GS(x, z) dτ + q
∫ τ>
τ<
GS(x, z) dτ + q
∫ ∞
τ>
GS(x, z) dτ.
The first integration vanishes because x is then in the chronological future of z(τ), and GS(x, z) = 0 by
Eq. (13.5.3). Similarly, the third integration vanishes because x is then in the chronological past of z(τ).
For the second integration, x is the normal convex neighbourhood of z(τ), the singular Green’s function can
be expressed in the Hadamard form of Eq. (13.5.14), and we have∫ τ>
τ<
GS(x, z) dτ =
1
2
∫ τ>
τ<
U(x, z)δ+(σ) dτ +
1
2
∫ τ>
τ<
U(x, z)δ−(σ) dτ − 1
2
∫ τ>
τ<
V (x, z)θ(σ) dτ.
To evaluate these we re-introduce the retarded point x′ ≡ z(u) and let x′′ ≡ z(v) be the advanced point
associated with x; we recall from Sec. 10.4 that these points are related by σ(x, x′′) = 0 and that radv ≡
−σα′′uα′′ is the advanced distance between x and the world line.
To perform the first integration we change variables from τ to σ, noticing that σ increases as z(τ) passes
through x′; the integral evaluates to U(x, x′)/r. We do the same for the second integration, but we notice now
that σ decreases as z(τ) passes through x′′; the integral evaluates to U(x, x′′)/radv. The third integration is
restricted to the interval u ≤ τ ≤ v by the step function, and we obtain our final expression for the singular
potential of a point scalar charge:
ΦS(x) =
q
2r
U(x, x′) +
q
2radv
U(x, x′′)− 1
2
q
∫ v
u
V (x, z) dτ. (16.5.2)
We observe that ΦS(x) depends on the state of motion of the scalar charge between the retarded time u
and the advanced time v; contrary to what was found in Sec. 16.2 for the retarded potential, there is no
dependence on the particle’s remote past.
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We use the techniques of Sec. 16.3 to differentiate the potential of Eq. (16.5.2). We find
ΦSα(x) = −
q
2r2
U(x, x′)∂αr − q
2radv2
U(x, x′′)∂αradv +
q
2r
U;α(x, x
′) +
q
2r
U;α′(x, x
′)uα
′
∂αu
+
q
2radv
U;α(x, x
′′) +
q
2radv
U;α′′(x, x
′′)uα
′′
∂αv +
1
2
qV (x, x′)∂αu− 1
2
qV (x, x′′)∂αv
− 1
2
q
∫ v
u
∇αV (x, z) dτ, (16.5.3)
and we would like to express this as an expansion in powers of r. For this we shall rely on results already
established in Sec. 16.3, as well as additional expansions that will involve the advanced point x′′. Those we
develop now.
We recall first that a relation between retarded and advanced times was worked out in Eq. (10.4.2), that
an expression for the advanced distance was displayed in Eq. (10.4.3), and that Eqs. (10.4.4) and (10.4.5)
give expansions for ∂αv and ∂αradv, respectively.
To derive an expansion for U(x, x′′) we follow the general method of Sec. 10.4 and define a function
U(τ) ≡ U(x, z(τ)) of the proper-time parameter on γ. We have that
U(x, x′′) ≡ U(v) = U(u+∆′) = U(u) + U˙(u)∆′ + 1
2
U¨(u)∆′2 +O
(
∆′3
)
,
where overdots indicate differentiation with respect to τ , and where ∆′ ≡ v − u. The leading term U(u) ≡
U(x, x′) was worked out in Eq. (16.3.3), and the derivatives of U(τ) are given by
U˙(u) = U;α′u
α′ = −1
6
r
(
R00 +R0aΩ
a
)
+O(r2)
and
U¨(u) = U;α′β′u
α′uβ
′
+ U;α′a
α′ =
1
6
R00 +O(r),
according to Eqs. (16.3.5) and (13.2.8). Combining these results together with Eq. (10.4.2) for ∆′ gives
U(x, x′′) = 1 +
1
12
r2
(
R00 − 2R0aΩa + RabΩaΩb
)
+O(r3), (16.5.4)
which should be compared with Eq. (16.3.3). It should be emphasized that in Eq. (16.5.4) and all equations
below, the frame components of the Ricci tensor are evaluated at the retarded point x′ ≡ z(u), and not
at the advanced point. The preceding computation gives us also an expansion for U;α′′u
α′′ ≡ U˙(v) =
U˙(u) + U¨(u)∆′ +O(∆′2). This becomes
U;α′′(x, x
′′)uα
′′
=
1
6
r
(
R00 −R0aΩa
)
+O(r2), (16.5.5)
which should be compared with Eq. (16.3.5).
We proceed similarly to derive an expansion for U;α(x, x
′′). Here we introduce the functions Uα(τ) ≡
U;α(x, z(τ)) and express U;α(x, x
′′) as Uα(v) = Uα(u) + U˙α(u)∆
′ + O(∆′2). The leading term Uα(u) ≡
U;α(x, x
′) was computed in Eq. (16.3.4), and
U˙α(u) = U;αβ′u
β′ = −1
6
gα
′
αRα′0 +O(r)
follows from Eq. (13.2.8). Combining these results together with Eq. (10.4.2) for ∆′ gives
U;α(x, x
′′) = −1
6
rgα
′
α
(
Rα′0 −Rα′bΩb
)
+O(r2), (16.5.6)
and this should be compared with Eq. (16.3.4).
The last expansion we shall need is
V (x, x′′) =
1
12
(
1− 6ξ)R+O(r), (16.5.7)
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which follows at once from Eq. (16.3.6) and the fact that V (x, x′′) − V (x, x′) = O(r); the Ricci scalar is
evaluated at the retarded point x′.
It is now a straightforward (but tedious) matter to substitute these expansions (all of them!) into
Eq. (16.5.3) and obtain the projections of the singular field ΦSα(x) in the same tetrad (e
α
0 , e
α
a ) that was
employed in Sec. 16.3. This gives
ΦS0(u, r,Ω
a) ≡ ΦSα(x)eα0 (x)
=
q
r
aaΩ
a +
1
2
qRa0b0Ω
aΩb +O(r), (16.5.8)
ΦSa(u, r,Ω
a) ≡ ΦSα(x)eαa (x)
= − q
r2
Ωa − q
r
abΩ
bΩa − 1
3
qa˙a − 1
3
qRb0c0Ω
bΩcΩa − 1
6
q
(
Ra0b0Ω
b −Rab0cΩbΩc
)
+
1
12
q
[
R00 −RbcΩbΩc − (1− 6ξ)R
]
Ωa +
1
6
qRabΩ
b, (16.5.9)
in which all frame components are evaluated at the retarded point x′ ≡ z(u). Comparison of these expressions
with Eqs. (16.3.7) and (16.3.8) reveals that the retarded and singular fields share the same singularity
structure.
The difference between the retarded field of Eqs. (16.3.7), (16.3.8) and the singular field of Eqs. (16.5.8),
(16.5.9) defines the radiative field ΦRα(x). Its tetrad components are
ΦR0 =
1
12
(1− 6ξ)qR+Φtail0 +O(r), (16.5.10)
ΦRa =
1
3
qa˙a +
1
6
qRa0 +Φ
tail
a +O(r), (16.5.11)
and we see that ΦRα(x) is a smooth vector field on the world line. There is therefore no obstacle in evaluating
the radiative field directly at x = x′, where the tetrad (eα0 , e
α
a ) becomes (u
α′ , eα
′
a ). Reconstructing the field
at x′ from its frame components, we obtain
ΦRα′(x
′) = − 1
12
(1− 6ξ)qRuα′ + q
(
gα′β′ + uα′uβ′
)(1
3
a˙β
′
+
1
6
Rβ
′
γ′u
γ′
)
+Φtailα′ , (16.5.12)
where the tail term can be copied from Eq. (16.3.2),
Φtailα′ (x
′) = q
∫ u−
−∞
∇α′G+(x′, z) dτ. (16.5.13)
The tensors appearing in Eq. (16.5.12) all refer to the retarded point x′ ≡ z(u), which now stands for an
arbitrary point on the world line γ.
16.6 Equations of motion
The retarded field Φα(x) of a point scalar charge is singular on the world line, and this behaviour makes
it difficult to understand how the field is supposed to act on the particle and affect its motion. The field’s
singularity structure was analyzed in Secs. 16.3 and 16.4, and in Sec. 16.5 it was shown to originate from the
singular field ΦSα(x); the radiative field Φ
R
α (x) = Φα(x) −ΦSα(x) was then shown to be smooth on the world
line.
To make sense of the retarded field’s action on the particle we temporarily model the scalar charge not
as a point particle, but as a small hollow shell that appears spherical when observed in a reference frame
that is momentarily comoving with the particle; the shell’s radius is s0 in Fermi normal coordinates, and it
is independent of the angles contained in the unit vector ωa. The net force acting at proper time τ on this
hollow shell is the average of qΦα(τ, s0, ω
a) over the surface of the shell. This was worked out at the end of
Sec. 16.4, and ignoring terms that disappear in the limit s0 → 0, we obtain
q
〈
Φµ
〉
= −(δm)aµ − 1
12
(1 − 6ξ)q2Ruµ + q2
(
gµν + uµuν
)(1
3
a˙ν +
1
6
Rνλu
λ
)
+ qΦtailµ , (16.6.1)
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where
δm ≡ lim
s0→0
q2
3s0
(16.6.2)
is formally a divergent quantity and
qΦtailµ = q
2
∫ τ−
−∞
∇µG+
(
z(τ), z(τ ′)
)
dτ ′ (16.6.3)
is the tail part of the force; all tensors in Eq. (16.6.1) are evaluated at an arbitrary point z(τ) on the world
line.
Substituting Eqs. (16.6.1) and (16.6.3) into Eq. (16.1.7) gives rise to the equations of motion
(
m+ δm)aµ = q2
(
δµν + u
µuν
)[1
3
a˙ν +
1
6
Rνλu
λ +
∫ τ−
−∞
∇νG+
(
z(τ), z(τ ′)
)
dτ ′
]
(16.6.4)
for the scalar charge, with m ≡ m0 − qΦ(z) denoting the (also formally divergent) dynamical mass of the
particle. We see that m and δm combine in Eq. (16.6.4) to form the particle’s observed mass mobs, which
is taken to be finite and to give a true measure of the particle’s inertia. All diverging quantities have
thus disappeared into the process of mass renormalization. Substituting Eqs. (16.6.1) and (16.6.3) into
Eq. (16.1.8), in which we replace m by mobs = m+ δm, returns an expression for the rate of change of the
observed mass,
dmobs
dτ
= − 1
12
(1− 6ξ)q2R− q2uµ
∫ τ−
−∞
∇µG+
(
z(τ), z(τ ′)
)
dτ ′. (16.6.5)
That the observed mass is not conserved is a remarkable property of the dynamics of a scalar charge in a
curved spacetime. Physically, this corresponds to the fact that in a spacetime with a time-dependent metric,
a scalar charge radiates monopole waves and the radiated energy comes at the expense of the particle’s
inertial mass.
Apart from the term proportional to δm, the averaged field of Eq. (16.6.1) has exactly the same form as
the radiative field of Eq. (16.5.12), which we re-express as
qΦRµ = −
1
12
(1− 6ξ)q2Ruµ + q2
(
gµν + uµuν
)(1
3
a˙ν +
1
6
Rνλu
λ
)
+ qΦtailµ . (16.6.6)
The force acting on the point particle can therefore be thought of as originating from the (smooth) radia-
tive field, while the singular field simply contributes to the particle’s inertia. After mass renormalization,
Eqs. (16.6.4) and (16.6.5) are equivalent to the statements
maµ = q
(
gµν + uµuν
)
ΦRν (z),
dm
dτ
= −quµΦRµ (z), (16.6.7)
where we have dropped the superfluous label “obs” on the particle’s observed mass. Another argument
in support of the claim that the motion of the particle should be affected by the radiative field only was
presented in Sec. 13.5.
The equations of motion displayed in Eqs. (16.6.4) and (16.6.5) are third-order differential equations for
the functions zµ(τ). It is well known that such a system of equations admits many unphysical solutions, such
as runaway situations in which the particle’s acceleration increases exponentially with τ , even in the absence
of any external force [1, 8, 10]. And indeed, our equations of motion do not yet incorporate an external
force which presumably is mostly responsible for the particle’s acceleration. Both defects can be cured in
one stroke. We shall take the point of view, the only admissible one in a classical treatment, that a point
particle is merely an idealization for an extended object whose internal structure — the details of its charge
distribution — can be considered to be irrelevant. This view automatically implies that our equations are
meant to provide only an approximate description of the object’s motion. It can then be shown [10,11] that
within the context of this approximation, it is consistent to replace, on the right-hand side of the equations
of motion, any occurrence of the acceleration vector by fµext/m, where f
µ
ext is the external force acting on the
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particle. Because fµext is a prescribed quantity, differentiation of the external force does not produce higher
derivatives of the functions zµ(τ), and the equations of motion are properly of the second order.
We shall therefore write, in the final analysis, the equations of motion in the form
m
Duµ
dτ
= fµext + q
2
(
δµν + u
µuν
)[ 1
3m
Dfνext
dτ
+
1
6
Rνλu
λ +
∫ τ−
−∞
∇νG+
(
z(τ), z(τ ′)
)
dτ ′
]
(16.6.8)
and
dm
dτ
= − 1
12
(1− 6ξ)q2R− q2uµ
∫ τ−
−∞
∇µG+
(
z(τ), z(τ ′)
)
dτ ′, (16.6.9)
where m denotes the observed inertial mass of the scalar charge, and where all tensors are evaluated at z(τ).
We recall that the tail integration must be cut short at τ ′ = τ− ≡ τ − 0+ to avoid the singular behaviour
of the retarded Green’s function at coincidence; this procedure was justified at the beginning of Sec. 16.3.
Equations (16.6.8) and (16.6.9) were first derived by Theodore C. Quinn in 2000 [7]. In his paper Quinn also
establishes that the total work done by the scalar self-force matches the amount of energy radiated away by
the particle.
17 Motion of an electric charge
17.1 Dynamics of a point electric charge
A point particle carries an electric charge e and moves on a world line γ described by relations zµ(λ), in
which λ is an arbitrary parameter. The particle generates a vector potential Aα(x) and an electromagnetic
field Fαβ(x) = ∇αAβ −∇βAα. The dynamics of the entire system is governed by the action
S = Sfield + Sparticle + Sinteraction, (17.1.1)
where Sfield is an action functional for a free electromagnetic field in a spacetime with metric gαβ, Sparticle
is the action of a free particle moving on a world line γ in this spacetime, and Sinteraction is an interaction
term that couples the field to the particle.
The field action is given by
Sfield = − 1
16π
∫
FαβF
αβ√−g d4x, (17.1.2)
where the integration is over all of spacetime. The particle action is
Sparticle = −m
∫
γ
dτ, (17.1.3)
where m is the bare mass of the particle and dτ =
√−gµν(z)z˙µz˙ν dλ is the differential of proper time along
the world line; we use an overdot to indicate differentiation with respect to the parameter λ. Finally, the
interaction term is given by
Sinteraction = e
∫
γ
Aµ(z)z˙
µ dλ = e
∫
Aα(x)g
α
µ(x, z)z˙
µδ4(x, z)
√−g d4xdλ. (17.1.4)
Notice that both Sparticle and Sinteraction are invariant under a reparameterization λ → λ′(λ) of the world
line.
Demanding that the total action be stationary under a variation δAα(x) of the vector potential yields
Maxwell’s equations
Fαβ;β = 4πj
α (17.1.5)
with a current density jα(x) defined by
jα(x) = e
∫
γ
gαµ(x, z)z˙
µδ4(x, z) dλ. (17.1.6)
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These equations determine the electromagnetic field Fαβ once the motion of the electric charge is specified.
On the other hand, demanding that the total action be stationary under a variation δzµ(λ) of the world line
yields the equations of motion
m
Duµ
dτ
= eFµν(z)u
ν (17.1.7)
for the electric charge. We have adopted τ as the parameter on the world line, and introduced the four-
velocity uµ(τ) ≡ dzµ/dτ .
The electromagnetic field Fαβ is invariant under a gauge transformation of the form Aα → Aα+∇αΛ, in
which Λ(x) is an arbitrary scalar function. This function can always be chosen so that the vector potential
satisfies the Lorenz gauge condition,
∇αAα = 0. (17.1.8)
Under this condition the Maxwell equations of Eq. (17.1.5) reduce to a wave equation for the vector potential,
Aα −RαβAβ = −4πjα, (17.1.9)
where  = gαβ∇α∇β is the wave operator and Rαβ is the Ricci tensor. Having adopted τ as the parameter
on the world line, we can re-express the current density of Eq. (17.1.6) as
jα(x) = e
∫
γ
gαµ(x, z)u
µδ4(x, z) dτ, (17.1.10)
and we shall use Eqs. (17.1.9) and (17.1.10) to determine the electromagnetic field of a point electric charge.
The motion of the particle is in principle determined by Eq. (17.1.7), but because the vector potential
obtained from Eq. (17.1.9) is singular on the world line, these equations have only formal validity. Before
we can make sense of them we will have to analyze the field’s singularity structure near the world line. The
calculations to be carried out parallel closely those presented in Sec. 16 for the case of a scalar charge; the
details will therefore be kept to a minimum and the reader is referred to Sec. 16 for additional information.
17.2 Retarded potential near the world line
The retarded solution to Eq. (17.1.9) is Aα(x) =
∫
G α+β′(x, x
′)jβ
′
(x′)
√
g′ d4x′, where G α+β′(x, x
′) is the
retarded Green’s function introduced in Sec. 14. After substitution of Eq. (17.1.10) we obtain
Aα(x) = e
∫
γ
G α+µ(x, z)u
µ dτ, (17.2.1)
in which zµ(τ) gives the description of the world line γ and uµ(τ) = dzµ/dτ . Because the retarded Green’s
function is defined globally in the entire spacetime, Eq. (17.2.1) applies to any field point x.
We now specialize Eq. (17.2.1) to a point x close to the world line. We let N (x) be the normal convex
neighbourhood of this point, and we assume that the world line traverses N (x); refer back to Fig. 9. As in
Sec. 16.2 we let τ< and τ> be the values of the proper-time parameter at which γ enters and leaves N (x),
respectively. Then Eq. (17.2.1) can be expressed as
Aα(x) = e
∫ τ<
−∞
G α+µ(x, z)u
µ dτ + e
∫ τ>
τ<
G α+µ(x, z)u
µ dτ + e
∫ ∞
τ>
G α+µ(x, z)u
µ dτ.
The third integration vanishes because x is then in the past of z(τ), and G α+µ(x, z) = 0. For the second
integration, x is the normal convex neighbourhood of z(τ), and the retarded Green’s function can be expressed
in the Hadamard form produced in Sec. 14.2. This gives∫ τ>
τ<
G α+µ(x, z)u
µ dτ =
∫ τ>
τ<
Uαµ(x, z)u
µδ+(σ) dτ +
∫ τ>
τ<
V αµ(x, z)u
µθ+(−σ) dτ,
and to evaluate this we let x′ ≡ z(u) be the retarded point associated with x; these points are related by
σ(x, x′) = 0 and r ≡ σα′uα′ is the retarded distance between x and the world line. To perform the first
integration we change variables from τ to σ, noticing that σ increases as z(τ) passes through x′; the integral
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evaluates to Uαβ′u
β′/r. The second integration is cut off at τ = u by the step function, and we obtain our
final expression for the vector potential of a point electric charge:
Aα(x) =
e
r
Uαβ′(x, x
′)uβ
′
+ e
∫ u
τ<
V αµ(x, z)u
µ dτ + e
∫ τ<
−∞
G α+µ(x, z)u
µ dτ. (17.2.2)
This expression applies to a point x sufficiently close to the world line that there exists a nonempty inter-
section between N (x) and γ.
17.3 Electromagnetic field in retarded coordinates
When we differentiate the vector potential of Eq. (17.2.2) we must keep in mind that a variation in x induces
a variation in x′, because the new points x+ δx and x′ + δx′ must also be linked by a null geodesic. Taking
this into account, we find that the gradient of the vector potential is given by
∇βAα(x) = − e
r2
Uαβ′u
β′∂βr +
e
r
Uαβ′;βu
β′ +
e
r
(
Uαβ′;γ′u
β′uγ
′
+ Uαβ′a
β′
)
∂βu+ eVαβ′u
β′∂βu+A
tail
αβ (x),
(17.3.1)
where the “tail integral” is defined by
Atailαβ (x) = e
∫ u
τ<
∇βVαµ(x, z)uµ dτ + e
∫ τ<
−∞
∇βG+αµ(x, z)uµ dτ
= e
∫ u−
−∞
∇βG+αµ(x, z)uµ dτ. (17.3.2)
The second form of the definition, in which we integrate the gradient of the retarded Green’s function from
τ = −∞ to τ = u− ≡ u − 0+ to avoid the singular behaviour of the retarded Green’s function at σ = 0, is
equivalent to the first form.
We shall now expand Fαβ = ∇αAβ−∇βAα in powers of r, and express the result in terms of the retarded
coordinates (u, r,Ωa) introduced in Sec. 9. It will be convenient to decompose the electromagnetic field in
the tetrad (eα0 , e
α
a ) that is obtained by parallel transport of (u
α′ , eα
′
a ) on the null geodesic that links x to
x′ ≡ z(u); this construction is detailed in Sec. 9. Note that throughout this section we set ωab = 0, where ωab
is the rotation tensor defined by Eq. (9.1.1): the tetrad vectors eα
′
a are taken to be Fermi-Walker transported
on γ. We recall from Eq. (9.1.4) that the parallel propagator can be expressed as gα
′
α = u
α′e0α + e
α′
a e
a
α. The
expansion relies on Eq. (9.5.3) for ∂αu, Eq. (9.5.5) for ∂αr, and we shall need
Uαβ′u
β′ = gα
′
α
[
uα′ +
1
12
r2
(
R00 + 2R0aΩ
a +RabΩ
aΩb
)
uα′ +O(r
3)
]
, (17.3.3)
which follows from Eq. (14.2.7) and the relation σα
′
= −r(uα′ +Ωaeα′a ) first encountered in Eq. (9.2.3). We
shall also need the expansions
Uαβ′;βu
β′ = −1
2
rgα
′
αg
β′
β
[
Rα′0β′0 +Rα′0β′cΩ
c − 1
3
(
Rβ′0 +Rβ′cΩ
c
)
uα′ +O(r)
]
(17.3.4)
and
Uαβ′;γ′u
β′uγ
′
+ Uαβ′a
β′ = gα
′
α
[
aα′ +
1
2
rRα′0b0Ω
b − 1
6
r
(
R00 +R0bΩ
b
)
uα′ +O(r
2)
]
(17.3.5)
that follow from Eqs. (14.2.7)–(14.2.9). And finally, we shall need
Vαβ′u
β′ = −1
2
gα
′
α
[
Rα′0 − 1
6
Ruα′ +O(r)
]
, (17.3.6)
a relation that was first established in Eq. (14.2.11).
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Collecting all these results gives
Fa0(u, r,Ω
a) ≡ Fαβ(x)eαa (x)eβ0 (x)
=
e
r2
Ωa − e
r
(
aa − abΩbΩa
)
+
1
3
eRb0c0Ω
bΩcΩa − 1
6
e
(
5Ra0b0Ω
b +Rab0cΩ
bΩc
)
+
1
12
e
(
5R00 +RbcΩ
bΩc +R
)
Ωa +
1
3
eRa0 − 1
6
eRabΩ
b + F taila0 +O(r), (17.3.7)
Fab(u, r,Ω
a) ≡ Fαβ(x)eαa (x)eβb (x)
=
e
r
(
aaΩb − Ωaab
)
+
1
2
e
(
Ra0bc −Rb0ac +Ra0c0Ωb − ΩaRb0c0
)
Ωc
− 1
2
e
(
Ra0Ωb − ΩaRb0
)
+ F tailab +O(r), (17.3.8)
where
F taila0 = F
tail
α′β′(x
′)eα
′
a u
β′ , F tailab = F
tail
α′β′(x
′)eα
′
a e
β′
b (17.3.9)
are the frame components of the tail integral; this is obtained from Eq. (17.3.2) evaluated at x′:
F tailα′β′(x
′) = 2e
∫ u−
−∞
∇[α′G+β′]µ(x′, z)uµ dτ. (17.3.10)
It should be emphasized that in Eqs. (17.3.7) and (17.3.8), all frame components are evaluated at the retarded
point x′ ≡ z(u) associated with x; for example, aa ≡ aa(u) ≡ aα′eα′a . It is clear from these equations that
the electromagnetic field Fαβ(x) is singular on the world line.
17.4 Electromagnetic field in Fermi normal coordinates
We now wish to express the electromagnetic field in the Fermi normal coordinates of Sec. 8; as before those
will be denoted (t, s, ωa). The translation will be carried out as in Sec. 16.4, and we will decompose the field
in the tetrad (e¯α0 , e¯
α
a ) that is obtained by parallel transport of (u
α¯, eα¯a ) on the spacelike geodesic that links x
to the simultaneous point x¯ ≡ z(t).
Our first task is to decompose Fαβ(x) in the tetrad (e¯
α
0 , e¯
α
a ), thereby defining F¯a0 ≡ Fαβ e¯αa e¯β0 and
F¯ab ≡ Fαβ e¯αa e¯βb . For this purpose we use Eqs. (10.3.1), (10.3.2), (17.3.7), and (17.3.8) to obtain
F¯a0 =
e
r2
Ωa − e
r
(
aa − abΩbΩa
)
+
1
2
eabΩ
baa +
1
2
ea˙0Ωa − 5
6
eRa0b0Ω
b +
1
3
eRb0c0Ω
bΩcΩa
+
1
3
eRab0cΩ
bΩc +
1
12
e
(
5R00 +RbcΩ
bΩc +R
)
Ωa +
1
3
eRa0 − 1
6
eRabΩ
b + F¯ taila0 +O(r)
and
F¯ab =
1
2
e
(
Ωaa˙b − a˙aΩb
)
+
1
2
e
(
Ra0bc −Rb0ac
)
Ωc − 1
2
e
(
Ra0Ωb − ΩaRb0
)
+ F¯ tailab + O(r),
where all frame components are still evaluated at x′, except for
F¯ taila0 ≡ F tailα¯β¯ (x¯)eα¯auβ¯, F¯ tailab ≡ F tailα¯β¯ (x¯)eα¯aeβ¯b ,
which are evaluated at x¯.
We must still translate these results into the Fermi normal coordinates (t, s, ωa). For this we involve
Eqs. (10.2.1), (10.2.2), and (10.2.3), and we recycle some computations that were first carried out in Sec. 16.4.
After some algebra, we arrive at
F¯a0(t, s, ω
a) ≡ Fαβ(x)e¯αa (x)e¯β0 (x)
=
e
s2
ωa − e
2s
(
aa + abω
bωa
)
+
3
4
eabω
baa +
3
8
e
(
abω
b
)2
ωa +
3
8
ea˙0ωa +
2
3
ea˙a
− 2
3
eRa0b0ω
b − 1
6
eRb0c0ω
bωcωa +
1
12
e
(
5R00 +Rbcω
bωc +R
)
ωa
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+
1
3
eRa0 − 1
6
eRabω
b + F¯ taila0 +O(s), (17.4.1)
F¯ab(t, s, ω
a) ≡ Fαβ(x)e¯αa (x)e¯βb (x)
=
1
2
e
(
ωaa˙b − a˙aωb
)
+
1
2
e
(
Ra0bc −Rb0ac
)
ωc − 1
2
e
(
Ra0ωb − ωaRb0
)
+ F¯ tailab +O(s), (17.4.2)
where all frame components are now evaluated at x¯ ≡ z(t); for example, aa ≡ aa(t) ≡ aα¯eα¯a .
Our next task is to compute the averages of F¯a0 and F¯ab over S(t, s), a two-surface of constant t and s.
These are defined by
〈
F¯a0
〉
(t, s) =
1
A
∮
S(t,s)
F¯a0(t, s, ω
a) dA, 〈F¯ab〉(t, s) = 1A
∮
S(t,s)
F¯ab(t, s, ω
a) dA, (17.4.3)
where dA is the element of surface area on S(t, s), and A = ∮ dA. Using the methods developed in Sec. 16.4,
we find
〈
F¯a0
〉
= −2e
3s
aa +
2
3
ea˙a +
1
3
eRa0 + F¯
tail
a0 +O(s), (17.4.4)〈
F¯ab
〉
= F¯ tailab +O(s). (17.4.5)
The averaged field is singular on the world line, but we nevertheless take the formal limit s → 0 of the
expressions displayed in Eqs. (17.4.4) and (17.4.5). In the limit the tetrad (e¯α0 , e¯
α
a ) becomes (u
α¯, eα¯a ), and we
can easily reconstruct the field at x¯ from its frame components. We thus obtain
〈
Fα¯β¯
〉
= lim
s→0
(
−4e
3s
)
u[α¯aβ¯] + 2eu[α¯
(
gβ¯]γ¯ + uβ¯]uγ¯
)(2
3
a˙γ¯ +
1
3
Rγ¯
δ¯
uδ¯
)
+ F tailα¯β¯ , (17.4.6)
where the tail term can be copied from Eq. (17.3.10),
F tailα¯β¯ (x¯) = 2e
∫ t−
−∞
∇[α¯G+β¯]µ(x¯, z)uµ dτ. (17.4.7)
The tensors appearing in Eq. (17.4.6) all refer to x¯ ≡ z(t), which now stands for an arbitrary point on the
world line γ.
17.5 Singular and radiative fields
The singular vector potential
AαS (x) = e
∫
γ
G αSµ(x, z)u
µ dτ (17.5.1)
is the (unphysical) solution to Eqs. (17.1.9) and (17.1.10) that is obtained by adopting the singular Green’s
function of Eq. (14.4.5) instead of the retarded Green’s function. We will see that the singular field F Sαβ
reproduces the singular behaviour of the retarded solution, and that the difference, FRαβ = Fαβ − F Sαβ , is
smooth on the world line.
To evaluate the integral of Eq. (17.5.1) we assume once more that x is sufficiently close to γ that the
world line traverses N (x); refer back to Fig. 9. As before we let τ< and τ> be the values of the proper-time
parameter at which γ enters and leaves N (x), respectively. Then Eq. (17.5.1) becomes
AαS (x) = e
∫ τ<
−∞
G αSµ(x, z)u
µ dτ + e
∫ τ>
τ<
G αSµ(x, z)u
µ dτ + e
∫ ∞
τ>
G αSµ(x, z)u
µ dτ.
The first integration vanishes because x is then in the chronological future of z(τ), and G αS µ(x, z) = 0 by
Eq. (14.4.8). Similarly, the third integration vanishes because x is then in the chronological past of z(τ).
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For the second integration, x is the normal convex neighbourhood of z(τ), the singular Green’s function can
be expressed in the Hadamard form of Eq. (14.4.14), and we have∫ τ>
τ<
G αSµ(x, z)u
µ dτ =
1
2
∫ τ>
τ<
Uαµ(x, z)u
µδ+(σ) dτ +
1
2
∫ τ>
τ<
Uαµ(x, z)u
µδ−(σ) dτ
− 1
2
∫ τ>
τ<
V αµ(x, z)u
µθ(σ) dτ.
To evaluate these we let x′ ≡ z(u) and x′′ ≡ z(v) be the retarded and advanced points associated with x,
respectively. To perform the first integration we change variables from τ to σ, noticing that σ increases as
z(τ) passes through x′; the integral evaluates to Uαβ′u
β′/r. We do the same for the second integration, but
we notice now that σ decreases as z(τ) passes through x′′; the integral evaluates to Uαβ′′u
β′′/radv, where
radv ≡ −σα′′uα′′ is the advanced distance between x and the world line. The third integration is restricted
to the interval u ≤ τ ≤ v by the step function, and we obtain the expression
AαS (x) =
e
2r
Uαβ′u
β′ +
e
2radv
Uαβ′′u
β′′ − 1
2
e
∫ v
u
V αµ(x, z)u
µ dτ (17.5.2)
for the singular vector potential.
Differentiation of Eq. (17.5.2) yields
∇βASα(x) = −
e
2r2
Uαβ′u
β′∂βr − e
2radv2
Uαβ′′u
β′′∂βradv +
e
2r
Uαβ′;βu
β′
+
e
2r
(
Uαβ′;γ′u
β′uγ
′
+ Uαβ′a
β′
)
∂βu+
e
2radv
Uαβ′′;βu
β′′
+
e
2radv
(
Uαβ′′;γ′′u
β′′uγ
′′
+ Uαβ′′a
β′′
)
∂βv +
1
2
eVαβ′u
β′∂βu
− 1
2
eVαβ′′u
β′′∂βv − 1
2
e
∫ v
u
∇βVαµ(x, z)uµ dτ, (17.5.3)
and we would like to express this as an expansion in powers of r. For this we will rely on results already
established in Sec. 17.3, as well as additional expansions that will involve the advanced point x′′. We recall
that a relation between retarded and advanced times was worked out in Eq. (10.4.2), that an expression for
the advanced distance was displayed in Eq. (10.4.3), and that Eqs. (10.4.4) and (10.4.5) give expansions for
∂αv and ∂αradv, respectively.
To derive an expansion for Uαβ′′u
β′′ we follow the general method of Sec. 10.4 and introduce the functions
Uα(τ) ≡ Uαµ(x, z)uµ. We have that
Uαβ′′u
β′′ ≡ Uα(v) = Uα(u) + U˙α(u)∆′ + 1
2
U¨α(u)∆
′2 +O
(
∆′3
)
,
where overdots indicate differentiation with respect to τ , and ∆′ ≡ v−u. The leading term Uα(u) ≡ Uαβ′uβ′
was worked out in Eq. (17.3.3), and the derivatives of Uα(τ) are given by
U˙α(u) = Uαβ′;γ′u
β′uγ
′
+ Uαβ′a
β′ = gα
′
α
[
aα′ +
1
2
rRα′0b0Ω
b − 1
6
r
(
R00 +R0bΩ
b
)
uα′ +O(r
2)
]
and
U¨α(u) = Uαβ′;γ′δ′u
β′uγ
′
uδ
′
+ Uαβ′;γ′
(
2aβ
′
uγ
′
+ uβ
′
aγ
′)
+ Uαβ′ a˙
β′ = gα
′
α
[
a˙α′ +
1
6
R00uα′ +O(r)
]
,
according to Eqs. (17.3.5) and (14.2.9). Combining these results together with Eq. (10.4.2) for ∆′ gives
Uαβ′′u
β′′ = gα
′
α
[
uα′ + 2r
(
1− rabΩb
)
aα′ + 2r
2a˙α′ + r
2Rα′0b0Ω
b
+
1
12
r2
(
R00 − 2R0aΩa +RabΩaΩb
)
uα′ +O(r
3)
]
, (17.5.4)
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which should be compared with Eq. (17.3.3). It should be emphasized that in Eq. (17.5.4) and all equations
below, all frame components are evaluated at the retarded point x′, and not at the advanced point. The
preceding computation gives us also an expansion for
Uαβ′′;γ′′u
β′′uγ
′′
+ Uαβ′′a
β′′ ≡ U˙α(v) = U˙α(u) + U¨α(u)∆′ +O(∆′2),
which becomes
Uαβ′′;γ′′u
β′′uγ
′′
+ Uαβ′′a
β′′ = gα
′
α
[
aα′ + 2ra˙α′ +
1
2
rRα′0b0Ω
b +
1
6
r
(
R00 −R0bΩb
)
uα′ +O(r
2)
]
, (17.5.5)
and which should be compared with Eq. (17.3.5).
We proceed similarly to derive an expansion for Uαβ′′;βu
β′′ . Here we introduce the functions Uαβ(τ) ≡
Uαµ;βu
µ and express Uαβ′′;βu
β′′ as Uαβ(v) = Uαβ(u) + U˙αβ(u)∆
′ + O(∆′2). The leading term Uαβ(u) ≡
Uαβ′;βu
β′ was computed in Eq. (17.3.4), and
U˙αβ(u) = Uαβ′;βγ′u
β′uγ
′
+ Uαβ′;βa
β′ =
1
2
gα
′
αg
β′
β
[
Rα′0β′0 − 1
3
uα′Rβ′0 +O(r)
]
follows from Eq. (14.2.8). Combining these results together with Eq. (10.4.2) for ∆′ gives
Uαβ′′;βu
β′′ =
1
2
rgα
′
αg
β′
β
[
Rα′0β′0 −Rα′0β′cΩc − 1
3
(
Rβ′0 −Rβ′cΩc
)
uα′ +O(r)
]
, (17.5.6)
and this should be compared with Eq. (17.3.4). The last expansion we shall need is
Vαβ′′u
β′′ = −1
2
gα
′
α
[
Rα′0 − 1
6
Ruα′ +O(r)
]
, (17.5.7)
which follows at once from Eq. (17.3.6).
It is now a straightforward (but still tedious) matter to substitute these expansions into Eq. (17.5.3) to
obtain the projections of the singular electromagnetic field F Sαβ = ∇αASβ −∇βASα in the same tetrad (eα0 , eαa )
that was employed in Sec. 17.3. This gives
F Sa0(u, r,Ω
a) ≡ F Sαβ(x)eαa (x)eβ0 (x)
=
e
r2
Ωa − e
r
(
aa − abΩbΩa
)− 2
3
ea˙a +
1
3
eRb0c0Ω
bΩcΩa − 1
6
e
(
5Ra0b0Ω
b +Rab0cΩ
bΩc
)
+
1
12
e
(
5R00 +RbcΩ
bΩc +R
)
Ωa − 1
6
eRabΩ
b +O(r), (17.5.8)
F Sab(u, r,Ω
a) ≡ F Sαβ(x)eαa (x)eβb (x)
=
e
r
(
aaΩb − Ωaab
)
+
1
2
e
(
Ra0bc −Rb0ac +Ra0c0Ωb − ΩaRb0c0
)
Ωc
− 1
2
e
(
Ra0Ωb − ΩaRb0
)
+O(r), (17.5.9)
in which all frame components are evaluated at the retarded point x′. Comparison of these expressions with
Eqs. (17.3.7) and (17.3.8) reveals that the retarded and singular fields share the same singularity structure.
The difference between the retarded field of Eqs. (17.3.7), (17.3.8) and the singular field of Eqs. (17.5.8),
(17.5.9) defines the radiative field FRαβ(x). Its tetrad components are
FRa0 =
2
3
ea˙a +
1
3
eRa0 + F
tail
a0 + O(r), (17.5.10)
FRab = F
tail
ab +O(r), (17.5.11)
and we see that FRαβ is a smooth tensor field on the world line. There is therefore no obstacle in evaluating
the radiative field directly at x = x′, where the tetrad (eα0 , e
α
a ) becomes (u
α′ , eα
′
a ). Reconstructing the field
at x′ from its frame components, we obtain
FRα′β′(x
′) = 2eu[α′
(
gβ′]γ′ + uβ′]uγ′
)(2
3
a˙γ
′
+
1
3
Rγ
′
δ′u
δ′
)
+ F tailα′β′ , (17.5.12)
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where the tail term can be copied from Eq. (17.3.10),
F tailα′β′(x
′) = 2e
∫ u−
−∞
∇[α′G+β′]µ(x′, z)uµ dτ. (17.5.13)
The tensors appearing in Eq. (17.5.12) all refer to the retarded point x′ ≡ z(u), which now stands for an
arbitrary point on the world line γ.
17.6 Equations of motion
The retarded field Fαβ of a point electric charge is singular on the world line, and this behaviour makes
it difficult to understand how the field is supposed to act on the particle and exert a force. The field’s
singularity structure was analyzed in Secs. 17.3 and 17.4, and in Sec. 17.5 it was shown to originate from
the singular field F Sαβ ; the radiative field F
R
αβ = Fαβ − F Sαβ was then shown to be smooth on the world line.
To make sense of the retarded field’s action on the particle we follow the discussion of Sec. 16.6 and
temporarily picture the electric charge as a spherical hollow shell; the shell’s radius is s0 in Fermi normal
coordinates, and it is independent of the angles contained in the unit vector ωa. The net force acting at
proper time τ on this shell is proportional to the average of Fαβ(τ, s0, ω
a) over the shell’s surface. This was
worked out at the end of Sec. 17.4, and ignoring terms that disappear in the limit s0 → 0, we obtain
e
〈
Fµν
〉
uν = −(δm)aµ + e2
(
gµν + uµuν
)(2
3
a˙ν +
1
3
Rνλu
λ
)
+ eF tailµν u
ν , (17.6.1)
where
δm ≡ lim
s0→0
2e2
3s0
(17.6.2)
is formally a divergent quantity and
eF tailµν u
ν = 2e2uν
∫ τ−
−∞
∇[µG+ν]λ′
(
z(τ), z(τ ′)
)
uλ
′
dτ ′ (17.6.3)
is the tail part of the force; all tensors in Eq. (17.6.1) are evaluated at an arbitrary point z(τ) on the world
line.
Substituting Eqs. (17.6.1) and (17.6.3) into Eq. (17.1.7) gives rise to the equations of motion
(
m+ δm)aµ = e2
(
δµν + u
µuν
)(2
3
a˙ν +
1
3
Rνλu
λ
)
+ 2e2uν
∫ τ−
−∞
∇[µG ν]+ λ′
(
z(τ), z(τ ′)
)
uλ
′
dτ ′ (17.6.4)
for the electric charge, with m denoting the (also formally divergent) bare mass of the particle. We see that
m and δm combine in Eq. (17.6.4) to form the particle’s observed mass mobs, which is finite and gives a true
measure of the particle’s inertia. All diverging quantities have thus disappeared into the procedure of mass
renormalization.
Apart from the term proportional to δm, the averaged force of Eq. (17.6.1) has exactly the same form as
the force that arises from the radiative field of Eq. (17.5.12), which we express as
eFRµνu
ν = e2
(
gµν + uµuν
)(2
3
a˙ν +
1
3
Rνλu
λ
)
+ eF tailµν u
ν . (17.6.5)
The force acting on the point particle can therefore be thought of as originating from the (smooth) radia-
tive field, while the singular field simply contributes to the particle’s inertia. After mass renormalization,
Eq. (17.6.4) is equivalent to the statement
maµ = eF
R
µν(z)u
ν, (17.6.6)
where we have dropped the superfluous label “obs” on the particle’s observed mass.
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For the final expression of the equations of motion we follow the discussion of Sec. 16.6 and allow an
external force fµext to act on the particle, and we replace, on the right-hand side of the equations, the
acceleration vector by fµext/m. This produces
m
Duµ
dτ
= fµext+ e
2
(
δµν + u
µuν
)( 2
3m
Dfνext
dτ
+
1
3
Rνλu
λ
)
+2e2uν
∫ τ−
−∞
∇[µG ν]+ λ′
(
z(τ), z(τ ′)
)
uλ
′
dτ ′, (17.6.7)
in which m denotes the observed inertial mass of the electric charge and all tensors are evaluated at z(τ),
the current position of the particle on the world line; the primed indices in the tail integral refer to the point
z(τ ′), which represents a prior position. We recall that the integration must be cut short at τ ′ = τ− ≡ τ−0+
to avoid the singular behaviour of the retarded Green’s function at coincidence; this procedure was justified
at the beginning of Sec. 17.3. Equation (17.6.7) was first derived (without the Ricci-tensor term) by Bryce
S. DeWitt and Robert W. Brehme in 1960 [3], and then corrected by J.M. Hobbs in 1968 [4]. An alternative
derivation was produced by Theodore C. Quinn and Robert M. Wald in 1997 [6]. In a subsequent publication
[52], Quinn and Wald proved that the total work done by the electromagnetic self-force matches the energy
radiated away by the particle.
18 Motion of a point mass
18.1 Dynamics of a point mass
In this section we consider the motion of a point particle of mass m subjected to its own gravitational
field. The particle moves on a world line γ in a curved spacetime whose background metric gαβ is assumed
to be a vacuum solution to the Einstein field equations. We shall suppose that m is small, so that the
perturbation hαβ created by the particle can also be considered to be small; it will obey a linear wave
equation in the background spacetime. This linearization of the field equations will allow us to fit the
problem of determining the motion of a point mass within the framework developed in Secs. 16 and 17, and
we shall obtain the equations of motion by following the same general line of reasoning. We shall find that γ
is not a geodesic of the background spacetime because hαβ acts on the particle and induces an acceleration
of order m; the motion is geodesic in the test-mass limit only.
Our discussion in this first subsection is largely formal: as in Secs. 16.1 and 17.1 we insert the point
particle in the background spacetime and ignore the fact that the field it produces is singular on the world
line. To make sense of the formal equations of motion will be our goal in the following subsections. The
problem of determining the motion of a small mass in a background spacetime will be reconsidered in Sec. 19
from a different and more satisfying premise: there the small body will be modeled as a black hole instead
of as a point particle, and the singular behaviour of the perturbation will automatically be eliminated.
Let a point particle of mass m move on a world line γ in a curved spacetime with metric gαβ. This is
the total metric of the perturbed spacetime, and it depends on m as well as all other relevant parameters.
At a later stage of the discussion the total metric will be broken down into a “background” part gαβ that is
independent of m, and a “perturbation” part hαβ that is proportional to m. The world line is described by
relations zµ(λ) in which λ is an arbitrary parameter — this will later be identified with proper time τ in the
background spacetime. In this and the following sections we will use sans-serif symbols to denote tensors that
refer to the perturbed spacetime; tensors in the background spacetime will be denoted, as usual, by italic
symbols.
The particle’s action functional is
Sparticle = −m
∫
γ
√−gµν z˙µz˙ν dλ (18.1.1)
where z˙µ = dzµ/dλ is tangent to the world line and the metric is evaluated at z. We assume that the particle
provides the only source of matter in the spacetime — an explanation will be provided at the end of this
subsection — so that the Einstein field equations take the form of
Gαβ = 8πTαβ , (18.1.2)
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where Gαβ is the Einstein tensor constructed from gαβ and
Tαβ(x) = m
∫
γ
gαµ(x, z)g
β
ν(x, z)z˙
µz˙ν√−gµν z˙µz˙ν δ4(x, z) dλ (18.1.3)
is the particle’s stress-energy tensor, obtained by functional differentiation of Sparticle with respect to gαβ(x);
the parallel propagators appear naturally by expressing gµν as g
α
µg
β
νgαβ.
On a formal level the metric gαβ is obtained by solving the Einstein field equations, and the world
line is determined by solving the equations of energy-momentum conservation, which follow from the field
equations. From Eqs. (4.3.2), (12.1.3), and (18.1.3) we obtain
∇βTαβ = m
∫
γ
d
dλ
(
gαµz˙
µ√−gµν z˙µz˙ν
)
δ4(x, z) dλ,
and additional manipulations reduce this to
∇βTαβ = m
∫
γ
gαµ√−gµν z˙µz˙ν
(
Dz˙µ
dλ
− kz˙µ
)
δ4(x, z) dλ,
where Dz˙µ/dλ is the covariant acceleration and k is a scalar field on the world line. Energy-momentum
conservation therefore produces the geodesic equation
Dz˙µ
dλ
= kz˙µ, (18.1.4)
and
k ≡ 1√−gµν z˙µz˙ν
d
dλ
√−gµν z˙µz˙ν (18.1.5)
measures the failure of λ to be an affine parameter on the geodesic γ.
At this stage we begin treating m as a formal expansion parameter, and we write
gαβ = gαβ + hαβ +O(m
2), (18.1.6)
with gαβ denoting the m→ 0 limit of the total metric gαβ , and hαβ = O(m) the first-order correction. We
shall refer to gαβ as the “metric of the background spacetime” and to hαβ as the “perturbation” produced
by the particle. We similarly write
Gαβ [g] = Gαβ [g] +Hαβ[g;h] +O(m2) (18.1.7)
for the Einstein tensor, and
Tαβ = Tαβ +O(m2) (18.1.8)
for the particle’s stress-energy tensor. The leading term Tαβ(x) describes the stress-energy tensor of a test
particle of mass m that moves on a world line γ in a background spacetime with metric gαβ. If we choose λ
to be proper time τ as measured in this spacetime, then Eq. (18.1.3) implies
Tαβ(x) = m
∫
γ
gαµ(x, z)g
β
ν(x, z)u
µuνδ4(x, z) dτ, (18.1.9)
where uµ(τ) = dzµ/dτ is the particle’s four-velocity.
We have already stated that the particle is the only source of matter in the spacetime, and the metric gαβ
must therefore be a solution to the vacuum field equations: Gαβ [g] = 0. Equations (18.1.2), (18.1.7), and
(18.1.8) then imply Hαβ [g;h] = 8πTαβ, in which both sides of the equation are of order m. To simplify the
expression of the first-order correction to the Einstein tensor we introduce the trace-reversed gravitational
potentials
γαβ = hαβ − 1
2
(
gγδhγδ
)
gαβ , (18.1.10)
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and we impose the Lorenz gauge condition
γαβ;β = 0. (18.1.11)
Here and below it is understood that indices are lowered and raised with the background metric and its
inverse, respectively, and that covariant differentiation refers to a connection that is compatible with gαβ .
We then have Hαβ = − 12 (γαβ + 2R α βγ δ γγδ) and Eq. (18.1.2) reduces to
γαβ + 2R α βγ δ γ
γδ = −16πTαβ, (18.1.12)
where  = gαβ∇α∇β is the wave operator and Tαβ is defined by Eq. (18.1.9). We have here a linear wave
equation for the potentials γαβ , and this equation can be placed on an equal footing with Eq. (16.1.5) for
the potential Φ associated with a point scalar charge, and Eq. (17.1.9) for the vector potential Aα associated
with a point electric charge.
The equations of motion for the point mass are obtained by substituting the expansion of Eq. (18.1.6) into
Eqs. (18.1.4) and (18.1.5). The perturbed connection is easily computed to be Γαβγ+
1
2 (h
α
β;γ+h
α
γ;β−h ;αβγ ),
and this leads to
Dz˙µ
dτ
=
Duµ
dτ
+
1
2
(
hµν;λ + h
µ
λ;ν − h ;µνλ
)
uνuλ +O(m2),
having once more selected proper time τ (as measured in the background spacetime) as the parameter on
the world line. On the other hand, Eq. (18.1.5) gives
k = −1
2
hνλ;ρu
νuλuρ − hνλuνaλ +O(m2),
where aλ = Duλ/dτ is the particle’s acceleration vector. Since it is clear that the acceleration will be of
order m, the second term can be discarded and we obtain
Duµ
dτ
= −1
2
(
hµν;λ + h
µ
λ;ν − h ;µνλ + uµhνλ;ρuρ
)
uνuλ +O(m2).
Keeping the error term implicit, we shall express this in the equivalent form
Duµ
dτ
= −1
2
(
gµν + uµuν
)(
2hνλ;ρ − hλρ;ν
)
uλuρ, (18.1.13)
which emphasizes the fact that the acceleration is orthogonal to the four-velocity.
It should be clear that Eq. (18.1.13) is valid only in a formal sense, because the potentials obtained
from Eqs. (18.1.12) diverge on the world line. The nonlinearity of the Einstein field equations makes this
problem even worse here than for the scalar and electromagnetic cases, because the singular behaviour of
the perturbation might render meaningless a formal expansion of gαβ in powers of m. Ignoring this issue for
the time being (we shall return to it in Sec. 19), we will proceed as in Secs. 16 and 17 and attempt, with a
careful analysis of the field’s singularity structure, to make sense of these equations.
To conclude this subsection I should explain why it is desirable to restrict our discussion to spacetimes
that contain no matter except for the point particle. Suppose, in contradiction with this assumption, that
the background spacetime contains a distribution of matter around which the particle is moving. (The
corresponding vacuum situation has the particle moving around a black hole. Notice that we are still
assuming that the particle moves in a region of spacetime in which there is no matter; the issue is whether we
can allow for a distribution of matter somewhere else.) Suppose also that the matter distribution is described
by a collection of matter fields Ψ. Then the field equations satisfied by the matter have the schematic form
E[Ψ; g] = 0, and the metric is determined by the Einstein field equations G[g] = 8πM [Ψ; g], in whichM [Ψ; g]
stands for the matter’s stress-energy tensor. We now insert the point particle in the spacetime, and recognize
that this displaces the background solution (Ψ, g) to a new solution (Ψ+ δΨ, g+ δg). The perturbations are
determined by the coupled set of equations E[Ψ+δΨ; g+δg] = 0 andG[g+δg] = 8πM [Ψ+δΨ; g+δg]+8πT [g].
After linearization these take the form of
EΨ · δΨ+ Eg · δg = 0, Gg · δg = 8π
(
MΨ · δΨ+Mg · δg + T
)
,
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where EΨ, Eg, MΦ, and Mg are suitable differential operators acting on the perturbations. This is a coupled
set of partial differential equations for the perturbations δΨ and δg. These equations are linear, but they
are much more difficult to deal with than the single equation for δg that was obtained in the vacuum case.
And although it is still possible to solve the coupled set of equations via a Green’s function technique, the
degree of difficulty is such that we will not attempt this here. We shall, therefore, continue to restrict our
attention to the case of a point particle moving in a vacuum (globally Ricci-flat) background spacetime.
18.2 Retarded potentials near the world line
The retarded solution to Eq. (18.1.12) is γαβ(x) = 4
∫
G αβ+ γ′δ′(x, x
′)T γ
′δ′(x′)
√−g′ d4x′, where G αβ+ γ′δ′(x, x′)
is the retarded Green’s function introduced in Sec. 15. After substitution of the stress-energy tensor of
Eq. (18.1.9) we obtain
γαβ(x) = 4m
∫
γ
G αβ+ µν(x, z)u
µuν dτ, (18.2.1)
in which zµ(τ) gives the description of the world line γ and uµ = dzµ/dτ . Because the retarded Green’s
function is defined globally in the entire background spacetime, Eq. (18.2.1) describes the gravitational
perturbation created by the particle at any point x in that spacetime.
For a more concrete expression we must take x to be in a neighbourhood of the world line. The following
manipulations follow closely those performed in Sec. 16.2 for the case of a scalar charge, and in Sec. 17.2
for the case of an electric charge. Because these manipulations are by now familiar, it will be sufficient here
to present only the main steps. There are two important simplifications that occur in the case of a massive
particle. First, for the purposes of computing γαβ(x) to first order in m, it is sufficient to take the world line
to be a geodesic of the background spacetime: the deviations from geodesic motion that we are in the process
of calculating are themselves of order m and would affect γαβ(x) at order m2 only. We shall therefore be
allowed to set
aµ = 0 = a˙µ (18.2.2)
in our computations. Second, because we take gαβ to be a solution to the vacuum field equations, we are
also allowed to set
Rµν(z) = 0 (18.2.3)
in our computations.
With the understanding that x is close to the world line (refer back to Fig. 9), we substitute the Hadamard
construction of Eq. (15.2.1) into Eq. (18.2.1) and integrate over the portion of γ that is contained in N (x).
The result is
γαβ(x) =
4m
r
Uαβγ′δ′(x, x
′)uγ
′
uδ
′
+ 4m
∫ u
τ<
V αβµν(x, z)u
µuν dτ + 4m
∫ τ<
−∞
G αβ+ µν(x, z)u
µuν dτ, (18.2.4)
in which primed indices refer to the retarded point x′ ≡ z(u) associated with x, r ≡ σα′uα′ is the retarded
distance from x′ to x, and τ< is the proper time at which γ enters N (x) from the past.
In the following subsections we shall refer to γαβ(x) as the gravitational potentials at x produced by a
particle of mass m moving on the world line γ, and to γαβ;γ(x) as the gravitational field at x. To compute
this is our next task.
18.3 Gravitational field in retarded coordinates
Keeping in mind that x′ and x are related by σ(x, x′) = 0, a straightforward computation reveals that the
covariant derivatives of the gravitational potentials are given by
γαβ;γ(x) = −4m
r2
Uαβα′β′u
α′uβ
′
∂γr +
4m
r
Uαβα′β′;γu
α′uβ
′
+
4m
r
Uαβα′β′;γ′u
α′uβ
′
uγ
′
∂γu
+ 4mVαβα′β′u
α′uβ
′
∂γu+ γ
tail
αβγ(x), (18.3.1)
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where the “tail integral” is defined by
γtailαβγ(x) = 4m
∫ u
τ<
∇γVαβµν(x, z)uµuν dτ + 4m
∫ τ<
−∞
∇γG+αβµν(x, z)uµuν dτ
= 4m
∫ u−
−∞
∇γG+αβµν(x, z)uµuν dτ. (18.3.2)
The second form of the definition, in which the integration is cut short at τ = u− ≡ u − 0+ to avoid the
singular behaviour of the retarded Green’s function at σ = 0, is equivalent to the first form.
We wish to express γαβ;γ(x) in the retarded coordinates of Sec. 9, as an expansion in powers of r. For this
purpose we decompose the field in the tetrad (eα0 , e
α
a ) that is obtained by parallel transport of (u
α′ , eα
′
a ) on
the null geodesic that links x to x′; this construction is detailed in Sec. 9. Note that throughout this section
we set ωab = 0, where ωab is the rotation tensor defined by Eq. (9.1.1): the tetrad vectors e
α′
a are taken to
be parallel transported on γ. We recall from Eq. (9.1.4) that the parallel propagator can be expressed as
gα
′
α = u
α′e0α+ e
α′
a e
a
α. The expansion relies on Eq. (9.5.3) for ∂γu and Eq. (9.5.5) for ∂γr, both specialized to
the case of geodesic motion — aa = 0. We shall also need
Uαβα′β′u
α′uβ
′
= gα
′
(αg
β′
β)
[
uα′uβ′ +O(r
3)
]
, (18.3.3)
which follows from Eq. (15.2.7),
Uαβα′β′;γu
α′uβ
′
= gα
′
(αg
β′
β)g
γ′
γ
[
−r(Rα′0γ′0 +Rα′0γ′dΩd)uβ′ +O(r2)], (18.3.4)
Uαβα′β′;γ′u
α′uβ
′
uγ
′
= gα
′
(αg
β′
β)
[
rRα′0d0Ω
duβ′ +O(r
2)
]
, (18.3.5)
which follow from Eqs. (15.2.8) and (15.2.9), respectively, as well as the relation σα
′
= −r(uα′ +Ωaeα′a ) first
encountered in Eq. (9.2.3). And finally, we shall need
Vαβα′β′u
α′uβ
′
= gα
′
(αg
β′
β)
[
Rα′0β′0 +O(r)
]
, (18.3.6)
which follows from Eq. (15.2.11).
Making these substitutions in Eq. (18.1.3) and projecting against various members of the tetrad gives
γ000(u, r,Ω
a) ≡ γαβ;γ(x)eα0 (x)eβ0 (x)eγ0 (x) = 2mRa0b0ΩaΩb + γtail000 +O(r), (18.3.7)
γ0b0(u, r,Ω
a) ≡ γαβ;γ(x)eα0 (x)eβb (x)eγ0 (x) = −4mRb0c0Ωc + γtail0b0 +O(r), (18.3.8)
γab0(u, r,Ω
a) ≡ γαβ;γ(x)eαa (x)eβb (x)eγ0 (x) = 4mRa0b0 + γtailab0 +O(r), (18.3.9)
γ00c(u, r,Ω
a) ≡ γαβ;γ(x)eα0 (x)eβ0 (x)eγc (x)
= −4m
[( 1
r2
+
1
3
Ra0b0Ω
aΩb
)
Ωc +
1
6
Rc0b0Ω
b − 1
6
Rca0bΩ
aΩb
]
+ γtail00c +O(r), (18.3.10)
γ0bc(u, r,Ω
a) ≡ γαβ;γ(x)eα0 (x)eβb (x)eγc (x)
= 2m
(
Rb0c0 +Rb0cdΩ
d +Rb0d0Ω
dΩc
)
+ γtail0bc +O(r), (18.3.11)
γabc(u, r,Ω
a) ≡ γαβ;γ(x)eαa (x)eβb (x)eγc (x) = −4mRa0b0Ωc + γtailabc +O(r), (18.3.12)
where, for example, Ra0b0(u) ≡ Rα′γ′β′δ′eα′a uγ
′
eβ
′
b u
δ′ are frame components of the Riemann tensor evaluated
at x′ ≡ z(u). We have also introduced the frame components of the tail part of the gravitational field, which
are obtained from Eq. (18.3.2) evaluated at x′ instead of x; for example, γtail000 = u
α′uβ
′
uγ
′
γtailα′β′γ′(x
′). We
may note here that while γ00c is the only component of the gravitational field that diverges when r → 0,
the other components are nevertheless singular because of their dependence on the unit vector Ωa; the only
exception is γab0, which is smooth.
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18.4 Gravitational field in Fermi normal coordinates
The translation of the results contained in Eqs. (18.3.7)–(18.3.12) into the Fermi normal coordinates of Sec. 8
proceeds as in Secs. 16.4 and 17.4, but is simplified by the fact that here, the world line can be taken to be
a geodesic. We may thus set aa = a˙0 = a˙a = 0 in Eqs. (10.3.1) and (10.3.2) that relate the tetrad (e¯
α
0 , e¯
α
a )
to (eα0 , e
α
a ), as well as in Eqs. (10.2.1)–(10.2.3) that relate the Fermi normal coordinates (t, s, ω
a) to the
retarded coordinates. We recall that the Fermi normal coordinates refer to a point x¯ ≡ z(t) on the world
line that is linked to x by a spacelike geodesic that intersects γ orthogonally.
The translated results are
γ¯000(t, s, ω
a) ≡ γαβ;γ(x)e¯α0 (x)e¯β0 (x)e¯γ0 (x) = γ¯tail000 +O(s), (18.4.1)
γ¯0b0(t, s, ω
a) ≡ γαβ;γ(x)e¯α0 (x)e¯βb (x)e¯γ0 (x) = −4mRb0c0ωc + γ¯tail0b0 +O(s), (18.4.2)
γ¯ab0(t, s, ω
a) ≡ γαβ;γ(x)e¯αa (x)e¯βb (x)e¯γ0 (x) = 4mRa0b0 + γ¯tailab0 +O(s), (18.4.3)
γ¯00c(t, s, ω
a) ≡ γαβ;γ(x)e¯α0 (x)e¯β0 (x)e¯γc (x)
= −4m
[( 1
s2
− 1
6
Ra0b0ω
aωb
)
ωc +
1
3
Rc0b0ω
b
]
+ γ¯tail00c +O(s), (18.4.4)
γ¯0bc(t, s, ω
a) ≡ γαβ;γ(x)e¯α0 (x)e¯βb (x)e¯γc (x) = 2m
(
Rb0c0 +Rb0cdω
d
)
+ γ¯tail0bc +O(s), (18.4.5)
γ¯abc(t, s, ω
a) ≡ γαβ;γ(x)e¯αa (x)e¯βb (x)e¯γc (x) = −4mRa0b0ωc + γ¯tailabc +O(s), (18.4.6)
where all frame components are now evaluated at x¯ instead of x′.
It is then a simple matter to average these results over a two-surface of constant t and s. Using the area
element of Eq. (16.4.5) and definitions analogous to those of Eq. (16.4.6), we obtain
〈γ¯000〉 = γ¯tail000 +O(s), (18.4.7)
〈γ¯0b0〉 = γ¯tail0b0 +O(s), (18.4.8)
〈γ¯ab0〉 = 4mRa0b0 + γ¯tailab0 +O(s), (18.4.9)
〈γ¯00c〉 = γ¯tail00c +O(s), (18.4.10)
〈γ¯0bc〉 = 2mRb0c0 + γ¯tail0bc +O(s), (18.4.11)
〈γ¯abc〉 = γ¯tailabc +O(s). (18.4.12)
The averaged gravitational field is smooth in the limit s → 0, in which the tetrad (e¯α0 , e¯αa ) coincides with
(uα¯, eα¯a ). Reconstructing the field at x¯ from its frame components gives
〈γα¯β¯;γ¯〉 = −4m
(
u(α¯Rβ¯)δ¯γ¯ǫ¯ +Rα¯δ¯β¯ǫ¯uγ¯
)
uδ¯uǫ¯ + γtailα¯β¯γ¯ , (18.4.13)
where the tail term can be copied from Eq. (18.3.2),
γtailα¯β¯γ¯(x¯) = 4m
∫ t−
−∞
∇γ¯G+α¯β¯µν(x¯, z)uµuν dτ. (18.4.14)
The tensors that appear in Eq. (18.4.13) all refer to the simultaneous point x¯ ≡ z(t), which can now be
treated as an arbitrary point on the world line γ.
18.5 Singular and radiative fields
The singular gravitational potentials
γαβS (x) = 4m
∫
γ
G αβS µν(x, z)u
µuν dτ (18.5.1)
are solutions to the wave equation of Eq. (18.1.12); the singular Green’s function was introduced in Sec. 15.4.
We will see that the singular field γSαβ;γ reproduces the singular behaviour of the retarded solution near the
world line, and that the difference, γRαβ;γ = γαβ;γ − γSαβ;γ , is smooth on the world line.
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To evaluate the integral of Eq. (18.5.1) we take x to be close to the world line (see Fig. 9), and we invoke
Eq. (15.4.8) as well as the Hadamard construction of Eq. (15.4.14). This gives
γαβS (x) =
2m
r
Uαβγ′δ′u
γ′uδ
′
+
2m
radv
Uαβγ′′δ′′u
γ′′uδ
′′ − 2m
∫ v
u
V αβµν(x, z)u
µuν dτ, (18.5.2)
where primed indices refer to the retarded point x′ ≡ z(u), double-primed indices refer to the advanced point
x′′ ≡ z(v), and where radv ≡ −σα′′uα′′ is the advanced distance between x and the world line.
Differentiation of Eq. (18.5.2) yields
γSαβ;γ(x) = −
2m
r2
Uαβα′β′u
α′uβ
′
∂γr − 2m
radv2
Uαβα′′β′′u
α′′uβ
′′
∂γradv +
2m
r
Uαβα′β′;γu
α′uβ
′
+
2m
r
Uαβα′β′;γ′u
α′uβ
′
uγ
′
∂γu+
2m
radv
Uαβα′′β′′;γu
α′′uβ
′′
+
2m
radv
Uαβα′′β′′;γ′′u
α′′uβ
′′
uγ
′′
∂γv
+ 2mVαβα′β′u
α′uβ
′
∂γu− 2mVαβα′′β′′uα′′uβ′′∂γv − 2m
∫ v
u
∇γVαβµν(x, z)uµuν dτ, (18.5.3)
and we would like to express this as an expansion in powers of r. For this we will rely on results already
established in Sec. 18.3, as well as additional expansions that will involve the advanced point x′′. We recall
that a relation between retarded and advanced times was worked out in Eq. (10.4.2), that an expression
for the advanced distance was displayed in Eq. (10.4.3), and that Eqs. (10.4.4) and (10.4.5) give expansions
for ∂γv and ∂γradv, respectively; these results can be simplified by setting aa = a˙0 = a˙a = 0, which is
appropriate in this computation.
To derive an expansion for Uαβα′′β′′u
α′′uβ
′′
we follow the general method of Sec. 10.4 and introduce the
functions Uαβ(τ) ≡ Uαβµν(x, z)uµuν . We have that
Uαβα′′β′′u
α′′uβ
′′ ≡ Uαβ(v) = Uαβ(u) + U˙αβ(u)∆′ + 1
2
U¨αβ(u)∆
′2 +O
(
∆′3
)
,
where overdots indicate differentiation with respect to τ and ∆′ ≡ v − u. The leading term Uαβ(u) ≡
Uαβα′β′u
α′uβ
′
was worked out in Eq. (18.3.3), and the derivatives of Uαβ(τ) are given by
U˙αβ(u) = Uαβα′β′;γ′u
α′uβ
′
uγ
′
= gα
′
(αg
β′
β)
[
rRα′0d0Ω
duβ′ +O(r
2)
]
and
U¨αβ(u) = Uαβα′β′;γ′δ′u
α′uβ
′
uγ
′
uδ
′
= O(r),
according to Eqs. (18.3.5) and (15.2.9). Combining these results together with Eq. (10.4.2) for ∆′ gives
Uαβα′′β′′u
α′′uβ
′′
= gα
′
(αg
β′
β)
[
uα′uβ′ + 2r
2Rα′0d0Ω
duβ′ +O(r
3)
]
, (18.5.4)
which should be compared with Eq. (18.3.3). It should be emphasized that in Eq. (18.5.4) and all equations
below, all frame components are evaluated at the retarded point x′, and not at the advanced point. The
preceding computation gives us also an expansion for
Uαβα′′β′′;γ′′u
α′uβ
′′
uγ
′′
= U˙αβ(u) + U¨αβ(u)∆
′ +O(∆′2),
which becomes
Uαβα′′β′′;γ′′u
α′′uβ
′′
uγ
′′
= gα
′
(αg
β′
β)
[
rRα′0d0Ω
duβ′ +O(r
2)
]
, (18.5.5)
and which is identical to Eq. (18.3.5).
We proceed similarly to obtain an expansion for Uαβα′′β′′;γu
α′′uβ
′′
. Here we introduce the functions
Uαβγ(τ) ≡ Uαβµν;γuµuν and express Uαβα′′β′′;γuα′′uβ′′ as Uαβγ(v) = Uαβγ(u) + U˙αβγ(u)∆′ + O(∆′2). The
leading term Uαβγ(u) ≡ Uαβα′β′;γuα′uβ′ was computed in Eq. (18.3.4), and
U˙αβγ(u) = Uαβα′β′;γγ′u
α′uβ
′
uγ
′
= gα
′
(αg
β′
β)g
γ′
γ
[
Rα′0γ′0uβ′ +O(r)
]
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follows from Eq. (15.2.8). Combining these results together with Eq. (10.4.2) for ∆′ gives
Uαβα′′β′′;γu
α′′uβ
′′
= gα
′
(αg
β′
β)g
γ′
γ
[
r
(
Rα′0γ′0 −Rα′0γ′dΩd
)
uβ′ +O(r
2)
]
, (18.5.6)
and this should be compared with Eq. (18.3.4). The last expansion we shall need is
Vαβα′′β′′u
α′′uβ
′′
= gα
′
(αg
β′
β)
[
Rα′0β′0 +O(r)
]
, (18.5.7)
which is identical to Eq. (18.3.6).
We obtain the frame components of the singular gravitational field by substituting these expansions into
Eq. (18.5.3) and projecting against the tetrad (eα0 , e
α
a ). After some algebra we arrive at
γS000(u, r,Ω
a) ≡ γSαβ;γ(x)eα0 (x)eβ0 (x)eγ0 (x) = 2mRa0b0ΩaΩb +O(r), (18.5.8)
γS0b0(u, r,Ω
a) ≡ γSαβ;γ(x)eα0 (x)eβb (x)eγ0 (x) = −4mRb0c0Ωc +O(r), (18.5.9)
γSab0(u, r,Ω
a) ≡ γSαβ;γ(x)eαa (x)eβb (x)eγ0 (x) = O(r), (18.5.10)
γS00c(u, r,Ω
a) ≡ γSαβ;γ(x)eα0 (x)eβ0 (x)eγc (x)
= −4m
[( 1
r2
+
1
3
Ra0b0Ω
aΩb
)
Ωc +
1
6
Rc0b0Ω
b − 1
6
Rca0bΩ
aΩb
]
+O(r), (18.5.11)
γS0bc(u, r,Ω
a) ≡ γSαβ;γ(x)eα0 (x)eβb (x)eγc (x) = 2m
(
Rb0cdΩ
d +Rb0d0Ω
dΩc
)
+O(r), (18.5.12)
γSabc(u, r,Ω
a) ≡ γSαβ;γ(x)eαa (x)eβb (x)eγc (x) = −4mRa0b0Ωc +O(r), (18.5.13)
in which all frame components are evaluated at the retarded point x′. Comparison of these expressions with
Eqs. (18.3.7)–(18.3.12) reveals identical singularity structures for the retarded and singular gravitational
fields.
The difference between the retarded field of Eqs. (18.3.7)–(18.3.12) and the singular field of Eqs. (18.5.8)–
(18.5.13) defines the radiative gravitational field γRαβ;γ . Its tetrad components are
γR000 = γ
tail
000 +O(r), (18.5.14)
γR0b0 = γ
tail
0b0 +O(r), (18.5.15)
γRab0 = 4mRa0b0 + γ
tail
ab0 +O(r), (18.5.16)
γR00c = γ
tail
00c +O(r), (18.5.17)
γR0bc = 2mRb0c0 + γ
tail
0bc +O(r), (18.5.18)
γRabc = γ
tail
abc +O(r), (18.5.19)
and we see that γRαβ;γ is smooth in the limit r → 0. We may therefore evaluate the radiative field directly at
x = x′, where the tetrad (eα0 , e
α
a ) coincides with (u
α′ , eα
′
a ). After reconstructing the field at x
′ from its frame
components, we obtain
γRα′β′;γ′(x
′) = −4m
(
u(α′Rβ′)δ′γ′ǫ′ +Rα′δ′β′ǫ′uγ′
)
uδ
′
uǫ
′
+ γtailα′β′γ′ , (18.5.20)
where the tail term can be copied from Eq. (18.3.2),
γtailα′β′γ′(x
′) = 4m
∫ u−
−∞
∇γ′G+α′β′µν(x′, z)uµuν dτ. (18.5.21)
The tensors that appear in Eq. (18.5.21) all refer to the retarded point x′ ≡ z(u), which can now be treated
as an arbitrary point on the world line γ.
18.6 Equations of motion
The retarded gravitational field γαβ;γ of a point particle is singular on the world line, and this behaviour
makes it difficult to understand how the field is supposed to act on the particle and influence its motion. The
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field’s singularity structure was analyzed in Secs. 18.3 and 18.4, and in Sec. 18.5 it was shown to originate
from the singular field γSαβ;γ ; the radiative field γ
R
αβ;γ was then shown to be smooth on the world line.
To make sense of the retarded field’s action on the particle we can follow the discussions of Sec. 16.6 and
17.6 and postulate that the self gravitational field of the point particle is either 〈γµν;λ〉, as worked out in
Eq. (18.4.13), or γRµν;λ, as worked out in Eq. (18.5.20). These regularized fields are both given by
γregµν;λ = −4m
(
u(µRν)ρλξ +Rµρνξuλ
)
uρuξ + γtailµνλ (18.6.1)
and
γtailµνλ = 4m
∫ τ−
−∞
∇λG+µνµ′ν′
(
z(τ), z(τ ′)
)
uµ
′
uν
′
dτ ′, (18.6.2)
in which all tensors are now evaluated at an arbitrary point z(τ) on the world line γ.
The actual gravitational perturbation hαβ is obtained by inverting Eq. (18.1.10), which leads to hµν;λ =
γµν;γ − 12gµνγρρ;λ. Substituting Eq. (18.6.1) yields
hregµν;λ = −4m
(
u(µRν)ρλξ +Rµρνξuλ
)
uρuξ + htailµνλ, (18.6.3)
where the tail term is given by the trace-reversed counterpart to Eq. (18.6.2):
htailµνλ = 4m
∫ τ−
−∞
∇λ
(
G+µνµ′ν′ − 1
2
gµνG
ρ
+ ρµ′ν′
)(
z(τ), z(τ ′)
)
uµ
′
uν
′
dτ ′. (18.6.4)
When this regularized field is substituted into Eq. (18.1.13), we find that the terms that depend on the
Riemann tensor cancel out, and we are left with
Duµ
dτ
= −1
2
(
gµν + uµuν
)(
2htailνλρ − htailλρν
)
uλuρ. (18.6.5)
We see that only the tail term is involved in the final form of the equations of motion. The tail integral of
Eq. (18.6.4) involves the current position z(τ) of the particle, at which all tensors with unprimed indices are
evaluated, as well as all prior positions z(τ ′), at which all tensors with primed indices are evaluated. The tail
integral is cut short at τ ′ = τ− ≡ τ − 0+ to avoid the singular behaviour of the retarded Green’s function at
coincidence; this limiting procedure was justified at the beginning of Sec. 18.3.
Equation (18.6.5) was first derived by Yasushi Mino, Misao Sasaki, and Takahiro Tanaka in 1997 [5].
(An incomplete treatment had been given previously by Morette-DeWitt and Ging [53].) An alternative
derivation was then produced, also in 1997, by Theodore C. Quinn and Robert M. Wald [6]. These equations
are now known as the MiSaTaQuWa equations of motion. It should be noted that Eq. (18.6.5) is formally
equivalent to the statement that the point particle moves on a geodesic in a spacetime with metric gαβ+h
R
αβ ,
where hRαβ is the radiative metric perturbation obtained by trace-reversal of the potentials γ
R
αβ ≡ γαβ − γSαβ;
this perturbed metric is smooth on the world line, and it is a solution to the vacuum field equations. This
elegant interpretation of the MiSaTaQuWa equations was proposed in 2002 by Steven Detweiler and Bernard
F. Whiting [12]. Quinn and Wald [52] have shown that under some conditions, the total work done by the
gravitational self-force is equal to the energy radiated (in gravitational waves) by the particle.
18.7 Gauge dependence of the equations of motion
The equations of motion derived in the preceding subsection refer to a specific choice of gauge for the metric
perturbation hαβ produced by a point particle of mass m. We indeed recall that back at Eq. (18.1.11) we
imposed the Lorenz gauge condition γαβ;β = 0 on the gravitational potentials γαβ ≡ hαβ − 12 (gγδhγδ)gαβ .
By virtue of this condition we found that the potentials satisfy the wave equation of Eq. (18.1.12) in a
background spacetime with metric gαβ. The hyperbolic nature of this equation allowed us to identify the
retarded solution as the physically relevant solution, and the equations of motion were obtained by removing
the singular part of the retarded field. It seems clear that the Lorenz condition is a most appropriate choice
of gauge.
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Once the equations of motion have been formulated, however, the freedom of performing a gauge trans-
formation (either away from the Lorenz gauge, or within the class of Lorenz gauges) should be explored. A
gauge transformation will affect the form of the equations of motion: these must depend on the choice of
coordinates, and there is no reason to expect Eq. (18.6.5) to be invariant under a gauge transformation. Our
purpose in this subsection is to work out how the equations of motion change under such a transformation.
This issue was first examined by Barack and Ori [14].
We introduce a coordinate transformation of the form
xα → xα + ξα, (18.7.1)
where xα are the coordinates of the background spacetime, and ξα is a vector field that we take to be of order
m. We assume that ξα is smooth in a neighbourhood of the world line γ. The coordinate transformation
changes the background metric according to
gαβ → gαβ − ξα;β − ξβ;α +O(m2),
and this change can be interpreted as a gauge transformation of the metric perturbation created by the
moving particle:
hαβ → hαβ − ξα;β − ξβ;α. (18.7.2)
This, in turn, produces a change in the particle’s acceleration:
aµ → aµ + a[ξ]µ, (18.7.3)
where aµ is the acceleration of Eq. (18.6.5) and a[ξ]µ is the “gauge acceleration” generated by the vector
field ξα.
To compute the gauge acceleration we substitute Eq. (18.7.2) into Eq. (18.1.13), and we simplify the result
by invoking Ricci’s identity, ξλ;νρ − ξλ;ρν = Rνρωλξω, and the fact that aµ = O(m). The final expression is
a[ξ]µ =
(
δµν + u
µuν
)(D2ξν
dτ2
+Rνρωλu
ρξωuλ
)
, (18.7.4)
where D2ξν/dτ2 = (ξν;µu
µ);ρu
ρ is the second covariant derivative of ξν in the direction of the world line.
The expression within the large brackets is familiar from the equation of geodesic deviation, which states
that this quantity vanishes if ξµ is a deviation vector between two neighbouring geodesics. Equation (18.7.3),
with a[ξ]µ given by Eq. (18.7.4), is therefore a generalized version of this statement.
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19.1 Matched asymptotic expansions
The derivation of the MiSaTaQuWa equations of motion presented in Sec. 18 was framed within the paradigm
introduced in Secs. 16 and 17 to describe the motion of a point scalar charge, and a point electric charge,
respectively. While this paradigm is well suited to fields that satisfy linear wave equations, it is not the best
conceptual starting point in the nonlinear context of general relativity. The linearization of the Einstein
field equations with respect to the small parameter m did allow us to use the same mathematical techniques
as in Secs. 16 and 17, but the validity of the perturbative method must be critically examined when the
gravitational potentials are allowed to be singular. So while Eq. (18.6.5) does indeed give the correct
equations of motion when m is small, its previous derivation leaves much to be desired. In this section I
provide another derivation that is entirely free of conceptual and technical pitfalls. Here the point mass will
be replaced by a nonrotating black hole, and the perturbation’s singular behaviour on the world line will
be replaced by a well-behaved metric at the event horizon. We will use the powerful technique of matched
asymptotic expansions [44–49].
The problem presents itself with a clean separation of length scales, and the method relies entirely on
this. On the one hand we have the length scale associated with the small black hole, which is set by its mass
m. On the other hand we have the length scale associated with the background spacetime in which the black
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hole moves, which is set by the radius of curvature R; formally this is defined so that a typical component
of the background spacetime’s Riemann tensor is equal to 1/R2 up to a numerical factor of order unity. We
demand that m/R ≪ 1. As before we assume that the background spacetime contains no matter, so that
its metric is a solution to the Einstein field equations in vacuum.
For example, suppose that our small black hole of mass m is on an orbit of radius b around another
black hole of mass M . Then R ∼ b√b/M > b and we take m to be much smaller than the orbital
separation. Notice that the time scale over which the background geometry changes is of the order of the
orbital period b
√
b/M ∼ R, so that this does not constitute a separate scale. Similarly, the inhomogeneity
scale — the length scale over which the Riemann tensor of the background spacetime changes — is of order
b ∼ R√M/b < R and also does not constitute an independent scale. (In this discussion we have considered
b/M to be of order unity, so as to represent a strong-field, fast-motion situation.)
Let r be a meaningful measure of distance from the small black hole, and let us consider a region of
spacetime defined by r < ri, where ri is a constant that is much smaller than R. This inequality defines a
narrow world tube that surrounds the small black hole, and we shall call this region the internal zone; see
Fig. 10. In the internal zone the gravitational field is dominated by the black hole, and the metric can be
expressed as
g(internal zone) = g(black hole) +H1/R+H2/R2 + · · · , (19.1.1)
where g(black hole) is the metric of a nonrotating black hole in isolation (as given by the unperturbed
Schwarzschild solution), while H1 and H2 are corrections associated with the conditions in the external
universe. The metric of Eq. (19.1.1) represents a black hole that is distorted by the tidal gravitational
field of the external universe, and H1, H2 are functions of m and the spacetime coordinates that can be
obtained by solving the Einstein field equations. They must be such that the spacetime possesses a regular
event horizon near r = 2m, and such that g(internal zone) agrees with the metric of the external universe
— the metric of the background spacetime in the absence of the black hole — when r ≫ m. As we shall
see in Sec. 19.2, H1 actually vanishes and the small correction H2/R2 can be obtained by employing the
well-developed tools of black-hole perturbation theory [54–56].
Consider now a region of spacetime defined by r > re, where re is a constant that is much larger than
m; this region will be called the external zone (see Fig. 10). In the external zone the gravitational field is
dominated by the conditions in the external universe, and the metric can be expressed as
g(external zone) = g(background spacetime) +mh1 +m
2h2 + · · · , (19.1.2)
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Figure 10: A black hole, represented by the black disk, is immersed in a background spacetime. The internal
zone extends from r = 0 to r = ri ≪R, while the external zone extends from r = re ≫ m to r =∞. When
m ≪ R there exists a buffer zone that extends from r = re to r = ri. In the buffer zone m/r and r/R are
both small.
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where g(background spacetime) is the unperturbed metric of the background spacetime in which the black
hole is moving, while h1 and h2 are corrections associated with the hole’s presence; these are functions of
R and the spacetime coordinates that can be obtained by solving the Einstein field equations. We shall
truncate Eq. (19.1.2) to first order in m, and mh1 will be calculated in Sec. 19.3 by linearizing the field
equations about the metric of the background spacetime. In the external zone the perturbation associated
with the presence of a black hole cannot be distinguished from the perturbation produced by a point particle
of the same mass, and mh1 will therefore be obtained by solving Eq. (18.1.12) in the background spacetime.
The metric g(external zone) returned by the procedure described in the preceding paragraph is a func-
tional of a world line γ that represents the motion of the small black hole in the background spacetime. Our
goal is to obtain a description of this world line, in the form of equations of motion to be satisfied by the
black hole; these equations will be formulated in the background spacetime. It is important to understand
that fundamentally, γ exists only as an external-zone construct: It is only in the external zone that the
black hole can be thought of as moving on a world line; in the internal zone the black hole is revealed as an
extended object and the notion of a world line describing its motion is no longer meaningful.
Equations (19.1.1) and (19.1.2) give two different expressions for the metric of the same spacetime; the
first is valid in the internal zone r < ri ≪ R, while the second is valid in the external zone r > re ≫ m.
The fact that R ≫ m allows us to define a buffer zone in which r is restricted to the interval re < r < ri. In
the buffer zone r is simultaneously much larger than m and much smaller than R — a typical value might
be
√
mR — and Eqs. (19.1.1), (19.1.2) are simultaneously valid. Since the two metrics are the same up to
a diffeomorphism, these expressions must agree. And since g(external zone) is a functional of a world line γ
while g(internal zone) contains no such information, matching the metrics necessarily determines the motion
of the small black hole in the background spacetime. What we have here is a beautiful implementation of the
general observation that the motion of self-gravitating bodies is determined by the Einstein field equations.
It is not difficult to recognize that the metrics of Eqs. (19.1.1), (19.1.2) can be matched in the buffer
zone. When r ≫ m in the internal zone the metric of the unperturbed black hole can be expanded as
g(black hole) = η ⊕m/r ⊕m2/r2 ⊕ · · ·, where η is the metric of flat spacetime (in asymptotically inertial
coordinates) and the symbol ⊕ means “and a term of the form. . . ”. On the other hand, dimensional analysis
dictates that H1/R be of the form r/R ⊕ m/R ⊕ m2/(rR) ⊕ · · · while H2/R2 should be expressed as
r2/R2 ⊕mr/R2 ⊕m2/R2 ⊕ · · ·. Altogether we obtain
g(buffer zone) = η ⊕m/r ⊕m2/r2 ⊕ · · ·
⊕ r/R⊕m/R⊕m2/(rR)⊕ · · ·
⊕ r2/R2 ⊕mr/R2 ⊕m2/R2 ⊕ · · ·
⊕ · · · (19.1.3)
for the buffer-zone metric. If instead we approach the buffer zone from the opposite side, letting r be much
smaller thanR in the external zone, we have that the metric of the background spacetime can be expressed as
g(background spacetime) = η⊕r/R⊕r2/R2⊕· · ·, where the expansion now uses world-line based coordinates
such as the Fermi normal coordinates of Sec. 8 or the retarded coordinates of Sec. 9. On dimensional grounds
we also have mh1 = m/r ⊕m/R⊕mr/R2 ⊕ · · · and m2h2 = m2/r2 ⊕m2/(rR) ⊕m2/R2 ⊕ · · ·. Altogether
this gives
g(buffer zone) = η ⊕ r/R⊕ r2/R2 ⊕ · · ·
⊕m/r ⊕m/R⊕mr/R2 ⊕ · · ·
⊕m2/r2 ⊕m2/(rR) ⊕m2/R2 ⊕ · · ·
⊕ · · · (19.1.4)
for the buffer-zone metric. Apart from a different ordering of terms, the metrics of Eqs. (19.1.3) and (19.1.4)
have identical forms.
Matching the metrics of Eqs. (19.1.1) and (19.1.2) in the buffer zone can be carried out in practice only
after performing a transformation from the external coordinates used to express g(external zone) to the
internal coordinates employed for g(internal zone). The details of this coordinate transformation will be
described in Sec. 19.4, and the end result of matching — the MiSaTaQuWa equations of motion — will be
revealed in Sec. 19.5.
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19.2 Metric in the internal zone
To flesh out the ideas contained in the previous subsection we first calculate the internal-zone metric and
replace Eq. (19.1.1) by a more concrete expression. We recall that the internal zone is defined by r < ri ≪ R,
where r is a suitable measure of distance from the black hole.
We begin by expressing g(black hole), the Schwarzschild metric of an isolated black hole of mass m, in
terms of retarded Eddington-Finkelstein coordinates (u¯, r¯, θ¯A), where u¯ is retarded time, r¯ the usual areal
radius, and θ¯A = (θ¯, φ¯) are two angles spanning the two-spheres of constant u¯ and r¯. The metric is given by
ds2 = −f du¯2 − 2 du¯dr¯ + r¯2 dΩ¯2, f = 1− 2m
r¯
, (19.2.1)
where dΩ¯2 = Ω¯AB dθ¯
Adθ¯B = dθ¯2 + sin2 θ¯ dφ¯2 is the line element on the unit two-sphere. In the limit r ≫ m
this metric achieves the asymptotic values
gu¯u¯ → −1, gu¯r¯ = −1, gu¯A¯ = 0, gA¯B¯ = r¯2 Ω¯AB;
these are appropriate for a black hole immersed in a flat spacetime charted by retarded coordinates.
The corrections H1 and H2 in Eq. (19.1.1) encode the information that our black hole is not isolated but
in fact immersed in an external universe whose metric becomes g(background spacetime) asymptotically. In
the internal zone the metric of the background spacetime can be expanded in powers of r¯/R and expressed
in a form that can be directly imported from Sec. 9. If we assume for the moment that the “world line”
r¯ = 0 has no acceleration in the background spacetime (a statement that will be justified shortly) then the
asymptotic values of g(internal zone) must be given by Eqs. (9.8.15)–(9.8.18):
gu¯u¯ → −1− r¯2E¯∗ +O(r¯3/R3), gu¯r¯ = −1,
gu¯A¯ →
2
3
r¯3
(E¯∗A + B¯∗A)+O(r¯4/R3), gA¯B¯ → r¯2Ω¯AB − 13 r¯4(E¯∗AB + B¯∗AB)+O(r¯5/R3),
where
E¯∗ = EabΩ¯aΩ¯b, E¯∗A = EabΩ¯aAΩ¯b, E¯∗AB = 2EabΩ¯aAΩ¯bB + E¯∗Ω¯AB (19.2.2)
and
B¯∗A = εabcΩ¯aAΩ¯bBcdΩ¯d, B¯∗AB = 2εacdΩ¯cBdbΩ¯(aA Ω¯b)B (19.2.3)
are the tidal gravitational fields that were first introduced in Sec. 9.8. Recall that Ω¯a = (sin θ¯ cos φ¯, sin θ¯ sin φ¯,
cos θ¯) and Ω¯aA = ∂Ω¯
a/∂θ¯A. Apart from an angular dependence made explicit by these relations, the tidal
fields depend on u¯ through the frame components Eab ≡ Ra0b0 = O(1/R2) and Bab ≡ 12εacdR0bcd = O(1/R2)
of the Riemann tensor. (This is the Riemann tensor of the background spacetime evaluated at r¯ = 0.) Notice
that we have incorporated the fact that the Ricci tensor vanishes at r¯ = 0: the black hole moves in a vacuum
spacetime.
The modified asymptotic values lead us to the following ansatz for the internal-zone metric:
gu¯u¯ = −f
[
1 + r¯2e1(r¯)E¯∗
]
+O(r¯3/R3), (19.2.4)
gu¯r¯ = −1, (19.2.5)
gu¯A¯ =
2
3
r¯3
[
e2(r¯)E¯∗A + b2(r¯)B¯∗A
]
+O(r¯4/R3), (19.2.6)
gA¯B¯ = r¯
2Ω¯AB − 1
3
r¯4
[
e3(r¯)E¯∗AB + b3(r¯)B¯∗AB
]
+O(r¯5/R3). (19.2.7)
The five unknown functions e1, e2, e3, b2, and b3 can all be determined by solving the Einstein field equations;
they must all approach unity when r ≫ m and be well-behaved at r = 2m (so that the tidally distorted
black hole will have a nonsingular event horizon). It is clear from Eqs. (19.2.4)–(19.2.7) that the assumed
deviation of g(internal zone) with respect to g(black hole) scales as 1/R2. It is therefore of the form of
Eq. (19.1.1) with H1 = 0. The fact that H1 vanishes comes as a consequence of our previous assumption
that the “world line” r¯ = 0 has a zero acceleration in the background spacetime; a nonzero acceleration of
order 1/R would bring terms of order 1/R to the metric, and H1 would then be nonzero.
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Why is the assumption of no acceleration justified? As I shall explain in the next paragraph (and you
might also refer back to the discussion of Sec. 18.7), the reason is simply that it reflects a choice of coordinate
system: setting the acceleration to zero amounts to adopting a specific — and convenient — gauge condition.
This gauge differs from the Lorenz gauge adopted in Sec. 18, and it will be our choice in this subsection
only; in the following subsections we will return to the Lorenz gauge, and the acceleration will be seen to
return to its standard MiSaTaQuWa expression.
Inspection of Eqs. (19.2.2) and (19.2.3) reveals that the angular dependence of the metric perturbation
is generated entirely by scalar, vectorial, and tensorial spherical harmonics of degree ℓ = 2. In particular,
H2 contains no ℓ = 0 and ℓ = 1 modes, and this statement reflects a choice of gauge condition. Zerilli
has shown [56] that a perturbation of the Schwarzschild spacetime with ℓ = 0 corresponds to a shift in the
mass parameter. As Thorne and Hartle have shown [46], a black hole interacting with its environment will
undergo a change of mass, but this effect is of order m3/R2 and thus beyond the level of accuracy of our
calculations. There is therefore no need to include ℓ = 0 terms in H2. Similarly, it was shown by Zerilli
that odd-parity perturbations of degree ℓ = 1 correspond to a shift in the black hole’s angular-momentum
parameters. As Thorne and Hartle have shown, a change of angular momentum is quadratic in the hole’s
angular momentum, and we can ignore this effect when dealing with a nonrotating black hole. There is
therefore no need to include odd-parity, ℓ = 1 terms in H2. Finally, Zerilli has shown that in a vacuum
spacetime, even-parity perturbations of degree ℓ = 1 correspond to a change of coordinate system — these
modes are pure gauge. Since we have the freedom to adopt any gauge condition, we can exclude even-parity,
ℓ = 1 terms from the perturbed metric. This leads us to Eqs. (19.2.4)–(19.2.7), which contain only ℓ = 2
perturbation modes; the even-parity modes are contained in those terms that involve Eab, while the odd-
parity modes are associated with Bab. The perturbed metric contains also higher multipoles, but those come
at a higher order in 1/R; for example, the terms of order 1/R3 include ℓ = 3 modes. We conclude that
Eqs. (19.2.4)–(19.2.7) is a sufficiently general ansatz for the perturbed metric in the internal zone.
There remains the task of finding the functions e1, e2, e3, b2, and b3. For this it is sufficient to take, say,
E12 = E21 and B12 = B21 as the only nonvanishing components of the tidal fields Eab and Bab. And since
the equations for even-parity and odd-parity perturbations decouple, each case can be considered separately.
Including only even-parity perturbations, Eqs. (19.2.4)–(19.2.7) become
gu¯u¯ = −f
(
1 + r¯2e1E12 sin2 θ¯ sin 2φ¯
)
, gu¯r¯ = −1, gu¯θ¯ =
2
3
r¯3e2E12 sin θ¯ cos θ¯ sin 2φ¯,
gu¯φ¯ =
2
3
r¯3e2E12 sin2 θ¯ cos 2φ¯, gθ¯θ¯ = r¯2 −
1
3
r¯4e3E12(1 + cos2 θ¯) sin 2φ¯,
gθ¯φ¯ = −
2
3
r¯4e3E12 sin θ¯ cos θ¯ cos 2φ¯, gφ¯φ¯ = r¯2 sin2 θ¯ +
1
3
r¯4e3E12 sin2 θ¯(1 + cos2 θ¯) sin 2φ¯.
This metric is then substituted into the vacuum Einstein field equations, Gαβ = 0. Calculating the Einstein
tensor is simplified by linearizing with respect to E12 and discarding its derivatives with respect to u¯: Since the
time scale over which Eab changes is of order R, the ratio between temporal and spatial derivatives is of order
r¯/R and therefore small in the internal zone; the temporal derivatives can be consistently neglected. The
field equations produce ordinary differential equations to be satisfied by the functions e1, e2, and e3. Those
are easily decoupled, and demanding that the functions all approach unity as r → ∞ and be well-behaved
at r = 2m yields the unique solutions
e1(r¯) = e2(r¯) = f, e3(r¯) = 1− 2m
2
r¯2
. (19.2.8)
Switching now to odd-parity perturbations, Eqs. (19.2.4)–(19.2.7) become
gu¯u¯ = −f gu¯r¯ = −1, gu¯θ¯ = −
2
3
r¯3b2B12 sin θ¯ cos 2φ¯, gu¯φ¯ =
2
3
r¯3b2B12 sin2 θ¯ cos θ¯ sin 2φ¯,
gθ¯θ¯ = r¯
2 +
2
3
r¯4b3B12 cos θ¯ cos 2φ¯, gθ¯φ¯ = −
1
3
r¯4b3B12 sin θ¯(1 + cos2 θ¯) sin 2φ¯,
gφ¯φ¯ = r¯
2 sin2 θ¯ − 2
3
r¯4b3B12 sin2 θ¯ cos θ¯ cos 2φ¯.
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Following the same procedure, we arrive at
b2(r¯) = f, b3(r¯) = 1. (19.2.9)
Substituting Eqs. (19.2.8) and (19.2.9) into Eqs. (19.2.4)–(19.2.7) returns our final expression for the metric
in the internal zone.
It shall prove convenient to transform g(internal zone) from the quasi-spherical coordinates (r¯, θ¯A) to a
set of quasi-Cartesian coordinates x¯a = r¯Ω¯a(θ¯A). The transformation rules are worked out in Sec. 9.7 and
further illustrated in Sec. 9.8. This gives
gu¯u¯ = −f
(
1 + r¯2f E¯∗)+O(r¯3/R3), (19.2.10)
gu¯a¯ = −Ω¯a + 2
3
r¯2f
(E¯∗a + B¯∗a)+O(r¯3/R3), (19.2.11)
ga¯b¯ = δab − Ω¯aΩ¯b −
1
3
r¯2
(
1− 2m
2
r¯2
)
E¯∗ab −
1
3
r¯2B¯∗ab +O(r¯3/R3), (19.2.12)
where f = 1− 2m/r¯ and where the tidal fields
E¯∗ = EabΩ¯aΩ¯b, (19.2.13)
E¯∗a =
(
δ ba − Ω¯aΩ¯b
)EbcΩ¯c, (19.2.14)
E¯∗ab = 2Eab − 2Ω¯aEbcΩ¯c − 2Ω¯bEacΩ¯c + (δab + Ω¯aΩ¯b)E¯∗, (19.2.15)
B¯∗a = εabcΩ¯bBcdΩ¯d, (19.2.16)
B¯∗ab = εacdΩ¯cBde
(
δeb − Ω¯eΩ¯b
)
+ εbcdΩ¯
cBde
(
δea − Ω¯eΩ¯a
)
(19.2.17)
were first introduced in Sec. 9.8. The metric of Eqs. (19.2.10)–(19.2.12) represents the spacetime geometry
of a black hole immersed in an external universe and distorted by its tidal gravitational fields.
19.3 Metric in the external zone
We next move on to the external zone and seek to replace Eq. (19.1.2) by a more concrete expression; recall
that the external zone is defined by m ≪ re < r. As was pointed out in Sec. 19.1, in the external zone
the gravitational perturbation associated with the presence of a black hole cannot be distinguished from
the perturbation produced by a point particle of the same mass; it can therefore be obtained by solving
Eq. (18.1.12) in a background spacetime with metric g(background spacetime). The external-zone metric is
decomposed as
gαβ = gαβ + hαβ , (19.3.1)
where gαβ is the metric of the background spacetime and hαβ = O(m) is the perturbation; we shall work
consistently to first order in m and systematically discard all terms of higher order. We relate hαβ to
trace-reversed potentials γαβ ,
hαβ = γαβ − 1
2
(
gγδγγδ
)
gαβ, (19.3.2)
and solving the linearized field equations produces
γαβ(x) = 4m
∫
γ
G+αβµν(x, z)u
µuν dτ, (19.3.3)
where zµ(τ) gives the description of the world line γ, τ is proper time in the background spacetime, uµ =
dzµ/dτ is the four-velocity, and G αβ+ µν(x, z) is the retarded Green’s function associated with Eq. (18.1.12);
the potentials of Eq. (19.3.3) satisfy the Lorenz-gauge condition γαβ;β = 0. As was pointed out in Sec. 19.1,
γαβ (and therefore hαβ) are functionals of a world line γ that will be determined by matching g(external zone)
to g(internal zone).
We now place ourselves in the buffer zone (where m ≪ r ≪ R and where the matching will take place)
and work toward expressing g(external zone) as an expansion in powers of r/R. For this purpose we will
adopt the retarded coordinates (u, rΩa) of Sec. 9 and rely on the machinery developed there.
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We begin with gαβ, the metric of the background spacetime. We have seen in Sec. 9.8 that if the world
line γ is a geodesic, if the vectors eµa are parallel transported on the world line, and if the Ricci tensor
vanishes on γ, then the metric takes the form given by Eqs. (9.8.12)–(9.8.14). This form, however, is too
restrictive for our purposes: We must allow γ to have an acceleration, and allow the basis vectors to be
transported in the most general way compatible with their orthonormality property; this transport law is
given by Eq. (9.1.1),
Deµa
dτ
= aau
µ + ω ba e
µ
b , (19.3.4)
where aa(τ) = aµe
µ
a are the frame components of the acceleration vector a
µ = Duµ/dτ , and ωab(τ) = −ωba(τ)
is a rotation tensor to be determined. Anticipating that aa and ωab will both be proportional tom, we express
the metric of the background spacetime as
guu = −1− 2raaΩa − r2E∗ +O(r3/R3), (19.3.5)
gua = −Ωa + r
(
δ ba − ΩaΩb
)
ab − rωabΩb + 2
3
r2
(E∗a + B∗a)+O(r3/R3), (19.3.6)
gab = δab − ΩaΩb − 1
3
r2
(E∗ab + B∗ab)+O(r3/R3), (19.3.7)
where E∗, E∗a , E∗ab, B∗a, and B∗ab are the tidal gravitational fields first introduced in Sec. 9.8. The metric of
Eqs. (19.3.5)–(19.3.7) is obtained from the general form of Eqs. (9.6.3)–(9.6.5) by neglecting quadratic terms
in aa and ωab and specializing to a zero Ricci tensor.
To express the perturbation hαβ as an expansion in powers of r/R we first go back to Eq. (18.2.4) and
rewrite it in the form
γαβ(x) =
4m
r
Uαβγ′δ′(x, x
′)uγ
′
uδ
′
+ γtailαβ (x), (19.3.8)
in which primed indices refer to the retarded point x′ ≡ z(u) associated with x, and
γtailαβ (x) = 4m
∫ u
τ<
Vαβµν(x, z)u
µuν dτ + 4m
∫ τ<
−∞
G+αβµν(x, z)u
µuν dτ
≡ 4m
∫ u−
−∞
G+αβµν(x, z)u
µuν dτ (19.3.9)
is the “tail part” of the gravitational potentials (recall that τ< is the proper time at which γ enters x’s
normal convex neighbourhood from the past). We next expand the first term on the right-hand side of
Eq. (19.3.8) with the help of Eq. (18.3.3), and the tail term is expanded using Eq. (5.3.1) in which we
substitute Eq. (18.3.6) and the familiar relation σα
′
= −r(uα′ +Ωaeα′a ). This gives
γαβ(x) = g
α′
αg
β′
β
[
4m
r
uα′uβ′ + γ
tail
α′β′ + rγ
tail
α′β′γ′
(
uγ
′
+Ωceγ
′
c
)
+O(mr2/R3)
]
, (19.3.10)
where γtailα′β′ is the tensor of Eq. (19.3.9) evaluated at x
′, and where
γtailα′β′γ′(x
′) = 4m
∫ u−
−∞
∇γ′G+α′β′µν(x′, z)uµuν dτ (19.3.11)
was first defined by Eq. (18.5.21).
At this stage we introduce the trace-reversed fields
htailα′β′(x
′) = 4m
∫ u−
−∞
(
G+α′β′µν − 1
2
gα′β′G
δ′
+ δ′µν
)
(x′, z)uµuν dτ, (19.3.12)
htailα′β′γ′(x
′) = 4m
∫ u−
−∞
∇γ′
(
G+α′β′µν − 1
2
gα′β′G
δ′
+ δ′µν
)
(x′, z)uµuν dτ (19.3.13)
and recognize that the metric perturbation obtained from Eqs. (19.3.2) and (19.3.10) is
hαβ(x) = g
α′
αg
β′
β
[
2m
r
(
2uα′uβ′ + gα′β′
)
+ htailα′β′ + rh
tail
α′β′γ′
(
uγ
′
+Ωceγ
′
c
)
+O(mr2/R3)
]
. (19.3.14)
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This is the desired expansion of the metric perturbation in powers of r/R. Our next task will be to calculate
the components of this tensor in the retarded coordinates (u, rΩa).
The first step of this computation is to decompose hαβ in the tetrad (e
α
0 , e
α
a ) that is obtained by parallel
transport of (uα
′
, eα
′
a ) on the null geodesic that links x to its corresponding retarded point x
′ ≡ z(u) on the
world line. (The vectors are parallel transported in the background spacetime.) The projections are
h00(u, r,Ω
a) ≡ hαβeα0 eβ0 =
2m
r
+ htail00 (u) + r
[
htail000(u) + h
tail
00c(u)Ω
c
]
+O(mr2/R3), (19.3.15)
h0b(u, r,Ω
a) ≡ hαβeα0 eβb = htail0b (u) + r
[
htail0b0(u) + h
tail
0bc(u)Ω
c
]
+O(mr2/R3), (19.3.16)
hab(u, r,Ω
a) ≡ hαβeαaeβb =
2m
r
δab + h
tail
ab (u) + r
[
htailab0(u) + h
tail
abc(u)Ω
c
]
+O(mr2/R3); (19.3.17)
on the right-hand side we have the frame components of htailα′β′ and h
tail
α′β′γ′ taken with respect to the tetrad
(uα
′
, eα
′
a ); these are functions of retarded time u only.
The perturbation is now expressed as
hαβ = h00e
0
αe
0
β + h0b
(
e0αe
b
β + e
b
αe
0
β
)
+ habe
a
αe
b
β
and its components are obtained by involving Eqs. (9.6.1) and (9.6.2), which list the components of the
tetrad vectors in the retarded coordinates; this is the second (and longest) step of the computation. Noting
that aa and ωab can both be set equal to zero in these equations (because they would produce negligible
terms of order m2 in hαβ), and that Sab, Sa, and S can all be expressed in terms of the tidal fields E∗, E∗a ,
E∗ab, B∗a, and B∗ab using Eqs. (9.8.9)–(9.8.11), we arrive at
huu =
2m
r
+ htail00 + r
(
2mE∗ + htail000 + htail00aΩa
)
+O(mr2/R3), (19.3.18)
hua =
2m
r
Ωa + h
tail
0a +Ωah
tail
00 + r
[
2mE∗Ωa + 2m
3
(E∗a + B∗a)
+ htail0a0 +Ωah
tail
000 + h
tail
0abΩ
b +Ωah
tail
00bΩ
b
]
+O(mr2/R3), (19.3.19)
hab =
2m
r
(
δab +ΩaΩb
)
+ΩaΩbh
tail
00 +Ωah
tail
0b +Ωbh
tail
0a + h
tail
ab
+ r
[
−2m
3
(
E∗ab +ΩaE∗b + E∗aΩb + B∗ab +ΩaB∗b +ΩbB∗a
)
+ΩaΩb
(
htail000 + h
tail
00cΩ
c
)
+Ωa
(
htail0b0 + h
tail
0bcΩ
c
)
+Ωb
(
htail0a0 + h
tail
0acΩ
c
)
+
(
htailab0 + h
tail
abcΩ
c
)]
+O(mr2/R3). (19.3.20)
These are the coordinate components of the metric perturbation hαβ in the retarded coordinates (u, rΩ
a),
expressed in terms of frame components of the tail fields htailsα′β′ and h
tails
α′β′γ′ . The perturbation is expanded in
powers of r/R and it also involves the tidal gravitational fields of the background spacetime.
The external-zone metric is obtained by adding gαβ as given by Eqs. (19.3.5)–(19.3.7) to hαβ as given by
Eqs. (19.3.18)–(19.3.20). The final result is
guu = −1− r2E∗ +O(r3/R3)
+
2m
r
+ htail00 + r
(
2mE∗ − 2aaΩa + htail000 + htail00aΩa
)
+O(mr2/R3), (19.3.21)
gua = −Ωa + 2
3
r2
(E∗a + B∗a)+O(r3/R3)
+
2m
r
Ωa + h
tail
0a +Ωah
tail
00 + r
[
2mE∗Ωa + 2m
3
(E∗a + B∗a)+(δ ba − ΩaΩb)ab
− ωabΩb + htail0a0 +Ωahtail000 + htail0abΩb +Ωahtail00bΩb
]
+O(mr2/R3), (19.3.22)
gab = δab − ΩaΩb − 1
3
r2
(E∗ab + B∗ab)+O(r3/R3)
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+
2m
r
(
δab +ΩaΩb
)
+ΩaΩbh
tail
00 +Ωah
tail
0b +Ωbh
tail
0a + h
tail
ab
+ r
[
−2m
3
(
E∗ab +ΩaE∗b + E∗aΩb + B∗ab +ΩaB∗b +ΩbB∗a
)
+ΩaΩb
(
htail000 + h
tail
00cΩ
c
)
+Ωa
(
htail0b0 + h
tail
0bcΩ
c
)
+Ωb
(
htail0a0 + h
tail
0acΩ
c
)
+
(
htailab0 + h
tail
abcΩ
c
)]
+O(mr2/R3). (19.3.23)
Because htailsα′β′ is of order m/R and htailsα′β′γ′ of order m/R2, we see that the metric possesses the buffer-zone
form g = η⊕ r2/R2⊕m/r⊕m/R⊕mr/R2 that was anticipated in Eq. (19.1.4). Notice that the expansion
adopted here does not contain a term at order r/R and presumes that aa and ωab are both of order m/R2;
this will be confirmed in Sec. 19.5.
19.4 Transformation from external to internal coordinates
Comparison of Eqs. (19.2.10)–(19.2.12) and Eqs. (19.3.21)–(19.3.23) reveals that the internal-zone and
external-zone metrics do no match in the buffer zone. But as the metrics are expressed in two different
coordinate systems, this mismatch is hardly surprising. A meaningful comparison of the two metrics must
therefore come after a transformation from the external coordinates (u, rΩa) to the internal coordinates
(u¯, r¯Ω¯a). Our task in this subsection is to construct this coordinate transformation. We shall proceed in
three stages. The first stage of the transformation, (u, rΩa)→ (u′, r′Ω′a), will be seen to remove unwanted
terms of order m/r in gαβ . The second stage, (u
′, r′Ω′a)→ (u′′, r′′Ω′′a), will remove all terms of order m/R
in gα′β′ . Finally, the third stage (u
′′, r′′Ω′′a)→ (u¯, r¯Ω¯a) will produce the desired internal coordinates.
The first stage of the coordinate transformation is
u′ = u− 2m ln r, (19.4.1)
x′a =
(
1 +
m
r
)
xa, (19.4.2)
and it affects the metric at orders m/r and mr/R2. This transformation redefines the radial coordinate —
r → r′ = r +m — and incorporates in u′ the gravitational time delay contributed by the small mass m.
After performing the coordinate transformation the metric becomes
gu′u′ = −1− r′2E ′∗ +O(r′3/R3)
+
2m
r′
+ htail00 + r
′
(
4mE ′∗ − 2aaΩ′a + htail000 + htail00aΩ′a
)
+O(mr′2/R3), (19.4.3)
gu′a′ = −Ω′a +
2
3
r′2
(E ′∗a + B′∗a )+O(r′3/R3)
+ htail0a +Ω
′
ah
tail
00 + r
′
[
−4m
3
(E ′∗a + B′∗a )+(δ ba − Ω′aΩ′b)ab
− ωabΩ′b + htail0a0 +Ω′ahtail000 + htail0abΩ′b +Ω′ahtail00bΩ′b
]
+O(mr′2/R3), (19.4.4)
ga′b′ = δab − Ω′aΩ′b −
1
3
r′2
(E ′∗ab + B′∗ab)+O(r′3/R3)
+ Ω′aΩ
′
bh
tail
00 + Ω
′
ah
tail
0b +Ω
′
bh
tail
0a + h
tail
ab + r
′
[
2m
3
(
E ′∗ab +Ω′aE ′∗b + E ′∗a Ω′b
+ B′∗ab +Ω′aB′∗b +Ω′bB′∗a
)
+Ω′aΩ
′
b
(
htail000 + h
tail
00cΩ
′c
)
+Ω′a
(
htail0b0 + h
tail
0bcΩ
′c
)
+Ω′b
(
htail0a0 + h
tail
0acΩ
′c
)
+
(
htailab0 + h
tail
abcΩ
′c
)]
+O(mr′2/R3). (19.4.5)
This metric matches g(internal zone) at orders 1, r′2/R2, and m/r′, but there is still a mismatch at orders
m/R and mr′/R2.
The second stage of the coordinate transformation is
u′′ = u′ − 1
2
∫ u′
htail00 (u
′) du′ − 1
2
r′
[
htail00 (u
′) + 2htail0a (u
′)Ω′a + htailab (u
′)Ω′aΩ′b
]
, (19.4.6)
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x′′a = x
′
a +
1
2
htailab (u
′)x′b, (19.4.7)
and it affects the metric at ordersm/R andmr/R2. After performing this transformation the metric becomes
gu′′u′′ = −1− r′′2E ′′∗ + O(r′′3/R3)
+
2m
r′′
+ r′′
[
4mE ′′∗ − 2
(
aa − 1
2
htail00a + h
tail
0a0
)
Ω′′a
]
+O(mr′′2/R3), (19.4.8)
gu′′a′′ = −Ω′′a +
2
3
r′′2
(E ′′∗a + B′′∗a )+O(r′′3/R3)
+ r′′
[
−4m
3
(E ′′∗a + B′′∗a )− 2mEabΩ′′b+(δ ba − Ω′′aΩ′′b)
(
ab − 1
2
htail00b + h
tail
0b0
)
− ωabΩ′′b
+
1
2
Ω′′ah
tail
000 −
1
2
htailab0Ω
′′b + htail0abΩ
′′b +
1
2
(
δ ba +Ω
′′
aΩ
′′b
)
htail00b
]
+O(mr′′2/R3), (19.4.9)
ga′′b′′ = δab − Ω′′aΩ′′b −
1
3
r′′2
(E ′′∗ab + B′′∗ab )+O(r′′3/R3)
+ r′′
[
2m
3
(
E ′′∗ab +Ω′′aE ′′∗b + E ′′∗a Ω′′b + B′′∗ab +Ω′′aB′′∗b + Ω′′bB′′∗a
)
+Ω′′aΩ
′′
b
(
htail000 + h
tail
00cΩ
′′c
)
+Ω′′a
(
htail0b0 + h
tail
0bcΩ
′′c
)
+Ω′′b
(
htail0a0 + h
tail
0acΩ
′′c
)
+
(
htailab0 + h
tail
abcΩ
′′c
)]
+O(mr′′2/R3). (19.4.10)
To arrive at these expressions we had to involve the relations
d
du′′
htail00 = h
tail
000,
d
du′′
htail0a = h
tail
0a0,
d
du′′
htailab = 4mEab + htailab0 (19.4.11)
which are obtained by covariant differentiation of Eq. (19.3.12) with respect to u. The metric now matches
g(internal zone) at orders 1, r′′2/R2, m/r′′, and m/R, but there is still a mismatch at order mr′′/R2.
The third and final stage of the coordinate transformation is
u¯ = u′′ − 1
4
r′′2
[
htail000 +
(
htail00a + 2h
tail
0a0
)
Ω′′a +
(
htailab0 + 2h
tail
0ab
)
Ω′′aΩ′′b + htailabcΩ
′′aΩ′′bΩ′′c
]
, (19.4.12)
x¯a =
(
1 +
m
3
r′′EbcΩ′′bΩ′′c
)
x′′a +
1
2
r′′2
[
−1
2
htail00a + h
tail
0a0 +
(
htail0ab − htail0ba + htailab0 +
4m
3
Eab
)
Ω′′b
+
(
Qabc −Qbca +Qcab
)
Ω′′bΩ′′c
]
, (19.4.13)
where
Qabc =
1
2
htailabc +
m
3
(
εacdBdb + εbcdBda
)
. (19.4.14)
This transformation puts the metric in its final form
gu¯u¯ = −1− r¯2E¯∗ +O(r¯3/R3)
+
2m
r¯
+ r¯
[
4mE¯∗ − 2
(
aa − 1
2
htail00a + h
tail
0a0
)
Ω¯a
]
+O(mr¯2/R3), (19.4.15)
gu¯a¯ = −Ω¯a + 2
3
r¯2
(E¯∗a + B¯∗a)+O(r¯3/R3)
+ r¯
[
−4m
3
(E¯∗a + B¯∗a)+ (δ ba − Ω¯aΩ¯b)
(
ab − 1
2
htail00b + h
tail
0b0
)
− (ωab − htail0[ab])Ω¯b
]
+O(mr¯2/R3), (19.4.16)
ga¯b¯ = δab − Ω¯aΩ¯b −
1
3
r¯2
(E¯∗ab + B¯∗ab)+O(r¯3/R3) +O(mr¯2/R3). (19.4.17)
Except for the terms involving aa and ωab, this metric is equal to g(internal zone) as given by Eqs. (19.2.10)–
(19.2.12) linearized with respect to m.
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19.5 Motion of the black hole in the background spacetime
A precise match between g(external zone) and g(internal zone) is produced when we impose the relations
aa =
1
2
htail00a − htail0a0 (19.5.1)
and
ωab = h
tail
0[ab]. (19.5.2)
While Eq. (19.5.1) tells us how the black hole moves in the background spacetime, Eq. (19.5.2) indicates
that the vectors eµa are not Fermi-Walker transported on the world line.
The black hole’s acceleration vector aµ = aaeµa can be constructed from the frame components listed in
Eq. (19.5.1). A straightforward computation gives
aµ = −1
2
(
gµν + uµuν
)(
2htailνλρ − htailλρν
)
uλuρ, (19.5.3)
where the tail integral
htailµνλ = 4m
∫ τ−
−∞
∇λ
(
G+µνµ′ν′ − 1
2
gµνG
ρ
+ ρµ′ν′
)(
z(τ), z(τ ′)
)
uµ
′
uν
′
dτ ′ (19.5.4)
was previously defined by Eq. (19.3.13). These are the MiSaTaQuWa equations of motion, exactly as
they were written down in Eq. (18.6.5). While the initial derivation of this result was based upon formal
manipulations of singular quantities, the present derivation involves only well-behaved fields and is free of
any questionable aspect. Such a derivation, based on matched asymptotic expansions, was first provided by
Yasushi Mino, Misao Sasaki, and Takahiro Tanaka in 1997 [5].
Substituting Eqs. (19.5.1) and (19.5.2) into Eq. (19.3.4) gives the following transport equation for the
tetrad vectors:
Deµa
dτ
= −1
2
uµ
(
2htailνλρ − htailνρλ
)
uνeλau
ρ +
(
gµρ + uµuρ
)
htailν[λρ]u
νeλa . (19.5.5)
This can also be written in the alternative form
Deµa
dτ
= −1
2
(
uµeλau
ρ + gµλeρa − gµρeλa
)
uνhtailνλρ (19.5.6)
that was first proposed by Mino, Sasaki, and Tanaka. Both equations state that in the background spacetime,
the tetrad vectors are not Fermi-Walker transported on γ; the rotation tensor is nonzero and given by
Eq. (19.5.2).
20 Concluding remarks
I have presented a number of derivations of the equations that determine the motion of a point scalar charge
q, a point electric charge e, and a point mass m in a specified background spacetime. In this concluding
section I summarize these derivations, and identify their strengths and weaknesses. I also describe the
challenges that lie ahead in the concrete evaluation of the self-forces, most especially in the gravitational
case.
20.1 Conservation of energy-momentum
For each of the three cases (scalar, electromagnetic, and gravitational) I have presented two different deriva-
tions of the equations of motion. The first derivation is based on a spatial averaging of the retarded field,
and the second is based on a decomposition of the retarded field into singular and radiative fields. In the
gravitational case, a third derivation, based on matched asymptotic expansions, was also presented. These
derivations will be reviewed below, but I want first to explain why I have omitted to present a fourth deriva-
tion, based on energy-momentum conservation, in spite of the fact that historically, it is one of the most
important.
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Conservation of energy-momentum was used by Dirac [1] to derive the equations of motion of a point
electric charge in flat spacetime, and the same method was adopted by DeWitt and Brehme [3] in their
generalization of Dirac’s work to curved spacetimes. This method was also one of the starting points of
Mino, Sasaki, and Tanaka [5] in their calculation of the gravitational self-force. I have not discussed this
method for two reasons. First, it is technically more difficult to implement than the methods presented in
this review (considerably longer computations are involved). Second, it is difficult to endow this method
with an adequate level of rigour, to the point that it is perhaps less convincing than the methods presented in
this review. While the level of rigour achieved in flat spacetime is now quite satisfactory [9], I do not believe
the same can be said of the generalization to curved spacetimes. (But it should be possible to improve on
this matter.)
The method is based on the conservation equation Tαβ;β = 0, where the stress-energy tensor T
αβ in-
cludes a contribution from the particle and a contribution from the field; the particle’s contribution is a
Dirac functional on the world line, and the field’s contribution diverges as 1/r4 near the world line. (I am
using retarded coordinates in this discussion.) While in flat spacetime the differential statement of energy-
momentum conservation can immediately be turned into an integral statement, the same is not true in a
curved spacetime (unless the spacetime possesses at least one Killing vector). To proceed it is necessary to
rewrite the conservation equation as
0 = gµαT
αβ
;β =
(
gµαT
αβ
)
;β
− gµα;βTαβ,
where gµα(z, x) is a parallel propagator from x to an arbitrary point z on the world line. Integrating this
equation over the interior of a world-tube segment that consists of a “wall” of constant r and two “caps” of
constant u, we obtain
0 =
∫
wall
gµαT
αβdΣβ +
∫
caps
gµαT
αβdΣβ +
∫
interior
gµα;βT
αβ dV,
where dΣβ is a three-dimensional surface element and dV an invariant, four-dimensional volume element.
There is no obstacle in evaluating the wall integral, for which Tαβ reduces to the field’s stress-energy
tensor; for a wall of radius r the integral scales as 1/r2. The integrations over the caps, however, are
problematic: while the particle’s contribution to the stress-energy tensor is integrable, the integration over
the field’s contribution goes as
∫ r
0 (r
′)−2 dr′ and diverges. To properly regularize this integral requires great
care, and the removal of all singular terms can be achieved by mass renormalization [3]. This issue arises also
in flat spacetime [1], and while it is plausible that the rigourous distributional methods presented in Ref. [9]
could be generalized to curved spacetimes, this remains to be done. More troublesome, however, is the interior
integral, which does not appear in flat spacetime. Because gµα;β scales as r, this integral goes as
∫ r
0
(r′)−1 dr′
and it also diverges, albeit less strongly than the caps integration. While simply discarding this integral
produces the correct equations of motion, it would be desirable to go through a careful regularization of the
interior integration, and provide a convincing reason to discard it altogether. To the best of my knowledge,
this has not been done.
20.2 Averaging method
To identify the strengths and weaknesses of the averaging method it is convenient to adopt the Detweiler-
Whiting decomposition of the retarded field into singular and radiative pieces. For concreteness I shall focus
my attention on the electromagnetic case, and write
Fαβ = F
S
αβ + F
R
αβ .
Recall that this decomposition is unambiguous, and that the retarded and singular fields share the same
singularity structure near the world line. Recall also that the retarded and singular fields satisfy the same
field equations (with a distributional current density on the right-hand side), but that the radiative field is
sourcefree.
To formulate equations of motion for the point charge we temporarily model it as a spherical hollow shell,
and we obtain the net force acting on this object by averaging Fαβ over the shell’s surface. (The averaging
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is performed in the shell’s rest frame, and the shell is spherical in the sense that its proper distance from the
world line is the same in all directions.) The averaged field is next evaluated on the world line, in the limit
of a zero-radius shell. Because the radiative field is smooth on the world line, this yields
e〈Fµν〉uν = e〈F Sµν〉uν + eFRµνuν ,
where
e〈F Sµν〉uν = −(δm)aµ, δm = lim
s→0
(
2
3
e2
s
)
and
eFRµνu
ν = e2
(
gµν + uµuν
)(2
3
a˙ν +
1
3
Rνλu
λ
)
+ 2e2uν
∫ τ−
−∞
∇[µG+ν]λ′
(
z(τ), z(τ ′)
)
uλ
′
dτ ′.
The equations of motion are then postulated to be maµ = e〈Fµν〉uν , where m is the particle’s bare mass.
With the preceding results we arrive at mobsaµ = eF
R
µνu
ν , where mobs ≡ m+ δm is the particle’s observed
(renormalized) inertial mass.
The averaging method is sound, but it is not immune to criticism. A first source of criticism concerns the
specifics of the averaging procedure, in particular, the choice of a spherical surface over any other conceivable
shape. Another source is a slight inconsistency of the method that gives rise to the famous “4/3 problem” [2]:
the mass shift δm is related to the shell’s electrostatic energyE = e2/(2s) by δm = 43E instead of the expected
δm = E. This problem is likely due [57] to the fact that the field that is averaged over the surface of the
shell is sourced by a point particle and not by the shell itself. It is plausible that a more careful treatment
of the near-source field will eliminate both sources of criticism: We can expect that the field produced by
an extended spherical object will give rise to a mass shift that equals the object’s electrostatic energy, and
the object’s spherical shape would then fully justify a spherical averaging. (Considering other shapes might
also be possible, but one would prefer to keep the object’s structure simple and avoid introducing additional
multipole moments.) Further work is required to clean up these details.
The averaging method is at the core of the approach followed by Quinn and Wald [6], who also average the
retarded field over a spherical surface surrounding the particle. Their approach, however, also incorporates
a “comparison axiom” that allows them to avoid renormalizing the mass.
20.3 Detweiler-Whiting axiom
The Detweiler-Whiting decomposition of the retarded field becomes most powerful when it is combined with
the Detweiler-Whiting axiom, which asserts that
the singular field exerts no force on the particle (it merely contributes to the particle’s inertia);
the entire self-force arises from the action of the radiative field.
This axiom, which is motivated by the symmetric nature of the singular field, and also its causal structure,
gives rise to the equations of motion maµ = eF
R
µνu
ν , in agreement with the averaging method (but with an
implicit, instead of explicit, mass shift). In this picture, the particle simply interacts with a free radiative field
(whose origin can be traced to the particle’s past), and the procedure of mass renormalization is sidestepped.
In the scalar and electromagnetic cases, the picture of a particle interacting with a radiative field removes any
tension between the nongeodesic motion of the charge and the principle of equivalence. In the gravitational
case the Detweiler-Whiting axiom produces the statement that the point mass m moves on a geodesic in a
spacetime whose metric gαβ + h
R
αβ is nonsingular and a solution to the vacuum field equations. This is a
conceptually powerful, and elegant, formulation of the MiSaTaQuWa equations of motion.
20.4 Matched asymptotic expansions
It is well known that in general relativity, the motion of gravitating bodies is determined, along with the
spacetime metric, by the Einstein field equations; the equations of motion are not separately imposed. This
observation provides a means of deriving the MiSaTaQuWa equations without having to rely on the fiction of
a point mass. In the method of matched asymptotic expansions, the small body is taken to be a nonrotating
black hole, and its metric perturbed by the tidal gravitational field of the external universe is matched to the
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metric of the external universe perturbed by the black hole. The equations of motion are then recovered by
demanding that the metric be a valid solution to the vacuum field equations. This method, which was the
second starting point of Mino, Sasaki, and Tanaka [5], gives what is by far the most compelling derivation
of the MiSaTaQuWa equations. Indeed, the method is entirely free of conceptual and technical pitfalls —
there are no singularities (except deep inside the black hole) and only retarded fields are employed.
The introduction of a point mass in a nonlinear theory of gravitation would appear at first sight to be
severely misguided. The lesson learned here is that one can in fact get away with it. The derivation of
the MiSaTaQuWa equations of motion based on the method of matched asymptotic expansions does indeed
show that results obtained on the basis of a point-particle description can be reliable, in spite of all their
questionable aspects. This is a remarkable observation, and one that carries a lot of convenience: it is
much easier to implement the point-mass description than to perform the matching of two metrics in two
coordinate systems.
20.5 Evaluation of the gravitational self-force
The concrete evaluation of the scalar, electromagnetic, and gravitational self-forces is made challenging by
the need to first obtain the relevant retarded Green’s function. Successes achieved in the past were reviewed
in Sec. 1.10, and here I want to describe the challenges that lie ahead. I will focus on the specific task of
computing the gravitational self-force acting on a point mass that moves in a background Kerr spacetime.
This case is especially important because the motion of a small compact object around a massive (galactic)
black hole is a promising source of low-frequency gravitational waves for the Laser Interferometer Space
Antenna [58]; to calculate these waves requires an accurate description of the motion, beyond the test-mass
approximation which ignores the object’s radiation reaction.
The gravitational self-acceleration is given by the MiSaTaQuWa expression, which I write in the form
Duµ
dτ
= aµ
[
hR
] ≡ −1
2
(
gµν + uµuν
)(
2hRνλ;ρ − hRλρ;ν
)
uλuρ,
where hRαβ is the radiative part of the metric perturbation. Recall that this equation is equivalent to the
statement that the small body moves on a geodesic of a spacetime with metric gαβ + h
R
αβ . Here gαβ is the
Kerr metric, and we wish to calculate aµ[hR] for a body moving in the Kerr spacetime. This calculation is
challenging and it involves a large number of steps.
The first sequence of steps are concerned with the computation of the (retarded) metric perturbation hαβ
produced by a point particle moving on a specified geodesic of the Kerr spacetime. A method for doing this
was elaborated by Lousto and Whiting [28] and Ori [27], building on the pioneering work of Teukolsky [59],
Chrzanowski [60], and Wald [61]. The procedure consists of (i) solving the Teukolsky equation for one of
the Newman-Penrose quantities ψ0 and ψ4 (which are complex components of the Weyl tensor) produced
by the point particle; (ii) obtaining from ψ0 or ψ4 a related (Hertz) potential Ψ by integrating an ordinary
differential equation; (iii) applying to Ψ a number of differential operators to obtain the metric perturbation
in a radiation gauge that differs from the Lorenz gauge; and (iv) performing a gauge transformation from
the radiation gauge to the Lorenz gauge.
It is well known that the Teukolsky equation separates when ψ0 or ψ4 is expressed as a multipole
expansion, summing over modes with (spheroidal-harmonic) indices l and m. In fact, the procedure outlined
above relies heavily on this mode decomposition, and the metric perturbation returned at the end of the
procedure is also expressed as a sum over modes hlαβ. (For each l, m ranges from −l to l, and summation
of m over this range is henceforth understood.) From these, mode contributions to the self-acceleration can
be computed: aµ[hl] is obtained from our preceding expression for the self-acceleration by substituting h
l
αβ
in place of hRαβ . These mode contributions do not diverge on the world line, but a
µ[hl] is discontinuous at
the radial position of the particle. The sum over modes, on the other hand, does not converge, because the
“bare” acceleration (constructed from the retarded field hαβ) is formally infinite.
The next sequence of steps is concerned with the regularization of each aµ[hl] by removing the contribution
from hSαβ [20, 23–26, 36]. The singular field can be constructed locally in a neighbourhood of the particle,
and then decomposed into modes of multipole order l. This gives rise to modes aµ[hSl ] for the singular part
of the self-acceleration; these are also finite and discontinuous, and their sum over l also diverges. But the
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true modes aµ[hRl ] = a
µ[hl] − aµ[hSl ] of the self-acceleration are continuous at the radial position of the
particle, and their sum does converge to the particle’s acceleration. (It might be noted that obtaining a
mode decomposition of the singular field involves providing an extension of hSαβ on a sphere of constant
radial coordinate, and then integrating over the angular coordinates. The arbitrariness of the extension
introduces ambiguities in each aµ[hSl ], but the ambiguity disappears after summing over l.)
The self-acceleration is thus obtained by first computing aµ[hl] from the metric perturbation derived
from ψ0 or ψ4, then computing the counterterms a
µ[hSl ] by mode-decomposing the singular field, and finally
summing over all aµ[hRl ] = a
µ[hl]− aµ[hSl ]. This procedure is lengthy and involved, and thus far it has not
been brought to completion, except for the special case of a particle falling radially toward a nonrotating
black hole [39]. In this regard it should be noted that the replacement of the central Kerr black hole by a
Schwarzschild black hole simplifies the task considerably. In particular, because there exists a practical and
well-developed formalism to describe the metric perturbations of a Schwarzschild spacetime [54–56], there is
no necessity to rely on the Teukolsky formalism and the complicated reconstruction of the metric variables.
The procedure described above is lengthy and involved, but it is also incomplete. The reason is that the
metric perturbations hlαβ that can be recovered from ψ0 or ψ4 do not by themselves sum up to the complete
gravitational perturbation produced by the moving particle. Missing are the perturbations derived from
the other Newman-Penrose quantities: ψ1, ψ2, and ψ3. While ψ1 and ψ3 can always be set to zero by an
appropriate choice of null tetrad, ψ2 contains such important physical information as the shifts in mass and
angular-momentum parameters produced by the particle [62]. Because the mode decompositions of ψ0 and
ψ4 start at l = 2, we might colloquially say that what is missing from the above procedure are the “l = 0 and
l = 1” modes of the metric perturbations. It is not currently known how the procedure can be completed so
as to incorporate all modes of the metric perturbations. Specializing to a Schwarzschild spacetime eliminates
this difficulty, and in this context the low multipole modes have been studied for the special case of circular
orbits [63, 64].
In view of these many difficulties (and I choose to stay silent on others, for example, the issue of relating
metric perturbations in different gauges when the gauge transformation is singular on the world line), it is
perhaps not too surprising that such a small number of concrete calculations have been presented to date.
But progress in dealing with these difficulties has been steady, and the situation should change dramatically
in the next few years.
20.6 Beyond the self-force
The successful computation of the gravitational self-force is not the end of the road. After the difficulties
reviewed in the preceding subsection have all been removed and the motion of the small body is finally
calculated to order m, it will still be necessary to obtain gauge-invariant information associated with the
body’s corrected motion. Because the MiSaTaQuWa equations of motion are not by themselves gauge-
invariant, this step will necessitate going beyond the self-force.
To see how this might be done, imagine that the small body is a pulsar, and that it emits light pulses at
regular proper-time intervals. The motion of the pulsar around the central black hole modulates the pulse
frequencies as measured at infinity, and information about the body’s corrected motion is encoded in the
times-of-arrival of the pulses. Because these can be measured directly by a distant observer, they clearly
constitute gauge-invariant information. But the times-of-arrival are determined not only by the pulsar’s
motion, but also by the propagation of radiation in the perturbed spacetime. This example shows that to
obtain gauge-invariant information, one must properly combine the MiSaTaQuWa equations of motion with
the metric perturbations.
In the context of the Laser Interferometer Space Antenna, the relevant observable is the instrument’s
response to a gravitational wave, which is determined by gauge-invariant waveforms, h+ and h×. To calculate
these is the ultimate goal of this research programme, and the challenges that lie ahead go well beyond what
I have described thus far. To obtain the waveforms it will be necessary to solve the Einstein field equations
to second order in perturbation theory.
To understand this, consider first the formulation of the first-order problem. Schematically, one introduces
a perturbation h that satisfies a wave equation h = T [z] in the background spacetime, where T [z] is
the stress-energy tensor of the moving body, which is a functional of the world line z(τ). In first-order
perturbation theory, the stress-energy tensor must be conserved in the background spacetime, and z(τ) must
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describe a geodesic. It follows that in first-order perturbation theory, the waveforms constructed from the
perturbation h contain no information about the body’s corrected motion.
The first-order perturbation, however, can be used to correct the motion, which is now described by the
world line z(τ)+δz(τ). In a naive implementation of the self-force, one would now re-solve the wave equation
with a corrected stress-energy tensor, h = T [z+δz], and the new waveforms constructed from h would then
incorporate information about the corrected motion. This implementation is naive because this information
would not be gauge-invariant. In fact, to be consistent one would have to include all second-order terms
in the wave equation, not just the ones that come from the corrected motion. Schematically, the new wave
equation would have the form of h = (1 + h)T [z + δz] + (∇h)2, and this is much more difficult to solve
than the naive problem (if only because the source term is now much more singular than the distributional
singularity contained in the stress-energy tensor). But provided one can find a way to make this second-
order problem well posed, and provided one can solve it (or at least the relevant part of it), the waveforms
constructed from the second-order perturbation h will be gauge invariant. In this way, information about
the body’s corrected motion will have properly been incorporated into the gravitational waveforms.
The story is far from being over.
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