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the cross gramian of the system. The cross gramian is the solution of a Sylvester equation and
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1. Introduction
Model reduction has a long history in the area of systems and control. In fact,
there is a vast literature on the general topic of dimension reduction in dynami-
cal systems. Recently, there has been renewed interest in projection methods for
model reduction. Three leading efforts in this area are Padé via Lanczos (PVL)
[10], multipoint rational interpolation [14], and implicitly restarted dual Arnoldi
[23].
The PVL approach exploits the deep connection between the (nonsymmetric)
Lanczos process and classic moment matching techniques [10,12]; for an overview
see [37]. The multipoint rational interpolation approach utilizes the rational Krylov
method of Ruhe [26] to provide moment matching of the transfer function at selected
frequencies and therefore to obtain enhanced approximation of the transfer function
over a broad frequency range. These techniques have proven to be very effective.
PVL has enjoyed considerable success in circuit simulation applications. Rational
interpolation achieves remarkable approximation of the transfer function with very
low order models. Nevertheless, there are shortcomings to both approaches. In par-
ticular, since the methods are local in nature, it is difficult to establish rigorous error
bounds. Heuristics have been developed that appear to work, but no global results
exist. Secondly, the rational interpolation method requires selection of interpolation
points. At present, this is not an automated process and relies on ad hoc specification
by the user.
The approach that we are proposing here is more closely related to the impli-
citly restarted dual Arnoldi approach developed in [23]. The dual Arnoldi method
runs two separate Arnoldi processes, one for the reachability subspace, and the
other for the observability subspace and then constructs an oblique projection from
the two orthogonal Arnoldi basis sets. The basis sets and the reduced model are
updated using a generalized notion of implicit restarting. The updating process is
designed to iteratively improve the approximation properties of the model.
Essentially, the reduced model is reduced further, keeping the best features, and
then expanded via the dual Arnoldi processes to include new information. The
goal is to achieve approximation properties related to balanced realizations.
Other related approaches [8,33,35,36] work directly with projected forms of the
two Lyapunov equations (2) to obtain low rank approximations to the system
gramians. An overview of similar model reduction methods can be found
in [38].
One problem with working with the two Lyapunov equations separately and then
applying dense methods to the reduced equations is consistency. One cannot be cer-
tain that the two separate basis sets are the ones that would have been selected if the
full system gramians had been available.
This difficulty has led us to consider a different approach based upon the notion
of a cross gramian that was introduced in [11].
The systems  that we will deal with are linear and time invariant of the form
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 :
{
x˙(t) = Ax(t)+ Bu(t)
y(t) = Cx(t)+Du(t) denoted as  :=
(
A B
C D
)
. (1)
Here A, B, C, D are real n× n, n×m, p × n, and p ×m matrices, while u, y, x are
vector valued functions of time. We assume throughout that A is stable (eigenvalues
are in the open left half-plane) and  is minimal, that is, reachable and observable.
In the sequel, since D is not important for model reduction, it will not be considered
(D = 0).
Large systems of this form arise in circuit simulation; they also arise through spa-
tial discretization of certain time dependent PDE control systems such as parabolic
equations subject to boundary control.
We present a new computational approach to model reduction that addresses some
fundamental difficulties with existing dimension reduction techniques. These issues
are central to the development of robust and widely applicable software. In this pa-
per we develop a projection method for obtaining an approximate reduced order
balancing transformation directly. Exact balancing is a very attractive form of model
reduction since:
• There is a bound on the error of the response of the reduced system.
• Stability is preserved.
• It is fully automatic once a desired error tolerance is specified.
Exact balancing, however, requires complete determination of either the cross
gramian or of both the reachability and observability gramians. The approach which
is proposed in the sequel, preserves the third property, but because of approxima-
tion error it only approximately satisfies the first; moreover, it may need a slight
correction to satisfy the second property. In practice, all three properties seem to be
achieved regularly.
Our primary goal is to develop an implicit restarting method that iteratively pro-
duces an approximation of specified rank k to the cross gramian that is nearly best
approximation of rank k to the full gramian.
In Section 6, we provide simple examples which illustrate how the proposed mod-
el reduction method is applied to linear systems arising in various situations. We
observe that the Hankel singular values of these systems decay extremely rapidly.
Hence very low rank approximations to the system gramians are possible resulting
in accurate low order reduced models. A discussion of this phenomenon is available
in [4].
The remainder of the paper is organized as follows. Section 2 reviews some
known results and introduces the cross gramian. Section 3 revisits the Sylvester equa-
tion and offers some insights into its solution; a relation with rational interpolation
is also noted. Furthermore an expression for the error of the approximats in the H2
norm is derived. Section 4 presents the proposed iterative model reduction algorithm.
The issue of stability and the issue of extensions to multi-input and multi-output
(MIMO) systems are discussed in Section 5. The paper concludes with experimental
results and a short summary.
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2. Review of some known facts and some new ones
Suppose that  defined in (1) is reachable, observable, and stable. It is well known
[1] that there are unique symmetric positive definite matrices P and Q which are
solutions to the following Lyapunov equations:
AP+PAT + BBT = 0, ATQ+ QA+ CTC = 0. (2)
Here P is referred to as the reachability gramian and Q is referred to as the observ-
ability gramian. There are well known numerically stable direct methods to solve
these equations [17,21,24].
The matricesP and Q are indeed gramians in the following sense: Recall that the
impulse response of a system  is h(t) = CeAtB, t  0. Now, consider the follow-
ing two maps:
the input-to-state map: ξ(t) = eAtB and
the state-to-output map: η(t) = CeAt .
If the input to the system is the impulse δ(t), the resulting state is ξ(t); moreover, if
the initial condition of the system is x(0), in the absence of a forcing function u, the
resulting output is y(t) = η(t)x(0). The gramians corresponding to ξ(t) and η(t) are
P =
∫ ∞
0
ξ(t)ξ(t)T dt =
∫ ∞
0
eAtBBTeA
Tt dt
and
Q =
∫ ∞
0
η(t)Tη(t) dt =
∫ ∞
0
eA
TtCTCeAt dt,
which are well known to be solutions to the Lyapunov equations (2). The Hankel
singular values σi() of the system  are an important set of parameters for model
reduction. These are defined with respect to the Hankel operator. One can show [1]
that the Hankel singular values are the square roots of the eigenvalues of the product
PQ: σi() = √λi(PQ). These Hankel singular values are easily seen to be invariant
under state space transformations. If T is any nonsingular matrix of order n, the
transformed system
 =
(
Aˆ Bˆ
Cˆ
)
,
where Aˆ = T −1AT , Bˆ = T −1B, Cˆ = CT , has gramians Pˆ = T −1PT −T and Qˆ =
T TQT . Thus PˆQˆ = T −1PQT , and the eigenvalues of the product are preserved. The
transformed system is in balanced form if Pˆ = Qˆ; it is called principal axis balanced
if
Pˆ = Qˆ = S := diag (σ1, σ2, . . . , σn),
that is, both gramians are equal and diagonal. In this case T is called a balancing
transformation. For details on balancing we refer to the original source [25]. We
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shall assume without loss of generality that the gramians of a principal axis balanced
system have positive diagonal entries σi arranged in decreasing order σi  σi+1.
Model reduction of a balanced system is achieved through simple truncation. For
any positive integer k, one may specify a reduced system
k =
(
Ak Bk
Ck
)
, Pk, Qk,
obtained by taking the k × k, k ×m, p × k leading blocks of Aˆ, Bˆ, Cˆ, and the k × k
leading blocks of the gramians, respectively. Each such reduced system has sys-
tem gramians that are diagonal and equal since each of the leading k × k blocks of
the diagonal gramians each satisfies the corresponding truncated kth order Lyapu-
nov equations. Each kth order truncation provides a balanced reduced order system.
Moreover, these reduced models have two important properties: the first is stability,
and the second is the existence of an error bound. In order to state this error bound
we need a definition. The H∞ norm of a stable system  is the 2-induced norm of
the associated input–output (convolution) operator
‖‖H∞ = sup
u /=0
‖y‖2
‖u‖2 ,
where
y = h ∗ u =
∫ t
−∞
h(t − τ)u(τ), h(t) = CeAtB, t  0.
It turns out that the H∞ norm can be computed as the supremum of the largest
singular value of the transfer function on the imaginary axis
‖‖H∞ = sup
ω
(
σmax
[
G(jω)
])
, G(s) = C(sI − A)−1B.
The H∞ norm can be interpreted as follows. Let the input u produce the output
y; if u has unit 2-norm (i.e. unit energy), the 2-norm (energy) of the corresponding
output y is bounded from above by theH∞ norm of the system ‖u‖2 = 1 ⇒ ‖y‖2 
‖‖H∞ .
We can now state the two properties satisfied by the reduced systems obtain by
means of balanced truncation.
• Error bound. TheH∞ norm of the error system has the following upper bound:1
‖− k‖H∞  2(σk+1 + σk+2 + · · · + σn). (3)
• Stability. The reduced system k is stable.
The error bound follows from the work of Glover [16] and Enns [9]. In terms of
responses of the two systems (the original and the reduced) given the same input of
unit norm, inequality (3) implies
‖y − yˆ‖2  2(σk+1 + σk+2 + · · · + σn),
1 In this error bound multiple singular values are counted only once.
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where y is the response of the original system and yˆ is the response of the reduced
system corresponding to the same input u of unit 2-norm [16].
The stability result follows from the Lyapunov inertia relation. Given a square
matrix A, let the number of eigenvalues in the left half-plane, on the imaginary axis,
in the right half-plane be denoted by in−(A), in0(A), in+(A), respectively. The
triple (in−(A), in0(A), in+(A)) is called the inertia of A and is denoted by in(A).
Lemma 2.1. Let (A,B) be a reachable pair and let the eigenvalues of A satisfy
λi(A)+ λj (A) /= 0 for all i, j . The Lyapunov equation AP+PAT + BBT = 0 has
a unique symmetric solution, and moreover in(−A) = in(P).
In particular, this result implies that A is stable if and only ifP is positive definite.
For a new proof of this result see [2]. The significance of these results is to provide
rigorous justification for using the reduced order model to predict behavior and enact
control of the full system.
In the sequel, we will also make use of a different way of measuring the discrep-
ancy between the original and the reduced systems, namely, the H2 norm. The H2
norm of a stable system  is defined as follows:
‖‖2H2 = trace
[∫ ∞
0
hT(t) h(t) dt
]
.
It follows readily that this can be expressed in terms of the gramians
‖‖2H2 = trace[CPCT] = trace[BTQB]. (4)
In Section 3.2, we devote our attention to the derivation of an expression for theH2
norm of the error system.
Computational techniques for producing balancing transformations T for small to
medium scale problems are well known [21,24]. Such methods rely upon an initial
Schur decomposition of A followed by additional factorization schemes of dense
linear algebra. The computational complexity involves O(n3) arithmetic operations
and the storage of several dense matrices of order n; i.e. O(n2) storage. For large state
space systems, such as those arising as a discretization of the spatial operator in a
time dependent PDE, this approach to obtain a reduced model is clearly intractable.
Yet, computational experiments indicate that such systems are representable with
very low order models. This provides the primary motivation for seeking methods to
construct projections of low order.
Our approach to model reduction as reported in Section 4, consists in constructing
low rank k approximations of a gramian which is different from the reachability
and observability gramians. This is the cross gramian X which is introduced in the
following section. In particular we set X = V XˆWT with WTV = Ik and then project
using V together with W (see (25)). We have developed an implicit restart mechanism
that allows us to compute an approximation to the best rank k approximation to X.
Furthermore, a reduced basis constructed from this procedure has an error estimate
in the SISO case.
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2.1. The cross gramian and balanced model reduction
The cross gramian X for square systems  (m = p) is defined as the solution to
the Sylvester equation
AX +XA+ BC = 0. (5)
If A is stable, it is well known that the solution of this equation can be written as
X =
∫ ∞
0
eAtBCeAt dt. (6)
The following three lemmas summarize the important properties of the cross
gramian.
Lemma 2.2. For square systems  the nonzero eigenvalues of the Hankel operator
H are equal to the eigenvalues of the cross gramian X.
Proof. Recall that the Hankel operator maps past inputs into future outputs, namely
H : u− → y+, y+(t) =H(u−)(t) =
∫ 0
−∞
h(t − τ)u(τ)dτ, t  0,
where h(t) = CeAtB, t  0, is the impulse response of . The eigenvalue problem
ofH for square systems isH(u−) = λy+, where y+(t) = u−(−t). Let the function
u− be an eigenfunction of H. Then∫ 0
−∞
CeA(t−τ)Bu−(τ ) dτ = λu−(−t)
⇒ CeAt
∫ 0
−∞
e−AτBu−(τ ) dτ = λu−(−t),
∫ ∞
0
eAtBCeAt dt
∫ 0
−∞
e−AτBu−(τ ) dτ = λ
∫ ∞
0
eAtBu−(−t) dt.
The first integral is equal to the cross gramian X, the second and the third are equal
to the same constant vector, say, v ∈ Rn. We thus have Xv = λv, which shows that
if λ is a nonzero eigenvalue ofH it is also an eigenvalue of X. Conversely, let (λ, v)
be an eigenpair of X, i.e. Xv = λv:[∫ ∞
0
eAτBCeAτ dτ
]
v = λ v
⇒ CeAt
∫ 0
−∞
[e−AτBCe−Aτ ]v dτ = λCeAtv
⇒
∫ 0
−∞
CeA(t−τ)B Ce−Aτ v︸ ︷︷ ︸
u˜(τ )
dτ = λCeAtv = λu˜(−t)
⇒H(u˜)(t) = λu˜(−t), t  0.
Therefore u˜ is an eigenfunction of H. The proof is thus complete. 
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Remark 2.1. If the system is not symmetric, the Hankel singular values σi and the
singular values πi of X satisfy the following majorization inequalities: ∑ki=1 σi ∑k
i=1 πi and
∑k
i=1 πn−i+1 
∑k
i=1 σn−i+1, i = 1, . . . , n.
Lemma 2.3. Let(
A B
C
)
be a stable SISO system that is reachable and observable. There is a nonsingular
symmetric matrix J such that AJ = JAT and CJ = BT.
Proof. Let
Kb := [B,AB,A2B, . . . , An−1B],
Kc := [CT, ATCT, (AT)2CT, . . . , (AT)n−1CT]T,
and define
Hk :=KcAkKb.
The hypothesis implies bothKb andKc are nonsingular, and it is easily shown that
the Hankel matrixHk is symmetric. Define J :=KbK−Tc . Note J =K−1c HoK−Tc
so that J = J T. Moreover,
CJ = eT1KcJ T = eT1KcK−1c KTb = eT1KTb = BT.
To complete the proof, we note that AJ = AKbK−Tc =K−1c H1K−Tc , and hence
AJ = (AJ )T = JAT. 
As mentioned earlier, construction of a balancing transformation has typically
relied upon solving the reachability and observability gramiansP,Q and developing
a balancing transformation from the EVD of the product PQ. However, it turns out
that in the SISO case and in the case of symmetric MIMO systems, a balancing trans-
formation can be obtained directly from the eigenvector basis for the cross gramian.
Recall that a system  is called symmetric if its Markov parameters are symmetric,
that is CAkB = (CAkB)T for all k  0.
Lemma 2.4. Let(
A B
C
)
be a stable SISO system that is reachable and observable. Suppose that (5) is satis-
fied. Then X2 = PQ which implies that X is diagonalizable with XZ = ZD, where
Z is nonsingular and D is real and diagonal. Moreover, up to a diagonal scaling of
its columns, Z is a balancing transformation for the system.
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The following corollary is stated without proof.
Corollary 2.1. The statements of Lemmas 2.3 and 2.4 hold for symmetric MIMO
systems.
Proof of Lemma 2.1. First we note that the proof of Lemma 2.3 can be easily
extended to hold for symmetric MIMO systems; consequently, there is a nonsingular
matrix J such that AJ = JAT, CJ = BT, J = J T. This may be used to obtain
A(XJ)+ (XJ )AT + BBT = 0 ⇒ P = XJ .
From Lemma 2.1 it follows that P = XJ and (XJ ) = (XJ )T is symmetric posi-
tive definite. Therefore, XJ has a Cholesky factorization XJ = LLT with L lower
triangular and nonsingular. This implies L−1XL = LTJ−1L = QDQT, where Q is
orthogonal and D is real and diagonal since LTJ−1L is symmetric. Thus,
X = ZDZ−1 and J = ZD−1ZT with Z := LQ.
Since |D|1/2D = D|D|1/2 we may replace Z ← Z|D|−1/2 to obtain
J = ZDJZT and X = ZDZ−1 with DJ = |D|D−1 = diag(±1).
It follows that XJ = Z(DDJ )ZT, and J−1X = Z−T(DJD)Z−1, since DJ =
diag(±1) implies DJ = D−1J . If we put S := DDJ = |D|, we note S is a diago-
nal matrix with positive diagonal elements, and the above discussion together with
Eq. (5) gives
(Z−1AZ)S + S(ZTATZ−T)+ Z−1BBTZ−T = 0.
Multiplying the cross gramian equation on the left by J−1, we obtain
ATJ−1X + J−1XA+ CTC = 0 ⇒ Q= J−1X .
This equation in turn implies that Q = (J−1X) = (J−1X)T, and after some straight-
forward manipulations, we find that (Z−1AZ)TS + S(Z−1AZ)+ ZTCTCZ = 0.
To conclude the proof, we note that CJ = BT implies CZDJ = BTZ−T, and hence
the system transformed by Z is indeed balanced. 
Corollary 2.2. If the cross gramian is diagonal, then the system is essentially bal-
anced, that is, a diagonal linear transformation will balance it. In particular Z can
be taken to be a diagonal matrix such thatCZej = ±BTZ−Tej . This diagonal trans-
formation is constructed trivially from the entries of B and C.
As mentioned earlier, in the SISO case the absolute values of the diagonal entries
of D are the Hankel singular values of the system. If we assume that the diagonal
entries of D have been ordered in decreasing order of magnitude, then the n× k
matrix Zk consisting of the leading k columns of Z provide a truncated balanced
realization with all of the desired stability and error properties.
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The question then is how to compute a reasonable approximation to Zk directly.
We wish to avoid computing all of Z and then truncating, especially in the large-scale
setting.
3. A closer look at the Sylvester equation
Since the Sylvester equation underlies the definition and hence construction of the
cross gramian, this section is devoted to a re-examination of this equation. Below, an
expression for the solution of the Sylvester equation (7) is derived. This solution is in
terms of the eigenvalues and the eigenvectors of the matrices involved. This result,
although trivially derived, has important consequences. The form of the solution
establishes namely a connection with the so-called Löwner matrix and consequently
with rational interpolation.
In Section 3.2, we compute explicitly theH2 norm of the error system (see (20)).
Notice that this is a computable expression for theH2 norm of the error system (23).
Special cases, like (21) and an upper bound (23) are also discussed.
3.1. A solution of the Sylvester equation
Consider the Sylvester equation:
AX +XH = M, A ∈ Rn×n, H ∈ Rk×k, M ∈ Rn×k ⇒ X ∈ Rn×k. (7)
We will assume for simplicity that A and H are diagonalizable matrices; let their
EVD be
AV = V, W ∗H = W ∗,
where V := [v1 · · · vn],  := diag(λi), W := [w1 · · · wk],  := diag(µj ); let also
Wˆ := W−∗ = [wˆ1 · · · wˆk].
Theorem 3.1. Using the above data, the solution of the Sylvester equation (7) can
be written as the sum of rank-one matrices
X =
n∑
i=1
vi vˆ
∗
i M(λiI +H)−1 =
k∑
j=1
(µj I + A)−1Mwˆjw∗j . (8)
These expressions can also be written more compactly as
X= V


vˆ∗1M(λ1I +H)−1
...
vˆ∗nM(λnI +H)−1


= [(µ1I + A)−1Mwˆ1 · · · (µkI + A)−1Mwˆk]W ∗. (9)
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Proof. From AX +XH = M ⇒ (A− λiI )X +X(H + λiI ) = M , where λi is an
eigenvalue of A, with corresponding left/right eigenvectors vˆi , vi ; hence vˆ∗i (A−
λiI ) = 0, which leads to vˆ∗i X= vˆ∗i M(λiI +H)−1⇒ vi vˆ∗i X = vi vˆ∗i M(λiI +H)−1.
Due to
∑n
i=1 vi vˆ∗i = In we have
∑n
i=1 vi vˆ∗i X = X. This proves the formula on the
left-hand side. The proof of the right-hand side formula follows similarly. 
Remark 3.1.
(a) To use one of the above formulas to compute X will require either computing
the full eigensystem of the large (sparse) matrix A followed by n inversions
(factorizations) of k × k matrices (λiI +H), or computing the full eigensystem
of the small matrix H followed by k inversions (factorizations) of n× n matrices
(µiI + A). If n k, and A is sparse, the latter is clearly preferable.
(b) The evaluation of the norm of such an expression (which will be required in Sec-
tion 3.2) depends on the norm of vi vˆ∗i or of the norm of wˆjw∗j ; these quantities
are encountered frequently in calculations involving the resultant [13].
(c) The most striking aspect of the above solution however is the explicit connection
that it provides to rational interpolation. This connection is the subject of Section
3.1.1 which follows.
3.1.1. The Sylvester equation and the Löwner matrix
This section is devoted to the connection between the solution to the Sylves-
ter equation and the Löwner matrix, and consequently rational interpolation. Sev-
eral discussions of the second author with Paul van Dooren in July–August 2001,
contributed to some of the ideas below.
Some results on the Löwner matrix
A few basic results explored in [5,6] will now be summarized. We are given two
arrays of complex numbers
C = {(xi, yi) : i = 1, . . . , r}, R = {(xˆi , yˆi ) : i = 1, . . . , p}.
Assuming that xi /= xˆj for all i, j , we can form the following matrix:
L :=


yˆ1−y1
xˆ1−x1 · · ·
yˆ1−yr
xˆ1−xr
...
...
yˆp−y1
xˆp−x1 · · ·
yˆp−yr
xˆp−xr

 ∈ Rp×r . (10)
L is called the Löwner matrix defined by means of the row array R and the column
array C. As it turns out L is an important tool for solving the rational interpolation
problem, which can be formulated as follows. We seek all rational functions
y(x) = n(x)
d(x)
with (n, d) coprime,
which interpolate the points of the arrays C and R, that is
682 D.C. Sorensen, A.C. Antoulas / Linear Algebra and its Applications 351–352 (2002) 671–700
y(xi) = yi, i = 1, . . . , r and y(xˆi) = yˆi , i = 1, . . . , p.
The degree of y is defined as the largest between the degrees of the numerator and
denominator: deg y = max{deg n, deg d}.
Let us now assume that such an interpolant y(x) of degree n exists and is proper
rational. Then according to realization theory, it can be expressed in terms of four
constant matrices A ∈ Rn×n, B ∈ Rn, C ∈ R1×n, D ∈ R:
y(x) = C(xI − A)−1B +D.
This expression immediately implies
[L]i,j := yˆi − yj
xˆi − xj = −C(xˆiI − A)
−1(xj I − A)−1B.
Consequently, L can be factorized as follows:
L = −Op(A,B)Rr (C,A),
where
Rr (A, B) := [(x1I − A)−1B · · · (xrI − A)−1B] ∈ Rn×r (11)
and
Op(C,A) :=


C(xˆ1I − A)−1
...
C(xˆpI − A)−1

 ∈ Rp×n. (12)
It can be shown that realization can be viewed as rational interpolation with inter-
polating points at infinity [7]. In this case the Hankel matrix factors in a product
of an observability times a reachability matrix. In analogy, as shown in [7], if the
interpolation points lie in finite locations in the complex plane, the Löwner matrix
replaces the Hankel matrix as main tool. Furthermore, L factors in a product as
shown above. In analogy with realization, we will call Op the generalized observ-
ability matrix and Rr the generalized reachability matrix associated with the arrays
C, R of the underlying interpolation problem.
Connection with the Sylvester equation
Let us now assume for argument’s sake that M is rank one; it can then be written
as M = m1mT2 , m1 ∈ Rn, m2 ∈ Rk . Thus (9) can be expressed as follows:
X= V


vˆ∗1m1
.
.
.
vˆ∗nm1


︸ ︷︷ ︸
V˜


m∗2(λ1I +H)−1
...
m∗2(λnI +H)−1


︸ ︷︷ ︸
On(m
∗
2,H)
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= [(µ1I + A)−1m1 · · · (µkI + A)−1m1]︸ ︷︷ ︸
Rk(A,m1)


m∗2wˆ1
.
.
.
m∗2wˆk

W ∗
︸ ︷︷ ︸
W˜ ∗
. (13)
In the above expression V˜ is the matrix of scaled right eigenvectors of A while W˜ is
the matrix of scaled left eigenvectors of H. It is interesting to notice that the remain-
ing matrices On and Rk are directly related with rational interpolation. In order to
establish this relationship we refer to the results of [5,6]. There it is shown that the
Löwner matrix can be factorized as a product of generalized reachability and observ-
ability matrices. The matrices defined above, namelyRk(A,m1) and On(m∗2, H), are
precisely these generalized matrices:
X = V˜On(m∗2, H) = Rk(A,m1)W˜ ∗. (14)
Let us now examine the special case where H = A ∈ Rn×n and m1 = B ∈ Rn and
m∗2 = C ∈ R1×n, we have VW ∗ = I and therefore up to scaling X2 is similar to the
associated Löwner matrix
X2 = V˜On(C,A)Rk(A,B)W˜ ∗, L = −On(C,A)Rk(A,B). (15)
3.2. The H2 norm of the error system in model reduction
Consider the system
 =
(
A B
C
)
,
which is stable and minimal. In projection methods there always exists a basis in
which the reduced order system is obtained by simple truncation. The balanced basis
and the associated balanced truncation are a special case. We will thus assume that
in this special basis A, B, and C are partitioned accordingly:
A =
(
A11 A12
A21 A22
)
, B =
(
B1
B2
)
, C = (C1 C2) .
The reduced order system is
ˆ =
(
A11 B1
C1
)
.
Let the three gramians, that is, the reachability, observability, and cross gramians, be
P, Q, and X, respectively. As mentioned earlier (see (4)) the H2 norm of  can be
expressed in terms of the reachability and the observability gramians. Consequently
by (6), for square symmetric systems it can also be expressed in terms of the cross
gramian:
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‖‖2H2 = trace[CPC∗] = trace[B∗QB] = trace[CXB].
In order to compute the H2 norm of the error system, in addition to X, we need the
quantities Y, Z, and Xˆ, which satisfy the Sylvester equations below. In partitioned
form,
X =
(
X11 X12
X21 X22
)
, Y =
(
Y1
Y2
)
, Z = (Z1 Z2) ,
and Xˆ satisfy(
A11 A12
A21 A22
)(
X11 X12
X21 X22
)
+
(
X11 X12
X21 X22
)(
A11 A12
A21 A22
)
+
(
B1
B2
) (
C1 C2
) = 0, (16)(
A11 A12
A21 A22
)(
Y1
Y2
)
+
(
Y1
Y2
)
A11 +
(
B1
B2
)
C1 = 0, (17)
A11
(
Z1 Z2
)+ (Z1 Z2) (A11 A12
A21 A22
)
+ B1
(
C1 C2
) = 0, (18)
A11Xˆ + XˆA11 + B1C1 = 0. (19)
Thus the H2 norm of the error system resulting from model reduction is the square
root of the following expression:
‖e‖2H2 = trace

(C1 C2 C1)

X11 X12 −Y1X21 X22 −Y2
−Z1 −Z2 Xˆ



B1B2
B1



 .
Theorem 3.2. In terms of the quantities defined above, the H2 norm of the error
system is
‖e‖2H2 = trace[C2X22B2] + trace[C1(Xˆ −X11)B1]
+ trace[A12(X2,: Y )+ (Z X:,2)A21]. (20)
The proof of this result is given in Appendix A.
Remark 3.2. The first term in the above expression is theH2 norm of the neglected
subsystem of the original system; the second term, is the difference between the
H2 norms of the reduced-order system and the dominant subsystem of the original
system; finally the third term is the sum of the inner product of the second block
row of the cross gramian with Y and that of Z with the second block column of the
cross gramian (each term weighted by the block off-diagonal terms of A). Finally,
Xˆ −X11 satisfies the Sylvester equation
A11(Xˆ −X11)+ (Xˆ −X11)A11 = A12X21 +X12A21.
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This implies that if the cross gramian or A has small (zero) off-diagonal elements,
then Xˆ −X11 will be small (zero).
It turns out that the above formula becomes really useful when the cross grami-
an is block diagonal, i.e. X12 = 0 and X21 = 0. In particular, when the system is
balanced, X is diagonal. The first consequence of this assumption is that Xˆ = X11,
hence the second term in (20) vanishes. As for the last term it becomes A12X22Y2 +
Z2X22A21; a moment’s reflection shows that the trace of these two terms is the same.
Hence there holds:
Corollary 3.1. Under the assumption of Theorem 3.2, if X12 = 0 and X21 = 0, the
H2 norm of the error system reduces to
‖e‖2H2 = trace[C2X22B2] + 2trace[A12X22Y2]. (21)
To further simplify this expression we notice that Y −X:,1 satisfies the Sylvester
equation
A
(
Y1 −X11
Y2
)
+
(
Y1 −X11
Y2
)
A11 =
(
0
X22
)
A21.
Thus, using the expression (8) derived for the solution of the Sylvester equation, we
obtain
A12X22Y2 =
k∑
i=1
wiw¯
∗
i
(
0 A12X22
)
(µiI + A)−1
(
0
X22A21
)
, (22)
where µi , wi , w¯i are the eigenvalues, right, left eigenvectors of the A-matrix of the
reduced-order system: A11. Thus we can derive an upper bound for the H2 norm of
the error in terms of the H∞ norm of the auxiliary system
aux =

A11 A12 0A21 A22 X22A21
0 A12X22 0

 .
Notice that the transfer function of aux can be written as
Gaux(s) = A12X22
[
sI − A22 − A21(sI − A11)−1A12
]−1
X22A21.
It is worth noting that this expression is quadratic in the neglected part X22, of the
cross gramian. We thus obtain the following upper bound for the H2 norm:
‖e‖2H2  trace[C2X22B2] + 2kρ‖aux‖H∞ , (23)
where ρ = maxi{‖wiw¯∗i ‖ : i = 1, . . . , k}, is related to the condition number of the
eigenvectors of A11. If we are dealing with a balanced realization, since this re-
alization is sign symmetric, the corresponding left and right eigenvectors are sign
orthogonal and therefore ρ = 1.
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Remark 3.3.
(a) It should be stressed that while the first term in (23) is linear in X22, the sec-
ond is quadratic. Therefore if the system is well conditioned and X22 contains
all the small Hankel singular values, the second term can be neglected and the
expression becomes ‖e‖2H2 ≈ trace[C2X22B2].(b) If  is in balanced form then the cross gramian is not only block diagonal, put
simply diagonal. Therefore, taking into account the sign symmetry of balanced
realizations, we have ‖e‖2H2 ≈ σk+1B2k+1 + · · · + σnB2n , where k is the size
of A11, σi are as usual the Hankel singular values and Bi the ith entry of B
(which, up to sign, happens to be equal to the ith entry of C). Recall that in the
balanced case theH2 norm of the original system is σ1B21 + · · · + σnB2n , which
is a weighted sum of the Hankel singular values.
4. Approximate balancing through low rank approximation of the cross
gramian
4.1. Computing a rank k approximation to the cross gramian
We now consider the problem of computing the best rank k approximation Xk to
the cross gramian X. We seek a restarting mechanism analogous to implicit restarting
for eigenvalue computations that will enable us to compute Xk directly instead of
computing all of X and truncating.
Suppose X = USV T is the SVD of X. Let X = UkSkV Tk + UˆkSˆkVˆ Tk , where U =
[Uk, Uˆk], and V = [Vk, Vˆk]. Then
(AX + BC)Vk = −XAVk
and it follows that
AUkSk + BCVk = −UkSk(V Tk AVk)+ Ek,
where Ek = −UˆkSˆkVˆ Tk AVk . Observe that ‖Ek‖2 = O(σk+1), where σk+1 is the first
neglected singular value, that is, the (k + 1)st singular value of X.
This suggests the following type of iteration; First obtain a projection of A
−AV = VH + F with V TV = I, V TF = 0,
where V is n×m and H is m×m with k < m n. We require that this projection
yield a stable matrix H. If it does not do so, then V must be modified. As devel-
oped in [15], we can use the technique of implicit restarting to cast out the unstable
eigenvalues. This would result in a V and an H of smaller dimension. As long as
this dimension remains greater than k, we can execute the remaining steps described
below. Should the dimension fall below k, then some method must be used to ex-
pand the basis set. As an example, one could use a block form of Arnoldi with the
remaining V as a starting block of vectors.
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Once V and H have been computed, solve the Sylvester equation
AW −WH = −BCV
for W. Take the SVD of W. If Yk denotes the matrix of right singular vectors for W
corresponding to the largest k singular values, then we have
AWYk + BCVYk = WYk(Y Tk HYk)+ Eˆk
⇒ AUkSk + BCVk = UkSkHk + Eˆk,
−AVYk = V Yk(Y Tk HYk)+ Fˆk ⇒ −AVk = VkHk + Fˆk.
We must now have a mechanism to expand the subspace generated by Vk ≡ V Yk so
that the above process can be repeated. One possibility is to form
E = ATVkSk + VkSkHTy + CTBTUk, where Hk = Y Tk HYk,
and then solve ATZ + ZHTk = −E. This represents a residual correction to the so-
lution of the Sylvester equation AX +XA+ BC = 0 when projected on the left
through multiplication by V Tk . However, instead of adding this correction to the basis
set Vk , we simply adjoin the columns of Z to the subspace spanned by the columns
of Vk and project −A onto this space. This portion of the iteration is analogous to
the “Davidson part” of the Jacobi–Davidson algorithm for eigenvalue calculation
proposed by Sleijpen and van der Vorst [32]. These ideas are summarized in the
algorithm sketched in Fig. 1 for the complete iteration.
There have been many ideas for the numerical solution of Lyapunov and Syl-
vester equations [18,22,27,28,33–36]. This approach nearly gives the best rank k
approximation directly. It is prevented from giving the best such approximation since
‖Eˆk‖ = O(σk+1). In fact, the best rank k approximation is not a fixed point of this
iteration. A slightly modified correction equation is needed to achieve this; for details
we refer the reader to [30]. Note the iteration of Hodel et al. [18] for the Lyapunov
equation also suffers from this difficulty.
We take the QR factorization of W at step 2.1 and then compute the SVD of
the very low dimensional matrix R to find the truncated basis. The single matrix
multiplication U ← UQk at step 2.2 is much more efficient than accumulating the
Givens transformations required to compute the SVD against an n×m matrix, and
then discarding the last m− k columns.
The equation AW + BCV = WH will introduce directions in the Krylov space
K(A,B) while the correction equation ATZ + ZHw = −E will introduce direc-
tions from the Krylov space K(AT, CT) although this is not quite as obvious.
4.2. A special Sylvester equation
Efficient solution of a special Sylvester equation provide the key to steps 2.1 and
2.3 in algorithm shown in Fig. 1. Both of these steps result in a special Sylvester
equation of the form
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Fig. 1. An implicitly restarted method.
AZ + ZH +M = 0,
where H is a k × k stable matrix, and M is an n× k matrix with k  n. (Note that
step 2.3 involves AT but the same method applies.) The only thing special about this
Sylvester equation is that A is very much larger in dimension than H.
The method we propose stems from the following observation. Suppose that a
partial real Schur decomposition of the form[
A M
0 −H
] [
V1
V2
]
=
[
V1
V2
]
R (24)
has been obtained, where R is a real quasi-upper triangular k × k matrix, and V T1 V1 +
V T2 V2 = Ik . This decomposition provides the solution Z if V2 is nonsingular. Indeed,
if V2 is nonsingular, put Z = V1V −12 to obtain
AZ +M = Z(V2RV −12 ) = −ZH.
Moreover, it turns out that V2 is nonsingular if and only if the eigenvalues of R are
the eigenvalues of −H .
Since the eigenvalues of A are in the open left half-plane and the eigenvalues of
−H are in the open right half-plane, the k eigenvalues of largest real part for the
block upper triangular matrix in (24) are the desired eigenvalues. When k is small,
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it is possible to compute the eigenvalues of H in advance of the computation of the
partial Schur decomposition in (24). Within this framework, the implicitly restarted
Arnoldi method [29] (implemented in ARPACK [31]) can be used effectively to
compute this partial Schur decomposition. If there is a reasonable gap between the
eigenvalues of H and the imaginary axis, then IRA will be successful in computing
the k eigenvalues of largest real part using only matrix vector products. In any case,
exact knowledge of the desired eigenvalues provides several opportunities to en-
hance convergence. One possibility is to use a single Cayley transformation (costing
one sparse direct factorization) to map the eigenvalues of A to the interior and the
eigenvalues of H to the exterior of the unit disk. Further justification of this approach
including a proof of the equivalence and a more thorough discussion of possibilities
for acceleration are given in [30].
An alternative would be to construct a Schur decomposition of H and transform
the equation to
AZˆ + ZˆR + Mˆ = 0
and then solve for the columns of Zˆ from left to right via
(A− ρjj I )zj = −mj −
j−1∑
i=1
ziρij for j = 1, 2, . . . , k,
where ρij are the elements of the upper triangular matrix R, and zj ,mj are the col-
umns of Zˆ, Mˆ . This would require a separate sparse direct factorization of a large
n× n complex matrix at each step j. There would be k such factorizations and each of
these would have a potentially different sparsity pattern for L and U due to pivoting
for stability. Staying in real arithmetic would require working with quadratic factors
involving A and hence would destroy sparsity.
4.3. Approximate balancing transformation from Xk
The above procedure provides Xk = UkSkV Tk . A closer examination of the it-
eration shows that Uk is an ortho-normal basis for a subspace of the reachability
subspace K(A,B), while Vk provides an ortho-normal basis for a subspace of the
observability subspace K(AT, CT). It is tempting to just take Vk as a reduced basis
since this amounts to orthogonal projection. However, it is clear that this choice
neglects important information. Therefore we are lead to the idea of obtaining an
approximate balancing transformation through the eigenvectors of Xk corresponding
to nonzero eigenvalues.
In the SISO case, we know that X has real eigenvalues. If Xk were obtained as
Xk = ZkDkWTk where the diagonal elements of Dk are the eigenvalues of largest
magnitude (i.e. the dominant Hankel singular values) and WTk Zk = Ik then, as dis-
cussed previously, Zk would provide a balancing transformation. Instead, we have
the best rank k approximation to X in Xk . Therefore, we shall attempt to approximate
the relevant eigenvector basis for X with an eigenvector basis for Xk . It is easily seen
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that any eigenvector of Xk corresponding to a nonzero eigenvalue must be in the
range of Uk . In fact, we see that
XkUkS
1/2
k = UkS1/2k G,
where G = S1/2k V Tk UkS1/2k . If GZ = ZDk with Dk real and diagonal, then taking
Zk = UkS1/2k Z|Dk|−1/2sign(Dk) and Wk = VkS1/2k Z−T|Dk|−1/2
provides Xk = ZkDkWTk with WTk Zk = Ik , where sign(Dk) = Dk|Dk|−1. Note also
that
XZk = XkZk + (X −Xk)Zk = ZkDk + O(σk+1)
and thus we have an approximate balancing transformation represented by this Zk .
Our reduced model is (Ak, Bk, Ck) with
Ak = WTk AZk, Bk = WTk B, Ck = CZk. (25)
This seems to be a natural construction, but it does not lead to a projected equation.
If we define Ek as the residual via the equation
AXk +XkA+ BC = Ek
and multiply on the left by WTk and on the right by Zk , we obtain
AkDk +DkAk + BkCTk = Eˆk,
where Eˆk = WTk EkZk . If Eˆk = 0 were true, we would be able to conclude that the
reduced system is balanced and stable. However, we only have ‖Eˆ‖ = ‖A‖O(σk+1),
and therefore stability and/or balancing of the reduced model do not automatically
follow.
Remark 4.1. The preceding discussion was primarily concerned with the SISO
case. For MIMO systems we propose the idea of embedding the system in a sym-
metric system; this is explored in Section 5.2. For square MIMO systems (m = p)
it is also possible to proceed directly by considering the solution X of AX +XA+
BC = 0. In this case X can have complex eigenvalues and the real Schur form is a
more appropriate eigen-decomposition. Let
S
1/2
k (V
T
k Uk)S
1/2
k Zˆ = ZˆRk
be a real Schur form, i.e. ZˆTZˆ = Ik and Rk is real and quasi-upper triangular. We
define
Zk := UkS1/2k ZˆR−1k and Wk := VkS1/2Zˆ.
Then WTk Zk = Ik , XkZk = ZkRk , and WTk Xk = RkWTk . Proceeding exactly as be-
fore with the reduced model, we arrive at the reduced equation
AkRk + RkAk + BkCTk = Eˆk.
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Again, we only have that ‖Eˆ‖ = ‖A‖O(σk+1). This reduction appears to work quite
well in practice, but further analysis is necessary to obtain a proof of convergence.
5. Further issues
5.1. Stability and balancing of the reduced model
Our methods pertain to stable systems and therefore, it is important in many ap-
plications that the reduced model be stable as well. We must have the eigenvalues
of the reduced matrix Ak in the left half-plane. The reduced model obtained through
the algorithm shown in Fig. 1, is almost always stable in practice, but occasionally it
might be unstable.
One approach to achieving a stable reduced model is to apply the techniques
developed in [15] to the projected quantities. That would amount to applying the
implicit restarting mechanism to rid the projected matrix of unstable modes.
Another important question is whether the reduced model is balanced. Since we
are only approximating a balancing transformation, the reduced model obtained may
not be balanced. Thus additional conditions would have to be worked out to assure
this. For stability, these conditions are tied to the truncation tolerance.
5.2. Extension to MIMO systems
In the large scale setting, there is a clear advantage to working with the cross
gramian instead of the working with the two gramians related to reachability and
observability. In addition to the fact that only one Sylvester equation need be solved,
there is the question of compatibility that arises when working with the pair of grami-
ans. Since two separate projections must be made, one cannot be certain that the two
subspaces are the same as the ones that would have been achieved through computing
the full gramians and then truncating.
The crucial property of the three gramians in the SISO case is X2 = PQ. It is easy
to see that this relationship holds true for MIMO systems which are symmetric, i.e.
the transfer function is symmetric. Of course, this is not generally the case. In order
to make use of this property, we propose to embed the given system into a symmetric
system with more inputs and outputs but the same number of state variables. Given
the m-input, p-output system
 =
(
A B
C
)
,
we seek B˜ ∈ Rn×p and C˜ ∈ Rm×n such that the augmented system
ˆ =
(
Aˆ Bˆ
Cˆ
)
=

A B˜ BC
C˜


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is square and symmetric, i.e. the Markov parameters CˆAˆ<Bˆ ∈ R(m+p)×(m+p) are
symmetric for all <  0. That this can be done follows readily from properties of
system realizations. The important aspect of this embedding is that the complexity
(McMillan degree, number of states) of the system has not increased. Therefore the
norm (H2 orH∞) of the original system is upper-bounded by that of the augmented
system.
5.2.1. MIMO systems and the symmetrizer
A basic result in linear algebra states that any (square) matrix has a symmetri-
zer, i.e. a symmetric matrix which commutes with its transpose. Let J = J T be a
symmetrizer for A, i.e. AJ = JAT. The following quantities are defined:
B˜ = JCT, C˜ = BTJ−1 ⇒ Bˆ = [B˜ B], Cˆ =
[
C
C˜
]
⇒ Bˆ = J CˆT.
The augmented system is(
A Bˆ
Cˆ
)
∈ R(n+m+p)×(n+p+m).
This system has the property that its Hankel operator is symmetric. Therefore, using
the same tools as above we can show that
Pˆ = XˆJ−1, Qˆ = J Xˆ ⇒ Xˆ2 = PˆQˆ.
The three equations satisfied by the augmented system are
APˆ+ PˆAT + BˆBˆT = 0⇒ APˆ+ PˆAT + JCTCJ + BBT = 0
⇒ Pˆ = P+ JQJ ,
ATQˆ+ QˆA+ CˆTCˆ = 0⇒ ATQˆ+ QˆA+ CTC + J−1BBTJ−1 = 0
⇒ Qˆ = Q+ J−1PJ−1 ,
AXˆ + XˆA+ BˆCˆ = 0 ⇒ Xˆ = J Qˆ = PˆJ−1 .
5.2.2. The choice of symmetrizer
At this stage, the symmetrizer is any symmetric matrix which satisfies AJ =
JAT. For simplicity, let us assume that A is diagonalizable and has been transformed
to the basis where A is diagonal. In this case the symmetrizer J is an arbitrary
diagonal matrix. The question arises of how to best choose the diagonal entries of J.
The criterion which will be chosen is that the Hankel operator of the augmented
system be close to that of the original system. In order to address this issue we will
make use of the variational characterization of balancing as developed in a series of
papers by Helmke and Moore [19,20].
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Let T be a basis change in the state space. Then as already mentioned the gramians
are transformed as follows: P→ TPT T, Q→ T −TPT −1. Consider the following
criterion:
J(T ) = trace(TPT T)+ trace(T −TQT −1). (26)
For a fixed state space basis, the above quantity is equal to the sum of the eigenvalues
of the reachability and of the observability gramians. The question which arises is to
find the minimum of J(T ) as a function of all nonsingular transformations T. First
notice that J can be expressed in terms of the positive definite matrix  = T TT :
J = trace[P+ Q−1],  = T TT > 0. (27)
The following result is due to Helmke and Moore.
Proposition 5.1. The minimum of J is J∗ = min>0J = 2∑nk=1 σk, and the
minimizer is ∗ = P−1/2
(
P1/2QP1/2
)1/2
P−1/2.
It readily follows that with the eigenvalue decompositionP1/2QP1/2 = US2UT,
a resulting balancing transformation is Tb = S1/2UTP−1/2. In other words
TbPT
T
b = T −Tb QT −1b = P.
The transformation Tb is unique up to orthogonal similarity (P need not be diagonal).
In our case, we wish to compute an appropriate symmetrizer. The criterion (the sum
of the traces of the two gramians) for the augmented system is as follows:
J(J ) = trace(P+ JQJ )+ trace(Q+ J−1PJ−1)
= trace(P+ Q)+ trace(JQJ + J−1PJ−1)︸ ︷︷ ︸
J1(J )
.
We will compute the diagonal J = diag(j1, . . . , jn), so that the above trace is mini-
mized. The first summand does not depend on J. The second is
J1(J ) =
n∑
i=1
[
piij
2
i + qii
1
j2i
]
.
The minimum of J1 is achieved for j2i =
√
qii/pii :
minJ1 = 2
n∑
i=1
√
piiqii ⇒ minJ =
(√
pii +√qii
)2
. (28)
This should be compared with twice the sum of the trace of the two gramians, namely
2
∑n
i=1(pii + qii). The difference of the two traces is
∑n
i=1(
√
pii −√qii)2.
The above computation was carried through under the assumption that A is diag-
onal. Let in particular,
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A = diag(−λ1, . . . ,−λn), B =


b∗1
...
b∗n

 , C = [c1 · · · cn],
where bi ∈ Rm, ci ∈ Rp. In this representation the diagonal entries of the two gra-
mians are
pii = b
∗
i bi
λi + λ∗i
, qii = cic
∗
i
λi + λ∗i
.
Furthermore by applying the state space transformation T, which is diagonal with
entries tii =
√
cic
∗
i /b
∗
i bi , we can assure that pii = qii .
Conclusion. If A is diagonalizable there exists a symmetrizer which guarantees
that the sum of the singular values of the augmented system is exactly twice that of
the original. This is the best one can do in this case.
5.3. Computational efficiency
The method we have proposed appears to be quite expensive computationally.
However, it seems to converge quite rapidly. In fact, our test examples indicate that
for medium scale problems (n ≈ 400) it is already competitive with existing dense
methods. Moreover, it can provide balanced realizations where most existing meth-
ods fail.
In the large scale setting, it is not clear that this approach will compete with those
of PVL [10], or multipoint rational interpolation [14]. The error bounds and the
stability of the reduced order model come at a price. The proposed implicit restarting
approach involves a great deal of work associated with solving the required special
Sylvester equations. However, the iterative method is based upon adjoining residual
corrections to the current approximate solutions to the cross gramian equations. We
observe very rapid convergence in practice. Usually three major iterations are suffi-
cient. Nevertheless, there is no proof of convergence and this seems to be a general
difficulty with a projection approach of this type (see e.g. [18]).
6. Experimental results
Matlab codes implementing the model reduction methods discussed above have
been developed and tested considerably. We have experimented with a number of
generated problems (randomly chosen eigenvalues in the left half-plane with a spec-
ified number of these forced to be near the imaginary axis). The largest systems we
have dealt with successfully, have dimension n = 10,000, and have been reduced
approximately to dimension k = 20–30. Here we will report numerical experiments
performed on low order systems. The following six cases are described in detail in
[3]; the last column shows the degree of the reduced system obtained for a tolerance
of τ = 10−5:
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n m p k
Structural model 270 3 3 37
Building model 48 1 1 31
Heat model 197 2 2 5
CD player 120 1 1 12
Clamped beam 348 1 1 13
Butterworth filter 100 1 1 35
Most of the problems we have seen exhibit the behavior that is indicative of the
success for this approach. Namely, both the singular values and the eigenvalues of
X decay very rapidly indicating that X is typically approximated well with an Xk of
very low rank. In the examples above we computeXk where the value k is determined
by a cut-off, namely taking the first positive integer k such that
σk+1 < τσ1.
A typical value of τ is τ = √machine precision . This is a user specified tolerance
that determines the user’s desired bound on the H∞ norm error estimate given by
the neglected Hankel singular values. The important point is that the specification of
this single tolerance determines everything. The above cut-off criterion determines
the value of k required to meet the user’s error specification. The order k of the
reduced model and the eigenvalue placement are completely automatic. Moreover,
the value of τ directly determines the error of approximation for ‖y − yk‖ over the
entire frequency range.
In Fig. 2, we show results for the fifth system in the list above, namely displace-
ment and stress in a clamped beam with Rayleigh (or proportional) damping. The
input is a force at the unclamped end, while the output is displacement. The figure
shows the Bode plot of the response of the original system which is of order 348
(solid line) and response of the reduced order model of order 48 (dashed line). Again,
we emphasize that the order of the reduced model is automatically determined once
the error requirement is specified. The results for the remaining systems as well as
comparisons and calculation of the H2 and H∞ norms of the error systems can be
found in [3]. It is worth noting that for the above systems the traditional balanced
truncation method and the approximate balanced truncation method proposed in this
paper, give practically the same results.
7. Conclusions
In this paper we propose an iterative model reduction method based on the cross
gramian. This quantity satisfies a Sylvester equation and therefore we first devote
our attention to a re-examination of various properties of this equation.
Subsequently the approach for computing approximate partially balanced real-
izations of linear systems is derived. We have demonstrated computationally that
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Fig. 2. Clamped Beam. Upper plots: comparison of frequency response of original and reduced systems
for tolerance 10−4 and 10−5. Lower plots: frequency response of error systems for the given tolerances.
this approach performs well. Moreover, we have established error bounds for the
response approximation in the SISO case. The approach enjoys the highly desirable
quality of being completely automatic once an error tolerance has been specified.
This is to be contrasted with existing projection methods. There are no global error
bounds available for PVL or for rational interpolation methods. Moreover, the ratio-
nal interpolation schemes all require the user to select interpolation points where mo-
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ments of the transfer function are to be matched. Our approach selects interpolation
points automatically according to the specified error tolerance.
Despite the obviously desirable features of the cross gramian approach proposed
here, many open questions remain. There are a number of refinements with respect
to performance, robustness, and accuracy that are worth pursuing. There are also
several areas related to MIMO systems that require both theoretical and algorithmic
developments.
Appendix A
A.1. Proof of Theorem 3.2
The H2 norm of the error system is the square root of the following expression:
‖e‖2H2 = trace

(C1 C2 C1)

X11 X12 −Y1XT12 X22 −Y2
−Z1 −Z2 Xˆ



B1B2
B1




⇒ ‖e‖2H2 = trace[C1X11B1 + C1X12B2 − C1Y1B1]
+ trace[C2X21B1 + C2X22B2 −C2Y2B1︸ ︷︷ ︸
♦
]
+ trace[−C1Z1B1 −C1Z2B2︸ ︷︷ ︸
♦
+C1XˆB1].
Using the off-diagonal entries of (16)
From the off-diagonal entries of the Sylvester equation (16) follow the relation-
ships:
A11X12 + A12X22 +X11A12 +X12A22 + B1C2 = 0
⇒ −B1C2Y2 = [A11X12 + A12X22 +X11A12 +X12A22]Y2,
A21X11 + A22X21 +X21A11 +X22A21 + B2C1 = 0
⇒ −Z2B2C1 = Z2 [A21X11 + A22X21 +X21A11 +X22A21] .
Substituting in the original expression for the H2-norm of e, we get
‖e‖2H2 = trace[C1X11B1 + C1X12B2 − C1Y1B1]
+ trace[C2X21B1 + C2X22B2 + A11X12Y2
+A12X22Y2 +X11A12Y2︸ ︷︷ ︸

+X12A22Y2]
+ trace[−C1Z1B1 + Z2A21X11︸ ︷︷ ︸

+Z2A22X21
+Z2X21A11 + Z2X22A21 + C1XˆB1].
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Using the (1, 1) entries of (17) and (18)
We now substitute the two  with the expressions below which come from the
(1,1) entries of (17) and (18):
A11Y1 + A12Y2 + Y1A11 + B1C1 = 0
⇒ X11A12Y2 = −X11(A11Y1 + Y1A11 + B1C1),
A11Z1 + Z1A11 + Z2A21 + B1C1 = 0
⇒ Z2A21X11 = −(A11Z1 + Z1A11 + B1C1)X11
to obtain
‖e‖2H2 = trace[C1X11B1︸ ︷︷ ︸
T
+C1X12B2︸ ︷︷ ︸
◦
−C1Y1B1]
+ trace[C2X21B1︸ ︷︷ ︸
•
+C2X22B2 + A11X12Y2︸ ︷︷ ︸
◦
+A12X22Y2
−X11A11Y1 −X11Y1A11 −X11B1C1︸ ︷︷ ︸
T
+X12A22Y2︸ ︷︷ ︸
◦
]
+ trace[−C1Z1B1 − A11Z1X11 − Z1A11X11 − B1C1X11
+ Z2A22X21︸ ︷︷ ︸
•
+Z2X21A11︸ ︷︷ ︸
•
+Z2X22A21 + C1XˆB1].
Using the (2, 1) entry of (17) and the (1, 2) entry of (18)
Next, all terms containing X12 and X21 are collected; making use of the (2,1)
entry of (17) and of the (1,2) entry of (18), we get
◦ C1X12B2 + A11X12Y2 +X12A22Y2
= (B2C1 + Y2A11 + A22Y2)X12 = −A21Y1X12,
• C2X21B1 + A22X21Z2 +X21A11Z2
= X21(B1C2 + Z2A22 + A11Z2) = −X21Z1A12.
The error thus simplifies as follows (note that the two ∗ terms cancel):
‖e‖2H2 = trace[−A21Y1X12 − C1Y1B1︸ ︷︷ ︸
◦
−X21Z1A12︸ ︷︷ ︸
•
]
+ trace[C2X22B2 + A12X22Y2 −X11A11Y1 −X11Y1A11︸ ︷︷ ︸
◦
]
+ trace[−C1Z1B1 − A11Z1X11 − Z1A11X11︸ ︷︷ ︸
•
−B1C1X11 + Z2X22A21 + C1XˆB1].
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Using the diagonal entries of (16)
We now collect the ◦ and • terms, and use the diagonal entries of (16):
−B1C1Y1 −X12A21Y1 − A11X11Y1 −X11A11Y1
= −(B1C1 +X12A21 + A11X11 +X11A11)Y1 = A12X21Y1 ◦
−Z1B1C1 − Z1A12X21 − Z1X11A11 − Z1A11X11
= −Z1(B1C1 + A12X21 +X11A11 + A11X11) = Z1X12A21 •
Collecting these expressions we finally obtain (20). 
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