Abstract. This paper introduces a new framework for image classification using local visual descriptors. The pipeline first performs a nonlinear feature transformation on descriptors, then aggregates the results together to form image-level representations, and finally applies a classification model. For all the three steps we suggest novel solutions which make our approach appealing in theory, more scalable in computation, and transparent in classification. Our experiments demonstrate that the proposed classification method achieves state-of-the-art accuracy on the well-known PASCAL benchmarks.
Introduction
Image classification, including object recognition and scene classification, remains to be a major challenge to the computer vision community. Perhaps one of the most significant developments in the last decade is the application of local features to image classification, including the introduction of "bag-of-visualwords" representation that inspires and initiates a lot of research efforts [1] .
A large body of work investigates probabilistic generative models, with the objective towards understanding the semantic content of images. Typically those models extend the famous topic models on bag-of-word representation by further considering the spatial information of visual words [2] [3] . This paper follows another line of research on building discriminative models for classification. The previous work includes SVMs using pyramid matching kernels [4] , biologically-inspired models [5] [6] , and KNN methods [7] [8] [9] . Over the past years, the nonlinear SVM method using spatial pyramid matching (SPM) kernels [4] [10] seems to be dominant among the top performers in various image classification benchmarks, including Caltech-101 [11] , PASCAL [12] , and TRECVID. The recent improvements were often achieved by combining different types of local descriptors [10] [13] [14] , without any fundamental change of the underlying classification method. In addition to the demand for more accurate classifiers, one has to develop more practical methods. Nonlinear SVMs scale at least quadratically to the size of training data, which makes it nontrivial to handle large-scale training data. It is thus necessary to design algorithms that are computationally more efficient.
Overview of Our Approach
Our work represents each image by a set of local descriptors with their spatial coordinates. The descriptor can be SIFT, or any other local features, computed from image patches at locations on a 2D grid. Our image classification method consists of three computational steps:
Descriptor coding:
Each descriptor of an image is nonlinearly mapped to form a high-dimensional sparse vector. We propose a novel nonlinear coding method called SuperVector coding, which is algorithmically a simple extension of Vector Quantization (VQ) coding;
Spatial pooling:
For each local region, the codes of all the descriptors in it are aggregated to form a single vector, then vectors of different regions are concatenated to form the image-level feature vector. Our pooling is base on a novel probability kernel incorporating the similarity metric of local descriptors;
Image classification:
The image-level feature vector is normalized and fed into a classifier. We choose linear SVMs, which scale linearly to the size of training data.
We note that the coding-pooling-classification pipeline is the de facto framework for image scene classification. One notable example is the SPM kernel approach [4] , which applies average pooling on top of VQ coding, plus a nonlinear SVM classifier using Chi-square or intersection kernels.
In this paper, we propose novel methods for each of the three steps and formalize their underlying mathematical principles. The work stresses the importance of learning good coding of local descriptors in the context of image classification, and makes the first attempt to formally incorporate the metric of local descriptors into distribution kernels. Putting all these together, the overall image classification framework enjoys a linear training complexity, and also a great interpretability that is missing in conventional models (see details in Sec. 2.3). The most importantly, our method demonstrates state-of-the-art performances on the challenging PASCAL07 and PASCAL09 image classification benchmarks.
The Method
In the following we will describe all the three steps of our image classification pipeline in detail.
Descriptor Coding
We introduce a novel coding method, which enjoys appealing theoretical properties. Suppose we are interested in learning a smooth nonlinear function f (x) defined on a high dimensional space R d . The question is, how to derive a good coding scheme (or nonlinear mapping) φ(x) such that f (x) can be well approximated by a linear function on it, namely w φ(x). Our only assumption here is that f (x) should be sufficiently smooth.
Let us consider a general unsupervised learning setting, where a set of bases C ⊂ R d , called codebook or dictionary, is employed to approximate any x, namely,
v∈C is the coefficients, and sometimes v γ v (x) = 1. By restricting the cardinality of nonzeros of γ(x) to be 1 and γ v (x) ≥ 0, we obtain the Vector Quantization (VQ) method
where · is the Euclidean norm (2-norm). The VQ method uses the coding
It immediately implies the following simple function approximation bound via VQ coding: for all x ∈ R d :
This bounds simply states that one can approximate f (x) by f v * (x) + ∇f v * (x) x − v * (x) , and the approximation error is upper bounded by the quality of VQ. It further suggests that the function approximation can be improved by learning the codebook C to minimize this upper bound. One way is the K-means algorithm
Eq. (1) also suggests that the approximation to f (x) can be expressed as a linear function on a nonlinear coding scheme
where φ(x) is called the Super-Vector (SV) coding of x, defined by
where s is a nonnegative constant. It is not difficult to see that w = [ 
As illustrated in Figure 1 , w φ(x) provides a piece-wise linear function to approximate a nonlinear function f (x), as shown in Figure 1 - (2), while with VQ coding φ(x) = [γ v (x)] v∈C , the same formulation w φ(x) gives a piece-wise constant approximation, as shown in Figure 1 -(3). This intuitively suggests that SV coding may achieve a lower function approximation error than VQ coding. We note that the popular bag-of-features image classification method essentially employs VQ to obtain histogram representations. The proposed SV coding is a simple extension of VQ, and may lead to a better approach to image classification.
Spatial Pooling
Pooling Let each image be represented as a set of descriptor vectors x that follows an image-specific distribution, represented as a probability density function p(x) with respect to an image independent back-ground measure dµ(x). Let's first ignore the spacial locations of x, and address the spacial pooling later. A kernel-based method for image classification is based on a kernel on the probability distributions over x ∈ Ω, K : P × P → R. A well-known example is the Bhattacharyya kernel [15] :
Here p(x) and q(x) represent two images as distributions over local descriptor vectors, and µ(x) is the image independent background measure. Bhattacharyya kernel is closely associated with Hellinger distance, defined as D h (p, q) = 2 − K b (p, q), which can be seen as a principled symmetric approximation of the Kullback Leibler (KL) divergence [15] . Despite the popular application of both Bhattacharyya kernel and KL divergence, a significant drawback is the ignorance of the underlying similarity metric of x, as illustrated in Figure 2 . In order to avoid this problem, one has to work with very smooth distribution families that are inconvenient to work with in practice. In this paper, we propose a novel formulation that explicitly takes the similarity of x into account:
where κ(x, x ) is a RKHS kernel on Ω that reflects the similarity structure of x. In the extreme case where κ(x, x ) = δ(x − x ) is the delta-function with respect to µ(·), then the above kernel reduces to the Bhattacharyya kernel.
(1) (2) Fig. 2 . Illustration of the drawback of Bhattacharyya kernel: in both cases their density kernels K b (p, q) remain to be the same, equal to 0.
In reality we cannot directly observe p(x) from any image, but a set X of local descriptors. Therefore, based on the empirical approximation to K s (p, q), we define a kernel between sets of vectors:
where N and N are the sizes of the descriptor sets from two images. Let κ(x, x ) = φ(x), φ(x ) , where φ(x) is the SV coding defined in the previous section. It is easy to see that κ(x, x ) = 0 if x and x fall into different clusters. Then we have
where X k is the subset of X fallen into the k-th cluster. Furthermore, if we assume that p(x) remains constant within each cluster partition, i.e., p(x) gives rise to a histogram
The above kernel can be re-written as an inner product kernel of the form K(X, X ) = Φ(X), Φ(X ) , where
Therefore functions in the reproducing kernel Hilbert space for this kernel has a linear representation f (X) = w Φ(X). In other words, we can simply employ Φ(X) as nonlinear feature vector and then learn a linear classifier using this feature vector. The effect is equivalent to using nonlinear kernel K(X, X ) between image pairs X and X . Finally, we point out that weighting by histogram p k is equivalent to treating density p(x) as piece-wise constant around each VQ basis, under a specific choice of background measure µ(x) that equalizes different partitions. This representation is not sensitive to the choice of background measure µ(x), which is image independent. In particular, a change of measure µ(·) (still piece-wise constant in each partition) leads to a rescaling of different components in Φ(X). This means that the space of linear classifier f (x) = w Φ(X) remains the same.
Spatial Pyramid Pooling To incorporate the spatial location information of x, we apply the idea of spatial pyramid matching [4] . Let each image be evenly partitioned into 1 × 1, 2 × 2, and 3 × 1 blocks, respectively in 3 different levels. Based on which block each descriptor comes from, the whole set X of an image is then organized into three levels of subsets: X 
Image Classification
Image classification is done by applying classifiers based on the image representations obtained from the pooling step. Here we consider the task of finding whether a particular category of objects is contained in an image or not, which can be translated into a binary classification problem. We apply a linear SVM that employs a hinge loss to learn g(X) = w Φ s (X). We note that the function is nonlinear on X since Φ s (X) is a nonlinear operator. Interestingly, the image-level classification function is closely connected to a real-valued function on local descriptors. Without loss of generality, let's assume that only global pooling is used, which means Φ s (X) = Φ(X) in this case.
where g(x) = w φ(x). The above equation provides an interesting insight to the classification process: a patch-level pattern matching is operated everywhere in the image, and the responses are then aggregated together to generate the score indicating how likely a particular category of objects is present. This observation is well-aligned with the biologically-inspired vision models, like Convolution Neural Networks [16] and HMAX model [6] , which mostly employ feed-forward pattern matching for object recognition. This connection stresses the importance of learning a good coding scheme on local descriptors x, because φ(x) solely defines the function space of g(x) = w φ(x), which consequently determines if the unknown classification function can be well learned. The connection also implies that supervised training of φ(x) could potentially lead to further improvements.
Furthermore, the classification model enjoys the advantages of interpretability and computational scalability. Once the model is trained, Eq. (5) suggests that one can compute a response map based on g(x), which visualizes where the classifier focuses on in the image, as shown in our experiments. Since our method naturally requires a linear classifier, it enjoys a training scalability which is linear to the number of training images, while nonlinear kernel-based methods suffer quadratic or higher complexity.
Discussion and Further Improvement
Our approach is along the line of recent works on unsupervised feature learning for image classfiication, especially, learning sparse representations e.g., [17] [5] [18] [19] [20] . In theory our work is more related to local coordinate coding (LCC) [19] , which points out that in some cases a desired sparsity of φ(x) should come from a locality of the coding scheme. Indeed, the proposed SV coding leads to a highly sparse representation φ(x), as defined by Eq. (2), which activates those coordinates associated to the neighborhood of x. As the result, g(x) = w φ(x) gives rise to a local linear function (i.e., piece-wise linear) to approximate the unknown nonlinear function f (x). But, the computation of SV coding is much simpler than sparse coding approaches.
Our method can be further improved by considering a soft assignment of x to bases C. Recall that the underlying interpretation of f (x) ≈ w φ(x) is the the approximation
which essentially uses the unknown function's Taylor expansion at a nearby location v * (x) to interpolate f (x). One natural idea to improve this is using several neighbors in C instead of the nearest one. Let's consider a soft K-means that computes p k (x), the posterior probability of cluster assignment for x. Then the function approximation can be handled as the expectation
Then the pooling step becomes a computation of the expectation
where
, and s comes from Eq. (2). This approach is different from the image classification using GMM, e.g., [21] [22] . Basically, those GMM methods consider the distribution kernel, while ours incorporates nonlinear coding into the distribution kernel. Furthermore, VQ or soft VQ require a much less number of parameters to estimate. Our experiment confirms that our approach leads to a significantly higher accuracy.
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Experiments
We perform image classification experiments on two datasets: PASCAL VOC 2007 and PASCAL VOC 2009. The images in both datasets contain objects from 20 object categories and range between indoor and outdoor scenes, closeups and landscapes, and strange viewpoints. The datasets are extremely challenging because of significant variations of appearances and poses with frequent occlusions. PASCAL VOC 2007 consists of 9,963 images which are divided into three subsets: training data (2501 images), validation data (2510 images), and test data (4952 images). PASCAL VOC 2009 consists of 14,743 images and correspondingly are divided into three subsets: training data(3473 images), validation data(3581 images), and testing data (7689 images).
All the following experiment results are obtained on the testing datasets, except the comparison experiment for different codebook sizes |C| (Table 4) , which is performed on PASCAL VOC 2007 validation set. We use the PASCAL toolkit to evaluate the classification accuracy, measured by average precision based on the precision/recall curve.
In all the experiments, 128-dimensional SIFT vectors are extracted over a grid with spacing of 4 pixels on three patch scales (16x16,25x25 and 31x31). The dimension of descriptors is reduced to 80 by applying principal component analysis (PCA). The codebooks C are trained on one million randomly sampled descriptors. The constant s is chosen from [0, 10 −4 , 10 −3 , 10 −2 , 10 −1 ] via crossvalidation on the training set.
Comparison of Nonlinear Coding Methods
Our first experiment investigates image classification using various nonlinear coding methods. The goal is to study which coding method performs the best under linear SVM classifiers. These methods are: (1) VQ coding -using Bhattacharyya kernel on spatial pyramid histogram presentations; (2) GMM -the method described in [22] ; (3) SV -the super-vector coding proposed by this paper; (4) SV-soft -the soft version of SV coding, where [p k (x)] k for each x is truncated to retain the top 20 elements with the rest elements being set zero. Table 1 shows the experiment results with different coding methods on PAS-CAL VOC 2007 test dataset. In all the cases |C| = 512 bases/components are used for coding. SV and SV-soft both significantly outperform other two competitors. SV-soft is slightly better than SV. In the rest of the experiments we apply SV-soft for classification.
Comparison with State-of-the-Art Results
In this section we compare the performance of our method with reported state-ofthe-art results on the PASCAL VOC 2007 and 2009 benchmarks. In both cases, we train the classifier on the training set plus the validation set, and evaluate on the test set, with |C| fixed as 2048. 2 In both cases, our method significantly outperforms the competing methods on most of the object categories. We note that most of those compared methods extend the SPM nonlinear SVM classifier by combing multiple visual descriptors/kernels, while our method utilizes only SIFT features on gray images. This difference highlights the significant success of the proposed approach. Note that in Table 3 we do not compare with the winner team NEC-UIUC's result, because as far as we know, they combined an object detection model, i.e. using the information of the provided bounding boxes, to achieve a higher accuracy. 2048, the classification accuracy keeps being improved. But the improvement gets small after |C| goes over 1024.
Visualization of the Learned Patch-Level Function
As suggested by Eq. 5, a very unique perspective of our method is the "transparency" of the classification model. Once the image classifier is trained, a realvalued function g(x) is automatically obtained on the local descriptor level. Therefore a response map of g(x) can be visualized on test images. In Figure 3 , we show the response map (with kernel smoothing) on a set of random images from the PASCAL VOC 2009 test set. In most of the cases, the results are quite meaningful -the target objects are mostly covered by high-valued responses of g(x). This observation suggests a potential to extend the current framework toward joint classification and detection.
Conclusion
This paper introduces a new method for image classification. The method follows the usual pipeline but introduces significantly novel methods for each of the steps. We formalizes the underlying mathematic principles for our methods and stresses the importance of learning a good nonlinear coding of local descriptors in image classification. Compared to popular state-of-the-art methods, our approach is appealing in theory, more scalable in computation, transparent in classification, and produces state-of-the-art accuracy on the well-known PASCAL benchmark.
