Hypergraph G = (X, W ) is called d-uniform if each hyperedge w ∈ W is a set of d vertices. A 1-factor of a hypergraph G is a set of hyperedges such that every vertex of the hypergraph is incident to exactly one hyperedge from the set. A 1-factorization of G is a partition of all hyperedges of the hypergraph into disjoint 1-factors.
Introduction
Let G = (V, E) be a graph on n vertices. The adjacency matrix M(G) of G is a (0,1)-matrix of order n such that the entry a i,j equals one if and only if the vertices i and j are adjacent. A 1-factor (perfect matching) of the graph G is a 1-regular subgraph that has the same vertex set as G. A 1-factorization of G is a partition of the edges of the graph into disjoint 1-factors.
It is well-known that the number of 1-factors of a balanced bipartite graph is equal to the permanent of its biadjacency matrix (rows of this matrix correspond to the first partite set, and the columns, to the second). At the same time, this number is equal to the square root of the permanent of the adjacency matrix. In [1] , Alon and Friedland proved that the number of 1-factors of any graph is not greater than the square root of the permanent of its adjacency matrix.
Permanents are also can be used in the estimation of the number of the complete graph 1-factorizations [7] . Let Φ(n) denote the number of 1-factorizations of K n . Then The lower bound was obtained by Cameron [4] . The proof requires van der Waerden conjecture, which was proved by Egorychev [5] and Falikman [6] . The upper bound follows from Bregman's theorem for the permanent of (0,1)-matrices and from the result of [1] . There exist several bounds on the number of 1-factorizations of other graphs. For example, for d-regular bipartite graphs we have the following result proved by Schrijver [11] : Theorem 1. Let G be a d-regular bipartite graph on 2n vertices. Then the number of 1-factorizations of G is not less than
In this paper we estimate the number of 1-factors and 1-factorizations of uniform hypergraphs by the means of permanents of multidimensional matrices.
Let n, d ∈ N, and let I d n = {(α 1 , . . . , α d ) : α i ∈ {1, . . . , n}}. A d-dimensional matrix A of order n is an array (a α ) α∈I d n , a α ∈ R. Let k ∈ {0, . . . , d}. A k-dimensional plane in A is the submatrix of A obtained by fixing d − k indices and letting the other k indices vary from 1 to n. The direction of a plane is the (0,1)-vector describing which indices are fixed in the plane. A (d − 1)-dimensional plane is said to be a hyperplane.
For a d-dimensional matrix A of order n, denote by D(A) the set of its diagonals
where ρ is the Hamming distance (the number of positions at which the corresponding entries are different). Then the permanent of a matrix A is perA = p∈D α∈p a α .
Permanents are often useful in the estimation of the number of some combinatorial structures. For example, Theorem 1 is a simple corollary from the following result proved in [11] : Theorem 2. Let A be a matrix of order n with nonnegative entries and with each row and column sum equal to k. Then
For additional information about permanents of 2-dimensional matrices see [9] .
There are very few bounds on the permanent of multidimensional matrices. For instance, the following inequality can be easy proved by the induction on the order of matrices:
Suppose that the number of ones the ith hyperplane of the matrix A is not grater than r i . Then
Remind now some definitions concerning hypergraphs. The pair G = (X, W ) is called a d-uniform hypergraph on n vertices with vertex set X and with hyperedge set W if |X| = n and each hyperedge w ∈ W is a set of d vertices. A hypergraph G is a simple hypergraph if it has no multiple hyperedges.
The degree of a vertex x ∈ X in a hypergraph G is the number of hyperedges containing x. A 1-factor of a hypergraph G is a set of hyperedges such that every vertex of the hypergraph is incident to exactly one hyperedge from the set. A 1-factorization of G is a partition of all hyperedges of the hypergraph into disjoint 1-factors.
A d-uniform hypergraph G = (X, W ) in which all vertices have the same degree d is called a d-factor. A d-partite hypergraph is a d-uniform hypergraph such that its vertex set can be partitioned into d non-empty parts, and each hyperedge contains precisely one vertex from each part.
The incidence matrix of a hypergraph G is a |X| × |W | matrix (b i,j ) such that b i,j = 1 if the vertex x i and the hyperedge w j are incident and 0 otherwise.
The adjacency matrix M(G) of a d-uniform hypergraph G is the d-dimensional (0,1)-matrix of order n such that an entry m α equals one if and only if the vertices with numbers from α make a hyperedge of G.
An upper bound on the number of 1-factors of hypergraphs
Let G be a simple d-uniform hypergraph on n vertices. Denote by ϕ(G) the number of 1-factors of G. It is clear that if there exists a 1-factor in the hypergraph G, then the number of vertices n is divisible by d. Therefore, below we will consider only n multiple of d.
It is easy to prove that the number of 1-factors of a hypergraph G is not greater than the permanent of its adjacency matrix. Indeed, let hyperedges e 1 , . . . e n/d form a 1-factor in G. Fix some permutation of vertices for each e i and construct ordered d-tuples α 1 , . . . , α n by the rotate shiftings. By the definition of the adjacency matrix, we have that m α i = 1 for all i = 1, . . . , n. Moreover, the Hamming distance between different α i and α j is equal to d. Consequently, α 1 , . . . , α n form a unity diagonal in the matrix M(G), and ϕ(G) ≤ perM(G). The main result of this section is the following theorem, that strengthens this bound: Theorem 3. Let G be a simple d-uniform hypergraph on n vertices, and let d divide n. Define the function µ(n, d) such that µ(n, 2) = µ(n, 3) = 1 for all integer n and
Then the number of 1-factors of the hypergraph G satisfies
Let us first prove the easy corollaries of the theorem:
Corollary 1. The number of 1-factors of a simple d-uniform hypergraph is not greater then the d-th root of the permanent of its adjacency matrix:
Proof. It is sufficient to prove that the function µ(n, d) is not less than one for all d ≥ 2 and n ≥ d, where n multiples of d. Rewrite µ(n, d) by the following way:
The reader can easily check that
is not less than one for all d ≥ 4. Corollary 2. Let G = (X, W ) be a simple d-uniform hypergraph on n vertices, and let vertex x i ∈ X have the degree r i . Then the number of 1-factors of hypergraph G satisfies
Proof. By the definition of the adjacency matrix, we have that the number of ones in its ith hyperplane of some direction equals r i (d − 1)!: for each hyperedge the element i has the fixed position, other elements can be placed arbitrary. Using Statement 1, we obtain perM(G) ≤
Let us begin the proof of Theorem 3. For this purpose we need some auxiliary constructions.
Consider the d-uniform hypergraph F on n vertices such that its hyperedge set is exactly the set of all hyperedges of d-tuple f , and the multiplicities of hyperedges from F and f are the same. By construction, F is a 1-factorable d-factor. Denote by Φ(F ) the number of all 1-factorizations of F (the number of all d-tuples f ∈ F(G) corresponding to F ).
Let w be a hyperedge of a hypergraph G. An arbitrary ordering of vertices of hyperedge w is said to be an orientation of w.
An orientation of a hypergraph F is the set of orientations of all its hyperedges, where the number of orientations of a hyperedge w equals to its multiplicity. A proper orientation of a hypergraph F is an orientation such that there are no vertices having the same position in different orientations of hyperedges. Let δ(F ) be the set of all proper orientations of F , and let ∆(F ) = |δ(F )| be the cardinality of this set.
It is not hard prove that in case d = 2 the set of proper orientations δ(F ) is not empty. Indeed, in this case G is a graph on even number of vertices, and f is an ordered pair of perfect matchings. Consider the graph F corresponding the pair f . Then the graph F is an union of even cycles. Chose a tour in each cycle, and orientate edges concordantly with the tours. It can be checked that such orientation is proper. Later, we prove that each 1-factorable d-factor F has a proper orientation.
Let F 1 , F 2 be 1-factorable d-factors. Note that if the hyperedge sets of F 1 and F 2 are the same (taking into account the multiplicity of hyperedges), then δ(F 1 ) = δ(F 2 ). If the hyperedge sets of F 1 and F 2 are different, then all orientations of F 1 and F 2 will be different too, and
Therefore, all d-tuples from F(G) can be divided into classes such that d-tuples from one class induce the same d-factor F , the cardinality of each class equals Φ(F ), and the sets of proper orientations for different classes are disjoint. Now we give the key statement for the proof of Theorem 3:
With this proposition, it is quite easy to prove Theorem 3. Let G be a simple d-uniform hypergraph. Put γ(G) = δ(F ), where the union is over all d-factors F obtained from f ∈ F(G). Let Γ(G) = |γ(G)| be the cardinality of this set. Note that the set of entries of the adjacency matrix M(G), whose indices make a proper orientation from γ(G), forms an unity diagonal in M(G). Consequently, Γ(G) ≤ perM(G). The following statement is a simple corollary of Proposition 2:
Proof. As we have seen before, the sets F(G) of d-tuples and γ(G) of proper orientations can be simultaneously divide into disjoint classes, and there exist the unique d-factor F for each class. If the inequality Φ(F ) ≤
holds for all 1-factorable d-factors F then the analogous inequality holds for the cardinalities of F(G) and γ(G):
. We obtained before that Γ(G) is not greater then the permanent of the adjacency matrix M(G). Therefore,
Let us begin the proof of Proposition 2 now. First, we show that it is sufficient to consider only connected hypergraphs F .
. Then this inequality holds for disconnected hypergraphs too.
Proof. Let F 1 and F 2 be the components of the hypergraph F . Since F is 1-factorable, we have that each component has the number of vertices multiplies by d. Denote these numbers by n 1 and n 2 , n 1 + n 2 = n. The hypergraphs F 1 and F 2 can be independently 1-factorizated and orientated.
holds. Since the function µ(n, d) satisfies
we obtain
Before we start to prove Proposition 2, we consider a more simple case when F is a graph (d = 2). In this case, a connected 1-factorable 2-factor F is an even cycle. If F has more than two vertices, then it can be factorizated by two ways. Also, there are two possible proper orientations of its edges. If F has only two vertices, then there exist an uniqe 1-factorization of F , and F has the only one proper orientation. Therefore, if F is a graph, then Φ(F ) = ∆(F ).
To prove Proposition 2 we need the concept of the bipartite representation of a hypergraph. For a hypergraph G = (X, W ), we define the bipartite representation of G to be the bipartite graph B(G) = (X, W ; E) with the vertex set X ∪ W , and E is the edge set; vertex x ∈ X is adjacent to vertex w ∈ W in B(G) if and only if vertex x is incident to edge w in G. Notice that the biadjacency matrix of B(G) coincides with the incidence matrix of G. Also, if G is a connected hypergraph, than its bipartite representation B(G) is a connected graph.
Any bipartite graph can be considered as a bipartite representation of some hypergraph. If Associate the numbers of 1-factorizations and of proper orientations of a d-factor F with the numbers of some objects in its bipartite representation. For this purpose, we need the following concepts.
Let G = (V, E) be a graph. A proper edge coloring with k colors of the graph G is an assignment of 'colors' to the edges of the graph so that no two adjacent edges have the same color. If G is a d-regular bipartite graph on 2n vertices, then each proper edge coloring of G with d colors is equivalent to some 1-factorization of G and to the decomposition of biadjacency matrix of G into d disjoint unity diagonals.
is equal to X. In the other words, each vertex x ∈ X is adjacent to exactly one vertex from each Y i .
Remind that the d-factor F in Proposition 2 may contain multiple hyperedges, whose correspond in B(F ) to the vertices w ∈ W with the identical neighborhoods. Suppose that there are k different hyperedges in the hypergraph F , and let the ith hyperedge have the multiplicity l i ,
Let us associate the number of proper orientations of F with the number of proper edge colorings of B(F ):
Lemma 2. Let F be a 1-factorable d-factor, and let B(F ) be its bipartite representation. Denote by P (B) the number of proper edge colorings of B(F ) with d colors. Then
∆(F ) = P (B)/R(F ).
Proof. The correspondence between the proper edge colorings of B(F ) with d colors and the proper orientation of F can be given by the next rule: if x ∈ X and w ∈ W are connected by the edge with color i in the graph B(F ), then the position of x in the orientation of hyperedge w in F equals i. Different proper edge colorings of B(F ) may correspond to the same orientation of F if and only if F has multiple hyperedges, and such edge colorings can be changed from one to another by permutations of labels of vertices w ∈ W with the same neighborhoods. Therefore, for this correspondence each proper orientation is counted R(F ) times, and ∆(F ) = P (B)/R(F ). 
Φ(F ) = T (B)/R(F ).
Proof. The correspondence between the proper decomposition of the partite set W of B(F ) and the 1-factorization of F can be given by the next rule: if w ∈ W belongs to subset W i in a proper decomposition of B(F ), then the hyperedge w belongs to ith 1-factor in the 1-factorization of F . Different proper decompositions of B(F ) may correspond to the same 1-factorization of F if and only if F has multiple hyperedges, and such decompositions can be changed from one to another by permutations of labels of vertices w ∈ W with the same neighborhoods. Therefore, in this correspondence each 1-factorization is counted R(F ) times, and Φ(F ) = T (B)/R(F ). Now to obtain Proposition 2, it is sufficient to prove the following lemma: .
Proof. First we prove the inequality for more simple case d ≥ 4. The case d = 3 needs more precise estimations.
Find an upper bound on T (B). First we estimate how many ways there exist to construct the subset Y 1 in a proper decomposition: a first vertex x 1 ∈ X can be covered by any adjacent y ∈ Y . Hence the first vertex y 1 for Y 1 can be chosen by d ways. Let x 2 be a vertex out the neighborhood of y 1 . Then the number of vertices adjacent to x 2 is not greater than d, and there are at most d ways to chose the second vertex y 2 for Y 1 . Iterating this process, we obtain that there are at most d n/d ways to construct the set Y 1 . Delete all vertices y 1 , . . . , y n/d , obtained on the previous step, and all their incident edges from the graph B. Then estimate analogously the number of ways to chose the set Y 2 for proper decomposition in the remaining graph, and obtain that this number is equal to (d − 1) n/d . Proceeding the estimations, we get that the number of proper decompositions of the partite set
By Theorem 1, we have that the number of proper edge colorings of B with d colors
for all d-regular connected bipartite graphs B on 2n vertices.
Consider the case d = 3. Now to estimate T (B) we will use the connectivity of the graph B. As before, the first vertex y 1 for the first subset Y 1 can be chosen by 3 ways. Since B is connect, then there exists a vertex z 1 ∈ Y such that the neighborhoods of y 1 and z 1 are different, but intersecting. Let x 2 belongs to the neighborhood of z 1 and doesn't belong to the neighborhood of y 1 . Then there exist at most 2 ways to chose a vertex y 2 covering x 2 (y 2 = z 1 is forbidden). Next find the vertex x 3 , which doesn't belong to the neighborhoods of y 1 and y 2 , and which can be covered by at most 2 ways, and so on. Consequently, we have that there are at most 3 * 2 n/3−1 ways to construct the set Y 1 .
Delete all vertices y 1 , . . . , y n/d , obtained on the previous step, and all their incident edges from the graph B. Note that there are at most 2 ways to decompose the vertices of the remaining graph into the subsets Y 2 and Y 3 . Therefore, the number of proper decompositions of the partite set Y T (B) ≤ 3 · 2 n/3 .
Let us estimate P (B). Note that the permanent of a bidiagonal matrix is not less then 2. Using this fact and Thereom 2, we obtain
Then
The right-hand side of the inequality is not less than one for all n ≥ 9. This implies that T (B) ≤ P (B) as n ≥ 9. Let us prove that T (B) ≤ P (B) as n = 3 and n = 6. If n = 3, then B is the complete bipartite graph K 3,3 . The number P (B) of proper edge colorings of B with 3 colors is equal to 12 (colorings swaping from one to another by color permutations are different). Also, the number T (B) of proper decompositions of the partite set equals 6. If n = 6, then B is a 3-regular bipartite graph on 12 vertices. By the inequality (1), we get that the number P (B) of proper edge colorings of B with 3 colors is not less than 12. Let us find the number T (B) of proper decompositions of the partite set Y . Fix a vertex x ∈ X, and let vertices y 1 , y 2 , y 3 form the neighborhood of x. There are 6 ways to distribute the vertices y 1 , y 2 , y 3 onto subsets Y 1 , Y 2 , Y 3 . If all neighborhoods of the vertices y 1 , y 2 , y 3 are different, then the second vertices in Y 1 , Y 2 , Y 3 can be chosen by the unique way. Since B is a connected graph, then at most two vertices of y 1 , y 2 , y 3 have the same neighborhood. In this case, the second vertices in Y 1 , Y 2 , Y 3 can be chosen at most by two ways. Therefore, the number T (B) of proper decompositions of the partite set Y is not greater than 12.
As we have mentioned before, Lemma 4 implies Proposition 2, and the proof of Theorem 3 is complete. Now we prove the easier upper bound on the number of 1-factors for d-partite hypergraphs. But for the large number of vertices this bound is weaker then Theorem 3. For this purpose, we need the concept of latin squares.
A latin square of order n is an n × n array of n symbols, in which each symbol occurs exactly once in each row and each column. Denote by L(n) the number of all latin squares of order n, and by Q(n) the number of latin squares with the fixed filling of some column. Note that
Let us prove the following lemma first: Consider a 1-factor of the hypergraph G. Note that there exists an orientation of the 1-factor hyperedges such that corresponding entries of M(G) form a partial unit diagonal of length n/d in some block v β . If f ∈ F(G) is a d-tuple of 1-factors in G, then there exists a proper orientation of hyperedges of f such that corresponding entries of M(G) form an unit diagonal, and entries corresponding the same 1-factor belong to the same block. Hence, the number of proper orientations of each d-tuple f is not less than the permanent of U.
By Lemma 5, the permanent of U equals Q(d). Consequently, there are at least
3 An upper bound on the number of 1-factorizations of the complete hypergraphs
Let G be a d-uniform hypergraph on n vertices. As for graphs, the characterization problem of 1-factorable hypergraphs is rather complicated. Often sufficient conditions on 1-factorable hypergraphs can be expressed as demanding that each k-element set of vertices is covered by sufficiently large number of hyperedges. For an additional information about 1-factorable hypergraphs see [8] , [10] , [13] . Denote by G 
Proof. Let ϕ 1 , . . . , ϕ t be a 1-factorization of the hypergraph G as n → ∞.
Our reasoning for the complete hypergraphs will be similar to the proof for the complete graphs, but instead of the result of [1] and Bregman's theorem we use Theorem 3 and the following result obtained in [12] .
Denote by Λ d (n, r) the set of d-dimensional (0,1)-matrices of order n such that the number of ones in their hyperplanes is not greater than r i (n).
i ∈ ∆(l). Change some zeros of the matrix N(l) to ones such that each hyperplane of some direction contains (n − l)n d−2 ones. Denote the constructed matrix by M(l). Obviously, perM i ≤ perN(l) ≤ perM(l) for all i ∈ ∆(l).
Therefore, we can rewrite the upper bound on the number of 1-factorizations by the following way:
Split the product of the permanents into two parts: when l belongs to the interval [0, n − √ n], and when l is in (n − √ n, n − 1]. For the first part we use Theorem 5: (1) .
By the definition of the function S and by Stirling's approximation, we get
(n − l) n+o(n) e −n+o(n) ≤ e −n 2 +o(n 2 ) n! n+o(n) = n e 2 n 2 +o(n 2 )
.
For the second part of the product we use Proposition 1:
Thus, as n → ∞.
