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COMPLEX HESSIAN OPERATOR ASSOCIATED TO AN m-POSITIVE
CLOSED CURRENT AND WEIGHTED m-CAPACITY
HADHAMI ELAINI AND FREDJ ELKHADHRA
Abstract. In this paper, we first study the definition and the continuity of the complex Hes-
sian operator associated to an m-positive closed current T , for some classes of unbounded m-
subharmonic functions as well as when we consider a regularization sequence of T . Next, we
introduce the notion of weighted (m,T )-capacity in the complex Hessian setting and we investi-
gate the link with the weighted m-extremal function. As an application we give a characterization
of the Cegrell classes Fm and Em by means of the weighted (m, 1)-capacity. Furthermore, we
prove a subsolution theorem for a general complex Hessian equation relatively to T .
1. Introduction
Let Ω be a bounded open subset of Cn and m an integer such that 1 6 m 6 n. Denote by
SHm(Ω) the class of m-subharmonic (m-sh) functions on Ω. In the borders cases m = 1 and
m = n, correspond to subharmonic functions and plurisubharmonic (psh) functions respectively.
In this paper, we consider the notion of m-positivity of forms and currents introduced firstly by
Blocki [12] and next by Lu [17] and by Dhouib-Elkhadhra [11]. Denote by Cmp (Ω) the convex
cone of m-positive closed currents of bidegree (p, p) on Ω (see Definition 1), SuppT is the sup-
port of a given m-positive current T and β = ddc|z|2 = iπ∂∂|z|
2. Beside the introduction the
paper has five sections. In Section 2, we recall some basic notations and definitions necessarily
for the rest of this paper. Section 3 is reserved to the study of the definition and the continu-
ity of the complex Hessian operator (ddc.)m−p ∧ βn−m ∧ T . Recall that the definition and the
continuity of such operator have been studied intensively in the past ten years. In 2012, Lu [16]
and Sadullaev-Abdullaev [23] have proved the continuity of the complex Hessian operator for
decreasing sequences of locally bounded m-sh functions. Recently, in 2016, Dhouib-Elkhadhra
[11] and Wan-Wang [25] have obtained the same result form-sh functions which are bounded near
∂Ω ∩ SuppT as well as for m-sh functions which their unbounded locus have a small Hausdorff
measure. Building on a very recently work of [1] on the complex Monge-Ampe`re operator, we
improve the later result, by assuming that one of the considered m-sh functions is integrable with
respect to the trace measure of T . Next, by letting ourselves be inspired by a technics go back
to Ben Messaoud-El Mir [5] in the complex setting, we investigate the continuity of the operator
(ddcuj1 ∧ ...∧ dd
cujq ∧ βn−m ∧Tj)j where Tj = T ⋆χj is the standard regularization by convolution
of T and (ujk)j are sequences of monotone decreasing m-sh functions not necessarily bounded. In
the remaining of Section 3, we study how we can replace the condition of monotone increasing
sequence of m-sh functions by a kind of convergence in capacity. Roughly speaking, until the
work of Xing [26], convergence in capacity appears as an effective tools in studying continuity of
complex Monge-Ampe`re operator and complex Hessian operator. In fact, the monotonic decreas-
ing condition can be relaxed to a convergence in the sense of capacity (see [26], [11]). We finish
Section 3, by showing that any increasing sequence of m-sh functions, converges in the sense
of the capacity capm−1,T (see Subsection 3.2), provided that the starting function is integrable
with respect to the trace measure of T . As a consequence, we deduce that the complex Hessian
operator (ddc.)m−p ∧ βn−m ∧ T, is continuous on locally uniformly bounded sequences of m-sh
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functions which are monotonically increasing a way from a vanishing capm,T subset, where capm,T
is the (m,T )-capacity introduced by [11]. We recover then a result of Bedford-Taylor [2] (see also
[7]) for the complex case m = n and the trivial current T = 1. In Section 4, starting from a
given negative m-sh function u and an m-positive closed current T , we introduce the (m,T )-
capacity with weight u denoted by capm,T,u which generalize the (m,T )-capacity capm,T for the
constant weight u = −1. Especially when T = 1, Nguyen V.T [20] confirms that the weighted
m-capacity serves in the characterization of Em(Ω) the generalized Cegrell class introduced and
studied by [16]. Among other interesting related properties, if u ∈ Em(Ω) and capm,u = capm,1,u
then we prove that there is a strong link between the weighted (m, 1)-capacity and the weighted
m-extremal function h∗m,E,u (see Definition 4). Namely, we establish the following estimates:
cap∗m,u
( ◦
E
)
6 (ddch∗m,E,u)
m ∧ βn−m(E) 6 cap∗m,u(E) for any set E ⋐ Ω, where cap
∗
m,u is the
outer capacity associated to capm,u. In particular, we recover the estimates obtained by [9] for
the border case m = n. Furthermore, we show how m-weighted capacity can be used to character-
ize the interesting Cegrell subclass Fm(Ω) ⊂ Em(Ω) and which also provides several examples of
functions in this subclass. Next, similarly as in [24], if Ω is m-strongly pseudoconvex, we present
the Sadullaev weighted m-capacity by means of the defining function of Ω and we close Section 4
by establishing that such capacity can be compared with cap∗m,u for adequate conditions on the
weight. The results of Section 4 generalize the one obtained by [15] for the complex setting as
well as the comparison of capacities proved by [23] when the weight is the constant m-sh function
−1. Finally, in Section 5 we deal with the solution of the following generalized complex Hessian
equation (ddc.)m−p ∧ βn−m ∧ T = µ, for a given current T ∈ Cmp (Ω) and a positive measure µ.
It should be mention here that especially in the case T = 1, resolution of the complex Hessian
equation is crucial in the development of the complex Hessian theory. By an adaptation of a
technics due to Xing [26] and by using some properties from the potential theoretic aspect of
m-sh functions like the generalized Xing-type comparison principle inequality, we obtain a subso-
lution result for the above general equation. More precisely, we give sufficient conditions on the
singularities of T guaranteeing that a subsolution of the generalized complex Hessian equation
yields in fat a solution. We extend then the main work of Xing [26] for the trivial current T = 1
and the complex setting m = n.
2. Preliminaries
In this section, we recall some elements of complex Hessian theory that will be used throughout
this paper.
2.1. m-positivity and m-subharmonicity. According to Blocki [12], a real (1, 1)-form α is
said m-positive on Ω if at every point of Ω we have αj ∧ βn−j > 0, j = 1, ...,m. The following
lemma of Blocki [12] is crucial in this concept of m-positivity:
Lemma 1. Let 1 6 p 6 m. If α1, ..., αp are m-positive (1, 1)-forms then α1 ∧ ...∧αp ∧β
n−m > 0.
A current T of bidegree (p, p) is said m-positive in the sense of Lu [17] if α1 ∧ ... ∧ αn−p ∧
T > 0, ∀α1, ..., αn−p, m-positive (1, 1)-forms. But as remarked by Dhouib-Elkhadhra [11], this
definition is not compatible with the concept of the standard notion of positivity introduced by
Lelong in 1957. In fact if α is m-positive (1, 1)-form, then it is clear that the associated current
[α] is not m-positive in the sense of Lu. According to [11], we have:
Definition 1. A current T of bidegree (p, p) on Ω such that p 6 m 6 n is said m-positive if for
any m-positive (1, 1)-forms α1, ..., αm−p, we have α1 ∧ ... ∧ αm−p ∧ β
n−m ∧ T > 0.
It is clear that if T is m-positive in the sense of Definition 1 then T ∧βn−m is m-positive in the
sense of Lu. Moreover, a current T which is m-positive in the sense of Lu, is then m-positive in
the sense of Definition 1. However, according to [11], we can formulate examples showing that the
converse is false. We should be noted here that in Definition 1 we can consider m-positive forms
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with constant coefficients. Indeed, if α = βn−m ∧ α1 ∧ ... ∧ αm−p, where α1, ..., αm−p are general
m-positive (1, 1)-forms. Then, for all z0 ∈ Ω there exists r > 0 such that α(z) = α(z0)+O(|z−z0|)
on the euclidean ball B(z0, r). For ε > 0, we have∫
B(z0,r)
T ∧ (α+ εβn−p) =
∫
B(z0,r)
T ∧ α(z0) + ε
∫
B(z0,r)
T ∧ βn−p +
∫
B(z0,r)
T ∧O(|z − z0|).
By positivity of the current T ∧ βn−m, if T ∧ βn−p = 0, then T ∧ βn−m = 0 and therefore
T ∧ α = 0. If T ∧ βn−p > 0, then since the last integral is sufficiently small when r ≪ 1, we
see that
∫
B(z0,r)
T ∧ (α + εβn−p) > 0 and therefore we deduce that T ∧ α > 0 by letting ε → 0.
Now, we recall briefly the notion of m-subharmonic (m-sh) functions. A function u : Ω → R is
said m-sh if it is subharmonic and if ddcu ∧ α1 ∧ ... ∧ αm−1 ∧ β
n−m > 0 for every α1, ..., αm−1
m-positive (1, 1)-forms. For convenience, we will denote by SHm(Ω) the set of m-sh functions on
Ω. In the following, we list the most basic properties of SHm(Ω) that we shall need later on.
Proposition 1.
(1) If u is of class C 2 then u ∈ SHm(Ω) if and only if dd
cu is m-positive on Ω.
(2) PSH(Ω) = SHn(Ω) ⊂ SHn−1(Ω) ⊂ · · · ⊂ SH1(Ω) = SH(Ω) := {u, subharmonic on Ω}.
(3) If u ∈ SHm(Ω), then the standard regularization uj = u⋆χj ∈ SHm(Ωj)∩C
∞(Ωj), where
Ωj = {x ∈ Ω : d(x, ∂Ω) > 1/j}. Moreover, (uj)j decreases pointwise to u.
(4) Let u, v ∈ SHm(Ω) then max(u, v) ∈ SHm(Ω).
(5) If (uα)α ⋐ SHm(Ω), u = supα uα < +∞ and u is upper semicontinuous then u is m-sh.
Assume that T ∈ Cmp (Ω) and u1, ..., uk (k 6 m− p) are m-sh locally bounded functions on Ω.
Then the complex Hessian operator can be defined inductively by setting:
ddcu1 ∧ ... ∧ dd
cuk ∧ β
n−m ∧ T = ddc(u1dd
cu2 ∧ ... ∧ dd
cuk ∧ β
n−m ∧ T )
which is a closed andm-positive current in the sense of Lu. Based on Definition 1 and by rewriting
the proof of Lu [16], we get
Proposition 2. Let T ∈ Cmp (Ω), u0, ..., uk ∈ SHm(Ω) ∩ L
∞
loc(Ω), k 6 m − p and u
j
0, ..., u
j
k are
decreasing sequences of m-sh functions which converge respectively to u0, ..., uk. Then, we have:
(1) uj0dd
cuj1 ∧ ... ∧ dd
cujk ∧ β
n−m ∧ T −→ u0dd
cu1 ∧ ... ∧ dd
cuk ∧ β
n−m ∧ T weakly on Ω.
(2) ddcuj0 ∧ ... ∧ dd
cujk ∧ β
n−m ∧ T −→ ddcu0 ∧ ... ∧ dd
cuk ∧ β
n−m ∧ T weakly on Ω.
Analogously to the famous Bedford-Taylor capacity [2], Dhouib-Elkhadhra [11] have associated
to any current T ∈ Cmp (Ω) the (m,T )-capacity of a compact K ⊂ Ω by setting:
capm,T (K,Ω) = capm,T (K) = sup
{∫
K
(ddcu)m−p ∧ βn−m ∧ T, u ∈ SHm(Ω) and − 1 6 u 6 0
}
.
For all E ⊂ Ω, we have capm,T (E,Ω) = sup {capm,T (K,Ω) with K is a compact of E} .
When T = 1, we recover the m-capacity defined by Lu [16]. It was proved by [11] that every
bounded m-sh function is quasicontinuous with respect to the (m,T )-capacity. A set A ⊂ Ω is
called (m,T )-pluripolar if capm,T (A,Ω) = 0 and a property is said to be true almost everywhere
in (m,T )-capacity (capm,T -a.e) if it is satisfied outside a (m,T )-pluripolar set.
Proposition 3. The (m,T )-capacity admits the following properties:
(1) If E is a Borel set of Ω, then
capm,T (E,Ω) = sup
{∫
E
(ddcu)m−p ∧ βn−m ∧ T, u ∈ SHm(Ω) and− 1 6 u 6 0
}
.
(2) If E1 ⊂ E2 ⊂ Ω then capm,T (E1,Ω) 6 capm,T (E2,Ω).
(3) If E ⊂ Ω ⊂ Ω
′
then capm,T (E,Ω) > capm,T (E,Ω
′
).
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(4) If E1, E2, ... are Borel subsets of Ω then capm,T (∪
∞
j=1Ej ,Ω) 6
∞∑
j=1
capm,T (Ej ,Ω).
(5) If E1 ⊂ E2 ⊂ ... ⊂ Ω are Borel sets then capm,T (∪
∞
j=1Ej ,Ω) = lim
j→+∞
capm,T (Ej ,Ω).
2.2. (m,T )-Cegrell classes. Denote by SH−m(Ω) the set of negative m-sh functions and assume
that Ω is an m-hyperconvex domain, that is it is bounded, connected and there exist an m-sh
function continuous and exhaustive on Ω. In other words, there is a function ϕ : Ω → [−∞, 0[,
m-sh and continuous such that {z ∈ Ω; ϕ(z) < c} ⋐ Ω for every c < 0. We associate to any
current T ∈ Cmp (Ω) the following Cegrell classes:
Definition 2.
1. Em,T0 (Ω) =
{
u ∈ SH−m(Ω) ∩ L
∞(Ω), lim
z→∂Ω∩SuppT
u(z) = 0,
∫
Ω(dd
cu)m−p ∧ βn−m ∧ T < +∞
}
2. Fm,T (Ω) =
{
u ∈ SH−m(Ω),∃(uj)j ⊂ E
m,T
0 (Ω), uj ↓ u, supj
∫
Ω(dd
cuj)
m−p ∧ βn−m ∧ T < +∞
}
3. Let u ∈ SH−m(Ω), we say that u ∈ E
m,T (Ω) if for every z0 ∈ Ω, they exist a neighborhood ω of
z0 and a sequence (uj)j ⊂ E
m,T
0 (Ω) such that uj ↓ u on ω and supj
∫
Ω(dd
cuj)
m−p∧βn−m∧T <∞.
We mention here that these classes are studied by Dhouib-Elkhadhra [11], which generalize the
case m = n and T a closed positif current studied by [14]. In this paper, we deal with the above
classes for the trivial current T = 1, that is Em0 (Ω), F
m(Ω) and Em(Ω) which are investigated
by Lu [16]. A subset E ⊂ Cn is called m-polar if for each z ∈ E they exist a neighborhood V
of z and a function v ∈ SH−m(V ) such that E ∩ V ⊂ {v = −∞}. The most important result
concerning the m-polarity which generalizes the case m = n, (i.e, pluripolar set) is the next: if
E is m-polar, it exists v ∈ SHm(C
n) such that {v = −∞} on E.
Properties 1. [11]
(1) Em,T0 (Ω) ⊂ F
m,T (Ω) ⊂ Em,T (Ω).
(2) The Cegrell classes in the above definition are convex cones.
(3) If ϕ ∈ K ∈ {E m,T0 (Ω),F
m,T (Ω),E m,T (Ω)} and ψ ∈ SH−m(Ω), then max(ϕ,ψ) ∈ K .
(4) If u ∈ Em(Ω) then u is locally in Fm(Ω). That is to say, ∀u ∈ Em(Ω) and ∀ K ⋐ Ω, it
exists v ∈ Fm(Ω) as u = v on K.
(5) If u ∈ Fm,T (Ω) then
∫
Ω(dd
cu)m−p ∧ βn−m ∧ T < +∞.
We will present some results that are checked on the class Fm(Ω) and which are useful in the
paper. The following result is the corresponding result of Proposition 5.1 of Cegrell [8] in the
complex Hessian setting. Inspired by the same steps of Cegrell’s proof, we have:
Proposition 4. Let up ∈ F
m(Ω) and ujp ∈ Em0 (Ω) such that u
j
p ↓ up, 1 6 p 6 m. For every
h ∈ SH−m(Ω), we have
lim
j→+∞
∫
Ω
hddcuj1 ∧ ... ∧ dd
cujm ∧ β
n−m =
∫
Ω
hddcu1 ∧ ... ∧ dd
cum ∧ β
n−m.
The following comparison principle for the complex Hessian operator was proved by [11] for a
more general situation, when we consider Fm,T (Ω).
Theorem 1. Let u, v ∈ Fm(Ω) such that u 6 v on Ω. For all 1 6 k 6 m, we have:
1
k!
∫
Ω
(v − u)mddcw1 ∧ · · · ∧ dd
cwm ∧ β
n−m +
∫
Ω
(r − ω1)(dd
cv)k ∧ ddcwk+1 ∧ · · · ∧ dd
cwm ∧ β
n−m
6
∫
Ω
(r − ω1)(dd
cu)k ∧ ddcwk+1 ∧ · · · ∧ dd
cwm ∧ β
n−m
For all wj ∈ SHm(Ω) such that 0 6 wj 6 1, j = 1, ..., k, wk+1, . . . , wm ∈ F
m(Ω) and ∀r > 1.
As a direct consequence we get the following Corollary which will be used repeatedly:
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Corollary 1. Let u, v ∈ Fm(Ω) such that u 6 v on Ω. Then we have:
1
m!
∫
Ω
(v − u)mddcw1 ∧ · · · ∧ dd
cwm ∧ β
n−m 6
∫
Ω
(−ω1)
[
(ddcu)m ∧ βn−m − (ddcv)m ∧ βn−m
]
,
for all wj ∈ SHm(Ω) as −1 6 wj 6 0, j = 1, ...,m. In particular, if we have the equality
(ddcu)m ∧ βn−m = (ddcv)m ∧ βn−m then u = v.
3. Complex Hessian operator and convergence in capacity
3.1. Complex Hessian operator. According to Lu [16], the complex Hessian operator is well
defined and continuous for decreasing sequences of locally bounded m-sh functions. This result
was generalized by Dhouib-Elkhadhra [11], by assuming that the m-sh functions are bounded
near the boundary. For v ∈ SHm(Ω), we denote by L (v) the set of points z ∈ Ω such that v
is not bounded in any neighborhood of z and by Hs the Hausdorff measure of dimension s. By
using a technics go back to Demailly [10] on the study of the Monge-Ampe`re operator, Wan and
Wang [25] have proved the following Theorem:
Theorem 2. Let u1, ..., uk ∈ SHm(Ω), k 6 m such that H2m−2l+1(L (ui1) ∩ ... ∩ L (uil)) = 0
for every i1 < ... < il ∈ {1, ..., k} and u
j
1, ..., u
j
k ∈ SHm(Ω) are decreasing sequences satisfy
lim
j→+∞
ujt = ut for any 1 6 t 6 k. Then, we have
(1) uj1dd
cuj2 ∧ ... ∧ dd
cujk ∧ β
n−m −→ u1dd
cu2 ∧ ... ∧ dd
cuk ∧ β
n−m weakly.
(2) ddcuj1 ∧ ... ∧ dd
cujk ∧ β
n−m −→ ddcu1 ∧ ... ∧ dd
cuk ∧ β
n−m weakly.
Throughout the paper, we denote by σT = T ∧β
n−p the trace measure of a current T ∈ Cmp (Ω).
Relying on a recently work of [1], we improve Theorem 2 as follows:
Theorem 3. Let T ∈ Cmp (Ω), m > p + 1 and (vj)j a sequence of m-sh functions decreasing to
an m-sh function v ∈ L1loc(σT ). For every l = 1, ..., k 6 m − p, let (u
j
l )j be a sequence of m-sh
functions decreasing to ul ∈ SHm(Ω)∩L
∞
loc(Ω). Then, vjdd
cuj1 ∧ ...∧ dd
cujk ∧ β
n−m ∧T converges
weakly to vddcu1 ∧ ... ∧ dd
cuk ∧ β
n−m ∧ T.
When m = n, we recover a result of [1] for the trivial current T = 1.
Proof. Thanks to Theorem 2.6 in [17], we have
Sj = dd
cuj1 ∧ ... ∧ dd
cujk ∧ β
n−m ∧ T converges weakly to S = ddcu1 ∧ ... ∧ dd
cuk ∧ β
n−m ∧ T.
Based on the inequality 1.2.8 in [16], we prove that the sequence (vjSj)j is locally uniformly
bounded in masses. Hence, it suffices to show that if (vjSj)j converges weakly to Θ when j → +∞
then Θ = vS. For this aim, since Sj, S are positive currents, then for any strongly positive form
ϕ of bidegree (m− p− k,m− p− k), one has
vjSj ∧ ϕ 6 vj0Sj ∧ ϕ 6 vj0 ⋆ ρε Sj ∧ ϕ, ∀ε > 0, ∀j > j0,
where vj0 ⋆ ρε is a regularization by convolution of vj0 . If j → +∞, we get Θ ∧ϕ 6 vj0 ⋆ ρεS ∧ ϕ,
then we obtain Θ∧ϕ 6 vS ∧ϕ when ε→ 0 and j0 → +∞. This means that Θ 6 vS. Conversely,
without loss of generality, we assume that all the functions are defined on the closed euclidean ball
Bz0(r) = B(z0, r) and for every l = 1, ..., k we have u
j
l = ul = A(|z−z0|
2− r2) in a neighborhood
of ∂Bz0(r)∩SuppT with A > 0. Since Θ 6 vS, it remains to prove
∫
Bz0 (r)
(vS −Θ)∧βm−p−k 6 0.
For this, an adaptation of the proof of Lemma 2.2 in [1], yields the following corresponding result:
Lemma 2. Let Ω be a bounded domain of Cn, T ∈ Cmp (Ω) and v, u0, u1, ..., um−p are m-sh
functions defined in a neighborhood of Ω. Assume that u0, u1, ..., um−p are locally bounded, u0 6 u1
on Ω and u0 = u1 on Ω ∩ O with O is a neighborhood of ∂Ω ∩ SuppT. Then∫
Ω
vddcu0 ∧ dd
cu2 ∧ ... ∧ dd
cum−p ∧ β
n−m ∧ T 6
∫
Ω
vddcu1 ∧ dd
cu2 ∧ ... ∧ dd
cum−p ∧ β
n−m ∧ T.
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Applying Lemma 2 k-times for Ω = Bz0(r) and O is a neighborhood of ∂Bz0(r) ∩ SuppT , we
get
∫
Bz0 (r)
vS∧βm−p−k 6
∫
Bz0 (r)
vjSj ∧β
m−p−k. Let K be a compact set such that Bz0(r)rK ⊂
Bz0(r) ∩O. Then∫
Bz0 (r)
(vS −Θ) ∧ βm−p−k 6 lim inf
j→+∞
∫
Bz0(r)
(vjSj −Θ) ∧ β
m−p−k
= lim inf
j→+∞
∫
K
(vjSj −Θ) ∧ β
m−p−k + lim inf
j→→+∞
∫
Bz0 (r)rK
(vjSj −Θ) ∧ β
m−p−k
= lim inf
j→+∞
∫
Bz0(r)rK
(
Akvjβ
n−m+k ∧ T −Θ
)
∧ βm−p−k.
We have used the fact that the first term in the first equality equals to 0. Moreover, since
v ∈ L1loc(σT ) we have A
kvjβ
n−m+k ∧ T converges weakly to Akvβn−m+k ∧ T which equals to Θ
on Bz0(r)rK. This imply that the second term is equals to 0 also. 
Next, we shall direct our attention to the study of the convergence of the sequence of operators
(ddcuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ Tj)j where T ∈ C
m
p (Ω), Tj = T ⋆ χj is a smooth regularization by
convolution of T and (ujk)j are sequences ofm-sh functions not necessarily bounded and decreasing
towards uk for all 1 6 k 6 q. We strongly inspired from the technics of Ben Messaoud-El Mir [5],
by investigating firstly the convergence for the local potential associated to T . We start with the
following definition:
Definition 3. Let u1, ..., uq are m-sh functions on Ω. We will say that dd
cu1 ∧ ...∧ dd
cuq ∧ β
n−m
is well defined if and only if we have the following induction on k = 2, ..., q:
(1) uk ∈ L
1
loc(dd
cu1 ∧ ... ∧ dd
cuk−1 ∧ β
n−m).
(2) For all uj1, ..., u
j
k decreasing sequences of m-sh functions and which converges locally to
u1, ..., uk respectively, we have
ujkdd
cuj1 ∧ ... ∧ dd
cujk−1 ∧ β
n−m −→ ukdd
cu1 ∧ ... ∧ dd
cuk−1 ∧ β
n−m, weakly.
Setting ddcu1 ∧ ... ∧ dd
cuk ∧ β
n−m = ddc(ukdd
cu1 ∧ ... ∧ dd
cuk−1 ∧ β
n−m) .
Example 1. The current ddcu1 ∧ ...∧ dd
cuq ∧ β
n−m is well defined as soon as one of the following
two conditions was satisfied:
(1) Ω is a bounded strictly pseudoconvex open subset of Cn such that L (uk) ∩ ∂Ω = ∅ for all
1 6 k 6 q (see [11]).
(2) H2m−2l+1(L (ui1) ∩ ... ∩L (uil)) = 0 for all 1 6 i1 < ... < il 6 q (see Theorem 2).
Analogously to the complex setting, in order to study the convergence of the complex Hessian
operator relatively to Tj, we shall pass by the local potential associated to T . Assume that T is a
current of order 0 and of bidegree (p, p) in Ω and let Ω0 ⋐ Ω. Let η ∈ D(Ω) such that 0 6 η 6 1
and η ≡ 1 in a neighborhood of Ω0. Then the local potential U = U(Ω0, T ) associated to T is the
current of bidegree (p− 1, p − 1) defined by:
U(z) =−cn
∫
x∈Cn
η(x)T (x) ∧
(ddc|z − x|2)n−1
|z − x|2n−2
, where cn =
1
(n− 1)(4π)n
.
Denote by p1 (resp.p2) the first (resp.second) projection of C
n × Cn on Cn, i.e, p1(x, z) = x
and p2(x, z) = z. Let also τ be the function defined by τ(x, z) = z − x. Denote by K(t) =
−cn|t|
2−2n(ddc|t|2)n−1, then it is clear that U = p2⋆[p
⋆
1(ηT )∧τ
⋆K] and Uj = U ∗χj = p2⋆[p
⋆
1(ηT )∧
τ⋆Kj ], where Kj = K ⋆χj . By an arguments of pull-back and direct image of forms and currents,
we see that U is (strongly) negative provided that T is (strongly) positive. In the context of m-
positivity, if T ∈ Cmp (Ω) then Tj is also m-positive. In fact, for all α1, ..., αm−p (1, 1) m-positives
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forms with constant coefficients (see the comment after Definition 1) and for a positive function
ϕ ∈ D(Ω), it is easy to see that
〈Tj ∧α1∧ ...∧αm−p ∧ β
n−m, ϕ〉 =
∫
x∈Cn
∫
y∈Cn
χj(x− y)ϕ(x)∧T (y)∧α1∧ ...∧αm−p ∧ β
n−mdydx
As α1, ..., αm−p are m-positive (1, 1)-forms with constant coefficients with respect to y and T is
m-positive, it implies that the right hand side in the above equality is positive. Unfortunately, m-
positivity and m-subharmonicity are not preserved by holomorphic maps. Therefore, we restrict
ourselves to a smaller subclass of Cmp (Ω). Recall that a current T ∈ C
m
p (Ω), m > p+1 is said to
belong to Mmp (Ω) if T is of order zero and the associated local potential is m-negative and the
sequence (Uj)j is decreases. Obviously, the class M
m
p (Ω) contains at least the class of strongly
positive currents. The following result due to Ben Messaoud-El Mir [5] for the complex setting.
Indeed, M np (Ω) is nothing but the class of positive closed currents of bidegree (p, p) on Ω.
Theorem 4. Assume that T ∈ Mmp (Ω) and U = U(Ω0, T ) is the associated local potential to
T , where Ω0 ⋐ Ω is strictly pseudoconvex. Let u1, ..., uq ∈ SHm(Ω0) satisfying L (uk) ∩ ∂Ω0 ∩
Supp(T ) = ∅, for k = 1, ..., q 6 m− p+1 such that ddcu1 ∧ ...∧ dd
cuq ∧ β
n−m is well defined. Let
uj1, ..., u
j
q are sequences of m-sh functions decreasing respectively to u1, ..., uq . Then,
(1) ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ Uj −→ dd
cu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ U weakly on Ω0.
(2) If q < m− p+ 1, then
(a) ddcuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ U −→ ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ U weakly on Ω0.
(b) ddcuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ Uj −→ dd
cu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ U weakly on Ω0.
Proof. By monotonicity of (Uj)j, the statement (b) is an immediate consequence of (1) and (a).
We argue as in [5], so we can assume that Ω0 = {z ∈ C
n; ρ(z) < 0}, where ρ is a smooth strictly
psh function in the neighborhood of Ω0. According to Lemma 2.7 in [5], we have dd
cUj = ηTj+Rj ,
whereRj is a (p, p)-form with uniformly bounded coefficients on Ω0. Hence, there exists a constant
A > 0 such that Rj + A(dd
cρ)p is strongly positive and therefore is m-positive. Since Tj is m-
positive, it follows that ddc(Uj + Aρ(dd
cρ)p−1) is m-positive. Moreover, since U is m-negative
then also for Uj and therefore Sj = Uj +Aρ(dd
cρ)p−1 and S = U +Aρ(ddcρ)p−1 are m-negative.
On the other hand, in view of Theorem 2 in [11], it suffices to prove the statements for Sj
and S instead of Uj and U . As Supp(T ) ∩ L (uk) ⋐ Ω0, consider δ > 0 small enough so that
∪qk=1L (uk) ∩ Supp(T ) ⊂ Ωδ = {ρ < −δ}. Let g ∈ D(Ω0) positive such that g ≡ 1 on Ωδ. Since
the closed subsets Supp(dg)∩Supp(T ) and ∪kL (uk) are disjoint, consider a function f ∈ C
∞(Cn)
positive such that f ≡ 1 in the neighborhood of the first subset and f ≡ 0 in the neighborhood
of the second. (1) It is enough to show that the sequence
Bj =
∫
Ω0
gddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ Sj ∧ (dd
cρ)m−p−q+1
is convergent. For a real constant b, we have:
Bj =
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ ddc(gSj) ∧ (dd
cρ)m−p−q
=
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ gddcSj ∧ (dd
cρ)m−p−q
+ 2
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ dg ∧ dcSj ∧ (dd
cρ)m−p−q
+
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ ddcg ∧ Sj ∧ (dd
cρ)m−p−q
= B1j +B
2
j (dg) +B
3
j .
Let’s choose b so that ρ + b > 0 in the neighborhood of Ω0. Since dd
cSj is m-positive, it is
clear that B1j > 0, and therefore we have 0 > Bj > B
2
j (dg) + B
3
j . Since the sequence (Bj)j
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is decreases, it suffices to show the convergence of B2j (dg) and B
3
j . We shall write B
2
j (dg) =
B2j (fdg) +B
2
j ((1− f)dg). The coefficient of the form fdg belongs to D(Ω0) and vanishing in the
neighborhood of ∪kL (uk). Therefore the functions uk are locally bounded in the neighborhood
of Supp(fdg). Then in view of Theorem 7 in [11], we have
lim
j→+∞
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ fdg ∧ dcSj ∧ (dd
cρ)m−p−q
=
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ fdg ∧ dcS ∧ (ddcρ)m−p−q
On the other hand, the form (1 − f)dg vanishes in a neighborhood O of Supp(T ). Since the
singular support of U is included in the support of T then Sj converges to S in C
∞
p−1,p−1(Ω0rO)
and (1 − f)dg ∧ dcSj converges to (1 − f)dg ∧ d
cS in Dp,p(Ω0 r O). By hypotheses, the current
ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m is well defined in Ω0 then we have:
lim
j→+∞
B2j ((1− f)dg) =
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ (1− f)dg ∧ dcS ∧ (ddcρ)m−p−q
Consequently, the convergence of B2j follows. A similar arguments, give:
lim
j→+∞
B3j =
∫
Ω0
(ρ+ b)ddcu1 ∧ ... ∧ dd
cum−p ∧ β
n−m ∧ ddcg ∧ S
(2) (a) Let V be a neighborhood of (Ω0rΩδ)∩Supp(T ) such that V ∩L (uk) = ∅, ∀k ∈ {1, ..., q}.
In particular, the functions uk are locally bounded in V . Without loss of generality, we suppose
that there exists a constant M > 1 such that for all k = 1, ..., q, we have: −M 6 uk 6 −1 on V.
Let V
′
⋐ V satisfying the same property as V and ϕ be a smooth function with compact support
in a neighborhood of Ω0 such that ϕ ≡ 1 on V
′ ∩ Ω0 and ϕ ≡ −2M on Ω0 r V . Let A >
2
δ be a
constant large enough so that ϕ+A(ρ+ δ) is a psh function on Ω0. Setting
vk(z) =
{
uk(z) z ∈ Ω0 r V
max(ϕ +Aρ(z), uk(z)) z ∈ V
On Ω0 ∩ ∂V , we have ϕ + Aρ < −M then vk = uk in a neighborhood of Ω0 ∩ ∂V which implies
that vk is an m-sh function on Ω0 and the current dd
cv1 ∧ ... ∧ dd
cvq ∧ β
n−m is well defined.
Moreover, we have vk = ϕ+Aρ on V
′
∩{ρ > − 2A}. By the same procedure of the max, we define
the functions vjk relative to u
j
k. Let Θ be a weak limit of (dd
cvj1 ∧ ...∧ dd
cvjq ∧ βn−m ∧S)j . By the
monotonicity of (Sj)j and in view of (1), it is easy to see that Θ 6 dd
cv1 ∧ ...∧ dd
cvq ∧ β
n−m ∧S.
Let r ∈ N∗, since ddcSr is m-positive, the Stokes formula implies that for all positive function
g ∈ D(Ω0), we have:∫
Ω0
ddcvj1 ∧ ... ∧ dd
c(vjq − vq) ∧ β
n−m ∧ gSr ∧ (dd
cρ)m−p−q+1
> 2
∫
Ω0
(vjq − vq)dd
cvj1 ∧ ... ∧ dd
cvjq−1 ∧ β
n−m ∧ dg ∧ dcSr ∧ (dd
cρ)m−p−q+1
+
∫
Ω0
(vjq − vq)dd
cvj1 ∧ ... ∧ dd
cvjq−1 ∧ β
n−m ∧ ddcg ∧ Sr ∧ (dd
cρ)m−p−q+1.
Choose g such that g ≡ 1 on Ω 2
A
and let f ∈ D(V
′
) such as f ≡ 1 on Supp(dg) ∩ Supp(T ). As
Supp(fdg) ⊂ V
′
∩ {ρ > − 2A}, where v
j
k = vk = ϕ + Aρ then (v
j
k − vk)dg = (v
j
k − vk)(1 − f)dg.
Furthermore, (1 − f)dg vanishes in the neighborhood O of Supp(T ), S is of class C∞ in the
neighborhood of Supp((1− f)dg) hence the sequence (1− f)dg ∧ dcSr converges into Dp,p(Ω0) to
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(1− f)dg ∧ dcS. By using the above inequality and when r → +∞, we get:∫
Ω0
ddcvj1 ∧ ... ∧ dd
c(vjq − vq) ∧ β
n−m ∧ gS ∧ (ddcρ)m−p−q+1
> 2
∫
Ω0
(vjq − vq)dd
cvj1 ∧ ... ∧ dd
cvjq−1 ∧ β
n−m ∧ (1− f)dg ∧ dcS ∧ (ddcρ)m−p−q+1
+
∫
Ω0
(vjq − vq)dd
cvj1 ∧ ... ∧ dd
cvjq−1 ∧ β
n−m ∧ (1− f)ddcg ∧ S ∧ (ddcρ)m−p−q+1.
For each k = 1, ..., q − 1, setting
Rjk = dd
cvj1 ∧ ... ∧ dd
cvjk−1 ∧ dd
cvk+1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ (ddcρ)m−p−q+1
and Djk = 2
∫
Ω0
(vjk − vk)(1− f)dg ∧ d
cS ∧Rjk +
∫
Ω0
(vjk − vk)(1− f)dd
cg ∧ S ∧Rjk. Since dd
cv1 ∧
...∧ ddcvq ∧ β
n−m is well defined, it is clear that lim
j→+∞
Djk = 0. By iterating the above inequality,
we obtain: ∫
Ω0
ddcvj1 ∧ ... ∧ dd
cvjq ∧ βn−m ∧ gS ∧ (ddcρ)m−p−q+1
>
∫
Ω0
ddcv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ gS ∧ (ddcρ)m−p−q+1 +
q−1∑
k=1
Djk.
Consequently, when j → +∞, we get∫
Ω0
gΘ ∧ (ddcρ)m−p−q+1 >
∫
Ω0
ddcv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ gS ∧ (ddcρ)m−p−q+1
As the characteristic function 1lΩ0 is the limit of an increasing sequence of such function g, it is
not difficult to deduce that∫
Ω0
Θ ∧ (ddcρ)m−p−q+1 >
∫
Ω0
ddcv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ S ∧ (ddcρ)m−p−q+1.
It follows that the positive current E = ddcv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ S − Θ of bidimension
(m−p− q+1,m−p− q+1), satisfies ddcE = 0. Also for all points in a neighborhood of Ω0rΩδ,
the functions vk are bounded and we have
ddcv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ S = ddcvj1 ∧ ... ∧ dd
cvjq ∧ β
n−m ∧ S = (ddc(ϕ+Aρ))q ∧ βn−m ∧ S,
which implies that E = 0 near the point. Hence, E has a compact support and therefore E = 0
in Ω0. Then, dd
cvj1 ∧ ... ∧ dd
cvjq ∧ βn−m ∧ S converges weakly to ddcv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ S.
Since in Ωδ, v
j
k = u
j
k and vk = uk then dd
cuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ S converges weakly to
ddcu1 ∧ ...∧ dd
cuq ∧ β
n−m ∧ S. Therefore by using Theorem 2 in [11], we deduce the convergence
of ddcuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ U to ddcu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ U . 
A family of m-sh functions on Ω, u1, ..., uq, are said satisfying the condition CT , if and only if
Ω is covered by (Ωs)s, where Ωs is strictly pseudoconvex, Ωs ⋐ Ω and L (uk)∩ ∂Ωs ∩ SuppT = ∅
for all s, k. Now, based on Theorem 4, we are prepared to prove our main result in this section
which extends a result of Ben Messaoud-El Mir [5] to the complex Hessian theory:
Theorem 5. Assume that T ∈ Mmp (Ω) and u0, u1, ..., uq are m-sh functions on Ω, satisfying
condition CT . If the current dd
cu0∧...∧dd
cuq∧β
n−m is well defined and if uj0, ..., u
j
q are decreasing
sequences of m-sh functions such that ujk converges pointwise to uk. Then, we have:
(1) ddcuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ Tj −→ dd
cu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ T weakly on Ω.
(2) For all 1 6 q < m− p, we have:
uj0dd
cuj1 ∧ ... ∧ dd
cujq ∧ β
n−m ∧ Tj −→ u0dd
cu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ T weakly on Ω.
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Remark 1. Note that the second statement of Theorem 5 is far form being true when q = m− p.
Indeed, assume that T = 1 and u0 = ... = um = ϕm(z) = −|z|
−2( nm−1). It is well-known that ϕm
is m-sh and a straightforward computation yields: (ddcϕm)
m ∧ βn−m = Cn,mδ0.β
n, where Cn,m
is a constant depending on n and m and δ0 is the Dirac measure on 0. In particular, it is clear
that the current ϕm(dd
cϕm)
m ∧ βn−m hasn’t a finite locally masses near 0.
Proof. (1) Let Ω0 ⋐ Ω be a strictly pseudoconvex subset as in the statement of Theorem 4. By
the weak continuity of ddc, Lemma 2.7 in [5] and Theorem 4, we have the weak convergence
ddcuj1∧ ...∧dd
cujq∧β
n−m∧Tj+dd
cuj1∧ ...∧dd
cujq∧β
n−m∧Rj −→ dd
cu1∧ ...∧dd
cuq∧β
n−m∧ddcU.
As R is smooth on Ω0 and the current dd
cu1 ∧ ... ∧ dd
cuq ∧ β
n−m is well defined, the weak
convergence ddcuj1∧ ...∧dd
cujq ∧βn−m∧R −→ ddcu1∧ ...∧dd
cuq ∧β
n−m∧R was also guaranteed.
Since, ddcuj1 ∧ ...∧ dd
cujq ∧ βn−m ∧Tj + dd
cuj1 ∧ ...∧ dd
cujq ∧ βn−m ∧ (Rj −R) converges weakly to
ddcu1 ∧ ...∧ dd
cuq ∧ β
n−m ∧ T where Rj −R ∈ C
∞(Ω0) and converges uniformly to 0. Hence, we
deduce the weak convergence ddcuj1 ∧ ... ∧ dd
cujq ∧ βn−m ∧ Tj −→ dd
cu1 ∧ ... ∧ dd
cuq ∧ β
n−m ∧ T.
(2) Consider the functions v0, ..., vq and v
j
0, ..., v
j
q obtained by the procedure of the max used in the
proof of Theorem 4. Let Θ be a weak limit of (vj0dd
cvj1∧ ...∧dd
cvjq ∧βn−m∧Tj)j . By regularizing
v0 and v
j
0, a simple computation gives Θ 6 v0dd
cv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ T . The closed positive
current E = v0dd
cv1 ∧ ... ∧ dd
cvq ∧ β
n−m ∧ T −Θ is of bidimension (m− p− q,m− p− q). Near
∂Ω0, the functions vk are bounded, then E has a compact support in Ω0. Now according to the
previous argument, we obtain that ddcE = 0, and therefore E = 0. 
Now, we end this subsection by extending the previous results for the class δSHm(Ω). Recall
that a function u belongs to δSHm(Ω) if there exists u1, u2 ∈ SHm(Ω) such that u = u1 − u2 on
Ω. For u ∈ δSHm(Ω), we say that the complex Hessian operator (dd
cu)q ∧ βn−m is well defined
if for all 0 6 s 6 q 6 m, (ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m is well defined (see Definition 3) and
therefore, we put
(ddcu)q ∧ βn−m =
q∑
s=0
(−1)q−s
(
q
s
)
(ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m.
Proposition 5. Assume that T ∈ Mmp (Ω), Ω0 ⋐ Ω is strictly pseudoconvex and u = u1 − u2 ∈
δSHm(Ω0) such that L (ui) ∩ SuppT ∩ ∂Ω0 = ∅ for i = 1, 2 and (dd
cu)q ∧ βn−m is well defined.
Let (uj = uj,1−uj,2)j ⊂ δSHm(Ω0) where uj,1, uj,2 are decreasing sequence respectively to u1, u2.
Then for all q 6 m− p+ 1, we have
(1) (ddcu)q ∧βn−m∧Uj converges weakly on Ω0. We denote this limit by (dd
cu)q ∧βn−m∧U.
(2) If q < m− p+ 1, then
(a) (ddcuj)
q ∧ βn−m ∧ U converges weakly to (ddcu)q ∧ βn−m ∧ U on Ω0.
(b) (ddcuj)
q ∧ βn−m ∧ Uj converges weakly to (dd
cu)q ∧ βn−m ∧ U on Ω0.
Proof. (1) Since Uj is smooth, then
(ddcu)q ∧ βn−m ∧ Uj =
q∑
s=0
(−1)q−s
(
q
s
)
(ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m ∧ Uj.
Thanks to Theorem 4, the sequence (ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m ∧ Uj converges weakly to
(ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m ∧ U , then the sequence (ddcu)q ∧ βn−m ∧ Uj converges to a limit
denoted by (ddcu)q ∧ βn−m ∧ U such that
(ddcu)q ∧ βn−m ∧ U =
q∑
s=0
(−1)q−s
(
q
s
)
(ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m ∧ U.
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(2) (a) In view of (1), we have
(ddcuj)
q ∧ βn−m ∧ U =
q∑
s=0
(−1)q−s
(
q
s
)
(ddcuj,1)
s ∧ (ddcuj,2)
q−s ∧ βn−m ∧ U.
Once again, Theorem 4 imply that (ddcuj,1)
s ∧ (ddcuj,2)
q−s ∧ βn−m ∧ U converges weakly to
(ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m ∧ U . It follows that (ddcuj)
q ∧ βn−m ∧ U converges weakly to
q∑
s=0
(−1)q−s
(
q
s
)
(ddcu1)
s ∧ (ddcu2)
q−s ∧ βn−m ∧ U = (ddcu)q ∧ βn−m ∧ U.
(b) By statement (b) in Theorem 4 and in view of (1), it is not difficult to deduce that the
sequence (ddcuj)
q ∧ βn−m ∧ Uj converges weakly to (dd
cu)q ∧ βn−m ∧ U . 
As an immediate consequence of Proposition 5 and by the same lines of proof of Theorem 5,
it is not hard to deduce the following version for the class δSHm(Ω).
Theorem 6. Assume that T ∈ Mmp (Ω), Ω0 ⋐ Ω is strictly pseudoconvex and u = u1 − u2 ∈
δSHm(Ω0) such that L (ui) ∩ SuppT ∩ ∂Ω0 = ∅ for i = 1, 2 and (dd
cu)q ∧ βn−m is well defined.
Let (uj = uj,1−uj,2)j ⊂ δSHm(Ω0) where uj,1, uj,2 are decreasing sequence respectively to u1, u2.
Then for all 1 6 q 6 m− p, we have
(1) (ddcuj)
q ∧ βn−m ∧ Tj → (dd
cu)q ∧ βn−m ∧ T weakly on Ω0.
(2) If q < m− p, uj(dd
cuj)
q ∧ βn−m ∧ Tj → u(dd
cu)q ∧ βn−m ∧ T weakly on Ω0.
3.2. Convergence in capacity. Until the work of Xing [26], convergence in capacity becomes
an effective tools in studying convergence of complex and complex Hessian operators. It is
well known that a decreasing sequence of locally bounded m-sh functions (uj)j , which con-
verges to u, it converges to u in capm,T on every E ⋐ Ω. This means that for every δ > 0,
lim
j→+∞
capm,T (E ∩ {|uj − u| > δ}) = 0. Let’s define
capm−1,T (E) = sup
{∫
E
(ddcv)m−p−1 ∧ βn−m+1 ∧ T, v ∈ SHm(Ω), −1 6 v 6 0
}
for every Borel subset E ⊂ Ω. Assuming that Ω is bounded, it is not hard to see that capm−1,T is
dominated from above by capm,T . Therefore, convergence in capm,T -capacity leads to convergence
in capm−1,T -capacity. In this way, we get the following result which generalizes the one given by
Xing [26] for the particular cases m = n and T = 1.
Theorem 7. Let T ∈ Cmp (Ω) and (uj)j be a sequence of locally uniformly bounded m-sh functions.
Suppose that u ∈ SHm(Ω) ∩ L
∞(Ω) and uj → u in capm−1,T then for all q 6 m− p,
(ddcuj)
q ∧ βn−m ∧ T −→ (ddcu)q ∧ βn−m ∧ T weakly on Ω.
Proof. We shall prove by induction that for each k 6 m−p, (ddcuj)
k∧βn−m∧T converges weakly
to (ddcu)k ∧ βn−m ∧ T . For k = 1, the convergence assumption implies that uj → u in L
1
loc(σT ).
Indeed, for every K ⋐ Ω, δ > 0, since Ω is bounded there exists a constant C > 0 not depending
on j such that∫
K
|uj − u|β
n−p ∧ T =
∫
K∩{|uj−u|>δ}
|uj − u|β
m−p−1 ∧ βn−m+1 ∧ T +
∫
K∩{|uj−u|<δ}
|uj − u|β
n−p ∧ T
6 C‖uj − u‖L∞(K)capm−1,T (K ∩ {|uj − u| > δ}) + δσT (K)
then we deduce the result by letting j → +∞ and by arbitrariness of δ. Hence, it follows
that ddcuj ∧ β
n−m ∧ T converges weakly to ddcu ∧ βn−m ∧ T . Assume that Theorem 7 is true
for all k = q < m − p and we shall prove that uj(dd
cuj)
q ∧ βn−m ∧ T converges weakly to
u(ddcu)q ∧ βn−m ∧ T , which implies the statement for k = q + 1. Thanks to the quasi-continuity
of u with respect to capm,T (see [11]), for each ε > 0, u can be written as u = φ+ψ on Ω, where
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φ is continuous, ψ = 0 outside an open subset G ⊂ Ω with capm,T (G) < ε, and the supremum
norm of ψ depends only on the function u. We have
uj(dd
cuj)
q ∧ βn−m ∧ T − u(ddcu)q ∧ βn−m ∧ T = (uj − u)(dd
cuj)
q ∧ βn−m ∧ T
+ ψ [(ddcuj)
q ∧ βn−m ∧ T − (ddcu)q ∧ βn−m ∧ T ]
+ φ [(ddcuj)
q ∧ βn−m ∧ T − (ddcu)q ∧ βn−m ∧ T ]
= Aj +Bj + Cj.
The inductive assumption gives that Cj converges to 0 in the sense of currents. On the other
hand, it is not hard to see that
(ddcuj)
q∧βm−p−q∧βn−m∧T = (ddcuj)
q∧βm−p−q−1∧βn−m+1∧T 6
(
ddc(uj + |z|
2)
)m−p−1
∧βn−m+1∧T.
As the sequence uj + |z|
2 is uniformly bounded on Ω, it is clear that the last term is dominated
by capm−1,T multiplied by a constant not depending on j. Then, in view of the argument used
in the case k = 1, it is not difficult to deduce that Aj also converges to 0 in the sense of currents.
Similarly, since ψ = 0 outside G, for a test form ϕ, there exist two constants C1, C2 > 0 not
depending on j such that
|〈Bj , ϕ〉| 6 C1‖u‖L∞(G)
(∫
G
[
(ddcuj)
q ∧ βm−p−q ∧ βn−m ∧ T − (ddcu)q ∧ βm−p−q ∧ βn−m ∧ T
])
6 C2‖u‖L∞(G)capm−1,T (G) < εC2‖u‖L∞(G).
Consequently, Bj converges to 0 in the sense of the currents and therefore, we have obtained the
weak convergence of uj(dd
cuj)
q∧βn−m∧T to u(ddcu)q∧βn−m∧T and this proof is complete. 
Now, we investigate the convergence in the sense of capm−1,T for increasing sequence of m-sh
functions which are not necessarily bounded.
Proposition 6. Assume that T ∈ Cmp (Ω) and u, uj are negative m-sh functions such that uj ↑
u capm,T -a.e and u1 ∈ L
1
loc(σT ). Then uj converges to u in capm−1,T on every E ⋐ Ω,
Remark 2.
(1) For the trivial current T = 1 and by Theorem 3.9 in [13] if u, uj ∈ E
m(Ω) such that
uj ↑ u, then (dd
cuj)
m ∧ βn−m converges weakly to (ddcu)m ∧ βn−m when j → +∞.
(2) If T ∈ Cmp (Ω) such that m > p + 1, u ∈ SHm(Ω) ∩ L
∞
loc(Ω) and uj ∈ SHm(Ω) such
that (uj)j is locally uniformly bounded and increases capm,T -a.e to u, then the sequence
(ddcuj)
m−p ∧ βn−m ∧ T converges weakly to (ddcu)m−p ∧ βn−m ∧ T . In the border case
m = n, we recover the well-known result of Bedford-Taylor.
Proof. Let E ⋐ Ω and v ∈ SHm(Ω) such that −1 6 v 6 0. Choose s≫ 1, we have:∫
E∩{u−uj>δ}
(ddcv)m−p−1 ∧ βn−m+1 ∧ T =
∫
E∩{u−uj>δ}∩{u1<−s}
(ddcv)m−p−1 ∧ βn−m+1 ∧ T
+
∫
E∩{u−uj>δ}∩{u1>−s}
(ddcv)m−p−1 ∧ βn−m+1 ∧ T
= I1 + I2
In view of the hypothesis on u1, the Chern-Levine-Nirenberg inequality [16] implies that there
exists a constant C1 > 0 not depending in v such that:
I1 6
∫
E∩{u1<−s}
(ddcv)m−p−1 ∧ βn−m+1 ∧ T 6
C1
s
.
Concerning I2, setting u
s = max(u,−s) and usj = max(uj ,−s) and observe that for a fixed s, u
s
and usj are locally uniformly bounded. Hence, by using a standard modification on the functions
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us, usj (see [2]), we can assume that for any j, u
s
j = u
s near ∂Ω. Therefore, we have
I2 =
∫
E∩{us−usj>δ}∩{u1>−s}
(ddcv)m−p−1 ∧ βn−m+1 ∧ T
6 1δ
∫
E∩{u1>−s}
(us − usj)(dd
cv)m−p−1 ∧ βn−m+1 ∧ T
6 1δ
∫
Ω
(us − usj)(dd
cv)m−p−1 ∧ βn−m+1 ∧ T.
By following the same line of the proof of Lemma 2 in [11], we obtain
I2 6
1
δ
∫
Ω
(us − usj)(dd
cv)m−p−1 ∧ βn−m+1 ∧ T
6 C2δ
∫
Ω
(us − usj)(dd
cusj)
m−p−1 ∧ βn−m+1 ∧ T
= C2δ
∫
Ω
|z|2(ddcus − ddcusj) ∧ (dd
cusj)
m−p−1 ∧ βn−m ∧ T
= C2δ
∫
Ω
|z|2[ddcus ∧ (ddcusj)
m−p−1 ∧ βn−m ∧ T − (ddcusj)
m−p ∧ βn−m ∧ T ],
where C2 > 0 not depending on v and j. By passing on the supremum on v, we get
capm−1,T (E∩{u−uj > δ}) 6
C1
s
+
C2
δ
∫
Ω
|z|2[ddcus∧(ddcusj)
m−p−1∧βn−m∧T−(ddcusj)
m−p∧βn−m∧T ].
On the other hand by the second statement of Remark 2, we have
lim
j→+∞
ddcus∧ (ddcusj)
m−p−1∧βn−m∧T = lim
j→+∞
(ddcusj)
m−p∧βn−m∧T = (ddcus)m−p∧βn−m∧T.
The proof was completed by passing to the limit when j → +∞ and s→ +∞ in this order. 
In Proposition 6, for T = 1, if we replace the monotonicity hypothesis by some conditions on
the estimates of the complex Hessian operator, we get a slightly stronger convergence, that is a
convergence in capm on the class F
m(Ω). By an adaptation of the proof of Theorem 5.1 in [19]
in the complex case m = n, we obtain the following generalization to the complex Hessian case:
Proposition 7. Let u, uj ∈ F
m(Ω) such that uj 6 u for any j > 1. Suppose that
(1) supj
∫
Ω(dd
cuj)
m ∧ βn−m <∞.
(2) ‖(ddcuj)
m ∧ βn−m − (ddcu)m ∧ βn−m‖E → 0 when j → +∞ and for any E ⋐ Ω.
Then uj → u in m-capacity on every E ⋐ Ω when j → +∞.
4. Weighted (m,T )-capacity and Sadullaev weighted m-capacity
The notions of weighted capacity and weighted extremal function in the pluripotential theory,
was studied by many authors (see for example [8],[9] and [15]). In the complex Hessian context,
we define the weighted m-extremal function as follows:
Definition 4. Let Ω be an m-hyperconvex domain, E ⊂ Ω and u ∈ SH−m(Ω). Setting
hm,E,u = sup{v : v ∈ SH
−
m(Ω), v 6 u on E}.
The function hm,E,u is called m-extremal function with weight u associated to E.
As usually, we denote by h∗m,E,u the regularization upper semi-continuous of hm,E,u. It is clear
that hm,E,u 6 h
∗
m,E,u ∈ SH
−
m(Ω) and u 6 h
∗
m,E,u 6 0 and hm,E,u = u on E. If m = n, we recover
the weighted extremal function investigated by [9],[15] and if 1 6 m < n and u = −1 we obtain
the m-extremal function developed by Lu [16]. First of all we list the most important properties
of the weighted m-extremal function.
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Proposition 8. The function h∗m,E,u shares the following properties:
(1) h∗m,E,u = h
∗
m,ErF,u for all m-polar F ⊂ Ω.
(2) If u ∈ Em(Ω) then h∗m,E,u ∈ E
m(Ω) and h∗m,E,u = hm,E,u a.e in m-capacity. Moreover,
we have Supp[(ddch∗m,E,u)
m ∧ βn−m] ⊂ E.
(3) If (uj)j ⊂ SH
−
m(Ω) such that uj ↓ u then h
∗
m,E,uj
↓ h∗m,E,u.
(4) If u ∈ Em(Ω) and E ⋐ Ω then h∗m,E,u ∈ F
m(Ω).
Proof. The last three statements are due to [20], so it suffices to prove the first one. Since
ErF ⊂ E, it is obvious that h∗m,E,u 6 h
∗
m,ErF,u. For the opposite inequality, let ϕ be a negative
m-sh function on Cn such that F ⊂ {ϕ = −∞} and let v ∈ SH−m(Ω) such that v 6 u on E r F .
It is clear that the sequence of m-sh functions vj = v +
ϕ
j is monotone increasing and satisfies
vj 6 u on E for every j > 1. It follows that vj 6 hm,E,u ∀j > 1. Hence, v˜ =
(
supj vj
)∗
6 h∗m,E,u.
Since v˜ is m-sh and coincides a.e with v we get v 6 h∗m,E,u on Ω and therefore hm,ErF,u 6 h
∗
m,E,u
on Ω. The desired inequality follows because hm,ErF,u = h
∗
m,ErF,u a.e. 
It should be noted that Nguyen [20] has introduced the weighted m-extremal function by
setting: uE = sup{v : v ∈ SH
−
m(Ω), v 6 u outside an m-polar subset of E}. Building on the first
statement of Proposition 8, it is not difficult to prove that the two definitions are coincide, in
particular we have h∗m,E,u = uE . In this section by relying on Proposition 8, we firstly associate
to each current T ∈ Cmp (Ω) two classes of unbounded m-sh functions on which the complex
hessian operator is well defined for the current T = 1. In particular, for the complex setting
m = n we recover some interesting classes studied by Bedford [3], Cegrell-Kolodziej-Zeriahi [9]
and Benelkourchi [4] in connection with the complex Monge-Ampe`re operator. Next, we introduce
the notion of (m,T )-capacity with weight u ∈ SH−m(Ω), where T ∈ C
m
p (Ω). Moreover, in the
special case T = 1 we investigate the relationship between the weighted outer capacity associated
to the weighted (m, 1)-capacity and the weighted m-extremal function. We generalize then some
results obtained by [9] and [20]. Finally, we deal with the so-called Sadullaev weighted m-capacity
and we present a comparison result with the weighted outer m-capacity.
4.1. The classes BmT (Ω) and P
m
T (Ω). Let ϕ : R→ R+ be a decreasing function such that
(4.1)
∫ ∞
1
ϕ(t)
t
dt < +∞
and the function t 7→ −(−tϕ(−t))
1
m is increasing and convex on ]−∞, 0[. We introduce BmT (Ω)
to be the class of negative m-sh functions ψ such that for every z0 ∈ Ω, there exist an open
neighborhood O of z0, a function v ∈ SH
−
m(O) ∩ L
1
loc(σT ) and a function ϕ satisfying (4.1) such
that −(−vϕ(−v))
1
m 6 ψ on O ∩ SuppT. For T = 1 and m = n, Cegrell-Kolodziej-Zeriahi [9]
proved that B1(Ω) ⊂ E (Ω). In particular, the complex Monge-Ampe`re is well defined on B1(Ω).
Example 2. Let T ∈ Cmp (Ω) and v ∈ SH
−
m(Ω) ∩ L
1
loc(σT ). Then we have −(−v)
α ∈ BmT (Ω),
for each 0 < α < 1m . Indeed, we have −(−v)
α = −(−vϕ(−v))
1
m for ϕ(t) = tmα−1. Moreover∫∞
1
tmα−1
t dt =
1
1−mα < ∞ and t 7→ −(−tϕ(−t))
1
m is increases and convex on ] −∞, 0[. Then by
the definition, it is clear that −(−v)α ∈ BmT (Ω).
For every 1 6 m 6 n, we define the second class PmT (Ω) by:
P
m
T (Ω) =
{
u ∈ SH−m(Ω);
∫ +∞
0
sm−1capm,T ({u < −s} ∩K)ds <∞, ∀K ∩ SuppT ⋐ Ω
}
.
By using some potential theoretic estimates relatively to T inspired from [16] for the trivial current
T = 1, we show that there is a link between the two above classes. More precisely, we prove the
following result which improves the one obtained by [4] for m = n and T = 1:
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Proposition 9. Let Ω ⋐ Cn, be an m-hyperconvex domain and T ∈ Cmp (Ω) then we have
BmT (Ω) ⊂ P
m
T (Ω). In particular, when T = 1, we have P
m
1 (Ω) ⊂ E
m(Ω) i.e, the complex
Hessian operator is well defined on Pm1 (Ω).
Proof. Let u ∈ BmT (Ω) and O ⋐ Ω. Then there exist v ∈ SH
−
m(O) ∩ L
1
loc(σT ) and a decreasing
function ϕ : R → R+ satisfynig (4.1) and such that t 7→ −(−tϕ(−t))
1
m is monotone increasing
and convex on ]−∞, 0[ and u > −(−vϕ(−v))
1
m on O ∩ SuppT. We have:
{u < −s} ∩ O ∩ SuppT ⊂ {−(−vϕ(−v))
1
m < −s} ∩ SuppT = {−vϕ(−v) > sm} ∩ SuppT.
Choose a function ψ such that ψ
′
= ϕ and ψ(0) = 0. Since ψ is concave we see that ψ(t) > tϕ(t)
for all t > 0. In view of the later inclusion, we have∫ +∞
0
sm−1capm,T ({u < −s} ∩ O) ds 6
∫ +∞
0
sm−1capm,T ({−vϕ(−v) > s
m}) ds
6
∫ +∞
0
sm−1capm,T ({ψ(−v) > s
m}) ds
=
∫ +∞
0
sm−1capm,T ({v < −ψ
−1(sm)}) ds
6 C1 + C2
∫ +∞
1
sm−1
1
ψ−1(sm)
ds
= C1 + C2
∫ +∞
1
ϕ(t)
t
dt <∞.
The third inequality is deduced from the following argument: taking into account the fact that
O ⋐ Ω, and v ∈ SH−m(O)∩L
1
loc(σT ) and combining the proof of Proposition 1.3.4 with inequality
1.2.8 in the same thesis [16]. Concerning the later equality we use a change of variables. This
completes the statement u ∈ PmT (Ω). Now, assume that T = 1 and let u ∈ P
m
1 (Ω). Since u ∈
SH−m(Ω), there exists a decreasing sequence (uj)j ⊂ E
m
0 (Ω)∩C (Ω) to u. Take B = Bz0(r) ⋐ Ω
and for every j > 1 we consider the weighted extremal function hm,B,uj relatively to uj . In
virtue of Proposition 8, the sequence (h∗m,B,uj )j is monotone decreasing to h
∗
m,B,u. We begin by
showing that supj
∫
Ω(dd
ch∗m,B,uj )
m ∧ βn−m <∞. This is an easy consequence of an estimates of
the complex Hessian operator in terms the m-capacity. In other word, it suffices to prove the
existence of a constant C such that for every function ϕ ∈ SH−m(Ω) ∩ L
∞(Ω), we have∫
K
(ddcϕ)m ∧ βn−m 6 C
∫ +∞
0
sm−1capm(K ∩ {ϕ 6 −s})ds, ∀K ⋐ Ω.
For this aim, a straightforward computation yields∫
K
(ddcϕ)m ∧ βn−m =
+∞∑
−∞
∫
K∩{2k−16−ϕ<2k}
(ddcϕ)m ∧ βn−m
6
+∞∑
−∞
2kmcapm(K ∩ {2
k−1 6 −ϕ < 2k})
6 C
+∞∑
−∞
∫ 2k−1
2k−2
sm−1capm(K ∩ {−ϕ > s})ds
6 C
∫ ∞
0
sm−1capm(K ∩ {−ϕ > s})ds
= C
∫ ∞
0
sm−1capm(K ∩ {ϕ 6 −s})ds.
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Now, Proposition 8 with the above estimates for each h∗m,B,uj , yield∫
Ω
(ddch∗m,B,uj)
m ∧ βn−m =
∫
B
(ddch∗m,B,uj )
m ∧ βn−m 6 C
∫ ∞
0
sm−1capm(B ∩ {h
∗
m,B,u 6 −s}) ds
6 C
∫ ∞
0
sm−1capm(B ∩ {u 6 −s}) ds <∞.
The first inequality because h∗m,B,u 6 h
∗
m,B,uj
while the third one is an immediate consequence
of the fact that u ∈ Pm1 (Ω). This leads to the statement h
∗
m,B,u ∈ F
m(Ω). Thus the proof was
completed by observing that h∗m,B,u = u on B and by using Remark 1.7.6 in [16]. 
4.2. Weighted (m,T )-capacity. Let T ∈ Cmp (Ω), K a compact subset of Ω and u ∈ SH
−
m(Ω).
We define the (m,T )-capacity with weight u of K by
capm,T,u(K) = sup
{∫
K
(ddcv)m−p ∧ βn−m ∧ T ; v ∈ SHm(Ω) ∩ L
∞(Ω), u 6 v 6 0
}
,
and for every E ⊂ Ω, capm,T,u(E) = sup{capm,T,u(K),K ⊂ E compact}. If E is Borel then
capm,T,u(E) = sup
{∫
E
(ddcv)m−p ∧ βn−m ∧ T ; v ∈ SHm(Ω) ∩ L
∞(Ω), u 6 v 6 0
}
.
In order to understanding this notion of weighted (m,T )-capacity let us recall the following
comments:
Remark 3. (1) Unlike the case u ≡ −1, the quantity capm,T,u(K) may be infinite even when
K is compact. However, by the Chern-Levine-Nirenberg inequality it is obvious that
capm,T,u(E) is finite provided that u is locally bounded everywhere and E ⋐ Ω.
(2) When u = −1, we get the capacity capm,T studied by [11] and if in addition T = 1, we
obtain the m-capacity, capm of Lu [17]. However, according to the terminology of [20],
the weighted (m, 1)-capacity is called weighted m-capacity and denoted by capm,u. When
m = n and u ∈ E (Ω), we recover the weighted capacity investigated by [15] and [9].
(3) A simple computation yields that the weighted (m,T )-capacity shares the same properties
of capm,T as in Proposition 3. Moreover, clearly capm,T,u is monotone decreasing with
respect to u. In particular, if u > −M for M > 0 then we see that
∫
E(dd
cu)m−p ∧βn−m∧
T 6 capm,T,u(E) 6 capm,T,−M(E) = M
m−pcapm,T (E) for every Borel subset E ⊂ Ω.
(4) Assume that 0 ∈ Ω and let L be a complex linear space of dimension p in Cn. By a unitary
change of coordinates, we assume that L = Cp × {0}. Let O be an open subset of Ω and
u ∈ SH−m(Ω). Select a bounded m-sh function v such that u 6 v 6 0. Then∫
O
[L] ∧ βn−m ∧ (ddcv)p+m−n =
∫
O∩L
(i⋆β)p−(m+p−n) ∧ (ddc(i⋆v))p+m−n.
By considering the current of integration on L, T = [L] and using the fact that u|L∩Ω = i
⋆u
is (m+ p− n)-sh, see [23], we deduce that the (m, [L])-weighted capacity of O on Ω with
weight u is nothing but the m-weighted capacity of L ∩ O on L ∩ Ω with weight i⋆u.
We now extend to this weighted (m,T )-capacity a monotonicity result due respectively to [15]
for m = n and T = 1 and to [20] for T = 1 and m < n.
Proposition 10. Assume that uj , u ⊂ SH
−
m(Ω) such that (uj)j is monotone decreasing to u. Let
T ∈ Cmp (Ω), such that lims→+∞
capm,T ({u < −s}) = 0. Then, capm,T,uj(E) is monotone increasing
to capm,T,u(E), for any subset E ⊂ Ω such that capm,T,u(E) < +∞.
Proof. Take E ⊂ Ω such that capm,T,u(E) < +∞ and let K ⊂ E be a compact set. By
monotonicity of (uj)j and in view of the definition of the weighted (m,T )-capacity, it is clear
that capm,T,uj(K) 6 capm,T,uj+1(K) 6 capm,T,u(K) < +∞, ∀ j > 1. Assume that α is
a limit of capm,T,uj(K), then it suffices to prove that α > capm,T,u(K). For this goal, let
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ϕ ∈ SHm(Ω) ∩ L
∞(Ω) such that u 6 ϕ 6 0. Since {uj < −s} ⊂ {u < −s}, for every j,
by the hypothesis for ε > 0, we can find an open set O1 such that capm,T (O1) < ε/3 and the
functions uj , u are locally bounded on Ω r O1. On the other hand, thanks to the quasiconti-
nuity Theorem with respect to capm,T (see [11]), there exists an open set O2 ⊂ Ω, such that
capm,T (O2) <
ε
3 and u|ΩrO2 is continuous. By the same raison, ∀j > 1,∃ O
j
2 ⊂ Ω such that
capm,T (O
j
2) <
ε
3.2j+1
and uj |ΩrOj
2
is continuous. Setting O = O1 ∪O2 ∪∪
∞
j=1O
j
2 then since capm,T
is sub-additive we have capm,T (O) < ε, uj |ΩrO and u|ΩrO are continuous. Let K ⊂ Ω
′
⋐ Ω, by
the Dini’s Theorem uj converges uniformly to u on Ω
′
r O. So, there exists j0 ∈ N
⋆, such that
on Ω′ r O, we have uj0 < (1 − ε)u 6 (1− ε)ϕ. Thus, we have
α > capm,T,uj0 (K) >
∫
K
(ddcmax((1− ε)ϕ, uj0))
m−p ∧ βn−m ∧ T
>
∫
KrO
(ddcmax((1− ε)ϕ, uj0))
m−p ∧ βn−m ∧ T
= (1− ε)m−p
∫
KrO
(ddcϕ)m−p ∧ βn−m ∧ T
= (1− ε)m−p
[∫
K
(ddcϕ)m−p ∧ βn−m ∧ T −
∫
O
(ddcϕ)m−p ∧ βn−m ∧ T
]
> (1− ε)m−p
[∫
K
(ddcϕ)m−p ∧ βn−m ∧ T − (sup
O
|ϕ|)m−pcapm,T (O)
]
> (1− ε)m−p
[∫
K
(ddcϕ)m−p ∧ βn−m ∧ T − ε(sup
O
|ϕ|)m−p
]
.
When ε → 0, we deduce the inequality α > capm,T,uj0 (K) >
∫
K(dd
cϕ)m−p ∧ βn−m ∧ T and
therefore by arbitrariness of ϕ and K, we easily see that α > capm,T,u(E). 
For two m-positive currents S and R, we say that S ≺ R if and only if R − S is m-positive.
Recall that for a subset E ⊂ Ω, the Hausdorff s-content of E is defined by
Ĥs(E) = inf
∑
j
rsj ,
where the infimum is taken over all coverings of E by balls with radius rj. It is not hard to see
that Ĥs 6 Hs, where Hs is the Hausdorff s-measure. According to [12], it was proved that the
capacity capm,T can be controlled locally by the Hausdorff
2np
m -content provided that T ∈ C
m
p (Ω)
and T ≺ βp. Here, we present the following similar result for weighted (m,T )-capacity:
Proposition 11. Assume that u ∈ SH−m(Ω) ∩ F
m−p(Ω) and T ∈ Cmp (Ω) such that T ≺ β
p,
n > m > p+1. Then, for any E ⋐ Ω there exists A = A(E,m, n, p) > 0 such that capm,T,u(F ) 6
A
(∫
Ω(dd
cu)m−p ∧ βn−m+p
)
Ĥ 2np
m
(F ), for any F ⋐ E. In particular, if Ĥ 2np
m
(F ) = 0, then F is
not charged by capm,T,u.
Proof. We use a method from [12]. For any ε > 0, take a cover of F by balls Brj(aj) such that∑
j
r
2np
m
j < Ĥ 2np
m
(F ) + ε.
Let Er = {z ∈ Ω : d(z,E) < r} and choose δ > 0, so that E2δ ⋐ Ω. Observe that in the preceding
cover of F , we select only balls Brj(aj) such that rj < δ because in that case we have aj ∈ Eδ,
otherwise we do not consider such ball and the cover is still hold. Let v be a boundedm-sh function
with u 6 v 6 0. Since T ≺ βp, it is clear that (ddcv)m−p ∧ βn−m ∧ T 6 (ddcv)m−p ∧ βn−m+p as
positive measures. On the other hand, by [12] the function r 7→ r−
2np
m
∫
Br(a)
(ddcv)m−p ∧ βn−m+p
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is monotone increasing. Hence, for each ball Brj(aj) such that rj < δ, one has∫
F∩Brj (aj)
(ddcv)m−p ∧ βn−m ∧ T 6
∫
F∩Brj (aj)
(ddcv)m−p ∧ βn−m+p
6
r
2np
m
j
δ
2np
m
∫
E2δ
(ddcv)m−p ∧ βn−m+p
6
r
2np
m
j
δ
2np
m
∫
Ω
(ddcv)m−p ∧ βn−m+p
6
r
2np
m
j
δ
2np
m
∫
Ω
(ddcu)m−p ∧ βn−m+p.
The second inequality is clearly satisfied when rj > δ while the later one is deduced from Corollary
1 because u,max(u, v) = v ∈ Fm−p(Ω). This implies that for any compact set K ⊂ F , we have∫
K
(ddcv)m−p ∧ βn−m ∧ T 6
∑
j
∫
F∩Brj (aj)
(ddcv)m−p ∧ βn−m ∧ T
6 1
δ
2np
m
(∫
Ω
(ddcu)m−p ∧ βn−m+p
)∑
j
r
2np
m
j

6 1
δ
2np
m
(∫
Ω
(ddcu)m−p ∧ βn−m+p
)(
Ĥ 2np
m
(F ) + ε
)
.
Taking firstly the supremum over all such functions v, and secondly over all compact sets of F ,
we get the desired inequality. 
Next we introduce the weighted outer m-capacity for a weight u ∈ Em(Ω) by setting
cap∗m,u(E) = inf {capm,u(O) : O ⊃ E, O is open} .
Notice that it is not difficult to see that the most elementary properties of the weightedm-capacity
are still hold for the outer weighted m-capacity. Especially, when the weight is identically −1,
the weighted m-capacity is crucial in the characterization of m-polar subsets. Recently, in [20]
the author has proved that there is a direct relation between the weighted m-capacity capm,u
and the weighted m-extremal function h∗m,E,u for any compact E ⊂ Ω. Continuing this way of
comparison, we will get the following result:
Proposition 12. Let Ω be a bounded m-hyperconvex open subset of Cn. We have
(1) If u ∈ Em(Ω) then
cap∗m,u
( ◦
E
)
6
∫
Ω
(ddch∗m,E,u)
m ∧ βn−m 6 cap∗m,u(E), for every E ⋐ Ω.
(2) If u ∈ Fm(Ω) then∫
Ω
(ddch∗m,E,u)
m ∧ βn−m 6 cap∗m,u(E) 6
∫
Ω
(ddcu)m ∧ βn−m, for every E ⊂ Ω.
In particular, we have capm,u(Ω) =
∫
Ω(dd
cu)m ∧ βn−m.
Notice that estimates (1) is due to [9] for the complex setting m = n. On the other hand,
from (2) we see that if E ⋐ Ω then cap∗m(E) coincides with the total weighted m-capacity
associated to h∗m,E,Ω: the standard m-extremal function associated to E. More precisely, we have
capm,h∗
m,E,Ω
(Ω) =
∫
Ω(dd
ch∗m,E,Ω)
m ∧ βn−m = cap∗m(E), where the last equality is due to Theorem
1.6.3 in [16]. Moreover, assume that u ∈ Fm(Ω) and E ⊂ Ω such that cap∗m,u(E) = 0, then it
is an immediate consequence of the left hand inequality in (2) and Corollary 1 that h∗m,E,u ≡ 0.
Thanks to the right hand inequality of (1), the same conclusion remains true if we assume that
cap∗m,u(E) = 0 for a given u ∈ E
m(Ω) and E ⋐ Ω. Conversely, if h∗m,E,u ≡ 0 then the left hand
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inequality of (1) implies cap∗m,u
( ◦
E
)
= 0 provided that u ∈ Em(Ω) and E ⋐ Ω. Before presenting
the proof of the above result, let us recall some further consequences. We begin with the following
estimate due to [20] (see Theorem 3.1):
Corollary 2. Let u ∈ Fm(Ω). Then for any s > 0, we have
smcapm({u < −s}) 6 cap
∗
m,u({u < −s}) 6
∫
Ω
(ddcu)m ∧ βn−m.
Proof. By monotonicity of m-capacity and weighted m-capacity and thanks to Theorem 3.1 in
[17], we may assume that u ∈ Em0 (Ω)∩C (Ω). Let v be a negative m-sh function satisfying v 6 u
on {u < −s}, then v/s 6 u/s < −1 on {u < −s} and consequently we have v 6 sh∗m,{u<−s},Ω.
This implies that h∗m,{u<−s},u 6 sh
∗
m,{u<−s},Ω. It follows from Corollary 1.4.13 in [16], Corollary
1 and Proposition 12 that
smcapm({u < −s}) = s
m
∫
Ω
(ddch∗m,{u<−s},Ω)
m ∧ βn−m
6
∫
Ω
(ddch∗m,{u<−s},u)
m ∧ βn−m
= cap∗m,u({u < −s}) 6
∫
Ω
(ddcu)m ∧ βn−m.

Assume that u ∈ Em0 (Ω) and K is a compact set. Starting from the equality capm,u(K) =∫
Ω(dd
ch∗m,K,u)
m ∧ βn−m (see [20]), and by using Proposition 6 in [25], an adaptation of the proof
of Proposition 3.1 in [9] yields that the weighted m-capacity capm,u of sublevel set associated to
a given v ∈ Fm(Ω) decreases at least like s−mi.e. there is a constant A > 0 such that
capm,u ({v < −s}) 6 As
−m, ∀s > 0.
Denote by Fm,a(Ω) the subclass of functions in Fm(Ω) which have vanishing Hessian measures
on m-polar sets of Ω. The main consequence of Proposition 12 is the following characterizations
of the Cegrell classes Em(Ω) and Fm(Ω) by means of weighted m-capacity:
Corollary 3. Let Ω be a bounded m-hyperconvex open subset of Cn, u ∈ SH−m(Ω).
(1) Let E be an open set of Ω. If h∗m,E,u ∈ F
m(Ω) then capm,h∗
m,E,u
(E) < +∞. Conversely,
if capm,u(E) < +∞ then h
∗
m,E,u ∈ F
m(Ω). When E = Ω, we have
F
m(Ω) =
{
u ∈ SH−m(Ω) : capm,u(Ω) < +∞
}
.
In particular, if capm,u(Ω) < +∞ and lim
s→+∞
capm,u({u < −s}) = 0 then u ∈ F
m,a(Ω).
(2) u ∈ Em(Ω) if and only if capm,u(K) < +∞ for every compact set K of Ω.
Note that the statement concerning Em(Ω) is due to [20]. On the other hand, observe that if
u ∈ Fm(Ω) and u is m-maximal on Ω then capm,u(Ω) =
∫
Ω(dd
cu)m ∧ βn−m = 0, therefore by
Corollary 1, we see that u is identically zero. In particular we recover the well-known inclusion in
the Complex Hessian setting Fm(Ω) ⊂ N m(Ω) = {u ∈ Em(Ω) : u˜ = 0}, where u˜ is the smallest
m-maximal m-sh majorant of u (see [22] for further properties concerning the class N m(Ω)).
Proof. (1) Assume that h∗m,E,u ∈ F
m(Ω) for a given open set E of Ω. It is clear from the right
hand side inequality of (2) in Proposition 12 that
capm,h∗
m,E,u
(E) = cap∗m,h∗
m,E,u
(E) 6
∫
Ω
(ddch∗m,E,u)
m ∧ βn−m < +∞.
Conversely, assume that u ∈ SH−m(Ω) such that capm,u(E) < +∞. Thanks to Theorem 3.1 in
[17], there exists a sequence (uj)j ∈ E
m
0 (Ω)∩C (Ω) which decreases to u. By Proposition 8 we have
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Em0 (Ω) ∋ h
∗
m,E,uj
↓ h∗m,E,u on Ω. Then using the left-hand side inequality in (2) of Proposition
12 together with Proposition 10, we get
sup
j
∫
Ω
(ddch∗m,E,uj)
m ∧ βn−m 6 sup
j
cap∗m,uj(E) = sup
j
capm,uj(E) = capm,u(E) < +∞.
This means in particular that h∗m,E,u ∈ F
m(Ω). If E = Ω, we just remark that hm,E,u = u
on Ω, which implies that h∗m,E,u = u on Ω because h
∗
m,E,u = hm,E,u a.e on Ω. In particular,
if capm,u(Ω) < +∞ and lim
s→+∞
capm,u({u < −s}) = 0 then we deduce from Corollary 2 that
lim
s→+∞
smcapm({u < −s}) = 0 and therefore by Corollary 3.2 in [20] we have u ∈ F
m,a(Ω).
(2) Assume that u ∈ Em(Ω) and take an open set O so that O ⋐ Ω. From the left hand side
inequality of (1) in Proposition 12 and the fact that h∗m,O,u ∈ F
m(Ω), we have
capm,u(O) 6
∫
Ω
(ddch∗m,O,u)
m ∧ βn−m < +∞.
Conversely, let u ∈ SH−m(Ω) such that capm,u(K) < +∞ for all compact sets K of Ω. Consider an
open set E such that E ⋐ Ω. By assumption we have capm,u(E) < +∞ then the first statement
yields h∗m,E,u ∈ F
m(Ω). Since h∗m,E,u = u on E it follows that u ∈ E
m(Ω). 
From Corollary 3 if u ∈ Fm(Ω) then its total weighted m-capacity relatively to u, is finite
and coincides with the total Hessian measure of u. As an application, we consider maximality of
measures and minimality of m-subharmonic functions by means of the terminology of weighted
m-capacity. Following [21] a measure µ is said m-subharmonically greater than another measure
ν (we write µ < ν) if
∫
Ω−ϕdµ >
∫
Ω−ϕdν, ∀ϕ ∈ E
m
0 (Ω)∩C (Ω). Also a finite measure µ is said to
be maximal if for any measure ν satisfying ν(Ω) = µ(Ω), the relation ν < µ implies that ν = µ.
Based on Definition 10 in [21] and by Proposition 12, a function u ∈ Fm(Ω) is said to be minimal
if for any function v ∈ Fm(Ω) the conditions capm,u(Ω) = capm,v(Ω) and v 6 u imply u = v.
Corollary 4.
(1) Let u ∈ Fm(Ω) be such that (ddcu)m ∧ βn−m is a maximal measure. Then u is minimal.
(2) Let (uj)j be a sequence in F
m(Ω) such that uj ↓ u and supj capm,uj(Ω) < +∞. Then
u ∈ Fm(Ω) and capm,uj(Ω) ↑ capm,u(Ω).
Corollary 4 is due to [21] for the particular case when capm,uj (Ω) = capm,uj+1(Ω). However, the
requirement capm,uj (Ω) is uniformly finite in (2) cannot be replaced by the weaker assumption
that capm,uj(Ω) if finite for each j. Indeed, take uj = h
∗
m,B0(1−1/j),B0(1)
. By Corollary 1 in [12]
combined with the comments given after Proposition 12, we have
capm,uj (B0(1)) = capm (B0(1− 1/j),B0(1)) =
2n(n−m)m
n!mm
((
1− 1j
)2(1− n
m
)
− 1
)m < +∞, ∀j.
It is clear that uj ↓ −1 6∈ F
m(B0(1)) (see Proposition 4.5 in [22]) and capm,uj(Ω) ↑ +∞.
Proof. (1) Let v ∈ Fm(Ω) such that capm,u(Ω) = capm,v(Ω) and v 6 u. By Corollary 1, we see
that (ddcv)m ∧ βn−m < (ddcu)m ∧ βn−m then by the maximality hypothesis we have the equality
(ddcv)m ∧βn−m = (ddcu)m ∧βn−m. Applying again Corollary 1 to deduce the desired statement.
(2) In spite of Theorem 3.1 in [17] take a sequence (wj)j ⊂ E
m
0 (Ω) ∩ C (Ω) such that wj ↓ u. For
any j, vj = max(wj , uj) ∈ E
m
0 (Ω) and clearly vj ↓ u. Since the weighted m-capacity is monotone
decreasing with respect to the weight and by Proposition 12, we find that
sup
j
∫
Ω
(ddcvj)
m ∧ βn−m = sup
j
capm,vj (Ω) 6 sup
j
capm,uj(Ω) < +∞.
It follows that u ∈ Fm(Ω) and hence Proposition 12 implies that capm,u(Ω) < +∞. Thus,
Proposition 10 completes the proof. 
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Proof of Proposition 12. (1) Assume firstly that u ∈ Em0 (Ω), then in view of Properties 1 (for
T = 1), for any subset E ⊂ Ω since h∗m,E,u = max(h
∗
m,E,u, u), we get h
∗
m,E,u ∈ E
m
0 (Ω). Assume
that E is open such that E ⋐ Ω and let {Ej}j>1 be an exhaustion increasing sequence of compacts
subsets of E. We have
capm,u(E) = lim
j→+∞
capm,u(Ej) = lim
j→+∞
∫
Ω
(ddch∗m,Ej ,u)
m ∧ βn−m =
∫
Ω
(ddch∗m,E,u)
m ∧ βn−m.
The second equality is due to [20] because Ej is compact while the later one is a consequence of
Proposition 4 since E0
m(Ω) ∋ h∗m,Ej ,u ↓ h
∗
m,E,u ∈ F
m(Ω). Assume now that u ∈ Em(Ω), then by
Theorem 3.1 in [17], there exists a monotone decreasing sequence (uj)j ⊂ E0
m(Ω) ∩ C (Ω) that
decreases to u. Thus for each uj , we have
capm,uj (E) =
∫
Ω
(ddch∗m,E,uj)
m ∧ βn−m.
Thanks to Proposition 8, we have h∗m,E,uj ↓ h
∗
m,E,u ∈ F
m(Ω). Moreover, by [20] capm,u(E) is
finite, then we apply together Proposition 4 and Proposition 10 when we let j → +∞ to get
capm,u
( ◦
E
)
= capm,u(E) =
∫
Ω
(ddch∗m,E,u)
m ∧ βn−m.
Also capm,u(E) 6 capm,u(E) by monotonicity of capm,u. In order to complete the estimates
of (1) for an open subset E of Ω such that E ⋐ Ω, we just observe that if K is compact
then capm,u(K) 6 cap
∗
m,u(K). In fact take an open set O such that K ⊂ O ⋐ Ω. So, since
h∗m,K,u > h
∗
m,O,u Corollary 1 and the preceding argument imply that
capm,u(K) =
∫
Ω
(ddch∗m,K,u)
m ∧ βn−m 6
∫
Ω
(ddch∗m,O,u)
m ∧ βn−m = capm,u(O).
We complete this observation by taking the infimum over all open set O ⊃ K. Let’s now finish
the proof and assume that E is a subset satisfying E ⋐ Ω and u ∈ Em(Ω). Observe that
h∗
m,
◦
E ,u
> h∗m,E,u > h
∗
m,E,u
and by Proposition 8 all these functions are in Fm(Ω). Once again
Corollary 1 gives
capm,u
( ◦
E
)
=
∫
Ω
(ddch∗
m,
◦
E ,u
)m∧βn−m 6
∫
Ω
(ddch∗m,E,u)
m∧βn−m 6
∫
Ω
(ddch∗
m,E,u
)m = capm,u(E).
(2) Let O be an open set containing E and let u ∈ Fm(Ω). Take a bounded m-sh function v on
Ω such that u 6 v 6 0. Then max(u, v) = v ∈ Fm(Ω) and therefore by Corollary 1, we have∫
O
(ddcv)m ∧ βn−m 6
∫
Ω
(ddcv)m ∧ βn−m 6
∫
Ω
(ddcu)m ∧ βn−m.
By taking the spremum over v satisfying u 6 v 6 0, we deduce that
cap∗m,u(E) 6 capm,u(O) 6
∫
Ω
(ddcu)m ∧ βn−m.
In order to prove the first inequality in (2) we will take a sequence (uj)j ⊂ E
m
0 (Ω) such that
uj ↓ u. Observe that h
∗
m,O,uj
6 h∗m,E,uj , for each j, then once again Corollary 1 implies∫
Ω
(ddch∗m,E,uj)
m ∧ βn−m 6
∫
Ω
(ddch∗m,O,uj )
m ∧ βn−m = capm,uj (O) 6 capm,u(O),
where the later inequality is obvious because u 6 uj . Next, in spite of Proposition 8, we have
Em0 (Ω) ∋ h
∗
m,E,uj
↓ h∗m,E,u ∈ F
m(Ω). Thus, a direct application of Proposition 4 gives∫
Ω
(ddch∗m,E,u)
m ∧ βn−m = lim
j→+∞
∫
Ω
(ddch∗m,E,uj)
m ∧ βn−m 6 capm,u(O).
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The required inequality follows by taking the infimum over all open set O ⊃ E.
Remark 4. From the proof of Proposition 12, we have cap∗m,u(E) =
∫
Ω(dd
ch∗m,E,u)
m ∧ βn−m when
u ∈ Em(Ω) and E is open such that E ⋐ Ω. We mention here that such equality was proved
by [15] (see Theorem 4.1) when m = n and E ⊂ Ω is Borel. Unfortunately, the arguments used
in their proof are not exact. Indeed, they used Proposition 5.1 of [8] without the key assumption
that the sequence is decreases as well as the sequence h∗Gj ,u (as constructed in the proof) is not
necessarly increasing to h∗E,u on Ω. In complex hessian setting a natural question arises: is the
above equality true for u ∈ Em(Ω) and E ⋐ Ω similarly with the standard weight u ≡ −1?
4.3. Sadullaev weighted m-capacity. In [23], Sadullaev and Abdullaev introduced the Sadul-
laev m-capacity Pm,ρ in the complex Hessian case and they compared it with the m-capacity
capm. This is a generalization of the study of [24] in the complex setting m = n. In this part, we
introduce the weighted m-capacity of Sadullaev Pm,u,ρ and we establish a relationship with the
outer weighted m-capacity cap∗m,u, provided that the weight u ∈ E
m(Ω). Firstly, we state.
Definition 5. [strongly m-pseudoconvex domain] Let Ω be an open subset of Cn with C 2
boundary. We say that Ω is strongly m-pseudoconvex if there exists a defining function Ω (i.e, a
C 2-function ρ such that Ω = {ρ < 0}, ρ = 0 and dρ 6= 0 on ∂Ω) and there exists C > 0 such that
at every point of Ω, we have (ddcρ)k ∧ βn−k > Cβn, for 1 6 k 6 m.
Now we present the weighted m-capacity of Sadullaev Pm,u,ρ as
Pm,u,ρ(E) =
∫
Ω
−h∗m,E,u(dd
cρ)m ∧ βn−m,
for every subset E ⊂ Ω, where ρ is the defining function of a strongly m-pseudoconvex domain Ω
and u ∈ SH−m(Ω). It is clear that Pm,u,ρ(E) < +∞ if and only if h
∗
m,E,u ∈ L
1 ((ddcρ)m ∧ βn−m).
In the special case u = −1 we get Pm,−1,ρ(E) = Pm,ρ(E) =
∫
Ω−h
∗
m,E,Ω(dd
cρ)m ∧ βn−m. By
an argument go back to Sadullaev [24] and by investigating a potential theory related to the m-
capacity, the authors proved in [23] that there exist c1, c2 > 0 such that c1cap
∗
m(E) 6 Pm,ρ(E) 6
c2(cap
∗
m(E))
1
m , for every E ⋐ Ω, where cap∗m is the standard outer m-capacity. Along the way of
general weighted m-capacity and Sadullaev weighted m-capacity, we have the following.
Theorem 8. Assume that Ω is a bounded strongly m-pseudoconvex domain of Cn and u ∈ Em(Ω).
Then, for every E ⋐ Ω we have
(1) If
∫
Ω u(dd
cρ)m ∧ βn−m > −∞ then
Pm,u,ρ(E) 6 max
Ω
(−ρ)
[∫
Ω
(ddcρ)m ∧ βn−m
]m−1
m (
cap∗m,u(E)
) 1
m .
(2) If E ⊂ {ρ < r} for r < 0 and γr = max
{ρ<r}
(
−h∗m,E,u
)
then
cap∗m,u
( ◦
E
)
6
m!
|r|m
γm−1r Pm,u,ρ(E).
Theorem 8 can be seen to be a generalization of a result obtained by [23] for a weight u
identically −1 but with the subset E instead of its interior in (2) and with a stronger factor than
the one given in [23] . Concerning estimate (1), if we assume in addition that u 6 −1 on E, then
we get h∗m,E,Ω > h
∗
m,E,u, or equivalently saying that the standard Sadullaev m-weighted Pm,ρ(E)
can be estimated from above by the weighted m-capacity cap∗m,u(E).
Proof. (1) By hypothesis and the fact that u 6 h∗m,E,u, we have Pm,u,ρ(E) < +∞. Without loss
of generality, we may assume that −1 6 ρ 6 0, then ρ ∈ Fm(Ω). Observe also that if O is an
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open set satisfying E ⊂ O ⋐ Ω then h∗m,O,u 6 h
∗
m,E,u and the two functions are in F
m(Ω). So,
an integration by parts on Fm(Ω) combined with Remark 4 and Proposition 3.3 in [13], yield
Pm,u,ρ(E) =
∫
Ω
−h∗m,E,u(dd
cρ)m ∧ βn−m
6
∫
Ω
−h∗m,O,u(dd
cρ)m ∧ βn−m
=
∫
Ω
−ρddch∗m,O,u ∧ (dd
cρ)m−1 ∧ βn−m
6
[∫
Ω
−ρ(ddcρ)m ∧ βn−m
]m−1
m
[∫
Ω
−ρ(ddch∗m,O,u)
m ∧ βn−m
] 1
m
6 max
Ω
(−ρ)
[∫
Ω
(ddcρ)m ∧ βn−m
]m−1
m
[∫
Ω
(ddch∗m,O,u)
m ∧ βn−m
] 1
m
= M [capm,u(O)]
1
m ,
where M = max
Ω
(−ρ)
[∫
Ω(dd
cρ)m ∧ βn−m
]m−1
m . We complete the proof of (1) by taking the infi-
mum over all open set O ⊃ E.
(2) In order to prove the desired inequality, we claim firstly that If σ = min
Ω
ρ and v ∈ Fm(Ω)
then for σ < r < 0 and 1 6 k 6 m we have∫ r
σ
dt
∫
{ρ6t}
(ddcρ)m−k ∧ (ddcv)k ∧ βn−m 6 max
{ρ<r}
(−v)
∫
{ρ6r}
(ddcρ)m−k+1 ∧ (ddcv)k−1 ∧ βn−m.
Indeed we may assume that max
{ρ<r}
(−v) < +∞, otherwise there is nothing to prove. Suppose also
that v is smooth on Ω then thanks to Stokes and Fubini theorems, we have∫ r
σ
dt
∫
{ρ<t}
(ddcρ)m−k ∧ (ddcv)k ∧ βn−m =
∫
{ρ<r}
dρ ∧ dcv ∧ (ddcρ)m−k ∧ (ddcv)k−1 ∧ βn−m
=
∫
{ρ=r}
vdcρ ∧ (ddcρ)m−k ∧ (ddcv)k−1 ∧ βn−m
−
∫
{ρ<r}
v(ddcρ)m−k+1 ∧ (ddcv)k−1 ∧ βn−m
6 max
{ρ<r}
(−v)
∫
{ρ6r}
(ddcρ)m−k+1 ∧ (ddcv)k−1 ∧ βn−m.
The last inequality because v is negative and for any 1 6 k 6 m, dcρ∧(ddcρ)m−k∧(ddcv)k−1∧βn−m
define a positive measure on {ρ = r} (we argue exactly as in [25]). When v ∈ Fm(Ω), we take
a sequence (vj)j of m-sh functions which is smooth and monotone decreasing to v in an open
neighbourhood of {ρ 6 r}. Then∫ r
σ
dt
∫
{ρ<t}
(ddcρ)m−k ∧ (ddcvj)
k ∧ βn−m 6 max
{ρ<r}
(−vj)
∫
{ρ6r}
(ddcρ)m−k+1 ∧ (ddcvj)
k−1 ∧ βn−m.
The proof of the claim was completed by observing that max
{ρ<r}
(−vj) 6 max
{ρ<r}
(−v) and by using
Lemma 1.2.1 in [16] and monotone convergence theorem when we let j → +∞. We are going
now to finish the proof of the inequality in (2). To this aim let r < 0 so that E ⊂ {ρ < r}. Hence
applying (m− 1)-times the preceding claim for v ≡ h∗m,E,u ∈ F
m(Ω) (see Proposition 8), we get∫ r
σ
dt1
∫ t1
σ
dt2 · · ·
∫ tm−1
σ
dtm
∫
{ρ6tm}
(ddch∗m,E,u)
m ∧ βn−m 6
6 γm−1r
∫ r
σ
dt1
∫
{ρ6t1}
ddch∗m,E,u ∧ (dd
cρ)m−1 ∧ βn−m.
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It is obvious that the left hand side integral is bounded from below by
|r|m
m!
∫
{ρ6r}
(ddch∗m,E,u)
m ∧ βn−m.
We may suppose that Pm,u,ρ(E) < +∞ and γr < +∞ otherwise there is nothing to prove in (2).
So, concerning the right hand integral, as in the proof of the claim, Fubini theorem yields∫ r
σ
dt1
∫
{ρ6t1}
ddch∗m,E,u ∧ (dd
cρ)m−1 ∧ βn−m 6 Pm,u,ρ(E) +
∫
{ρ=r}
h∗m,E,ud
cρ ∧ (ddcρ)m−1 ∧ βn−m
6 Pm,u,ρ(E)
,
because h∗m,E,u 6 0 and d
cρ ∧ (ddcρ)m−1 ∧ βn−m define a positive measure on {ρ = r} (see [25]).
Finally, thanks to Proposition 8 the measure (ddch∗m,E,u)
m ∧ βn−m is supported by E ⊂ {ρ 6 r},
then in view of Proposition 12, we deduce that
cap∗m,u
( ◦
E
)
= capm,u
( ◦
E
)
6
∫
{ρ6r}
(ddch∗m,E,u)
m ∧ βn−m 6 γm−1r
m!
|r|m
Pm,u,ρ(E).

5. (m,T )-Complex Hessian equation
Assume that µ be a positive measure on a bounded open subset Ω of Cn and let T ∈ Cmp (Ω),
m > p + 1. Inspired by an argument due to Xing [26], we investigate the following complex
Hessian equation associated to T : (ddcv)m−p ∧ βn−m ∧ T = µ. It is worth pointing out that the
case T = 1 leads to the famous complex Hessian equation which was the subject of many papers
the later fiveteen years, see for example [4],[13],[16] and [23]. We start with the following Lemma,
which is an easy adaptation of the proof of Corollary 7.3 in [2] (see [16]):
Lemma 3. Let (uj)j ⊂ SHm(Ω) ∩ L
∞
loc(Ω), Ω is an open bounded subset of C
n. If lim supj uj 6≡
−∞, then there exists a function u ∈ SHm(Ω) such that {u 6= lim supj uj} is m-polar.
Denotes by ‖µ‖E the mass on E of the total variation of a signed measure µ. We also get the
following Xing type inequality which is true in the complex Hessian context.
Lemma 4. Let Ω be a bounded open subset of Cn, T ∈ Cmp (Ω) and u, v ∈ SHm(Ω) ∩ L
∞
loc(Ω)
such that lim
ξ→∂Ω∩SuppT
sup |u(ξ)− v(ξ)| = 0. Then, ∀δ > 0 and 0 < k < 1, we have
capm,T (|u− v| > δ) 6
(m− p)!
(1− k)m−pδm−p
‖(ddcu)m−p∧βn−m∧T−(ddcv)m−p∧βn−m∧T‖{|u−v|>kδ}.
In particular, if (ddcu)m−p ∧ βn−m ∧ T = (ddcv)m−p ∧ βn−m ∧ T then u = v capm,T -a.e.
Remark 5.
(1) When T = 1, we recover Corollary 1.3.15 of Lu [16] as well as the estimate obtained by
Xing [26] when T = 1 and m = n.
(2) Suppose that 0 ∈ Ω and L is a complex subspace of codimension p in Cn. Consider
the current of integration T = [L] and assume that lim
ξ→∂Ω∩L
sup |u(ξ) − v(ξ)| = 0 and
(ddc(i⋆u))m−p∧ (i⋆β)n−m = (ddc(i⋆v))m−p∧ (i⋆β)n−m, where i;L∩Ω →֒ Ω is the injection
map. In view of Remark 4 in [11] and as a consequence of Lemma 4, we get u|Ω∩L = v|Ω∩L.
We recover then Corollary 1.3.15 in [16] for the particular case L = Cn.
(3) Assume that uj , u ∈ SHm(Ω) ∩ L
∞
loc(Ω) such that lim
ξ→∂Ω∩SuppT
sup |uj(ξ) − u(ξ)| = 0 uni-
formly in j and ‖(ddcuj)
m−p ∧ βn−m ∧ T − (ddcu)m−p ∧ βn−m ∧ T‖E → 0 for all E ⋐ Ω.
Then, it is clear from Lemma 4 that uj converges to u in capacity capm,T on Ω.
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Proof. Let w ∈ SHm(Ω, [0, 1]), δ > 0 and k ∈ ]0, 1[. Thanks to Lemma 3 in [11] and the fact that
{|u− v| > δ} ⊂ {|u− v ± δk| > (1− k)δ}, one get:
∫
{|u−v|>δ}
(ddcw)m−p ∧ βn−m ∧ T 6
6
1
(1− k)m−pδm−p
∫
{u+δ6v}
(v − u− kδ)m−p(ddcw)m−p ∧ βn−m ∧ T
+
1
(1− k)m−pδm−p
∫
{v+δ6u}
(u− v − kδ)m−p(ddcw)m−p ∧ βn−m ∧ T
6
1
(1− k)m−pδm−p
∫
{u+kδ<v}
(v − u− kδ)m−p(ddcw)m−p ∧ βn−m ∧ T
+
1
(1− k)m−pδm−p
∫
{v+kδ<u}
(u− v − kδ)m−p(ddcw)m−p ∧ βn−m ∧ T
6
(m− p)!
(1− k)m−pδm−p
∫
{|u−v|>kδ}
(1− w)
(
χ{u+kδ<v} − χ{v+kδ<u}
)
(ddcu)m−p ∧ βn−m ∧ T
−
(m− p)!
(1− k)m−pδm−p
∫
{|u−v|>kδ}
(1− w)
(
χ{u+kδ<v} − χ{v+kδ<u}
)
(ddcv)m−p ∧ βn−m ∧ T
6
(m− p)!
(1− k)m−pδm−p
‖(ddcu)m−p ∧ βn−m ∧ T − (ddcv)m−p ∧ βn−m ∧ T‖{|u−v|>kδ}.
The proof was completed by arbitrariness of w. 
As we mention at the beginning of this section, we deal with the complex Hessian equation
associated to a given m-positive closed current T . Since T may have too strong singularities,
we direct ourselves to the subclass A pm(Ω) of currents R ∈ Cmp (Ω) such that every R-negligible
subset (i.e, vanishing with respect to the trace measure σR) is Lebesgue negligible. We mention
here that the class A pm(Ω) contains at least currents like (ddcv)p, where v is a C 2-strictly m-sh
functions i.e. v is of classe C 2 and for every ϕ ∈ D(Ω) there is ε > 0 such that v + εϕ is m-sh.
Theorem 9. Let Ω be an open bounded subset of Cn, T ∈ A mp (Ω), m > p+1 and µ is a positive
measure on Ω satisfying:
(1) There exists v ∈ SHm(Ω) ∩ L
∞(Ω) such that (ddcv)m−p ∧ βn−m ∧ T > µ.
(2) There exists a sequence of measures µj = (dd
cuj)
m−p∧βn−m∧T such that ‖µj−µ‖Ω → 0
where uj ∈ SHm(Ω) ∩ C (Ω) and uj = u1 on ∂Ω ∩ SuppT for every j. Assume moreover
that for any j, capm,T (vj < v
∗
j ) = 0, where vj = sup{uk, k > j}.
Then there exists u ∈ SHm(Ω) ∩ L
∞(Ω) such that µ = (ddcu)m−p ∧ βn−m ∧ T.
Theorem 9 generalizes a result due to Xing [26] when T = 1 and m = n. According to [18],
when T = βp and Ω is a smoothly strongly pseudoconvex domain, the second hypothesis of
Theorem 9 is superfluous. In fact the author has proved that the complex Hessian equation
(ddcv)m−p ∧ βn−m+p = µ admits a solution u ∈ SHm−p(Ω) ∩ L
∞(Ω) provided that it has a
subsolution. In our situation, Ω is only bounded, then together with the second hypothesis, we
obtain a more precise solution u ∈ SHm(Ω) ∩ L
∞(Ω).
Proof. The proof follows the same reasoning as in [26]. Let A > 0 such that ∀z ∈ Ω, A > |z| and
select c > 0 so that c ≥ |v(z)| + |u1(w)| + 1 ∀z ∈ SuppT and ∀w ∈ ∂Ω ∩ SuppT . By applying
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Lemma 3 in [11] for r = 1, w1 = ... = wm−p =
|z|2
A2
and in view of hypothesis (1), we have:∫
{uj<v−c}
(
1−
|z|2
A2
)
(ddcuj)
m−p ∧ βn−m ∧ T >
∫
{uj<v−c}
(
1−
|z|2
A2
)
(ddcv)m−p ∧ βn−m ∧ T
+
1
(m− p)!A2(m−p)
∫
{uj<v−c}
(v − c− uj)
m−pβn−p ∧ T
>
∫
{uj<v−c}
(
1−
|z|2
A2
)
dµ
+
1
(m− p)!A2(m−p)
∫
{uj<v−c}
(v − c− uj)
m−pβn−p ∧ T
Moreover, since ‖µj − µ‖Ω → 0 then by Fatou Lemma, we get:
0 >
1
(m− p)!A2(m−p)
lim
j→+∞
∫
{uj<v−c}
(v − c− uj)
m−pβn−p ∧ T
>
1
(m− p)!A2(m−p)
∫
Ω
lim
j→+∞
(
χ{uj<v−c}(v − c− uj)
m−p
)
βn−p ∧ T
>
1
(m− p)!A2(m−p)
∫
Ω
χ{
lim
j→+∞
uj < v − c
}
(
lim
j→+∞
|v − c− uj |
)m−p
βn−p ∧ T
>
1
(m− p)!A2(m−p)
∫
Ω
χ{
lim
j→+∞
uj < v − c
}
(
v − c− lim
j→+∞
uj
)m−p
βn−p ∧ T.
It follows that lim
j→+∞
uj > v−c for σT -a.e and therefore lim
j→+∞
uj 6≡ −∞. Setting A = ∪j(vj < v
∗
j ).
In spite of Lemma 3, there exists g ∈ SHm(Ω) such that:
vj = v
∗
j ↓ lim
j→+∞
uj = g sur ΩrA.
Moreover, since A is (m,T )-pluripolar and T ∈ A pm then g > v−c a.e. Hence, g is locally bounded
on Ω. Now, we are going to prove that uj converges to g in capm,T on every E ⋐ Ω. For this aim,
let E ⋐ Ω, then for all δ > 0, we have:
capm,T (E ∩ {|g − uj | ≥ δ}) 6 capm,T
(
E ∩ {|g − vj | >
δ
2
)
+ capm,T
(
{|vj − uj | ≥
δ
2
}
)
.(5.1)
Thanks to the quasicontinuity of g and the Dini’s Theorem, it is not hard to see that vj ↓ g
uniformly on Ω r O where O is an open subset of Ω with arbitrarily small (m,T )-capacity.
Hence, the first term in the right tends to 0 when j → +∞. For the second one, we show firstly
that:
B = {|vj − uj | > δ/2} ⊂ ∪
+∞
l=0
{
|uj+l+1 − ul+j| > δ/2
l+j+2
}
.(5.2)
Let z0 ∈ B, l0 such that |uj+l0+1(z0)− uj(z0)| > δ/4 and assume that:
z0 6∈ ∪
l0−1
l=0
{
|uj+l+1 − ul+j | ≥ δ/2
l+j+2
}
.
So,
|uj+l0+1(z0)− ul0+j(z0)| > |uj+l0+1(z0)− uj(z0)| −
l0−1∑
l=0
|uj+l+1(z0)− ul+j(z0)|
> δ/4 −
l0−1∑
l=0
δ/2l+j+2 > δ/2l0+j+2.
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It follows that z0 ∈
{
|ul0+j+1 − ul0+j| ≥ δ/2
l0+j+2
}
, which proves (5.2). Moreover, by passing
to an extracted subsequence, which denoted also by µj, we may assume that for any j, we have
(m− p)!‖µj − µ‖Ω 6 2
−(m−p+1)j . Therefore by applying Lemma 4, we get:
capm,T {|uj+1 − uj | > δ} 6
(m− p)!
δm−p
‖µj+1 − µj‖Ω 6
(m− p)!
δm−p
(‖µj+1 − µ‖Ω + ‖µ− µj‖Ω)
6
2
δm−p2(m−p+1)j
.
Consequently,
capm,T {|sup{uj , uj+1, ...} − uj | ≥ δ/2} 6
+∞∑
l=0
capm,T
{
|ul+j+1 − ul+j| > δ/2
l+j+2
}
6
+∞∑
l=0
2 2(m−p)(l+j+2)
δm−p2(m−p+1)(l+j)
=
4m−p+1
δm−p2j
.
We see then that the second term in the right side of (5.1) tends to 0 when j → +∞. Finally,
by using Theorem 3 in [11], we see that (ddcuj)
m−p ∧ βn−m ∧ T converges weakly to the measure
(ddcg)m−p ∧ βn−m ∧ T which completes the proof. 
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