This paper investigates the robustness of cross-section results on innovative behaviour of firms. It discusses specifications resulting from various assumptions on market structure and strategic behaviour. A number of cross-section and pooled probit results rely on restrictions which are rejected. The specification with correlated random effects is rejected and yields poor results, but the absence of correlation between random effects and regressors is also rejected.
INTRODUCTION
The primary goal of this paper is to investigate the robustness of cross-section results on innovative behaviour to the types of treatment of unobserved heterogeneity made feasible by panel data. The lack of robustness of cross-section estimates of production functions is documented, for instance, by Mairesse and Griliches (1990) , who also draw attention to the difficulty of distinguishing between the effects of neglected heterogeneity and those of further misspecifica tions. Our tool of investigation here is Chamberlain's approach to panel probit estimation coupled with intensive testing in both stages of the estimation procedure, with joint tests across periods for the first stage. This aspect of the paper is novel and relies on Lechner (1992) . This paper is organized as follows: in Section 2 we justify the use of the same first-order conditions in an intertemporal context as those used previously in a purely static context and draw attention to the complexity of the stochastic structure implied by this model. We discuss alternative specifications which result from various assumptions being made about the market structure and strategic market behaviour. This section ends with a presentation of the equation to be estimated. Section 3 describes the data, and Section 4 presents estimation and test results for various specifications and estimation methods which differ only through the stochastic assumptions and, especially, through the extent to which restrictions are placed on the unobserved heterogeneity. We find that the cross-section and the pooled probit results rely on restrictions which are rejected by the data. The specification with correlated random effects is rejected and yields poor results, yet the absence of correlation between random effects and regressors is also rejected. The phenomena behind these findings deserve further investigation.
MODEL SPECIFICATION AND STOCHASTIC STRUCTURE
In this section we show how behavioural assumptions about the reaction of firms with respect to their competitors, beyond providing certain parametric restrictions on the behavioural equations under investigation, also place strong restrictions on the nature of the underlying stochastic process. In order to avoid the complexities inherent in models of product innovation, which have to take account of different markets and possible discontinuities, we restrict our attention to a simple dynamic model of a firm's process innovating behaviour in a homogeneous product market.
The model we use as a guide-line for our econometric specifications is based on the assumption of a two-stage decision process. At any instant of time the firm has chosen its cost minimal combination of factor inputs for a given level of output and technological know-how (i.e. realized process innovations). The long run decision process is characterized by the choice of the profit maximizing levels of output and R&D investments over time. Let production costs for the ith oligopolistic competitor at time t be represented by the following constant returns to scale cost function: with C(7;, Z" w" qt) = c(7;, Zt, wt) . qt where q is output and W is a vector of input prices. The set of variables Z accounts for observed interfirm differences in production costs. T captures the firm's innovative success in the sense of successfully installed technological know-how. This has to be distinguished from innovative input (usually described by R&D expenditures) which does not necessarily translate into innovative output on a one to one basis, as many studies implicitly assume (see Kamien and Schwartz, 1969; Link, 1980 , for criticism and discussion; and also Hall and Hayashi, 1989) . Our approach adopts a distinction made by Griliches (1979) , who proposes to treat R&D expenditures as a flow variable which reflects the innovative input of a firm. In order to capture the idea of this distinction, let successfully installed process innovations be given by the following flow equation:
where R denotes R&D expenditures, and F(·) represents the innovation production function with Y as a set of variables that have an effect on this transformation process (e.g. accessibility to R&D resources, economies of scope in R&D due to multiproduct production). The parameter {) is the depreciation rate. Total industrial output Q is produced by n monopolistic competitors and a competitive fringe x. Given equation (2.2), an oligopolistic competitor maximizes the present value of its profit stream over an infinite horizon under perfect foresight:4 where T=OO max Jlit = 2: {[p(Q.,.) -c(T;.,., Zi.,., Wi.,.)]qi.,. -Ri.,.}(l + rY -'" (2.3)
where p(.) defines the inverse of the demand function with Va vector of shift factors. For simplicity the interest rate r is assumed constant over time. Even for the static case there generally exists no closed form solution for the maximization problem presented above due to the complex interactions between competitors. Thus econometric approaches usually estimate a transformation of the first-order conditions. The first-order condition with respect to qit for an interior solution of problem (2.3) produces the well known equality between marginal revenue and marginal costs:
denotes minus the elasticity of market price to output of the ith firm and corresponds to the mark-up of prices over marginal costs. An econometric specification for process innovations that is solely based on equation (2.4) has two interesting properties. Firstly, although the model is dynamic in essence, a subset of the parameters can be estimated using only the cross-sectional information, since all the dynamic features of the model are incorporated in the f.o.c. for R. Hence, interesting information on the transformation process from innovative input to innovative success is thus neglected. For the kind of data incorporated in the Ho business survey, which only collects binary information on innovative success, this is clearly an advantage. Secondly, if the major interest lies in the relationship between innovative success and market structure, the first-order condition with respect to output implicitly captures all available information on the firms' market behaviour via mi,.
Nevertheless this approach has the drawback that it is generally impossible to check the second-order condition in this framework, i.e. without further specification of the market structure. For the Cournot assumption, for example, we can easily check an implication of the second-order condition using only the submatrix corresponding to qit: in this case the corresponding diagonal elements of the Hessian have a simple form which will be given below after the introduction of the necessary notation.
For the econometric specification we assume a standard isoelastic demand function of the form:
and a firm specific cost function given by:
where v represents a normally distributed random variable with an expectation zero which captures firm specific differences in production costs that are known to the firm but unobservable to the econometrician. Given the parametric specifica tions on the demand function and the cost function, and assuming perfect factor markets (i.e. identical factor prices for all competitors), a simple log-linear relationship between process innovation and market structure variables can be derived:
where we have made use of the approximation In (1 + x) =x.
(2.7)
The parameter C t represents a time varying intercept. Given information on Lerner's index of monopoly power, equation (2.7) has the form of a random effects specification with a time dependent intercept term which could be estimated using fairly standard econometric methods on panel data. It will soon become clear that the specific assumptions made about the reaction pattern of competitors will have serious implications with respect to the stochastic nature of the composite error term.
Models Without a Competitive Fringe
Without discussing the problems of the theoretical consistency of oligopolistic models with conjectural variations (see, e.g. Shapiro, 1989) it is obvious by the definition of the mark-up factor that additional identifying assumptions have to be made in order to estimate mjt. The following argument holds whether we treat the reaction of total market output along the lines of the 'new empirical industrial organization' (NEIO) in which a single parameter reflects the underlying assumptions on market behaviour (e.g. Porter, 1983; Lee and Porter, 1984) or in the language of the 'conjectural variations' (CV) literature where a firm's price cost mark-up is modelled as a function of its expectations about the reaction of other firms to an increase in quantity. In the literature on conjectural variations it is common to assume that a percentage change in the output of any firm j to a 1 % move of firm i does not depend upon the identity of firm j: i*j.
(2.8)
This yields a mark-up factor of the form:
(2.9)
where Sit denotes the market share Sit =: q;t/ Qt · When panel data is available, it makes sense to decompose the elasticity of conjectural variation into a constant term, a fixed period-specific effect and a random individual effect: Since the error term ;it depends on both V; and Sit> both heteroscedasticity and autocorrelation will exist and be of a known form. Here we have introduced stochastic aspects through the mark-up factor only, but other sources will interact with this, preventing the simple correction for heteroscedasticity consisting of dividing through by 1 -Sit. This simple example shows nicely that theoretical assumptions made about a firms' market strategies will interact with those assumptions made about the composite error term. Therefore, panel data approaches which account purely for some kind of heterogeneity are not directly suited to the estimation of this model. Approaches in the spirit of the specification outlined above call for panel econometric methods that are more general with respect to the underlying assumptions about the error term such as the correlated random effects approach with time varying parameters. Estimates of (Xt give insight on whether the market moved towards more competitive behaviour or not. Moreover, a simple test of the hypothesis (Xt = (X gives insight into the stability of market behaviour over time.
A special case of (2.7) that deserves more attention is Cournot behaviour (i.e. 'Y/ijt = 0). Under the Cournot assumption, equation (2.10) reduces to:
This restricts the coefficients of In Qt and Sit to equality if the approximation made for equation (2.6) holds. Furthermore, the stochastic structure is drastically simplified since the error term is no longer affected by heteroscedasticity through the market share variable and the model reduces to a standard random effect specification.5 Similar arguments hold for the collusion case (rJi j t = 1), which puts a zero restriction on the coefficient of Sit.
Models with a Competitive Fringe
In the group of models described above, all firms are treated as competitors with some degree of monopoly power. A simple generalization leads to competitive fringe models which assume that some share of total market output is produced by a number of small, price taking firms. Thus, the profit margin also depends on the relative market power of the oligopolistic competitors to the competitive fringe. This generalization leads to a price cost mark-up of the form:
where
The existence of a competitive fringe complicates the econometric specification substantially since mit becomes a highly non-linear function in Sit and the n-firm concentration ratio Kt. A simple, but not very elegant, solution to this problem is to estimate (2.6) by using a linearized version of (2.13).
In the following empirical application, our starting point for the specification is a competitive fringe model. For all firms in the sample we assume Cournot behaviour. Linearization of the mark-up term around K(1-K) leads to:6
Inserting (2.14) in equation (2.6) leads to the random effects specification:
(2.14)
where Uit represents a conventional error term uncorrelated across firms but possibly correlated over time. The function g(.) captures observable heteroge neity concerning the impact of exogenous variables V on total demand and of exogenous variables Z on production costs. We will assume that the function g is linear and test this functional form.
Two major problems arise concerning the interpretation of the estimated coefficients. Firstly, although the signs on the coefficients are in accordance with a variety of empirical specifications which are more or less directly derived from economic theory, equation (2.13) above does not represent a causal relationship, but only reflects a relationship derived from optimal firm behaviour similar to Euler equation approaches.7 The simultaneity problem can be treated by instrumenting the market share variable and the concentration ratio. Secondly, other, similar, models can be derived, and some of these produce different signs for the coefficients on the variables listed above. Thus more information, such as parameter estimates of the demand function, is needed in order to identify the parameters separately (see Breshnahan, 1989 , for a more elaborate treatment of the argument).
DATA
We conduct our analysis on a five-wave, balanced panel of 1325 West German firms from the Ifo business survey 'Konjunkturtest' for 1984-88, using the specific questions asked yearly on innovation behaviour. The indicator for process innovation we use, denoted le, corresponds to the positive assertion 'for product X we have realised process (product) innovations in the year Y' (see OppenHinder and Poser, 1989, p. 269).
From Table 1 , which gives summary statistics about variables used in the model, one can see that the proportion of firms recording process innovation varied between 49.7% in 1985 and 55.7% in 1986.
The 'firms' considered in the panel are actually 'one-product-firms' (OPFs), which means that each plant produces a single good at the two-digit level in the nomenclature of the Federal Statistical Office (Statistiches Bundesamt). We have retained only those OPEs that are present in all waves and which have no values missing on any of the recorded variables. The number of such units belonging to the same company in the sample ranges from one to seven. For each OPF we know both the employment at the product level EMPLP and at the company level EMPLU. 8 Data at the two-digit industry level obtained from the German Statistical Year-books 1986-90 and the German Monopolkommission (1985-86, 1987-88 and 1989-90) give us the industry employment EB, the industry value added QB (expressed in millions of current DM9) and the share of the six largest firms in total industry sales U6. From these raw data we construct several new 
variables: SP = EMPLP / EB is our measure of the relative size of the firm; SU = EMPLP/EMPLU should help capture the economies of scale of multi product plants in process innovation. We use this information in the form of two dummies: S U8 = 1 <=> S U > 0. 8 indicates firms where such economies of scale are almost non-existent, and SU2 = 1 <=>SU < 0.2 indicates firms where they are greatest. Thus we would expect SU8 = 1 (S U2 = 1) to reduce (increase) the probability of process innovation, other things being equal. Different variables in the data set depict long run demand expectations. We use these variables as indicating perception of relative cost advantages and include them in the variable set Z. Alternatively, one could rationalize these as revealing heterogeneity in the demand elasticity E. After scanning a histogram of the five categories of the discrete variable recording total demand expectations we distinguish between strongly positive expectations (DTPP = 1), merely positive expectations (DTP = 1), and negative expectations (DTMMM = 1). The ref erence category is difficult to interpret since its precise meaning can be either 'no change' or 'no opinion' (see Ronning, 1990) . The proportion of OPFs with the best prospects ranges from 2.9% in 1987 to 4.5% in 1988. Some 40% in each year have merely positive expectations on total demand and only 10% (1988) to 16% (1987) have negative expectations on total demand. Other variables considered in the analysis are the import share of the industry, IMQ, considered as a candidate for variable set V, as proxy for the relative competitiveness of the industry on the world market, and the average hourly wage rate in the industry, WAGE, an obvious candidate for variable set Z.
Finally, we consider four sectoral dummies G (raw materials), I (investment goods), N (foods), C (other consumption goods), in order to capture further observable heterogeneity. 
with V i and Uit independent, i.i.d. jointly normal and independent of XiI> then the pooled probit estimator is consistent (see Robinson, 1982) . Table 2 gives the estimates corresponding to equation (2.15) for two specifications, one with time dummies and one with a constant intercept. We also estimated these specifica tions without imposing the restriction of equality of the coefficients related to the variables SP and In QB. This restriction is consistently rejected (mildly) through out the whole analysis presented in this paper, yet the unrestricted model also consistently yields a negative coefficient for SP, which makes interpretation of the model impossible. Thus we present restricted estimates throughout and only refer to the unrestricted estimates where appropriate. The assumption of constant intercepts is only mildly rejected by a LR test (X2(4) = 12, P = 1.66%) given the sample size of 6625. Yet the LR statistic will not have a X2 distribution unless the individual-specific effect disappears from the true model, an assumption which is rejected by the data as we shall see below.
The parameter values are very similar to those obtained in cross-section estimation, which also yields consistent estimates under the assumptions above. Apart from the sectoral dummy I all variables have fairly well determined coefficients in the pooled probit estimation. Although the t-values reported are based on M -estimation theory, and are thus more robust to various kinds of misspecification than t-values based on maximum-likelihood estimation, they still may be asymptotically biased due to the lack of independence between observations of the same OPF in different periods.
The signs and significance of coefficients are by and large in agreement with those reported by Pohlmeier (1989 Pohlmeier ( , 1992 . The relative firm size and the market size (captured here by In QB) have a mildly significant positive impact on process innovation, as our model predicts. Yet demand expectations have a much more significantly positive impact. Through the variable (1 -U6)SP concentration has a negative impact on process innovation. This is again in agreement with the Pohlmeier study which, allowing for endogeneity of the corresponding variable U3 (share of the three largest firms), found that concentration had a significantly negative impact on innovation. However, this is not consistent with our theoretical model, in which the coefficient on the variable (1 -U6)SP is unambiguously positive, indicating that ceteris paribus a higher market concentra tion is associated with a lower innovation activity. A theoretical explanation for this discrepancy might be the invalidity of the Cournot assumption. Equation (2.13) shows that the impact of concentration on process innovation (via the mark-up factor) is not necessarily positive if the Cournot assumption 1Jit = 0 does not hold. An empirical explanation for this discrepancy could be the lack of correspondence between the dependent variable in the data and the dependent variable in the model. The latter is successfully installed process innovation, while the former could capture any type of innovative activity. Furthermore, our model assumes that a successfully installed process innovation is instantaneously cost reducing. This may well be at variance with reality. However, coping with this possibility would require a much more complicated intertemporal model. Finally, the 'raw material' industries appear to innovate less than others over the period considered, although the difference is far from being significant in all periods. Joint Wald tests over all periods show all variables, except the investment good dummy and to a lesser degree relative firm size and market size, to have a strongly significant joint impact.
Pohlmeier interpreted the results from an information matrix test as evidence of a problem with neglected heterogeneity. Here we address this question using score tests. Joint generalized score tests against the omission of contemporaneous variables (the variables considered are U6, QB, DTMMM, SU, SU2, SUS, WAGE and C, see Table 1 for details) show that one might consider including the dummies for negative demand expectations DTMMM and for small size of the OPF's enrolment relative to the firm SU2. More interesting are similar tests against the omission of leads and lags of included time varying regressors. Chamberlain's (1984) approach to the treatment of random individual effects correlated with the regressors consists in regressing these individual effects on the included regressors. The joint test for leads and lags reveals SP + In QB and DTP as main candidates (In QB and DTP in the unrestricted model). Testing against lags only suggests the addition of IMQ, whereas testing for leads only points to SP + In QB and DTPP. Further joint generalized score tests against heterosceda sticity, misspecified functional form (RESET) and against non-normality (SNP; see, e.g. Gabler et al. , 1993) show no particular problem.
4.1.2. Use of Chamberlain's minimum distance approach. Chamberlain's mini mum distance approach to panel probit estimation has a distinct advantage over simple pooling of the observations in that it provides consistent estimates of the standard errors of the coefficients. Furthermore, it allows us to explicitly take account of both the presence of the stochastic idiosyncratic effect Vi and autocorrelation in the Uit error terms of equation (4.1). It thus allows us to go some way towards meeting the constraints placed on the stochastic form of the model by equation' (2.10). The method combines M-estimation (estimation of the reduced-form and its covariance matrix) and minimum-distance (imposition of restrictions implied by the structural model): see Chamberlain (1984) or Hsiao (1986) for details. When applying the approach, we start from the cross-section estimates of Table 2 and compare four different sets of restrictions on the model, according to whether or not period dummies are included and whether or not the variance of Vi + Uit is constrained to be equal across periods. From equation (2.10) we would expect both sets of restrictions to be rejected by the data. Figure  1 gives the corresponding X2 tests based on the minimized criterion. Only the restriction on the intercepts is rejected, both unconditionally and conditional on the validity of the less restricted specification. Table 3 gives the corresponding parameter estimates. These are fairly stable across columns and close to the pooled pro bit estimates, but the t-values reported are more reliable here. A remarkable feature of these results is that there is no important drop in estimated precision when taking account of unobserved heterogeneity or when allowing intercepts or variances to differ across periods,
Heterogeneity Correlated with the Regressors
In order to check whether neglected heterogeneity correlated with the included regressors might be a source for the observed misspecification, we specify Vi = X;A, + ei with all regressors (with all their leads and lags) in Xi except (I-U6)SP and IMQ, the leads and lags of which were not found to be missing, and of course the time invariant dummies G and I, and apply the two stages of Chamberlain's approach. Table 4 shows the results of the reduced form year to year probit estimation. A comparison with Table 2 shows that most coefficients are now very poorly determined. The underlined coefficients in the table are those one would expect not to be all too badly determined if the corresponding variable enters only Xitk{3k or if its impacts on Xitk{3k and AtkXitk do not cancel each other. Coefficients that are well determined are underlined twice.
The model implies that the off-diagonal terms in each line of the table should be proportional across lines. At first glance, none of the variables is very encouraging in this respect. Yet concentrating on coefficients with a t-value above 1.3 (bold in the table), we can see that the lines corresponding to SP + In QB are not too bad.
Joint Wald tests show that the only variables which are jointly significant are the intercept, SPLNQB88, DTPP88, DTP84, DTP87, DTP88, G, (1 -U6)SP and IMQ. Yet this provides no guide-line for excluding any variable. The MacAlvey-Zavoina R-square measure and the percentage of correct predictions for the 5 years separately and overall are given in unrestricted model in parentheses). The restricted model dominates the un restricted model on both criteria, although the constraint is rejected by the data. The joint generalized score tests against the omission of contemporaneous variables show that once again SU2 is a candidate for inclusion. Yet this is not confirmed by the test from the unrestricted model. Similarly, a test against missing of all leads and lags of the variables listed in Subsection 4.1.1 points to QB when using the restricted model but this is not confirmed by the test using the unrestricted model. Tests against the omission of leads and lags of included time varying regressors only point to the better specification of the unrestricted model, from the statistical point of view, as do tests against heteroscedasticity. Again the RESET and SNP tests are passed easily, although surprisingly the RESET test is more doubtful for the unrestricted model.
The (second stage) tests reported in Fig. 2 indicate a clear rejection of the overall specification. (Imposing constant variances or constant intercepts leads to no rejection conditional on a correct overall specification, although im posing both appears doubtful.) However, the Wald tests of Table 6 reject the 'uncorrelated random effects' specification as well: A. = 0 is clearly rejected for all variables.
In discussing the results of Table 7 we concentrate on a comparison of its fourth column with the fourth column of Table 3 . The only model parameters that remain significant are the parameters of variables that have not been included in the heterogeneity term. This suggests that the main problem affecting this specification is the high autocorrelation of the included regressors. In this respect it might be a good idea to revert to Mundlak's original proposal of explaining the individual effects by the time means of the exogenous regressors.
Another possible explanation for the rejection of the correlated random effects specification, besides possible structural instability as well as various other sources of misspecification like measurement errors, etc., lies in the failure of strict exogeneity of the variables SP + In QB, DTPP, and DTP conditional on the random effect.
CONCLUSIONS
In this paper we reconsidered static models of the process innovation behaviour of West German exporting firms in the light of panel data. Our starting point was the model estimated by Pohlmeier (1989 Pohlmeier ( , 1992 , with a few departures due to differences in the data sets used. Our five cross-section estimates reproduce the qualitative properties of his: all significant coefficients retain the signs and magnitudes they had in his cross-section estimates. However, cross-section or pooling estimators are inconsistent in the presence of neglected heterogeneity when the latter is correlated with the regressors or produces heteroscedasticity.
Our main tool of investigation here is Chamberlain's approach to modelling random effects. We first specify normally distributed random effects uncorrelated with the regressors and examine the validity of two restrictions: constant intercepts and constant reduced form variances. Neither the unrestricted model nor the restriction of equal variances are rejected, but the restriction of equal intercepts is. This could be interpreted as encouraging the investigation of further time-varying coefficients, as suggested by the exposition of our theoretical model. Normality, homoscedasticity and the adequacy of the functional form all pass . joint generalized score tests. However, the leads and lags of three of the regressors appear as missing variables. Since correlation between the latent heterogeneity and the regressors may cause inconsistency, we proceed with estimation allowing for such correlation and include leads and lags of the regressors in the first stage reduced form probit estimation. Now the overall specification is rejected while the diagnostic tests still lead to the same conclusions, and the absence of correlation between random effects and regres sors is strongly rejected. While acknowledging the possibility that lack of strict exogeneity of the regressors or their high autocorrelation may be at work here, we think that the relatively good performance of the reduced form suggests that relaxing the restrictions on the structural form, allowing for varying coefficients or some sort of dynamics, may lead to good results. Thus we see three distinct directions for further work on this topic. The first one is more or less purely econometric and consists of investigating in detail the shortcomings listed above and their possible impact on our conclusions. The second consists of estimating further specifications with varying coefficients. The third one is more ambitious and would consist of specifying truly dynamic models of innovation behaviour which could be estimated with the data at hand, possibly using the estimators presented by Lechner (1991) .
