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Optimization and Evaluation of Variability in the
Programming Window of a Flash Cell With
Molecular Metal–Oxide Storage
Vihar P. Georgiev, Stanislav Markov, Member, IEEE, Laia Vilà-Nadal, Christoph Busche,
Leroy Cronin, and Asen Asenov, Fellow, IEEE
Abstract— We report a modeling study of a conceptual
nonvolatile memory cell based on inorganic molecular metal–
oxide clusters as a storage media embedded in the gate dielectric
of a MOSFET. For the purpose of this paper, we developed a
multiscale simulation framework that enables the evaluation of
variability in the programming window of a flash cell with
sub-20-nm gate length. Furthermore, we studied the threshold
voltage variability due to random dopant fluctuations and fluctu-
ations in the distribution of the molecular clusters in the cell. The
simulation framework and the general conclusions of our work
are transferrable to flash cells based on alternative molecules
used for a storage media.
Index Terms— Device variability, molecular electronics,
multiscale modeling, nonvolatile memory (NVM), polyoxomet-
alates (POMs).
I. INTRODUCTION
THE field of molecular electronics continues to spur inter-est along the quest for miniaturization and reduction of
operational power of electron devices. Recent experimental
studies demonstrated the incorporation of redox-active mole-
cules in the dielectric stack of a metal–oxide–semiconductor
(MOS) structures and the reversible charging–discharging of
the molecules by applying appropriate bias pulses across
the device, retaining the redox state between the bias
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pulses [1]–[3]. The charge stored in the molecular layer
controls the threshold voltage of the structure and the
conductivity of the inversion channel in the Si sub-
strate. These studies showed the possibility of capturing
the properties of redox-active molecules in the context of
nonvolatile memory (NVM) devices, by replacing the charge-
storing poly-Si floating gate (FG) in flash-memory cells.
A major advantage of doing so is the high localization of
the stored charge, which minimizes the cross-cell capacitive
coupling—one of the most critical issues with flash mem-
ories that arises from charge redistribution on the sides of
a poly-Si FG [4]. Although this challenge can be alterna-
tively overcome by the use of charge-trapping dielectrics
or metallic nanocluster arrays in place of a FG [5], [6],
both these approaches exhibit a relatively large variability—
charge-traps exhibit variation in trap-density and trap-
energy [7], and the size and density of nanoclusters are
difficult to control, which precludes their ultimate miniaturiza-
tion [8]. On the contrary, chemical synthesis combined with
molecular self-assembly of redox-active molecules can yield
a regular spatial and energy distribution of charge-storage
centers, and thus may allow scaling of the flash cell in the
nm range.
Exploration in this direction has been mainly limited to
organic molecules, e.g., fullerenes, ferrocene, porphyrins, and
Alq3 [2], [3], [9]–[12]. Although successful integration with
contemporary Si-technology has been demonstrated [2], [10],
charge retention and thermal budget remain a challenge.
In this paper, the novelty comes from the focus on an
alternative class of molecules with unrivaled structural and
chemical diversity, and a very attractive electronic and redox
properties—these are inorganic metal–oxide clusters formed
by early transition metal ions and oxo ligands, and are
termed polyoxometalates (POMs), extensively reviewed in
[13], [20], and [21]. The Wells–Dawson-type of POM structure
selected for this paper is shown in Fig. 1. Such POMs are
synthesized in a one-pot reaction from elementary metal–
oxide (MOx) molecules (where the metal M can be, e.g.,
W, V, Mo, and x is an integer between 4 and 7) that self-
assemble to form an elliptical shell about 1.2 nm at length.
The cavity of the shell is large enough to include two anions
in an intermediate oxidation state, e.g., [SIVO3]2− that make
the molecular cluster highly redox-active. Such POMs possess
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Fig. 1. Ball-and-stick representation of the atomic structure of the Wells-
Dawson [20] POM [W18O54(SO3)2]4− (left) without and (right) with sur-
rounding counter-cations. W: blue, O: red, and S: yellow. (CH3H7)4N+
(tetrapropylammonium: TPA) cation. C: green, H: white, and N: dark blue.
Fig. 2. Schematic diagram of a transistor NVM cell, suggesting substitution
of the poly-Si FG with an array of POMs.
multiple, stable, but reversible reduction/oxidation states, and
is attractive for multibit charge storage.
Integration of various POMs with SiO2 has been experimen-
tally demonstrated with different deposition and self-assembly
techniques, achieving regular arrays of controllable POM-
density of up to 5–7×1013 cm−2 [14]–[16], which is relevant
for flash-type memory cells. Conduction through POM layers
has also been studied and low mobility reported [17], which is
favorable for NVM applications relying on charge localization.
However, the use of POMs as the charge-storage element
of a flash cell has not been researched and is addressed
theoretically for the first time in this paper. Specifically,
we establish a novel simulation framework, linking atomic-
level molecular simulations to 3-D numerical simulations of
a flash cell device (Section II). Furthermore, we discuss
the design of an 18-nm flash cell, schematically shown in
Fig. 2, in terms of programming window and variability as
design constraints (Section III). Noting the crucial impact
that variability has on contemporary semiconductor technol-
ogy, evaluation of functionality, and performance of novel
devices must be done with fluctuations in mind. We report
statistical simulations of ensembles of flash cells, subjected
to random fluctuations of impurities in the substrate, and to
irregularities in the distribution of POMs within the charge-
storage layer in Section IV. Finally, conclusions are drawn
in Section V.
II. SIMULATION METHODOLOGY
Our simulation flow links results from microscopic molecu-
lar simulations within the density functional theory (DFT), as
implemented in the commercial simulator automatic direction
finder 2008 [18], to mesoscopic transistor simulations with the
commercial 3-D numerical device simulator GARAND [19].
Fig. 3. Simplified block diagram of the simulation methodology.
The simplified simulation flow diagram is shown in Fig. 3.
Central to this flow is the custom-built simulation domain
bridge, connecting the two distinct simulation domains. The
motivation for using this hierarchy of modeling approaches
is the complexity of the problem. Accurate description of the
POM clusters requires first principles calculations on atomic
level, involving around 100 atoms, while the descriptions of
the current flow through the flash cell demands mesoscopic
modeling, applied to a system of millions of atoms, yet
subjected to important quantum mechanical effects in the con-
ducting channel of the device, and complex electrostatic effects
arising from device nonuniformities and physical boundaries.
The DFT is the most comprehensive theoretical approach for
understanding the structural, electronic, and magnetic proper-
ties of POMs [21]. In this paper, DFT calculations provide
the atomic and electronic structure of a POM in a given redox
state, that is, the equilibrium atomic coordinates, validated by
spectroscopic measurements [20], and the partial charges on
each atom of the molecule for a given redox state. Note that
such calculations are feasible for an individual POM only,
while a flash cell of contemporary dimensions needs around
10 POMs to realize efficient storage. The role of the simulation
domain bridge is to compose the spatial charge distribution
corresponding to a given spatial and redox configuration of a
set of POMs and their balancing cations that together form
the storage layer of the flash cell. This charge distribution is
imported by GARAND as a set of fixed fractional charges
in the gate-oxide of the flash cell transistor, as schematically
shown in Figs. 2 and 3. In this way, we are able to calculate
current–voltage characteristics of the flash memory cells for
different spatial and redox configurations of POMs in the
oxide, i.e., for different amounts of stored charge representing
different logical states of the cell.
Spin-unrestricted formalism is used within the general-
ized gradient approximation for the exchange and correlation
energies, employing the Becke and Perdew functionals [22].
Valence electrons are described with Slater-type basis of
triple-ζ functions plus polarization quality, inner electrons
being frozen. Scalar relativistic corrections are included using
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Fig. 4. 3-D electrostatic potential in the lower part of the oxide and the
substrate, and 2-D map of the potential across of the plane through the center
of the POMs, arranged in a 3 × 3 regular grid 4.5 nm from the Si–SiO2
interface, as schematically illustrated.
Fig. 5. (a) Energy diagram comparing the conduction and valence band edges
of Si and SiO2 to the HOMO and LUMO levels of the [W18O54(SO3)2]4−
POM. Wireframe model and (b) HOMO and (c) LUMO of the POM in
its parent and 2× reduced state. Upon reduction the LUMO acquires extra
electrons, which leads to a substantial redistribution of the charge density.
the zero-order regular approximation [23]. Simulated struc-
tures are fully optimized considering the solvent effects by
means of the conductor-like screening model [24].
Fig. 5 shows an important result of the DFT calculations for
the [W18O54(SO3)2]4− POM. The energy levels of its highest
occupied and lowest unoccupied molecular orbitals (HOMO
and LUMO, respectively) are favorably aligned below the CB
of Si and they could be effectively insulated by a relatively
high potential barrier of SiO2. Fig. 5 shows also the spatial
localization of the HOMO and LUMO of the POM in its parent
and 2x-reduced states. These representations indicate a subtle
atomic rearrangement but a substantial shift of electron density
between different redox states of the POM since the LUMO
(due mostly to the 5d atomic orbitals of W) acquires extra
electrons upon reduction.
The spatial charge distributions of a POM molecule for
different redox states are used by the simulation domain bridge
to construct a POM layer with a controlled spatial and redox
configuration of POMs. The fractional charges associated with
each atomic coordinate are obtained from the self-consistent
charge-density calculation in DFT, based on the approach
of multipole derived charges [25], up to quadruple moment.
This approach exactly reproduces the dipole and quadruple
moments of the molecule, and enables the accurate simulation
of the electrostatic effects of the POMs in the flash cell. The
POMs are negatively charged and in their parent oxidation
state are balanced by positively charged cations—the green
structure in Fig. 1. The presence of the cations in the POM
layer is modeled as a set of fractional point charges distributed
around each POM. The total positive charge balances out the
negative charge of the parent POMs, so that any reduction
of the POMs would lead to the presence of extra electron
charges in the gate-stack. This provides localized balancing
of each POM, essential for modeling flash cells with broad
dispersion of the position and number of POMs in the gate
dielectric. The distribution of fractional charges constructed
in this way by the simulation domain bridge is imported by
the device simulator and modeled as a distribution of fixed
oxide charges.
The 3-D numerical simulations of the flash cell, performed
with GARAND, deploy the drift-diffusion transport formalism
and include density-gradient quantum-corrections, essential for
the accurate modeling of decananometer devices [26]. Results
reported next are based on the [W18O54(SO3)2]4− POM.
III. FLASH CELL DESIGN
A. Analytical Considerations
We consider the design and optimization of a flash cell
with 18-nm gate length, focusing on the programming window
VT , while minimizing short-channel effects (SCEs) and
variability. It is based on a previously studied template of
an 18-nm transistor [27], but without pocket implants near
source and drain, and a lower doping of ∼5.5 × 1019 cm−3
in these contacts, similar to the contemporary flash cells
studied elsewhere [28]. The problem is greatly simplified by
not considering explicitly the programming, erasure, retention,
and reliability characteristics of the cell. In this way, the
particularities of the dielectric stack become unimportant, and
optimization can proceed assuming all dielectric layers are of
SiO2, focusing on the evaluation of SCE and variability, both
of which depend directly on the effective oxide thickness of
the entire gate-stack.
The programming window VT is defined as the difference
between the VT of the programmed cell—all POMs in the
storage layer being one-time reduced, storing 1 net charge
each, and the VT of the erased cell—no net charge being
stored in the POM layer. Assuming that the redox-active
molecules form a regular planar grid parallel to the substrate as
in Fig. 4, one can adopt the sheet-charge approximation (SCA),
to express VT as a function of the number of POMs and the
number of net-charges per POM. The SCA implies that the
entire gate-stack is split in two parts—the control oxide TCON,
and the tunneling oxide TTUN, as schematically shown in Fig. 6
(inset), the total oxide thickness being TOX = TCON + TTUN.
If NS is the sheet-density of POM clusters and each of them
is reduced n-times, the corresponding sheet charge is (with q
being the unit charge)
QS = −qnNS (1)
and the impact of the n-times reduced POMs on the threshold
voltage of the cell is [29] (with εOX the oxide permittivity)
VT = −QS TCON/εOX. (2)
This relation is typically written in terms of the total oxide
capacitance and the distance from the charged plane to the
oxide/substrate interface. However, in the form of (2), it shows
that the programming window VT is proportional to the
thickness of the control oxide TCON, and independent of the
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Fig. 6. Dependence of the threshold shift VT on the sheet-density of POMs
and NS for three values of TCON, based on the SCA (inset) of (1) and (2).
Symbols indicate Ns corresponding to the 3 × 3 and 4 × 4 arrangements for
1× and 2× reduced POMs.
thickness of the tunneling oxide; the value of VT does, of
course, depend on both.
Given the gate area of the template flash cell is 18 ×
18 nm2, we consider two sheet densities NS of POM clusters,
approximately 3 × 1012 and 5 × 1012 cm2, corresponding to
3×3 and 4×4 rectangular planar arrangements of the POMs.
Fig. 6 shows the dependence of VT on QS obtained from (1),
for three values of TCON. Symbols mark the sheet density
corresponding to the first and second reductions of each POM
in the storage layer for the two configurations, as indicated.
A 2 V programming window can be obtained even for the
lower density of POMs (the 3 × 3 arrangement), if TCON is
15.6-nm thick, which is used for TCON throughout the rest of
this paper.
The choice of tunnel oxide, in terms of physical thick-
ness, conduction, and valence band offset from Si, intrinsic
defect density, and so on, is of fundamental importance for
the retention, and program/erase characteristics. As tunneling
through the oxide is not modeled in this paper, we select the
tunnel oxide based on the following considerations. In terms
of retention, the limit of high-quality thermal oxide has
been projected to 7–8 nm for conventional flash RAM with
poly-Si FG [30]. For charge-trap memories, it is as low as
3–5 nm [31]–[35], and for nanocrystal memories down to 2 nm
[36]–[38]. Sub-5-nm tunnel oxide has also been used in mole-
cular memories based on organic redox-active molecules [3].
The thinning of the tunnel oxide is possible due to the rela-
tively deep levels of traps in Si3N4 and nanocrystals, relative to
the oxide conduction band [39]. The same is also true for the
[W18O54(SO3)2]4− POM as shown in Fig. 5, which compares
the position of its HOMO and LUMO with the position of the
conductance and valence bands of Si and SiO2. Upon consec-
utive reductions, the LUMO adopts the first and second extra
electrons. As the LUMO levels are well below (−4.05 eV),
the SiO2 conduction band, good retention is expected.
Accordingly, throughout this paper, the tunnel oxide is
kept at 4.5 nm. Similar to [2], the tunnel oxide comprises
3-nm high-quality SiO2, and a half of the redox-active layer,
i.e., 1.5 nm (see the blue-shaded region in the inset of Fig. 6)
of which the POM-balancing cations form an insulating barrier
of permittivity very close to that of SiO2 [40].
Fig. 7. Dependence of the ratio between VT and σ VT on TCON, for
two POM arrangements (blue and red) and three levels of substrate doping
(line, dash, dot-dash). The ratio improves with enlarging TCON, but the trend
slows down, as TCON starts to dominate TOX.
Having selected TCON and TTUN, we can estimate the
amount of random dopant fluctuation (RDF)-induced statis-
tical variability (SV), which is proportional to TOX. Fig. 7
shows the ratio between the programming window VT
and the standard deviation of VT , σ VT , versus TCON. VT
is calculated from (2), while σ VT is obtained from (11)
in [41]
σ VT = 3.19×10−8(TCON + TTUN)N0.4A (W L)−0.5 (3)
where NA is the acceptor concentration in the substrate, WL
is the product of gate width and length, respectively. The
doping concentrations are representative of typical FG-flash
cells (5 × 1017 cm−3), sub-4-nm charge trapping flash cells
(1 × 1018 cm−3), and high-performance logic bulk MOSFET
(5×1018 cm−3). Note in Fig. 7 that the ratio VT /σ VT shows
saturation as the TCON becomes significantly larger than TTUN,
and becomes the dominant component of TOX. Therefore,
enlarging TCON beyond 15 nm does not offer any advantage.
Another important observation is that at NA = 5 ×1018 cm−3
and the 3×3 POM configuration, the ratio VT /σ VT becomes
as low as 2, which may not be tolerable even if read-verify-
write algorithm is deployed at circuit level. Therefore, we
chose NA = 1×1018 cm−3 in this paper, anticipating tolerable
variability and acceptable SCE.
Fig. 8 shows a color-map of the simulated drain-current
density at VDS = 50 mV, VGS = 0.3 V and neutral oxide.
There is approximately two times enhancement of the current
magnitude near the shallow-trench-insulation (STI) compared
with the center of the device. This is due to the penetration
of the electric field through the STI, inducing additional
carriers. The phenomenon is important for both SCEs and the
programming window, as discussed below.
Fig. 9 compares the VT roll-off and subthreshold slope
characteristics of the flash cell with and without considering
the effect of STI. Although the absolute value of the threshold
voltage of the erased cell is reduced by approximately 1 V
(not shown for clarity), the SCEs seem to be suppressed
appreciably by the STI. Recall that VT reduction is due to
the enhancement of the gate control through the STI. With
respect to SCE, the addition of STI means that an increasing
fraction of inversion charge is controlled by the gate contact,
at a given level of inversion density, and therefore a reduced
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Fig. 8. 2-D color map of the magnitude of the drain current flow-
ing 1 nm below the Si/oxide interface, showing two times larger current
nearer the STI. The white lines delineate the extent of the control-gate
contact. Doping density in the channel and source/drain is 1018 cm−3 and
5.5 × 1019 cm−3.
Fig. 9. Dependence of the (left) threshold voltage roll-off and (right)
subthreshold slope on the gate length of the intrinsic transistor cell, and
comparison against experimental data from CT-flash cells of similar dimen-
sions [35], [44]. There is appreciable improvement of the short-channel
characteristics of the cell in the simulations including STI.
Fig. 10. Comparison between the SCA and the numerical result of
the simulated flash cell, showing substantial reduction of the programming
window owing to the finite MOS-capacitor area (with STI).
influence of the drain contact should be expected. In turn, both
VT roll-off and sub-VT slope should improve.
Fig. 10 (left-hand side) compares the analytical result
of VT versus QS, obtained from (1) and (2), with the
result from 3-D simulations. The charge distribution of
[W18O54(SO3)2]4− POM is used in the 3-D simulations. The
figure clarifies that while the SCA may be acceptable for
the case without STI (i.e., large, capacitor-like structures),
the presence of the STI (realistic memory cell) significantly
reduces the programming window. We verified that this is
due to the finite area of the MOS capacitor, by simulating
cells of larger widths, the result of which is shown in Fig. 10
(right-hand side). Note that a four times increase in the gate
width recovers only about 50% of the difference from the
ideal SCA. This result is very important as it extends beyond
the particular choice of POMs as redox-active storage layer.
Specifically, when an experimental programming window is
reported from measurements of a large-area capacitor-like
structure with a given density of redox-active molecules in
the oxide, twice that density is actually needed to achieve the
same programming window in a sub-20-nm flash cell. The
issue is augmented due to variability in the substrate, and in
the charge storage centers, as is discussed in the following.
IV. STATISTICAL VARIABILITY
Although feasibility of molecular devices is typically eval-
uated on either large or ultimately scaled structures featuring
a single molecule, for a quantitative understanding of the
potential of novel devices, in light of continuous scaling of
their size, it is imperative to consider more realistic structures
and the effects of variability at the nanoscale. Consequently,
to obtain realistic results for the programming window of
the bulk flash cell discussed in the previous section, we
introduce two principal sources of SV. The first source of
SV, RDF, has been extensively studied and is known to
have a crucial impact on device and circuit performance in
current CMOS technology [41]. The second source of SV
is the random distribution of the POMs in the FG, termed
POM fluctuations (POMF). Both position and number of the
POMs vary. We choose a somewhat low density of POMs—
∼3 × 1012 cm−2, leading to nine POMs in a cell on average,
which emphasizes the influence of their positional fluctuations
and which can be regarded as a limiting case of POM-induced
variability. It also leads to an intermolecular distance of about
3 nm, which is in agreement with experiments [17] even when
as many as 21 POMs per cell are used due to the assumed
Poisson distribution of their number.
Our numerical device simulations comprise three sets of
2000 flash cells each, subjected to the influence of RDF
and POMF individually, and in combination (RDF+POMF).
We assume the [W18O54(SO3)2]4− POM cluster as a charge
storage center, possessing three easily accessible redox states.
These are parent (n = 4), 1x reduced (n = 5), 2x reduced
(n = 6). The corresponding amount of net charge per POM
in the oxide is 0, −q and −2q , q being the unit charge. By
embedding the charge distributions obtained from DFT for
each POM in the corresponding redox state, three different bits
are encoded by virtue of three distinct VT values of the flash
cell. These are reported in Table I as Nominal VT . Table I
reports also the average (μ) and the standard deviation (σ)
of the three VT ’s for each ensemble. More information about
the distribution of VT is shown in Fig. 11, showing the
probability density function (pdf) for each ensemble and bit,
and a histogram of the number of POMs in the ensembles
with POMF.
The results show that the variability induced by POMF is in
the same order as that induced by RDF. In fact, the standard
deviation σ VT of the POMF ensemble with two-times reduced
POMs is larger than that of the RDF ensemble with two-
times reduced POMs. The RDF ensemble exhibits a decreasing
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TABLE I
NOMINAL THRESHOLD VOLTAGE OF THE CELL ENCODING THREE BITS,
AND AVERAGE AND STANDARD DEVIATION VALUES FOR THE
ENSEMBLES
Fig. 11. PDF of the VT distribution for each bit in the three ensembles as
indicated. Histogram of the number of POMs is also shown for the ensembles
with POMF.
trend (by nearly 10%) with the increase of net negative charge
in the oxide, which is ascribed to the increasing control
of the stored charge over channel conductance, while the
fluctuations in depletion charge remain invariant per device.
This effect will be stronger for higher POM-densities in the
oxide. The trend in σ VT versus redox state of the POMs
for the POMF ensemble is opposite—σ VT increases with the
increase of net negative charge in the oxide, but reflects a
known dependence of the variance on the number of oxide
charges [42]. This dependence is much stronger and it is
reflected in the RDF+POMF ensemble too, as observed in
Fig. 11 and Table I. RDF and POMF are statistically almost
independent with only a small negative covariance [less than
5% of σ 2(RDF)].
It is important to note that the large σ VT in the POMF
ensemble is mostly due to the Poissonian number of POMs per
cell, rather than to their positional configuration. This is proved
by the fact that an ensemble with an identical number of nine
POMs per device, randomly distributed in the POM layer,
exhibits σ VT of 42 and 91 mV for the 1× and 2× reduced
Fig. 12. Potential barrier profile along the channel (2-D elevated plot) and
distribution of the electron density (3-D) in the cell with highest VT when
erased (parent state of POMs) from the ensemble with RDF and POMF; other
cells have higher VT when programmed, however. Insets: color maps of the
potential under the gate and in a plane through the POM layer.
POMs, respectively (not shown for brevity). This is almost an
order of magnitude lower that of the POMF ensemble.
Fig. 12 shows electron density (3-D) and potential along
the channel (2-D elevated plot) for the cell with the high-
est VT when erased, i.e., in the parent state of POMs, for
RDF+POMF ensemble. The effect of the POMs on the
potential through the POM layer is shown as inset color maps.
The specific configuration of dopants and POMs results in the
highest potential barrier in the ensemble for this cell. However,
when the cells in the ensemble are programmed and all POMs
are 2x reduced, several cells have substantially larger VT .
This is due to the percolative conduction in sub-VT regime
(corresponding to a readout of the flash cell) and illustrates
the importance of detailed numerical simulations on a statis-
tical scale. Note also that the transistor featured in Fig. 12
does not exhibit extreme, but close to average programming
window VT .
The analysis of VT and its distribution help to understand
the variability in the programming window, VT . The average
values of VT , for the transitions from parent to 1x reduced
(1× to 2× reduced) state, are approximately 1.16 (1.12) V for
the RDF, POMF, and RDF+POMF ensembles, which com-
pares well with the 1.17 (1.16) V nominal window separating
two bits, as deduced from Table I. This reflects an apparently
well-behaved dispersion of VT , which compares well with a
Gaussian, except for the upper tails, in Fig. 11.
However, when we look at the cumulative distribution
function (cdf) of VT in Fig. 13 (1-cdf), we see rather large
variability imparted by POMF. Specifically, the distributions
of VT for the RDF ensemble are with narrow tails, feature a
uniform slope to at least 3σ (σVT are 20 and 38 mV), and the
average transitions are well separated. For the RDF+POMF
ensemble the distributions are very broad. σVT values in this
case are over 10× larger (380 and 745 mV correspondingly)
and the tail crosses the average of the next bit before 3σ is
reached. We have verified that once again the large variability
is due mainly to the number of fluctuations, rather than to the
positional configuration differences. The latter contribute only
about twice of the variability associated with RDF.
We should recall that flash variability is also evaluated
in conjunction with the incremental step-pulse programming)
algorithm [11]. This requires time-domain simulations, in
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Fig. 13. Cumulative probability distribution of VT for two consecutive
reductions of all POMs with respect to their parent state for two ensembles
(open symbols) RDF and (closed symbols) RDF+POMF.
conjunction with gate current modeling for the simulation of
program/erase, and is the current focus of our efforts.
V. CONCLUSION
We reported a novel multiscale modeling framework that
enables the simulation of MOSFET-based flash cell memories
with redox-active molecules as storage centers. It is unique
in its ability to capture the electrostatic interaction between
the molecular charge distribution obtained ab initio and the
distribution of dopant atoms in the substrate of the transistor,
as well as in its ability to account for the impact of physical
boundaries in realistic devices. We showed that the approach
provides both qualitative and quantitative aid toward the design
and optimization of such molecular flash cells, particularly in
the context of SV, which is of great relevance. The accurate
description of the complex electrostatic potential arising from
the molecular charge distribution in the oxide is also a fun-
damental prerequisite for modeling the tunneling mechanisms
associated with the program-erase and retention characteristics
of molecular flash cells, which is our current focus.
We reported also a careful design of a hybrid flash cell based
on a bulk-MOSFET with 18-nm gate length and molecular
storage media, by replacing the traditional poly-Si FG with a
layer of redox-active POMs, [W18O54(SO3)2]4−. These mole-
cules are interesting since they can serve as monoenergetic trap
centers, with deep levels of about 4.1 eV below the conduction
band of SiO2. They show potential improvement of the device
variability if self-assembly of the POM layer could minimize
their number-density fluctuation. Variation in the number of
POMs per device dominates the variability in the programming
window, by a factor of over 10, when compared with RDF.
Further work will look to testing physical devices and closing
the loop on molecular design and device characteristics.
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