Parcel services route vehicles to pick up parcels in the service area. Pickup requests occur dynamically during the day and are unknown before their actual request. Due to working hour restrictions, service vehicles only have limited time to serve dynamic requests. As a result, not all requests can be confirmed. To achieve an overall high number of confirmed requests, dispatchers have to budget their time effectively by anticipating future requests. To determine the value of a decision, i.e., the expected number of future confirmations given a point of time and remaining free time budget, we present an anticipatory time budgeting heuristic (ATB) drawing on methods of approximate dynamic programming. ATB frequently simulates problem's realization to subsequently approximate the values for every vector of point of time and free time budget to achieve an approximation of an optimal decision policy.
Introduction
Last mile delivery presents an increasingly difficult challenge for logistic service providers. Due to a significant increase in e-commerce sales, the number of shipped customer to customer (C2C) and business to customer (B2C) parcels has grown significantly. In Germany, the B2C and C2C market increased about 50% in the last five years (Esser and Kurte 2015) . Many small vendors use online market places to sell their products directly to the purchaser. For successful e-commerce, delivery times and delivery costs are two of the main influence factors (Lowe et al. 2014) . Customers expect reasonably priced, fast, and reliable service (Ehmke 2012) . For fast delivery, about 20% of all parcels are shipped via courier or express delivery. Many of the parcels are picked up directly at the seller (in the following called customer) and are processed the same day (Hvattum et al. 2006 ).
Some early requests are known at the start but most of these pickups are requested throughout the shift (Lin et al. 2010) . To serve these requests, courier express and parcel services schedule vehicles dynamically. The collected parcels are then transported to the depot to be shipped long haul (Pillac et al. 2013) . In urban transportation, drivers' wages are the main cost factor. Fuel costs are secondary. Dispatchers aim on utilizing the time budget induced by the driver's shift to serve as many customers as possible (Thomas 2007) . Usually, the early request customers (ERCs) have to be served. Then, some free time budget is left for serving late request customers (LRCs) requesting during the shift. To include LRCs, the dispatcher can dynamically adapt the planned tour . Since the overall time budget is limited, not all of the LRCs may be confirmed. For every LRC, the dispatcher decides about a confirmation or a rejection (Gendreau et al. 1999) . Usually, the dispatcher accumulates incoming LRCs until the vehicle reaches the next customer's location. Then, the subset of accumulated LRCs to be confirmed is selected (Meisel 2011) . Every other LRC is rejected. Dispatchers aim on avoiding many rejections, since they may be served by an expensive third party, or may be postponed to following days (Angelelli et al. 2009 ).
In this paper, we consider the dynamic vehicle routing problem with stochastic service requests (VRPSSR). An uncapacitated vehicle serves customers in a service area. It starts its tour at a depot and returns to the depot before a time limit exceeds. A set of ERCs is known in the beginning and must be served. During the shift, new stochastic LRCs request service. Decisions about the subset of LRCs to confirm are made, when the vehicle arrives at a customer. A decision is feasible, if all remaining ERCs and confirmed LRCs can be served and the vehicle returns to the depot within the time limit. The objective is to find a decision policy maximizing the expected rewards, i.e., number of confirmed LRCs.
Since current decisions impact the expected future rewards, information about future requests have to be anticipated for effective decision making. To this end, the service provider can derive stochastic probabilities of customer requests for certain regions of the service area by making prognoses about customer behavior (Dennis 2011) . For anticipation, the stochastic information is integrated by methods of approximate dynamic programming (ADP, Powell 2011) . Methods of ADP evaluate decisions with respect to the expected number of future rewards (called values) .
These values are approximated by forward programming, generally via simulation. Since for the VRPSSR the customers demand fast responses, the calculation time in the online decision state is highly limited. The ADP-simulations have to be conducted a priori, i.e., offline. The approximated value then can be efficiently accessed in the online decision state. Still, the values have to be stored.
For the VRPSSR, the locations of potential customers are not known beforehand and requests may occur in the entire service area. A storage of an individual value for every possible decision state is not applicable and an aggregation and/or a partitioning of the state space to a lower dimensional space is mandatory.
In this paper, we present an anticipatory time budgeting approach (ATB). ATB seeks to estimate the future value of current decisions using an offline simulation that operates on an aggregated and partitioned state space. For aggregation, we identify two suitable temporal parameters as indicators for a decision's value: the point of time and the free time budget. The free time budget is the amount of time left, if the vehicle serves all current customers, i.e., the not yet served ERCs and the confirmed and not yet served LRCs. The point of time and free time budget prove to be suitable indicators since they act as proxy for several spatial and temporal attributes of the states.
The aggregation of states to point of time and time budget leads to a two-dimensional vector space. For storage of the values, ATB then partitions the vector space to a lookup table (LT) and approximates the values for every entry of the LT. The quality of approximation significantly depends on this partitioning (Barto 1998, p. 193) . To achieve an accurate approximation both a sufficient number of observations for every entry of the LT and a differentiation between states of heterogeneous value are required. Since these characteristics are generally dependent on the problem's and instances' structures, static a priori partitioning methods are not able to capture these structures and provide insufficient approximation. We introduce the dynamic LT (DLT) adapting the partitioning according to the approximation process. The DLT starts with an initial partitioning and subsequently updates the partitioning with respect to both the number of observations of the entry and the value deviation within these observations. This allows a fast and reliable approximation, since every entry is observed a sufficient number of times. At the same time, it allows a detailed approximation, since entries generally represent only states with similar values. The DLT is a general partitioning algorithm and, in combination with a suitable aggregation, can be applied to many stochastic dynamic decision problems.
To show the benefits of ATB and the DLT, we compare ATB with state-of-the-art benchmark heuristics and the DLT with conventional partitioning algorithms. ATB increases the solution quality for the VRPSSR substantially. Compared to ATB based on conventional partitioning approaches, the DLT provides the highest solution quality. The approximation process is accelerated, the solution quality is generally independent of tuning, and the required memory for storage of the values is reduced significantly. In essence, the DLT enables fast, reliable, efficient, and effective approximation.
This paper offers contributions to the solution of the VRPSSR, understanding of the problem area, and to the general ADP methodology. This work transfers offline methods of ADP to the VRPSSR, a vehicle routing problem with stochastic customer requests and unknown request locations. Until now, ADP has been applied to problems with a small number of possible requests and known customer locations (Thomas 2007 , Meisel 2011 . Further, the presented ATB outperforms state-of-the-art benchmark heuristics significantly. The extensive analysis of the results allows understanding the functionality of ATB and the impact of point of time and time budget to the expected future confirmations. With the DLT, we introduce a general state space partitioning algorithm allowing effective and efficient approximation and simultaneously deriving insights of problem, instance, and solution structure. This paper is outlined as follows. In §2, we present and discuss the related literature focusing on dynamic vehicle routing problems with stochastic customer requests. In §3, we formally define the VRPSSR. In §4, we present the anticipatory time budgeting approach ATB. Therefore, we briefly recall the functionality of ADP and present the required state space aggregation based on the dependencies of point of time, free time budget, and value. We introduce the dynamic lookup table in §5. In §6, we conduct an extensive computational evaluation for a variety of real-world sized instances differing in customer distribution, service area size, and ratio of dynamic customers.
In §7, we analyze the behavior of ATB and DLT in detail. The paper concludes with a summary of the results and directions for future research in §8.
Literature Review
The VRPSSR is a stochastic and dynamic vehicle routing problem based on the definitions of Kall and Wallace (1994) . The problem is stochastic because not all information is provided in the beginning, but is revealed over time. It is dynamic because the problem setting allows adaptions of decision making regarding the revealed new information. In the literature, stochastic impacts include uncertainty in travel times (Thomas and White III 2007 , Lecluyse et al. 2009 , Ehmke et al. 2015 , in service times (Daganzo 1984 , Larsen et al. 2002 , in the magnitude of customer demands (Secomandi 2000 , Novoa and Storer 2009 , Goodson et al. 2013 , and in the presence of customer requests (Psaraftis 1980, Bent and Van Hentenryck 2004 ). An extensive review of the different dynamic vehicle routing problems is given by Pillac et al. (2013) . In our work, we focus on work considering stochastic customer requests. For these problems, decisions consider both routing and request confirmations. Table 1 shows an overview of dynamic routing approaches with stochastic customer requests.
We classify work regarding the objective, the customer representation, and the solution approach.
A part of the work aims at maximizing the number of served customers within the shift. This work is represented by customers (cust.) in the Objective-column. Some problems require to serve all customers minimizing the travel time, waiting time, number of vehicles, or the deviation from time windows. This is represented by time. For these problems, rejections are not considered.
In real-world routing problems, future requests generally follow a stochastic spatial-temporal distribution. Some problem definitions and instances base on a geographical aggregation (Campbell 2006) to simplify the problem structure. In some work, The vast number of possible customer locations within the service area is simplified to a set of nodes in a graph model. This bears the risk of a discrepancy between (aggregated) decision and practical implementation and, therefore, of inefficient solutions (Ulmer and Mattfeld 2013) . The Representation-column of Table 1 indicates the customer representation. If potential customers are represented by a graph, the maximal number of nodes in the considered instances is shown in the Nodes-column.
Solution approaches often aim at the provision of sufficient coverage of the service area to efficiently include new requests or on anticipatory subset selection to maintain free time budget for future requests. We classify the applied solution approaches regarding their impacts on area coverage and subset selection. We differentiate between implicit (i) and explicit (e) impacts. If an approach aims at achieving sufficient area coverage to potentially serve many future requests, the coverage is considered explicitly. If the approach actively decides about the subset to confirm allowing the rejection of feasible requests, it is called explicitly regarding the subset selection.
Notably, approaches can consider both features explicitly or both implicitly.
We review the approaches regarding their anticipation of future requests, i.e., whether the approaches incorporate stochastic information about possible future requests in current decision making. Anticipatory approaches are indicated by a checkmark ( ) in the Anticipation-column.
The initial work on stochastic customer requests analyzes routing heuristics to reduce the expected travel times. First come, first serve-policies are applied by Psaraftis (1980) , Bertsimas and Van Ryzin (1991) , Swihart and Papastavrou (1999) , and Larsen et al. (2002) . Tassiulas (1996) partitions the service region and subsequently serves the subareas. Gendreau et al. (1999 Gendreau et al. ( , 2006 combine tabu search and an adaptive memory with a rolling horizon algorithm to dispatch customer requests to a fleet of vehicles. Ichoua et al. (2000) decide about routing given time windows and a time budget. Other approaches are waiting strategies (e.g., wait at start, wait at end), for instance applied by Mitrović-Minić and Laporte (2004) . These approaches do not consider stochastic information about future requests in decision making and are therefore not anticipatory.
Anticipatory approaches can be divided in offline and online approaches (Ritzinger et al. 2015) .
Offline approaches do not require extensive computational effort within the execution of the algorithm, but achieve a decision policy within an offline learning phase. Offline algorithms are for example applied by Meisel (2011) using methods of approximate dynamic programming to evaluate post-decision states. Offline algorithms in vehicle routing generally suffer from the postdecision state space dimensionality because the values of post-decision states are stored for the execution phase (Powell 2011) . For this storage, a suitable state space representation is required.
This representation needs to be of low dimensionality while it simultaneously needs to incorporate the distinguishing characteristics impacting the value of a post-decisions state. To this end, Meisel (2011) integrates information about every potential customer location in the state space representation. Hence, the representation's size exponentially increases with every additional customer location. Meisel (2011) is only able to apply the approaches for 49 possible customer locations.
Online anticipation is mainly achieved by sampling approaches. Within the execution phase, sampling approaches simulate a set of future events to evaluate current decisions. Sampling allows a more detailed consideration of future events, but requires significant computational effort within the execution phase. To anticipate stochastic customer requests in vehicle routing, future customer requests are sampled according to the spatial distribution or the graph. These requests are used to evaluate different routes and decisions. Van Hentenryck (2003, 2004 ) introduce a samplescenario planning approach, where future customer requests are sampled and integrated in plans containing a set of routes. This approach is also used by Flatberg et al. (2007) and Sungur et al. (2010) . Ghiani et al. (2009) Thomas and White III (2007) , and Thomas (2007) propose waiting heuristics including information about future requests to achieve explicit consideration of the area coverage. These heuristics select the routing, waiting locations, and waiting times according to potential future customers. Ghiani et al. (2012) introduce an anticipatory insertion waiting approach (AI), where waiting considers the center of gravity (COG) of the potential and feasible future requests. Ghiani et al. (2012) compared AI with the sample-scenario planning approach by Bent and Van Hentenryck (2004) and achieved similar results, even though the sampling approach requires high computational effort. Therefore, we draw on AI to benchmark ATB in our computational evaluation.
The majority of the approaches aims at providing a sufficient coverage and only decides about the subset to confirm implicitly. Generally, the largest feasible subset is included in the tour. Meisel (2011) and Ulmer et al. (2015) explicitly decide about confirmations. For the VRPSSR, Ulmer et al. (2015) propose a cost benefit heuristic (CBH) comparing the required time to insert a subset with the relative gain of confirmations. If the ratio exceeds a global threshold, the candidate subset is rejected. The threshold is determined a-priori via simulation. The area coverage is considered only implicitly by Ulmer et al. (2015) . To the best of our knowledge, CBH is the only approach allowing explicit subset selection for problem instances of real-world size. Therefore, we use CBH as a benchmark heuristic.
With ATB, we introduce the first offline approach evaluating post-decision states regarding their expected future confirmations, explicitly considering both the subset selection and the area coverage for problem settings of real-world size. 
Vehicle speed v
Overall set of realizations Ω
Late request customers of a realization
In the following, we present the formulation for the VRPSSR and model the problem as a Markov decision process (MDP, Puterman 2014).
Problem Formulation
The notation for the VRPSSR is depicted in the upper part of Table 2. In the lower part of Table 2, the terminology required for the Markov decision process is defined. Let T = [0, 1, . . . , t max ] be the time horizon with time limit t max . Let A be the service area. The vehicle starts and ends its tour in a depot D ∈ A. The vehicle travels with a monotone speed v. In the following, we describe a stochastic problem realization ω ∈ Ω of the overall set of realizations Ω. Notably, in the decision making process, the customers are unknown before their request time. A problem realization ω ∈ Ω consists of a set of customers
ω as depicted in Equation (1):
That is, each customer C ω ∈ C ω is associated with vector (t ω , f (C ω )) consisting of a request time t ω ∈ T and a location f (C ω ) ∈ A. For each customer C ω ∈ E ω , the request time t ω and location f (C ω ) is generated from a spatial and temporal probability distribution (
The customers are divided in two temporal classes as shown in Equation (2); Early request
requesting service in t = 0 and late request customers
are known in the beginning and must be served:
For a problem realization ω ∈ Ω, the dispatcher aims at maximizing the number of confirmed late request customers. In unlikely cases, where the tour duration to serve all ERCs already exceeds the time limit, all ERCs are served and no confirmation of dynamic requests is allowed.
Markov Decision Process
To formally describe the decision-making process, we model the VRPSSR as a Markov decision process. We further formally define the free time budget b x (k) later utilized in ATB.
The required terminology is depicted in the lower part of Table 2 . In an MDP, in each decision point k, a state S k of a finite state space S = {S 0 , . . . , S q } and a subset of possible decisions
is known with certainty and is defined as the post-decision state S x k ∈ P = S × X. P denotes the post-decision state space. Given a post-decision state, a transition leads to a subsequent state S k+1 = (S x k , ω k ). S k+1 is determined by realization ω k : P → S of the set of problem realizations ω k ∈ Ω.
For the VRPSSR, the initial state S ω 0 is defined by the set of ERCs C ω 0 of the realization ω. A decision point occurs when the vehicle is located at a customer or initially at the depot. A state at decision point k consists of the point of time t(k) ∈ T , the vehicle's position P k ∈ A, and a set of
and the not-yet-served subset of confirmed LRCs
+ occurred between the last decision point k − 1 and decision point k is given.
For the VRPSSR, decisions contain both a confirmation and a movement action. Decisions 
, the tour duration of Θ x k allows returning to the depot within the time limit t max . The free time budget b x (k) of Θ x k is then calculated as shown in Equation (4): The travel to the next customer and realization ω k+1 lead to a transition to decision point k + 1.
, and the set of customers
is only revealed at decision point k + 1 and unknown before. The overall realization ω ∈ Ω is split regarding the time of the decision points as depicted in Equation (5):
The process terminates in state S K , when the vehicle has returned to the depot, i. e., C ω K = ∅ and P K = D.
In Figure 1 , an exemplary state S k is shown. In t = 60, a set of three customers Since the customer requests are stochastic, the number of confirmations is a random variable.
The objective for this stochastic dynamic decision problem is to identify an optimal decision policy π * ∈ Π that maximizes the expected number of confirmations beginning from an initial state S 0 .
A policy π : S → X is a sequence of decision rules (
is the decision rule dependent on state S k induced by π in decision point k. An optimal policy π * maximizes the expected rewards over all decision points subsequently applying π * as depicted in Equation (6):
For every state S k , π * holds the Bellman equation as depicted in Equation (7). In every decision point k, π * selects the decision maximizing the sum of immediate reward and the expected future rewards, as depicted by the Bellman equation in Equation (7). The second term of Equation (7) is
4 Anticipatory Time Budgeting
In this section, we describe how the values for a state can be approximated via approximate value iteration (AVI, Powell 2011, p. 127ff), a method of ADP. We then motivate and define a suitable state space aggregation ATB required for AVI. ATB aims on anticipatory confirmation decisions.
To determine the movement action, ATB draws cheapest insertion routing (Rosenkrantz et al. 1974, CI) as described in §A.1.
Approximate Value Iteration
In this section, we depict the correlations between values V and policies π and show how values are approximated via AVI.
The expected future rewards are represented by the value of a post-decision state and depend on the applied policy. For the VRPSSR, the value reflects the expected number of future confirmations. The value for any given policy π can be recursively calculated applying decision rule
) of the regarding post-decision state depending on π as depicted in Equation (8):
As shown in Equation (7), the decision rule of an optimal policy π * maximizes the sum of the immediate reward and the value of the post-decision state. Equation (7) can be reformulated as depicted in Equation (9):
Conversely, the assignment of specific values to all post-decision states defines a decision policy if Equation (9) ) 
Aggregation
In this section, we motivate the selection of point of time t(k) and free time budget b x (k) as indicators for the values V (S x k ) and present the according aggregation A mapping post-decision states to two-dimensional vectors (t(k), b x (k)). In the following motivational consideration, we denote the figures simplified as t, b, and V . We further utilize the concept of the insertion time γ,
i.e., the required time in future decision points to insert a new request and the coverage κ of the service area, i.e., the percentage of the service area covered by the planned tour Θ x k (Branke et al. 2005) . confirmations depicted on the right y-axis. As discussed, the insertion time γ for future requests, depicted on the left y-axis, directly depends on b. The higher b, the higher is γ. Notably, γ differs over the remaining points of time and is dependent on the applied policy. The depiction in Figure 4 is a simplification. The value V depends on b and γ. Given b = 0, γ is low, but no free time budget remains to insert a request. Given a high b, γ increases significantly and V stagnates. The Based on the aforementioned considerations, ATB applies an aggregation A :
Each vector in Q only contains the numerical parameters point of time and free time budget. The resulting representation Q is defined in Equation (11):
The value of a post-decision state S x k can now be represented by the valueV π of the vector If we assume a minute-by-minute representation of T , the cardinality of LT Q is still high.
The number of entries is |Q| ≤ 1 2 (t max ) 2 , since the sum of point of time t(k) and free time budget
As it is shown by Ulmer et al. (2015) , an approximation based on Q eventually results in sufficient solution quality. Nevertheless, the high number of entries requires extensive approximation with a high number of simulation runs. A minute-by-minute consideration of point of time and free time budget may not be necessary. Since the approximation quality depends on the number of observations, this detailed representation may even impede the approximation process and the solution quality as discussed in Barto (1998, p. 193) . For a more efficient and effective approximation, ATB draws on a partitioned LT E. E is defined by a partitioning I : Q → E grouping vectors p 1 , . . . , p q ∈ Q to a set represented by an
In the following, we introduce the dynamic lookup table, a partitioning adapting to the approximation process.
Dynamic Lookup Table
In this section, we introduce the dynamic lookup table (DLT). We motivate the requirement for DLTs, depict the DLT functionality, and finally embed the DLT in the literature.
A prori defined, static LTs (SLTs), e.g., with equidistant interval lengths of the parameters, often impede the approximation process due to the tradeoff between reliability and level of detail.
First, a frequent entry observation is mandatory to achieve a reliable and efficient approximation. This is only provided by a partitioning with a limited number of entries (coarse-grained). Second, the partitioning must enable the differentiation between heterogeneous states for an effective approximation. Hence, the partitioning must allow to partition these states to different entries (finegrained). For an exemplary analysis of this tradeoff, the interested reader is referred to §A.2 of the Appendix. Since for ATB, the vector space is two-dimensional, we describe the functionality of a two-dimensional DLT int the remainder of this section. Still, the DLT is not limited to two dimensions. The general algorithm for AVI combined with DLT and ζ ≥ 1 dimensions is presented in §A.3.
Functionality
The DLT meets the aforementioned tradeoff. To this end, the DLT adapts the partitioning I according to the approximation process. The DLT starts in a partitioning I 0 and LT E 0 with large intervals and subsequently decreases the interval lengths in some areas during the approximation process. In the beginning, a fast, coarse-grained approximation of the few initial entries is provided. During the approximation, the interval length is decreased for some "interesting" areas; that is, an entry is separated in a set of new entries resulting in a dynamic partitioning I j and LT E j in simulation run j. The DLT allows a fine-grained approximation within these areas. For areas of no interest, the partitioning stays in the original design. An evolution of the DLT is exemplified in Figure 5 . In the left, initial partitioning, the intervals are homogenous and coarse-grained. During the simulation runs, some areas are considered in more detail, as seen in the central partitioning.
In the final partitioning, seen on the right, the lower left area is highly separated and considered in detail, while the large interval lengths of the initial partitioning in the upper right corner remain.
Beside the advantage of a fast and effective approximation process, DLT may also allow to derive insights of the problem and solution structure. Areas with a high separation may indicate important areas or usual patterns for the problem. In the following, we describe how the DLT is adapted over the approximation process.
Entry Selection
An entry η = I j (p) of partitioning I j and DLT E j can only be considered in more detail if a sufficient number of entry observations is given. Otherwise, the new entries may not be observed frequently enough to derive a reliable approximation. Therefore, we consider the number of observations N (η) to decide whether we are able to consider η in more detail. Frequently observed entries have an essential impact on the entire approximation process. 
separation of an entry η is conducted if Equation (12) is satisfied.
A multiplication of the two components allows deterministic entries without deviation to re- 
Update Algorithm
In the update process of I j , entries η = I j (p) satisfying Equation ( Because of the lack of further knowledge about the distribution of the values and observations, the number of observations and the deviation are equally divided to the new entries and the values remain. It may be useful to start the update process after a few, e.g. 50, initial simulation runs to avoid premature separation.
Dynamic Partitioning in the Literature
To the best of our knowledge, a method of ADP dynamically partitioning a vector space with respect to the entry observations and value deviation has not been presented in the literature. Nev-ertheless, the idea of dynamic state space partitioning is not new. A similar concept of dynamically changing the partitioning has been introduced by Bertsekas and Castañon (1989) . For an infinitehorizon problem with |S| = 100 and a known transition probability matrix P, states are partitioned based on their residuals resulting in a faster approximation processes. In contrast to Bertsekas and Castañon (1989) , the DLT can be applied to problems of large state spaces and unknown transition probability functions.
Since the DLT for the VRPSSR only consists of two dimensions, the resulting structure of the DLT can be associated with a quadtree (Finkel and Bentley 1974) , a tree structure for the efficient storage of data. The concept of quadtrees was already combined with Q-learning by Clausen and Wechsler (2000) . They propose to use different levels of detail for fractal image compression.
Still, the main difference is that the DLT combines the characteristics of the quadtree with the AVI approximation process. For a quadtree, the focus lays on achieving an efficient structure to store given data. AVI focuses on approximating values given a partitioning. The DLT updates both structure and data (values) in tandem.
Finally, the DLT can be compared to the weighted LT (WLT) by George et al. (2008) . Instead of adapting a partitioning, the WLT draws on a set of static partitionings. The value is the weighted sum of the according individual entries. The WLT adapts these weights with respect to the approximation process. This may accelerate and strengthen the approximation process but on the expense of significant memory consumption as we show in our computational evaluation in §6. As tests indicate, this memory consumption impedes the application of WLTs for vector-spaces of higher dimension ).
Computational Evaluation
In this section, we first describe the set of test instances and tune the algorithm parameters. Then, we present the results of ATB and the benchmark heuristics for the defined instances. We show that ATB is superior regardless of the degree of dynamism and the service area size. Since ATB does not explicitly consider spatial information like vehicle and customer locations, we further show how the success of ATB depends on the customer distribution. 
Instances
The set of the instances are derived from Bent and Van Hentenryck (2004) , Hvattum et al. (2006) , Thomas (2007) , and Meisel (2011) . The instance parameters are listed in Table 3 . For a detailed depiction of the instance generation process, the interested reader is referred to §A.6 in the Appendix.
To analyze the impact of the customer distribution, we generate three different customer distributions varying in their requirement for considering spatial information. The first distribution F U provides uniformly distributed customer requests. We assume that spatial information may be secondary for F U and ATB allows a generally anticipatory budgeting of the time. For the other two distributions F 2C and F 3C , customers are accumulated in clusters. An example with 50 realized customers for these distributions is shown in Figure 6 . The distribution F 2C provides customer requests in two clusters. The request distribution is symmetrical to the depot located in the center of the service area. We assume that for F 2C the dependency between point of time, free time budget, and area coverage is strong, since the vehicle's tour may always follow a similar behavior over time due to the distribution's symmetry. This behavior especially manifests in the point(s) of time the vehicle changes clusters. We assume that ATB may perform well for F 2C . We further examine the policies for F 3C , where three clusters are heterogeneously distributed in the service area. For this distribution, the sequence of cluster visits and the times of cluster changes may differ. As a result, the area coverage is not strongly represented in the temporal attributes of ATB and the solution quality of ATB may be impeded. For F 3C , the consideration of spatial information, e.g. the vehicle's location or the sequence of cluster visits, may be necessary for high quality anticipation.
The results of the test runs later confirm our assumptions.
Benchmark Heuristics and Tuning
We compare ATB to anticipatory insertion (AI) by Ghiani et al. (2012) and cost benefit (CBH) by Ulmer et al. (2015) . We select AI and CBH because they both focus on a single aspect in their anticipation, routing and confirmations respectively. AI waits close to the center of gravity defined by the locations of potential future requests. AI focuses on anticipatory coverage of the service area without explicit subset selection. CBH compares the rewards of a decision with the resulting consumption of the free time budget. CBH decides explicitly about subset selection neglecting the consideration of area coverage. For definition and tuning of AI and CBH, the interested reader is referred to §A.4. We compare the DLT to static lookup tables (SLTs) and a weighted lookup table (WLT) by George et al. (2008) . The SLT partitioned each dimension of the vector space in equidistant intervals. The WLT draws on a set of SLTs, updates the SLT entries and adapts the weighting of the entries per SLT to the approximation process. For definition of SLT and WLT, the interested reader is referred to §A.5.
In the following, we describe the tuning for DLT, SLT, and WLT as well as AVI. We consider . For all LTs, we run |Ω| = 1 million simulation runs. To avoid premature separation, we prohibit updates of the DLT in the first 50 simulation runs. For every tuning of DLT(N, σ) and SLT, we run 10, 000 test runs to determine the best tuning for the particular instance setting. The according policies are then used for the evaluation.
Solution Quality
For every instance setting, we run 10, 000 test runs. The results for ATB drawing on DLT(N, σ) with best tuning and the benchmark heuristics are shown in Table 4 .
Comparing the benchmark heuristics, CBH outperforms AI for every instance setting. The explicit subset selection of CBH is advantageous compared to the explicit area coverage consideration of AI. Especially for instances with F U and A 20 , the difference is high since the explicit subset selection avoids customers far-off the current tour. ATB enables both subset selection and consideration of area coverage due to the aforementioned dependencies of point of time, free time budget, and area coverage, even though ATB does not explicitly include spatial information in the evaluation of decisions. To analyze the ability of ATB to consider the area coverage, we analyze the improvement of ATB compared to CBH. ATB provides the best solution quality for nearly every instance. ATB performs well for the distributions F U and F 2C . Even though the solution quality in F 2C is already high for CBH, ATB allows significant improvements up to 4.3% given dod = 0.75. The distribution F 2C is symmetrical. Therefore, the cluster sequence is not relevant for ATB. As a result, the dependency between the temporal parameters and the area coverage is strong and ATB is able to achieve high solution quality without explicitly considering spatial information for this customer distribution. In the instances with A 15 and F 3C , the solution quality of ATB is inferior to CBH. This results from the varying sequences of visited clusters given F 3C . The future rewards depend on the clusters the vehicle already has visited and the clusters the vehicle will visit in the remaining time of the shift, i.e., the coverage. This dependency varies over the realizations. Since spatial information is not considered by ATB, the solution quality is impeded for F 3C . We justify these assumptions in the following analysis.
Analysis
In this section, we analyze the DLT and the ATB algorithm. The analysis contains three parts. First, we depict the effectiveness and efficiency of the approximation process for partitioning approach DLT compared to WLT and SLT in §7.1. We show how the DLT is able to adapt to the problem and highlight the advantageous in approximation speed with respect to SLT as well as the significantly 
Partitioning: Dynamic Lookup Table
The in §6 depicted results are achieved for ATB with DLT(N, σ). In this section, we compare these results with ATB based on the partitioning approaches DLT(N ), SLT, and WLT. DLT(N ) neglect the value deviation within the entries. An SLT is a single, static partitioning. The solution quality significantly depends on the a priori selection of the SLT. The WLT draws on a set of static partitionings. Hence, WLT may provide a high quality but on the expense of substantial storage requirement. We show how DLTs outperforms SLTs in solution quality and approximation speed and WLT regarding the required number of entries and storage efficiency.
We first compare the achieved solution quality regarding the partitioning approaches depicted in Table 5 . The best results of the tuning group are indicated by +, the average results by ∅. The best results for SLT, WLT, and DLT are relatively similar. This results from the high number of 1 million simulation runs allowing for a detailed approximation. Still, there are significant differ- This may be explained by the continuous decrease of expected future confirmation, i.e., values and as a result of standard deviation over time t. This results in a more detailed partitioning for early points of time t which does not add significant benefit to the approximation.
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Even though the WLT achieves similar results compared to the DLTs, the DLTs allows a significantly more efficient storage of the values. The number of entries of the best tuning and the reduction by DLT compared to WLT are depicted in the lower part of Table 5 . Over all instances, the reduction of required entries compared to WLT reaches up to 68.1% for DLT(N, σ) and even up to 79.9% for DLT(N ). The reduction and the number of entries is dependent on the instance setting under consideration. Given a high dod or a small service area A 15 and, therefore, a high initial time budget, significantly more states and entries can be observed resulting in partitionings with many separations. Although memory may be relatively inexpensive, due to the exponential entry-increase by adding additional dimensions to the LT, DLTs may be able to handle higherdimensional LTs compared to WLT.
Another advantage of the DLT is the effective approximation process. Figure 7 shows the ATB-approximation process for SLT, WLT, and DLT(N, σ) given F 2C , dod = 0.75, and A 20 . To allow a detailed depiction, the x-axis only represents the first 200,000 simulation runs. On the y-axis, the according solution quality is depicted. We averaged the results over 1,000 simulation runs for a better presentation. We compare the tuned LTs providing the best solution quality after 1 million simulation runs and the average results of the tuning group. The best approximation in the first 10,000 simulation runs is achieved by WLT quickly converging to similar results as the best DLT. Even the average DLT allows a faster approximation than the best SLT. Within less than 50,000 simulation runs, the average DLT achieves a number of confirmations the best SLT only reaches after 200,000 simulation runs. In essence, the DLT allows a significantly more effective approximation.
This effective approximation is achieved by the adaptive partitioning of the DLT. We now analyze the resulting structure. We select DLT(N ) after 10,000 simulation runs, since it illustrates the DLT-behavior most clearly. The corresponding LT-structure is shown in Figure 8 . A correlation between point of time t and free time budget b over the time horizon can be identified. This structure resembles the general t and b dependency, i.e., the decrease of free time budget over time. For these generally observed areas of the vector space, a more detailed consideration is both feasible and necessary.
Routing Behavior
In the following, we analyze the routing behavior induced by ATB to explain ATB's strong performance for F 2C compared to F 3C . This routing behavior impacts the temporal development of the area coverage. If the instance setting allows for a recurrent general routing behavior, the dependency between the temporal attributes and the area coverage is strong. This is of significant importance especially for clustered customers, since the coverage significantly drops, when the vehicle leaves a cluster. The aggregation needs to enable the consideration of these cluster changes.
We show that, in contrast to F 3C , for F 2C ATB is able to achieve a general routing behavior and the correlation between point of time, free time budget, and area coverage is strong.
The routing behavior manifests in the point of times, the vehicle changes between the clusters.
In Figure 9 , we depict these times for the two distributions. Since the behavior depends on the applied policy, it differs over the approximation process. We additionally depict the cluster changes resulting from the initial myopic policy of ATB withV 0 . On the left side, the development for F 2C
is shown, on the right side for F 3C .
The y-axis represents per point of time the percentage of test runs, the vehicle leaves a cluster.
We can identify two cluster changes for F 2C . Hence, the vehicle generally serves customers in one clusters, travels to the second clusters, and finally returns to the first cluster. The times of the cluster changes for the initial myopic policy vary significantly. For ATB, the first cluster change mainly occurs between 100 ≤ t ≤ 125. We have externally determined the average travel duration d = 20 between the two cluster of F 2C . Generally, the vehicle arrives in the second cluster not later than around t = 144. The second cluster change occurs between 260 ≤ t ≤ 270 and is even more distinct. Hence, for F 2C , ATB achieves a general routing behavior. ATB is able to maintain this behavior for every realization and to determine when to change clusters. This is remarkable because no explicit spatial information is included in the ATB state aggregation.
On the right side of Figure 9 , the development for F 3C is shown. For this instance setting, the vehicle changes clusters several times. For the purpose of presentation, we focus only on the first two cluster changes. A slight difference to the myopic policy can be observed. For ATB, the vehicle usually leaves clusters earlier. Still, the times of cluster changes vary significantly. In some cases, the vehicle only serves a few customers in the first cluster and then directly travels to the next cluster around t = 15. In other cases, the first cluster change occurs around t = 180. The 
Budgeting Time
In this final section, we analyze how ATB exploits the dependencies depicted in Figure 3 
The realized insertion time γ c t per confirmed customer and t is defined in Equation (14). Decision x c is the decision selected by the regarding approach. γ c t is only calculated if requests are confirmed:
Figure 10 depicts the impact of ATB and the initial myopic policy on the tour durationd and the insertion times γ a , γ c as well as the valueV depending on b for a specific point of time t = 144. The left side of Figure 10 shows the results for F U , the right side for F 2C . Figure 10a and Figure 10b depict the development of the tour durationd over time. For myopic,d continuously increases until the free time budget is expended. Notably, for ATB,d increases after t = 120 for F 2C . This is the time after the first change of clusters, when many new requests are confirmed instantly the vehicle arrives in the new cluster. As assumed,d is strongly correlated to the actual area coverage indicated by the according average insertion time γ a in Figure 10c and Figure 10d respectively. γ a is significantly lower for myopic compared to ATB. The correlation ofd and γ a is therefore strong.
For F U , γ a shows a continuous increase over time. For ATB and F 2C , we can observe a peak around t = 135. γ a for requests around this point of time is high and then decreases for t > 135.
At this point of time, the vehicle served all customers in the first cluster and arrived in the second.
Since at this point new requests within the first cluster are highly expensive to include, γ a rises.
Afterward, the area coverage in the first cluster is reestablished and γ a decreases.
Considering the realized insertion time γ c in Figure 10e and Figure 10f , we can observe that for F U , ATB in average allows constant γ c per customer over time. As expected, myopic allows a high amount in the beginning, but is not able to insert later requests since the time budget is consumed. Given F 2C , a significant peak is shown for ATB between 120 ≤ t ≤ 180. The highest γ c can be observed around t = 144 meaning that at this point of time the vehicle usually arrived in the second cluster. Around this time, ATB identifies the requirement to spend significantly more of the free time budget to reestablish the area coverage as already depicted in the top right figure of Figure 10 .
As shown in Figure 9 , the vehicle arrives in the second cluster usually not later than t = 144. ATB is able to identify this characteristic and, therefore, is able to adapt to the spatial and temporal request distribution.
Conclusion and Future Research
In this paper, we have presented the VRPSSR, a dynamic vehicle routing problem with stochastic customer requests. The requests follow a temporal and spatial distribution and the request times and customer locations are unknown until the request occurs. We have depicted that anticipation of future confirmations can be achieved by evaluating decisions with respect to the point of time and the free time budget left. With ATB, we have developed an approach exploiting this dependency via approximate value iteration to approximate the expected number of future confirmations for a decision state. For a variety of instances, ATB is able to outperform state-of-the-art benchmark heuristics.
As an offline approach, ATB allows fast decision making within the execution phase. ATB The considered problem may further be extended to multi-vehicle and multi-periodical settings.
Rejected customers might be postponed to a following period as presented by Angelelli et al. (2009) . For these problems, anticipatory algorithms need to consider free time budgets for several vehicles in the current and the following periods. This requires aggregations of higher dimensionality and may enhance the advantages of the DLT. Due to its generality, DLT may not only be applied to the VRPSSR but might be a valuable tool in the entire field of approximate dynamic programming, especially for problems with complex value function structures. The functionality of the DLT might be extended by partitioning individual parameters, by merging of entries, or by the addition and reduction of parameters depending on the approximation process. To show the impact of the number of entries on the approximation process, we calculate the expected necessary number of observations n * i for every entry and the total number of simulation runs n * for termination, i. e., for sufficient approximation in every entry. As a termination criterion, we allow a difference of the average valuesV to the expected values up to 0.05. Further, we calculate the number of required observationsn for entryp and compare the results. For each entry, we calculate the distribution of the expected realizations average (i. e., α = 1 n ). Then, we derive the probability P k that the average lies in the allowed deviation range after k entry observations. We determine n * i as the minimal number of observations with probability higher than P k > 95.0%. LetV l (p i ) be the value of the lth entry realization of p i . Then, the minimum number of observations for entry p i can be calculated as shown in Equation (A1):
The total number of required simulation runs n * is the maximum number of individual observations considering the probability of observing the entry as depicted in Equation (A2):
Rarely visited entries increase the necessary number of simulation runs of the algorithm. In the example, p 4 requires the most visits for termination with n * 4 = 6, 146. Due to the probability ν 4 = 0.1 of observing p 4 , the expected number of runs for termination of the whole process is
= 61, 460. For Q, a sufficient approximation is expected after 61, 460 simulation runs.
We now show that partitioningQ can reduce the number of required simulation runs significantly.
The expected value ofp ∈Q is the weighted sum of the single expected values as depicted in Equation (A3):
The variance σ 2 (p) can be calculated as shown in Equation (A4):
The probability distribution of V (p) is the weighted sum of the single distributions. The number of necessary observations to achieve a maximal deviation of 0.05 with a probability of at least 95% isn = 6, 590. The number of necessary simulation runs is reduced by 89.3% compared to Q. For our example, partitioningQ allows a significantly faster approximation. Nevertheless, the partitioning has a large impact on decision making. As we can see from Equation ( A.3 Dynamic Lookup Table: Algorithm
In this section, we present the general procedure of AVI combined with a ζ-dimensional DLT. The procedure is depicted in Algorithm 1.
Inputs are the aggregation function A, partitioning I 0 , the resulting initial LT E 0 , the initial values V π 0 , a set of realizations {ω 1 , . . . , ω m }, the step size α, and the threshold τ . Outputs are the values V π m after m simulation runs, the according partitioning I m , and DLT E m . Notably, partitioning and DLT are equivalent. Hence, only storing E instead of both E and I may be sufficient.
In our computational experiments, we implemented the DLT as a Java Hashmap. We experienced, that this implementation allows an efficient storage, fast value access, and fast updates of the DLT. 
end 32 for all η x k ∈ P do 33 if
UpdatePartition
UpdateTable ( 
{R(S
This entry η x k is then stored in the set of observed entries P. The reward R(S k , x) is stored in R k . The simulation of ω i terminates when S k = S K . After each simulation run i, the values V πm ,σ,N , and σ(η), N (η) for the observed entries η ∈ P are updated. Finally, these entries are analyzed with respect to threshold τ and the partitioning and DLT are updated accordingly. In the following, we describe the functions UpdateSigma, UpdatePartition, and UpdateTable.
Update of Sigma
The standard deviation σ of a set of n observations with realized values V 1 , . . . , V n and average valueV is usually calculated as depicted in Equation (A6).
The standard deviation σ has to be recalculated for every simulation run. A recalculation regarding Equation ( V j have to be stored. These values can be efficiently updated given a new observation.
Update of Partitioning and Table
In the update process of I i , entries η = I i (p) are analyzed with respect to the threshold:
These entries are separated to a set of 2 
A.4 Benchmark Heuristics for the VRPSSR
In this section, we describe the benchmark heuristics anticipatory insertion (AI) and cost-benefit heuristic (CBH) for the VRPSSR. These heuristics are compared to ATB. We further describe the required tuning.
Anticipatory Insertion
AI was introduced by Ghiani et al. (2012) and draws on waiting strategies by Thomas (2007) . The main idea of AI is to idle at certain locations in the service area to maintain a high coverage of the service area and, therefore, to insert new requests efficiently. AI draws on a myopic confirmation action, i.e., does not explicitly decide about subset selection. To determine at which locations to wait, Ghiani et al. (2012) use the center-of-gravity (COG) longest wait strategy calculating the COG of all feasible potential future customers. The vehicle waits at the customer location, which allows the latest departure time serving the remaining customers and a dummy customer located at the COG. The COG is recalculated in every decision point. We call this approach AI. For a dynamic routing problem with known customer locations, AI is able to achieve similar results as the sample-scenario approach by Bent and Van Hentenryck (2004) . AI requires significantly less calculation effort in the execution phase and maintains the sequence of confirmed customers throughout the execution of the tour because of CI routing. For the presented problem, potential future customers are not known. To apply AI, we sample a sufficient number of future customers in execution phase.
A.5 Benchmark Partitioning Algorithms
In this section, we describe two alternative partitioning approaches to be compared to the DLT.
First, we present an a priori equidistant and static partitioning approach, the static LT (SLT). Second, we present the weighted LT (WLT) drawing on a set of static partitionings by George et al. (2008) . Table   Usually, 
Static Lookup

Weighted Lookup Table
To combine the advantages of different interval lengths l 1 , . . . , l L and to allow differing levels of detail, George et al. (2008) and Powell (2009) 
The weights are calculated considering the experienced variance within the entries σ (I 1 (p) ). A formula for the weights calculating the total variation of the error and considering all three impacts is provided by Powell (2009) as depicted in Equation (A12):
The weighting favors LTs with large intervals in the beginning for a fast first approximation. Later, LTs with small intervals are weighted higher to achieve a more differentiated evaluation. The weight w l i for an LT E i is increased by a relatively small variance and bias and a large number of observations. In the beginning, the frequently observed entries in the LTs with large intervals allow a fast first estimation of the value function. During the subsequent approximation process, the weights of the more detailed LTs with small intervals increase because of the relatively small variance and bias. Further, WLT allows avoiding ineffective LT-areas. For instance, areas in the LT providing relatively low numbers of expected future confirmations are excluded early in the approximation process. Hence, the approximation is focused on the effective areas. WLT may allow a faster approximation in the beginning and high quality solutions in the end without any tuning necessary. Nevertheless, WLT leads to increased memory consumption due to the high number of entries. Instead of a single LT, L LTs of different partitioning levels are required.
A.6 Instance Generation
In this section, we describe the process of instance generation in detail. The closed service area A R 2 is rectangular defined by the points (0, 0) and (x max , y max ) ∈ R 2 . Time is represented minute by minute, T = {0, 1, . . . , t max }. The expected number of overall customers is n = E ω∈Ω |C ω |. The expected number of early request customers E|C 0 | = n 0 depends on the degree of dynamism dod ∈ [0, 1] as depicted in Equation (A13) (Larsen et al. 2002) :
The number of customers and the request times for a realization are generated by a Poisson process P (Haight 1967) . The number of ERCs is generated by P(n 0 ). The probability distribution Ξ for request times and locations is divided into two independent probability distributions. Request times of late request customers are (discretely) uniformly distributed over time t ∼ U Z [1, t max − 1].
Customer locations f (C ω ) ∈ A are realizations f ∼ F of the spatial probability distribution
A realization of the request time is again conducted by a Poisson process P for every minute 
The time limit is set to t max = 360 minutes. We test the approaches for a large (A 20 : x max = 20km, y max = 20km) and small service area (A 15 : x max = 15km, y max = 15km). The vehicle travels with a speed of v = 25km/h. The depot is located in the center of the area D 20 = (10, 10), respectively D 15 = (7.5, 7.5). The average number of customer requests per day is n = 100.
We examine instances with a moderate (dod = 0.50) and high (dod = 0.75) number of dynamic requests. We define three spatial distributions. We consider uniformly distributed customers (F U ) and customer distributions grouped in two (F 2C ) or three clusters (F 3C ). Within the clusters, the customer locations are two-dimensional normally distributed.
In the following, we define the spatial distribution functions for A 20 . Given F U , a realization f (C) = (a x , a y ) is defined as a x , a y ∼ U [0, 20] . For F 2C , the customers are equally distributed to each cluster. The cluster centers are located at µ 1 = (5, 5), µ 2 = (15, 15). The standard deviation within the clusters is σ = 1. The distribution is therefore point-symmetrical to the depot. For F 3C , the cluster centers are located at µ 1 = (5, 5), µ 2 = (5, 15), µ 3 = (15, 10). 50% of the requests are assigned to cluster two, 25% to each other cluster. The standard deviations are set to σ = 1. For A 15 , all spatial parameters are reduced by factor 0.75.
